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 This qualitative study examines the cognitive and linguistic time constructs 
found within thirty written language samples collected from general education 
students at a technical high school in the Pacific Northwest. The students’ written 
language samples responded to the question, “What do you do on a typical day?” 
These written language samples were collected as part of the high school’s intake 
process.  
Using four main rounds of analysis, the researcher examined the written 
language samples for: the surface structures of time such as tense, time words, modals, 
and conditionals; temporal propositions as defined by Arwood and Beggs (1992); 
speech acts, semantic roles and semantic relationships; and cognitive constructs of 
time such as the moving time, moving ego and succession of events conceptual 
metaphors. 
The findings of the study indicate that the students are not writing using 
grammatically correct surface structures of time, nor are they making temporal 
propositions. Instead, the students are using mostly base form verbs in either present 
or ambiguous tense constructions. Most, but not all, of the students used the agent role 
in their writing, and more students used the locative role than used the time role. All 
the students expressed actions, but not all students used the agent action semantic 
relationship. All the students were able to express the speech act of responding, and 
two thirds of the students used what may be a new type of primitive speech act, listing 
of actions. All of the students used the succession of events conceptual metaphor for 





time metaphor. These findings indicate that this group of students is functioning at the 
restricted pre-language function level of language function (ages 3-7 years), and at the 
preoperational level of development for temporal cognition (ages 3-7 years). These 
finding suggest that this group of students may have difficulty performing temporal 
tasks such as: arriving to class on time, planning and executing assignments and 
projects, turning in homework on time, expressing their ideas in a way that is 
meaningful to others, and participating in higher order thinking for diverse subjects 
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Chapter 1: Introduction to the Study 
This chapter provides an overview of the background for this dissertation, the 
purpose statement and research questions, the significance of the research, and the 
theoretical framework as well as an overview of what will be found in Chapters Two 
through Five.  
In evaluating students with special needs in a clinical learning setting, this 
researcher noticed that students have deficits in their use of time within language, for 
organization, for planning, and for understanding spoken and written communication. 
The clinical evaluation used over the past five years, included the Temporal Analysis 
of Propositions (TemPro) (Arwood & Beggs, 1992) to analyze client language 
function. Results of these assessments showed that students had a limited use of time 
within their language, and were not using temporal propositions to predicate 
arguments through time.  Knowing that language and cognition are closely related 
with each other (Arwood, 2011; Chatterjee, 2010; Clark, 1973; Gentner, 2010; 
Papafragou, 2007; Perlovsky, 2011; 2013), and knowing that most, if not all of these 
students, struggle with organization and time management issues, the researcher 
wondered if issues related to time and time management are a language and cognition 
problem related to understanding time concepts rather than a lack of time management 
skills or strategies. This led to a broader interest in time and language and whether or 
not typically developing students are able to use temporal propositions and time ideas 





In order to satisfy this interest, the researcher, who was enrolled in a doctoral 
neuroeducation area of concentration, began reading in the fields of neuroscience, 
cognitive psychology, language, and education to learn more about how students learn 
and use temporal concepts. From a neuroeducation perspective, the question of how 
students learn and use time in language is very complicated. Different cultures have 
different constructs for time (Evans & Green, 2006) which, expressed through 
language (Clark, 1973), shapes cognition (Perlovsky, 2013), and is exhibited in the 
function of the brain from sensory input to higher cortical functions (Grondin, 2010). 
In other words, time is ubiquitous, and yet, it is not clearly definable. 
 While the researcher found a great deal of information on the topics of 
learning time and using time concepts within the neuroscience, cognitive psychology, 
and language fields, much less information was available within the field of education. 
In order to view a sample of what was available within the education field regarding 
the teaching and learning of time concepts, the researcher conducted a search of peer 
reviewed articles in the Education Resources Information Center (ERIC) database 
using the search terms “teaching and time” and “education and time” and downloaded 
the 40 articles found within this search.  
Through evaluating the contents of the 40 articles, the researcher found four 
elements that indicated a need for further research in the area of time within the 
education field: little to no research on teaching time at the high school level, little 
research on teaching time in language, general agreement that time is difficult to learn 
and teach, and a pattern within the articles of authors expressing concern about the 





covered time in education at the high school level and none of those three articles were 
studies, rather they were informational articles for teacher continuing development 
covering time as historical understanding (Lello, 1980), geologic time (Jax, 1991), and 
time as a social construct (Marcus & Slansky, 1994).  Therefore a gap in the research 
about time and teaching time exists at the high school level as no studies about 
teaching time concepts at this educational level were found.  
Second, only two of the 40 articles were on topics relating to language or 
language arts, but neither of those articles were studies. Again they were informational 
articles for teachers, one covered time and tense in writing at the college level 
(Dragga, 1986), and the other discussed using literature to help primary through 
middle school level children to develop the concept of chronological time (Harms & 
Lettow, 2007). This is an indication of a gap in the research within the education 
literature in the area of teaching time in language as no studies were found related to 
teaching time concepts within language at any educational level. 
The first two research gap elements, lack of education studies about teaching 
time at the high school level, and lack of studies of teaching time in language at any 
educational level, are related to actual missing research, while the third and fourth 
elements of the gap in the literature involve the expressions of need by people writing 
about time within the education field. These elements are common threads among a 
variety of fields within education, as the concept of time is an essential concept for 
abstract thought within any field (Delgado, 2013), as well as being essential for 





about time to manage daily activities, consider what has been learned from the past, 
and to plan for the future (Cottey, 2012; Rappleye & Komatsu, 2016).  
Two themes of concern expressed by the authors of the articles about teaching 
and time were found within the 40 articles: 1) Time is difficult to teach and/or learn, 
and 2) Lack of research in the areas of teaching and learning time is a problem within 
the many fields of education.  The first theme, time is difficult to learn and/or teach, 
was found in 19 articles. The authors iterated that time is either difficult to learn, 
difficult to teach, or both (Cheek, 2012; Cheek, 2013; Cottey, 2012; Delgado, 2013; 
Earnest, 2017; Earnest, 2017; Friedman, 1944; Harms, 2007; Harris, 2008; Hurrell, 
2017; Jaelani, 2013; Jax, 1991; Johnson, 2014; Kelly, 1998; Muir, 1990; Nelson, 
1982; Patriarca, 1987; Teed, 2011; & Warf, 2011). When looking at the list of 
citations of writers who have suggested time is a difficult concept to teach and/or 
learn, we see that this is an ongoing theme throughout the time span the articles were 
written from 1944 to 2017. This indicates a continued need to deepen the 
understanding of teaching and learning time within the education field across all 
disciplines.   
The second theme within the review of literature on time and teaching was the 
complaint that there is a lack of research on time in the education field. This idea was 
represented in 10 of the 40 articles (Cheek, 2013; Delgado, 2013; De Groot-
Reuvekamp, 2014; Dutton, 1967; Earnest, 2017; Earnest, 2017; Friedman, 1944; 
Harris, 2008; Thornton, 1988; Warf, 2011). From these articles, it appears that 





This researcher hoped to begin to fill these four related gaps in the literature by 
addressing all four areas. A study on time within language samples acquired from high 
school students addressed the overall concern about a gap in the literature on time in 
education as well as the concern for greater understanding of time within the education 
field, as well as the gaps at the high school level and within the area of teaching and 
learning of language.  
Background  
This researcher views the study of time in language as important to education, 
a microcosm of society. Most people would agree that members of our society must be 
able to work in synchrony with each other in order to be successful. This interaction 
with one another is accomplished through the use of language to communicate ideas, 
and the use of time to coordinate activities from the past, present, and into the future. 
As such, the use of language and the use of time within language are cultural 
backbones of our society.  
We live in a time-based culture in which an understanding of time and the 
ability to use clock time is essential for effective participation in society (Cottey, 
2012; Rappleye & Komatsu, 2016). Our schools are set up to function within an open 
ended linear time frame that drives everything from the timing of class periods, to how 
much material in a given subject must be learned in a given time frame, when and how 
often students should be assessed, and what products students must produce and when. 
In this researcher’s clinical practice, and in her previous experiences in classroom 
teaching, the researcher noticed how frequently students had difficulty with the 





following a sequence of events, turning in assignments on time, setting goals, and 
completing work within a specified time frame. And, students showed a lack of 
understanding of planning and organizing within a time frame, even after they were 
taught to use time management organizers such as calendars.  
When considering the use of time concepts in language, the idea of time 
management comes to mind. Time management can be defined in a variety of ways 
including: as a means for monitoring and controlling time, setting goals in life, 
keeping track of time use, prioritizing goals, generating tasks from goals, the 
completion of tasks within expected time frames (Liu, Rijmen, MacCann, & Roberts, 
2009), and planning ahead to ensure adequate time is spent studying and adequate 
planning to turn in assignments (Langberg, Epstein, & Becker, 2012).  
Time management has been shown to have an impact on academic 
achievement, job performance and quality of life (Liu et al., 2009). “In our 
technologically enriched society, individuals are constantly required to multitask, 
prioritize, and work against deadlines in a timely fashion” (Liu et al., 2009, p. 174). 
Within schools, Liu et al. (2009) found that time management exerts a positive 
influence on student learning outcomes.  Further, Langberg et al. (2012) found that 
organizational skills, including time management, predict good grades in school. For 
example, time management involves the effective use of time to maximize 
productivity, arrive at school or class on time, and turn homework in on time (Lee & 
Shute, 2010). The use of time is considered so important that many schools provide 
classes to some or all of their students to help them with organization and time 





(Evans, 2013), or see a future event and how that event will pass (moving time) 
(Evans, 2013), then this presents them with potential educational and employment 
difficulties. Being able to plan, means that a person must conceive of an event that has 
not yet happened, and plan for subsequent thoughts and actions that might take place 
in order for the event to occur.  Performing these types of tasks requires a 
conceptualization of time. 
Further, beyond the daily use of time for the organization of activities, students 
need competence in time as an element in every single subject taught at schools. 
Mathematics makes wide use of time concepts from time telling to velocity and other 
higher mathematical applications and concepts. Within the sciences, the mathematics 
of time is also frequently used in order to calculate any number of natural and 
manmade processes. The humanities use time as well, with history being a great 
example of a heavily time based subject of study within schools, and language is the 
means for expressing ideas about events through time, within any school subject. Non-
academic subjects in school also heavily rely on time concepts for success. For 
example, music is very much based in time as the musicians make music together 
through time using a beat to mark time as well as the hearing of sounds created in time 
to hear the music. In physical education, there is a heavy reliance on time and timing 
in which sports are played in given time frames, athletes are evaluated using time, and 
athletic skills are, in large part, related to the individual’s ability to move his or her 
body through space in given sequences through time.  
From a more theoretical perspective, this researcher “sees” time, on a visual 





of length, height and, width together. That is, time creates an internal dimension that 
mediates our spatial experiences into something that involves duration and movement. 
Time is linked to the spatial dimensions in two ways. The first is that the brain/mind 
processes information in and through time and uses time and timing to complete 
present moment motor actions in order to interact with the physical world (Grondin, 
2010). More about these neurobiological processes will be explained in Chapter Two. 
The second way in which time is linked to the three physical dimensions is through 
abstract thought acquired within the cortical/mental structures that mediates our 
thinking about past events and for planning future actions (Szpunar, Watson, & 
McDermott, 2007). This second, internal axis of time is a mental construct (Poppel, 
1997) used to coordinate activities and this mental construct of time depends upon the 
understanding of cause and effect relations within the sequence of events, with cause 
always preceding effect (Desantis, Waszak, Moutsopoulou, & Haggard, 2016). 
Chapter Two will provide the review of literature about this cognitive way of thinking 
about time. 
These two ways of thinking about time provides a fundamental understanding 
of how time is acquired and how time concepts are used to represent a learner’s 
thinking.  Chapter Two will review the literature about the neuroscience behind time 
acquisition as well as the cognitive constructs of time. Time is also used as a socio-
cognitive way of working within a time-based (English) culture.  
According to Caruso, Gilbert, & Wilson (2008) time represents the before and 
after relationship that moves only one direction (forward) though time (Caruso, 





how learners see themselves as agents (Desantis et al., 2016). That is, the individual 
does something, and something results from that action. Over time and experience, the 
individual learns the relationship between what comes before and what happens next, 
and experiences the self as an individual who can affect change and perform actions in 
the world. This is the foundation of sequential thinking which is the basis of episodic 
memory and prospection (Szpunar, Spreng, & Schacter, 2014) and points to time as a 
critical dimension for successful interaction with the world. Time is both social, in that 
the learner interacts socially with others through and with time, and cultural, in that 
the society the learner lives in assigns temporal meaning to what the learner does. 
Literature about language acquisition and function helps elucidate the elements of time 
as a socio-cognitive function. Chapter Two provides a review of how language 
function affects time as well as how the acquisition of time constructs effect thinking 
and the representation of language.  
Although linguistics (Clark, 1973), cognitive psychology (Evans, 2013), and 
neuroscience (Grondin, 2010) have explored the relationships between language and 
the functions of time, little research has been conducted on “understanding time” in 
language within the education field. As time is shown to be represented in cognition, 
brain activity, and in language, an analysis of time in language should allow the 
researcher to make inferences about learning which leads to the purpose of this study 
which is to investigate the use of time concepts in an individual’s language as a 





Purpose of the Study and Research Question 
The purpose of this qualitative research was to examine the use of time-
concepts in written language samples taken from high school students at a technical 
high school in the Pacific Northwest.  The following research question, along with 
four sub-questions, was used to examine the use of time-concepts in the language 
samples.  
Main research question: 
How do high school students at a technical high school in the Pacific 
Northwest represent time in written language samples? 
Sub-questions: 
1. What surface forms of time (tense, modal, conditionals, and time words) do 
the samples show? 
2. Do the language samples contain temporal propositions as defined by the 
Temporal Analysis of Propositions (Arwood & Beggs, 1992) 
3. What speech acts, case roles, and semantic relationships are found within 
the students’ writing? 
4. What cognitive constructs of time and/or conceptual metaphors of time do 
the samples show? 
A qualitative research approach was used. Each research sub-question directed 
a round of qualitative coding. The TemPro (Arwood & Beggs, 1992) was used to 
evaluate all language samples for propositions and if no propositions were found, to 
explore if there were other ways time was being represented. In addition to evaluating 





temporal properties, such as tense and time words. Open coding was used to discover 
cognitive constructs contained within the language samples. After the rounds of 
analyses were completed, the data generated from each round was compared in order 
to draw whatever conclusions presented themselves. Chapter Three provides the 
reader with the procedures and methods of this study.  
Significance  
 This research on time was intended to add to the body of knowledge about 
time in language within the education field, with the assumption that having a better 
understanding of time in language will help educators in a variety of settings from K-
12 education to higher education provide meaningful learning opportunities to their 
students. The researcher believes that more knowledge about how time overlaps with 
language and cognition may help educators understand time issues in student learning.   
Theoretical Framework  
The literature support for this dissertation rested on a theoretical framework, 
the Arwood Neuroeducation Model, which triangulated the perspectives of 
neuroscience, cognitive psychology, and language function together. Examining the 
various perspectives of time from research of the brain, language, and cognition 
provided the researcher opportunity to find common principles or tenets among these 
disciplines regarding the nature of time. Using the neuroeducation lens, this researcher 
hoped to better understand the use of time as it pertains to each of the three 
perspectives in neuroeducation. 
Chapter Two provides a review of literature related to the following topics. 





morphemes; modals; conditionals; time words such as today and tomorrow; time 
markers such as before, during, and after; sequences of events; and representation of 
ideas about past, present, and future (Clark & Clark, 1977). Within neuroscience, time 
is represented through the timing and sequence of brain activities and functions, the 
sequence in which memories are recorded, and in the ways auditory and visual 
features are processed (Pulvermüller, 2018). From a cognitive psychology perspective, 
time is represented in perceptual space (Clark, 1973) through mental representations 
such as the moving time and moving ego metaphors (Clark, 1973; Evans, 2013) which 
presuppose an underlying metaphor that time is motion (Clark, 1973). 
It is widely agreed that language and cognition interact with one another, 
though there is not complete agreement about which influences the other (Arwood, 
2011; Chatterjee, 2010; Clark, 1973; Gentner, 2010; Papafragou, 2007; Perlovsky, 
2011; 2013). Some researchers assert that cognition precedes and structures language 
(Papafragou, Li, & Han, 2007), and others assert the opposite and say that language 
acquisition influences cognitive development (Gentner & Christie, 2010). A third but 
larger camp, views language and cognition as interacting without assuming one 
precedes the other (Arwood, 2011; Chatterjee, 2010; Clark, 1973; Perlovsky, 2011; 
2013). The ideas about the interaction between language and cognition, in the third 
camp, all more or less fall into agreement with the correlation hypothesis which says 
that the structure and the contents of perceptual space share a close correlation with 
the structure and contents of language (Clark, 1973). That is to say, the structure and 
content of your mind will be the same as the structure and content of your language. 





language and cognition, is assumed, and that time is both cognitive and language 
based (Clark, 1973). It should be noted that this interdependence is also documented 
within neuroscience (Egorova, Shtyrov, & Pulvermüller, 2016).  
As this researcher has been interested in the relationship between language and 
cognition for some time, the researcher did an unpublished study of data she collected 
at the learning clinic where she works. A correlation study of students’ levels of 
language function and cognitive development was conducted for 71 students with 
disabilities the researcher had evaluated for services at the clinic. A moderately strong 
correlation, 0.518 correlation coefficient, was found between the language function 
levels and the cognitive levels of the students. This is additional evidence that led the 
researcher to want to further investigate the relationship between language and 
cognition as it relates to the expression of time concepts in language. 
Definitions 
 Throughout this dissertation, new terms shall be defined as they arise, 
however, a few terms bear mentioning here as they are overarching ideas. First, 
Neuroeducation shall be defined, as this dissertation is being written from the 
perspective of Neuroeducation. Neuroeducation is the triangulation of information 
from the fields of neuroscience, cognitive psychology and language to frame research 
of a question within the education field.  
 Next, learning is defined from the perspectives of neuroscience and cognitive 
psychology based on a review of the literature in each field (see Chapter 2). For the 
purpose of this dissertation, learning, as it relates to neuroscience, shall be defined as: 





cognition, as it relates to neuroscience, will be defined as: The mental representations 
created through correlation learning.  
Within the field of cognitive psychology there are multiple definitions of 
learning (Barron, Hebets, Cleland, Fitzpatrick, & Hauber, 2015) with no general 
agreement about a single definition of learning (De Houwer, Barns-Holmes, & Moors, 
2013). However, based on the ideas presented in the review of literature, for the 
purpose of this dissertation, learning from a cognitive psychology perspective shall be 
defined as: A cognitive process that causes a change in behavior or the solution to a 
problem, as a result of experiences within an individual’s internal or external 
environment. 
 In general, when the term “time” is used within this dissertation, open ended 
linear time, as used in schools and business within Western culture, is what is meant. 
However, time is a broad abstract concept that can be referred to in a variety of ways 
and contexts. Time within the neurobiological learning system can be thought of in 
two ways: timing and duration (interval) for current input and actions (Grondin, 2010); 
and thinking about time conceptually (Szpunar et al., 2007). From a neuroscience 
perspective, time in language, is a result of multiple neurological systems interacting 
at multiple levels to form complex sequential ideas about the individual’s experiences. 
One of the ongoing mysteries of time perception is that there is no dedicated sensory 
organ or receptor that perceives time (Poppel, 1997). Instead, time is perceived 
through sensory input from the visual, auditory and motor systems. From the 
perspective of cognitive psychology, the study of time concepts falls into the category 





 As the correlation hypothesis (Clark, 1973) is the fundamental assumption of 
why this dissertation study is theoretically valid, it shall be defined here also. The 
correlation hypothesis states that the structure and content of the mind and of language 
are reflections of each other which make it possible to look at an individual’s language 
and then comment on what that might mean in relation to their cognition. 
Summary 
 This chapter provided an overview of the background for this study, the 
research gap addressed in this study, and the neuroeducation lens and the conceptual 
framework for the study. Although linguistics (Clark, 1973), cognitive psychology 
(Evans, 2013), and neuroscience (Grondin, 2010) have explored the relationships 
between language and the functions of time in language, little research has been 
conducted on this in education, and it may be the key to language, which is the key to 
literacy.  Students in a wide variety of settings struggle with time management 
(Langberg et al., 2012; Lee & Shute, 2010; Liu et al., 2009) which may be a result of 
missing concepts and language about time. Since cognition and language are known to 
be correlated (correlation hypothesis), understanding the use of time in a student’s 
language should inform the educator about that student’s thinking regarding time so 
the educator can provide learning opportunities for the student to acquire the concepts 
and language surrounding time.  
 Chapter 2 of this study will provide a review of the literature related to this 
study. The first section of the review examines how the neurobiological learning 
systems works and how the neurobiological system exhibits time functions. The 





the perspective of cognitive psychology. The third section of the literature review 
examines time based functions within language, including temporal propositions 
within language. The fourth section of the review of literature examines the teaching 
of time concepts within the education field. 
 Chapter 3 of this study explains the methods and procedures to be used to 
examine time in language using a neuroeducation lens to triangulate ideas from 
neuroscience, cognitive psychology and language. This study will examine language 
samples from students at a Pacific Northwest Technical high school. The language 
samples will be analyzed for time words, time markers, time structures, and for 
temporal proposition using the TemPro (Arwood & Beggs, 1992).  The language 
samples will also be analyzed for cognitive constructs through the use of open coding. 
The literature review from Chapter 2 will be used to discover the overlapping features 
about time within the three areas (neuroscience, cognitive psychology, and language) 
to inform the analysis using the TemPro and qualitative coding and to provide 
information to be used in Chapters 4 and 5. 
 Chapter 4 of this study describes the findings from the analysis of language 
samples using the TemPro (Arwood & Beggs, 1992) and open coding, and provides a 
discussion of the of the findings about language and time based on use of the 
neuroeducation lens. 
 The study concludes with Chapter 5 in which a discussion of how the findings 






Chapter 2: Literature Review 
The review of literature about time, thinking, and language across the three 
disciplines of neuroscience, cognitive psychology, and language is designed to address 
the question: How do high school students at a technical high school in the Pacific 
Northwest represent time in their language samples. First, the neurobiology of the 
learning system from sensory input to higher cortical processing will be reviewed 
followed by an explanation of the neurobiological system of time acquisition. Second, 
human learning and acquisition of time concepts will be examined from the 
perspective of how humans perceive and organize time constructs according to the 
cognitive psychology literature. The third section will examine how humans learn and 
use language to represent time functions and how language propositions represent 
temporal thinking. Finally, this review of literature examines what education does with 
the teaching of time. 
Neurobiology of the Learning System 
Before delving into the details of how the brain processes time, it is necessary 
to discuss how the brain learns and thinks. The first section of literature reviews the 
neurobiological way the human brain learns, thinks and processes time. Gallistel and 
Matzel (2012) state that “at the neuroscientific level of analysis, learning is the 
rewiring of a plastic nervous system by experience, and memory resides in the 
changed wiring” (p. 170). The beginnings of this modern model of neurobiological 
learning dates back to the 1890’s, when the concept of the synaptic connections 
between neurons was first described by Cajal and Tanzi (Gallistel & Matzel, 2012). 





Neurophysiological Theory in which he proposed the theory that when presynaptic 
neurons repeatedly play a role in the firing of the same post synaptic neurons a 
permanent change occurs in which the neurons become more likely to fire together. 
This Hebbian principle is stated simply, “neurons that fire together wire together” 
(Gallistel & Matzel, 2012). More recently, it has been demonstrated, through 
neuroimaging, that the Hebbian theory is correct with an addition; Pulvermüller 
(2018) tells us that neurons that fire together wire together and neurons that are “out of 
sync de-link.” The brain uses the correlational learning principle which, at a neuronal 
level, occurs for associative learning when neurons repeatedly fire together and then 
wire together, and occurs for dissociative learning when neurons are out of sync and 
delink from each other (Pulvermüller, 2018). Long term storage in the brain (memory) 
is accomplished by “long lasting modification of the strength of neural connections 
and the consequent formation and alteration of neural circuits” (Pulvermüller, 2018, p. 
16). Therefore, for the purpose of this dissertation, learning, as it relates to 
neuroscience, shall be defined as a permanent change in neuronal circuitry as a result 
of internal experience. 
How learning within neuronal changes in capacities of cellular assemblies 
relates to thinking or cognition is complex. Allen (2017) points out that the term 
cognition has no fixed or unified definition but rather is an umbrella term under which 
more specific capacities such as memory, problem solving, learning and decision 
making can be examined. Among the many definitions of cognition some possible 
definitions include: cognition is a self organizing capacity, cognition is adaptive 





flexibility, and cognition is mental representation (Allen, 2017; Gallistel & Matzel, 
2012). From a neuroscience perspective, cognition is acquired through distributive 
relationships of cell functions and their structures. When discussing learning, 
Pulvermüller, (2013) says, “Correlation learning links the word and object circuits, 
resulting in an embodied object-semantic representation” (Pulvermüller, 2013 p. 463). 
For this dissertation, cognition, as it relates to neuroscience, will be defined as neuro-
semantic representations from correlational learning through distributive relationships 
of cell functions and their structures. 
Neurobiological learning.  Learning, a permanent change in the capacity of 
cells, and thinking, the resulting representation of learning, begins with sensory input. 
Sensory input through the receptors is the only way that the brain receives information 
from the outside environment (Hickok & Poeppel, 2004). Therefore, changes in the 
cellular capacity, begins with sensory input from the ears and eyes, followed by 
pattern integration in the subcortical regions, and then conceptual processing in the 
cerebrum and finally with language as cortical networks (Hickok & Poeppel, 2004). 
While learning can occur from the senses of smell, taste and touch, it is through the 
distance senses of sight and sound that the largest amount of input is processed by the 
brain for learning and thinking in the education setting (Arwood, 2011). The ears and 
eyes will be discussed separately, while recognizing that no one sensory organ 
functions in a vacuum, that is, the brain uses information from all the senses in a 






The auditory system. The ears process the sound wave which is produced 
through vibrations in the air that are picked up by the tympanic membrane (ear drum), 
converted to mechanical energy by bones in the middle ear and then to fluid energy in 
the cochlea and then to electrochemical signals in the inner ear which are then sent 
through neuronal axons to the brain stem for processing (Schwander, Bechara, & 
Muller, 2010). The ear itself does not hear language or make meaning of the sounds it 
hears, instead, the ear recognizes the features of sounds and provides information to 
the brain about the distinct features of a particular sound or sequence of sounds 
(Eimas, 1985; Eimas & Corbit, 1973).  The meaningful features that the ear recognizes 
and transmits to the brain are: frequency, which is also called pitch and is the vibration 
speed of the sound; intensity, also called volume or loudness; and time, which is 
related to the duration of the sound and to the time period of the cycle in the sound 
wave (Baars & Gage, 2010). This later feature is important to recognize as this study 
is about time. 
 Once the sound has been processed by the ear, and a signal generated, the 
signal travels to the brainstem via the auditory nerve and then on to the auditory cortex 
(Kandler, Clause, & Noh, 2009). The brainstem processes acoustic patterns which are 
then sent on to the auditory cortices to be reassembled into auditory images. This is 
not a single one way trip, rather there are processing areas along the way and the 
signal goes both to and from the cortex through the brainstem. In a very simplified 
explanation, the auditory nerve impulses from each ear proceed from the cochlea of 
each ear to the corresponding cochlear nuclei in the hindbrain and then on through a 





from the two ears are compared and then sent on to both sides of the brain through the 
medial geniculate bodies of the thalamus. It is in the superior olivary nuclei that the 
brain stem is able to identify the location from where a sound came by comparing the 
sound differences and time differences in the signals from the two ears (Kandler et al., 
2009). These time differences are important to this study as temporality in the signals 
provides for processing of differences in sound for encoding a cognitive 
representation. As the auditory nodes in the brainstem differentiate between incoming 
acoustic features, the “what” and “where” pathways or circuits begin to form in the 
brainstem and then fully form in the cortical regions (K. L. Johnson, Trent, & Kraus, 
2005).  
The organization of the acoustic features of the sound wave are processed 
using a tonotopic frequency system which begins in the cochlea. This tonotopic 
organization continues through the ascending nuclei in the brainstem including the 
medial geniculate nuclei in the thalamus (Kandler et al., 2009) and then on to the 
primary and associative auditory cortices which are located slightly posterior of the 
middle of the superior gyrus of the temporal cortex (Lockwood et al., 1999). The 
tonotopic areas in the primary and associative auditory cortices are always more 
stimulated by the ear contralateral to the hemisphere than the ipsilateral side. That is, 
the right ear stimulates the left auditory cortex more strongly than the left, and the left 
ear stimulates the right auditory cortex more than the left (Lockwood et al., 1999). 
This allows for measurement of the timing differences between sounds received on the 
opposite sides of the head and contributes to the temporal properties of sound. The 





frequency stimuli are responded to in areas closer to the surface of the brain and 
higher frequencies are responded to at deeper sites within the Sylvian fissure 
(Lockwood et al., 1999). Much like the cochlea, the auditory cortex is a foot print of 
the properties of sound.  
The auditory cortex, also called Heschl’s area, is composed of three main 
areas, the core area (primary auditory cortex), the belt area (secondary auditory 
cortex), and the parabelt area (tertiary auditory cortex). Different parts of the auditory 
cortex respond to different types of sound input from the brainstem. Pure tones 
activate primarily the core area of the auditory cortex and more complex sounds are 
sent on to the belt and parabelt areas for processing (Wessinger et al., 2001) with the 
belt and parabelt areas responding best to complex properties and wider bandwidths 
(Zatorre & Belin, 2001). It should be noted that these complex properties of sound 
require more complex areas of the cortices to process. These areas of the auditory 
cortex are organized in series and in parallel which takes time to process starting at the 
core and then radiating out to the belt and parabelt areas (Wessinger et al., 2001) 
which receive projections form the core areas and integrate inputs from the more 
narrowly tuned core units (Zatorre & Belin, 2001). Again, at each level within the 
auditory system, there are neurobiological features of time which is pertinent to this 
study about time. 
Both the left and the right primary auditory cortices process spectral 
(frequency) input and temporal (time) input in a  non-linear distributed system with 
the left auditory cortex having a stronger response to temporal input and the right 





(Zatorre & Belin, 2001). Such distribution allows for the acoustic input to give 
feedback to the other systems. In the left hemisphere, where language is also most 
strongly processed, high resolution temporal processing (time properties) occurs at the 
expense of spectral processing (distributed spatial properties), and in the right 
hemisphere, high resolution spectral processing occurs at the expense of temporal 
processing (Zatorre & Belin, 2001). Thus, separate streams (circuits within 
hemispheres) process temporal and spectral input to perform auditory scene analysis 
which involves identifying the content (“what”) and the location (“where”) of sounds 
in the environment (Alain, Arnott, Hevenor, Graham, & Grady, 2001). It should be 
noted that sounds, not speech and language, are being described in terms of their 
“what” and “where” locations. 
The separate auditory streams process sound identity and sound location and 
form a ventral “what” stream and a dorsal “where” stream. The ventral stream 
processes sound identity as pitch and is responsible for sound object recognition, while 
the dorsal stream processes the spatial relation between consecutive auditory events 
for sound object location (Alain et al., 2001). This is an important distinction as later 
in the review it will be noted that this ventral system also is a part of the visual system. 
The ventral “what” stream moves from the primary auditory cortex to the anterior 
temporal lobe and then on to the inferior frontal lobe (Alain et al., 2001) through two 
myelinated fiber tracts that run close to each other, the uncinate fasciculus, which is a 
short fiber tract that connects the inferior frontal lobe to the anterior end of the 
temporal lobe (temporal pole), and a longer tract called the extreme capsule fiber 





the temporal cortex (Friederici, 2012). These tracts which cross the hemisphere of the 
cerebrum process the complexity of sound as it might occur in speech or oral 
language. The ventral pathways are responsible for meaning mapping and syntactic 
processing (Friederici, 2009). The dorsal “where” stream moves from the primary 
auditory cortex to the posterior temporal gyrus and then through the parietal cortex 
and then on to the superior frontal cortex (Alain et al., 2001). Again, the ventral 
pathways described here are including the complexity of speech or oral language 
which is greater than just sound composition.  
More recent research indicates that, just as the ventral auditory stream forms 
two pathways, the dorsal auditory stream also forms two pathways (Friederici, 2012). 
One dorsal pathway travels through a fiber tract called the superior longitudinal 
fasciculus from the temporal lobe, through the parietal lobe to the premotor cortex. 
The second dorsal pathway travels along the arcuate fasciculus from the temporal lobe 
to Brocca’s area in the frontal cortex (Friederici, 2012). The two dorsal pathways also 
support auditory to motor mapping (for speech production) and syntactic processing 
(Friederici, 2012). The fiber tracts in auditory cortex of the left hemisphere of the 
brain are greater than those on the right in order to handle the high speed temporal 
processing needed for language (Alain et al., 2001; Zatorre & Belin, 2001) There is 
also a great deal of cross talk between the ventral and dorsal streams as higher 
cognitive functions (like language) involve interactions among multiple brain areas 
(Alain et al., 2001). These cross-hemispheric properties relate to the network models 
found to be greater than the sum of the parts of the sounds, processing of the sounds, 





The primary language regions of the brain are in the temporal cortices and the 
inferior frontal cortices with dominance in the left hemisphere (Friederici, 2012). 
Sounds for speech processing are predominantly processed in the left temporal and 
frontal cortical regions of the brain while tonal pitch perception is processed in the 
right hemisphere auditory cortex. The functional hemisphere differences can be 
explained by the fact that speech sounds required processing of rapidly changing 
energy peaks (formants) through time, and tonal sounds, processed in the right 
hemisphere auditory cortex, require good frequency resolution (Zatorre & Belin, 
2001). Speech sounds that can be heard and repeated are processed at a low sub-
cortical level between auditory and motor speech systems (Hickok & Poeppel, 2004). 
Sensory input from the ears is processed in the brain stem for acoustic patterns, then 
travels to the primary auditory cortices, for speech/language sound processing, the 
dominant auditory cortex is in the left hemisphere of the brain. Once in the auditory 
cortex, speech/language sound input is processed in a distributed system through 
dorsal and ventral streams which then joins language networks connecting with many 
other parts of the brain. As the complexity of sound increases so do the points of 
access within and across hemispheres (Foxe & Simpson, 2002). The temporality of 
these complex systems also increases in complexity. 
 While the ears play an important role in processing sound information for 
language, learning and cognition, some higher order functions can be learned without 
sound. For example, deaf persons learn to think and learn language without the benefit 
of hearing. Therefore sound must not be the only sensory system involved in cognition 





thinking, even in blind people, who process Braille images within their visual cortices 
(Sadato et al., 1996). The next section of the review will cover how the visual system 
in humans works; beginning with sensory input at the eyes, pattern processing in the 
brain stem, cortical processing for cognition in the primary and associative visual 
areas, and finally how the visual system connects with other cortical systems for 
language and other higher cognitive functions. Does the visual system provide the 
same temporal access that the sound system provides? 
The visual system. The eyes process motion (Lu & Sperling, 1995) and 
reflected light with photoreceptors in the retina of the eyes (Bear, Connors, & 
Paradiso, 2001). There are two main types of photo receptors: rods, which process 
light contrast in black and white and are responsible for peripheral vision and night 
vision as well as high contrast in daylight; and cones, which process the different 
wavelengths of light as color and are more involved in central vision and intricate 
detail than the rods (Baars & Gage, 2010).  Motion is detected through the processing 
of changes in luminance and texture contrast (Lu & Sperling, 1995). Reflected light is 
mapped by the rods and cones onto the retina as two dimensional images (Livingstone 
& Hubel, 1988). Ganglion cells connect to the retina and convert the information from 
the photoreceptors into light patterns which are then sent on to the brain stem. The 
ganglion cells are either excited or inhibited by light in the retina, that is, light either 
turns them on or turns them off. Some ganglion cells are excited by a large area of the 
retina being lighted and inhibited by a small area being lighted while others do the 
opposite and are excited when a small area of the retina is lighted and inhibited when a 





which are larger and project to the magnocellular part of the lateral geniculate nucleus 
(LGN) of the thalamus, and type B ganglion cells which are smaller and project to the 
parvocellular part of the LGN (Livingstone & Hubel, 1988). The optic nerves, which 
project from the eyes through the optic chiasm to the LGN, are composed of the 
ganglion cells (Livingstone & Hubel, 1988). Thus, there are two visual channels, 
beginning at the optic nerve at the back of the eye, that separate visual patterns into 
streams that serve different functions. These two streams continue through the brain 
stem into the visual cortical areas. Type A ganglion cells provide rapid pattern 
processing in black and white and have high contrast and low resolution, while the 
type B ganglion cells provide slow processing in color and have low contrast 
sensitivity and high resolution (Livingstone & Hubel, 1988). 
 The optic nerves leave back of the eyes from an area called the optic nerve 
head and then travel from the eyes to the optic chiasm located underneath the 
cerebrum. The optic chiasm is the area that connects signals from the two eyes and 
then sends the information onto the LGN. Each eye has a left visual field and a right 
visual field (Baars & Gage, 2010). In the optic chiasm, which is shaped like an X, 
information from the left visual field of both eyes is sent on to the left LGN and 
information from the right visual field of both eyes is sent on the right LGN via the 
optic tracts (Wichmann & Muller-Forell, 2003) which creates the left and right visual 
fields which are processed in the contralateral LGN from the eye the signal originated 
from (Baars & Gage, 2010). These separated visual fields are later reassembled in the 
visual cortex to create binocular vision (Baars & Gage, 2010). Part of the optic tracts 





Muller-Forell, 2003), which has the function of orientating the eyes to targets of 
interest (Livingstone & Hubel, 1988).  
Each lateral geniculate nucleus has six layers; the two ventral layers of the 
LGN are called the magnocellular layers and receive information from the large type 
A ganglion cells, the four dorsal layers of the LGN are called the parvocellular layers 
and receive information from the smaller type B ganglion cells. Up to this level of 
processing there is no interdependence between the acoustic and visual inputs. 
Furthermore, there is nothing within the receptor of the eye in the peripheral system 
and the visual pathway in the central system that processes time like the sound wave 
provides for the ear. 
At the LGN (lateral geniculate nucleus), the visual pathway splits into two 
separate parallel pathways called the magnocellular system and the parvocellular 
system (Livingstone & Hubel, 1988). This split pathway continues on from the LGN, 
through densely packed bundles of myelinated fibers called the optic radiation, to the 
visual areas of the cerebral cortex (Wichmann & Muller-Forell, 2003). Both the visual 
system and the auditory system route through the thalamus as the last station of the 
subcortical stream located next to each other.; that is, the lateral geniculate nuclei of 
the thalamus for the visual stream and the medial geniculate nuclei of the thalamus for 
the auditory stream. Both systems split the signals into two tracks that process 
different input features which are then reassembled in the cortical regions to form 
images which are then linked through circuits to higher order cortical networks in the 
brain. At this level of the auditory system, integration of sound and sight may be 





 The two channels in the human visual system, the parvocellular system and 
the magnocellular system, have different functions and different sensitivities to 
brightness and contrast (Livingstone & Hubel, 1988). The parvocellular system is 
chromatic, that is it recognizes color, and the magnocellular system is achromatic and 
recognizes contrasts in relative brightness in black and white. The parvocellular 
system is very sensitive to light wave lengths (color), responds more slowly and has 
lower contrast sensitivity than the magnocellular system but has much higher 
resolution than the magnocellular system. The magnocellular system works more 
quickly and transiently than the parvocellular system, has higher contrast sensitivity 
and lower resolution and has larger receptive fields than the parvocellular system by a 
factor of two or three. The magnocellular system is more sensitive to low contrast than 
the parvocellular system rapidly responding to contrast differences up to about 10 to 
15 % contrast while the parvocellular system responds more slowly to increases in 
contrast but can detect much higher contrasts. Both the parvocellular and the 
magnocellular systems begin to respond to contrast differences when the center and 
surround contrasts differ by about 1 or 2 %. Because the magnocellular system 
responds more quickly to brightness differences but registers in black and white, the 
visual system is much faster at discriminating brightness than color (Livingstone & 
Hubel, 1988).  
The magnocellular system is also responsible for stereoscopic depth perception 
and movement perception. Stereoscopic depth perception is derived from the 
combination of contrast and motion in the magnocellular system (Livingstone & 





direction in the motion energy system (Lu & Sperling, 1995). The parvocellular 
system is responsible for color processing as light wavelengths received from the 
cones in the eyes. In the LGN the parvocellular layers are very sensitive to differences 
in wave length and process three overlapping wavelengths that can be defined as red 
(long wavelengths), green (intermediate wavelengths), and blue (short wavelengths) 
(Livingstone & Hubel, 1988). Another feature of the primary visual cortex is the 
cortical magnification of central vision in which one half of the visual cortex 
represents the central ten degrees of the visual field (Wichmann & Muller-Forell, 
2003). It should be noted that these visual fields are clearly spatial in nature, not 
temporal. These differences in visual processing allows for the human cross-modal 
overlap of features for concept development, and these overlapping visual features do 
not have to integrate with sound to be conceptual in nature (more about this later). 
There are three subdivisions of these visual channels in the cortices, the 
magnocellular channels, the parvocellular channels and blended magnocellular 
parvocellular channels. These channels go from the LGN to the primary visual cortex 
and then from there are routed to several other areas, particularly the secondary and 
tertiary visual cortices and to the middle temporal lobe (Livingstone & Hubel, 1988) 
these ascending visual pathways overlap in the visual areas of the cortices to form 
visual images.  Perception of three dimensions takes place in the visual cortices and is 
derived from luminance contrast in the magnocellular system. The magnocellular 
system also plays a role in detecting movement and is selective for directions at higher 





The linking features of visual perception also take place in the higher visual 
areas (Livingstone & Hubel, 1988). The linking features are: common movement, in 
which lines and contours that are moving together or which are moving against a 
stationary background are perceived as being part of the same object; common depth, 
which creates the perception that lines and contours at different distances are not likely 
to belong to the same object; co-linearity, in which a continuous line or contour is 
perceived as being part of the same object even if part of the object is obscured by 
another object; and common color or lightness, which shows contrast or no contrast. 
The magnocellular system perceives movement and depth and has a role in 
interpretation of spatial organization. The parvocellular system is important for scene 
analyses at great detail and the parvocellular to the temporal lobe system is important 
for visual identification and association. Both systems have a role in determining the 
images of shape which are visual images or concepts, different from the sound-based 
time concepts (Livingstone & Hubel, 1988). These differences are not only differences 
in semantic features but in the type of concepts that the two systems (visual processing 
and auditory processing) are able to create.  
The human visual cortex includes the whole occipital lobe plus parts of the 
temporal, parietal, and frontal lobes (Wandell, Dumoulin, & Brewer, 2007). In an 
electroencephalogram (EEG) study of the time frame of activation in the visual 
system, Foxe and Simpson (2002) found that the time from visual input to response in 
humans takes from 100 to 400 milliseconds (Williams) but that the signal transmission 
from the primary visual cortex (V1) to the frontal lobe occurs in approximately 30 





indicates that, within the 100-400 ms input to response window, there is plenty of time 
for multiple cortical interactions (Foxe & Simpson, 2002) as “visual information must 
be combined with motor, memory and other important cortical functions” (Wandell, 
Dumoulin, & Brewer, 2007, p. 375). This supports processing models that involve 
extensive interactions between multiple cortical systems (Foxe & Simpson, 2002). In 
human cognition, these extensive interactions provide for the development of concepts 
that are named by language. 
The most important physical property of the visual image is its spatial 
arrangement (Wandell et al., 2007). Remember the auditory system provided for a 
significant development of the temporal properties related to time. Here within the 
visual system, instead of time, there is a spatial arrangement. The spatial arrangement 
of visual images is preserved and repeated multiple times in the visual cortex. This 
replication provides for the overlapping of features to create the images of visual 
meta-cognition. The spatial arrangement of visual images is preserved more than other 
aspects of images (contrast, color, and so on) because if the spatial arrangement is 
scrambled then the image cannot be reassembled (Wandell et al., 2007). “To see 
requires encoding the spatial structure of the image” (Wandell & Winawer, 2011 p. 
718). The spatial structure of a visual image is retained by many different optic and 
neural systems beginning in the eye with the cornea and lens, then within the 
photoreceptors and then in the retina. From the retina, the signals are transmitted to the 
LGN where the spatial structure of the image is again retained and then on to the 





higher visual regions where the spatial structure is also retained (Wandell & Winawer, 
2011).  
The retention of the spatial structure of the visual image is called retinopic 
mapping and the neurons in the visual cortex are arranged into multiple retinopic maps 
(Wandell et al., 2007). Retinopic maps are also called visual field maps and they are 
defined with respect to the fixation point, which is the point at which the subject is 
looking when the imaging of the retinopic map is being conducted. “Stimuli to the 
right of fixation are in the right visual field, stimuli above fixation are in the upper 
field and so forth. Because the visual field shifts with the eye position but is fixed with 
respect to the retina, visual field maps are also called retinopic maps” (Wandell, et al., 
2007, p. 386). These visual fields create not only the cognitive image of an idea but 
their overlap within the visual cortex creates the multiple functions. These images or 
mapping of visual images are arranged spatially, not temporally.  
There are multiple overlapping retinopic maps in the human visual cortex. 
Specific retinopic maps support specific functions and “it is likely that more than one 
map is essential for a particular function and that each individual map participates in 
multiple functions” (Wandell, et al., 2007, p. 368). Central vision is represented over a 
much larger area of the cortex than is peripheral vision (Wandell et al., 2007). There is 
a significant amount of variability between individuals, with no two people having the 
exact same retinopic mapping for the same visual subject. This variability supports the 
idea that each person maps the individual features of their own experiences as they 





Common across most individuals are cortical maps within the primary, 
secondary and tertiary visual areas (V1-V3), but extrastriate maps (higher cortical 
visual areas) vary hugely according to the individual person. Extrastriate maps are 
more selective to specific types of visual stimulation than the maps in V1-V3 and the 
variation among individuals becomes more pronounced as the signal moves from 
lower to higher visual areas (Wandell & Winawer, 2011). The visual field in V1 is 
divided at the vertical midline so that each hemisphere of the brain receives a spatial 
map of only half of each retina (Wandell & Winawer, 2011) and then is subdivided on 
the horizontal midline in V2 and V3 so that the retinopic maps in V2 and V3 are 
divided into quarterfields which are then grouped into a single map (Wandell et al., 
2007). The separation at V1 into two hemifields facilitates binocular vision in humans 
(Wandell & Winawer, 2011). The quarterfield maps in V2 and V3 each have a long 
edge that represents the horizontal meridian and a second edge which represents the 
vertical meridian (Wandell et al., 2007). It is not known for certain if the retinopic 
mapping is used at every point in the visual cortex, but there is evidence that the 
spatial arrangement is carried all the way to the frontal cortex where retinopic 
mapping is transformed into spatiotopic maps which are related to cognitive 
representations of space (Wandell et al., 2007). Objects must be learned at many 
different retinal locations so that they can be recognized from a variety of positions, 
the brain’s ability to recognize objects in a variety of positions is not automatic, it is 
learned (Wandell & Winawer, 2011). This layering of these “maps” will provide the 





After leaving V1-V3, the signals in the visual stream split into dorsal and 
ventral visual streams (Foxe & Simpson, 2002). The dorsal visual stream is 
specialized for action, motion and spatial orientation, while the ventral visual stream is 
specialized for object recognition and color  (Wandell et al., 2007); (Wandell & 
Winawer, 2011). The dorsal stream, which extends from V3 along the dorsal visual 
cortex into the intraparietal sulcus and then on through the motor cortex to the frontal 
cortex (Wandell et al., 2007), activates earlier than the ventral stream and the signal 
from the dorsal stream arrives at the frontal cortex earlier than does the signal from the 
ventral stream, which may position the frontal areas to feed back through the ventral 
stream (Foxe & Simpson, 2002). The prefrontal cortex integrates dorsal “where” 
information with ventral “what” information, and the frontal eye fields in the frontal 
cortex receive convergent input from both the dorsal and ventral visual streams (Foxe 
& Simpson, 2002). Visual information moves both forward and backward within the 
visual streams, which means that both bottom up (visual input to frontal cortex) and 
top down (frontal cortex to visual areas) functional interactions occur between frontal 
and sensory areas and that the top down functions fine tune visual processing. Major 
feedback circuits early in the visual stream (V2 to V1 and V1 to LGN) act as visual 
gain mechanisms that enhance visual processing (Foxe & Simpson, 2002). 
While the dorsal and ventral visual streams travel through different parts of the 
brain, and serve different functions, the two visual streams are connected (Zanon, 
Busan, Monti, Pizzolato, & Battaglini, 2010). Early fMRI findings indicating two 
visual streams, led to theorization that the dorsal and ventral visual streams functioned 





done, neuroscientists are recognizing multiple connections among cortical areas, 
including connections between the dorsal and ventral visual streams (Freud, Plaut, & 
Behrman, 2016). The division of labor between the two streams may be because of the 
difference between central and peripheral vision, with the ventral stream being largely 
responsible for processing central vision and the dorsal stream processing peripheral 
vision, each working together in a complementary way (Milner & Goodale, 2008).  
The dorsal visual stream, traditionally considered the “Where” stream (Milner 
& Goodale, 2008), processes signals from the magnocellular system (Freud et al., 
2016) in real time to provide bottom up control from the retina for physical actions 
guided by vision (Milner & Goodale, 2008). The dorsal stream automatically 
calculates precise size and location of objects in an egocentric coordinate system that 
provides relative position to the self in order to program and control movements of the 
hand as well as other body parts (Milner & Goodale, 2008). The dorsal pathway 
represents dynamic relationships between multiple items with the formation of a 
coordinate system (Kravitz, Saleem, Baker, Ungerleider, & Mishkin, 2013). Dorsal 
pathway involvement includes visually guided action, navigation, and spatial working 
memory (Kravitz et al., 2013). Similar to the auditory system, the visual system is 
creating circuits specific to the function of cognition. It should be notes that the visual 
system is set up spatially while the auditory system is set up temporally, a major 
difference between the origin of space and time. 
Recent research indicates that the dorsal pathway doesn’t just represent 
‘Where’ ideas but also represents ‘What’ ideas (Freud et al., 2016). The dorsal stream 





perceptual representations of objects and the more anterior and lateral areas support 
action oriented representations (Freud et al., 2016). The posterior part of the dorsal 
pathway generates object based representations that are not necessarily action related 
as these areas are active even in non action based tasks (Freud et al., 2016). “The 
derivation of shape from motion appears to engage regions in the posterior parietal 
cortex in humans” (Freud et al., 2016, p. 781) and lesion studies indicate that the 
posterior portion of the parietal cortex is responsible for 3D perception and the 
perception of structure from motion (Freud et al., 2016). “The parietal cortex plays a 
key role in transforming visual representations into motor representations” (Freud et 
al., 2016, p. 778). There are overlaps between object activation areas and visual motor 
areas in the parietal cortex so probably the object representation in the posterior dorsal 
visual stream are in support of action in the anterior dorsal visual stream (Freud et al., 
2016). Action connects the time and space areas of the brain suggesting that there 
might be some connection between space and movement through space, or a “spatial 
type of time.” 
The ventral visual pathway contains neural  representations of object quality 
and is generally considered the ‘What’ pathway (Kravitz et al., 2013) The ventral 
visual stream combines current visual input with stored information to create 
perceptual representation by processing detailed visual scene information (Milner & 
Goodale, 2008). The scene based frame of reference of the ventral visual stream is 
coded referentially and perceives orientation, size and location relative to other objects 
in the scene (Milner & Goodale, 2008). The ventral visual stream processes high 





must move to pick up these details as the central vision is a small area of the eyes that 
must be moved to see all of a scene. (Milner & Goodale, 2008). Scene representation 
is an equivalent to figure ground ratios of space, not time. 
The ventral visual stream is a complex network of at least four somewhat 
independent parallel routes which have both feed forward and feedback connections, 
some bidirectional and some unidirectional (Kravitz et al., 2013). Major projections 
exist between the ventral visual stream and at least six other subcortical and cortical 
areas (Kravitz et al., 2013). Within the ventral visual stream there is functional 
neuronal clustering in which distinct areas are selective for various object categories 
including; body parts, faces, scenes, objects, tools, written words and color. These 
clusterings reflect large scale connectivity within the ventral visual stream (Kravitz et 
al., 2013). The structures in the ventral visual stream “are involved in forming specific 
representations or associations involving stable aspects of visual information” (Kravitz 
et al., 2013, p. 28) and are involved in memory, learning, habit formation, emotion, 
and long and short term memory (Kravitz et al., 2013). The anterior temporal lobe, 
part of the ventral visual stream, both processes and contains stored visual information 
(Kravitz et al., 2013). Again, the visual streams are processing what can be seen in 
space such as objects and things, but there is no time or action such as duration. 
There are functional anatomical couplings between the dorsal and ventral 
pathways (Freud et al., 2016) one of which is a cortical connection between the 
parietal cortex (dorsal stream) and the temporo-occipital cortex (ventral stream) 
(Zanon et al., 2010). The connections between the dorsal and ventral visual streams 





exchange of information (Zanon et al., 2010). Connections between the dorsal and 
ventral visual pathways provide object processing information from the ventral stream 
to the dorsal stream (Kravitz et al., 2013) and the reverse is true also as the dorsal 
stream influences the activities of the ventral pathway for action observation and 3D 
processing (Freud et al., 2016). Just as the dorsal ‘Where’ stream has been found to 
process object ‘What’ information, the ventral ‘What’ pathway has been found to 
decode spatial ‘Where’ properties of an object including position and size resulting in 
joint representations of ‘What’ and ‘Where’ ideas  (Freud et al., 2016). Although the 
brain does not see in 3D, the ability to perceive 3D is based on the ability to connect 
multiple points of processing within these visual pathways for overlapping areas of 
access within the brain creating images in space. 
Summary of the auditory vs. visual system properties. From the review of 
the literature about the acoustic-auditory system and the visual system, it appears that 
the auditory system temporally processes the acoustic feature of time from sound to 
create mental images of sound, while the visual system is processing spatially through 
visual features along with movement of those features to form visual images. 
The processing of sound and sight are not completely separate. Just as the 
dorsal and ventral visual pathways are connected within both the visual system (Freud 
et al., 2016) and the auditory system (Alain et al., 2001), there are other connections 
between the visual and auditory systems (Frassinetti, Bolognini, & Ladavas, 2002). In 
the human brain, there is “an integrated visuo-acoustic system” (Frassinetti et al., 
2002, p. 341). This integration is accomplished through connecting fiber pathways 





that respond to stimulus from more than one sensory modality (Frassinetti et al., 
2002). Fiber connections and multisensory cells with overlapping receptive fields 
allow the brain to work with synergy among sensory systems (receptor processing), 
perceptual pathways, cognitive image processing (circuits within the cortex), and 
language systems networks across hemispheres (Goswami, 2008). These levels of 
processing are the basis to learning of language and cognition (Arwood, 1991, 2011). 
The product of the synergy within these systems creates what is often referred to as 
higher order thinking in psychology and language function (Arwood, 1983). 
Cognition, language and the neurobiological system. Whereas the sensory 
to perceptual systems described in the previous section have been well studied for 
decades, understanding how the brain is responsible for cognition and language is 
fairly recent. Research into the structures and functions of the brain as it processes 
spoken, heard and written language has exploded over recent decades, with more fine 
grained research. The advent of non-invasive brain scanning techniques beginning 
with the electroencephalogram (EEG), that measures electrical impulses in the brain, 
has given neuroscientists the opportunity to look at the workings of the human brain 
without injuring the subject. A variety of techniques for imaging the brain have been 
developed including; Magnetic resonance imaging (MRI) and functional magnetic 
resonance imaging (fMRI) which both measure the oxygen usage of the brain to image 
the structures of the brain and indicate which regions of the brain are being activated 
during a given task or thought process; diffusion tensor imaging (DTI) and fiber 
tracking (Croft) are MRI based neuroimaging techniques that can image the white 





another MRI based imaging technique used for locating fiber tracts in the brain and to 
look at microstructures. There are a number of other imaging techniques as well, but 
the articles in this review mainly use these aforementioned techniques. While each of 
the many techniques for measuring brain activity has its own limitations, the 
combination of techniques and looking at data across techniques has revolutionized 
the neuroscientist’s ability to view the workings of the human brain. For this study, 
research pertinent to the acquisition of language by the brain was reviewed. 
 While a number of brain areas have been identified as language areas in the 
brain, no two brains are alike, so data compiled from a large number of brains may not 
correlate exactly with a given individual’s brain (Stowe, Haverkort, & Zwarts, 2005). 
The most well known language areas of the brain are Brocca’s area and Wernicke’s 
area which were first identified in the 19
th
 century during post mortem examinations 
of brain lesions of patients with language disorders. It should be noted that Broca’s 
area actually involves the acoustic motor patterns of speech, hence it sits next to the 
sensory-motor strips of the brain; while Wernicke’s area sits in the temporal lobe, an 
area connecting both visual and acoustic systems. Since that time much has been 
discovered about the language areas of the brain. One of the most important findings is 
that the left hemisphere of the brain, in most cases, is where most processing of 
language occurs. More recently, with the advent of MRI studies, right hemisphere 
language functions in the brain have been recognized as well (Friederici, 2011).  
Friederici (2011) describes the neural activity over time in the brain during 
language processing. Although learning begins at the sensory level, actual language 





information is delivered to the superior temporal gyrus and superior temporal sulcus 
along with the frontal operculum. The neural impulses from the auditory cortex and 
planum temporal travel via white matter tracts called fasciculi. The white matter fiber 
tracts take a ventral (lower) route through the inferior longitudinal fasciculus and 
uncinate fasciculus and a dorsal (upper) route through the arcuate fasciculus. The time 
frame for this processing is over a few milliseconds and begins with processing the 
sound for intelligibility and then syntax and semanticity. It should be noted that these 
pathways are specific to oral language, hence the emphasis on the auditory cortex, an 
assumed set of time-based functions. 
Pulvermüller, Shtyrov, and Hauk (2009) did a study using EEG and 
Magnetoencephalography (MEG) to determine the timing of psycholinguistic 
information access. As two conflicting models of processing have been posited by 
neuroscientists, Pulvermüller et al. (2009) wanted to find out which of these two 
models made the most sense. The serial or cascade model postulates that language 
information is processed by the brain in a sequence and the parallel model postulates 
that the processing is simultaneous. Pulvermüller et al. (2009) found that early 
processing of sensory input for language, within the first 100-250 milliseconds, is 
nearly simultaneous, which matches with the parallel model. This matches with the 
earlier description of the parallel pathways used by the visual system. They also found 
that there are very fine-grained delays in processing between cortical areas that 
support the serial or cascaded models for language processing in the brain. They found 
that in the superior temporal cortex, there is simultaneous activation for phonological 





would have to be involved in speaking. They also found that there are different 
activation times for word-specific semantic processing as the different meanings are 
processed in the brain areas related to the meaning of the word. That is, words related 
to actions are processed in language areas and motor areas of the brain and words 
relating to shapes and objects are processed in both the language and visual areas of 
the brain. This suggests that the meaning of actions such as raising a cup is processed 
parallel to the movement of the raising as language names the concepts. There is a tiny 
time lag depending on the distance from the language area to the parts of the motor 
area or visual area of the brain related to the meaning of the word being processed. 
This time lag is part of the feedback and inhibition of the non-meaningful input. 
Friederici (2009) describes the dorsal language pathway, running from the 
posterior (back) portion of Broca’s region to the superior (top) portion of the temporal 
region, as having special importance for higher order language functions. Friederici 
says that all language functions involve areas in the temporal and frontal cortices and 
include Wernicke’s area, the superior temporal gyrus, the middle temporal gyrus and 
Brocca’s area as part of the language network. These circuits connecting the temporal 
and frontal cortices match with the higher functions of language. For example, time 
phrases such as typical day cannot be seen or heard but are processed by meaning. 
These language areas or grey matter areas are connected across hemispheres as 
networks by white (myelin) matter fiber bundles. This connections suggests that these 
two language areas (Wernicke’s and Broca’s area) are not responsible for language but 
are involved in connecting the cellular assemblies across parallel circuits to form 





language involves the sensory systems that form circuits to form networks for higher 
thinking or better language function (Arwood, 2011). 
The most prominent fiber pathway connecting Wernicke’s area and Broca’s 
area is the arcuate fasciculus which was identified in 1895, during post mortem 
dissection. Now fiber pathways can be examined in live human subjects using 
diffusion tensor imaging. Two local pathways, in addition to the arcuate fasciculus, 
Heschl’s gyrus and the primary auditory cortex, have been identified as connecting to 
the anterior superior temporal gyrus and to the posterior superior temporal gyrus. 
While the exact function of the various fiber tracts is not agreed upon it is thought that 
there is a phonological stream running dorsal from Broca’s area to Wernicke’s area as 
well as a fiber tract for phonological processing (sound) in the ventral stream. There 
are also dorsal and ventral tracts for semantic and lexical processing as well as 
syntactical processing (could be visual or sound based). These latter streams indicate 
that phonology is not needed for language. 
Pulvermüller (2012) explains that the brain processes the meaning (semantics) 
of language not only in the perisylvian cortex (another name for the language areas of 
the brain in the left hemisphere) but also in the other regions of the brain related to the 
action and perception. That is, when processing the meaning of an action idea, the part 
of the brain that controls that action is involved in the processing of the meaning of the 
idea. Similarly, when processing the meaning of an object idea, the brain uses the part 
of the brain that recognizes that object. For example, the word “run” is processed both 
in the perisylvian cortex and in the region of the motor cortex that controls the legs. 





written language as well as ideas about shapes. This means that written ideas do not 
necessarily need sound and language would not need sound for acquisition. From a 
language perspective, this is confirmed by the fact that humans have created non-
sound languages such as ASL (American Sign Language). The neuro-semantics of 
language are based on the sensory features processed within pathways, circuits and 
eventually networks (Arwood, 2011). Also, an action word such as “run” takes time 
but may be totally processed as movement in space.  
 The olfactory area plays a part in processing meaning for smell related ideas. 
In the subcortical regions the limbic system, which is responsible for emotional 
regulation and response, is also involved in processing word meaning, particularly for 
emotional words. The olfactory bulb, also a part of the limbic system plays a part in 
processing meaning for smell related ideas. Therefore, the brain processes language 
not just in the specific language areas, but as a whole entity and functions, rather than 
structures appear to determine the speed of processing (Pulvermüller, 2018).  
 Richardson and Price (2009) discuss the fact that reading requires the ability to 
access language through the visual system rather than through the sound system; so 
again, language involves more than just the perisylvian cortex. This also suggests that 
reading is a visual processing ability, not a sound-based set of processes. And, 
activities thought to be sound based may actually depend on the visual system of 
processing. This is interesting given that educators place a high values on the sound 
processing for reading and writing even though the neuroscience says that the visual 
system is necessary for accessing language within the reading process. From a 





and semantics (meaning) are functionally connected in the brain and are not processed 
as separate components. This is evidenced by the fact that “Words referring to objects 
or actions correspond to lateralized fronto-temporal circuits linking up with object or 
action representation in visual and other sensory areas or motor systems of the brain” 
(p. 168). This supports the notion that the human learns language (Arwood, 2011) as a 
synergistic system of neuro-semantics, not structurally dependent on the imitation of 
grammar. This neuro-semantic system used for language requires a large number of 
interconnected fibers, across regions in parallel formations (spatial), within a temporal 
function.    
 Vassal et al. (2016) studied white matter fiber tracts during a sentence decision 
task with twenty right-handed healthy males using diffusion tensor imaging, fiber 
tracking and functional magnetic resonance imaging. Rather than calling a fiber tract a 
fasciculus they use the term fascicle. They further describe fascicles as densely packed 
groups of axons that run roughly parallel to each other that connect brain regions. The 
white matter fascicles that form the network of connections between the various 
language regions of the brain are called the language connectome.  
Vassal et al. (2016) further explain that the fascicles that form the language 
connectome also function to perform non-language tasks and are in fact 
multifunctional rather than simply dedicated to language function alone. Language 
functions must be related to the cognitive images formed from senses rather that an 
innate set of structures or rules. The findings of the study were that; left hemisphere 
language dominance was confirmed, white matter organization differed between the 





connectivity among the normal population, and that the white matter fascicles extend 
beyond classical language areas which may indicate their involvement in several brain 
functions. This supports what Pulvermüller (2012) found regarding the connection 
between semanticity and brain activation in areas related to the action or object being 
considered. Doing an action such as raising a cup stimulated the same area of the brain 
as would thinking about drinking from a cup. Therefore, the neurobiology of concepts 
and language are interwoven into networks with semanticity related to function, not 
structure (Pulvermüller, 2018). This research supports the notion that language 
function is based on neuro-semantics (Lucas, 1981). 
 While each person has a language connectome, each connectome is unique to 
the individual person. This makes sense since each individual experiences unique 
sensory inputs. In other words, this uniqueness is related to each person processing 
different experiences of sound and sight semantic features.  
 Duffau, Moritz-Gasser, and Mandonnet (2014) studied patients who were 
having brain surgery. During surgery, the surgeons probed various places in the brain 
while the patients were awake and being asked to perform a language test. In this way 
the surgeons were able to determine the exact locations of various language functions 
for the particular patient. This is important as no two brains are alike which makes 
sense if all language is learned through the unique sensory experiences of the 
individual (Arwood, 2011) Looking at data from a variety of patients, Duffau et al. 
(2014) concluded that the brain operates in a decentralized way with multiple parallel 
processes performed by “distributed groups of connected and synchronized neurons 





functions of the connectome to process the lower level input of features into higher 
order thinking or conceptualization. In other words, the cortex is set up in layers of 
functions that provide multiple forms of constant feedback to new input. 
Broce, Byron, Altman, Tremblay, and Dick (2015) conducted a study of the 
fiber pathways in the brains of 5-8-year-old children. Their particular interest was the 
frontal aslant tract and the arcuate fasciculus. They were interested in this age group 
because the norm is that by age eight, language has developed into an adult grammar. 
They wanted to know if there was a corresponding growth of white matter tracts with 
eight-year-olds that did not show in the five-year-olds. They found that the white 
matter tracts did not change significantly during the period they investigated but that 
the length of the arcuate fasciculus predicted receptive language which suggests 
language development is a product, in part, of the function of this structure. This once 
again supports the notion that function of the brain areas is important to higher order 
thinking. And, that the development of the brain is based on learning or function. They 
also found that the frontal aslant tract showed right lateralization in early childhood 
and showed there is potential relevance for language being acquired through what is 
seen and heard. They also emphasized the importance of right hemisphere (the non-
dominant hemisphere for language) functions to the products of language 
development. This would suggest that language is not isolated in any part of the brain 
but that the semanticity is found across the brain as a distributive connectome. 
Lidzba, Schwilling, Grodd, Krageloh-Mann, and Wilke (2011) conducted an 
fMRI study on 36 children, adolescents, and young adults using a language production 





in the brain. Lidzba et al. (2011) found that there is an increase of left lateralization in 
the frontal cortex that increases with age, most prominently in the premotor cortex and 
activation in the middle and superior temporal gyri became more focused during 
childhood and adolescence. Higher verbal IQ is associated with increased right 
hemisphere fronto-temporal activation. Language perception is lateralized to the left 
hemisphere and language comprehension is much more bilateral or even right 
hemisphere dominant.  This means that language is not just centered in the left 
temporal lobe as is commonly assumed by many educators but is distributed across 
hemispheres and multiple brain areas. This distributive function of the brain for 
language suggests that language represents the underlying imaging developed from 
these distributive structures, formed from the semanticity of the sensory system of 
eyes and ears.  
Buckweitz (2016) explains that the brain is hardwired for language and that it 
does not need to be taught. The hardwiring for language includes key areas of 
language processing which include; the primary auditory cortex that processes sound 
input, the posterior temporal and inferior parietal cortices which process word sound 
organization, the middle temporal cortex which processes word meaning and the 
inferior frontal cortex which processes syntactic elements of language. It has been 
shown that the language network of the brain is fairly universal across languages, 
which is additional evidence that it consists of a hardwired function of the brain, 
semantically unique to each culture. Note that this research focuses on oral language 
development. Also, this research does not separate the conceptual acquisition from the 





systems working together synergistically. It should be noted that hardwiring means 
that healthy human brains have the universal potential of oral language acquisition but 
will need a software interface (socio-cognitive processes) and that not all processing is 
alike (differences in visual and acoustic systems), nor are all languages the same. This 
corresponds to the cultural differences in the use of time and space in various groups 
of people as well as by differences in language. More about this will be found later in 
the review. 
According to Buckweitz (2016), reading, on the other hand, is not hardwired 
into the brain, so learning to read changes the brain. In other words, functions of 
language such as learning to read changes structures of the brain. As a person learns to 
read the occipitotemporal region activates as part of the visual processing of words. 
The specific region of the brain that is related to the recognition of letters and words is 
called the visual word form area. Reading also causes circuitry from visual areas to 
other regions of the brain to form. Two pathways form in parallel; one is a dorsal (top 
side) pathway and the other is a ventral (bottom side) pathway. The dorsal pathway 
(arcuate fasciculus) is responsible for phonological processing and the ventral route 
(inferior longitudinal fasciculus and uncinate fasciculus) is responsible for lexical 
processing. The dorsal route is also attributed to the learning of the connection 
between word and sound associations. Therefore, reading once had a one to one 
correspondence with spoken words. Letters had a one to one correspondence with 
sounds. This is no longer the case in English. The neuroscience suggests that more of 
the visual system is involved in reading than the sound system thus challenging some 





Also, it should be noted that if the reading task was defined as sounds of letters in 
patterns, then those parts of the brain would be identified. But, if a reader used another 
way to see the meaning on the page, then the parallel visual areas of the brain would 
be used separate from the sound of the semantics. This is pertinent to time research 
because saying the words on a page is acoustic and acoustic-oral patterns not only take 
time to produce but the acoustic system is the only sensory system that appears to 
process time as duration. 
Other evidence that the brain is hardwired for language capacity comes from 
studies looking at brain function of people speaking different languages. Ruekle et al. 
(2015) did an fMRI study of brain language function in people who spoke four 
different and distinct languages; Spanish, English, Hebrew and Chinese. Each person 
was asked to do identical semantic categorization tasks in which they had to judge 
whether a spoken or written word referred to living things.  The theoretical assumption 
for this study “…is that reading is best understood as a fundamentally linguistic act…” 
(p. 15510). Because of this assumption and the assumption that reading is about 
extracting meaning from abstract symbols, Ruekle et al. (2015) designed a task that 
asked the participants to make semantic judgments. The findings of the study indicate 
that for all four languages, a common brain signature emerged that showed a speech 
print convergence in the perisylvian cortex. It is interesting to note that in all four 
languages, the areas that overlap for speech and print include part of Broca’s area and 
part of Wernicke’s area. This suggests that even with different languages, the capacity 
of the brain to function in parallel ways exists. However, the differences in the surface 





acquired socio-cognitively within these different cultural environments. This suggests 
that different languages from different underlying meanings across cultures would 
result in differences in the use of time concepts.  
Ge et al. (2014) demonstrated that the same language processing areas in the 
brain are used in both English and Chinese speaking persons (Broca’s area, 
Wernicke’s area and the anterior temporal gyrus) with the addition of more bilateral 
processing in Chinese speakers in the areas that process pitch. Chinese speakers had 
more activation in the right anterior temporal pole which is functionally linked with 
pitch and tone processing. This makes sense as Chinese is a tonal language and pitch 
plays a more important part in comprehension than it does in English. Ge et al. (2014) 
also found some differences in connectivity within the perisylvian cortex; English 
speakers were found to have a stronger dorsal forward connection from the posterior 
superior temporal gyrus to the inferior frontal gyrus and Chinese speakers were found 
to have a stronger backward connection. This research aligns with idea that the 
differences in the properties of these languages suggest a difference in underlying 
thinking (Lam, 2016). In other words, the visual characters of Chinese reflect the 
visual processing of thought while the sound words of English expect the use of 
auditory processing. Therefore, once again, this suggests that the unit of 
neurobiological processing is not the word but the shared capacity of brain function. 
These shared capacities are neuro-semantic in processing.  
 Polcznska, Benjamin, Japrdi, and Frew (2016) conducted a fascinating study of 
a woman with a brain tumor who spoke four languages. Using fMRI before the 





surgery, they found that each language mapped onto the brain in its own location with 
only a 25 % overlap of areas. All the languages were mapped onto classical language 
areas and the overlapping area was at the premotor cortex in the most superior and 
posterior portion of Broca’s area. These languages have different acoustic-motor 
(phonological) properties which would result in differences in location within the 
Broca’s area. Therefore, the sound properties of oral language are a function of a 
hardwired capacity, not a structural entity. Hard-wired sound properties are not 
required for languages (see earlier section on the notion that deaf individuals acquire a 
fully functioning language like ASL without sound).  
 Egorova et al. (2016) showed subjects videos of two people interacting with 
objects while the subject was connected to fMRI. Using the same objects, the speaker 
and the partner in the video either communicated about the name of the object or 
requested the object. Different brain regions were activated for the naming 
communications than for the requesting communications and requesting activated 
action regions of the brain significantly more strongly than naming did. Requesting 
had stronger activation in the left inferior frontal gyrus, bilateral premotor cortex, left 
anterior inferior parietal cortex, right posterior superior temporal sulcus and adjacent 
occipital cortex than naming. “Request understanding implies forming rich predictions 
on likely partner action...” (p. 866) and requests activated the areas of the brain most 
important for processing and predicting actions. Naming more strongly activated the 
left angular gyrus in the posterior parietal cortex than requesting. “The main function 
of naming is to refer to an object by using a linguistic expression, which requires 





activated the right inferior parietal lobe which is known to be a center for processing 
theory of mind. Egorova, Shtyrov, and Pulvermüller (2016) concluded from their 
study that social communication requires a multimodal distribution of brain activity in 
both hemispheres. Multi-modal distribution suggests that there has to be an overlap of 
sensory patterns to form neuro-semantic circuits for language to function or represent 
thinking. These results also indicate that the brain processes different types of speech 
acts (Bruner, 1975; Dore, 1975; Searle, 1969) in different ways which is related to the 
deep functions of language where language is the product of the connectome of 
circuits or networks from the underlying neuro-semantic processing of the sensory 
system. Thus brain research supports Searle’s notion that speech acts consist of 
semantic rules. These semantic rules create the deep structure for language. Therefore, 
examining the surface language for semantic functions may in fact represent 
underlying thinking. More about this later in the review and in the methods chapter.  
 Older studies such as those by Sakai (2005) discuss possible locations of 
grammar and syntax processing and propose that specific structural regions such as the 
left frontal regions, particularly the pars triangularis and pars opercularis, are the 
grammar and syntax centers of the brain. However, later studies indicate that there is 
considerably more involvement from a variety of other brain areas. Thus syntax or 
other language structures appear to be products of the functions of the brain. 
Remember that these functions come from the input of the sensory features discussed 
in the first section of this review. These acoustic or visual features result in processing 






 Henderson, Choi, Lowder, and Ferreira (2016) did a study to investigate which 
brain areas are involved with syntactic prediction. In addition to the classical language 
areas Henderson et al. (2016) identified a number of other regions involved with 
syntactical processing.  Using fMRI, the investigators asked each participant to read 
the same paragraphs. The paragraphs had been analyzed for syntactic surprisal and 
words were ranked according to how surprising they were in context. Results showed 
that there was greater brain activation for high syntactic surprisal than low syntactic 
surprisal in the left inferior frontal gyrus, specifically in the pars opercularis. Again, 
this suggests that meaning (surprisal value) influences the processing more than the 
structure.  
 Pulvermüller, Shytrov, Hastings, and Carlyon (2008), conducted a study to 
find out if syntactic information is processed automatically like a reflex or if it is 
affected by other cognitive functions outside of language functions. To do this the 
subjects were distracted from the language task either passively or actively while 
receiving language input. They found evidence to support the theory that syntax is 
processed automatically in early stages and is autonomous from brain processes of 
non-linguistic input. This suggests that higher order cognition is semantically related 
to the function of language which supports the idea that the connectome is semantic in 
nature as a product of neuro-semantic circuitry. And, that language may in fact 
represent the underlying semanticity of the connectome. 
 In conclusion, the brain is a complex, synergistic organ that uses multiple 
systems to perform language functions. Language areas in the perisylvian cortex are 





visual cortex, the frontal cortex, the motor cortex, the premotor cortex and the parietal 
cortex. Additionally, subcortical regions play a part in language processing as well. 
While a great deal of language processing is lateralized to the left hemisphere of the 
brain, there is now strong indication that the right hemisphere plays a much greater 
role in language processing than previously thought. Language has multiple access 
points throughout the brain which indicates that there may be multiple ways to input 
language into the brain. And this also suggests that these access points may be a 
semantic web related to the acquisition of concepts. For this study, understanding the 
acquisition of concepts (cognition) as it relates to the acquisition of language may 
provide a theoretical basis for understanding how time is used in language. The next 
section discusses the concept of time as it relates to the neurobiological learning 
system. 
Time and the neurobiological system. Since the advent of brain imaging 
techniques, the study of the neural substrates of time have been a subject of 
investigation. Unlike the physical senses (sight, hearing, taste and so on), there is no 
specific biological system that senses time (Merchant, Harrington, & Meck, 2013). 
There are, however, regions of the brain that are known to participate in perception of 
time and timing, all of which also perform other functions (Grondin, 2010; Merchant, 
2013). This makes sense given the idea that time is used within the language system 
and that the language systems are distributed across the brain as well as within the 
hemispheres. However, within the brain, every cortical circuit has an inherent timing 
computational ability that can be performed locally (Eagleman et al., 2005; Merchant 





ways: timing and duration (interval) for current input and actions (Grondin, 2010); and 
thinking about time conceptually (Szpunar et al., 2007). Timing calculations are 
needed for every action we perform and are the basis for acting in the present moment, 
whereas thinking about time from a semantic, conceptual perspective requires one to 
be able to move through time mentally in order to remember the past or envision the 
future (Szpunar et al., 2007). 
There are several models for how timing works in the brain but certain regions 
of interest within the brain are agreed upon. Most agree that timing occurs in a 
distributed network that includes; the supplementary motor cortex, the parietal cortex, 
the prefrontal cortex, the basal ganglia, and the cerebellum (Bueti, Bahrami, & Walsh, 
2008; Merchant et al., 2013). These distributive properties are semantic in nature as 
reported in the previous section of the review. Furthermore, these regions form a main 
core timing network with which other areas of the brain are recruited to participate in 
timing as needed contextually (Merchant et al., 2013). In addition to the main core 
timing network, areas V1 (primary visual cortex), V3 and V5/MT are active during 
visual timing tasks, the cerebellum during motor timing tasks, A1 (primary auditory 
cortex) during auditory timing, and the prefrontal cortex during tasks requiring 
working memory (Merchant et al., 2013). This study is most interested in how time 
relates cognitively and linguistically to how a student learns to function within the 
auditory culture of time. 
Some researchers theorize that there is an internal clock in the brain that counts 
time intervals (Eagleman, 2005; Grondin, 2010; Merchant, 2013), while others 





involve a central clock (Eagleman, 2005; Grondin, 2010). Within the internal clock 
models a pacemaker counter process (Eagleman, 2005; Grondin, 2010), a counter 
model (Eagleman et al., 2005) and an oscillator process (Grondin, 2010) are 
postulated. These types of timing may have nothing to do with linguistic time. 
The pacemaker counter model takes a linear perspective on information 
processing in which a single internal clock is used to make temporal judgments 
(Grondin, 2010). Judgments, on the other hand, may use language to determine the 
amount of time. Another internal clock model is the counter model which posits that 
as there is no single speed at which the brain processes information so it is possible 
that instead of an accurate internal clock that counts constant bits of time, the brain 
accesses the approximate rate of its own information processing to count bits of time 
(Eagleman et al., 2005). This means that when the rate of information processing 
increases more bits of time are counted within the same physical duration which gives 
the subject the impression that time has slowed down (Eagleman et al., 2005). This 
matches with research that indicates that subjective time expands or compresses 
depending upon what is attended to (Merchant et al., 2013). In other words, when a 
person focuses their attention on a particular object or event, the rate of information 
processing goes up so more subjective time passes and an illusion that time has slowed 
down occurs (Eagleman et al., 2005). 
A third theory of the internal clock is based on the oscillations of neural 
activity in a nonlinear system of time estimation. This theory is based on the idea of 
entrainment with internal or external oscillations (Grondin, 2010). Related to this 





et al., 2013) in which the medium spiny neurons within the dorsal stratum are 
proposed as the source of internal interval timing. The medium spiny neurons in the 
dorsal striatum receive about 30,000 inputs from other cortical neurons which creates 
an oscillating firing pattern that synchronizes at the onset of the stimuli. This temporal 
alignment of the firing of the medium spiny neurons creates a downbeat of neural 
firing and subsequent firings reflect this rhythmic structure. The medium spiny 
neurons have the ability to sense temporal patterns across their spatially arranged 
receptive fields. “Individual synapses within these receptive fields are trained to detect 
and respond to specific patterns of oscillatory input on the basis of previous 
experience and the influence of long-term potentiation and depression- two well 
known neurobiological mechanisms for the encoding of event durations.” (Merchant, 
2013, p. 329). In other words, the neurons of the brain are constantly timing the firing 
and the durations of the firing. So, if the brain were removed from the cranium and 
able to live, it would oscillate in a particular set of waves, each with their own 
temporal patterns. This is definitely a biological timing among cells of which a person 
would not be conscious.  
Time periods from milliseconds to hours or longer, are reflected by different 
patterns of neural activity and multiple durations can be timed simultaneously by 
multiple timers within the striatum that have a preference for particular durations. In 
this way, the striatum is arranged in a chronotopical timeline (Merchant et al., 2013) in 
which neurons are tuned to particular time intervals. This type of time is also known 
as synchrony within the neurobiological system and may not be the same as thinking 





 The state dependent networks model (synchronous model) posits that temporal 
processing is distributed throughout the brain rather than relying on a centralized clock 
mechanism (Eagleman et al., 2005). In this model, “timing does not depend on a 
clock, but on time-dependent changes in the state of the neural networks. Durations 
are represented as spatial patterns of activity, and judging duration means being able 
to recognize these patterns (Grondin, 2010, p. 567).” Because neurons inherently have 
time varying properties, neural networks are able to encode time information in 
temporal patterns (Eagleman et al., 2005). The notion that these are spatial patterns 
(visual) of activity suggests a different processing of time than the neurobiological 
auditory patterns process discussed in the earlier section. Could there be more than 
one way to deal with time in human processing? This next section discusses the 
relationship between sensory input and time processing for thinking and language. 
Even though timing is distributed across multiple brain areas, the areas 
involved in a particular temporal process vary according to the sensory modality of the 
input. Different sensory modalities compute time differently within the brain, and 
multimodal areas integrate temporal input from different modalities for action (Bueti 
et al., 2008). The integration of sensory modalities for timing, that is cross-modal 
timing, involves extensive interactions among multiple brain areas (Merchant, 2010). 
Within the auditory system, time is calculated through the detection of signal duration 
(acoustic variability) as well as gaps in the signal, while within the visual system time 
calculations are used to judge when a moving object will arrive at a given point or to 
judge when a moving object will pass a given point (duration of space) (Grondin, 





calculates time passing by an internal function, while the visual system watches 
objects move across space. While both the auditory and visual systems provide 
temporal processing, the auditory system is considered superior to the visual system 
for time calculation (Grondin, 2010). From a neurobiological perspective, this makes 
sense since only the acoustic system has access to the processing of time or distance 
within the acoustic wave. 
In studies testing visual versus auditory timing, auditory signals were 
perceived as lasting longer than visual signals of the same actual duration (Grondin, 
2010; Merchant, 2013), and it also has been found that sensitivity to time in study 
subjects is much higher with auditory signals than with visual signals (Grondin, 2010).  
Thinking about time. While the brain makes multiple time calculations for 
actions in the present moment, it also uses multiple systems for thinking about time 
(Szpunar et al., 2007). In an fMRI study, Szpunar et al. (2007) asked subjects to think 
of themselves performing a future action and then to think of themselves doing 
something in the past. The findings of the study indicated that the same areas of the 
brain were activated for thinking of both the future and the past. These areas, the 
lateral premotor cortex, medial posterior parietal cortex, the frontal cortex and the 
cerebellum, are all also important for a variety of other functions as well including; 
imagining movements of the body, mental navigation, perspective taking, 
autobiographical imagery, spatial working memory, and attention. These are also 
language areas. The authors noted that these brain regions are also considered the 
underlying regions for autonoetic consciousness (mental time travel) (Szpunar et al., 





the right cerebellum and the left premotor cortex were found to be most active while 
subjects thought of the future, and the bilateral posterior cingulate, the bilateral 
parahippocampal gyrus, and the left occipital cortex had the same activity for both 
thinking of the future and the past (Bonato, Zorzi, & Umilta, 2012). These tests do not 
assess the meta-cognitive function used by the subject during the thinking tasks. 
                Szpunar et al. (2007), found that within the circuits of the lateral premotor 
cortex, posterior parietal cortex and the posterior cerebellum, thinking about the 
present required the least cognitive load, thinking about the past, required more 
cognitive load, and thinking of the future required the highest cognitive load as 
measured by blood oxygen in the brain regions. These cognitive functions of time are 
related to the language levels used at various developmental levels of thinking (more 
about this later). The ability to think about the past, present and future is thought to be 
a function of episodic memory. Past memories are encoded in a sequence within the 
memory, and envisioning the future requires creating a possible sequence of events 
based on the stored experiences of the past (Szpunar et al., 2007). This latter function 
requires doubling the reference level of conceptual thought. 
 The episodic memory system allows individuals to project their thoughts into 
both the past and the future to create mental time travel (Schacter & Addis, 2007). 
Memory is not a literal reproduction of the past; rather, it is a constructive process that 
involves piecing together information from a variety of sources within multiple neural 
network systems (Schacter & Addis, 2007). Episodic memories of the past are 
recorded as schemas of patterns of features that are distributed widely across different 





but rather are reconstructed from the constituent features of the memory (Schacter & 
Addis, 2007). This distributed memory storage system provides a flexible way for the 
brain to use episodic memories to reconstruct simulations of future episodes. This 
ability to imagine possible futures based on past episodic memories is called 
prospection or episodic future thinking. Since episodic memory is constructive in 
nature, it is highly adaptive for simulation of future events by drawing on past 
experiences (Schacter & Addis, 2007).   
 To recall past experiences or to simulate future experiences from episodic 
memory, sequential cognition is required (Dominey, Hoen, Blanc, & Lelekov-
Boissard, 2003). The ability to sequence cognitively anchors experiences in time. 
There are three dimensions of cognitive sequencing. The first is serial structure or 
order which is the relationship between elements of memory and successive episode. 
This serial structure could be visual in nature.  The second is temporal structure which 
is defined in terms of the duration of elements and the pauses that separate the 
elements and is related to rhythm. This duration of elements would involve the 
acoustic nature of the sound-based system. And third is abstract structure which is the 
rules that govern relations between repeating elements in a sequence (Dominey et al., 
2003). This latter task is viewed from an adult perspective about language being 
sequential. Remember that earlier literature discussed language as neuro-semantic in 
nature as the result of distributive networks, not linear or repetitive in nature.  
Time in language is a result of multiple neurological systems interacting at 
multiple levels to form complex sequential ideas about the individual’s experiences 





auditory systems. Within the visual system, time is measured in terms of the time it 
takes a moving object to travel from one point to another, or to move past a stationary 
object such as the self. Within the auditory system, time is measured as the duration of 
both signals and pauses in signals. These fundamental external temporal 
measurements are augmented by the oscillations of neural activity which creates 
internal time within the brain. The brain makes time calculations throughout its many 
systems which are used for multiple purposes within the present moment. The brain 
also thinks about time which is a complex process based on episodic memory 
construction and cognitive sequencing and functions to allow the individual to recall 
past events and to simulate future events. Because time is viewed both as a linear 
(spatial) function as well as a temporal (sound-based) function, different disciplines 
vary their view of time. The next section reviews learning and time from the 
perspective of cognitive psychology  
Time Concepts from a Cognitive Psychology Perspective 
 This section of the review of literature will provide a review of time 
perception, time acquisition, and time in language, from the perspective of cognitive 
psychology. Beginning with the broader questions of how the mind learns and what it 
means to learn, followed by a discussion of perception and cognition, the beginning of 
this section of the review of literature will lay the groundwork for the discussion of the 
perception of time and the functions of time within the English language. Finally, the 
relationship between language and cognition will be explored as this relationship is a 





 Definition of learning. Within the field of cognitive psychology there are 
multiple definitions of learning (Barron et al., 2015) with no general agreement about 
a single definition of learning (De Houwer et al., 2013). Just as there are multiple 
definitions of learning, there are multiple ways to conceptualize learning such as; 
learning as acquisition, learning as participation, learning as problem solving, and 
learning as assimilation and accommodation (Harel & Koichu, 2010). Two main 
operational approaches to learning are considered by Harel and Koichu (2010). First, 
learning can be considered as a series of understandings or conceptual steps students 
pass through, and second, learning can be examined as the process by which students 
move from one conceptual step to the next (Harel & Koichu, 2010). That is, learning 
can be considered in terms of products or processes. Harel and Koichu (2010) say that 
within learning there is a duality principle in which both products and processes need 
to be considered. By combining the dual approaches, Harel and Koichu (2010) posit a 
definition of learning that accounts for both products and processes, and consider 
learning to be “a multidimensional and multi-phase change occurring when 
individuals attempt to resolve a problematic situation” (p. 122). They also state that 
“different individuals are likely to produce different ways of understanding associated 
with the same mental act” (p. 117). This is supported by neuroscience research that 
indicates no two brains are alike (Wandell & Winawer, 2011). Further, Harel and 
Koichu (2010), say “the only means of knowing is a process of assimilation and 
accommodation” (p. 116) in which the learner takes in new information and adjusts 
their thinking to accommodate the new information. As what each individual learner 





individual accommodates and assimilates new knowledge in a unique way. Again, the 
neuroscience supports this as all individuals take in unique sensory inputs connecting 
them to their environments. 
 Lachman (1997) also views learning as a process created through experience 
and tells us that a common definition of learning within cognitive psychology states 
that “learning refers to a relatively permanent change in behavior as a result of 
practical experience” (p. 477).  However, Lachman (1997) points out that learning 
may not include a visible change in behavior and that learning is a process rather than 
a product. Barron et al. (2015) also say learning occurs as a result of experience but 
that not all experiences result in learning. Barron et al. (2015) provide an umbrella 
definition of learning that states that learning is “the processing of information derived 
from experience to update system properties” (p. 405) and that learning cannot be 
measured directly but that changes in performance can imply that learning has 
occurred. This means that mechanistic definitions of learning which require the 
measurement of underlying physiological mechanisms are difficult to study (Barron et 
al., 2015). 
 De Houwer (2013) defines learning as “changes in the behavior of an organism 
that result from regularities in the environment of the organism” (p. 631). Further, De 
Houwer (2013) breaks down the idea of a definition of learning into a functional 
definition and a mechanistic definition. In the functional definition of learning, 
“learning is seen as a function that maps experiences onto behavior” (p. 631) and in 
the mechanistic definition of learning, learning is defined as a change that occurs in 





pairs environmental experiences to resulting behavior changes. However, the 
experience that caused the learning may or may not be the experience immediately 
prior to the expression of learning. That is, an experience can occur which creates a 
behavior change at a later time. This type of learning experience that occurs, but does 
not occur directly before the resulting behavior is called latent learning. The resulting 
behavior, which is expressed sometime after the causal experience is called, expressed 
learning. See figure 2.1. 
Figure 2.1 










 Note: Adapted from (De Houwer et al., 2013)  
 
Conscious thought is considered to be a behavior, though it can only be 
observed by the person having the thought (De Houwer et al., 2013); so, learning can 
be an outward behavior change, or an inward change in thinking.  
 Sweller (2015) describes five basic principles of natural information 
processing (learning), and divides knowledge (that which has been learned) into two 




Varying time frames 
Time 2 
Expressed Learning 
A behavior caused by the 









information processing, the information store principle, states that “the huge store of 
information held in long-term memory is central to human cognitive function” 
(Sweller, 2015, p. 191). The second principle is the borrowing and reorganizing 
principle, which states that information learned from others is reorganized as it 
combines with previous information held in long term storage. A third principle is the 
randomness as genesis principle, which says that during problem solving humans learn 
new knowledge through a random guess and check process. This random process is 
less efficient and more time consuming than the borrowing and reorganizing principle 
(which is why we have schools). That is, explicit learning from others is more efficient 
than randomly generated learning. The fourth principle, the narrow limits of change 
principle, applies to novel or new information. Because humans have limited working 
memory capacity, there is a limit to how much new information can be processed at 
one time. Once the information has been transferred to long-term memory, this 
limitation no longer applies. The fifth principle of natural information processing is 
the environmental organizing and linking principle, in which organized information is 
stored in long-term memory and can used by the working memory without limits, 
unlike novel information for which the mind has limited capacity (Sweller, 2015). 
 So, learning, from the perspective of Sweller (2015), results in long term 
memory storage and that reserve of stored memories is knowledge. Knowledge can be 
either primary or secondary depending on how it is acquired. Primary knowledge is 
acquired unconsciously and easily and is generally acquired automatically through 
experiences during natural activities. Primary knowledge can be learned by most 





Secondary knowledge, on the other hand, must be acquired consciously and with 
effort and is needed for cultural reasons. Secondary knowledge requires explicit 
instruction and is knowledge that must be imparted from one individual to another. 
Examples of secondary knowledge include reading and writing which must be taught 
explicitly (Sweller, 2015). 
 If we examine the cognitive psychology definitions of learning within this 
review of literature, we find that there are commonalities among the definitions. First, 
the idea that learning results in a change in behavior (Lachman, 1997; De Houwer et 
al., 2013) or in problem solving (Baars & Gage, 2010), is a common thread. Behavior 
changes are observable. However, changes in thinking such as problem-solving rest on 
Theory of Mind where behavior and the mind are separate. These changes in behavior 
and in the mind can also be interdependent. For example, problem solving can be 
considered a behavior because an individual makes a change in behavior when solving 
a problem, whether that is an internal change (cognition or a new way of thinking) or 
external behavior (such as carrying out a plan of action). The result of learning is a 
change in what we do or how we think.  
This change in behavior does not necessarily occur immediately after the 
experience that caused the learning, but may occur sometime later (De Houwer et al., 
2013). This tells us that, while learning may be related to cause and effect, the cause 
and effect can be separated in time.  However, the cause always comes before the 
effect even when cause and effect are not temporally adjacent. While the result of 
learning is a change in behavior (that is the change in behavior is the effect in the 





environmental experience (De Houwer et al., 2013; Lachman, 1997)) or the related 
idea of environmental regularities which are experienced (De Houwer et al., 2013). 
This is where the neuroscience and cognitive psychology definitions of learning 
intersect. Both emphasize learning as occurring within the individual’s environment 
with the environment being related to the cause of the learning. However, it should be 
noted that the cause-effect definition assumes a stimulus creating a response; whereas, 
experiences could be sensory or semantic in nature, which are experienced internally. 
That is, rather than physical stimuli that leads to physical responses, experiences over 
time can lead to internal change in thought or feeling. Therefore, cause and effect may 
be processes through time. 
 So, we have a general agreement that the cause of learning is environmental 
experience, though we know that not all environmental experiences result in learning 
(Barron et al., 2015), and the effect of learning is a change in internal (thought 
processes) or external behavior (physical actions). Within this framework of learning, 
both the products of learning and the processes of learning must be considered. As a 
product, learning is indicated by the observable behaviors that show a change in an 
individual’s thinking or ability (with cognitive products being observable by the 
learner herself). So, a product of learning can be a tangible product such as a written 
demonstration of knowledge or the enacting of the solution to a problem, or a product 
such as a sample of language. 
 As a process, learning is a cognitive process (Harel & Koichu, 2010) such as a 
series of thoughts that lead to new learning or a new idea (which is the product), or it 





cognitive process) (Barron et al., 2015). So, this duality principle (Harel & Koichu, 
2010) of products and processes is entwined in such a way the products and processes 
cannot really be separated. As a process the ideas of assimilation and accommodation, 
processing information for system update, and the borrowing and reorganizing 
principle are similar. In each case new ideas or information are processed in order to 
be integrated with what the individual already knows. So, in this way, 
accommodation, system update, and reorganizing are matching ideas, and 
assimilation, processing of information and borrowing are similar ideas with 
borrowing being the information that is processed as it is received from other people. 
 Based on the ideas previously presented in this review of literature, for the 
purpose of this dissertation learning from the perspective of cognitive psychology 
shall be defined as: A cognitive process that causes a change in behavior or the 
solution to a problem, as a result of experiences within an individual’s internal or 
external environment. This environment aligns with the neuroscience perspective of 
sensory input being the environment. Neurologically the input creates an internal 
environment of patterns through the pathways. These patterns in cognitive psychology 
are called perception. 
  Perception. The Merriam-Webster online dictionary defines perception as, “a 
mental image: concept,” while the Cambridge online dictionary defines perception as, 
“as awareness of things through the physical senses, especially sight.” The Oxford 
online dictionary similarly defines perception as, “the ability to see, hear, or become 
aware of something through the senses,” and the Collins online dictionary defines 





sight.” While Merriam-Webster defined perception as the mental image or concept 
created in the mind, the other dictionaries defined perception as awareness or 
recognition through the senses. All of these perspectives imply that the brain or 
neurobiological system is separate from the mind and that the mind is responsible for 
perception as mental images or concepts are formed as a result of awareness or 
recognition through the senses. However, perception is not just a conscious activity.  
 Perception can be conscious or unconscious. Conscious perception occurs 
when sensory stimuli are perceived with awareness, while unconscious perception 
occurs when stimuli are perceived without awareness. Conscious perception leads to 
intentional actions in the world, while unconscious perception is used for automatic 
actions not consciously controlled by the perceiver (Merikle, Smilek, & Eastwood, 
2001). Within the domain of time, there are both conscious and unconscious 
perceptions of time.  
Time perception. One of the ongoing mysteries of time perception is that 
there is no dedicated sensory organ or receptor that perceives time (Poppel, 1997). 
Instead, time is perceived through sensory input from the visual, auditory and motor 
systems. Within sensory processes, time is perceived through the auditory system 
(Arwood, 1991) as the ability to detect the duration of sounds as well as the gaps 
between sounds. Within the visual system, the perception of time is based on the 
movements of objects in space in relation to the self (Grondin, 2010). Visual time 
perception includes judging how long an object travels before it collides with another 
object, how long it will take for a moving object to arrive at a given location, when a 





comparing auditory and visual time perception, auditory time perception relates more 
to duration and therefore is considered more precise when a subject uses auditory time 
to figure duration than visual time perception where the subject must judge the space 
of movement. However, regardless of how the input is received, the judgment of 
durations is affected by a person’s attention to such a degree that durations can be 
judged as being longer or shorter than the actual physical (clock) time that has elapsed 
depending on what that person was attending to during the input and what the person’s 
emotional affect was. A negative affect produces longer perceived durations whereas 
positive affect produces shorter perceived durations (Grondin, 2010). Attending to the 
flow of time increases perceived durations, while being distracted from time creates a 
shortened perception of the experienced duration. Attention influences perceived 
duration so much that some consider attention as a causal agent of perceived duration 
(Grondin, 2010). 
Processing shorter durations is sensory based and is at least partially affected 
by automatic processes (unconscious perception), while processing longer intervals 
requires cognitive resources (conscious perception) (Grondin, 2010). Shorter durations 
can be perceived within the psychological present- a three second temporal window 
that provides a sense of nowness- while longer durations, that exceed the 
psychological present, require a person to think about more than just duration, but 
rather consider the temporal structure of events (Grondin, 2010), that is the sequence 
of events, the durations within the sequence, the duration of the entire sequence, and 
how the “when” of the sequence of events relates in time to the present moment.  This 





perception related to experiences. But, this sequence approach to time does not 
consider the movement through time from present to past or to future. From a 
neurobiological perspective, time is not linear but a process of distributive neuro-
semantic function within the brain. This brings us to thinking about time as past, 
present or future rather than simply experiencing duration and timing in the present 
moment. 
When we think about time, we remember the past, experience the present, and 
plan for the future. In remembering the past, we engage two types of memory or 
knowledge; episodic memory, which is the autobiographical knowledge of past events, 
and semantic memory, which is associated with general knowledge about the world 
(Szpunar et al., 2014). The experiences have become our memories and knowledge, 
and we order those experiences based on our understanding of time. As young 
children we discover that our actions have consequences and that the action always 
comes before the consequence. These causal relationships are inferred from the 
temporal relationship between action and subsequent consequence and create the 
ability to predict outcomes of our actions. This ability to predict outcomes of actions 
seems to be an important starting point for agency (Desantis et al., 2016). “The 
temporal order of our actions and other events is highly relevant to our understanding 
of agency and causality: whether an event is perceived as following or preceding our 
action can influence perception of agency, because causes must precede outcomes” 
(Desantis, 2016, p. 100). Notice that an event may occur preceding an action or 
following an action to affect our perception of who we are as agents involved in 





which the directionality of time and causation are mentally linked, but not one 
directional. It is through understanding temporal nature of causality that we are able to 
think about and plan for the future (Desantis et al., 2016). 
The ability to think about the future is called prospection or prospective 
memory (Graf & Grondin, 2006; Grondin, 2010; Szpunar et al., 2014). Szpunar et al. 
(2014) tells us that prospection is future thinking, and Graf and Grondin (2006) define 
prospective memory as “the ability to form plans and intentions, to retain them, and to 
execute them upon occurrence of the appropriate cues.” (p. 8). These cues may be the 
multiple functions of the language networks described in the first section of the 
Review. 
The ability to make future plans draws on episodic and semantic memory to 
provide information needed to make plans for the future (Szpunar et al., 2014). 
Szpunar et al. (2014) describes four modes of prospection; simulation, prediction, 
intention, and planning. Simulation is the construction of a detailed mental 
representation of the future, such as thinking through specific future events, or 
constructing a general or abstract model of a state of the world. Prediction involves 
estimating the likelihood of a particular future outcome, such as the likelihood of a 
specific personal future event, or the likelihood of a general or abstract future state of 
the world. It should be noted that this model of simulation and prediction suggests is 
based on adult thinking, not the acquisition of learning described in the first section of 
this Review. Intention is the mental act of setting a goal, such as setting a specific goal 
for the self, or setting a general or abstract goal. This is not the same intentionality of 





1993). Planning is using sequential thinking to identify and organize steps toward a 
goal, such as identifying the specific steps needed to accomplish a personal goal, or 
identifying the steps needed to bring about a general or abstract future state of the 
world. These four modes of prospective thinking interact with each other to support 
prospective thinking (Szpunar et al., 2014). This model of prospective thinking 
defiantly assumes knowledge (adult level), not learning as previously defined. 
Therefore, this model of planning past, present and future learning defines adult 
thinking about planning, not the acquisition of time. 
So, we know that we think about time as past, present and future, but how do 
we conceptualize these abstract ideas, and can we consider them as part of the idea of 
embodied cognition? Abstract ideas pose a difficulty for the idea of embodied 
cognition because abstract ideas are not obviously connected to perception or direct 
experience as concrete concepts are (Kranjec, 2010). This problem is addressed by 
conceptual metaphor theory  (Lakoff & Johnson, 1999) which says that we 
conceptualize abstract concepts (like time) in terms of more concrete ideas (such as 
space). That is, conceptual metaphors are used to interpret and encode abstract ideas 
(Ahrens & Huang, 2002). “Spatial relations provide structure for many abstract 
concepts” (Kranjec, 2010. p. 2) and the coupling of space and time supports the idea 
of embodied cognition in which space time relations are not just a metaphor within 
language, but are also reflected in how we think. For example, because we walk 
forward, when we think of past experiences, we think of them as being behind us. This 
suggests the ability to move through time, not conceptualize time. In addition, when 





that are activated during an actual experience (Kranjec, 2010). Because we embody 
and conceptualize time concepts through conceptual metaphors of time and space, the 
next section discusses ideas related to the properties of space as they relate to the 
conceptual metaphor that time is space, and particularly that time is motion through 
space (Ahrens & Huang, 2002). 
Many time concepts are expressed through the use of spatial metaphors in 
which the spatial terms are extended to include and express time. That is, the 
properties of space have been borrowed to structure one aspect of time concepts. 
Space has certain properties which can be described and used to locate objects in 
space with respect to other objects in space (Clark, 1973). The properties of space 
include; reference points (one dimensional), lines (two dimensional), planes (three 
dimensional), and directions. These four properties can be used to locate a point, line, 
or plane in relation to another point, line or, plane. When we, as humans, first begin to 
understand space and spatial relationships, we do this in relation to ourselves. For 
humans, ground level is the primary point of reference which forms a horizontal plane 
of reference. As we move along ground level, which can also be called the natural 
terrestrial plane of reference, we experience front and back, with front marked as the 
positive direction because we general move in that direction. Another reference plane 
is the vertical plane in which up is marked as the positive direction. The vertical plane 
also marks left and right by dividing the individual down the center (Clark, 1973; 
Lucas, 1981). Spatial concepts are also used to define size, distance from one object or 
location to another object or location, and directionality of motion. One way time 





durations. For example we can talk about long and short distances, and we can also 
talk about long and short time periods. This mapping of temporal magnitude onto 
spatial magnitude is called temporal span (Núñez, 2013). Time is often expressed as 
motion which leads to the conceptual metaphor “time is motion” (Ahrens & Huang, 
2002; Casanto & Boroditsky, 2007; Chen, 2014; Clark, 1973; K. E. Moore, 2006).  
Moving across spatial planes takes time, and from a person’s reference point 
time moves in one direction only, toward the future (Clark, 1973). This is one of three 
ways in which time is asymmetrical, as we can think about the past, but we cannot 
actually go back in time to the past. Another way time is asymmetrical is that when 
talking about time we can use spatial concepts to express time, but we cannot do the 
opposite, that is spatial reasoning influences temporal reasoning, but not the other way 
around (Casanto, 2007; Kranjec, 2010; Núñez, 2013; Winter, 2015). A third area of 
asymmetry for time is Temporal Value Asymmetry (Caruso et al., 2008). Temporal 
Value Asymmetry is expressed in the fact that people value future events more than 
they value past events. That is people care more about the future than about the past. 
This creates an asymmetry weighted toward the future (Caruso et al., 2008). All of 
these ways to look at time as an asymmetrical continuum do not show time as a multi-
directional entity. 
As we have seen, the direction of time, from the reference point of the person 
moving through time, goes only one way, towards the future, but which direction is 
that in our mental representations of time? The answer to this question is based on 
culture and language. For speakers of English, the mental representation of time flows 





direction that the English language is written. However, in an auditory speaking 
culture, time does not have to go in one direction. Time can go through a person or the 
person can go through time. For example, the clock ticks away even if a person is 
sitting still; time goes through the person. Sitting still does not stop time. However, if 
the person realizes that time is moving, then the person can move faster and 
accomplish more within a given time frame. In this case hurrying up results in the 
person going through time. 
However, other cultures do not necessarily have this bi-directional use of time, 
independent of written forms. In other words, many cultures do not have a written 
language but still have a clock time where time is marked by external experiences 
such as the sun rising means it is time to get up from sleeping. Those who try to make 
a parallel between written language and time also find that for people who speak 
languages that are written from right to left, such as Hebrew, the mental perception of 
the flow of time also moves from right to left (Bonato et al., 2012; Ouellet, Santiago, 
Israeli, & Gabay, 2010). For the English speaker, for whom time runs left to right on a 
mental time line (Ouellet et al., 2010; Winter, Marghetis, & Matlock, 2015),  “before” 
is thought of as being on the left, and “after” on the right (Bonato et al., 2012). 
 In English, “the spatial representation of time is reliant on prepositions for 
expressing different kinds of temporal concepts.” (Kranjec, 2010, p. 3). The relational 
prepositions used for time are derived from prepositions such as front and back, before 
and after, ahead and behind and so on (Clark, 1973; Winter et al., 2015). “The critical 
point is that humans do not map space and time onto each other in an exhaustive 





forward motion along a path) for constructing the full complement of temporal 
experiences.” (Núñez, 2013, p. 221) This directional flow coupled with prepositions 
and other time words in the English language form the foundation for a variety of 
conceptual metaphors of time in the English language. The next section discusses 
some of the conceptual metaphors used by English speakers.  
There are two broad categories of temporal metaphors in English. The first 
category contains ego based metaphors, and the second contains metaphors that locate 
time relative to other times in a sequence (Clark, 1973; Moore, 2006; Núñez, 2013). 
Within the first category of ego based temporal metaphors, there are two perspectives 
these metaphors take; that time is moving and the ego remains still, or that the ego is 
moving and time remains still (Ahrens, 2002; Clark, 1973; Moore, 2006; Núñez, 2013; 
Winter, 2015). These two perspectives are commonly, but not universally, called 
“moving time” and “moving ego.” (For this dissertation we will call the two 
perspectives moving time and moving ego.) Both perspectives take the present 
moment or “now” as the reference point and past and future exists relative to “now.” 
Núñez (2013) refers to these perspectives as deictic time and “now” is the deictic 
center. As the deictic center changes, so does the time referent. For example, in the 
sentence, “Tomorrow it will rain.” the “now” or deictic center changes when the time 
of the utterance changes. That is, if on Tuesday I say, “Tomorrow it will rain.” then I 
am referring to Wednesday; but, if I say the same sentence on Friday, then I am 






When considering moving ego, the speaker is moving while time stands still 
(Clark, 1973; Winter et al., 2015). For example, “We are approaching our vacation.” 
This is what Núñez (2013) calls “internal deictic time.” It is internal because the 
speaker has internal perspective of the self moving forward on a path into the future 
and the deictic center moves with the speaker.  With moving time, time is moving 
while the speaker stands still (Clark, 1973; Winter et al., 2015). For example, “Our 
vacation is approaching.” This is what Núñez (2013) calls “external deictic time.” it is 
external because the ego has an external perspective and the deictic center is displaced 
from the ego. This ability to think about time moving while standing still suggests that 
time can be conceptualized as one dimensional only in reference to a speaker but bi-
directional when thinking about time (Arwood, 1991). It also suggests that time is 
externally as well as internally a construct where the thinker cannot do anything about 
the quantity of external time but can shift the ego or mental time by accomplishing 
more within an amount of time. 
The second category of temporal metaphors is sequenced time in which there 
is no future or past, just earlier and later relationships among events (Núñez, 2013). It 
should be noted that this is also spatial in nature. Clark (1973) tells us that in sequence 
time there is a succession of events one after another. In sequence metaphors, events 
are assigned relative positions on a path of time (K. E. Moore, 2006) in which one 
temporal landmark is related to another temporal landmark and the speaker is not 
anchored to the present moment, that is, no deictic center is required (Núñez, 2013). 
For example, in the sentence, “After the game we will go for ice cream.” we are told 





neatly summed up the two categories of temporal metaphors when he wrote, 
“Succession has to do with the idea that times occur in sequence. Ego-centered time 
has to do with the experience of “now” and the constantly changing of times relative 
to “now”” (p.  232). See figure 2.2 for visual representations of moving time, moving 






















Note. Adapted from (Ahrens, 2002; Clark, 1973; Moore, 2006; Núñez, 2013; Winter, 2015) 
Language and cognition. Neuroscientists view learning from a 
neurobiological perspective while cognitive psychologists defined learning from 
behavior and Theory of Mind perspectives. In the former, the learning of time is a 
neurobiological set of processes linked to processing temporally, especially within the 
acoustic sense. The latter views the learning of time as cognitive constructs.  The 
neuroeducation model for this dissertation also considers the assignment of meaning to 
those ideas or constructs from a language lens. Therefore, how learning and language 
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are related to the neurobiology of the learning system and to the thinking must be 
considered.   
 Language and cognition are closely linked to each other and there are a number 
of theories about how the two interact.  One idea is that language and cognition are 
separate systems, and another is that the language we speak influences how we think, 
so that language and cognition are linked. Papafragou et al. (2007) conclude that 
cognition precedes and structures language acquisition. Chatterjee (2010) view is that 
perception, language and cognition are not autonomous, rather, they are linked tightly 
together. Gentner and Christie (2010) posit that language acquisition influences 
cognitive development, particularly that relational language supports cognition. Nip, 
Green, and Marx (2011) propose that gains in language, cognitive processes and motor 
processes are interrelated and progress in parallel to each other. Perlovsky (2009; 
2011; 2013) maintains that language and cognition are inextricably linked to each 
other and that language leads to cognition. That is, cognition follows language which 
is learned in childhood, while cognition increases throughout life. Arwood (2011) says 
that, language development, cognitive development and social development are 
interlinked with each other, and that language names our thinking but language must 
be learned before language can be used for deepening cognition.  
Papafragou, Li, and Han (2007) studied the use and understanding of 
evidentiality in young Korean and American children in an effort to determine the 
relationship between language and cognition. Evidentiality is categorized by three 
basic evidential concepts; direct access, reports from others and reasoning. Direct 





evidence of the event having occurred is direct (i.e., I saw James run from the dog). 
Reports from others are less trustworthy evidentially, and the knowledge of the 
occurrence is indirect (i.e., I heard from Jill that James ran from the dog). Reasoning is 
a more indirect way of obtaining evidence that something occurred, inferences are 
drawn about what occurred without direct knowledge (i.e., When James arrived home 
he was out of breath and his pants leg was torn so he must have been running from the 
neighbor’s dog again) (Papafragou, Li, and Han 2007). 
In studying evidentiality, Papafragou, Li, and Han (2007) conducted four 
experiments on three to five year olds, three on Korean children and one on American 
children, to see if the children understood the underlying concepts and to see if their 
language usage expressing evidentiality was correct. In this way the researchers 
expected to be able to separate out what was language and what was cognition as the 
two are closely linked. One idea they were trying to understand was whether or not the 
structure of a language changed how the speaker thinks. As the Korean language 
indicates evidentiality using sentence ending morphemes and the English language has 
no morphemes for expressing evidentiality, this was an opportunity to see if the 
different ways the languages are structured would change the cognitive abilities of the 
speakers. It had been suggested that Korean speaking children would have a cognitive 
advantage over English speakers due to the evidential morphemes in their language. 
The results of their experiments showed that the difference in the two languages did 
not provide an advantage to Korean children over English speaking children. Both 
groups of children develop understanding and usage of evidentiality on a consistent 





linguistic tasks associated with evidentiality. They found that the underlying cognitive 
task was easier for all the children than the actual language task and that the 
understanding of evidentiality was part of source cognition and not guided by 
language. Further they concluded that cognition precedes and structures language 
acquisition. This is important in considering the use of time. If time is a set of 
concepts that are cognitively constructed, then language should represent the level of 
time acquisition. This provides the researcher with the belief that perhaps time 
conceptualization could be examined through language analysis (see Chapter Three). 
Chatterjee (2010) discusses the idea of embodied cognition and how the brain 
simulates actual activities when thinking about an activity. That is, when a person 
reads about, or hears about an action or object, the brain uses the same areas to think 
about it as it would if the person was actually doing the activity or seeing the object 
itself. This interconnects the neurobiology of learning with thinking. Chatterjee (2010) 
explains that language and spatial thought serve as an intermediary between concrete 
and abstract ideas and that when we read the brain simulates the actions and objects by 
activating motor and visual areas corresponding to the meaning of the text.  Likewise, 
spatial thought is established through the visual neurobiological system. 
Embodied cognition happens when the brain activates the same areas that 
guide the body in action and object recognition when we think about those actions and 
objects. That is, our understanding of action is implemented in our motor system and 
our understanding of objects in the visual system. Therefore, the meaning of a thought 
or idea is not stored in one area of the brain, but rather is manifested through a feed 





personal experience influences how the brain is activated when considering meaning, 
that is, the richness of experience determines the extent of activation in various 
systems. For example, a ballet dancer experiences more motor brain activity when 
viewing a ballet than a non ballet dancer. Language and spatial thinking allow the 
brain to create abstract ideas from relationships among actions and objects based on 
position and directionality. Locative ideas such as “on,” “over,” and “under” establish 
relationships between agents, action and objects. In this way spatial relationships 
contribute to the brain’s ability to make abstractions from concrete perceptual 
attributes and map those ideas onto language. In addition, meaning is context 
dependent with different brain activations occurring in varying contexts of an idea.  
Chatterjee’s (2010) view is that perception, language, and cognition are not 
autonomous; rather, they are linked tightly together. This fits with the neuroscience of 
sensory input (experience) forming assemblies or perception of features eventually 
distributed as parallel circuits of thought across the various regions of the brain 
(Pulvermüller, 2018). 
Gentner and Christie (2010) posit that language acquisition influences 
cognitive development, particularly that relational language supports cognition and 
creates a positive feedback system in that our relational ability allows us to learn 
language and the learning of language adds to our relational ability. This concept of 
relational language will be discussed later in the semantic relationships section of the 
functions of language part of this review. Gentner and Christie’s assumption (2010) is 
that humans use multiple modes of thought, such as spatial imagery and qualitative 





Gentner and Christie (2010) studied how analogical processing and the acquisition of 
cardinality influenced the development of language and cognition in children, with the 
prediction that language acquisition influences children’s ability to represent and 
reason. Analogical processing is basically comparing ideas and finding the 
commonality in them. They found that young children were better at learning verbs if 
they were given comparisons of the verbs in multiple contexts and comparisons of the 
word being used in a variety of ways. This suggests that verbs are more than 
structures, but meanings, distributed across various brain regions (motor, word, action, 
etc) depending on the meaning of the idea. Again, this is evidence that learning is 
neuro-semantic in processing. Gentner and Christie also found that language learning 
can drive conceptual learning and that language structure invites cognitive structure. 
In addition, they found that language supports numerical thinking and that language is 
instrumental in the representation of exact numbers. Again, we see the relationship 
between thinking and the representation by language. 
Nip, Green and Marx (2011) thought that it was possible that gains in cognitive 
processes may be associated with gains in language and speech motor control due to 
the increased demands made by cognitive and language gains. Nip, Green, and Marx 
(2011) conducted a longitudinal correlational study on children starting at age nine 
months with follow-up assessment every three months to the age of twenty-one 
months. The children were assessed for speech language communication skills, gross 
and fine motor skills, and cognitive development throughout the study as well as 
having videos taken of their orofacial movements. Because language and other 





Nip, Green, and Marx (2011) hypothesized that gains in oral motor control would 
coincide with gains in gestural communication and other linguistic and cognitive 
skills. In their study they found that changes in orofacial development did correlate 
with increased language and cognitive skills. This suggests that the movement of the 
orofacial motor system is tied into the regions of the brain related to language and 
thinking. 
Perlovsky, (2013) discussed a computational model of language and cognition, 
using dynamic logic, that overcomes the combinatorial complexity problems 
(language and cognition have a seemingly infinite variety of combinations) that 
previous efforts to model language and cognition encountered. Using this model, he 
concluded that humans require both language and cognition for thinking, and that 
language and cognition are separate but integrated abilities. He describes how 
language is learned by children early in life, before they have full cognitive 
representations. That is, children know the words for many ideas, but only have a 
vague notion of the meaning of the language they use. As experience is gained, the 
cognitive representations of the ideas expressed by language become more crisp and 
clear (Perlovsky, 2013). This is related to the idea that young children use primitive 
speech acts in which a single word represents a meaning in relation to the context the 
child is in and what it is the child is trying to express (Dore, 1979) and language is 
acquired as part of joint activity with another person (Bruner, 1975).  As children 
grow older they are able to use more complicated language forms to represent more 
and more complicated ideas until they reach a level of language and cognitive 





language than cognition; that is language is used to think about abstract ideas 
(Perlovsky, 2013).  
Perlovsky (2011) investigated the relationship between these underlying 
meanings or ideas and the surface of language structures by providing a historical 
context. He begins by discussing some of the history of thought surrounding language 
and cognition, beginning with Chomsky in the 1950’s. Chomsky developed the theory 
of Universal Grammar that stated that the brain has an innate built in language 
mechanism that allows all humans to learn language. Chomsky believed that language 
learning is independent from cognition. In the 1970’s, this idea was rejected, and 
cognitive linguists posited that language and cognition arose from similar mechanisms 
within the brain. Perlovsky (2011) then states that neither of these views explains how 
cognition or languages are acquired or how meaning is created in the brain.  
Perlovsky (2011) suggests a new computational model based on brain imaging 
studies, which demonstrates some of the properties of perception and cognition, such 
as the idea that concepts are represented by mental models of objects, actions and 
situations. In the brain, top down signals of mental models are projected to the visual 
cortex and are matched to bottom up signals originating with sensory input projected 
to the visual cortex through the subcortical regions. In this way, conscious thought is a 
matching of top down to bottom up signals. Combining the idea of top down to bottom 
up signals with the ideas that the brain learns objects in context and context is the 
combination of many objects, Perlovsky (2011) uses his computational model to 
describe a dual model for language and cognition in which every mental 





cognition. He argues that the connection between the language mental model and 
cognitive mental model is an inborn neural link. He says this explains why abstract 
cognition cannot be learned without language, and that humans learn language early in 
life to foster later cognition, but cognition continues to develop across the lifespan. 
Arwood (1991) explains how abstract cognition is the scaffolding of those 
neurosemantic sensory inputs that are acquired within the learning system across time.  
So, we can see that language and cognition closely reflect each other within the 
distributed networks of the neurobiological learning system which supports the 
correlation hypothesis (Clark, 1973). In the brain, language and thinking are embodied 
in the sense that the same networks that provide for the execution of actions also are 
active when thinking about or talking about the execution of an action (Pulvermüller, 
2012). From a language and cognitive psychology perspective, conceptual metaphors 
((Lakoff & Johnson, 1999) provide the link between concrete and abstract ideas by 
mapping abstract ideas onto more concrete ideas (such as time mapping onto spatial 
metaphors). These three corners of this triangle (neuroscience, cognitive psychology 
and language) form the Arwood Neuroeducation Model used as the basis for this 
dissertation. This same triangulation was used by Arwood (2011) to formulate her 
learning theory. 
Arwood (2011) developed a learning theory called the Neurosemantic 
Language Learning Theory (NsLLT) based on the triangulation among literature from 
the disciples of language, cognitive psychology, and neuroscience. In her theory, she 
posits that there are four levels of learning: sensory input at the sensory receptors; 





cerebrum; and language as networks in the cerebral cortex. Arwood posits that 
language names our thinking and that language and cognition are interactive. If we can 
raise a person’s language we will also raise their cognition. Arwood also states that 
social development is related to cognition in that our thinking frames our ability to 
interact pro-socially with others. Thus, language development, cognitive development 
and social development are interlinked with each other through the neurobiological 
learning system. 
While there is agreement that language and cognition are related to each other, 
there is not agreement as to which influences the other. Papafragou, Li, and Han 
(2007) assert that cognition precedes and structures language, while Gentner and 
Christie (2010) assert the opposite and say language acquisition influences cognitive 
development. A third camp views language and cognition as interrelated without 
assuming one precedes the other. Chatterjee (2010) views cognition, perception and 
language as tightly linked and describes the idea of embodied cognition in which the 
physical functions of the body and mental functions of language and cognition arise 
from the same neural networks. There is compelling neuroscience behind this idea. 
Arwood (2011) holds a similar view that language and cognition interplay with each 
other and bases the NsLLT in part on the idea of embodied cognition which makes 
higher order thinking the result of language function. Nip, Green, and Marx (2011) 
assert that language and cognition have the same underlying processes and note that 
gains in motor control correlate with increases in language and cognition. This 
supports the idea of embodied cognition as explained by Chatterjee (2010). Perlovsky 





asserts that while they are interrelated, language and cognition are separate. Further, 
he asserts that cognition cannot be learned without language. 
Language Functions of Time 
Because evaluation of language stems from cognitive psychology, there exists 
two ways to consider language First, language is observable behavior or structural in 
nature. This also parallels the structure to function examination of the neuroscience of 
learning. Structures yield functions. The second way to consider language as a 
representation of neurobiological learning; that is, the meaning or semanticity of the 
language functions come before structures (Arwood, 2011; Bruner, 1978; Dore, 1979; 
Lucas, 1980; Searle, 1969).  Therefore this section of the review of literature will 
discuss temporal language. First, temporal structures in English will be discussed 
including tense, modals, conditionals and temporal words and phrases. Next, the 
functions of language will be discussed including communicative intent, speech acts, 
propositions, and semantic relationships in relation to time in language. These two 
different language approaches to time, structural and functional, will then be applied 
to how to evaluate time within language for the purposes of this dissertation.  
Temporal structures in English. Several different temporal structures exist in 
English, including tense, modals, conditionals, and time words and phrases. 
 Tense. One of the ways time is expressed in the English language is tense. 
Tense in English is a series of verb forms that convey not only the action of the 
sentence, but also indicate when that action occurred. Tense forms are created by 
using the verb endings –ed for past tenses (for regular verbs) and –ing for progressive 





the action in compound tenses, and by the use of the modals ‘will’ and ‘shall’ to 
express futurity. Irregular verbs do not use –ed to show past tense but rather change 
the base form of the verb (e.g. run, ran). Some scholars think there are only two tenses, 
past and present, and that futurity is not part of the tense system (Dragga, 1986). 
Others consider futurity as part of the tense system and that tense is used to indicate 
past, present and future in a variety of ways from simple to complicated (Hacker, 
2009; Palmer, 1990).  
Though the actual number of tenses in English is debatable, we shall begin 
with Hacker (2009) who says the tenses are formed from five verb forms. The five 
verb forms are the base form, the past tense, the past participle, the present participle 
and the –S form. The base form is the simplest form of the verb, for example, help. 
The past tense is indicated by the suffix morpheme –ed, as in helped, for regular verbs, 
or by a change in the base form for irregular verbs such as in throw (base form) to 
threw (past tense and past participle). The present participle is indicated by adding the 
suffix morpheme –ing to the base form, as in helping, and the past participle is 
indicated by adding the suffix morpheme –ed to the base form as in helped. Finally, 
the –S form is the base form plus S as in helps. See Table 2.1 for a chart of the five 
verb forms. The two participles are used in compound tense structures in conjunction 
with auxiliary verbs. The Google online dictionary tells us that the word participle 
originated from the Latin, participare, which means “share in” which helps explain 
why these verb forms are called participles as they work together with another verb to 







The Five Verb Forms 
Verb form Example 
Base form Help 
Past tense Helped 
Past participle Helped 
Present participle Helping 
-S form Helps 
Note.  Adapted from Hacker (2009).   
 From the five verb forms, twelve basic tenses are formed. The simple present 
tense is the most basic tense form used to express here and now actions. Each tense 
form becomes more complicated and more displaced from the present time with the 
most complicated tenses, the perfect progressive tenses, expressing the greatest 
displacement form the present time. The four basic groups of tense forms are, simple 
tenses (past, present, and future), the progressive tenses (past, present, and future), the 
perfect tenses (past, present, and future), and the perfect progressive tenses (past, 








Tenses and Their Meanings 
Tense Meanings and examples 
Simple present  
Base form or 
Base form + -s 
General facts: We run to school. He runs to school. 
Truth at a given moment: Jill loves James. 
States of being: I am happy 
Habitual actions: Jill Walks daily. 
True at all times: Three times three is nine. 
Simple past  
Base form + -ed 
True in the past but over now: She jumped up. (regular verb) He ran 
to school (irregular verb) 
Happened at a specific time in the past: I saw John yesterday. 
Repetitive action that has ended: John walked daily. 
Simple future  
Will + base form 
Promises: I will/shall give John your letter when I see him. 
Predictions of future events: I will/shall see John tomorrow. 
Simple present Progressive 
Am, is, or are + present participle 
Actions in progress at the present time: I am walking to school. 
Future actions: We are going to school tomorrow. 
Simple past progressive 
Was or were + present participle 
Action in progress at a specific time in the past: He was driving last 
night. 
Past plans that did not happen: We were going to school but it 
snowed. 
 Simple future progressive 
Will + be + present participle   
Actions that will be in progress sometime in the future: John will be 
driving into town tomorrow night. 
Present perfect 
Have or has  + past participle 
Past actions that continue to the present: Sharon has not spoken 
Spanish since high school. 
Actions that happened at an unspecified time in the past: My 
brother has visited China. 
Past perfect 
Had  +  past participle 
Actions that started in the past and continue to a more recent time 
in the past: Jim had already learned to swim when he went to camp. 
 
Actions that happened at an unspecified time in the past: By the 
time the carry out person arrived, I had lifted the heavy sack into my 
car. 
Future perfect 
Will + have + past participle 
Future actions that will be completed before or by a specific time: 
By the time I finish my dissertation, I will have written several hundred 
pages. 
Present perfect progressive 
Have or has + been + present participle 
Continuous action started in the past and continuing until the 
present: Lou has been living in Vancouver since 1999. 
 
Past perfect progressive 
Had + been + present participle 
Actions that occurred in the past and continued until the start of 
some other past action: By the time Lou moved to Vancouver, she had 
been landscaping for ten years. 
Future perfect progressive 
Will + have + been + present participle 
Actions in progress before a specified time in the future: By the time 






 Although this has been a structural analysis of the language of time, there is a 
relationship between tense choices and point of view. The meanings of past and 
present tenses depend on the context of the ideas being expressed. In choosing 
between past and present tenses the relationships between the speaker’s point of view, 
the purpose in communicating, the time of the speech and the time of the situation 
being communicated must be considered (Riddle, 1986). This shows an overlap 
between structure and function with tense as the structure and the meaning and context 
as function. If the tense is a result of the purpose of the speaker’s intent to 
communicate within a given context, then the context and intent would precede the 
structure.  
Another way to think about the time expressions within these tense forms is to 
examine the relationships among the point of speech, the point of the event, and the 
point of reference (Reichenbach, 1947). The point of speech is the time the speaker of 
the utterance speaks the utterance. The point of the event is the time the action of the 
expressed idea occurred or occurs. The point of reference is the time the speaker refers 
to in relation to the time of the event. These three relationships work together to refer 
to semantic relationships within events as a function of relative time. Depending on 
the tense form being used, these three time points can be clustered, together or 
separately, in various combinations. The point of speech or the utterance act can be 
simultaneous with the point of reference and the point of the event, or it can be 
separate from the other two time points. The context of the speech often provides the 
indicator of where the points of speech, event, and reference are in relation to each 





            Reichenbach (1947) used a line with an arrow to represent the direction of the 
movement of time coupled with marked points on the line to represent the point of 
speech (S), the point of the event (E) and the point of reference (R) to represent the 
semantic relationships among the three points. For example: I see John.  
   
        S,E,R 
“I see John.” Means that I am speaking and referring to the present moment in which I 
see John. 
  However, when the points of reference and the event have changed, then there 
is a separation of time or time is in the past.  For example: 
  I saw John. 
   
                          RE    S 
“I saw John.” Means that in this present moment I am telling you that I saw John at a 
particular moment in the past and that the moment the event occurred is also the 
moment to which I am referring. 
  As the speaker changes thinking about the point of the event, the surface 
structures of time also change. This suggests that the underlying semantics of the 
event comes before the structure of time. Therefore as underlying semantic functions 
increase in complexity so do the surface forms. This fits in with the NsLLT 
perspective on time being an interdependent relationship expressed through language 
from both a cognitive and linguistic perspective (Arwood, 1991), These relationships 





(Reichenbach, 1947). This becomes even more abstract with written English, as the 
point of speech is in the present for the speaker, but that time has already passed when 
the reader reads the text so that there is a time displacement between the speaker and 
the reader. See Appendix B for an illustration of twelve tense forms with the points of 
speech, points of the event and points of reference. 
Function of modals. In English, many verbs are structurally incomplete in 
meaning unless the intentionality, semantic relationships of displacement, and 
predication of arguments through, by, and with time are considered.  With modal 
verbs, the meaning of the verb changes with the context provided by intentionality, 
semantic relationships and predication of arguments. There are various systems of 
categorization for modals in English, two such categorizations are, epistemic modals 
and deontic modals. Epistemic modals judge the probability of truth, while deontic 
modals give permission or impose an obligation (Palmer, 1990). If we examine the 
modals must and may, we find that each can be used both as an epistemic modal, 
judging the probability of the truth of the statement, or as a deontic modal, giving 
permission or imposing obligation (Palmer, 1990). 
As epistemic modals, may and must express probability, from the speaker’s 
perspective, that the stated proposition is true. For example, in the following 
statements, may indicates low probability of truth and must indicates high probability 
of truth. In the sentence, “Susan may be home by now.” indicates she there is a small 
chance she is home by now, while in the sentence, “Susan must be home by now.” 
there is a strong chance she is home by now. Must can also be used to indicate logical 





following statement, “Jane broke her arm, so she must be in pain.” must can be 
rephrased as based on what I know the only conclusion I can draw is… If we substitute 
may for must, as in, “Jane broke her arm, so she may be in pain.” then may becomes 
an indicator that it is possible but not necessarily so that Jane is in pain. 
Using the same two modals as deontic modals changes the meanings of may 
and must so that they become expressions of permission (may) and expressions of 
obligation (must) (Palmer, 1990). For example, in the following statement, “Susan 
may go home now.” may indicates permission; and in the statement, “Susan must go 
home now.” must indicates an imposed obligation. Both the permission and the 
obligation are laid by the speaker. 
Modals can also indicate the temporal positions of past, present, and future 
both through the implication of the modal in context, and by being part of tense 
constructions (Palmer, 1990). An example of a modal implying temporality is: “When 
can we leave?” While the modal can is in the present tense, the implication is about an 
action in the future. An example of a modal used as part of the future tense is the 
modal will. “I will finish this dissertation someday.” In this case will indicates the 
completion of the dissertation at sometime in the future. Finally, examples of modals 
participating in complex abstract tense constructions include the modals have been and 
had been. For example, “I have been gone for six days.” and, “I had been gone for six 
days when my car broke down.” 
In an effort to define the various modals three sources were consulted for this 
review, A Writer’s Reference (Hacker, 2009), The Temporal Properties of English 





(Palmer, 1990). Definitions for can, could, may, might, must, shall, should, will and 
would come from Hacker, Crouch and Palmer, and the remaining definitions come 
from Palmer and Crouch only. Table 2.3 lists the modals, semi-modals and marginal 
modals as listed by Crouch (1994). See Appendix A for a list of modal verbs, their 
definitions and example sentences for each usage. 
Table 2.3 
Modal Verbs 
Modal Type Modals 
Central modals (present 
tense) 
May, can, will, shall, must 
Central modals 
(hypothetical) 
Might, could, would, should 
Marginal modals Dare, need, ought to 
Semi-modals Have to, have got to, be going 
to, be to, be bound to, be able to, 
be supposed to 
Note: Adapted from Crouch (1994). 
Conditionals. Conditionals are “if… then” statements that are time based in 
that the “if” statement comes before the “then” statement. That is, the events in the 
“then” clause follow those indicated in the “if” clause (Palmer, 1990). While 
conditionals can take a variety of surface forms, these forms are all related to a simple 
pattern of two clauses; an “if” clause and a “then” clause (Crouch, 1994; Palmer, 





for the “if” clause is the protasis and the “then” clause is called the apodisis. Crouch 
(1994) and Gomes (2008) calls the “if” clause the antecedent and the “then” clause the 
consequent. See Table 2.4. Antecedent and consequent are the terms that will be used 
within this dissertation. It should be noted that these if, then statements are complex in 
the underlying semantic rules that define the speech act between a speaker and hearer 
(Searle, 1969).  
Table 2.4 
The two clause form of conditionals 
Two clauses 
If clause Then clause (also called main clause) 
Antecedent Consequent 
Protasis Apodosis 
If p then q 
If Gina comes to the party, then Tommy will dance with her. 
                                         Antecedent                          Consequent 
Note. Adapted from (Crouch, 1994; Gomes, 2008; Palmer, 1990) 
Conditionals function to indicate that the truth of the proposition or message in 
the antecedent is dependent on the truth of the proposition in the consequent (Palmer, 
1990). Conditionals are often classified as subjunctive or indicative. Subjunctive 
conditionals (also called counterfactuals) typically involve unreal or imaginary 
situations, while indicative conditionals assume real or possible conditions (Gomes, 
2008). Palmer (1990) calls these two classifications of conditionals real (indicative) 





considered predictive or causal because one proposition is dependent on the other. An 
example of an indicative or real conditional is, “If Jill comes over tonight, she will 
help us cook dinner. And an example of a subjunctive or unreal conditional is, “If Jane 
were still living, she would play her violin for us.” 
Notice that in both examples, the antecedent predicts the consequent. In the 
real conditional the antecedent and consequent are both possible events, while in the 
unreal conditional it is clear that the events are no longer possible as the subject is 
deceased. This unreal conditional can also be called counterfactual as it indicates what 
would have happened had the situation been different from what is known to have 
happened. 
 Gomes (2008) tells us that conditionals can be used to draw a conclusion, 
make a prediction or to state the intent to do something in the future conditional on 
something else. An example of a conditional used to draw a conclusion is, “If they 
were Nigerian, they would be African.” An example of a conditional used as a 
prediction is, “If Jane is here, she will play her violin for us.” An example of a 
conditional that indicates the intent to do something in the future conditional on 
something else is, “If it rains tomorrow, I will carry my umbrella.”  
 In a study of 28 children aged two to nine, Reilly (1982) found that children as 
young as age two and a half can understand and use conditionals for present situations 
and predictions related directly to their current personal experience It should be noted 
that this research is specific to the cognitive level of the children suggesting that 
language surface forms increase in complexity as the experiences become more 





conditionals increases. At age four, many children can comprehend hypothetical 
conditionals and counterfactual conditionals and are beginning to use conditional 
structures to represent their thinking about events displaced from the real world. 
Children ages five through eight increasingly are able to use and understand 
conditionals but their growth is in a series of bursts and lulls rather than in a gradual 
linear fashion. By age nine, most children have mastered the use and understanding of 
conditionals paralleling the increase in thinking. Reilly (1982) notes that children may 
produce structures they do not fully comprehend and that they also may comprehend 
structures that they do not yet use themselves (Reilly, 1982). This is an important 
finding in that analyzing tense structures or time words alone will not determine the 
child’s understanding of time. The functions of time such as displacement and 
intentionality also have to be considered.  
 Temporal words and phrases. Temporal words and phrases indicate when the 
action occurred to the subject of the sentence. Temporal words and phrases can be 
categorized in several different ways, with some overlap between the categories. 
Temporal adverbs and adverbial phrases work in concert with tense to provide 
additional temporal meaning within written and oral expressions (Bennett, 1977; 
Diessel, 2008; Harper & Charniak, 1986). Temporal connectors serve to provide 
temporal information within subordinate clauses and are also called temporal 
conjunctions (Diessel, 2008; Harper & Charniak, 1986). Temporal prepositions assign 
temporal coordinates to propositions (Konig, 1974) and temporal indexicals are 
temporal terms that can only be interpreted in the context in which they are written or 





 Temporal adverbs and adverbial phrases work together with tense to indicate 
when the event within the written or oral expression occurred. The meaning of the 
temporal adverb combines with the meaning of the tense to pinpoint events in time 
(Harper & Charniak, 1986). That is, in order to understand tense, we must also 
understand temporal adverbs, and the meanings of some adverbs must be interpreted 
in relation to the tense of the utterance or written expression (Bennett, 1977). 
Temporal adverbial phrases can be named according to the function of the adverbial 
phrase. Frame adverbial phrases, for example, refer to the timeframe or interval of 
time in which the event occurred (examples are: today, next year, and tomorrow). 
Durative adverbials phrases specify the length of time or duration of an event 
(examples are: for six years, from ten to eleven o’clock) (Bennett, 1977). See Table 







Examples of Temporal Adverbs 
Temporal adverbial  Meaning/how defined/example 
Tomorrow Defined in relation to the time of speech 
The duration of tomorrow is 24 hours 
Yesterday Defined in relation to the time of speech 
The duration of yesterday is 24 hours 
Now A time which is contemporaneous with 
the time of speech 
Clock calendar adverbials such as 
Sunday, midnight, June 
These adverbials do not have to be defined 
in relation to the time of speech 
This week, next week, last year, next 
year, etc. 
Must be interpreted in relation to the time 
of speech 
Just Not interpreted in relation to the time of 
speech 
Different from the just that means only 
Example: John just ate dinner. 
Recently A time which occurred in the near past 
Afterwards An event occurred after another event was 
finished 
Earlier Prior to a referenced main event 
Lately Occurring over a recent period of time 
Already The occurrence has been completed  
Soon The event will happen in the near future 
  
While temporal adverbials give information about when an action occurred, 
temporal clauses serve to locate an event in time by relating it to another event 
(Bennett, 1977). That is, temporal clauses are used to indicate a temporal relationship 
among events. Temporal clauses can be used both before and after the main clause 
(Diessel, 2008). Temporal clauses frequently follow the iconicity principle which 
states that clause order correlates with conceptual structure and shows that adverbial 
clauses are easiest to process if they follow the main clause (Diessel, 2008). This 
suggests that the underlying meaning or semantics is more important than the surface 





“temporal clauses referring to a prior event precede the main clause more often than 
temporal clauses expressing a simultaneously occurring event, which in turn precede 
the main clause more often than clauses of posteriority” (Diessel, 2008, p. 483). 
Understanding the clause relationship to the propositional meaning may require an 
underlying cognitive understanding of the semantic relationships of the arguments 
included in each clause.  
 Temporal connectors or conjunctions link the subordinate clause to the main 
clause in a sentence and tell the reader about the temporal relationship between the 
two (Harper & Charniak, 1986). Among the most frequently used temporal connectors 
in English are: when, while, after, before, once and until (Diessel, 2008; Harper & 
Charniak, 1986). The most common use of when indicates that the events of both 
clauses occurred as the same time (Harper & Charniak, 1986) but when can also 
denote events that occur before or after the main clause (Diessel, 2008).  
See Table 2.6 for a chart showing the meanings of the temporal connectors when, 







The Temporal Connectors When, While, After, Before, Once and Until 
Temporal Connector/Conjunction Meaning and Examples 
When When can denote events that occurred 
before, after or simultaneously to the main 
event 
 
I did listen to loud music sometimes, when 
John was out. (Simultaneous) 
 
The dog had already had an accident, when 
the dog walker arrived. (After) 
 
John will make a decision, when the report 
has come in. (Before) 
While Indicates that both occurrences happened at 
the same time 
 
While John searched for his keys, his wife 
dug in her purse for her extra set of keys. 
After The main event of the main clause occurs 
once the event of the subordinate clause is 
completed 
 
John found his keys after he had borrowed 
his wife’s set. 
 
Before The event of the main clause must end prior 
to the beginning of the event of the 
subordinate clause 
 
Before he could drive to work, John had to 
borrow his wife’s extra set of keys. 
 
Once Refers to a prior event 
 
Once John had his wife’s extra keys, he was 
able to drive to work. 
 
Until The event of the main clause ends when the 
event of the subordinate clause begins 
 
Jane searched in her purse until she found 
her extra set of keys. 





 Overlapping with the idea of temporal connectors is the idea of temporal 
prepositions. These temporal words are ideas that have been borrowed from spatial 
language to have temporal meanings and many can be used as temporal connectors as 
well (Konig, 1974). Table 2.7 shows a list of prepositions with both the temporal and 
spatial meanings of the ideas.  
Table 2.7 
Some Prepositions with Temporal and Spatial Meanings 
Preposition Spatial Meaning and Example Temporal Meaning and Example 
 
By Near 
John is standing by his car 
No later than 
John must be here by noon. 
Before In front of 
The mayor stood before the crowd to make 
a speech. 
Earlier than 
The crowd assembled before the mayor 
began his speech. 
 
For To indicate extent of space 
The road ran straight through the desert for 
miles. 
To indicate duration or extent of time 
John drove through the desert for hours. 
From Starting point of a physical movement 
Jane came here from home. 
Starting point of a time reckoning 
Jane worked from morning to night. 
 
In To indicate spatial location 
Fish swim in the lake. 
To indicate temporal location 
We go to the lake in summer. 
 
On In contact with and supported by the top 
surface 
The vase is on the table. 
Indicates a time frame in which something 
takes place 
Joan is coming to town on Monday. 
 
Over A position above something else 
The chandelier hangs over the table. 
Throughout: during 
John worked for me over the past 25 
years. 
 
Through Movement into on one side and out again 
on the other side 
John walked through the door. 
 
Indicates a period of time 
We will work on this project through 
Monday. 
Throughout All the way from one end to the other 
There were lights throughout the tunnel. 
During the whole time 
Jean wore a knee brace throughout the 
race. 
 
Note. Adapted from (Konig, 1974; Merriam-Webster, 2014). For each example only one spatial and one 
temporal definition is shown, however, all of these prepositions have at least one temporal meaning and 





 Spatial concepts specify where (location) and in what direction (horizontal, 
vertical, diagonal) that the movement from one place to another place occurs. 
Remember that this was related to the visual system described earlier in this chapter. 
However, to show the movement among these spatial relationships, temporal words 
such as adverbs, conjunctions, and prepositions, are used. That is, these types of words 
change meaning according to the context in which they are used (Corazza, 2002) 
which parallels the underlying intention of the meaning. Corazza (2002) tells us that 
there is a difference between temporal indexicals and temporal terms. Temporal 
indexicals are ideas like; today, now, and tomorrow, which require the context of the 
entire sentence or utterance to be interpreted. Temporal terms, on the other hand, are 
ideas such as Monday, week, and year. Temporal terms can become temporal 
indexicals by coupling them with a prefix such as next, this, or last, to make temporal 
indexical phrases like next year, this week, or last month. The idea Monday, on its own 
is a temporal noun that defines a particular day of the week but if the prefix next is 
added to make next Monday, then the definition of Monday in this context must be 
established in relation to the ‘now’ of the speaker of the sentence so it becomes 
indexical. Temporal indexicals in general must be interpreted in relation to the ‘now’ 
of the utterance as well as in reference to the agent and the place of the utterance. 
Some temporal terms however, are not indexical. For example, dates mean the same 
thing regardless of the context in which they are written and are more like proper 
names in that sense. July 1, 2019 means the same day regardless of the context within 





adjacent arguments are non-indexical. See Appendix C for a list of temporal indexicals 
with their meanings. 
 Temporal words and phrases come in many forms and frequently must be 
interpreted within the context of the entire utterance rather than having a single fixed 
definition. Temporal words and phrases work together with tense to provide 
information about when an event occurred. Some temporal terms, like dates for 
example, have fixed meanings, but many do not but rather the meaning is linked to the 
context of the utterance. Temporal words and phrases are integral to placing 
propositions in time which leads us to the next section of the review of literature 
which examines the functions of language including propositions. 
 Functions of language. The function of language, that is, its purpose, is to 
communicate the speaker’s intentions to the listener (Bruner, 1978; Dore, 1974) and to 
facilitate engagement in cooperative actions with others (Bruner, 1975; Bruner, 1978). 
Searle (1968) articulates this beautifully in his following statement. 
There are rather a limited number of basic things we do with language: 
we tell people how things are, we try to get them to do things, we 
commit ourselves to doing things, we express our feelings and 
attitudes, and we bring about changes through our utterances. Often, we 
do more than one of these at once in the same utterance.” (p. 369) 
Bruner (1978) tells us that there are four functions of language; indicating, 
requesting, affiliating (relating), and generating possibility. It is through these 
functions of language that the speaker indicates to the listener what the intent of 





Communicative intent. Dore (1974) discusses communicative intent as the 
intention to get a listener to recognize how the speaker wants his utterance to be taken 
and says that there are four main categories of communicative intent. The four 
categories are: Requests, in which the speaker intends that the listener will take his 
utterance as a solicitation; Responses, in which the intention is to let the listener know 
that the responder recognizes the intention of the listener’s previous utterance and 
intends that his utterance is a response to that utterance; Descriptions, in which the 
intention is to get the listener to think the speaker is giving an accurate representation 
of an observable element of the environment; and Statements, in which the speaker 
wants the listener to take his utterance as true or as an expression of the speaker’s 
belief. These ideas to some degree mirror Bruner’s (1978) four functions of language, 
indicating, requesting, affiliating and generating possibility. Table 2.8 is a chart of 
Dore’s ideas about the communicative intents of making requests and responding to 







Types of Communicative Intent: Requests and Responses 
Communicative 
Intent 
Purpose/Intent           (The Speaker …) 
 
Requests Intends that the listener will take the utterance as a 
solicitation 
Question yes-no Asks for an affirmative or negative response  
Wh- question Asks for information  
Action request Asks the listener to do something 
 Attention request Asks for the listeners attention 
 Permission request Asks a listener to give permission to the speaker 
 Rhetorical question Solicits acknowledgement 
Responses Intends that the listener knows he recognizes the 
intention of the listener’s previous utterance 
Yes-no answer Negates or confirms the listener’s previous question 
Identity response Provides the identity of an object, person, or 
situation, in response to a Wh- question 
Event response Describes and event in response to a Wh- question 
 
 Property response Describes the characteristics, or qualities of a 
property 
 Location response Describes the location or direction of an object or 
event in response to a Wh- question 
 Agreement Agrees with a previous utterance 
Qualification Qualifies or adds information to what was 
previously said 
Note. Adapted from (Dore, 1974) 
The next table, Table 2.9, shows Dore’s communicative intents of descriptions and 







Types of Communicative Intent: Descriptions and Statements  
Communicative Intent Purpose/Intent           (The Speaker …) 
 
Descriptions Intends to get the listener to think the speaker is giving an 
accurate representation of some observable element in 
the environment 
 
Identification Labels a person, object, or situation 
 
Event Represents the occurrence of an event 
 
Property Represents an observable characteristic of a person, event 
or object 
 
Location Tells the location or direction of a person, event, or 
object 
 
Other person Tells about another person’s state based on observation 
 
Statements Wants the listener to take the utterance as true or is the 
speaker’s belief 
 
Fact Provides analytical facts, classifications, definitions of 
procedures 
 
Intent Intends to do something in the future 
 
Evaluation Judgment, attitude, or impression about an object, person, 
or event 
 
 Possession Believes an object belongs to someone 
 
Internal report Reports her internal state 
 
Explanation Beliefs about the reason for a given situation 
 
Prediction Believes that something will or will not happen 
 





The third and final table of Dore’s communicative intent covers the category Dore 
(1974) calls “other” as this group of communicative intents exist but do not fit into the 
previous four categories. 
Table 2.10 
Types of Communicative Intent: Other 
Communicative Intent Purpose/Intent           (The Speaker …) 
 
Other Intentions not found in previous categories 
 
Role-play Intends to create or maintain a make believe situation 
 
Protest Objects to something 
 
Greeting Acknowledges the listener’s presence 
 
Leave taking Says good-bye/farewell  
 
Joke Intends a humorous non-literal remark 
 
Warning Notifies the listener that something bad may happen 
 
Threat Notifies the listener of plans to harm the listener 
 
Volunteer Commits to perform a future act 
 
Game-marker Initiates or ends a game 
 
Tease Intends a playful but possibly annoying remark to the 
listener 
 
Note. Adapted from (Dore, 1974) 
When we look at Dore’s (1974) ideas about the categories of communicate intent, 
and then compare them to ideas about speech acts we see that there is a relationship 
between these ideas. Dore’s categories of communicative intent mirror many of the 
ideas found in the discussions of speech acts by Clark, E. (2003), Dore (1975, and 





provide the vehicle for communicative intentions. The function of the communicative 
intent has underlying semantic rules. The next section discusses speech acts, including 
primitive speech acts, and illocutionary acts. 
Speech acts. Speech acts are considered the basic units of linguistic 
communication (Dore, 1974, 1975, 1979; Lucas, 1980; Searle, 1969; Searle, 1975; 
Searle, 1976). It is through speech acts that our communicative intent is expressed to 
others. When children are very young and just learning to speak, they express their 
intent using rudimentary referring expressions, Dore (1975) calls, primitive speech 
acts. Over time, as children mature and acquire the grammatical structures of their 
language, their use of primitive speech acts develops into conventional speech acts. 
With the primitive speech act, the child utters a single word which creates a 
rudimentary referring expression, and the primitive force of this utterance is 
communicated through the child’s prosody. The adult or hearer must infer the 
intention of the utterance through the context of what is happening in the environment. 
For example, if a child says “Juice.” this can be interpreted in a variety of ways 
depending upon what the child and adult are doing. If the juice is on the table and the 
child points at the juice and says, “Juice.” then the adult may interpret this to mean the 
child is requesting juice. If the child holds out an empty cup and says, “Juice.” then the 
adult may interpret that to mean the child wants more juice (Dore, 1975). These 
primitive speech acts in young children are used by them to express a variety of 







Table 2.11  
Primitive Speech Acts 
Primitive Speech Act Purpose 
Labeling To name something 
Repeating To repeat an idea spoken by the adult 
Answering To respond to a question 
Requesting (Action) To attain assistance 
Requesting (answer) To find out information 
Calling To get the caregiver’s attention 
Greeting To say hello 
Protesting To say no to something 
Practicing To rehearse ideas  
Note. Adapted from (Dore, 1975) 
  So we see that through the utterance of a single word, a child can express his 
communicative intent through primitive speech acts. As children mature and develop a 
full grammar (at around age eight) (Lucas, 1980), they then are able to communicate 
using full speech acts. Speech acts were first described by Austin (1962) who 
explained that speech acts are linguistic communications in a process between a 
speaker and a hearer. He described three phases of the speech act process. 1) 
Locutions; the uttering of words plus the propositional content. 2) Illocutions; the 
performing aspect of the utterance such as commanding and promising. 3) 
Perlocutions; which include the effect of the message on the hearer. Searle then 





speech act (Searle, 1969). Seale say the speech act is composed of three parts, the 
utterance act, the propositional act and the illocutionary act. The utterance act is the 
doing aspect of the speech act that occurs when a person speaks using symbols such as 
sentences, words, or morphemes. The propositional act is the meaning component of 
the speech act and consists of referring and predicating. The illocutionary act is the 
function of the speech act and includes the force or intent the speaker wants to convey 
to the listener (Searle, 1969). Searle, in his 1969 work on speech acts sets out a table 
of types of illocutionary acts that can be found in speech acts. Table 2.12 shows the 
eight types of illocutionary acts Searle laid out in his chart. 
Table 2.12 




Request The speaker attempts to get the 
listener to do something 
Assert, state, affirm The speaker has evidence for the 
truth of the idea he utters 
Question The speaker elicits information from 
the hearer 
Thank The speaker expresses gratitude to 
the listener 
Advise The speaker believes that the listener 
will benefit from the content of the 
speech act 
Warn The speaker believes something not 
in the best interest of the listener may 
occur 
Greet Courteous recognition of another 
person 
 
Congratulate An expression of the speaker’s 







 A few years later, Searle published additional articles about the illocutionary 
acts contained within speech acts. Searle (1976) says that, “the basic unit of human 
linguistic communication is the illocutionary act” (p. 1). He published a new list of 
illocutionary acts in both 1975 and 1976. Table 2.13 lays out the five basic kinds of 
illocutionary acts (J.  Searle, 1975; Searle, 1976). 
Table 2.13 
Five Basic Kinds of Illocutionary Acts 




The speaker says something is the case. The 
utterance can be classified as true or false 
 
Directives The speaker attempts to get the listener to do 
something 
Verbs: ask, order, command, request, beg, plead, 
pray, entreat, invite, permit, advise, dare, defy, 
challenge 
 
Commisives The speaker commits to some future action 
Verbs: promise, vow, pledge, guarantee, threaten 
 
Expressives Expresses the speaker’s psychological state about 
a particular state of affairs 
Verbs: thank, congratulate, apologize, condole, 
deplore, welcome 
 
Declarations Bringing a state of affairs into existence by 
declaring it so 
Verbs: resign, marry, appoint 
 
Note. Adapted from (Clark, 2003; Searle, 1975; 1976 ) 
 Another list of speech acts is found in Lucas (1980). This list is based on the 
research done by Lucas from the literature of the philosophy of language, child 
language acquisition, and speech language therapy. Lucas lays out information about 





proper speech act. The eight speech acts described by Lucas (1980) are shown in 
Table 2.14 but only information about the function of the speech act is provided. 
Lucas’ entire chart can be found in (Lucas, 1980, p. 39).   
Table 2.14 
Eight Speech Acts from Lucas 
Speech Act Description 
 
Request for objects The speaker attempts to get the listener to provide a 
particular object 
 
Request for action The speaker attempts to get the listener to do 
something 
 
Assertion The speaker represents an actual state of affairs 
 
Denial The speaker thinks it is not in his best interest to do 








The speaker wants the listener to tell the speaker 
something  
 
Calling or summons The speaker is bringing something or someone to the 
listener’s attention 
 
Rule orders The speaker gives the rule of a situation to the listener 
 
Note. Adapted from (Lucas, 1980) 
 The next table, Table 2.15, provides a compilation of communicative intent, 



















































 Calling Warn  Requests for 
information 
 










   
Note. Adapted from (Dore, 1975; Searle, 1969, 1975, 1976; Clark, 2003, Lucas, 1980) 
Now that we have looked at a variety of views about communicative intent, 
illocutionary acts, primitive speech acts, and speech acts, we will move on to the 
discussion of the meaning (semantics) component of speech acts, the proposition. 
 Propositions. For philosophers, propositions are associated with truth 
(Cresswell, 2002), and belief (Cousin, 1949; Moore, 1999), and with things that can be 





since the facts do not exist (Cousin, 1949). In logic, a proposition is an expression of a 
judgment (Peirce, 1998). Propositions in language are considered the semantic value 
of the sentence (Cresswell, 2002), the conceptual content of a speech act (Dore, 1975), 
or the linguistic expression of cognitive conceptual schemata (Dore, 1979). Lucas 
(1980) tells us that the “propositional act is the meaning or content of the utterance 
consisting of referring and or predicating.” (p. 244) and Peirce (1998) says, “A 
proposition asserts something. That assertion is performed by the symbol which stands 
for the act of consciousness.” (p. 20) Searle (1969) says, “Propositional acts cannot 
occur alone; that is, one cannot just refer and predicate without making an assertion or 
asking a question or performing some other illocutionary act.” (p. 25)  
So, a proposition is a major component of a speech act (Dore, 1975; Lucas, 
1980; Searle, 1969), consisting of referring to an idea and then predicating (Dore, 
1975; Lucas, 1980; Peirce, 1998; Searle, 1969), to express the meaning of the 
speaker’s utterance (Cresswell, 2002; Dore, 1975, 1979; Lucas, 1980; Moore, 1999; 
Peirce, 1998). In this way, a proposition functions in language as the meaning of the 
utterance. Within the study in this dissertation, as part of the qualitative analysis, the 
Temporal Analysis of Propositions (Arwood & Beggs, 1992) also known as the 
TemPro is used to examine the language samples to evaluate whether or not the 
students who wrote the language samples have established shared referents with the 
reader by communicating temporal, spatial, quality, and quantity concepts adequately, 
with a particular emphasis on the temporal concepts. Within the TemPro, a proposition 





The intended primary content of an utterance (a cognitive unit) 
established through the acts of referring and predicating. Propositions 
are, therefore, determined by the use of an utterance to refer and 
predicate. In the TemPro a proposition contains a minimum of three 
ideas that are connected in temporal sequence.” (p. 2) 
For more information on the TemPro, please see the Chapter 3 section on 
instrumentation. 
 We see that propositions contain the meaning within a speech act and that for a 
proposition to be a proposition it must refer and predicate ideas, by, and/or with time. 
This moves us to a discussion of semantic relationships which underlie the meaning of 
propositions. 
  Semantic relationships. Semantic relationships form the deep structure of 
language, that is, the underlying ideas that the speaker wishes to express through a 
speech act. The most fundamental aspect of a speech act is the action. Action is the 
foundation for linguistic concepts (Bruner, 1975), and as such, verbs are an 
indispensible part of a speech act as action is the central function of a sentence 
(Rudder, 2010). Actions take time to complete; therefore the verb is also intrinsically a 
conveyer of temporal meaning. So, underlying each verb is a series of semantic 
relationships that provide the framework for the action as it occurs and is expressed. 
This framework is called valence. Valence, for each verb, is the number of arguments 
the verb requires to form a complete idea. Some verbs, such as run, require only one 
argument to complete the idea. These verbs are called monovalent. So, when run is 





“He ran.” Other verbs require two arguments to complete the idea, these verbs are 
called divalent. An example of a divalent verb is see as it requires two arguments to be 
complete, a seer and that which is seen. For example “She saw him.” A third group of 
verbs require three arguments, these verbs are called trivalent. An example of a 
trivalent verb is give which requires a giver, that which is given, and the receiver of 
the gift. For example, “She gave the book to him.” (Rudder, 2010). This idea of 
valence is further extended by Charles Fillmore who saw the underlying semantic 
structure suggested by valence and called these underlying ideas deep structure case 
(Fillmore, 1971). 
Fillmore (1971) saw deep structure cases as the roles that function within a 
sentence to; express the Instigator of an action, the Experiencer of an event, the Object 
that undergoes movement or change, and the Location of an event. Going further with 
this idea, Fillmore (1971) saw that other cases exist as well. For example, verbs of 
motion specify starting and ending points in space, and verbs of temporal lapse specify 
starting and ending points of temporal periods. Fillmore called these starting and 
ending points the Source and the Goal. He also saw an additional case for verbs of 
motion that he called the Path. Fillmore also identified Time as a case both as part of 
the Source and Goal aspects of case as well as in the fact that time clauses can 
function as optional complements of essentially any predicator. Table 2.16 Shows a 







Fillmore’s (1971) Cases 
Case Explanation 
Agent The doer of the action 
Experiencer Similar to agent but used with a psychological/mental state verb 
Instrument The immediate cause of an event; the stimulus; the thing reacted to 
Object The entity which moves or undergoes change 
Source Where the movement began; when the time began 
Goal Where the movement ends; when the time ends; or receiver as 
destination 
Path An additional case for motion verbs; the path of the motion 
Place Where the action occurs 
Time When the action occurs 
Note. Adapted from (Fillmore 1971) 
 Others saw the value in Fillmore’s (1971) ideas about case and developed his 
ideas further. Bruner (1975) found, in his work studying the acquisition of language by 
children, that there are universals available to children from a very early age and that 
children can distinguish the category of people from the category of things at a very 
early age. Children start learning language through the agent-action-object 
relationships beginning with agent- action, action-object, and agent-object. This is true 
across all languages as subject predicate constructions are universal (Bruner, 1975; 





recipient of action, location, possession and so on (Bruner, 1975). Table 2.17 shows 
the universals Bruner identified as being available to children at an early age. 
Table 2.17 
Bruner’s (1975) Universals 
Universal Example 
Agent- action “Mommy push” 
Action-object Bite finger 
Possession “Mommy car” 
Demonstrative marker “There car” 
Feature marker “Big dog” 
Note. Adapted from (Bruner, 1975) 
 While Fillmore (1971) called his ideas about underlying deep semantic 
structure cases, and Bruner (1975) called his ideas about underlying deep semantic 
structures universals, other scholars have discussed these ideas under other names. 
Lucas (1980) called these semantic deep structures semantic relations. Lucas (1980) 
described the six most common semantic relations as: Agent + Action, Action + 
Object, Introducer + X, X + Dative or Dative + X, X plus Locative, and Modifier + X. 
In her description of these semantic relations, X represents the propositional content of 
the speech act, the agent is the person who does the action, the action is what is done, 
the object is the thing the action was done with, Introducer marks a relationship among 
objects, Dative indicates an indirect object, Locative represents location or place, and 
Modifier gives additional information about an idea. See Table 2.18 for a chart of 






Lucas’ (1980) Semantic Relations 
Semantic Relation Example 
Agent + Action John  ran. 
Agent Action 
Action + Object The bouncing  ball. 
        Action     Object 
Introducer + X These  books. 
Introducer  X 
X + Dative or Dative + X Give  me  the ball. The ball was given  to me. 
X     Dative   X                  X                  Dative 
X + Locative I planted strawberry plants  in my yard. 
                    X                      Locative 
Modifier + X Give me  hot  water. 
   X       Modifier  X 
Note. Adapted from (Lucas, 1980) 
 Another source (Dowty, 1986) called these semantic relations thematic roles 
and pointed out that linguists do not agree on which thematic roles exist, how to name 
them, and how to identify them within sentences. Dowty (1986) also pointed out that 
different researchers assign different thematic roles to the same sentences. Table 2.19 







Thematic Roles as Defined by Dowty (1986) 
Thematic Role Definition 
Agent A participant which the meaning of the verb specifies as doing or 
causing something 
 
Patient A participant which the verb characterizes as having something 
happened to, and as being affected by what happened 
 
Experiencer A participant who is characterized as aware of something 
Theme A participant which is characterized as changing position or 
condition, or as being in a state or position 
 
Source Object from which motion proceeds 
Goal Object to which motion proceeds 
Note. Adapted from (Dowty, 1986) 
   Jackendoff (1987) said that thematic roles are conceptual categories and that 
these thematic relations are a part of the semantic conceptual structure of language not 
a part of syntax. Jackendoff also called these ideas theta (ϴ) roles and said, “ϴ-role is 
now a term for an argument position in conceptual structure; the particular ϴ-roles 
such as Agent and Theme now are particular structural positions with conceptual 
content” (Jackendoff, 1987, p. 409). According to Jackendoff, these ϴ-roles arise out 
of the primitive conceptual categories of thing (or object), event, state, action, place, 
path, property, and amount. Jackendoff discusses particular ϴ-roles such as Agent, 
patient, Theme, Source, Goal, Experience, and Instrument as being parts of tiers of 
semantic roles. The action tier contains the Agent Patient relations while the thematic 





temporal framework around which parts of an event are organized” (Jackendoff, 1987, 
p. 398). Table 2.20 shows Jackendoff’s three tiers of semantic roles. 
Table 2.20 
Jackendoff’s (1987) Tiers of Semantic Roles 





A point in time 
A region in time 
Note. Adapted from (Jackendoff, 1987) 
 Van Valin (1999), points out that while there are a number of semantic roles 
that form semantic relationships, there are actually two general semantic roles that 
subsume all the other semantic roles. He calls these Generalized Semantic Roles and 
they consist of an agent like role, and a patient like role. He calls these roles Actor and 
Undergoer. Van Valin (1999) defines three levels of generality for semantic roles in 
which the Generalized Semantic Roles are the third level. The first level of generality 
contains verb specific semantic roles such as runner, killer, hearer, and receiver. The 
second level of generality is thematic relations such as Agent Theme, Patient, 
Experiencer, and Instrument. The third level of generality is an umbrella under which 
the first two levels exist. In a similar idea, the Agent is considered as a cluster concept 
that consists of several roles such as Agent, Instrument and Experiencer (Schlesinger, 

















Note. Adapted from (Van Valin, 1999) 
 As we can see, there are a variety of ways to think about and define semantic 
roles. Each of these roles can be thought of as answering one of the following 
questions: What action? Who? What thing (object)? Where? Why? How? When? 
Table 2.22 shows these questions in relation to the various cases/roles previously 
discussed in the review. 
Table 2.22 




























Note. Adapted from (Dowty, 1986; Fillmore, 1971; Jackendoff, 1987) 
 When a person makes an utterance or speech act, then, within the speech act, 





basic semantic relations are among Agent and Action, or Action and Object (Bruner, 
1975; Lucas, 1980) answering the questions “What action?” “Who?” and “What 
object?”. Other roles are used when the speaker wants to expand on those ideas to 
answer the questions “Where?” “Why?” “How?” and “When?” These semantic 
relations form the underlying meaning within a speech act. Time is an optional idea 
that provides a deeper meaning to a speech act by placing the action in context of 
when it occurred. Time is intrinsically expressed as part of the action as actions take 
time to complete and therefore are embedded into the verb. Because of this, the use of 
tense makes sense as it expresses the “when” idea as part of the action role in a speech 
act. Additional time information is expressed through optional time roles that give 
information such as how long, what day, and in what order the action occurred.  
 Now that ideas about time have been discussed from the point of view of 
neurobiology, cognitive psychology and language, the next section of this review 
discusses time concepts as they relate to teaching within the field of education. 
Teaching of Time 
 This review started with a discussion of how the three disciplines of 
neuroscience, cognitive psychology, and language consider learning. Then, a 
description of how learning the language of time included both the structural aspects 
of time as well as the functional aspects of time was provided. As mentioned in the 
first chapter, this researcher has found that her students have difficulty with learning 
how to do acts in a timely way such as the completion of homework or the planning of 
a paper assignment. To better understand how education views the teaching of time for 





Center (ERIC) database for peer reviewed articles using the search terms “time and 
teaching” and “time and education” and evaluated 40 articles found in the database. 
Within the 40 articles, 12 were from math education, 7 from science education, 5 from 
education policy and philosophy, 4 general teaching of time concepts (calendar and so 
on), 3 each in time and culture, and time in history education, and 2 each in arts 
education, language arts education and special education. Of the 40 articles, 16 were 
studies, and the remainders were either essays on the topic or instructions for teaching 
the concepts. Table 2.23 shows how many articles were found within each education 
area and how many were studies versus informational articles. Notice that though the 
math category has the largest number of articles total, it is not the area with the largest 
number of studies. Science, which has 5 fewer total articles than math, has one more 
study than math with a total number of studies in the science area at 5. The third 
highest number of articles was the education policy and philosophy area, but there are 
no studies in that category. The remaining categories have 1 or 2 studies each except 
for the language arts category which has no studies at all. This is an indication of a 
research gap in the area of studies about time in language within the education field. 
As this dissertation is about time in language, it may begin to fill this gap. 
 In Table 2.23, in addition to identifying which articles were studies and which 
were more aimed at helping teachers teach, the school levels of the students the 
articles either studied or were aimed at are shown. The greatest number of articles was 
about higher education, with 16 articles. The next highest number of articles was 
aimed at elementary school, at 15 articles, followed by primary school with 14 





articles. As you will see in Table 2.24, there were zero studies at the high school level. 
This leads to another area in which there is a research gap. Very little has been written 
about teaching and learning time concepts at the high school level. As the study within 
this dissertation is of high school level student language samples, this study will 
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Note. Articles that discussed more than one educational level are represented in each level discussed. 
The articles in each group are noted as either a study or a paper. Papers include lesson plans, teaching 
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Note. Studies that discussed more than one educational level are represented in each level discussed. 
ID=intellectual disability. 
 
The dates the articles were written span 74 years and range from 1944 through 
2018 with the greatest number of articles having been written in the years 2000 or 





studies represented in the 40 article search. Table 2.25 also shows the main concepts 
covered in the studies as well as the educational levels and article references. During 
the past 18 years, more interest in studying time in education seems to be apparent. 
The largest areas of study within the first decades of the 21
st
 century were the ideas of 
geologic time, deep time and historical time which are all highly abstract ideas relating 
to measuring time at large to extremely large scales. As these are high level concepts, 
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Note. SpEd= special education; Geo-time= geologic time; Elem= elementary; MS= middle school; HS= 





 Time in math education. The largest group of articles on teaching time was 
from mathematics education with 12 articles found. Of the 12 education articles on 
time and math, 10 were about telling time using a clock (Jaelani, 2013; Hurrell, 2017; 
Earnest, 2017; Earnest, 2017; Earnest, 2017; Harris, 2008; Fitz, 2016; Horak, 1983; 
Kelly, 1998; Nelson, 1982), and 7 emphasized telling time as a measurement process 
(Earnest, 2017; Earnest, 2017; Harris, 2008; Hurrell, 2017; Jaelani, 2018; Nelson, 
1982; Sharp, 2015). Both of these approaches to time are about teaching the structures 
of external time (clock, measurement), not the underlying semantics or pragmatics of 
time. 
Eight of the 12 articles were lesson plans or instructions how to teach telling 
time (Earnest, Radtke, & Scott, 2017; Fitz, 2016;Harris, 2008; Horak & Horak, 1983; 
Hurrell, 2017; Kelly & Burke, 1998; Nelson, 1982; Sharp, Lutz, & LaLonde, 2015), 
while 4 were studies of particular methods for providing instruction about time 
(Earnest, 2017; Earnest, 2017; Jaelani, 2013; Pournara, 2015). Nine of the 12 articles 
were aimed at primary/elementary school level (Earnest, 2017; Earnest, 2017; Earnest, 
2017; Harris, 2008; Horak, 1983; Hurrell, 2017; Jaelani, 2013; Kelly, 1998; Nelson, 
1982), 2 at middle school level (Fitz, 2016; Sharp et al., 2015), none at the high school 
level, and 1 at the higher education level (Pournara, 2015). Only 5 of the articles 
emphasized understanding of underlying time concepts as essential for telling time 
(Fitz, 2016; Harris, 2008; Horak & Horak, 1983; Hurrell, 2017; Kelly & Burke, 1998), 
while all of the articles (except the higher education article) discussed the fact that 





 Among the articles cited about math and time, time as a measurement is a 
common theme in which standard units are used for measuring durations.  Jaelani, 
Putri, and Hartono (2013) say that measurement, including time measurement, is a 
fundamental math process and that students must learn to measure and compare 
durations with both standard and non-standard units of measure. Nelson (1982) tells us 
that understanding the concept of time requires that students understand various units 
of time and that the duration of events can be used as units of time (days, months, 
years, etc.). Hurrell (2017) says that time as a measurement attribute, is not the easiest 
measurement attribute to teach and learn. Earnest, Gonzales, and Plant (2017) also 
state that time is a measurement attribute that it is difficult for children to learn, as the 
children must gain an understanding of time as both units and scales and Earnest, 
Radtke, et al. (2017) also discuss time as a measureable quantity. Harris (2008), 
discusses durations as time intervals that require formal units for measuring and 
calculating. Sharp et al. (2015) also emphasize the use of standard units for measuring 
time, while Fitz (2016) emphasizes that the relationships between segments of time 
(days, weeks, months, seconds, minutes, hours) are described through ratios. 
 There is wide consensus that children have difficulty understanding time 
because it is an abstract concept. But, as indicated in the review, time includes many, 
many concepts which must also take into consideration the language functions of 
displacement. Harris (2008) tells us that time is more difficult than the other types of 
measurement because it is abstract whereas the measurement of physical objects (such 
as length and mass) is more easy to understand because they can be seen for 





Radtke, et al. (2017) also discuss the fact that the abstract nature of time makes it 
difficult for children to understand and point out that additional problems exist in time 
measurement such as unusual numerical groupings (12, 60, and 24) that add to the 
difficulty. The intangible nature of time is also considered to be the reason children 
struggle to measure time by Jaelani et al. (2013). 
 Of the studies of time in math education, three were about time measurement 
for clock time at the primary and elementary levels, while the fourth was about time 
within annuities financial math problems for higher education (Pournara, 2015). Two 
of the three clock time studies were studies of the effects of different types of clock 
manipulatives on how children learn to tell time (Earnest, 2017; Earnest, Gonzales, et 
al., 2017), while the third clock time study war a study of how using a game enhanced 
the learning of duration measurement for telling time (Jaelani et al., 2013).  
 Earnest (2017) points out that time calculation is necessary for science as well 
as math, which brings us to the discussion of the 7 articles about teaching time within 
a science context. 
Time in science education. Of the seven articles found about time in science 
education, six were about geologic time or deep time in the geology field, while one 
article was about teaching time space compression in the field of geography. Warf 
(2011) tells us that time space compression is central to the study of geography as 
geographies change over time. Time space compression results when the travel time 
between two locations decreases, but the physical distance remains the same therefore 





The most prevalent ideas among the science education and time articles were 
geological time  (Cheek, 2012; Cheek, 2013; Jax, 1991; C. Johnson, Middendorf, 
Rehrey, Dalkilic, & Cassidy, 2014), and deep time (Delgado, 2013). Geologic time, 
which measures eras of the formation of the earth, is a fundamental concept within the 
geosciences that requires the understanding of enormous time scales (Cheek, 2013).   
These enormous time scales are described in a concept related to geologic time called 
deep time. Deep time is immense time scales such as the time scale of the physical 
formation of the universe and is used in theories such as the big bang theory that 
describe occurrences over a vast time scale (Delgado, 2013). Jax (1991), who wrote a 
lesson plan for teaching geologic time through visualizing large quantities, tells us that 
the earth is very old, so old that it is difficult for people to understand the large 
numbers involved in measuring durations in the geologic past. In a study of 
undergraduate students in an entry level geosciences course, Cheek (2013) found that 
undergraduate students are not yet able to conceptualize and judge durations of 
science processes that exceed human time scales. In another study, Cheek (2012) 
found that science students do not visualize durations of long interval correctly as they 
have insufficient experience with large quantities to conceptualize geologic time.  
Within the study of geosciences, there are two components of temporal scale 
that merge to create the concept of geologic time (Cheek, 2013). The first component 
of geologic time is temporal succession which describes the order in which past 
geological events occurred. The second component of geologic time is temporal 
duration which measures how long a geological event took to occur. The ordering of 





but not durations are considered, or absolute succession where both order and duration 
of geologic events are combined (Cheek, 2013). These are also termed relative time 
and absolute time by  Johnson et al. (2014), who say that the geologic time scale is 
produced by merging relative and absolute time.  
Several studies show that undergraduate students struggle with the concepts of 
geological time and deep time. In a study of undergraduate students’ understanding of 
the scaling of time, C. Johnson et al. (2014) found that undergraduate students could 
understand the concept of relative geological time, but had more difficulty with 
absolute geologic time. In a study of pre-service teachers taking a geology course in a 
teacher training program, Teed and Slattery (2011) found that these students had 
insufficient knowledge of geologic time and earth history to effectively teach these 
concepts. This indicates a lack of understanding of deep time (Delgado, 2013) which 
is the concept of multimillion year timeframes used to measure the processes of the 
formation of the earth. Delgado (2013) tells us that deep time is an important concept 
for grasping the ideas of constancy and change and that scales of time are a unifying 
concept in multiple fields. In a study of how undergraduate geosciences students 
understanding of deep time changes as landmarks are added to their own 
conceptualizations of geologic time, Delgado (2013) found that ordering of events in 
deep time is easier for the students than ascribing magnitudes to deep time. So for all 
of the studies examined here, undergraduate students were more able to understand 
and work with relative geologic time that orders events in sequence, than absolute 
geologic time, which not only orders events in sequence, but measures the durations of 





Time in education policy and philosophy. The third largest category of 
articles on time in teaching found in the ERIC search was articles on time within 
education policy and philosophy. Of the five articles found about time in education 
policy and philosophy, none were studies, but rather were discussions of how time 
affects students within educational systems. In an article from the comparative 
education field, Rappleye and Komatsu (2016) argues that open ended abstract linear 
time has caused a loss of a sense of meaning in the lives of persons participating in 
industrialized cultures. A related argument is made by Papastephanou (2014) who 
distinguishes between chromos, measurable time, and kairos, lived time, in which 
chromos is valued in education but not kairos, leaving little  tells us that space-time 
relations are important to educational practice, while Kakkori (2013) tells us that 
education is based on adult conceptions of time which creates a problem because 
adults and children do not conceive of time in the same way. Finally, Cottey (2012) 
tells us that understanding extremely large and extremely small time-scales is 
important for students to place themselves within the larger social context in order to 
create a sustainable society. While these articles are, on the surface, not closely related 
to this dissertation study, on a more tangential level they do relate to student learning 
as learning occurs in time and through time, and the systemic use of time to organize 
education influences educational outcomes and student well being. 
From the standpoint of student wellbeing, how an educational system uses and 
conceptualizes time can enhance or harm a student’s sense of well being. Rappleye 
and Komatsu (2016) posit that open ended, infinite linear time, leaves members of 





culture, philosophers have theorized that this sense of meaninglessness is a result of 
the “death of God” but Rappleye and Komatsu (2016) argue that the feeling of 
meaninglessness is not a result of the “death of God” but rather is a result of 
industrialization. They posit that industrialization changed the cultural time construct 
from a cyclical event based  time conception, in which there is always a cycle of 
events to look forward to, to open ended linear time, which places individuals into a 
vast infinity that leaves them with a sense of futility and the unimportance of their 
lives. Rappleye and Komatsu (2016) base this idea on data collected and analyzed in 
Japan that indicate that prior to industrialization and the adoption of linear time to 
force workers to arrive and depart on a schedule, the Japanese people felt a sense of 
purpose and meaning in life, but now that Japan is an industrialized nation, a sense of 
meaninglessness and a loss of purpose has become prevalent in Japanese society. This 
relates strongly to education, as the transition from event time to linear time in 
Japanese society was facilitated through schools and education. That is, linear time 
was transmitted to the people through schools in order to enable industrialization 
which requires linear time and schedules (Rappleye & Komatsu, 2016). 
This change in space-time relations is an important area for educational 
research as we are going through an era of rapid technological and cultural changes in 
society (Ritella, Ligorio, & Hakkarainen, 2016). Ritella et al. (2016) discussed the 
concept, chronotope, as being an important concept for theorizing space-time relations 
within education.  Chronotope is a framework for the cultural analysis of space-time 





concept of chronotope can be used in education research to examine how space-time 
relations affect educational practice (Ritella et al., 2016). 
Papastephanou (2014) says that education practice is strongly affected by the 
value the Western world places on chronos, measurable time, which emphasizes a 
managerial style of educational structure in which the focus is on educational 
performance within a strict time schedule. This focus on chronos values productive 
time and segmenting the life of students into routines that promote constant 
productivity. However, argues Papastephanou (2014), there is another way to 
conceptualize time which is essential for creative and reflective thought.  This view of 
time is called Kairos and is a cyclical repetitive event based pre-modern view of time 
in which there is time for reflection and unstructured time. Papastephanou (2014) says 
that kairos is not valued in contemporary education and this lack of kairos is a cause of 
stress and that kairos is “necessary for making sense of the world” (p. 721).  
Another aspect of time in education is that schools and education are based on 
an adult view of time and this is problematic because adults and children do not 
perceive time in the same way (Kakkori, 2013). Kakkori (2013) tells us that “a central 
issue is how time is used in education and especially how preferring adult’s view of 
time suppresses children and their different way of being, understanding and 
experiencing time” (p. 577. Indeed, if we look at the developmental literature from 
cognitive psychology, there is strong evidence that the type of linear time used by 
schools and adults is not in fact fully understandable by students until they are in their 
teen years (Piaget, 1970) when they begin to be able to think more advanced and 





Cottey (2012) argues that in order to create a sustainable future, education 
needs to help students learn about huge timescales as well as more immediate 
timescales so that people can place their immediate actions into a long term 
perspective and therefore makes choices that benefit the common good as they are 
grounded in the big picture. So clearly, time makes a difference in education policy 
and philosophy in terms of how we perceive the world and ourselves, how productive 
and creative we are in the educational setting, and how well the education setting 
matches the needs of students. 
Teaching time concepts in education.  Four articles fell into the teaching 
time concepts in education category. These articles cover teaching time in general, 
unattached to a particular subject area, to primary and elementary age children. One of 
the articles is a study, and the other three are informational articles for teachers. 
The study looks at the time concepts of primary and elementary age students 
(Friedman, 1944). Friedman (1944) found that time concepts increase with age. 
Kindergarten students knew the difference between night and day and that hours is 
longer than a minute, while the oldest children (grade 6) knew the days and the 
months in order as well as the time of the day and had a ‘satisfactory comprehension 
of our conventional time system.” (p. 341) Friedman found that children understand 
things near in time much better than more remote events in time. He also found that 
children have a more logical conception of the past than of the future as they live in 
the present and have experiences in the past, but they need to build up a perspective of 





In an article providing tips on teaching time for teachers of primary and 
elementary students, Patriarca and Alleman (1987) tell us that temporal concepts 
permeate the lives of children and permeate the curriculum of math, science, social 
studies, literature, art and music. They suggest connecting clock time to real activities 
so that students can gain a sense of duration in standard units. 
In another article, Muir (1990)  explains that time concepts develop slowly in 
children and that time concepts develop from smaller to larger units, that is, day before 
month, and month before year. However, clock time is an exception to this as clock 
time concepts develop from larger to smaller, that is, hours before minutes and 
minutes before seconds. She also tells us that students find the present easiest to 
understand, the past more difficult to understand than the present, and the future the 
most difficult to understand (Muir, 1990). 
In a longer article by the same author, Muir (1986) discusses the most 
frequently used time concepts in the primary and elementary grades. The most 
frequently used time concepts are clocks, calendars and chronology. Clocks represent 
time in an abstract way and are not the best choice for students’ first experiences with 
time. When teaching clock time the movement of a ticking clock or a pendulum can 
provide visual cues about time for children. Calendar concepts can be taught to young 
children starting with the ideas day, week, month and year, while older children can 
begin to understand larger time units such as decades and centuries. Muir (1986) 
explains that reading and writing time words is a symbolic experience, and until 
symbolic terms are mastered, children are not ready to make and read schedules. The 





events occur. Young children best learn the concept of chronology when they 
sequence experiences they have had themselves. 
Muir (1986) also discussed the development of time concepts over time in 
children. Young children generally frame the past as the extent of their memories and 
anything that happened before what they remember is incomprehensible to them. For 
children the present is easier to conceptualize than the past which is easier for children 
to conceptualize than the future. For pre-school children, the idea “yesterday” means 
any time before the present. Young children also find duration ideas such as “just a 
minute” confusing as they do not yet have an understanding of duration measurement. 
Children are also confused by the many indefinite time ideas expressed in English 
such as “soon,” “long ago,” and “recently” as these have varying meanings according 
to their context (Muir, 1986) 
Time in history education. In the category of time in history education, three 
articles were found, one of which is a study. The study compared primary school 
history curriculums from England and the Netherlands for teaching of historical time 
(De Groot-Reuvekamp, Van Boxtel, Ros, & Harnett, 2014). De Groot-Reuvekamp et 
al. (2014) tell us that the concept of historical time is an essential aspect of learning 
history and for orienting ourselves in time in general. The concept of historical time 
includes: time words and symbols, the ability to use a time scheme, knowledge of the 
epochs in the time scheme, and the ability to sequence epochs correctly within the 
time scheme. Historical time consciousness involves understanding the dual aspects of 
time, objective measurable time, and subjective experienced time. Within historical 





time is the periodization of diverse compartments of time. Based on the findings of 
their study, De Groot-Reuvekamp et al. (2014) say that historical time understanding 
comes through a learning process rather than as a developmental product, and that this 
process start at an early age. 
Lello (1980) wrote an article for K-12 teachers discussing time in relation to 
teaching history. Historical understanding is a conception of the nature of time with 
linear time as its foundation. This linear timescale is not shared by all cultures, but is 
the foundation of historical time in western thinking. Linear time is used to measure 
the distance, in years, from past events to the present, or between past events and is the 
chronological framework used for comparisons between human activities of different 
eras (Lello, 1980).  
Thornton (1988) wrote a review article that discussed children’s understanding 
of time concepts in relation to historical reasoning. Historical reasoning is one of three 
types of time students must learn; clock time, calendar time and historical time. The 
specialized time language used in history must be taught so that students will have the 
time language to tell who, what and where in the past events occurred as historical 
reasoning requires a temporal framework (Thornton, 1988) 
Time in culture and education. Three articles examined teaching and time 
from a cultural perspective, two are studies, and the other is an informational article 
for higher education teachers. All three of the articles take, as a basic assumption, that 






Marcus and Slansky (1994) discussed time and space as social elements of 
language that are not generally explicitly taught when a person is learning a second 
language. Different cultures have different notions of time which are often learned by 
native speakers through social interactions with other persons in that particular social 
environment. As such, this knowledge is a body of unwritten rule that must be 
explicitly taught to non-native speakers of a language. 
Quilaqueo and Torres (2013) did a study to categorize how time and space are 
conceived by the Mapuche people of Chile within their own cultural framework for 
education. Sages of the Mapuche, called Kimches, are responsible for teaching the 
young in their society the culturally based conceptions of space and time used in their 
society. Quilaqueo and Torres (2013) found that Mapuche conceptions of space and 
time are based on natural cycles such as the periods of the day, and the cycles of the 
seasons. 
The second study in the time in culture and education category is a study 
conducted in 1967, to investigate if children from different socio-economic classes 
(SES) respond differently to 25 programmed lessons to teach time concepts (Dutton, 
1967). Dutton takes as an assumption that children learn time concepts through their 
daily environmental experiences beginning at a very early age and that the sequences 
of events that occur in their lives such as sleeping, eating, going to bed, going to 
school and so on, form the basis for children’s understanding of ordering and 
sequencing time. Therefore, he posited that the activities both at home and at school 
influence how a child conceives of and understands time. Dutton (1967) found that 





at school than middle class students and that they had confusion over time concepts 
and the sequential ordering of daily activities. He concluded that this was because of 
the irregular schedules lower class children experienced in both the home and school 
settings and the fact that the schools were not explicitly teaching time concepts. 
Because of these environmental hindrances and the fact that the school was not 
specifically teaching time concepts, these students were not developing time concepts 
in the same way as middle class students. 
Time in arts education. Two articles fell into the category of arts education, 
both of which are studies. One study is within the area of music, and the other in 
visual arts. The study in the area of music and time investigated whether musical 
training has an effect on attention, pitch and time processing. Sares, Foster, Allen, and 
Hyde (2018) theorized that since speech and music are both auditory skills that rely on 
frequency, timing, and intensity of sound waves, that musical training would have the 
effect of enhancing speech perception. The results of the study found that there is a 
positive correlation between pitch and time skills and speech and time skills and that 
musicians had a marked advantage in these skills over persons with no musical 
training (Sares et al., 2018).  
The second study in the time in arts education category was a dual study of 
time concepts of children using drawing as the medium of expression for the time 
concepts (Rudolph & Wright, 2015). Two groups of students were studied, one group 
was composed of 5 to 8 year olds and the other group was composed of 12 to 14 year 
olds. The younger group was asked to draw their thinking to answer the question, 





thinking about a different question, they were asked, “What does history look like?” 
These qualitative studies both used drawing time as a way to examine students’ 
abilities to “communicate complex and highly sophisticated thoughts and feelings” 
(Rudolph, 2015, p. 488). The study found that drawing allowed the students to extend 
their thinking and express abstract ideas such as time and that through drawing 
students can theorize about time to a greater degree than expected.   
Time in language arts education.  In the category of time and language arts 
education, two articles about teaching language arts were found. The first article is 
aimed at teachers of primary, elementary and middle school students. The authors 
argue that, “discussion of quality literature from different genres can serve as a basis 
for connecting children to experiences in the past and support their developing sense 
of time and chronology” (Harms, 2007, p. 212). The authors go on to provide 
literature suggestions for providing opportunities to develop a sense of time and 
chronology to students. 
The second article in the language arts education category is aimed at teachers 
of students in higher education. Dragga (1986) tells us that there is, in fact, no such 
thing as a future tense in spite of the fact that many people think there are three tenses, 
past, present and future. However, as Dragga (1986) explains, the expression of future 
intentions is not accomplished by tense but rather is accomplished by the use of the 
modals “will” and “shall”, and the auxiliary “be going to.” Dragga (1986) tells us the 
myth of a future tense survives because of the way we assign meaning to the modals 
“will” and “shall.” If we imagine that “will” and “shall” mean that something is 





fact does not exist as the meaning of “will” and shall” are conditional intentions not 
facts. The myth of the future tense persists because thinking of the future as a tense 
indicates that the future events are real in the way that past and present tense 
formations do when in fact the future is not real therefore only what is intended or 
hoped for can be expressed, not what will actually happen. Dragga (1986) says that, 
“the future is categorically different from either the present or past tense.” (p. 326)  
Time in special education. In this final section about time in teaching, two 
articles about teaching time to special education students are reviewed. The first article 
is a study about using response cards to teach digital clock time telling to middle 
school students with moderate and severe disabilities (Horn, Schuster, & Collins, 
2006). The study found that the use of response cards for teaching digital time telling 
improved students response and on-task behavior but found little change in correct 
responses. That is, response cards improved student behavior but did not improve 
student understanding of telling time with a digital clock (Horn et al., 2006). 
The second article in the special education category is about teaching time 
concepts to deaf students in the primary and elementary grades. In this article the 
author discusses how many time concepts are learned through incidental learning 
which occurs as a result of environmental exposure (Weinberg, 2011). For deaf 
students this is complicated by the fact that they do not receive the acoustic input from 
the environment that hearing people receive, therefore deaf children need additional 
support in the form of visual strategies in order to learn the incidental time concepts 
others learn as a natural course. Weinberg (2011) recommends using sequenced 





conventional time concepts of yesterday, today and tomorrow. As time is an abstract 
concept, it is not surprising that special education students would need additional 
support to learn this important group of concepts. 
Summary. Time is a unifying concept across multiple fields within education, 
as well as the basis for the organizational principles within education.  Time is an 
intangible abstract concept that develops throughout childhood as a result of 
neurobiological acquisition. Many educators agree that time is a difficult concept to 
teach as well as a difficult concept for children to learn so therefore is an area of 
importance for educators to consider.  
 In reviewing the literature about time in education, the greatest number of 
articles was found within the fields of mathematics and science education where time 
is taught as a set of patterns or skills related to the surface use of time. The discussion 
about time within these fields emphasized the measurement of time durations both 
large and small, from the use of clock time to geologic time. Time measurement is 
also an important component of the study of history with historical time being related 
to deep time and geological time. While time is an integral part of language, very little 
information was found within the subjects of language and language arts and 
education for teaching and learning time within these fields. In fact, it appears that the 
educational literature assumes that learning time is a structural entity. Teach about 
measurement or teach the clock or teach the geologic time zones. These articles do not 
consider the underlying semantic values of temporal concepts as part of a moving set 
of arguments that refer to content in context and predicates or assigns meaning among 





(ages 8-11) to formal (ages 12+) level of cognition are not able to use time concepts 
for planning and organizing (Walsh, 2017). In a study of middle school students, 
Walsh (2017) found that even after explicit instruction on the use of a planner to 
organize and track assignments, middle school students who have not reached the at 
least the concrete level of cognitive function are not able to independently use a 
planner to manage their own activities. This indicates that in order for students to be 
able to understand time concepts as taught in schools, the language and thinking 
related to temporal concepts must be taught in addition to structural skills. This 
indicates a gap in the literature regarding the teaching and learning of time concepts 
within language. 
 To address this gap in the literature between the importance of time in 
education and the difficulty of teaching time, this researcher examined the use of time 
in language samples obtained from high school students at a technical high school in 
the Pacific Northwest, via language sample analysis to ascertain the function of these 
students’ ability to use time in their language. A lack of language function or thinking 
might suggest an inability to use time to plan, follow homework etc. Chapter Three 
will discuss the methods developed for addressing the question: “How do high school 






Chapter 3: Methodology 
This chapter discusses the methodology used to conduct a qualitative study of 
the use of time-concepts within written language samples collected from high school 
students at a technical high school in the Pacific Northwest.  A neuroeducation lens 
was used as the theoretical framework for defining and analyzing time concepts by 
triangulating ideas about time from neuroscience, cognitive psychology, and language, 
coupled with a qualitative research approach to examine the written language samples. 
A qualitative approach to research was used as the purpose of this study was to 
examine the use of time-concepts within language samples. Creswell (2018) tells us 
that qualitative research is used when a researcher wants to “explore a problem rather 
than to use predetermined information” and wants to gain “a complex detailed 
understanding of the issue” (Creswell, 2018, p. 45). As the researcher wanted to gain a 
detailed and complex understanding of the use of time within the language samples, 
through examination of the language samples, qualitative research methods provided 
an appropriate framework for this study. 
As all qualitative studies are unique (Saldaña, 2016), flexibility within the 
qualitative framework is expected within this group of methods. This flexibility 
allowed the researcher to design a study that was uniquely suited to the study at hand. 
In this qualitative study, cycles of analyses were be performed based on the qualitative 
process of grounded theory, an inductive form of research, developed in the 1960’s 
(Saldaña, 2016), which has its roots in the field of sociology (Miles, Huberman, & 
Saldaña, 2014). Grounded theory is a systematic methodology for qualitative research 





formulated that is “grounded” in the data (Saldaña, 2016). In this study, the grounded 
theory process of doing a series of cycles of analysis was used; however, the purpose 
of the cycles of analysis was not to generate a new theory, but rather to discover what 
time structures and concepts are used within the language samples. 
This study used four main cycles of evaluation, based on the four research sub-
questions, to discover various aspects of time within the language samples. The first 
cycle of analysis was to identify which time words, temporal adverbial phrases, 
temporal connectors (conjunctions), tense elements, modals, and conditionals were 
present in the samples. In the second cycle of analysis, the TemPro (Arwood & Beggs, 
1992), a qualitative instrument for the analysis of temporal propositions in language, 
was used to determine if propositions were present within the language samples. The 
third cycle of coding looked for speech acts, semantic roles and semantic relationships 
as they relate to time. The fourth cycle used open coding (Creswell & Poth, 2018) to 
find cognitive concepts of time within the language samples such as, sequential time, 
and the moving time and moving ego cognitive constructs (Clark, 1973; Evans, 2003). 
After the four main cycles of coding, the researcher placed the data found within those 
cycles of coding to create a large chart showing the findings from all four research 
questions in order to analyze the relationships among the findings.  
As the four cycles were completed, the data from each cycle was entered into a 
master matrix so that further analysis could be done using code weaving (Saldaña, 
2016). Code weaving emphasizes comparing codes and categories to figure out how 
the data patterns compare and fit together. Additional cycles of analysis were added 





Language sampling was used as a data collection method. Examining written 
language samples from high school students allowed the researcher to evaluate time 
concepts from students who should have been expected to have reached a formal level 
of thinking, and therefore be able to express time concepts clearly at an abstract level. 
As language names a person’s thinking (Arwood, 2011), as in the correlation 
hypothesis (Clark, 1973), the use of language samples to evaluate students’ thinking 
about time allowed the researcher to evaluate both the level of language function and 
the level of cognition found within the samples. As time is a mental construct (Poppel, 
1997) acquired through secondary learning (Sweller, 2015), as well as an ubiquitous 
thread through human thinking, understanding how students express time in their 
language is important for educators in planning instruction in a wide array of areas.  
Purpose and Research Questions  
The purpose of this qualitative research was to examine the use of time-
concepts in written language samples taken from high school students at a technical 
high school in the Pacific Northwest.  The following research question, along with 
four sub-questions, was used to examine the use of time-concepts in the language 
samples.  
Main research question: 
How do high school students at a technical high school in the Pacific 
Northwest represent time in written language samples? 
Sub-questions: 
1. What surface forms of time (tense, modal, conditionals, and time 





2. Do the language samples contain temporal propositions as defined by 
the Temporal Analysis of Propositions (Arwood & Beggs, 1992) 
3. What speech acts, case roles, and semantic relationships are found 
within the students’ writing? 
4. What cognitive constructs of time and/or conceptual metaphors of time 
do the samples show? 
The study question, “How do high school students at a technical high school in 
the Pacific Northwest represent time in language samples?” was explored through four 
main cycles of coding that related to the four sub-questions. The first cycle was 
designed to focus on the linguistic time constructs, the second cycle was focused on 
propositions, the third cycle focused on language functions, and the fourth cycle was 
focused on cognitive time constructs within the language samples. The first main 
round of coding explored what surface forms of time such as tense, modals, time 
words and phrases, and conditionals were found within the language samples. The 
second round of coding used the TemPro to determine whether or not the language 
samples represented time as temporal propositions as defined in the TemPro (Arwood 
& Beggs, 1992) or represented time in some other way. The third main cycle of coding 
looked for semantic roles, speech acts and semantic relationships. The fourth main 
cycle of coding was designed to explore the underling time concepts represented 
within the language samples by using open coding to identify cognitive constructs of 
time that may be written in a variety of ways.  Once the cycles of coding were 
complete, the data collected from the coding cycles was triangulated using code 





Participants and Setting 
The language samples in this study were obtained from students at a technical 
academy in the Pacific Northwest. The technical academy is a technical and career 
academy which serves 29 high schools from 10 school districts. These school districts 
have formed a cooperative to serve high school juniors and seniors from those 
districts. Students from the 10 school districts receive priority for admittance, but 
students from home school, GED and private school settings may also apply and 
receive admittance if there are openings available from the approximately 1200 
openings each year. The technical academy provides 15 programs, and provides 
college credit, certifications, and licenses as appropriate for the specific program. The 
15 programs are: administrative office professional; automotive technology; aviation; 
construction; cosmetology; criminal justice; culinary; dental; diesel; fashion design; 
fire science; information technology systems, service and support; pre-engineering 
design technology; and hospitality and tourism. The students attend the Technical 
academy for half a day in the program they have selected, and attend their home high 
school for the other half of the day to receive academic instruction.  
These language samples were collected in February and March, 2018, as part 
of the registration process for incoming students. The language samples in this study 
were collected by the special education liaison at the technical academy for the 
purpose of assessing the language function of the students to make sure the program 
and the students were a good fit for each other. Each student was given a worksheet 
with the question, “What do you do on a typical day?” and asked to write their answer 





their entry meeting with the special education liaison and the students were not given a 
time limit within which they had to complete the answer to the question. 
All students who enter the technical academy with an individualized education 
program (IEP) complete an intake form for the special education liaison, as well as 
many students from general education programs and ESL programs, but not all. Some 
schools coordinate all the students they send to the technical academy through the 
special education liaison, and other schools only send IEP students to the technical 
academy through the special education liaison. 
 The special education liaison has been trained in language sampling and in 
using the TemPro (Arwood & Beggs, 1992) as an instrument for analyzing the 
language samples. Each of the 166 students in the data set was asked to write an 
answer to the following question, “What do you do on a typical day?” This question 
was taken from the TemPro (Arwood & Beggs, 1992). More information about the 
TemPro and the question can be found in the Chapter 3 section on Instrumentation. 
From the perspective of this dissertation, the data set of 166 language samples 
constitutes convenience sampling (Miles et al., 2014) as the data set was made 
available to the researcher and fit the researcher’s criteria for answering the research 
questions. For this study, the general education students were grouped together and the 
special education and English language learners were eliminated as the interest of this 
study was in typically developing students. 
Within the data set provided by the special education liaison to this researcher, 
of the 166 students in the data set, 74 (45%) were special education students (SPED), 





were from the general education population. Of the 166 students, 70 (42%) were 
identified as male, 62 (37%) were identified as female, and 34 (21%) were missing 
gender identification. The ages of the students ranged from age fifteen to age eighteen, 
with 15 (9%) fifteen year olds, 72 (43%) sixteen year olds, 28 (17%) seventeen year 
olds, 5 (3%) eighteen year olds, and 46 (28%) students with no age data provided. Of 
the 166 students in the data set, 110 (66%) spoke English as a first language, 19 (11%) 
spoke Spanish as a first language, one spoke Russian as a first language and 36 (22%) 
students had no first language data provided.  Of the 166 students, 58 (35%) of the 
students were identified as White, 40 (24%) students were identified as non-White 
(but not African American, 4 (2%) students were identified as Black, and 64 (38%) 
students had no racial/ethnic data provided.  
The researcher selected samples to analyze based on the following selection 
criterion: general education students whose samples were accompanied by complete 
data on the data spreadsheet provided by the special education liaison to the 
researcher. Of the 166 language samples, 30 met the selection criteria. Of the 30 
language samples selected for the study, eight (27%) were written by students age 
fifteen, 20 (67%) were written by students age sixteen, and two (6%) were written by 
students age seventeen. Ten (33%) of the students were male and 20 (67%) of the 
students were female. Seventeen (57%) of the students spoke English at home and 13 
(43%) spoke Spanish at home. Twelve (40%) of the students were identifies as white, 
and 18 (60%) were identified as non-white. See figures 3.1 and 3.2 for this 
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The data collection method used for this study was language sampling. The 
special education liaison at the technical academy collected the written language 
samples used in this study from incoming students at the technical academy in spring 
2018, in order to evaluate the students’ levels of language function prior to entry in the 
program. Each student was given a worksheet with the question, “What do you do on a 
typical day?” and asked to write their answer on the lines below the question. The 
worksheets were given to the students as part of their entry meeting with the special 
education liaison and the students were not given a time limit within which they had to 
complete the answer to the question. 
 The data collection methodology for this study, the collection of language 
samples, is considered a valid form of assessing language.  Hadley (1998), said that 
language sampling “is an ecologically valid means of assessing language performance 
insofar as the components of linguistic knowledge are not fragmented artificially” (p. 
132). Various types of discourse can be evaluated using language sampling including; 
conversational discourse (unstructured chat), narrative discourse (recounts/narrative 
stories), and expository discourse (conveying factual information) (Hadley, 1998). The 
language samples used in this study were narrative discourse language samples as they 
answered a question that required the student to recount a narrative of their typical 
day. Narrative discourse is considered more challenging than conversational discourse 
(Hadley, 1998), and provides a more robust language sample than conversational 
discourse (Heilmann, Nockerts, & Miller, 2010) which provide the students 





language samples in this study are written language samples, not oral language 
samples, these samples, obtained by asking the students the question, “What do you do 
on a typical day?” elicited text-level narrative discourse which is complex enough to 
determine the subjects’ highest level of language function (Hadley, 1998). 
Furthermore, the rules for English are the same for spoken and written language 
(Palmer, 1990). 
Instrumentation 
The Temporal Analysis of Propositions (Arwood & Beggs, 1992) was used as 
one of the cycles of analysis of the language samples. This section will provide an 
explanation of the TemPro (Arwood & Beggs, 1992). 
 The TemPro presents a framework for analyzing language samples of adults 
and children over the age of eight years old (Arwood & Beggs, 1992). In the TemPro, 
the evaluator records and transcribes a conversation with the student in which the 
student is asked to talk about ideas that are not seen, that is ideas that are displaced 
from the present time and place, such as a “typical day” or a “school day.” Typically 
developing students are usually able to talk about these ideas using temporal elements 
such as tense (time morphemes such as –ed and –ing), modes (shall, will, would), time 
markers (before, after, during) and time words (morning, day, afternoon). A linguistic 
level of semantic development with a formal-operational level of cognition is 
necessary to talk about displaced events using temporal concepts (Arwood & Beggs, 
1992). The language samples in this study were analyzed using the following 





1. Is there a logical sequence of events? Does an idea refer to a preceding 
idea? 
2. Do temporal words function to connect one idea to another through 
time? 
3. Does the tense usage function to create a natural sequence? 
4. Is there shared meaning without the listener making inferences? 
5. Are there a minimum of three related ideas that are connected 
temporally to establish a proposition? 
Three studies and nearly five years of research was compiled by Arwood and 
Beggs, (1992) to create normative data to serve as the reference point for the 
TemPro. The first study was conducted in 1985 by a team consisting of Ellyn 
Arwood, Dorothy Baker, Roseanna Davidson and Kerry Ormson. In the first study, 
26 students from a school for students with a learning disability in Abilene, Texas 
were matched with a control group of 26 students considered typically developing 
for a total of 52 subjects. Language samples were collected from each student and 
analyzed for temporal propositions. Within the experimental group, none of the 
students demonstrated the development of linguistic time functions for establishing 
propositions, while the students in the control group did demonstrate the ability to 
use linguistic time functions. The mean for the number of propositions used within 
the control group language samples was 3.68 with a range of 2 to 4.  
In the second study, six speech language pathologists (SLPs) were asked to 
gather five oral language samples each, from students on their case load and analyze 





samples were analyzed by each of the six SLPs using the TemPro. Of the 180 total 
analyses conducted by the SLPs, only 10 language samples presented a proposition.  
In the third study, 12 college students with learning disabilities were matched 
with 12 college students with no known learning disabilities, and oral language 
samples were collected. The findings showed that the students with learning 
disabilities uttered no temporal propositions and the typically developing students 
uttered a minimum of three propositions. Based on the results of these three studies, 
the TemPro establishes a norm of three or more temporal propositions to indicate 
typically developing language at the linguistic language level (Arwood & Beggs, 
1992). Therefore, one of the specific ideas the researcher will evaluate for each 
language sample is whether or not the student used temporal propositions. 
Examples of temporal propositions as defined in the TemPro taken from the TemPro 
are:  
“Well, I usually wake up at 6:45, take a shower and eat breakfast, 
then I dry my hair.” (p. 5) 
“And then after 3
rd
 period, I eat lunch across the street, usually 






 period.” (p. 
5) 
“It has really been hot. Today we went for a swim in the river so we 
could cool off.”    (p. 5) 
Notice that in each language sample ideas in later parts of the sample refer back to 





us that she takes a shower and then dries her hair after breakfast, this is accomplished 
by say, “then dry my hair” which refers back to taking a shower. 
The next example, also drawn from the TemPro (Arwood & Beggs, 1992) 
contains temporal propositions, and is an example of an answer to the question, 
“What do you do on a typical day?” This answer was given by an eleven year old 
student. 
“Well, we start out usually with this early bird math class. I go there 
at 7:45 and we do harder 6
th
 grade math stuff with our teacher and 
then at 8:20 all the other kids start coming in. It’s only half the class 
that goes to early bird math.” (p. 3) 
Notice how the student used the temporal structures to indicate temporal 
functions within his language. Particularly, the student used the present tense, in the 
habitual action sense, to express actions within his typical day (for example, “we 
start out”). And then he used the present progressive tense to express the fact that 
students come into the classroom throughout a period of time (“start coming in”). He 
used the temporal connector “and then” to show the sequence of the actions to 
indicate one action was subsequent to another. He used the phrase “we start out” to 
indicate the beginning of his day and the phrase “at 7:45” to indicate the clock time 
that early bird math begins. The student also used clock time to refer to when other 
students joined the class (8:20). The second and third sentences refer back to the idea 
he began with in the first sentence (“early bird math”), creating three related ideas 





The next example of an answer to the question, “What do you do on a typical 
day?” does not contain temporal propositions. This sample comes from a study of the 
use of planners of 8 middle school students in which language samples were 
collected as part of the study (Walsh, 2017). Notice that rather than using temporal 
propositions, the student lists his actions through the day with no temporal 
references. 
‘Well, I get up and I go to school, come home, eat food, do my chores 
and then watch TV and sometimes I take a nap and then get up and 
play and get ready for bed. Wake up and start all over.” (p. 199) 
Design and Procedures 
In order to analyze the language samples, four procedures were used and 
combined. First, the language samples were analyzed for surface structures of time 
such as tense, modals, time words and conditionals. Second, the Temporal Analysis of 
Propositions (Arwood & Beggs, 1992) was used to look for temporal propositions. 
Third, the language samples were analyzed for speech acts, semantic roles, and 
semantic relationships. Fourth, the language samples were analyzed for cognitive 
constructs of time using open coding (Creswell & Poth, 2018). 
Before beginning the analysis of the language samples, the researcher 
performed a series of steps to prepare the data for evaluation. Each of the 166 
language samples provided to the researcher were on separate worksheets, that is, each 
student was given a worksheet with the question, “What do you do on a typical day?” 
and asked to write their response in the lined space provided below the written 





demographic information by language sample number. As a first step, the researcher 
separated out the samples that were created by general education students, and that 
also had no irregularities (missing information) within the accompanying data 
spreadsheet and assigned new numbers to these samples. This resulted in a collection 
of thirty language samples to be studied.  Next, the researcher scanned each of the 
language samples into electronic format, so that they could be embedded in an 
analysis worksheet. After scanning the language samples the researcher placed each 
scanned text into two worksheets and transcribed the handwritten sample into printed 
text below the scanned sample on the worksheet. For the TemPro analysis worksheet, 
the five TemPro questions were printed below the language sample as well as a place 
to record which time words, temporal adverbial phrases, temporal connectors, tenses, 
modals and conditionals were used by the student was left at the bottom of the work 
sheet (see appendix B) The first and second cycles of analysis were done on the 
TemPro worksheet. A similar worksheet was created for the analysis of speech acts, 
semantic roles, semantic relationships and cognitive time constructs that had the 
scanned language sample, the printed transcript, and a large area for note taking at the 
bottom of the page (see Appendix C).     
Once the data were prepared for analysis, the researcher completed four main 
cycles of analysis. In the first cycle, the researcher evaluated each language sample for 
tense and verb forms, modals, conditionals, temporal adverbs and adverbial phrases, 
temporal nouns and noun phrases, temporal prepositions and temporal 
connectors/conjunctions. In the second cycle, the researcher evaluated each language 





TemPro worksheet. In the third cycle of analysis, the researcher looked for speech 
acts, semantic roles, and semantic relationships. In the fourth cycle of analysis, the 
researcher used open coding (Creswell & Poth, 2018) to look for patterns of meaning 
and evidence of cognitive constructs regarding time within the context of each 
language sample, such as evidence of sequential time, moving ego, moving time, and 
spatial metaphors (Clark, 1973; Evans, 2003) used to indicate time concepts. 
Beginning with the TemPro worksheet, the researcher examined each language 
sample looking for the following information: The answers to the five TemPro 
questions to answer sub-question 2 (Do the language samples contain temporal 
propositions as defined by the Temporal Analysis of Propositions (Arwood & Beggs, 
1992); and the presence of time words, temporal adverbial phrases, temporal 
connectors, tense, modals and conditionals to answer sub-question 1 (What surface 
forms of time do the samples show?). 
Next, using the cognitive constructs worksheet, the researcher looked for 
speech acts, semantic roles, and semantic relationships to answer sub-question 3 
(What speech acts, semantic roles and semantic relationships are shown in the 
students’ writing?). Finally, using the same worksheet, the researcher looked for 
conceptual metaphors and cognitive constructs of time within the language samples.  
As each round of analysis was completed, the information gleaned from each 
language sample was entered onto a master matrix (Miles et al., 2014) so that larger 
themes and pattern among cycles of analysis could be sought and described. Once all 
the information had been placed on the master matrix, the researcher began to write 





emphasize comparison among codes and categories within the data and to figure out 
how the patterns fit together. Once the researcher had written about the findings for 
each sub-question, the researcher made a chart on a large piece of graph paper 
showing the main findings from each sub-question in a format that allowed the 
researcher to look at the data from all four sub-questions at the same time and make 
comparisons across sub-questions. 
Data Analysis 
 To perform the data analysis, first, the writing samples were evaluated for use 
of the following time structures: tense and verb forms, modal verbs, conditionals, and 
time words and phrases including temporal adverbials, temporal nouns, temporal 
prepositions and temporal connectors.  Then the language samples were evaluated for 
temporal propositions as defined by the TemPro (Arwood & Beggs, 1992) using the 
questions from the TemPro. If a language sample contained temporal propositions 
then the level of language function is at the highest level, linguistic function (Arwood 
& Beggs, 1992). If the language sample did not contain auditory  propositions this 
indicated a lower level of language function and the sample was either at the lowest 
level, restricted pre-language function, or at the mid level, called language function 
(Lucas, 1980). At the restricted pre-language function level, the language does not yet 
express the semantic rules for complete speech acts (Lucas, 1980; Searle, 1969). At 
the language function level the language follows many of the rules for speech acts but 
does not expand, extend or modulate ideas at a high level of displacement. At the 





expansion, extension, and modulation, and uses a variety of terms to denote time, 
space, and quantity as well as a variety of qualifiers (Lucas, 1980).  
 In the first and third rounds of analysis (after the TemPro analysis was done),  
in vivo coding was used, which is coding that uses the direct language of the student 
rather than researcher generated codes (Saldaña, 2016) combined with pattern coding 
which looks for repetitive, regular of consistent occurrences that happen two or more 
time in the data (Saldaña, 2016). For the purposes of this dissertation, this combined 
coding type will be called in vivo pattern coding. In vivo pattern coding was used to 
identify all the language structures used to represent time within the language samples 
as well as speech acts, semantic roles and semantic relationships. 
The fourth round of analysis was open coding (Creswell & Poth, 2018), which 
is researcher generated codes looking for major categories within the data, to identify 
time concepts embedded within the language samples. Preliminary codes included the 
moving time, and moving ego metaphors (Clark, 1973; Evans, 2003), as well as  ideas 
about sequence and chronology. The researcher generated codes from the constructs 
found.  
Once all the language samples were evaluated using the TemPro, in vivo 
pattern coding, and open coding, the data from each sample was placed on a master 
matrix (Miles et al., 2014) so that the researcher could use code weaving (Saldaña, 
2016) to look for and describe the patterns that emerged. The matrix was constructed 
in MS Excel in order to provide ample room for data to be entered. See Table 3.1 for 






Table 3.1  
Possible Layout for a Master Matrix 
 
 Using the master matrix, the researcher constructed a series of tables 
showing the data from each sub-question, and then used the tables to construct a large 
chart showing the data from each sub-question all on the same page. This enabled the 
researcher to look for patterns and connections among the sub-questions in order to 
answer the main research question, “How do high school students at a technical high 
school in the Pacific Northwest represent time in language samples?” 
Role of the Researcher 
 The researcher is both a special education and a general education teacher who 
worked for eight years in public school special education classrooms first as a 
paraeducator for three years and then as a teacher for five years. Throughout her five 
years teaching in the public school setting, the researcher found that, the mostly 
behaviorist methods available to her for working with special needs students, were not 
as effective as she would have liked. This led to a quest for information about how 
students learn and think which led to the researcher being introduced to the 













             
             
             





of four years, the researcher attended multiple professional development trainings, 
including many workshops on the NsLLT. Through reading books, attending 
workshops, and hiring a consultant with expertise in the NsLLT to help her establish 
the methods from that theory in her classroom, the researcher developed enough 
competence in the NsLLT to be able to work with individuals using methods based on 
that theory. After completing five years of teaching in the public school setting, the 
researcher accepted an opportunity to work at a private clinic that serves children and 
adults with neurogenic disorders. At this private clinic, the researcher works one to 
one with students using methods developed by Dr. Ellyn Arwood, the developer of the 
NsLLT. During her five years working at the clinic, the researcher pursued her post 
graduate certificate in neuroeducation and then continued on to pursue a doctoral 
degree. The researcher continues to work at the clinic. This clinic is owned by the 
chair of the researcher’s doctoral committee, Dr. Ellyn Arwood. 
The researcher is both an employee of Dr. Ellyn Arwood, and her student and 
has worked extensively using Dr. Arwood’s Neurosemantic Language Learning 
Theory (NsLLT). Through her experiences using the NsLLT, both in public school 
special education classrooms and in working at the clinic Dr. Arwood owns, the 
researcher has a bias toward this theory as being valid and working for designing and 
facilitating learning opportunities for students. Using Viconic Language Methods™, 
based on the NsLLT, has proven successful for a wide variety of special needs 
students in both the clinical and classroom settings. The researcher has also used the 
TemPro to evaluate language samples for student assessments at the clinic and 





of new clients. In order to limit the effects of the researcher’s biases, the researcher 
will use the neuroeducation lens (neuroscience, cognitive psychology and language) to 
review the literature to see if the literature agrees with the NsLLT or not and discuss 
contradictory findings as part of this study. 
Ethical Considerations 
The Institutional Review Board (IRB) at the University of Portland reviewed 
the research proposal for this dissertation on January 31, 2019 and provided 
authorization to proceed with the research under the “Exempt” classification.   
To protect the privacy of the participants, the participants in this study were 
not identified in any way to the researcher as the worksheets had the names blacked 
out by the teacher at the technical academy prior to giving them to the researcher. No 
consent forms were needed as the data were collected as part of the registration 
process, and then cleaned so that no names or other identifying information remained 
and then given as an entire set to the researcher. 
The data was protected in two ways, the printed copies of the student samples 
are kept in a locked file cabinet when not directly being used by the researcher, and 
the electronic versions of the data are kept in a password protected file on the 
researcher’s computer. 
Summary 
 Chapter 3 outlines the methods used to conduct a qualitative study to examine 
the use of time-concepts in language samples taken from high school students at a 






How do high school students at a technical high school in the Pacific 
Northwest represent time in written language samples? 
Sub-questions: 
1. What surface forms of time (tense, modal, conditionals, and time 
words) do the samples show? 
2. Do the language samples contain temporal propositions as defined by 
the Temporal Analysis of Propositions (Arwood & Beggs, 1992) 
3. What speech acts, case roles, and semantic relationships are found 
within the students’ writing? 
4. What cognitive constructs of time and/or conceptual metaphors of time 
do the samples show? 
The data collection method used was language sampling, which is considered a 
valid way to evaluate language performance (Hadley, 1998). The type of language 
samples collected were narrative discourse language samples which provided an 
opportunity for the students to express themselves at their highest level of thinking 
(Heilmann et al., 2010). An overall assumption within this dissertation is, that because 
of the correlation hypothesis (Clark, 1973), which states that the content of a person’s 
language is the same as the content of their mind, language sampling provides an 
opportunity to evaluate the thinking of the students who provided the language 
samples.  
Four main rounds of analysis were completed in this study with multiple sub-
rounds of analysis within each main round. The first round of analysis evaluated the 





conditionals. The second round of analysis used the TemPro (Arwood & Beggs, 1992) 
to look for temporal propositions and or other ways of representing time within the 
language samples, as well as evaluate each sample for level of language function. The 
third round of analysis was completed to evaluate the Speech acts, semantic roles and 
semantic relationships within the language samples. The fourth round of analysis 
involved using open coding to identify and categorize temporal cognitive constructs 
within the language samples. Once the rounds of analysis were complete, the data 
from each round of analysis was placed on a master matrix in order to use the code 
weaving (Saldaña, 2016) technique to bring together all the data to answer the 
research question, “How do high school students at a technical high school in the 






Chapter 4: Results 
 Chapter 4 provides an analysis of both surface structures of time within the 
language samples, and functions of time within the language samples, in order to 
answer the overarching research question as well as each sub-question. Surface 
structures of time will be presented first to answer the first sub-question, followed by 
the analysis of the functions of time to answer the second and third sub-questions and 
an analysis of cognitive constructs of time to answer the fourth sub-question.  
 In order to ease the process of analysis of the language samples, the researcher 
transcribed each sample from the hand written original into type written text. The 
researcher transcribed each language sample as it was written, including any 
misspellings, grammatical errors, or errors in writing conventions. Typed transcripts 
are used throughout this chapter to illustrate the findings. 
Time Structures within the Language Samples 
 In order to answer the first research sub-question, “What surface forms of time 
(tense, modals, conditionals, and time words) do the language samples show?” the 
language samples were analyzed for verb forms and tense, modal verbs, conditionals, 
and time words and phrases. The information in this section is presented in the order 
just listed, starting with verb forms and tense and finishing with a short conclusion 
section. 
 Verb forms and tense. When examining the language samples for temporal 
verb constructions and tense, by far the greatest number of language samples (22 
samples with n= 30) used the base form of verbs only. The remaining eight samples 





base form and the present participle; two samples used the base form and past 
participle; three samples used the base form and will + the base form; one sample used 
the base form, the –S form, the past participle and the present participle; and one 
sample used the base form, the –S form, have + the base form, the present participle 
and the past participle. In many cases, the verb forms did not function to form 
complete tense constructions, so it was not possible to assign tense labels. This 
suggests that time forms may be patterns that can be used without underlying time 








Verb Forms Used, Number of Samples for Each Verb Form, and Sample Numbers 
Verb form(s) used with Examples 
No. of 
samples 
Sample numbers and Example 
Base form only 
(wake, shower, go, play) 
22 (73 %) 
2, 6, 7,8,9,11,12,1 3, 14, 15, 16, 17, 19, 20, 
21, 22, 23, 25, 26, 27, 29 
Sample 2 
wake up shower eat goto school hang out for about ½ 










1 (3 %) 
24 
Sample 24 
Usually in a typical day I wake up around 6:40 am. get 
ready leave and walk to school at 8:10 am. My day starts 
with band and ends with AP environmental science. 
Afterwards I walk home. When I get home I usually take 
a 30 minute rest just laying doing nothing, then I do 
chores, do  homework, make lunch for next day and then 
go to sleep. 
 
Base form 




2 (6 %) 
18, 30 
Sample 18 
I go to school go to classes, hangout with friends and go 
home. Mom and Dad came from work so I babysit while 
they rest. I take care of my siblings and then my parents 
take over, I do homework, do my things then go to sleep. 
 
Base form 
(watch, go, do, help) 
Will + base form 
(I’ll do) 
 
3 (10 %) 
3, 10, 28 
Sample 3 
I watch tv. & go outside to skate sometimes I’ll do a 












1 (3 %) 
1 
Sample 1 
I roll out of bed, getting dressed. By 7:20 I leave so my 
sister isn’t late to [school name]. I arrive early at school 
and sit on my phone until school starts in a hallway 
where I eat my lunch. For the 1st 3 class periods I do 
online schooling in the library. 4th period I go to 3D art, 
currently we’re working with clay. Lunch then theater, 
followed be english. By english class I’m likely 
suppressing panic attacks. I then go home and work on 
cos play things or sit on my phone.   Once my bedtime 
rolls around, I stay up a few hours more on my phone. 
 
Base form 
(finish, go, devote, ride) 
Present participle 
(working, learning, throwing) 
Past participle 
(left) 





typical day for me would be finish sport go to my job 
and whatever time I have left I devote to working on my 
truck or learning about aviation and or outside ride a 






Twenty-two students wrote using base form verbs only, and within those  22 
language samples, four samples contained verbs with no connecting words, ten 
samples contained verbs with connecting words, one sample contained a series of 
clock times, and the remaining eight samples contained various other constructions. 
See Table 4.2 which shows which language samples, from the base form verbs only 
samples, are in each group. 
Table 4.2 
Groupings of Samples Containing Only Base Form Verbs 
Group No. of Samples  Sample Numbers and an Example 
Verbs with no 
connectors  
4 (13 %) 9, 17, 22, 23 
Sample 9 
get up, shower, go to school, go to 
football/track practice go home, eat 
dinner, do hw, sleep 
Verbs with 
connectors 
10 (30 %) 2, 4, 7, 11, 12, 14, 16, 19, 20, 21 
Sample 4 
I wake up about 8:00 Am then bike to 
school go through school get home do 
my homework cook diner do what ever is 
needed 
Clock times 1 (3%) 6 
Sample 6 
I wake up at 7:15 am to take my little 
sister to her bus. Then I get back home I 
sleep unite 7:40. Then I get to school at 
8:35 am to 3:10pm. I get home at 
4:00pm, I eat at 5:30pm. At 6:30 0r 7:30 
go to kickboxing. I take a shower at 
aroud 9pm. Go to sleep at 10:30pm. 
Various other 
constructions 
8 (26 %) 8, 13, 15, 25, 26, 27, 29, 30 
Sample 8 
On a typical day I walk home from 
school, everyday of the week. then do my 
homework and go to the gym. The reason 
why I go to the gym is because I want to 






The following transcripts are of the four samples that contained verbs with no 
connectors. Samples 22, 23, and nine are the starkest examples of this phenomenon. 
Within these samples, the subject is left out, no temporal words are included and there 
is a limited indication of the setting. While each verb used is in its base form, it is 
difficult to say that these samples are written in the present tense, as tense is a 
temporal feature used in tandem with other features which are missing. The samples 
are underlined (and spaced as needed) to show each action within the samples. It is not 
clear in what order the actions are done, based on the lack of temporal indicators; but 
it can be assumed that the actions are listed in the order in which they occur as these 
students are responding to the question, “What do you do on a typical day?” therefore 
it is logical that the students are telling their actions in sequence. 
Sample 22 
Wake up  go to school  get home  eat  do work. 
Sample 23 
Wake up, eat breakfast, watch tv., Make dinner, relax with my family 
Sample 9 
get up, shower, go to school, go to football/track practice  go home, eat dinner, do hw, 
sleep 
The next sample, sample 17, contains language that is structurally more 
complex than the previous three samples but still contains no connecting words. 
Within this sample the simple present tense can be identified in addition to just the 







What I do on a typical day is I usually hang out with my friends. I hang out with my 
family. I go to school 
The next group of students wrote their responses using verbs with at least one 
connector. Each verb or verb phrase within the samples is underlined, and the 
temporal connectors are bolded. In some cases, the connector is “and” but it is not 
clear if the “and” is used as a regular conjunction that simply connects items in a 
series; or, if it takes on a temporal meaning. 
Sample 2 
wake up  shower  eat  goto  school  hang out for about ½ hour with friends  after 
school play videogames or skateboard. 
Sample 21 
I goto school, get home workout  do homework or go out with my family  and 
sometimes football practice 
While samples 2 and 21 contain base form verbs, the intended tense forms are 
ambiguous. 
Sample 4 
I wake up about 8:00 Am  then bike to school  go through school  get home  do my 
homework cook diner  do what ever is needed 
The writer of Sample 4 uses the base form of verbs only, but at first glance, the idea 
“needed” appears to be the past participle of “need”, but in fact it is not a verb at all, 







I wake up  get ready for school, drop my sister off at school, go to school. If I have 
dance team practice I go to practice   if I have dance class I go to class. Then I go 
home  do my homework, eat   and go to bed. 
Sample 11 
Come to school  go home  and sometimes Do homework (Depends on if I have a lot I 
do it. if I have like a question to Do for homework I usually forget to do it.) Then I 
plat videogames the rest of the day . 
Sample 12 
On a typical day I usually wake up,  go to school, go home. When I go home I usually 
immediately get my homework done asap. Afterward, I get on my bike and hang out 
with friends. 
Sample 14 
On a typical day I usually go to school,  do homework   & lastly I workout. 
Sample 16 
On a typical day I go to school in the morning. After school I pick up my sister. Walk 
home  and do chores. 
Sample 19 
Wake up, go to school, go home  and do homework  and then go on with the rest of my 
day. 
Sample 20 






 The next language sample has similar construction to the previous language 
samples, but the writer also included clock time. These are clock times but the 
chronology of time is still unclear. For example, “I get to school at 8:35 am to 3:10 
pm.” Does the student arrive at school sometime between 8:35 and 3:10, or is some 
other idea intended? The reader cannot tell. This indicates that the structure of clock 
times can be used by a student even when the student is not fully capable of 
representing underlying conceptual time. For example, Sample 6, “I wake up at 7:15 
am to take my little sister to her bus. Then I get back home I sleep unite 7:40. Then I 
get to school at 8:35 am to 3:10pm. I get home at 4:00pm, I eat at 5:30pm. At 6:30 0r 
7:30 go to kickboxing. I take a shower at around 9pm. Go to sleep at 10:30pm.” 
The last group of eight samples that use the base form of verbs only, uses 
various constructions. All eight samples are written in the present tense except for of 
sample 30 which is ambiguous as to tense.   
Sample 8 
On a typical day I walk home from school, everyday of the week. then do my 
homework and go to the gym. The reason why I go to the gym is because I want to get 
ready for the criminal justice program. 
The writer of Sample 8 used all base form verbs as part of the present tense. 
This sample also used present tense construction to indicate future planning in the 
statement, “…I want to get ready for…” 
Sample 13 
in school I try to manage my work time well and to compleat my work I also attend 






On a typical day I wake up at 6:30 and do my homework on a computer, since I do 
online school. 
Sample 25 
On a typical day I go to the gym. and or go to the football field to better my skills for 
next season 
Sample 26 
On a typical day I either go to school or babysit. and after school I usually work on 
things for speech and debate 
Sample 29 
I usually stay home do homework if I have any if not I help my mom with anything 
around the house. Also help clean the house. 
Sample 30    
On a typical day I just watch tv and do homework. I would clean and help my mom. 
Sample 30 was difficult to categorize for tense as the modal verb would was used 
which could have a variety of interpretations but is ambiguous as to meaning therefore 
the tense is also ambiguous. The remaining seven samples used the base forms of 
verbs as well as other verb forms. See Table 4.3 for a chart of the language sample 







Language Samples That Contained Multiple Verb Forms 
Sample #  Verb Form  Excerpts showing examples from each Sample 






I roll out of bed 
Once my bedtime rolls around 
I’m likely suppressing panic attacks 
Lunch then theater, followed by English 
3 Base form 
Will + base 
form 
 
I watch TV 
Sometimes I’ll do a little h/w 




Have + base 
form 
 
Go to my job 
Whatever time I have left 
Throwing a football 
Whatever time I have left 
10 Base form 
Will + base 
form 
 
I go to school then go home 
I’ll go out sometimes 
18 Base form 
Past participle 
 
I go to school go to classes 
Mom and Dad came from work 





I wake up 
Just laying around doing nothing 
My day starts with band 
28 Base form 
Will + base 
Is + past 
participle 
 
I normally go to school 
But after I will take the bus 
Most of my time is spent on homework 
 
When looking at the language samples found in Table 4.3, Sample 1 mainly 





uses the –S form (starts), present participles (getting, working, suppressing), and a past 
participle (followed). In the first sentence, “I roll out of bed, getting dressed.” the 
present participle, getting, is used, but it is not used correctly to form the present 
progressive tense as “am,” “is,” or “are” is missing. The past participle is used in the 
sentence, “Lunch then theater, followed be english.” but again, it cannot be considered 
part of a tense form as the sentence is missing the subject and is incomplete.  
Sample 3 contains all base form verbs with the exception of “I’ll” (contraction 
of I will) which could be interpreted as an expression of futurity, but also has a modal 
interpretation that doing homework may or may not happen.  
 Sample 5 contains the base forms (finish, go, devote, ride), present participles 
(working, learning, throwing), a past participle (left), and have plus the base form 
(have left), as well as a modal verb expression (would be). The tense forms are 
difficult to define as ideas are left out, for example, “throwing” is the present 
participle of “throw,” but there is no corresponding use of am, is, or are to create the 
present progressive tense. 
 Like Sample 3, Sample 10 contains “I’ll”, a contraction of “I will” to indicate 
futurity. The remaining verbs are in base form. 
 Sample 18 contains all base forms of verbs (go, hangout, go, babysit, take, do, 
sleep), except for “came” which is the past participle of “come.”  
Sample 24 contains mostly base forms of verbs (wake, get, leave, walk, take, 
do, make, go, sleep), the –S forms (starts, ends) and present participles (laying, doing). 
The base form verbs in this sample are part of simple present tense constructions, but 





“am,” “is,” or “are” is not used with the present participles to form the present 
progressive tense. 
 Sample 28 contains base form verbs (go, start, sleep, play), will plus the base 
form (will take, ‘ll finish), and is plus the past participle (is spent). The base form 
verbs are used in present tense constructions, while the base form plus will verbs 
express futurity in the simple future tense. The use of “is spent” is somewhat 
ambiguous for tense as the phrase could be interpreted as meaning, “Most of my time 
is used up on homework”  which makes “spent” an adjective, rather than interpreting 
“spent” as the past participle of “spend,” in which case the meaning would be 
something like “Most of my time is employed on homework.” See Table 4.4 for a 







Verb Forms and Tense by Sample Number 
Sample  Verb forms 
 
Tense Sample  Verb forms Tense 
1 Base form 
Present participle 






16 Base form Simple present 
2 Base form 
 
Ambiguous 17 Base form Simple present 
3 Base form 








4 Base form 




19 Base form Ambiguous 
5 Base form 
Have + base form 
Present participle 
Past tense/past participle 
-S form 
Ambiguous 20 Base form Simple present 
6 Base form 
 
Simple present 21 Base form Ambiguous 
7 Base form 
 
Simple present 22 Base form Ambiguous 
8 Base form 
 
Simple present 23 Base form Ambiguous 






10 Base form 
Will + base form 
Simple present 
Simple future 
25 Base form Simple present 
11 Base form Simple present 
 
26 Base form Simple present 
12 Base form Simple present 
 
27 Base form Simple present 
13 Base form Simple present 28 Base form 
Will + base form 




14 Base from Simple present 29 Base form 
 
Simple present 
15 Base form Simple present 30 Base form 
Would + base form 
Simple present 
Ambiguous 
Note. The term “ambiguous” indicates that tense could not be determined either because of lack of 






The findings for verb forms and tense indicate that the students mostly used the 
present tense in their writings, with 23 students writing in the simple present tense for 
at least part of their writing sample. Twelve students wrote using ambiguous tense 
forms, with seven of those students writing in only ambiguous tense forms and five of 
the students using ambiguous tense forms along with actual tense form(s). See Figure 
4.1 for the distribution of tenses within the language samples. The use of mostly the 
present tense and ambiguous tense forms indicates that while these students are 
familiar with and use verb forms, they are mainly able to express here and now ideas.  
Figure 4.1 
Tense Distributions within the Language Samples  
 
Modal verbs.  As discussed in Chapter 2, modal verbs can take part in 
indicating temporality in English by implying temporality in a context or by 
participating in tense constructions. Therefore the students’ writings were examined to 













1 Simple Past 
Tense 






30 written language samples (16 %) contained modal verbs. Table 4.5 shows the 
modal verbs found within the language samples. To see the complete language 
samples containing modal verbs consult Appendix L. 
Table 4.5 
Modals by Sample Number 
Sample # Modals Interpretation 
3 'll         Futurity 
4 needed Necessity to do Something 
 5 would  Habitual Action in the Past 
10 'll  Futurity 
28 will Futurity or Certainty 
30 would  Habitual Action in the Past 
  
The student who wrote Sample 3 used the modal tense construction “I will” in the 
form of “I’ll” in the phrase, “…sometimes I’ll do a little homework and then…” which 
implies that homework might or might not be done on a typical day in the future. The 
student who wrote sample 10 also used I’ll in a futurity sense when they wrote, “…I’ll 
go out sometimes…” as part of a conditional statement. The student who wrote 
Sample 28 used “I will” presumably in the futurity sense, but it could also mean 
“Will” in the sense of “certainty,” as the student wrote, “…but after I will take the bus 
all the way home…” 
 The students who wrote Samples 5 and 30 both used the modal verb “would” 
in their writing to express a habitual past action. Sample 5, “typical day for me would 
be…” Sample 30, “I would clean and help my mom.” In both cases this implies that 





that they answered the question, “What did you do on a typical day in the past?” rather 
than answering the question for the current time.  
 The student who wrote Sample 4 used the modal “needed” most likely in the 
sense of necessity to do something, however, in this case “needed” could also be 
interpreted as a thing that the person is obligated to do, in which case it is a noun, not a 
modal verb. The student wrote, “… do whatever is needed.” 
Very few of the students used modal verbs in their writing, and of the students 
who did use modal verbs, interpretation of their meaning was difficult as there could 
be more than one interpretation of each use. The very limited use of modal verbs 
within the language samples and the difficulty interpreting the modal verbs that were 
used is another indication of the students’ difficulties expressing ideas that are not 
linked directly to the here and now. 
Conditionals. Conditionals are “if then” statements that are temporal in nature 
because one condition occurs prior to the other condition. Four Students (13%) used 
conditional if/then statements.  All four students used indicative conditionals which 
express real or possible situations. In the following four samples the antecedents and 
consequents are underlined, and if /then ideas are bolded.  
 Sample 7 
I wake up get ready for school, drop my sister off at school, go to school. If I have 
dance team practice   I go to practice  if I have dance class  I go to class. Then I go 
home do my homework, eat and go to bed. 
Sample 7 uses the standard if/then conditional format, but omits the word 





regarding dance team and dance practice. Both conditionals are indicative conditionals 
as they refer to possible events. Both conditional statements first express the 
antecedents which are then followed by the consequents. However, the temporal 
setting of the conditional activities is not clear. Is dance team and dance practice part 
of the school day or before or after school? 
Sample 10 
I go to school then go home I’ll go out sometimes  If I have time to. On weekends I 
work all day 
Sample 10 contains an indicative conditional using the if/then format, and like 
sample 7, the “then” idea is implied rather than stated. Sample 10 places the 
consequent first within the sentence, followed by the antecedent. 
Sample 11 
Come to school go home and sometimes Do homework (Depends on if I have a lot   I 
do it.  if I have like a question to Do for homework   I usually forget to do it) Then I 
plat videogames the rest of the day . 
 Sample 11 combines two indicative conditional statements, and like the 
previous Samples, uses “if” but only implies “then”. Both conditional statements in 
Sample 11 have the antecedent first followed by the consequent. 
Sample 29 
I usually stay home do homework   if I have any   if not I help my mom with anything 
around the house. Also help clean the house. 
I usually stay home do homework   if I have any   if not I help my mom with anything 





 Sample 29 used two indicative conditional if/then statements, one nested 
within the other. Here the format is slightly different than the three previous samples 
as the student used an if/then/if not/then format, but as in previous samples, “then” is 
implied. In order to mark this, the sample is shown twice, once for each conditional 
statement.  
 The use of only indicative conditionals indicates that these students are able to 
consider if/then ideas about real or possible situations but may not be able to consider 
hypothetical or uncertain situations. This type of conditional is reported to be used by 
young children, so should have been mastered some time ago by high school students. 
In addition, since only four students used conditionals to answer the question. “What 
do you do on a typical day?” which is a questions that is, by its very nature, 
conditional, this is another indication that this group of students is limited in their 
ability to think of ideas displaced from the here and now.  Table 4.6 shows the 
conditionals by sample number, type and order. 
Table 4.6 
Conditionals by Sample Number, Type, and Order 
Sample # Type of conditional Order of antecedent and 
consequent  
 












29 Indicative Consequent 1
st
 then 









 Time words and phrases. This section shows the findings for temporal words 
and phrases within the language samples. Each language sample is evaluated for the 
following structures; temporal adverbs and adverbial phrases, temporal nouns and 
noun phrases, temporal connectors/conjunctions, and temporal prepositions.  
Two students (6%) wrote language samples that contained no time words or 
phrases. Both samples contain verb base forms only with ambiguous tense forms. This 
indicates restricted language in which the students are limited in their ability to 
express ideas that are not happening right now. 
Sample 22 
Wake up go to school get home eat do work. 
Sample 23 
Wake up, eat breakfast, watch tv., Make dinner, relax with my family 
 Twenty-four students (80%) wrote language samples that contained one or 
more temporal adverbs or adverbial phrases. Temporal adverbs and adverbial phrases 
work together with tense to indicate when an action occurred. Table 4.7 shows a chart 
of temporal adverbs and adverbial phrases within each represented language sample. 








Samples Containing Temporal Adverbs and Adverbial Phrases 
Sample # Temporal Adverbs & Adverbial Phrases 
1 
 
late, early, for the 1st 3 class periods, 4th period, currently, a few hours more 
2 for about 1/2 hour 
3 sometimes 
4 about 8:00 am, through 
5 typical day 
6 at 7:15 am, unite 7:40, at 8:35 am to 3:10 pm, at 4:00pm, at 5:30 pm, at 6:30 or7:30, 
at around 9 pm 
8 on a typical day, every day of the week 
10 sometimes, all day, time to 
11 usually, sometimes, rest of the day 
12 on a typical day, Immediately, asap, afterward, usually 
13 late, tardy 
14 on a typical day,  usually, lastly 
15 on a typical day 
16 on a typical day 
17 on a typical day, usually 
20 On a typical day 
21 sometimes 
24 in a typical day, around 6:40 am, at 8:10 am, afterwards, usually, a 30 minute rest 
25 on a typical day 
26 on a typical day, usually 
27 on a school day, usually, on a weekend 
28 around 9, usually, rightaway, a bit 
29 Usually 





Seven students (23%) used temporal nouns or temporal noun phrases within 
their language samples.  Temporal nouns and noun phrases pinpoint a particular time. 
See Table 4.8 for a chart of language samples containing temporal nouns and noun 
phrases. See Appendix H for the complete language samples containing temporal 
nouns and noun phrases. 
Table 4.8 
Samples Containing Temporal Nouns and/or Noun Phrases 
Sample # Temporal Nouns & Noun Phrases 
5 time 
13 work time 
16 in the morning 
19 the rest of my day 
24 for next day 
25 next season 
28 time 
 
Twenty-three students (76%) wrote language samples containing temporal 
connectors/conjunctions. Temporal connectors or conjunctions link clauses together 
and tell the reader something about the temporal relationship between the two. Table 
4.9 is a chart showing sample numbers and temporal connectors used within each 








Samples Containing Temporal Connectors/Conjunctions 
Sample # Temporal Connectors/Conjunctions 
1 by, and, until, then, once 
2 after 
3 and, and then 
4 then 
6 then, until 7:40 
7 then 
8 then, and 
10 then 
11 then 
12 when, and, afterwards 
13 and 
14 and 
15 and, since 
16 after, and 
18 and, so, while, and then, then 
19 and then 
20 after, and 
21 and 
24 when, then, and, and then 
26 And, after 
27 and 
28 but, after, and, as 
30 and 
  
Eighteen students (60%) used temporal prepositions within their language 
samples. Temporal prepositions are prepositions that have been used to express time 
rather than space. Table 4.10 shows the temporal prepositions contained within the 18 







Temporal Prepositions by Sample Number  






1 By 16 On, in 
2 For 17 On 
4 Through 20 On 
6 At, to, until 24 In, around, at 
8 On 25 On 
10 On 26 On 
12 On 27 On 
14 On 28 Around 
15 On, at 30 On 
      
The language samples used in this study were all rather short. The lengths of 
the samples range from 10 words in the shortest sample to 110 words in the longest 
sample with a spread of 100 words. The average word count for all samples is 30.9 







Word counts for Each Language Sample 
Sample # Word Count Sample # Word Count Sample # Word Count 
1 110 11 44 21 18 
2 20 12 36 22 10 
3 25 13 27 23 12 
4 25 14 15 24 67 
5 40 15 21 25 23 
6 61 16 23 26 23 
7 47 17 25 27 20 
8 42 18 47 28 49 
9 17 19 20 29 26 
10 22 20 19 30 18 
Note. Underlined samples show the highest and lowest word counts 
Conclusions. From this structural analysis of the students’ writings within the 
language samples, we see that while the writing in three samples contained only base 
form verbs to indicate temporality, the remaining 27 language samples contained at 
least three categories of temporal structure. Two students wrote language samples that 
contained seven categories of temporal structure, while none of the students used all 
eight categories of temporal structure within their writing. Every sample contains verb 
forms, as verbs are unavoidable if one is telling about what one does, but not all the 
samples contained definable tense forms (six samples had ambiguous tense forms). 





temporality along with tense. Table 4.12 shows which temporal structures were used 
within each language sample and Figure 4.2 shows the distribution of temporal 
structures among the language samples. 
Table 4.12 
Summary of Temporal Structures within the Language Samples  










1 X X   X  X X 110 
2 X    X  X X 20 
3 X X X  X  X  25 
4 X X X  X  X X 25 
5 X  X  X X   40 
6 X X   X  X X 61 
7 X X  X   X  47 
8 X X   X  X X 42 
9 X        17 
10 X X X X X  X X 22 
11 X X  X X  X  44 
12 X X   X  X X 36 
13 X X   X X X  27 
14 X X   X  X X 15 
15 X X   X  X X 21 
16 X X   X X X X 23 
17 X X   X   X 25 
18 X X     X  47 
19 X     X X  20 
20 X X   X  X X 19 
21 X    X  X  18 
22 X        10 
23 X        12 
24 X X   X X X X 67 
25 X X   X X  X 23 
26 X X   X  X X 23 
27 X X X  X  X X 20 
28 X X X  X X X X 49 
29 X X  x X    26 
30 X x x  X  X X 18 
Note. For each sample, an X indicates the structure was present within the sample and a blank space 
indicates that the structure was not present within the sample. In the tense column a blank space 





The minimal use of temporal words and phrases within the language samples 
coupled with the questionable meaning of the time words and phrases in many cases, 
indicate that these students have some ideas about time but are not yet using time ideas 
in their language at the level expected from high school students. 
Figure 4.2 
Distribution of Temporal Structures within the Language Samples 
  
 While we can see that most of the students used a variety of temporal language 
structures, this does not tell us how the students think about time. If we examine the 
longest language sample, Sample 1, which used five different temporal structures, we 
see that while many temporal patterns were used, the meanings conveyed by these 


















I roll out of bed, getting dressed. By 7:20 I leave so my sister isn’t late to [school 
name]. I arrive early at school and sit on my phone until school starts in a hallway 
where I eat my lunch. For the 1
st
 3 class periods I do online schooling in the library. 
4
th
 period I go to 3D art, currently we’re working with clay. Lunch then theater, 
followed be english. By english class I’m likely suppressing panic attacks. I then go 
home and work on cos play things or sit on my phone.   Once my bedtime rolls around, 
I stay up a few hours more on my phone. 
For example, the first sentence the student wrote “I roll out of bed, getting dressed.” is 
fine structurally, but unless the student has extensive acrobatic training, getting 
dressed at the same time as rolling out of bed would be a daunting challenge. The 
second sentence, (“By 7:20 I leave so my sister isn’t late to [school name].) also seems 
fine from a surface structure perspective, but the student does not tell the reader what 
time her sister’s school starts, why it’s important that the student leave with the sister, 
who transports them to school, or whether they are even going to the same school. 
 So, we can see from these examples, that it is possible to use temporal 
structures in writing without fully representing temporality. This brings us to the next 
section of the results, the language functions of time found within each sample. It is 
through examining language functions that we will be able to see how the students 





Language Functions of Time 
 This section looks at the language function of the students who wrote these 
language samples beginning with propositions, then communicative intent, speech acts 
and semantic relationships. 
Propositions.  In order to evaluate the language samples for auditory 
propositions as defined by Arwood and Beggs, (1992), the samples were evaluated 
using the TemPro. In the TemPro, a proposition is defined as an utterance that refers 
and predicates and contains a minimum of three ideas that are connected in a temporal 
sequence. To evaluate whether a language sample contains auditory propositions, the 
TemPro asks five questions, with the first question having two parts. A discussion of 
the TemPro is found in Chapter 3. This section discusses each of the TemPro 
questions as they relate to the language samples being used within this study.   
Question 1a. Is there a logical sequence of events? Within the thirty language 
samples in this study, none of the students wrote a temporally logical sequence of 
events. Some students’ ideas were actually illogical, for example, Sample 1 begins, “I 
roll out of be getting dressed.” This hardly seems possible. Another student wrote in 
Sample 27 “On a school day I usually hang out with my family and on a weekend I 
hang out with friends” This seems backward from the reality that during a school day, 
one is at school with one’s school friends, and during the weekend, one is more likely 
to spend the bulk of one’s time with family members. Other students listed actions 
they take during the day but gave no temporal sequence for those actions. For 
example, Sample 22 “Wake up go to school get home eat do work.” provides no 





action (actions always take time to complete). In Sample 20, “On a typical day I go to 
school and after school I play video games and I do homework.”, the student wrote in 
what seems like a logical sequence on the surface, but critical parts of the day such as 
what is done before school, are left out. And the student does not tell us in what order 
after school events occur or how his day ends.  
Question 1b. Does an idea refer to a preceding idea? Eight students referred to 
preceding ideas within the language samples they wrote, but none had three ideas that 
were connected temporally to establish a proposition. In the following language 
samples, arrows are used to show the connected ideas. The student who wrote Sample 
1 referred to a preceding idea in her second sentence in which she tells us when she 
leaves and why. 
Sample 1 
I roll out of bed, getting dressed. By 7:20 I leave so my sister isn’t late to [school 
name]. I arrive early at school and sit on my phone until school starts in a hallway 
where I eat my lunch. For the 1
st
 3 class periods I do online schooling in the library. 
4
th
 period I go to 3D art, currently we’re working with clay. Lunch then theater, 
followed be english. By english class I’m likely suppressing panic attacks. I then go 
home and work on cos play things or sit on my phone.   Once my bedtime rolls around, 
I stay up a few hours more on my phone. 
The student who wrote Sample 11 referred back to his homework to tell us 








Come to school go home and sometimes Do homework (Depends on if I have a lot I do 
it. if I have like a question to Do for homework I usually forget to do it.) Then I plat 
videogames the rest of the day . 
The student who wrote sample 12 referred back to when he does homework to 
place when he rides his bike in time. 
Sample 12 
On a typical day I usually wake up, go to school, go home. When I go home I usually 
immediately get my homework done asap. Afterward, I get on my bike and hang out 
with friends. 
The student who wrote Sample 15 referred back to doing homework on a 
computer to explain why she does homework on a computer. 
Sample 15 
On a typical day I wake up at 6:30 and do my homework on a computer, since I do 
online school. 
The student who wrote Sample 18 referred back to a preceding idea to explain 
why she babysits while her parents rest. 
Sample 18 
I go to school go to classes, hangout with friends and go home. Mom and Dad came 
from work so I babysit while they rest. I take care of my siblings and then my parents 
take over, I do homework, do my things then go to sleep. 
The student who wrote Sample 20 referred back to school to place when he 






On a typical day I go to school and after school I play video games and I do 
homework. 
The student who wrote Sample 28 referred back to school to tell us when she 
takes the bus home. 
Sample 28 
I normally go to school, but after I will take the bus all the way home, and start my 
homework. Most of my time is spent on homework as my grades are my #1 priorities. 
I’ll usually finish around 9 and sleep rightaway, or play my ukulele a bit. 
The student who wrote Sample 29 referred back to the idea of doing homework 
when making a conditional statement about what she does. 
Sample 29 
I usually stay home do homework if I have any if not I help my mom with anything 
around the house. Also help clean the house. 
Question 2. Do temporal words function to connect one idea to another 
through time? 
Two students used time words to connect ideas through time and four additional 
students partially used time words to connect ideas to each other through time. A 
number of other students used time words, but if it was not clear which time period the 
time words were referring to, then the students’ temporal words were not considered 
to be connecting ideas to each other through time. For example, the student who wrote 
Sample 2 wrote, “wake up shower eat goto school hang out for about ½ hour with 





“after school” it is not clear whether the student meant that she hangs out with friends 
after school or if she hangs out with friends before school and plays video games or 
skateboards after school. Because this writing lacks temporal referential clarity, the 
answer to Question 2 for this sample is “no.” 
The student who wrote Sample 1 used a number of time words and phrases to 
connect ideas to each other through time to score “yes” for Question 2. However, the 
use of time words and phrases connecting ideas to one another does not mean the 
connected ideas make sense. For example, in the sentence, “I arrive early at school 
and sit on my phone until school starts in a hallway where I eat my lunch.” The 
student did not tell us when she arrives at school (could be one hour before school or 
one minute before school, etc.) and how long she remains in a particular location and 
her report of what she does during that time is confusing. Perhaps she means that she 
sits in the hall and looks at her phone until school starts, but the way she says it, it 
sounds like she meant that she places her phone under her bottom, and that school is 
held in the hall, which is also the hall where they eat lunch. As an idiomatic 
expression, “sit on my phone” suggests she was talking to someone or maybe using 
the internet but in either case, the student lacks referential clarity. 
 The second student who scored “yes” for Question 2, was the student who 
wrote Sample 20, where she used the phrase, “and after school” to place events in 
relative time. 
Sample 20 






Four students partially connected ideas to each other through time. The student 
who wrote Sample 12 primarily did not use temporal words to connect ideas through 
time; but, toward the end of his writing, he did use the time word “afterward” to 
connect the next idea to the previous idea. 
Sample 12 
On a typical day I usually wake up, go to school, go home. When I go home I usually 
immediately get my homework done asap. Afterward, I get on my bike and hang out 
with friends. 
It is assumed that the time word, afterward, connects getting the homework 
completed after school with riding his bike.  This student’s writing was scored 
“partial” rather than “yes” for Question 2, because there are two ideas connected 
toward the end of the sample, but ideas are not connected with temporal words at the 
beginning of the sample. Three other students also scored “partial” for this question.  
Sample 16 
On a typical day I go to school in the morning. After school I pick up my sister. Walk 
home and do chores. 
 This student used a time word to connect two ideas, but where is the sister? If 
the sister is at school then he would not pick her up as they would both already be 
there. Is she at work? Where does he go after school to pick her up? There are many 
unclear issues related to time, as the temporal elements are defined by how long going 








I go to school go to classes, hangout with friends and go home. Mom and Dad came 
from work so I babysit while they rest. I take care of my siblings and then my parents 
take over, I do homework, do my things then go to sleep. 
 Sample 18 contains several time words (while, so, and then) but it is unclear 
when the student babysits and when the parents come home. When does the 
babysitting start? Does the student babysit prior to her parent’s return? Does the 
student babysit until the parents come home or after they come home? 
Sample 24 
Usually in a typical day I wake up around 6:40 am. get ready leave and walk to school 
at 8:10 am. My day starts with band and ends with AP environmental science. 
Afterwards I walk home. When I get home I usually take a 30 minute rest just laying 
doing nothing, then I do chores, do  homework, make lunch for next day and then go 
to sleep. 
 Note that in Sample 24 there are some spatial uses of time words, for example, 
“in” versus “on” referring to a typical day. Does the student leave at 8:10 to go to 
school, or arrive at school at 8:10? The time word “Afterwards” by location in the 
ideas has to refer to environmental science even though it makes more sense to think 
of it as referring to school. The list of what the student does is quite specific yet ideas 
like dinner are left out. Perhaps he does not eat dinner or get ready for bed? 
Question 3. Does the tense usage function to create a natural sequence? Only 
one student used tense to create a natural sequence in part of her writing, but not 





tense in which little natural temporal sequence was established. The student, who 
scored “partial” for Question 3, got that score because she used tense to create a 
sequence in her second sentence.  
Sample 18 
I go to school go to classes, hangout with friends and go home. Mom and Dad came 
from work so I babysit while they rest. I take care of my siblings and then my parents 
take over, I do homework, do my things then go to sleep. 
Question 4. Is there shared meaning without the listener making inferences. 
Only one student scored a “yes” for Question 4. All the other students’ writing 
required inferences of one degree or another to make logical sense. Sample 20, below, 
makes complete sense on its own and was the only sample that scored yes for 
Question 4. 
Sample 20 
On a typical day I go to school and after school I play video games and I do 
homework. 
 Question 5. Are there a minimum of three related ideas that are connected 
temporally to establish a proposition? While eight students referred back to previous 
ideas, they only did this with one idea, so they scored “no” for this question. The 
remaining students also scored “no” so that all 30 students did not establish temporal 
propositions as defined by Arwood and Beggs (1992). This indicates that the students 
are not yet at the linguistic level of semantic development which is the expected level 
of development for students of this age (Arwood, 1991). It also suggests that none of 





proposition). More about the significance of this finding will be addressed in Chapter 
Five. 
In conclusion, the examination of the students’ language samples using the 
TemPro indicates that this group of students has difficulty with temporal sequencing, 
and that most of these students are limited in their ability to refer to other ideas and 
actions in a clear temporal sequence. These students also have difficulty using 
temporal words to connect ideas through time; and they generally do not use tense to 
create a natural sequence. From this researcher’s perspective, most importantly, these 
students are limited in their ability to create shared meaning with the reader without 
the reader having to make inferences about the students’ temporal meaning. The level 
of language function found within these students’ language samples is well below 
what one would expect from a high school student. These students are found to be 
functioning at the restricted pre-language function level of function when they would 
typically be expected to be functioning at the linguistic level of language function. See 







TemPro Questions and Propositions by Sample Number 
Sample # Q 1a Q 1b Q 2 Q 3 Q 4 Q 5 Propositions 
          1 no yes yes no no no None 
2 no no no no no no None 
3 no no no no no no None 
4 no no no no no no None 
5 no no no no no no None 
6 no no   no no no no None 
7 no no no no no no None 
8 no no no no no no None 
9 no no no no no no None 
10 no no no no no no None 
11 no yes no no no no None 
12         no yes partially no no no None 
13 no no no no no no None 
14 no no no no no no None 
15 no yes no no no no None 
16 no no partially no no no None 
17 no no no no no no None 
18 no yes partially partially no no None 
19 no no no no no no None 
20 no yes yes yes yes no None 
21 no no no no no no None 
22 no no no no no no None 
23 no no no no no no None 
24 no no partially no no no None 
25 no no no no no no None 
26 no no no no no no None 
27 no no no no no no None 
28 no yes no no no no None 
29 no yes no no no no None 
30 no no no no no no None 
Note. The TemPro questions are from the Temporal Analysis of Propositions (Arwood & Beggs, 1992) 
Question 1a: Is there a logical sequence of events? 1b: Does an idea refer to a preceding idea? Question 
2: Do temporal words function to connect one idea to another through time?  Question 3: Does the tense 
usage function to create a natural sequence?  Question 4: Is there shared meaning without the listener 
making inferences? Question 5: Are there a minimum of three related ideas that are connected 





Communicative intent, speech acts, and semantic relations. For all 30 
language samples, the communicative intent was the same, to respond to a question. 
This was predetermined by the type of task the students were asked to complete. They 
were asked to answer a question, (What do you do on a typical day?) therefore they 
had to provide a response. As the question was a Wh- question, students provided 
what Dore (1974) termed an “event response” in which the students described the 
events of their day in response to the question posed to them. Whether or not the 
particular student can be judged to have actually answered the question is not relevant, 
as all the students can be assumed to have intended to respond to the question. This 
links directly with Dore’s (1974) primitive speech act of “answering.” Here the 
purpose of the primitive speech act is to respond to a question. And all of the students 
were able to respond to a question. 
 If we examine what sort of illocutionary act the students did, then we can look 
at Searle’s (1969) idea of “assert, state, and affirm” in which the speaker has evidence 
for the truth of the idea he utters. Each student is reporting his or her own experience 
of a typical day; so, therefore, we can assume the truth of their illocutionary acts. 
These illocutionary acts were later termed “representatives (or assertives)” by Searle 
(1975, 1976). Here the speaker says something is the case and the utterance can be 
classified as true or false. We have no way to test the truth or falseness of each 
student’s response to the question but based on the communicative intent of the writers 
we can assume that each student intended to say what in fact was the case for him or 
her. When we look at speech acts as defined by Lucas (1980), we see that the students’ 





state of affairs, and statements of information in which the speaker provides 
information to the listener. Table 4.14 shows the communicative intent, primitive 
speech acts, illocutionary acts, and speech acts represented by the students within all 
30 language samples. 
Table 4.14 
























Note. This chart represents all 30 students’ language samples. 
 Looking next at semantic roles or case roles, we find that of the 30 students 
who wrote language samples, 26 students directly expressed the role of Agent, 
predominantly by referring to themselves as “I.” However, five students did not 
express the role of Agent, and three students left out the Agent role for a portion but 
not all of their written answers.  
 Samples 2, 9, and 22, below, do not indicate an Agent role within their written 
samples. This indicates limited personal agency which is related to the temporal 
concept of cause and effect. Agents are also needed to demonstrate actions. For 
example, in Sample 2, “wake up shower eat goto school hang out for about ½ hour 
with friends after school play videogames or skateboard.” the Agent is assumed. This 
might suggest that the author did not share the agency with the reader, indicating a 
lower than concrete (shared cognition) level of cognition. This means that this student 





a reader; but, is able to talk and assume that there is only one person, the writer. This 
level of thinking is more typical of a 3-7-year-old learner. More about this idea will be 
discussed later. 
In Sample 9, the student writes, “get up, shower, go to school, go to football/track 
practice go home, eat dinner, do hw, sleep” again without indicating a shared level of 
agency. And in Sample 22, The student writes, “Wake up go to school get home eat do 
work.” once-again making the reader assume the agency. 
 The students in samples 11, 19, and 23 do not indicate the Agent role initially, 
but after listing several things they do, they then indicate an agent role. For example, 
in Sample 11, “Come to school go home and sometimes Do homework (Depends on if 
I have a lot I do it. if I have like a question to Do for homework I usually forget to do 
it.) Then I plat videogames the rest of the day .” the student referred to himself as 
“I” in his parenthetical statement and last sentence but left out the Agent role at the 
beginning of his writing.  
In Sample 19,  “Wake up, go to school, go home and do homework and then go on 
with the rest of my day.” the student did not use “I” to refer to himself as an Agent but 
rather used “my” as in “my day” to indicate the Agent role. In Sample 23, “Wake up, 
eat breakfast, watch tv., Make dinner, relax with my family” the student also did not 
directly address the Agent role using “I” but used “my” in the phrase “my family” to 








Presence of Agent Case/Role within the Language Samples 
Sample # Agent Sample # Agent Sample # Agent 
1 Yes 11 Implied  21 Yes 
2 No  12 Yes 22 No 
3 Yes 13 Yes 23 Implied 
4 Yes 14 Yes 24 Yes 
5 Yes 15 Yes 25 Yes 
6 Yes 16 Yes 26 Yes 
7 Yes 17 Yes 27 Yes 
8 Yes 18 Yes 28 Yes 
9 No 19 Implied 29 Yes 
10 Yes 20 Yes 30 Yes 
 
An examination of the language samples for the Time case/role shows that 19 
students included the case/role of Time, 8 students partially had Time as a case/role, 
and 3 students did not express time at all. To be marked a “yes” for the case/role Time, 
the student had to have clearly used a time phrase other than “on a typical day,” and/or 
a specific clock time. The phrase “on a typical day” did not count as a time phrase if it 
was the only temporal element within the student’s writing as it is a borrowed phrase 
from the question and could be interpreted as having been used as part of a formula for 
answering questions. In addition, students who only used the ideas “usually” or 
“sometimes” were also only given partial credit for the Time case/role. Students who 
used conditional statements got partial credit for the Time case/role as conditional 
statements are related to temporal thinking.  
Table 4.16 shows which language samples showed Time as a case/role, and 





looking at Table 4.16, note that the three students who did not use a Time case/role in 
their writing also did not use the Agent role. This is another indication of the 
relationship between Agency and the ability to understand time concepts.  
Table 4.16 
Presence of Time Case/Role Within the Language Samples 
Sample # Time 
case/role 
Sample # Time 
case/role 
Sample # Time 
case/role 
1 Yes 11 Yes (Agent 
implied) 
21   Partial 
2 Yes (agent no) 12 Yes 22 No (Agent 
no) 
3 Partial 13 Yes 23 No (Agent 
implied) 
4 Yes 14 Partial 24 Yes 
5 Yes 15 Yes 25 Yes 
6 Yes 16 Yes 26 Partial 
7 Partial 17 Partial 27 Yes 
8 Yes 18 Partial 28 Yes 
9 No (Agent 
no) 
19 Yes (Agent 
implied) 
29 Partial 
10 Yes 20 Yes 30 Partial 
  Note. If the Agent role was not present or only implied that has been noted in the parenthetical 
expressions. 
 
While all students were able to respond to the question, not all of the students 
were able to use temporal language to connect ideas to one another in order to provide 
unambiguous information to another person. Six students showed limited use of the 
Agent role, and three of those students provided no temporal information whatsoever. 





ideas of cause and effect are critical to the development of personal agency. In young 
children, agency is developed as the child acts on the environment and then 
experiences results from those actions. Agency is the sense a person has that, “I am a 
person who can do things, and the things I do have a result.” Therefore the cause and 
effect relationship, which must occur in the sequence of, first cause and then effect, is 
the beginning of both the understanding of temporal sequences and in the development 
of agency. While 19 students were able to use the Time case/role, none of the students 
was able to use time to function at a linguistic level of language. This restricted 
language indicates that these students do not see themselves as participating in events 
with other people through time, but rather, they see themselves doing actions in the 
present moment. The next section examines the students’ writing for semantic 
relationships to further explore the relationship among the case/roles within the 
language samples. 
 The students’ writing was examined for semantic relationships using Bruner’s 
Universals, Lucas’ Semantic Relations, and Van Valin’s Generalized Semantic Roles. 
Twenty-five students expressed the Agent- Action/Agent + Action relationship within 
their written samples and five students expressed actions only, but no Agent-Action 
relationship. Fourteen students (46 %) described their own actions with objects as in 
Bruner’s Action-object, (for example, “bite finger”) but none of the students expressed 
the Action + object relationship as described by Lucas’ Semantic Relations (for 
example, “bouncing ball”). The relationship of the action to the object temporally is 
that a particular action with a particular object takes a particular amount of time to 





considered, and of course, the particular thing you cook, plus other particular 
circumstances affect how long the event actually takes. Table 4.17 shows the sample 
numbers for the students who used Bruner’s Universal Agent-action relationship with 
excerpts from the written samples. 
Table 4.17 
Students Showing Bruner’s Universals Action-object Relationship by Sample Number 
Sample number Examples 
1 Sit on my phone; eat my lunch; suppressing panic attacks 
4 Cook dinner 
5 Working on my truck; throwing a football 
8 Do my homework 
9 Eat dinner 
12 Get my homework done 
15 Do my homework 
16 Do chores 
20 Play video games; do homework 
21 Do homework 
23 Eat breakfast, make dinner 
24 Do homework; make dinner 
28 Take the bus; play my ukulele 
29 Clean the house 
 
  We can see that most of the students are able to express the universal of 
Agent-action, and less than half of the students used the Action-object Universal. As 
these Universals are commonly understood by very young children, it would be 
expected that by high school, the students should be able to express all of Bruner’s 
Universal semantic relationships. This indicates restricted language function. The 
limited use of semantic relationships within these language samples also indicates that 
these students are limited in their understanding of the underlying cognitive constructs 





 When evaluating the students’ writing using Lucas’ Semantic Relations, it has 
already been noted that 25 students were able to express the Agent + Action 
relationship as described by Lucas, and none of the students expressed the Action + 
Object semantic relationship. Twenty-three students used the X + Locative 
relationship. This is interesting in relation to this study because location is related to 
space, and time concepts are mapped onto spatial concepts, therefore it is of interest if 
these students use the locative or space case. To view examples from students who 
wrote using the X + Locative semantic relationship see Table 4.18.  
Table 4.18 
Students Using X + Locative by Sample Number 
Sample number Example 
1 To [school name]; at school; in a hallway; in the library; go home 
2 Go to school 
3 Go outside; around the house 
4 Bike to school; get home 
6 To her bus; get back home; get to school 
7 At school; go to school, go home 
8 Walk home from school; go to the gym 
9 Go to school; go to practice; go home 
10 Go to school; go out 
11 Come to school; go home 
12 Go to school; go home 
14 Go to school 
15 On a computer 
16 Go to school; walk home 
17 Go to school 
18 Go to school; go home; go to classes; mom and dad came from work 
20 Go to school 
21 Go to school, get home, go out 
24 Walk to school, walk home 
25 Go to the gym 
26 Go to school 
28 Go to school, take the bus all the way home 
29 Stay home 





 If we look at the semantic relationships within the writing of these 30 students 
from the perspective of Generalized Semantic Roles of Actor and Undergoer, 25 of the 
students expressed the role of Actor, and only 11 students expressed the role of 
Undergoer. Remember from Chapter 2 that the Actor role is a cluster concept for the 
Agent, Experiencer and Instrument roles. And the Undergoer is a cluster concept for 
the Patient, Theme and Recipient roles. Table 4.19 shows examples of the use by the 
students of the Undergoer Role by sample number. 
Table 4.19 
The Undergoer Role by Sample Number 
Sample number Examples 
1 I leave so my sister isn’t late for [school name] 
3 And then help my mom out with things around the house 
6 I wake up at 7:15 to take my little sister to her bus 
7 Drop my sister off at school 
12 Hang out with friends 
16 I pick up my sister 
17 Hang out with my friends; hang out with my family 
18 Hang out with friends; I take care of my siblings 
21 Go out with my family 
27 Hang out with my family 
30 Help my mom 
Note. The Undergoer role is underlined for clarity. 
The limited use of the Undergoer role, taken together with the findings about 
the Semantic Relationships used by the students within the language samples, 
indicates that only about one third of the students considered other people at all in 
their accounts of their typical day. The majority of the students referenced themselves 
as Actors (Agents), but five students did not even include themselves as Actors within 





relationships with other people is limited for many of these students. Table 4.20 
summarizes the findings regarding semantic relationships. 
Table 4.20 
Semantic Relationships by Sample Number 
Brunner’s Universals Sample Numbers Number of Samples 
Agent-action 
1, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 
14, 15, 16, 17, 18, 20, 21, 24, 25, 




1, 4, 5, 8, 9, 12, 15, 16, 20, 21, 




1, 3, 4, 5, 6, 7, 8, 12, 13, 16, 17, 
18, 19, 21, 23, 24, 25, 27, 28, 30 
 
20 (66%) 
Demonstrative marker  0 (0%) 
Feature marker 6 1 (3 %) 
Lucas’ Semantic Relations   
Agent + action 
1, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 
14, 15, 16, 17, 18, 20, 21, 24, 25, 
26, 27, 28, 29, 30 
25 (83%) 
Action + object  0 (0%) 
Introducer+ X  0 (0%) 




X + locative 
1, 2, 3, 4, 6, 7, 8, 9, 10, 11, 12, 
14, 15, 16, 17, 18, 20, 21, 24, 25, 
26, 28, 29 
23 (83%) 
Modifier+ X  0 (0 %) 
Generalized semantic roles   
Actor 
1, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 
14, 15, 16, 17, 18, 20, 21, 24, 25, 




1, 3, 6, 7, 12, 16, 17, 18, 21, 27, 
30 
 
11 (36 %) 
Actions only 2, 9, 19, 22, 23 5 (16 %) 
  
Now that the students’ writing has been examined from the perspective of language 
structures and language functions, the next section evaluates the students’ writings for 





Cognitive Constructs of Time 
 The researcher evaluated the language samples for conceptual metaphors of 
time, particularly looking for evidence of the moving time, moving ego, and 
sequenced time conceptual metaphors. The most prominent common feature among 
the language samples was that all students used the sequenced time conceptual 
metaphor.  For example, the student who wrote Sample 12 wrote, “On a typical day I 
usually wake up, go to school, go home. When I go home I usually immediately get my 
homework done asap. Afterward I get on my bike and hang out with friends.” Here the 
student has listed discrete actions in succession which matches with the succession of 
events sequenced time metaphor. One student (Sample 1) used the moving time 
metaphor when she wrote, “Once my bedtime rolls around, I stay up a few more hours 
on my phone.” Here the moving time metaphor is expressed as bedtime rolling around, 
that is the student remained stationary while time for bed moved around to her. Only 
one student (Sample 4) used the moving ego temporal metaphor when he wrote, 
“…then bike to school go through school get home…” In this example, the student 
was moving and time remained stationary as he went “through school.” This could 
also have a spatial interpretation as well in which he physically walked or biked 
through the school but as a temporal interpretation, school time remains fixed and the 
student moved through that time period. 
The second most prominent feature was that two thirds of the students (20 out 
of 30) made lists of actions they took during the day.  An example of a list of actions 
was found in Sample 2, “wake up shower eat goto school hang out for about ½ hour 





of actions were temporally connected, while several were not. For example in Sample 
20, “On a typical day I go to school and after school I play video games and I do 
homework” the student used the conjunction, “and” to connect the three actions he 
listed. However, three students listed actions and gave no other information (Samples 
9, 19, and 22). For example, in Sample 9, “get up, shower, go to school, go to 
football/track practice go home, eat dinner, do hw, sleep” the student wrote a list of 
actions, that the reader must assume occurred in the order listed, as the students begins 
with, “get up,” which we can assume happened in the morning, and finishes with, 
“sleep,” which we can assume the student meant at night. The students in Samples 19 
and 22 made similar lists, both beginning with, “Wake up,” which also implies the 
morning, but did not take their lists all the way to night.  
 Some students also made lists of actions but provided more information to 
frame the time in which the list of actions occurred. For example, the student who 
wrote Sample 4 began by writing, “I wake up about 8:00 Am,” which confirms for us 
that this is in fact in the morning. The rest of the list was not specific and the reader 
had to assume that these actions were in the correct order. “…then bike to school go 
through school get home do my homework cook diner do what ever is needed.” 
 The student who wrote Sample 6 provided clock time references throughout 
the list of actions so that we can see that the actions are listed in chronological order 
from morning until night. “I wake up at 7:15 am to take my little sister to her bus. 
Then I get back home I sleep unite (sic) 7:40. Then I get to school at 8:35 am to 
3:10pm. I get home at 4:00pm, I eat at 5:30pm. At 6:30 0r 7:30 go to kickboxing. I 





 Table 4.21 shows which of the students made lists and which students did not. 
The students who wrote the samples marked “list with no connectors” simply listed 
actions with no temporal conjunctions or connectors. Students who wrote lists but 
used temporal conjunctions or connectors are marked “list with connectors.” One 
student wrote a list of actions with corresponding clock times (see Sample 6 above). 
Finally, students who used a writing construction other than a list are marked with 
“no” as they did not make a list of actions.  
Table 4.21 
Samples That Show a List of Events 
Sample # Actions 
Listed 
Sample # Actions 
Listed 
Sample # Actions 
Listed 
1 No 11 list with 
connectors 
21 list no 
connectors 
2 list no 
connectors 
12 list with 
connectors 
22 list no 
connectors 
3 list with 
connectors 
13 no 23 list no 
connectors 
4 list with 
connectors 
14 list with 
connectors 
24 list with 
connectors 
5 List with 
connectors 
15 no 25 no 
6 list of times 
in order 
16 list with 
connectors 
26 no 
7 list with 
connectors 
17 list no 
connectors 
27 no 
8 no 18 list with 
connectors 
 
28 list with 
connectors 
9 list no 
connectors 












Without interviewing each student who wrote a list of actions, we cannot say 
for sure what order the student intended to convey; however, some evidence indicates 
that, in general, the students intended the reader to assume that the actions listed were 
completed in the order listed. For example, 12 students began their responses to the 
question. “What do you do on a typical day?” by referring to waking up, getting up or 
getting out of bed, 5 students began with school and one student began with the 
morning. Since we know that, in general, people wake in the morning, we can assume 
that the students that started with “wake” meant that the first thing they do on a typical 
day is wake up. Students who began their responses with school, left out what they do 
prior to school. Of the students that began with the idea “wake” 5 students ended with 
sleep, 4 ended with after school, and 2 ended with the evening. When we look at the 
language samples for students who started with the ideas of “wake” and ended with 
the ideas of “sleep,” we can see that the actions that happened in between waking and 
sleeping appear to be listed in the order they occurred. 
When we examine Sample 6, “I wake up at 7:15 am to take my little sister to 
her bus. Then I get back home I sleep unite 7:40. Then I get to school at 8:35 am to 
3:10pm. I get home at 4:00pm, I eat at 5:30pm. At 6:30 0r 7:30 go to kickboxing. I 
take a shower at aroud 9pm. Go to sleep at 10:30pm.” we see that the student begins 
her day by waking up and ends her day with going to sleep, and the actions listed 
between waking and sleeping are clearly told in the order they occurred. We know this 
because the student gave us specific clock times for many of her actions. This shows 
that the student knows the clock time for specific activities and that she lists those 





 In Sample 24, “Usually in a typical day I wake up around 6:40 am. get ready 
leave and walk to school at 8:10 am. My day starts with band and ends with AP 
environmental science. Afterwards I walk home. When I get home I usually take a 30 
minute rest just laying doing nothing, then I do chores, do  homework, make lunch for 
next day and then go to sleep.” the student also begins by telling us the clock time at 
which she wakes, and then the clock time she leaves for school. She does not give us 
clock times for the rest of her activities, but it is clearly sequenced as school, followed 
by going home after school, followed by activities at home until bed time. However, 
within the time frames (school, and after school) the student used no time markers to 
indicate the order of activities so we don’t know if she does chores first and then 
homework or the other way around. 
 The students who wrote Sample 7, “I wake up get ready for school, drop my 
sister off at school, go to school. If I have dance team practice I go to practice if I 
have dance class I go to class. Then I go home do my homework, eat and go to bed.” 
also appears to have written her ideas in the order they occur, though it is not clear 
whether her dance team and dance class are part of school or after school as it sounds 
like she chooses between dance team and class but then does she go home? Also, it is 
not clear what she means when talking about her sister. Do they go to different 
schools? The meaning is not clear. 
 Sample 9 is a stark example of a list in the order of occurrence. This student 
did not provide either the Agent role or the Time role, but rather gave a list of actions. 
Since we know that the first thing anyone usually does in a day is get out of bed, and 





morning until early afternoon for high school students, and that football practice is 
usually after school, we can assume that all the action are listed in the order he does 
them in when he wrote, “get up, shower, go to school, go to football/track practice go 
home, eat dinner, do hw, sleep.” 
 Nine students began their account of their typical days with school. Two 
students told their day from school to sleep time, and seven students gave accounts 
starting with school and going to after school times. Again, the assumed sequence is 
the student did this, then this, then this, in the order the actions occurred. For example, 
in Sample 16 the student wrote, “On a typical day I go to school in the morning. After 
school I pick up my sister. Walk home and do chores.” As with the students who 
began their responses with “wake,” the students who began their responses with 
school made a distinction that school occurred before after school activities. See 
Appendix M for the language samples that began with school time. 
Two students told only about a part of their day and skipped the other parts of 
their days. This suggests that these students do not understand the “typical day” 
referent of the question. For example, the student who wrote Sample 8 only gives 
information about after school, “On a typical day I walk home from school, everyday 
of the week. then do my homework and go to the gym. The reason why I go to the gym 
is because I want to get ready for the criminal justice.” The student who wrote 
Sample 15 only gave information about the beginning of her day, “On a typical day I 
wake up at 6:30 and do my homework on a computer, since I do online school.” 
Only two students mentioned weekend days versus school days. The student who 





example, “On a school day I usually hang out with my family and on a weekend I hang 
out with friends.” while the student who wrote Sample 10 mentions weekend days, he 
does not make it clear that weekend days are different from school days. For example, 
“I go to school then go home I’ll go out sometimes If I have time to. On weekends I 
work all day” 
Seven students wrote their responses in such a way that it could not be assumed that 
they were listing activities in the order they occurred. For example, the student who 
wrote Sample 13 wrote, “in school I try to manage my work time well and to compleat 
my work I also attend school and I’m never late or tardy to class.” This response does 
not answer the question, “What do you do on a typical day?”   it only lets us know that 
she attends school and tries to manage her work time, and for both ideas she is 
redundant. No mention is made of what she actually does during a typical day. 
Another student left out school altogether though she did mention doing homework 
when she wrote, “I watch tv. & go outside to skate sometimes I’ll do a little h/w and 
then help my mom out with things around the house.” These writings indicate 
restricted thinking, as answering the “Typical day” question requires maximum 
displacement in time and these samples show limited displacement. This indicates that 
these students are not thinking at the concrete to formal level expected of high school 
students.  See Appendix N for all seven responses that were not lists.  
The analysis of what part of the day the students start and end their writings 
with is an effort to discern if the students are listing their activities in the order they 





previously discussed. The category named “unspecified” includes the students whose 
responses could not be assumed to be in the order they were told.  
Table 4.22 
Samples organized by Concept Sequences 
   Concept Sequences  Sample Numbers Number of students in 
category 
Starts with wake 1, 2, 4, 6, 7, 9,   12, 15, 19, 
22, 23, 24 
12 (40%) 
Wake to sleep 1, 6, 7, 9, 24 
 
5 (16%) 
Wake to after school 2, 12, 19, 22 
 
4 (13%) 
Wake to evening 4, 23 
 
2 (6%) 
Starts with school 10, 11, 14, 16, 18, 20, 21, 
26, 28 
9 (30%) 
School to sleep 
 
18, 28 2 (6%) 
School to after school 10, 11, 14, 16, 20, 21, 26 
 
7 (23%) 
Part of day only 8, 15 
 
2 (6%) 
School day vs. weekend 10, 27 
 
2 (6%) 
Unspecified 3, 5,  10, 11, 13, 14, 17, 
25, 29, 30 
10 (33%) 
 
Based on the idea that students tell about their typical day in the order their 
actions occur, the researcher assumes that the students who made lists of their 
activities made their lists in the order they occur. To check this, the samples that were 
lists were compared to the sequence categories and evaluated to see if this assumption 
holds true. While it appears that the students know the concepts of what happens in 
order but they do not mark these temporally for the most part. This means that some of 





gives the order in an exact sequence. In other words, we don’t know if they left things 
out or if some of their activities are in a different order. The fact that they do not make 
propositions about a typical day tells us that they may not use time to order their day 
except with the clock or external measures. Table 4.23 shows both the concept 
sequence and whether or not the student wrote a list. It should be noted that doing 








Start and End Points within the Language Samples 
# List Sequence In 
order
? 
# List Sequence In 
order
? 
# List Sequence In 
order
? 
1 Yes wake to 
sleep  
Yes 11 Yes School to 
after 
school 




2 Yes wake to 
after 
school 
Yes 12 Yes wake to 
after 
school 






No 13 No unspecifie
d 
No 23 Yes wake to 
evening 
Yes 
4 Yes wake to 
evening 
Yes 14 Yes School to 
after 
school 





No 15 No wake to ? No 25 No unspecifie
d 
No 
6 Yes Wake to 
sleep 
Yes 16 Yes morning 
to after 
school 




7 Yes Wake to 
sleep 
Yes 17 Yes unspecifie
d 




8 No after 
school  
Yes 18 Yes school to 
sleep    
Yes 28 Yes school to 
sleep  
Yes 
9 Yes Wake to 
sleep 
Yes 19 Yes wake to 
after 
school 
Yes 29 No unspecifie
d 
No 
10 No School to 
after 
school 
Yes 20 Yes school to 
after 
school 




 In addition to using conceptual metaphors of time to indicate temporal 





past, the present and the future. All of the students in this study were able to express 
ideas about the present, one of the students expressed ideas about the past, and only 
three students expressed ideas about the future. Ideas about the future are called 
prospection, and among the three students who used prospection within their writing, 
one made a prediction and the other two used the idea of planning. The student who 
wrote Sample 1 made a prediction when she wrote, “... By english class I’m likely 
suppressing panic attacks.” The student who wrote Sample 8 told us that he goes to 
the gym “to get ready for the criminal justice program.” This clearly shows that this 
student is using prospection to plan for the future. And the student who wrote Sample 
25 was also planning for the future when he explained that he goes to the football field 
“to better my skills for next season.” 
 Finally, the researcher looked at the temporal displacement of the language 
within the students’ language samples. In order to answer the typical day question, the 
students would need a symbolic or formal maximum displacement of thinking about 
time to create temporal propositions. Making lists of the activities of the day may 
relate to concrete thinking with some displacement, while the students who wrote with 
very restricted language and showed limited displacement would be thinking at a pre-
operational cognitive level. All the students wrote their ideas as if they were 
happening in the here and now only, with three students who were able to think 
forward into the either immediate future, or the near future. None of the students 
showed enough temporal displacement to indicate that they are able to use complex 
conceptual thought to consider the flow of time or other times than now. Table 4.24 






Chart Comparing Samples by Cognitive Construct 
Sample # List of Actions Temporal Metaphors Sequence Prospection Temporal 
Displacement 
1 no sequenced activities wake to sleep  prediction here and now + 
prediction 
2 list  sequenced activities wake to after school none here and now  
3 list  sequenced activities Unspecified none here and now  
4 list  sequenced activities Wake  to evening none here and now  
5 list  sequenced activities unspecified none here and now  
6 list  sequenced activities Wake to sleep none here and now  
7 list  sequenced activities Wake to sleep none here and now  
8 no sequenced activities after school  planning here and now  + 
planning 
9 list  sequenced activities Wake to sleep none here and now  
10 no sequenced activities Unspecified none here and now  
11 list  
 
sequenced activities unspecified none here and now  
12 list  sequenced activities wake to after school none here and now  
13 no sequenced activities Unspecified none here and now  
14 list  sequenced activities unspecified none here and now  
15 no sequenced activities Wake to ?  none here and now  
16 list  sequenced activities morning to after school none here and now  
17 list  sequenced activities unspecified none here and now  
18 list  sequenced activities School to sleep none here and now  
19 list  sequenced activities wake to after school none here and now  
20 list  sequenced activities School to after school none here and now  
21 list  sequenced activities School to after school none here and now  
22 list  sequenced activities wake to after school none here and now  
23 list  sequenced activities wake to evening none here and now  
24 list  sequenced activities wake to sleep  none here and now  
25 no sequenced activities unspecified planning here and now  + 
planning 
26 no sequenced activities School to after school none here and now  
27 no sequenced activities School to sleep none here and now  
28 list sequenced activities School day vs. weekend none here and now  
29 no sequenced activities unspecified none here and now  





Summary of Findings 
In this section, the findings for each sub-question are discussed, followed by a 
discussion of the findings as they relate to the main research question (How do high 
school students at a technical high school in the Pacific Northwest represent time in 
written language samples?), beginning with the first research sub-question, “What 
surface forms of time do the samples show?” All 30 students used verb forms within 
their writing but not all of the students used tense to indicate time. Twenty-two 
students wrote using the base form of verbs only, and 23 students used only simple 
present tense. Only five students used tense forms other than simple present tense, 
while 12 students used verb forms but the tense was ambiguous and a particular tense 
could not be identified. Only six students used modal verbs within their writing, with 
one of those students incorrectly using the modal verb. Four students used indicative 
conditionals to express real or possible contingencies. Two students used no time 
words or phrases, 24 students used one or more temporal adverb or adverbial phrase, 
seven students used temporal nouns or noun phrases, 23 students used temporal 
conjunctions, and 18 students used temporal prepositions. These findings suggest that 
the students mostly expressed here and now ideas, and are not yet using temporal 
structures at the level one would expect from high school students. Table 4.25 shows a 







Sub-question 1: Surface Forms of Time 
Surface Forms 
 
Specific Form # of 
Students  
Verb forms and tense Base form verbs 
Base form verbs only 






5   (16%) 
12 (40%) 
 
Modal verbs 5 correctly 
 
6  (20%) 
Conditionals Indicative (real or possible) 4  (13%) 
 
Time words and phrases None 
Temporal adverbs and phrases 
Temporal nouns and phrases 
Temporal Connectors/conjunctions 
Temporal prepositions 
2  (6%) 
24 (80%) 




The second research sub-question asked, “Do the language samples contain 
temporal propositions as defined by the Temporal Analysis of Propositions (Arwood 
& Beggs, 1992)?” In order to answer this question, the Temporal Analysis of 
Propositions (TemPro) asks five questions to determine if temporal propositions are 
present within a given language sample. The first question actually contains two 
questions so it has been subdivided into questions 1a and 1b. Question 1a asks, “Is 
there a logical sequence of events?” This study found that none of the students wrote 
logical sequences of events. Question 1b asks, “Do ideas refer back to previous ideas? 
Eight students referred to previous ideas within their writings. Question 2 asks, “Do 
temporal words function to connect one idea to another through time?” Two students’ 





use of temporal words partially functioned to connect ideas through time. Twenty-four 
students’ use of time words did not function to connect ideas through time. Question 3 
asks, “Does the tense usage function to create a natural sequence?” Only one student 
used tense to create a natural sequence, while the rest of the students used static 
present tense or ambiguous tense, so did not create a natural sequence using tense. 
Question 4 asks, “Is there shared meaning without the listener making inferences?” 
Only one student wrote a response that the reader did not have to make inferences to 
understand. The other 29 students required the reader to infer one or more idea within 
their responses. Question 5 asks, “Are there a minimum of three ideas that are 
connected temporally to establish a proposition?” While eight students did refer to 
previous ideas, none of them connected three ideas temporally; therefore none of the 
thirty students wrote temporal propositions as defined by the TemPro. This indicates 
that the students are not yet at the linguistic level of semantic development which is 
the level of development expected for student of this age (Arwood, 1991). Table 4.26 








Findings for Sub-question 2: Responses to the TemPro Questions 
TemPro Question Number of students scoring “yes” 
1a. Is there a logical sequence of events? 0 
1b. Do ideas refer back to previous ideas? 8 
2. Do temporal words function to connect 
one idea to another through time? 
2   yes   4 partial 
3. Does the tense usage function to create 
a natural sequence? 
1   yes   1 partial 
4. Is there shared meaning without the 
listened making inferences? 
1 
5. Are there a minimum of three related 
ideas (referring) that are connected 




Research sub-question 3 asked, “What speech acts, case roles, and semantic 
relationships are found within the students’ writing?” To answer this question, the 
researcher completed another cycle of coding in which the language samples were 
examined for speech acts, case roles and semantic relationships as they relate to time 
in the student writing. For speech acts, the findings were that the students all were able 
to perform the primitive speech act of responding. The majority of the students listed 
the actions of their day, possibly in the order of occurrence, which may constitute 
another primate speech act called listing. All of the students used the case role Action, 
but not all of the students used the case role Agent/Actor. Twenty-five students used 
the Agent/Actor case role but 5 students did not, with 3 students completely leaving 
out the Agent/Actor case role and 3 students partially leaving out the Agent/Actor case 
role.  Twenty-three students expressed the Locative (space) case and 18 students 





action semantic relationships, and 23 students expressed X + locative (space) semantic 
relationships. See table 4.27 for a chart of these findings. 
Table 4.27 




Findings Number of Students 
Speech acts Primitive Speech Acts-  
   Response 













30 (100%)   
23 (76%) 
18 (60%) 
Semantic relationships Agent-action 




Note. Sub-question 3: What speech acts, case roles, and semantic relationships are found within the 
students’ writing? 
 
The fourth research sub-question was, “What cognitive constructs of time 
and/or conceptual metaphors of time do the samples show?” Beginning with 
conceptual metaphors, 30 students used the sequenced time conceptual metaphor, 0 
students used the moving time metaphor, and 0 students used the moving ego 
metaphor. Twenty students created lists of actions; 13 of those students wrote lists 
with connectors, 6 students wrote lists without connectors, and one student wrote a list 
of actions with clock times in chronological order. One student wrote a partial list with 
no connectors, and 9 students did not write lists. Only one student indicated any 





students indicated thoughts about the present. There was limited temporal 
displacement found as most of the students presented here and now ideas almost 
exclusively. Table 4.28 shows a chart of the cognitive constructs found. 
Table 4.28 
Sub-question 4: Cognitive Constructs and Conceptual Metaphors of Time 
Metaphor or Cognitive Construct Number of students 
 
Sequenced time metaphor 
Moving Ego metaphor 
Moving time metaphor 
 
30 (100%) 
1   (3%) 
1   (3%) 
 
Lists of actions: all 
   Lists of actions: With connectors 
   Lists of actions: Without 
connectors 
   Lists of times in chronological 
order 
Partial list: No connectors 




6   (20%) 
1   (3%) 
1   (3%) 
9   (30%) 
Thinking about the past  
Thinking about the present 
Thinking about the future: 
Prospection 
     Prediction 
     Planning 
1   (3%) 
30 (100%) 
3   (10%) 
1   (3%) 
2   (6%) 
 
Temporal displacement: Now 30 (100%) 
  
 Returning now to the main research question (How do high school students at 
a technical high school in the Pacific Northwest represent time in language samples?), 
we can use the findings from each sub-question to answer the main research question. 




























Time words and 






























level of cognition 
 
 Based on the findings of sub-questions one through four, it can be concluded 
that the high school students in this study can express actions but most of them do not 
view these actions in time. Rather they see themselves doing actions as making up the 
time element of a day, even though many of the students used surface forms of time 
within their language.  
Time concepts for a typical day require thinkers to be able to understand the 
temporal relationships among ideas. The students demonstrated limited use of tense 
and time words to show how one idea connects to another through time and in some 
cases did not represent time at all within their writing. These students did not use 
temporal propositions as defined by the TemPro (Arwood & Beggs, 1992); rather they 





the TemPro, these students all are functioning at a restricted pre-language function 
level of language development (Arwood & Beggs, 1992) when they are at an age in 
which the linguistic level of language function is expected. This suggests that their 
language is restricted to separate ideas or activities that are spatially stacked not 
temporally interrelated. Such restriction would create a disconnect for these students 
between their linguistic ability to represent their thinking (visual spatial) in a culture 
that expects time based functions. 
While these students did not use temporal propositions within their language, 
they did perform the primitive speech acts of responding and listing. The primitive 
speech act of listing connects with the conceptual time metaphor of sequenced time in 
which actions are placed in relative sequence to one another and the writer is not 
moving forward or backward though time mentally. This shows that the students’ 
temporal displacement is in the now only, and based on the analysis of case roles, the 
students think mainly of themselves only. These findings indicate that these students, 
who should be expected to have reached the formal level of cognitive function, are 
still functioning at the preoperational (ages 3 to 7) level of cognitive function in which 
they are central to the activities placed in space around them. A typical day consists of 
what they do stacked in space, not activities within the time of a day. 
Now that we have looked closely at the contents of the students’ writing, we 
can see that while the students used a variety of temporal structure such as tense and 
time words within their language, few of them wrote in grammatically correct English 
for the expression of time. In addition, none of the students’ language is functioning at 





expressed in relation to each other to create temporal propositions. Finally, all the 
students are thinking mainly about the here and now in terms of temporal concepts, 
and rather than using temporal expressions and metaphors to show the flow of time, 
the majority of these students are using a list of actions with the reader assuming that 
the actions occur in the order in which they are listed. Chapter 5 provides a discussion 







Chapter 5: Discussion, Conclusions, and Recommendations 
Chapter Five provides a summary of the study and findings, a discussion of the 
findings, implications or significance of the findings, limitations of the study, future 
research based on the study, conclusions related to the findings, and recommendations 
for educators.  
  This study involved a qualitative analysis of thirty written language samples 
collected in response to the question, “What do you do on a typical day?” The 
language samples were collected by a special education liaison teacher from high 
school students at a technical high school as part of their intake into the program. The 
original data set included 166 language samples from both special and general 
education students. Within this study, thirty of those samples met the selection criteria 
that the students be general education students whose language samples were 
accompanied by complete demographic information.  
The purpose of this study was to examine the use of time-concepts in the 
written language samples collected from high school students at a technical high 
school in the Pacific Northwest.  The following research question, along with four 
sub-questions, was used to examine the use of time in the language samples.  
Main research question: 
How do high school students at a technical high school in the Pacific 
Northwest represent time in written language samples? 
Sub-questions: 






2. Do the language samples contain temporal propositions as defined by the 
Temporal Analysis of Propositions (Arwood & Beggs, 1992)? 
3. What speech acts, case roles, and semantic relationships are found within the 
students’ writing? 
4. What cognitive constructs of time and/or conceptual metaphors of time do the 
samples show? 
To conduct the study, four main rounds of qualitative analysis were conducted, 
one for each of the research sub-questions. In the first round of analysis, the language 
samples were examined for language structures of time. To collect data to answer the 
first sub-question, (What surface forms of time do the samples show?), seven rounds 
of analysis were completed looking for the following time structures: verb forms, and 
tense; modal verbs; conditionals; temporal adverbs, and adverbial phrases; temporal 
nouns, and noun phrases; temporal connectors/conjunctions; and temporal 
prepositions. The second main round of analysis used the TemPro (Arwood & Beggs, 
1992) to evaluate the language samples for temporal propositions. Within the TemPro, 
there are five questions to answer for each language sample, so, each question became 
a separate round of analysis. Data for the third sub-question was obtained through 
several rounds of analysis looking for speech acts, case roles, and semantic 
relationships as they relate to time. Finally, data for the fourth sub-question was 
obtained through several rounds of analysis looking for conceptual metaphors of time, 
evidence of thinking about the past, present, and future, and temporal displacement. 
The findings of the study showed that structurally, the students all used base 





being ambiguous for tense. They had very limited use of modals and conditionals, and 
while many of them used time words and phrases, those time words and phrases were 
not always used meaningfully. Additionally, very little of the students’ writing was 
grammatically correct. None of the students wrote using temporal propositions as 
defined by Arwood and Beggs (1992) and the students all showed restricted language 
function within their writing. For primitive speech acts, all of the students were able to 
make a response, and a large number of the students made lists of actions. Most, but 
not all, of the students used the agent semantic role, and more of the students used the 
locative semantic role that used the time role. The most frequent semantic 
relationships used within the written language samples was the agent-action 
relationship followed by the X + locative relationship as the second most frequent 
semantic relationship. All of the students used the sequenced time metaphor with one 
student using the moving ego metaphor and another using the moving time metaphor. 
Two thirds of the students made lists of actions in the order of occurrence. The 
students were mostly limited in temporal displacement and many wrote in the here and 
now only. This indicates that cognitively, the students are functioning at a 
preoperational (ages 3-7) level of development for time. 
Discussion of Findings 
Structurally, many of the students did not represent time grammatically and no 
temporal propositions were created. Instead, the majority of the students represented 
their conception of a “typical day” as a list of activities. The students all displayed 
restricted language function within their writing, and analysis of the cognitive content 





This discussion begins with examining the speech act and semantic roles and 
relationships used by the students, followed by a discussion of the cognitive constructs 
of time used by the students. Finally, the findings are examined as they relate to the 
correlation hypothesis (Clark, 1973). 
For speech acts, all of the students were able to perform the primitive speech 
act of responding. Even when the responses may not have made sense to the reader, 
the students’ intent to respond still existed. This is not unexpected as small children 
are able to perform the primitive speech act of responding and these students are in 
high school. Two thirds of the students used the possible primitive speech act, listing, 
within the response primitive speech act. This use of listing as a possible primitive 
speech act assumes that the listener or reader of the responses knows that the 
speaker/writer intended that the listener knows that the list is in order of occurrence. 
This is because a speech act is not complete until the message is received (Searle, 
1969), and the only way that a list can be received as being in order of occurrence is if 
the hearer already knows that lists are in order of occurrence. This is an area of 
possible future research in which students could be asked to respond to the question, 
“What do you do on a typical day?” and then, if their response appears to be a list, the 
student can be asked a follow up question to find out if the actions listed are in order 
of occurrence. 
We now move to case roles as they relate to time. While it may seem essential 
to use the case role agent/actor, five students wrote their responses without the 
agent/actor case. This indicates that the students know that actions occur during their 





This is related to this study because the cause and effect temporal relationship is 
related to the development of agency (Desantis et al., 2016). That is, when a young 
child performs an action and then sees that the action has a particular result, and that 
the action always comes first before the result, and the result always comes after the 
action; this builds the idea of agency. The child recognizes that she is a person who 
can do things and that actions and outcomes always occur in the same temporal order 
and that she has the power to effect change and that there is a sequence to the 
occurrence of change. Thus the development of agency is also a step in the 
development of temporal understanding. As children mature, their agency increases so 
that they can see themselves working together with other people doing a variety of 
tasks in a variety of settings. For example, when students participate in athletics, they 
need to see themselves as a part of a team working together with others to accomplish 
a goal. The same is true for students who participate in band, theatre or any other 
group activity. If students cannot see themselves as agents in relation to other people, 
then they will have difficulty fully participating within the school and home 
community life. The ability to function in a group is a concrete (8-11 years old) level 
of cognitive development. The students in this study, when given an auditory formal 
level of displacement question, are functioning at a preoperational (3-7 years old) level 
of cognition for time, so it would be expected that they have difficulty coordinating 
activities with other people. This links to the next idea that will be discussed; the 
undergoer role, as the undergoer represents the other people in the students’ writing. 
The connection the role “undergoer” makes to temporal language is a little less 





with the agent/actor (Van Valin, 1999). Only 11 students indicated that there were any 
other persons involved in their typical day. This indicates that nearly two thirds of the 
students did not tell about the other people with whom they share their lives. This 
indicates a pre-operational (ages 3-7 years-old) level of thinking, in which the student 
thinks only of himself and does not consider others in his mental picture of his day. 
This connects to this study in two ways. First, persons who are thinking at the pre-
operational level cognitively do not think about society’s expectations of time. 
Second, thinking about time from a “self” perspective does not consider the 
perspective of other people. Limited perspectives can have an effect on their ability to 
plan and coordinate in time with others to complete shared tasks. That is, not 
considering others means that we may have difficulty coordinating with others through 
time. For example, a student slowly moseys to the parent pick up area as the parent 
waits impatiently to take the child to an after school appointment. The child is not 
thinking of the parent’s waiting, but rather fills the space himself moseying from one 
place to the next. The former example of the parent “waiting” is temporal; the latter 
example of the child moving from point A to point B is spatial. Culturally, the 
dominant US approach to actions by agents is set in time, not space; however these 
students seem to be using space, not time to define the action of their day. This 
suggests that these students would benefit from visual thinking strategies to help them 
to see the space of time not only in relation to themselves, but in relation to the needs 
of others as well. 
The finding that all the students used the action case, even when they did not 





and spatially. Since the visual system is linked to the shared hand and eye movement 
circuitry, the action may be perceived in a listing of relationships in space by those 
students who think visually; whereas culturally, the expectation is that students are 
able to think about action as a temporal concept that takes time or distance to 
complete. The findings of this study support the idea that the majority of students 
think with visual cognition, given that they used a response and listing form of 
primitive speech acts to express the spatial concepts, not temporal concepts of time. 
Remember that time or duration is an acoustic feature, not a visual feature and much 
of the programming used in education in the US is sound based rather than visual in 
nature. A classic example of this in education is the use of phonics instruction to teach 
reading. This is a very sound based approach that seems to be a mismatch for students 
who think in a visual way. 
Now looking at the use of the locative (space) case within the students writing, 
more students used the locative (space) case than used the time case. This connects to 
the literature about learning temporal and spatial concepts. Many time concepts are 
mapped onto spatial concepts therefore it is thought that children learn spatial 
concepts first, and then map temporal concepts onto the spatial concepts (Kranjec, 
2010). Since these students all have shown difficulty with temporal language it makes 
sense that more of them can use the developmentally easier domain of space than can 
use the time domain. Which brings us to thinking about thinking about time; the next 
section is about findings of cognitive constructs of time.  
 It is interesting that all 30 students wrote using the sequenced time conceptual 





student used the moving ego conceptual metaphor. This indicates that the majority of 
these students do not see themselves as moving through time, nor do they see time 
moving through and past them, rather, they see a sequence of events in relative time to 
each other which means these actions occur in relationship to each other in space, not 
in time. Each action takes up space where one item is stacked onto another action in 
space across the space of a day. This is like the student seeing one frame of themselves 
in a cartoon, then another frame and another frame. The students may not understand 
that time goes through the space of theses frames (how slow or how fast I go does not 
have anything to do with the movement of time on a clock which is a constant 
measurement), likewise, it s possible that these students do not see how they can do 
more activities in a day if they move faster. Instead, they use their actions as a stack of 
actions with no duration or time element. This could present these students with 
difficulties in working and coordinating plans with others through time, such as 
planning how long an activity will take to complete as well as knowing when to leave 
for a particular destination in order to arrive at a given clock time. 
Evidence that the students made their lists in the order the actions occur, is 
embedded in many of the language samples. For example, in Sample 6, the student 
wrote, “I wake up at 7:15 am to take my little sister to her bus. Then I get back home I 
sleep unite 7:40. Then I get to school at 8:35 am to 3:10pm. I get home at 4:00pm, I 
eat at 5:30pm. At 6:30 0r 7:30 go to kickboxing. I take a shower at aroud 9pm. Go to 
sleep at 10:30pm.” The student gave us clock times so we can see that the intention 
was to list the ideas in the order in which they occurred. In addition, this indicates that 





action is located on the face of the clock in the space of the clock. Most of the students 
did not give clock times, but we know from our own knowledge of the culture in the 
Pacific Northwest, that typically the first thing a person does in a day is wake up. So, 
when a student begins their writing with “wake up” we can assume that is actually the 
first action of the day and that this occurs in the early morning. But, we are assuming 
based on our experiences that the action of getting up is found at the beginning of the 
space of the day. Twelve students began their writing with waking up.  For example, 
Sample 2 begins with “wake up” and then lists other activities of the day, which 
logically make sense when thought of as occurring in the order in which they are 
listed.  Sample 2:  “wake up shower eat goto school hang out for about ½ hour with 
friends after school play videogames or skateboard.” This type of clock time attached 
to the list assumes that the listener “sees” the actions within the space of the day. The 
students did not indicate there were actions occurring in time. 
We also have cultural knowledge that the last thing a person usually does in a 
day is go to sleep. Seven students ended their accounts with going to sleep and five 
students began with waking up and ended with going to sleep. For example, in Sample 
7 the student wrote, “I wake up get ready for school, drop my sister off at school, go to 
school. If I have dance team practice I go to practice if I have dance class I go to 
class. Then I go home do my homework, eat and go to bed.” Again, it makes logical 
sense to assume that this student listed these actions in the order they occurred, 
realizing that quite a bit of their day was also left out. Nine students began their 
accounts by telling us they went to school. Again, we have cultural knowledge that 





school occurs in the afternoon. Based on this evidence, it is reasonable to assume that 
the students intended that the reader assume their actions were in the order in which 
they listed them. However, these actions in the space of a day do not indicate that time 
is an important construct of what defines a typical day for these students. In other 
words, these students are using actions as defining the day. Stacking these actions or 
activities together make up “the day.” But the dominant US culture expects actions to 
take time; and, therefore, the student should be writing their responses to a “typical 
day” based on their understanding that day is a time frame for what they do typically. 
All of the students in this study are able to think about the present time but 
thinking about the past and the future was very limited within this group of students. 
This suggests that they see themselves moving through the space of a day; but they do 
not see their day temporally limiting what they can do within that time frame. Only 
three students indicated thoughts about the future, two were planning for next steps in 
their lives, while one predicted how she will feel in the immediate future. The fact that 
most of the students referenced the present only indicates that theses students have 
limited understanding of temporal displacement and think mainly in terms of now. 
This indicates that these students are functioning at the preoperational (ages 3 to 7) 
level of cognitive development of time when given a time-based formal level question 
to address. This limitation in thinking about time, in a time-based culture, might affect 
how well students are able to set goals, plan activities, turn in homework on time, etc. 
It would be interesting to do more studies around what the behaviors related to time 
might be with these students. For example, do they turn their assignments in on time? 





Certainly, this researcher has worked with many students that families report the 
students cannot set goals, plan, or be on time. 
 As the correlation hypothesis was taken as a given within this dissertation, it 
seems important to write about how the language constructs and cognitive constructs 
within these students’ writings mirror one another. Table 5.1 shows a comparison of 
the findings from cognitive and language constructs perspective. 
Table 5.1 
Correlation Hypothesis Mirrors 
Cognitive Constructs Language Constructs 






Base form verbs and present tense 
Now 
Level of cognitive function 
Preoperational: ages 3-to-7 
Level of language function 
Restricted pre-language function: ages 
3-to-7 
 
The sequenced time conceptual metaphor dominated these students’ writing 
and among those thirty students, twenty of them made lists of actions they take on a 
typical day. This corresponds with the language construct, of listing, found in twenty 
of the thirty samples. When looking at temporal displacement, the language structures 
and the language functions indicated that the students think in the present time mainly, 





metaphor, temporal displacement is also indicated to be “now.” Difficulty thinking 
about and expressing ideas that are temporally displaced means that these students will 
struggle with time based tasks such as completing assignments on a time schedule, 
analyzing past events from both their own lives and from history, as well as planning 
for the immediate and distant future. 
The third mirror found between cognition and language within these students’ 
writing is that the levels of cognitive function and of language function match in terms 
of the expected age group of the developmental level. The students within this study 
have an age range of 15 to 18. The corresponding level of cognitive function should be 
the formal level and the level of language function should be at the linguistic level. 
This indicates that these students are well behind where educators would typically 
expect them to be at this age. Students who are functioning at the linguistic level of 
language function and are formal thinkers (age 12 +) can consider the perspectives of 
other people, as well as consider the higher good for a group such as a school class, 
family, or whole society. Formal thinkers can use language as a tool for accessing 
symbolic thinking about ideas that cannot be physically felt, heard, experienced, or 
seen such as, loyalty, liberty, justice or economics. Students who are functioning at the 
pre-operational level of cognitive development are functioning at the lowest level of 
conceptual meaning in which concepts relate to what the person knows based on 
personal experience. Pre-operational thinkers are not yet able to consider the needs of 
others, or effectively participate in group work or projects (Arwood, 2011). The next 





Implications and Recommendations 
 Students who struggle to use time within their language and cognition are 
likely to struggle with a variety of areas related to time. This includes: planning for the 
immediate and more distant future, completing assignments and turning them in on 
time, arriving at school and to classes on time, performing advanced mathematics, 
understanding historical and geological time, understanding biological and chemical 
processes, retelling events in a logical sequence, and writing for school assignments. 
Additionally, high school students who struggle with time concepts may have 
difficulty attending a job in a timely fashion, planning and completing tasks at work 
efficiently, and coordinating with other people to complete tasks and projects. 
 Within the educational setting, high school students are expected to be able to 
manage their own time, complete assignments on time, and perform intellectually at a 
formal level of cognition. This group of students is two levels below their expected 
levels of function for both language and cognition. This means that they will need to 
receive modified instruction in order to raise their level of language and cognition so 
that they can learn high school level material. In particular, these students will benefit 
from visual language and thinking strategies, such as Viconic Language Methods™ 
(Arwood, 2011), to help them see themselves working with other people to 
accomplish tasks over time. As we know that learning takes place as a result of 
environmental experience, and that language assigns meaning to those experiences 
through expanding time structures (connectors, etc.), through extension of meaning 
(temporal propositions), and through the modulation of time (past, present, future 





temporal concepts in relationship to themselves and to others.  That is, they will 
benefit from learning about the “who, what, where, when, why, and how” of each new 
concept as those ideas relate to themselves, and to others across time. Simply focusing 
on the “when” or time ideas only, as an intervention for these students, will not be as 
effective for these students as focusing on all the semantic constituents of time marked 
as who, what, where, why, and how as well as when; as “when” is fundamentally 
related to the time element of “who, what and where” as well as “why” and “how.”  In 
other words, deepening their thinking about themselves in relation to the temporal and 
spatial displacement of doing things at other times, in other locations, with other 
people, will assist these students to acquire temporal concepts.   
In order to facilitate student acquisition of the semantic relationships based on 
the NsLLT (Arwood, 2011), Mabel Brown, Senior Consultant and Business Manager 
at the Arwood Pragmaticism Institute for Communication Therapy, Inc. (APRICOT, 
Inc.) developed a chart asking When? Who? What? Where? Why? How? (M. Brown, 
February 1, 2016). Figure 5.1 shows the Wh? chart developed by Brown. Notice that 
the idea “What?” contains two ideas, “What action?” and “What thing?” These 
represent the action case and the object case. “When?” represents the time case, 
“Who” the agent case, “Where?” the locative case, and “Why?” and “How?” represent 
theme cases. Brown provided visual representations of each semantic relationship in 
the chart including the ASL sign for each idea, as well as a system for color coding the 
semantic relationships. How this chart is used with students varies according to the 







Learning Tool: Chart of Semantic Relationships 
 
Note. Created by Mabel Brown, APRICOT, Inc. Used by permission from Mabel Brown. 
 
 
 Because these students are functioning at the pre-operational level of cognitive 
development, it is important that these students be taught temporal ideas in relation to 
themselves first in order to bring their thinking up to a concrete level where they can 
consider other people, places and times. That is for each new idea the students are 
learning, the questions, “When?” “Who?” “What?” “Where?” “Why? and “How” 





the students understand a new idea in relation to themselves, then they are ready to 
explore the concepts as they relate to other people in other places at other times. 
Students will need multiple opportunities to explore ideas at a concrete level in order 
to build the many conceptual layers needed to form formal or symbolic ideas. 
 In working with high school students in the clinical setting, the researcher has 
found that the Wh- chart can be effectively used to identify the semantic relationships 
within a text in order to better understand the ideas within the text. Once the student 
has identified the semantic relationships within the text she can draw the ideas found 
in the text and then write about the ideas in her own words. Figure 5.2 shows a section 
of text that has been partially color coded for semantic relationships.  
Figure 5.2 
Color Coding Semantic Relationships in Text 
 
Another way to use the Wh- chart is to identify the semantic relationships 
within the drawn ideas of the student. That is, after the student has drawn her thinking 
about an idea, the Wh- chart can be used to identify the semantic relationships within 
the drawing, and then those relationships can be labeled onto the drawing. Colored 
pencils can be used to mark each labeled idea according to the Wh- idea it represents. 





become the pre-write which the student then uses to guide her writing about the topic. 
Figure 5.3 shows drawings made by a student of the text shown in Figure 5.2 
Figure 5.3 
Color Coding Drawn Concepts for Semantic Relationships 
 
In addition to working with students to understand the semantic relationships 
present within activities, once students have reached the concrete level of cognitive 
function they are ready to learn how to use planners and schedules to organize their 
time and work. Walsh (2017) found in her study of middle school students and the use 
of planners, that students who were at the concrete level of cognitive development 
were able to learn the concepts related to time management, while the students who 





and use time management. This indicates that high school students who are 
functioning at the pre-operational level of development for time will need to bring 
their thinking up to at least the concrete (8-11 years old) level of thinking in order to 
use temporal concepts meaningfully.  
Once at the concrete level of cognitive function, students can learn strategies 
for organizing their time and materials. Students with a visual way of thinking, such as 
the students in this study, need spatial strategies for thinking about time. The 
overarching principle for visual time management is to visually cross reference “what 
to do” with “when to do it” (Arwood & Brown, 2001). There are, of course, multiple 
ways to do this, but the basic principle is to draw a cartoon of the steps of a desired 
action, indicating when each step is to occur (either on a clock or calendar), and then 
cross reference those same ideas onto a planner or calendar. This can be done for any 
activity the students do, from figuring out their morning routines, to researching, 
writing and turning in school assignments.  
One characteristic of visual learners is that they do not mark time internally; 
rather, they must use external clock time to organize their time (Arwood & Brown, 
2001). This means that for each activity, the amount of clock time it takes to do the 
activity must be measured so that the person knows how long it usually takes in order 
to plan a day. For example, in order to know how long it takes to shower, dress, and 
eat breakfast in the morning, each action must be timed and then the times added 
together to know how long the sum of the actions takes to accomplish. So, for 
example, if it takes a student 15 minutes to shower, 5 minutes to dress, and 20 minutes 





accomplish. That means that the student must wake up 40 minutes before time to leave 
the house in order to have enough time to complete the tasks prior to leaving.  
In order for students to effectively learn and use time management strategies, 
they must be functioning at the concrete level of cognitive function. Students acquire 
time concepts and strategies for time management though multiple opportunities to 
think about and use time ideas. Student with visual metacognition need visual 
strategies in order that they can mentally “see” what they are to do cross referenced 
with when they are to do it. This can be accomplished using visual thinking strategies 
such as Viconic Language Methods™. 
Limitations 
 The students who wrote the language samples used in this study were all 
students in programs at a technical high school, so we can assume that they are not on 
an academic track. As a result, this study only samples the language of a segment of 
the student population and may not be generalizable to the wider student population. 
Another limitation of this study is that to get the most accurate results from 
language sampling, several types of discourse from each student should be evaluated 
to get the most accurate results (Hadley, 1998) and this study only looks at one 
narrative language sample from each student.    
ELL students within the data set were eliminated from this study because 
insufficient information about these students was available. For some of the samples 
from ELL students, their first language was not identified, and for all of the samples 
from ELL students, the level of English language attainment was unavailable. Special 





individual disability categories was not available. These factors, plus the researcher’s 
desire to narrow the study to general education students resulted in the elimination of 
ELL and special education students from the study.  
While the teacher who collected the language samples used in this study was 
trained in the use of the TemPro as an instrument to evaluate language function, this 
researcher was not present at the collection of the language samples, so therefore it is 
possible that some issues or irregularities not considered within this study occurred 
during the collection of the language samples. In addition, the TemPro was designed 
as an instrument to be used to collect oral language samples and the sample in this 
study were collected as written samples. This may have skewed the way the students 
expressed themselves as many students find talking easier than writing. This also 
raises the question of how the students viewed the assignment to write about their 
typical days. Did the students take the question seriously and answer to the best of 
their ability, or did they have an attitude that the writing was not going to be graded 
therefore it was not important to write in a formal rather than a casual way. This could 
have considerably changed how the students responded to the question, “What do you 
do on a typical day?” Further, people often only tell what they are comfortable with 
and want others to know, so therefore may leave out important ideas.  
In addition, as follow-up interviews were not possible in this study, it cannot 
be stated for certain that the students who listed their actions intended that the reader 
assume the actions were performed in the order listed. Additional research needs to be 





Finally, a lack of data for how other high school students might answer the 
question, “What do you do on a typical day?” means that these language samples 
cannot be compared to language samples of other high school students. This problem 
can be corrected by doing further research collecting language samples for a variety of 
high school settings in order to establish a base line for comparison. 
Future Research  
 The results of this study indicate that this group of students does not have 
temporal language or cognition at the level expected of students their age. The obvious 
next question is, “Do other students, at different high schools, also have deficits in 
their temporal language and thinking?” To determine this, a series of studies need to 
be done collecting language samples from high school students from a variety of other 
high school settings; including regular public high schools, Catholic high schools, and 
other private Christian and secular high schools.  
In addition to investigating whether or not students are using lists or temporal 
propositions, students who provide their responses as a list can be asked follow up 
questions regarding the order of the actions on their lists. For example, they could be 
asked to draw a cartoon sequencing the events of their day, or they can be asked in 
what order they complete the events of their day. Also, data could be collected from 
the same students regarding their use of time management strategies to see what 
strategies, if any, are being used by the students. Then, students who use time 
management strategies can be compared to students who do not use time management 
strategies to see if there are differences in language and cognitive function between the 





have been completed, those students are also found to have deficits in their temporal 
thinking, that could point to a change in our culture from temporal to spatial thinking.  
Conclusions 
 The students in this study were all able to use many surface structures of time 
in their writing but none of them were able to write temporal propositions as defined 
by the TemPro (Arwood & Beggs, 1992). The students wrote mostly in present tense 
or ambiguous tense and all of them used base form verbs. All of the students used the 
sequenced time conceptual metaphor and one of them used the moving time and 
another used the moving ego metaphors. Two thirds of the students wrote their 
responses as lists of actions with some evidence that they intend for the reader to 
assume the actions are performed in the order listed. All of the students used the action 
case, but not all of the students used the agent, object, locative, or time cases. While 
these students are of an age that they should be expected to express ideas displaced 
from now, few of them showed temporal displacement from now. The ability to think 
about times other than now is needed for success in high school and beyond. The 
question is now raised whether other students in other high school settings are 
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List of Modal Verbs and Definitions 
































Assumes that the hearer is able to 
complete the task 
Requests (Speech Act; Lucas Searle) 
Semantic relationship between agents 
and the action (Ritella et al.) 
Referential clarity (situation is 
appropriate for request—person is in a 
location that would meet request) 
Predication of arguments—there 
exists a relationship between the 
speaker and hearer in a way that the 
speaker believes the hearer is able to 














Used with private verbs such as see, 
understand, remember, afford, stand, 
bear, and face 
 
Used in the present tense to indicate 
future ability or refer to future events 
Jim can sing. 
 








Do what you can. 
 
You can get a hundred 
kinds of candy at that shop. 
 
Yes, we can assess the 
student’s language function. 
 
I can see the stars. 




Jim can sink the free throw. 
When can we leave? 
 
Rhododendrons can be red. 
 
The water can be choppy. 
 
You can always use the 






Can meaning “some” 
 
Can meaning “sometimes” 
 
There is always the possibility that… 
 
 
Could Past tense of can= could 
 
General ability (Papastephanou) 
 
 




Statement of something that was 
possible but didn’t happen 
 
Successive or habitual actions 
 
 
Conditional suggestion of an unreality 
 
Could have- for past unreality 
 
 
Could have- to offer a suggestion 
 
Jim could sing. 
 
Jane could do 50 pushups 
by the end of basic training. 
 
Could you pass me my cup? 
I could meet you at your 
office. 
 
She was in such a state she 
could actually kill someone. 
 
I could go for a walk each 
day if I wished to. 
 
I could eat pie all day. 
 
She could have told him his 
mother was coming. 
 
I could have John give you 
a call. 





To give permission 
 
Meaning “perhaps you will” 
May I borrow your car? 
 
I may come over tomorrow 
if all goes well. 
 
You may borrow my car. 
 









Tentative or unreal form of May 
 
 
Past tense of May 
 
Habitual activity in the past 
 
 
I might go to the beach 
tomorrow. 
 
I might visit you this 
evening. 
She might be a singer. 
 
It might have been a good 
time.  
 
I used to have a long 
commute to work so I might 











To lay an obligation on another person 
 
To lay an obligation on oneself 
 
Requirement or need 
 
 
In the reporting of rules 
To earn a black belt in Kung 
Fu, you must train 
constantly. 
 
I must ask for that week off.   
 
 
Jim doesn’t look well today, 
he must be sick. 
Jane must have left her 
wallet at home. 
 
You must come to see me. 
 
I must come to see you. 
 
I must give up my car now 
that my sight has dimmed. 
 
The player with the ball 
must dribble in order to 
move. 
 
Shall To indicate futurity- has the same 
meaning as future will 







Traditional use in 1
st
 person singular 
and plural 
 
Currently used in polite or formal 
contexts 
 
To strongly express necessity 
 
To ask permission 
 
To make a promise or a threat 
 
 
I/we shall be in touch soon. 
 
 
Shall I take your coat? 
 
 
You shall be here 
tomorrow. 
 
Shall I help you up? 
 
We shall see about that! 
 
Should Suggestions or advice 
 





Extreme likelihood  
 




Allows the speaker to be incorrect 
(wrong, mistaken) 
Everyone should eat a 
healthy diet. 
 
The police should protect 
and serve the citizens. 
 
My student should arrive 
soon. 
 
That should be the entire 
order. 
 
With all the rain we have 
had, the reservoir should be 
full. 
 








She over slept so she will be 
late for work. 
 










Promises and offers 
 
Indicates a reasonable conclusion 
 
 





Predictions about the present 
 
 
To indicate futurity 
 
on my car tires? 
 




I will help you after your 
surgery. 
 
Jill broke her ankle so I 
assume she will not be 
running in the marathon. 
 
I will meet you tonight. 
 




That will be the mailman. 
 
 
John will enter law school 
this fall. 
 
Would Polite requests 
 
Polite for want 
 




Tentative form of will 
 
A reasonable conclusion 
 
Used to refer to past events that took 
place at a later time than the past time 
Would you mind holding 
the door? 
 
I would like some cake. 
 
I would always ask my 
mom to help when I baked 
Christmas cookies. 
 
I would be willing to go 
with you. 
 






being referred to 
 
Past tense of will 
 
Jim arrived in Portland in 
June. Ten days later he 
would be headed to Seattle. 
 
 
That would be the mailman. 
Be Bound To 
 
It is certain that He is bound to come 
tomorrow. 








John just has to be gay. 
 
Have Got To Necessity 
 
Circumstances compel, external 
necessity 
I have got to go to the store 
now. 
 




Ought To Interchangeable with should 
 
Obligation or duty 
Everyone ought to eat a 
healthy diet. 
 
The police ought to protect 
everyone. 
 
Had Better Speaker advises the listener  You had better get up here. 
 
 
Be Able To Expresses possibility 
 
 






I am out of coffee but I am 
able to give you tea if you 
like. 
 
She is able to direct herself 
in her work. 
 
Using the surveyor’s tools, 





Used with other modal verbs building in the best possible 
location. 
 
I might be able to help you. 
I should be able to help you. 
He must be able to help 
you. 
 
Need Necessity to do something 
 
Needn’t- negates necessity 
 
Provides interrogative form for must 
You need to get going or 
you will be late. 
 
You needn’t stop at the 
store after all. 
 
Need I give up my car? 
 
Dare To have the courage to Dare I sing karaoke tonight? 
 




Be Willing To Deliberately expresses the idea of 
willingness 
I am willing to help you 




Is To To refer to planned or arranged events 
in the future (present tense form) 
 
 
To refer to events subsequent to 
events in the past (past tense forms) 
 
To refer to what is reasonable or 
possible 
 
To give or relay commands or 
instructions  
There are currently three 
people in our group but 
there is to be a new member 
starting next week. 
 




I cannot see how replacing 






John is to sit in that chair 
until recess is over. 
 
 










Appendix B  
Time Points in Twelve Tense Forms 
Present Past Future 
Simple Present 
I see John. 
 
                     SER 
The speaker sees John now and 
refers to the present moment. 
Simple Past 
I saw John. 
 
            RE              S 
The speaker is in the present and 
speaks about an event that happened 
at the referred to time in the past. 
Simple Future 
I will (shall) see John. 
 
            SR             E 
The speaker is in the present and 
refers to now when predicting an 
event that will occur in the future. 
 
Simple present extended 
(Simple present progressive) 
I am seeing John. 
               
              E 
 
             SR 
The speaker began seeing John in 
the recent past, is seeing John now, 
and intends to continue seeing John 
into the near future. 
 
Simple past extended 
 (Simple past progressive) 
I was seeing John. 
 
            ER 
 
                             S 
The speaker in the present reports 
that John was seen for a continuing 
period of time in the past that has 
now concluded.  
Simple future extended 
(Simple future progressive) 





      SR 
The speaker in the present predicts 
that John will be seen by the 
speaker for a continuing but finite 
period of time in the future. 
Present perfect 
I have seen John. 
 
 
            E          SR 
The speaker in the present reports 
Past perfect 
I had seen John. 
 
 
             E         R       S 
The speaker in the present refers to 
Future perfect 









that John was seen at a time in the 
past that has concluded. 
 
a time in the past before which John 
was seen. 
The speaker in the present predicts 
the event of seeing John prior to 
another referred to predicted time in 
the future.  
Present perfect extended 
(Present perfect progressive) 
I have been seeing John. 
 
              E 
 
 
                           SR 
The speaker in the present refers to 
the present when reporting that John 
was seen for a continuing but finite 
period of time in the past. 
Past perfect extended 
(Past perfect progressive) 
I had been seeing John. 
 
             E 
 
 
                       R     S 
The speaker in the present refers to 
a time in the past before which John 
was seen for a continuing but finite 
period of time. 
 
Future perfect extended 
(Future prefect progressive) 
I will (shall) have been 
seeing John. 
                      E 
 
 
          S                      R 
The speaker in the present predicts 
that at the referred to time in the 
future John will have been seen for 
a continuing but finite period of 
time.   
Note. Adapted from Reichenbach (1947). Within the tense names of these twelve forms, Reichenbach 
(1947) used the term “extended” whereas Hacker (2009) use the term “progressive” to indicate events 






Appendix C  
Some Temporal Indexicals and Their Meanings 
 
Temporal indexical Meaning 
Now The time of this utterance 
Today The day of this utterance 
Yesterday The day before this utterance 
Tomorrow The day after this utterance 
This year The year of this utterance 
Last year The year before this utterance 
This week The week of this utterance 
Next week The week after this utterance 
Last week The week before this utterance 
This Monday The Monday of the week of this utterance 
Next Monday The first Monday after the this utterance 
Last Monday The first Monday before this utterance 











Sample # 2  
Age 15 Gender   M Home Language   English Race/ethnicity  White 
 
wake up shower eat goto school hang out for about ½ hour with friends after school play 
videogames or skateboard. 
 
1.  Is there a logical sequence of events? Does an idea refer to a preceding idea? 
  
 2. Do temporal words function to connect one idea to another through time? 
  
 3. Does the tense usage function to create a natural sequence? 
  
4.  Is there shared meaning without the listener making inferences? 
  
5.  Are there a minimum of three related ideas that are connected temporally to establish a 
proposition? 







Appendix E  
Cognitive constructs worksheet 
 
Cognitive constructs worksheet 
Sample # 2  
Age 15 Gender   M Home Language   English Race/ethnicity  White 
 
wake up shower eat goto school hang out for about ½ hour with friends after school play 
videogames or skateboard. 






Appendix F  
Language Sample Transcripts 
Sample 1 
I roll out of bed, getting dressed. By 7:20 I leave so my sister isn’t late to [name of 
school]. I arrive early at school and sit on my phone until school starts in a hallway 
where I eat my lunch. For the 1
st
 3 class periods I do online schooling in the library. 4
th
 
period I go to 3D art, currently we’re working with clay. Lunch then theater, followed 
be english. By english class I’m likely suppressing panic attacks. I then go home and 
work on cos play things or sit on my phone.   Once my bedtime rolls around, I stay up 
a few hours more on my phone. 
Sample 2 
wake up shower eat goto school hang out for about ½ hour with friends after school 
play videogames or skateboard. 
Sample 3 
I watch tv. & go outside to skate sometimes I’ll do a little h/w and then help my mom 
out with things around the house. 
Sample 4 
I wake up about 8:00 Am then bike to school go through school get home do my 
homework cook diner do what ever is needed 
Sample 5 
typical day for me would be finish sport go to my job and whatever time I have left I 
devote to working on my truck or learning about aviation and or outside ride a quad or 







I wake up at 7:15 am to take my little sister to her bus. Then I get back home I sleep 
unite 7:40. Then I get to school at 8:35 am to 3:10pm. I get home at 4:00pm, I eat at 
5:30pm. At 6:30 0r 7:30 go to kickboxing. I take a shower at aroud 9pm. Go to sleep 
at 10:30pm. 
Sample 7 
I wake up get ready for school, drop my sister off at school, go to school. If I have 
dance team practice I go to practice if I have dance class I go to class. Then I go home 
do my homework, eat and go to bed. 
Sample 8 
On a typical day I walk home from school, everyday of the week. then do my 
homework and go to the gym. The reason why I go to the gym is because I want to get 
ready for the criminal justice program. 
Sample 9 
get up, shower, go to school, go to football/track practice go home, eat dinner, do hw, 
sleep 
Sample 10 
I go to school then go home I’ll go out sometimes If I have time to. On weekends I 









Come to school go home and sometimes Do homework (Depends on if I have a lot I 
do it. if I have like a question to Do for homework I usually forget to do it.) Then I 
plat videogames the rest of the day . 
Sample 12 
On a typical day I usually wake up, go to school, go home. When I go home I usually 
immediately get my homework done asap. Afterward, I get on my bike and hang out 
with friends. 
Sample 13 
in school I try to manage my work time well and to compleat my work I also attend 
school and I’m never late or tardy to class 
Sample 14 
On a typical day I usually go to school, do homework & lastly I workout. 
Sample 15 
On a typical day I wake up at 6:30 and do my homework on a computer, since I do 
online school. 
Sample 16 
On a typical day I go to school in the morning. After school I pick up my sister. Walk 
home and do chores. 
Sample 17 
What I do on a typical day is I usually hang out with my friends. I hang out with my 






I go to school go to classes, hangout with friends and go home. Mom and Dad came 
from work so I babysit while they rest. I take care of my siblings and then my parents 
take over, I do homework, do my things then go to sleep. 
Sample 19 
Wake up, go to school, go home and do homework and then go on with the rest of my 
day. 
Sample 20 
On a typical day I go to school and after school I play video games and I do 
homework. 
Sample 21 
I goto school, get home workout do homework or go out with my family and 
sometimes football practice 
Sample 22 
Wake up go to school get home eat do work. 
Sample 23 
Wake up, eat breakfast, watch tv., Make dinner, relax with my family 
Sample 24 
Usually in a typical day I wake up around 6:40 am. get ready leave and walk to school 
at 8:10 am. My day starts with band and ends with AP environmental science. 
Afterwards I walk home. When I get home I usually take a 30 minute rest just laying 








On a typical day I go to the gym. and or go to the football field to better my skills for 
next season 
Sample 26 
On a typical day I either go to school or babysit. and after school I usually work on 
things for speech and debate 
Sample 27 
On a school day I usually hang out with my family and on a weekend I hang out with 
friends 
Sample 28 
I normally go to school, but after I will take the bus all the way home, and start my 
homework. Most of my time is spent on homework as my grades are my #1 priorities. 
I’ll usually finish around 9 and sleep rightaway, or play my ukulele a bit. 
Sample 29 
I usually stay home do homework if I have any if not I help my mom with anything 
around the house. Also help clean the house. 
Sample 30    







Appendix G  
Language Samples containing Temporal Adverbs and Adverbial Phrases 
 
In the following samples, each adverb or adverbial phrase is bolded for ease of 
analysis. 
Sample 1 
I roll out of bed, getting dressed. By 7:20 I leave so my sister isn’t late to [school 
name]. I arrive early at school and sit on my phone until school starts in a hallway 
where I eat my lunch. For the 1
st
 3 class periods I do online schooling in the library. 
4
th
 period I go to 3D art, currently we’re working with clay. Lunch then theater, 
followed be english. By english class I’m likely suppressing panic attacks. I then go 
home and work on cos play things or sit on my phone.   Once my bedtime rolls around, 
I stay up a few hours more on my phone. 
Sample 2 
wake up shower eat goto school hang out for about ½ hour with friends after school 
play videogames or skateboard. 
Sample 3 
I watch tv. & go outside to skate sometimes I’ll do a little h/w and then help my mom 
out with things around the house. 
Sample 4 
I wake up about 8:00 Am then bike to school go through school get home do my 







typical day for me would be finish sport go to my job and whatever time I have left I 
devote to working on my truck or learning about aviation and or outside ride a quad 
or throwing a football ECt. 
Sample 6 
I wake up at 7:15 am to take my little sister to her bus. Then I get back home I sleep 
unite 7:40. Then I get to school at 8:35 am to 3:10pm. I get home at 4:00pm, I eat at 
5:30pm. At 6:30 0r 7:30 go to kickboxing. I take a shower at aroud 9pm. Go to sleep 
at 10:30pm. 
Sample 8 
On a typical day I walk home from school, everyday of the week. then do my 
homework and go to the gym. The reason why I go to the gym is because I want to get 
ready for the criminal justice program. 
Sample 10 
I go to school then go home I’ll go out sometimes If I have time to. On weekends I 
work all day 
Sample 11 
Come to school go home and sometimes Do homework (Depends on if I have a lot I 
do it. if I have like a question to Do for homework I usually forget to do it.) Then I plat 









On a typical day I usually wake up, go to school, go home. When I go home I usually 
immediately get my homework done asap. Afterward, I get on my bike and hang out 
with friends. 
Sample 13 
in school I try to manage my work time well and to compleat my work I also attend 
school and I’m never late or tardy to class 
Sample 14 
On a typical day I usually go to school, do homework & lastly I workout. 
Sample 15 
On a typical day I wake up at 6:30 and do my homework on a computer, since I do 
online school. 
Sample 16 
On a typical day I go to school in the morning. After school I pick up my sister. Walk 
home and do chores. 
 Sample 17 
What I do on a typical day is I usually hang out with my friends. I hang out with my 
family. I go to school 
Sample 20 









I goto school, get home workout do homework or go out with my family and 
sometimes football practice 
Sample 24 
Usually in a typical day I wake up around 6:40 am. get ready leave and walk to 
school at 8:10 am. My day starts with band and ends with AP environmental science. 
Afterwards I walk home. When I get home I usually take a 30 minute rest just laying 
doing nothing, then I do chores, do  homework, make lunch for next day and then go 
to sleep. 
Sample 25 
On a typical day I go to the gym. and or go to the football field to better my skills for 
next season 
Sample 26 
On a typical day I either go to school or babysit. and after school I usually work on 
things for speech and debate 
Sample 27 
On a school day I usually hang out with my family and on a weekend I hang out with 
friends 
Sample 28 
I normally go to school, but after I will take the bus all the way home, and start my 
homework. Most of my time is spent on homework as my grades are my #1 priorities. 







I usually stay home do homework if I have any if not I help my mom with anything 
around the house. Also help clean the house. 
Sample 30    






Appendix H  
Samples Containing Temporal Nouns and Noun Phrases 
 
Temporal nouns and noun phrases are bolded in the following language samples. 
Sample 5 
typical day for me would be finish sport go to my job and whatever time I have left I 
devote to working on my truck or learning about aviation and or outside ride a quad 
or throwing a football ECt. 
Sample 13 
in school I try to manage my work time well and to compleat my work I also attend 
school and I’m never late or tardy to class 
Sample 16 
On a typical day I go to school in the morning. After school I pick up my sister. Walk 
home and do chores. 
Sample 19 
Wake up, go to school, go home and do homework and then go on with the rest of my 
day. 
Sample 24 
Usually in a typical day I wake up around 6:40 am. get ready leave and walk to school 
at 8:10 am. My day starts with band and ends with AP environmental science. 
Afterwards I walk home. When I get home I usually take a 30 minute rest just laying 







On a typical day I go to the gym. and or go to the football field to better my skills for 
next season 
Sample 28 
I normally go to school, but after I will take the bus all the way home, and start my 
homework. Most of my time is spent on homework as my grades are my #1 priorities. 






Appendix I  
Samples Containing Temporal Connectors/Conjunctions 
 
In the next group of samples the connectors/conjunctions are bolded for ease of 
analysis. 
Sample 1 
I roll out of bed, getting dressed. By 7:20 I leave so my sister isn’t late to [school 
name]. I arrive early at school and sit on my phone until school starts in a hallway 
where I eat my lunch. For the 1
st
 3 class periods I do online schooling in the library. 
4
th
 period I go to 3D art, currently we’re working with clay. Lunch then theater, 
followed be english. By english class I’m likely suppressing panic attacks. I then go 
home and work on cos play things or sit on my phone.   Once my bedtime rolls 
around, I stay up a few hours more on my phone. 
Sample 2 
wake up shower eat goto school hang out for about ½ hour with friends after school 
play videogames or skateboard. 
Sample 3 
I watch tv. & go outside to skate sometimes I’ll do a little h/w and then help my mom 
out with things around the house. 
Sample 4 
I wake up about 8:00 Am then bike to school go through school get home do my 







I wake up at 7:15 am to take my little sister to her bus. Then I get back home I sleep 
unite 7:40. Then I get to school at 8:35 am to 3:10pm. I get home at 4:00pm, I eat at 
5:30pm. At 6:30 0r 7:30 go to kickboxing. I take a shower at aroud 9pm. Go to sleep 
at 10:30pm. 
Sample 7 
I wake up get ready for school, drop my sister off at school, go to school. If I have 
dance team practice I go to practice if I have dance class I go to class. Then I go 
home do my homework, eat and go to bed. 
Sample 8 
On a typical day I walk home from school, everyday of the week. then do my 
homework and go to the gym. The reason why I go to the gym is because I want to get 
ready for the criminal justice program. 
Sample 10 
I go to school then go home I’ll go out sometimes If I have time to. On weekends I 
work all day 
Sample 11 
Come to school go home and sometimes Do homework (Depends on if I have a lot I do 
it. if I have like a question to Do for homework I usually forget to do it.) Then I plat 









On a typical day I usually wake up, go to school, go home. When I go home I usually 
immediately get my homework done asap. Afterward, I get on my bike and hang out 
with friends. 
Sample 13 
in school I try to manage my work time well and to compleat my work I also attend 
school and I’m never late or tardy to class 
Sample 14 
On a typical day I usually go to school, do homework & lastly I workout. 
Sample 15 
On a typical day I wake up at 6:30 and do my homework on a computer, since I do 
online school. 
Sample 16 
On a typical day I go to school in the morning. After school I pick up my sister. Walk 
home and do chores. 
Sample 18 
I go to school go to classes, hangout with friends and go home. Mom and Dad came 
from work so I babysit while they rest. I take care of my siblings and then my parents 
take over, I do homework, do my things then go to sleep. 
Sample 19 








On a typical day I go to school and after school I play video games and I do 
homework. 
Sample 21 
I goto school, get home workout do homework or go out with my family and 
sometimes football practice 
Sample 24 
Usually in a typical day I wake up around 6:40 am. get ready leave and walk to 
school at 8:10 am. My day starts with band and ends with AP environmental science. 
Afterwards I walk home. When I get home I usually take a 30 minute rest just laying 
doing nothing, then I do chores, do  homework, make lunch for next day and then go 
to sleep. 
Sample 26 
On a typical day I either go to school or babysit. and after school I usually work on 
things for speech and debate 
Sample 27 
On a school day I usually hang out with my family and on a weekend I hang out with 
friends 
Sample 28 
I normally go to school, but after I will take the bus all the way home, and start my 
homework. Most of my time is spent on homework as my grades are my #1 priorities. 






Sample 30    






Appendix J  
Samples Containing Temporal Prepositions 
In the following language samples, the temporal prepositions are bolded, but the 
spatial prepositions are not marked as they do not represent temporal concepts. 
Sample 1 
I roll out of bed, getting dressed. By 7:20 I leave so my sister isn’t late to [school 
name]. I arrive early at school and sit on my phone until school starts in a hallway 
where I eat my lunch. For the 1
st
 3 class periods I do online schooling in the library. 
4
th
 period I go to 3D art, currently we’re working with clay. Lunch then theater, 
followed be english. By english class I’m likely suppressing panic attacks. I then go 
home and work on cos play things or sit on my phone.   Once my bedtime rolls around, 
I stay up a few hours more on my phone. 
Sample 2 
wake up shower eat goto school hang out for about ½ hour with friends after school 
play videogames or skateboard. 
Sample 4 
I wake up about 8:00 Am then bike to school go through school get home do my 
homework cook diner do what ever is needed 
Sample 6 
I wake up at 7:15 am to take my little sister to her bus. Then I get back home I sleep 
unite 7:40. Then I get to school at 8:35 am to 3:10pm. I get home at 4:00pm, I eat at 








On a typical day I walk home from school, everyday of the week. then do my 
homework and go to the gym. The reason why I go to the gym is because I want to get 
ready for the criminal justice program. 
Sample 10 
I go to school then go home I’ll go out sometimes If I have time to. On weekends I 
work all day 
Sample 12 
On a typical day I usually wake up, go to school, go home. When I go home I usually 
immediately get my homework done asap. Afterward, I get on my bike and hang out 
with friends. 
Sample 14 
On a typical day I usually go to school, do homework & lastly I workout. 
Sample 15 
On a typical day I wake up at 6:30 and do my homework on a computer, since I do 
online school. 
Sample 16 
On a typical day I go to school in the morning. After school I pick up my sister. Walk 
home and do chores. 
 Sample 17 
What I do on a typical day is I usually hang out with my friends. I hang out with my 







On a typical day I go to school and after school I play video games and I do 
homework. 
Sample 24 
Usually in a typical day I wake up around 6:40 am. get ready leave and walk to 
school at 8:10 am. My day starts with band and ends with AP environmental science. 
Afterwards I walk home. When I get home I usually take a 30 minute rest just laying 
doing nothing, then I do chores, do  homework, make lunch for next day and then go 
to sleep. 
Sample 25 
On a typical day I go to the gym. and or go to the football field to better my skills for 
next season 
Sample 26 
On a typical day I either go to school or babysit. and after school I usually work on 
things for speech and debate 
Sample 27 
On a school day I usually hang out with my family and on a weekend I hang out with 
friends 
Sample 28 
I normally go to school, but after I will take the bus all the way home, and start my 
homework. Most of my time is spent on homework as my grades are my #1 priorities. 






Sample 30    






Appendix K  
Samples Containing the Time Case Role 
The following eight language samples show a partial use of the case/role Time. 
Temporal elements are underlined. 
Sample 3 
I watch tv. & go outside to skate sometimes I’ll do a little h/w and then help my mom 
out with things around the house. 
Sample 7 
I wake up get ready for school, drop my sister off at school, go to school. If I have 
dance team practice I go to practice if I have dance class I go to class. Then I go home 
do my homework, eat and go to bed. 
Sample 14 
On a typical day I usually go to school, do homework & lastly I workout. 
Sample 17 
What I do on a typical day is I usually hang out with my friends. I hang out with my 
family. I go to school 
Sample 18 
I go to school go to classes, hangout with friends and go home. Mom and Dad came 
from work so I babysit while they rest. I take care of my siblings and then my parents 
take over, I do homework, do my things then go to sleep. 
Sample 26 
On a typical day I either go to school or babysit. and after school I usually work on 







I usually stay home do homework if I have any if not I help my mom with anything 
around the house. Also help clean the house. 
Sample 30    
On a typical day I just watch tv and do homework. I would clean and help my mom. 
 The following three students wrote language samples that did not contain a 
Time case/role. 
Sample 9 
get up, shower, go to school, go to football/track practice go home, eat dinner, do hw, 
sleep 
Sample 22 
Wake up go to school get home eat do work. 
Sample 23 






Appendix L  
Samples Containing Modal Verbs 
The modal verbs in the following language samples are bolded for ease of analysis. 
Sample 3 
I watch tv. & go outside to skate sometimes I’ll do a little h/w and then help my mom 
out with things around the house. 
Sample 4 
I wake up about 8:00 Am then bike to school go through school get home do my 
homework cook diner do what ever is needed  
Sample 5 
typical day for me would be finish sport go to my job and whatever time I have left I 
devote to working on my truck or learning about aviation and or outside ride a quad 
or throwing a football ECt.  
Sample 10 
I go to school then go home I’ll go out sometimes If I have time to. On weekends I 
work all day  
Sample 28 
I normally go to school, but after I will take the bus all the way home, and start my 
homework. Most of my time is spent on homework as my grades are my #1 priorities. 
I’ll usually finish around 9 and sleep rightaway, or play my ukulele a bit. 
Sample 30    





Appendix M  
Language Samples That Begin with School Time 
The following samples are from the students who began their responses with 
school time. Samples 18 and 28 go from school time to sleep time and Samples 10, 11, 
14, 20, 21, and 26 begin at school time and end after school. 
Sample 18 
I go to school go to classes, hangout with friends and go home. Mom and Dad came 
from work so I babysit while they rest. I take care of my siblings and then my parents 
take over, I do homework, do my things then go to sleep. 
Sample 28 
I normally go to school, but after I will take the bus all the way home, and start my 
homework. Most of my time is spent on homework as my grades are my #1 priorities. 
I’ll usually finish around 9 and sleep rightaway, or play my ukulele a bit. 
Sample 10 
I go to school then go home I’ll go out sometimes If I have time to. On weekends I 
work all day 
Sample 11 
Come to school go home and sometimes Do homework (Depends on if I have a lot I do 
it. if I have like a question to Do for homework I usually forget to do it.) Then I plat 
videogames the rest of the day . 
Sample 14 








On a typical day I go to school in the morning. After school I pick up my sister. Walk 
home and do chores. 
Sample 20 
On a typical day I go to school and after school I play video games and I do 
homework. 
Sample 21 
I goto school, get home workout do homework or go out with my family and sometimes 
football practice 
Sample 26 
On a typical day I either go to school or babysit. and after school I usually work on 






Appendix N  
Student Responses That Are Not Lists 
Sample 3 
I watch tv. & go outside to skate sometimes I’ll do a little h/w and then help my mom 
out with things around the house. 
Sample 5 
typical day for me would be finish sport go to my job and whatever time I have left I 
devote to working on my truck or learning about aviation and or outside ride a quad 
or throwing a football ECt. 
Sample 13 
in school I try to manage my work time well and to compleat my work I also attend 
school and I’m never late or tardy to class 
Sample 17 
What I do on a typical day is I usually hang out with my friends. I hang out with my 
family. I go to school 
Sample 25 
On a typical day I go to the gym. and or go to the football field to better my skills for 
next season 
Sample 29 
I usually stay home do homework if I have any if not I help my mom with anything 
around the house. Also help clean the house. 
Sample 30    
On a typical day I just watch tv and do homework. I would clean and help my mom. 
