A Fortran-77 program for goodness of fit tests for histograms with weighted entries as well as with unweighted entries is presented. The code calculates test statistics for case of histogram with normalized weights of events and in case of unnormalized weights of events.
Introduction
A histogram with m bins for a given probability density function p(x) is used to estimate the probabilities
that a random event belongs to bin i. Integration in (1) is done over the bin S i . A histogram can be obtained as a result of a random experiment with probability density function p(x). Let us denote the number of random events belonging to the ith bin of the histogram as n i . The total number of events in the histogram is equal to n = m i=1 n i . The quantityp i = n i /n is an estimator of p i with expectation value Ep i = p i .
The problem of goodness of fit is to test the hypothesis
where p i0 are specified probabilities, and
The test is used in a data analysis for comparison theoretical frequencies np i0 with the observed frequencies n i . The test statistic
was suggested by Pearson [2] . Pearson showed that the statistic (3) has approximately a χ 2 m−1 distribution if the hypothesis H 0 is true. To define a weighted histogram let us write the probability p i (1) for a given probability density function p(x) in the form
where
is the weight function and g(x) is some other probability density function. The function g(x) must be > 0 for points x, where p(x) = 0. The weight w(x) = 0 if p(x) = 0, see Ref. [3] . Because of the condition i p i = 1 further we will call the above defined weights normalized weights as opposite to the unnormalized weightsw(x) which arew(x) = const · w(x).
The histogram with normalized weights was obtained from a random experiment with a probability density function g(x), and the weights of the events were calculated according to (5). Let us denote the total sum of the weights of the events in the ith bin of the histogram as
and the total sum of squares of weights as
where n i is the number of events at bin i and w i (k) is the weight of the kth event in the ith bin. The total number of events in the histogram is equal to n = m i=1 n i , where m is the number of bins. The quantityp i = W i /n for the histogram with normalized weights is the estimator of p i with the expectation value Ep i = p i . Note that in the case where g(x) = p(x), the weights of the events are equal to 1 and the histogram with normalized weights is the usual histogram with unweighted entries.
For weighted histograms again the problem of goodness of fit is to test the hypothesis
where p i0 are specified probabilities, and Use of the proposed test is inappropriate if any expected count in bin of histogram is below 1 or if the expected count is less than 5 in more than 20% of the bins. This empirical restriction known for the usual chi-square test [4] is quite reasonable for weighted histograms.
Information for readers. Recently, another paper dedicated to weighted histograms has been published in "Computer Physics Communication", see Ref. [6] . The same author has presented a program for calculating test statistics to compare weighted histogram with unweighted histogram and two histograms with weighted entries. The test can be used for the comparison of experimental data distributions with simulated data distributions as well as for the two simulated data distributions.
Computer program
CHIWEI is subroutine which can be called from Fortran program for the calculation of test statistics. IFAIL -will be > 0 if calculation is not successful.
Test run
We take a distribution
defined on the interval [4, 16] and representing two so-called Breit-Wigner peaks. Two cases of the probability density function g(x) are considered
Distribution (10) gives an unweighted histogram and the method coincides with Pearson's chi square test. Distribution (11) has the same form of parametrization as (9), but with different values of the parameters. Three cases of histograms were considered: unweighted histogram, histogram with weights p(x)/g 2 (x) and histogram with unnormalized weights 2p(x)/g 2 (x). Histograms with 5 bins were created by simulation 1000 entries for each case. The results of the calculations are presented below. Program PROB(G100) [5] has been used for calculating p-values. 
