Abstract Time series classification (TSC) is the area of machine learning interested in learning how to assign labels to time series. The last few decades of work in this area have led to significant progress in the accuracy of classifiers, with the state of the art now represented by the HIVE-COTE algorithm. While extremely accurate, HIVE-COTE is infeasible to use in many applications because of its very high training time complexity in O(N 2 · T 4 ) for a dataset with N time series of length T . For example, it takes HIVE-COTE more than 72,000s to learn from a small dataset with N = 700 time series of short length T = 46. Deep learning, on the other hand, has now received enormous attention because of its high scalability and state-of-the-art accuracy in computer vision and natural language processing tasks. Deep learning for TSC has only very recently started to be explored, with the first few architectures developed over the last 3 years only. The accuracy of deep learning for TSC has been raised to a competitive level, but has not quite reached the level of HIVE-COTE. This is what this paper achieves: outperforming HIVE-COTE's accuracy together with scalability. We take an important step towards finding the AlexNet network for TSC by presenting InceptionTimean ensemble of deep Convolutional Neural Network (CNN) models, inspired by the Inception-v4 architecture. Our experiments show that InceptionTime slightly outperforms HIVE-COTE with a win/draw/loss on the UCR archive of 40/6/39. Not only is InceptionTime more accurate, but it is much faster: InceptionTime learns from that same dataset with 700 time series in 2,300s but can also learn from a dataset with 8M time series in 13 hours, a quantity of data that is fully out of reach of HIVE-COTE.
Introduction
Recent times have seen an explosion in the magnitude and prevalence of time series data. Industries varying from health care Lee et al., 2018; Ismail Fawaz et al., 2019d) and social security (Yi et al., 2018) to human activity recognition (Yuan et al., 2018) and remote sensing , all now produce time series datasets of previously unseen scaleboth in terms of time series length and quantity. This growth also means an increased dependence on automatic classification of time series data, and ideally, algorithms with the ability to do this at scale.
These problems, known as time series classification (TSC), differ significantly to traditional supervised learning for structured data, in that the algorithms should be able to handle and harness the temporal information present in the signal (Bagnall et al., 2017) . It is easy to draw parallels from this scenario to computer vision problems such as image classification and object localization, where successful algorithms learn from the spatial information contained in an image. Put simply, the time series problem is essentially the same class of problem, just with one less dimension. Yet despite this similarity, the current state-of-the-art algorithms from the two fields share little resemblance (Ismail Fawaz et al., 2019b) .
Deep learning has a long history (in machine learning terms) in computer vision (LeCun et al., 1998) but its popularity exploded with AlexNet (Krizhevsky et al., 2012) , after which it has been unquestionably the most successful class of algorithms (LeCun et al., 2015) . Conversely, deep learning has only recently started to gain popularity amongst time series data mining researchers (Ismail Fawaz et al., 2019b) . This is emphasized by the fact that the Residual Network (ResNet), which is currently considered the state-of-the-art neural network architecture for TSC when evaluated on the UCR archive (Dau et al., 2018) , was originally proposed merely as a baseline model for the underlying task . Given the similarities in the data, it is easy to suggest that there is much potential improvement for deep learning in TSC.
In this paper, we take an important step towards finding the equivalent of 'AlexNet' for TSC by presenting InceptionTime-a novel deep learning ensemble for TSC. InceptionTime achieves state-of-the-art accuracy when evaluated on the UCR archive (currently the largest publicly available repository for TSC (Dau et al., 2018) ) while also possessing ability to scale to a magnitude far beyond that of its strongest competitor.
InceptionTime is an ensemble of five deep learning models for TSC, each created by cascading multiple Inception modules (Szegedy et al., 2015) , having the same architecture but different initial weight values. Fig. 1 illustrates the details of an Inception module, where multiple filters are applied simultaneously to an input time series. The module includes filters of varying lengths, which as we will show, allows the network to automatically extract relevant features from both long and short time series.
After presenting InceptionTime and its results, we perform an analysis of the architectural hyperparameters of deep neural networks-depth, filter length, number of filters-and the characteristics of the Inception modulethe bottleneck and residual connection, in order to provide insight into why this model is so successful. In fact, we construct networks with filters larger than have ever been explored for computer vision tasks, taking direct advantage of the fact that time series exhibit one less dimension than images.
The remainder of this paper is structured as follows: first we start by presenting the background and related work in Section 2. We then proceed to Section 3 to explain the InceptionTime architecture and its main building block-the Inception module. Section 4 contains the details of our experimental setup. In Section 5, we show that InceptionTime produces state-of-the-art accuracy on the UCR archive, the TSC benchmark, while also presenting a runtime comparison with its nearest competitor. In Section 6, we provide a detailed hyperparameter study that provides insight into the choices made when designing our proposed neural network. Finally we conclude the paper in Section 7 and give directions for further research on deep learning for TSC.
Related work
In this section, we start with some preliminary definitions for ease of understanding, before presenting the current state-of-the-art algorithms for TSC. We end by providing a deeper background for designing neural network architectures for domain-agnostic TSC problems.
Time series classification
Definition 2 A Univariate time series X of length T is simply an MTS with M = 1.
where X i could either be a univariate or multivariate time series with Y i as its label.
The task of classifying time series data consists of learning a classifier on D in order to map from the space of possible inputs X to a probability distribution over the classes Y . For many years, the leading classifier for TSC was the nearest neighbor algorithm coupled with the Dynamic Time Warping similarity measure (NN-DTW) (Bagnall et al., 2017) . Much research has subsequently focused on finding alternative similarity measures (Marteau, 2009; Stefan et al., 2013; Keogh and Pazzani, 2001; Vlachos et al., 2006) , however none have been found to significantly outperform NN-DTW on the UCR Archive (Lines and Bagnall, 2015) . This research informed one current stateof-the-art method, named Elastic Ensemble (EE), which is an ensemble of 11 nearest neighbor classifiers each coupled with a different similarity measure (Lines and Bagnall, 2015) . While this algorithm produces state-of-the-art accuracy, its use on large datasets is limited by its training complexity, with some of its parameter searches being in O(N 2 · T 3 ). Following this line of research, all recent successful classification algorithms for time series data are all ensemble based models. Furthermore, to tackle EE's huge training time, Lucas et al. (2019) proposed a tree-based ensemble called Proximity Forest (PF) that uses EE's distances as a splitting criteria while replacing the parameter searches by a random sampling.
The Bag-of-SFA-Symbols (BOSS) is based on an ensemble of NNs classifiers coupled with a bespoke Euclidean distance computed on the frequency histograms obtained from the SFA discretization (Schäfer, 2015a) . BOSS has a high training complexity of O(N 2 ), which the authors identified as a shortcoming and attempted to address with subsequent scalable variations of the algorithm in Schäfer (2015b); Schäfer and Leser (2017) , however neither of these reached state-of-the-art accuracy. Another type of ensemble classifiers is shapelet based algorithms, such as in Hills et al. (2014) , where discriminative subsequences (shapelets) are extracted from the training set and fed to offthe-shelf classifiers such as SVMs and RandFs. The shapelet transform has a training complexity of O(N 2 · T 4 ) and thus, again, has little potential to scale to large datasets.
More recently, Bagnall et al. (2016) noted that there is no single time series transformation technique (such as shapelets or SFA) that significantly dominates the others, showing that constructing an ensemble of different classifiers over different time series representations, called COTE, will significantly improve the accuracy. Lines et al. (2016) extended COTE with a hierarchical voting scheme, which further improves the decision taken by the ensemble. Named the Hierarchical Vote Collective of Transformation-Based Ensembles (HIVE-COTE), it represents the current state-of-the-art accuracy when evaluated on the UCR archive, however its practicality is hindered by its huge training complexity of order O(N 2 · T 4 ). This is highlighted by the extensive experiments in Lucas et al. (2019) where PF showed competitive performance with COTE and HIVE-COTE, while having a runtime that is orders of magnitudes lower. Deep learning models, which we will discuss in detail in the following subsection, also significantly beat the runtime of HIVE-COTE by trivially leveraging GPU parallel computation abilities. A comprehensive detailed review of recent methods for TSC can be found in Bagnall et al. (2017) .
Deep learning for time series classification
Since the recent success of deep learning techniques in supervised learning such as image recognition and natural language processing (Guan et al., 2019) , researchers started investigating these complex machine learning models for TSC Cui et al., 2016; Ismail Fawaz et al., 2019a) . Precisely, Convolutional Neural Networks (CNNs) have showed promising results for TSC. Given an input MTS, a convolutional layer consists of sliding one-dimensional filters over the time series, thus enabling the network to extract non-linear discriminant features that are time-invariant and useful for classification. By cascading multiple layers, the network is able to further extract hierarchical features that should in theory improve the network's prediction. Note that given an input univariate time series, by applying several one-dimensional filters, the outcome can be considered an MTS whose length is preserved and the number of dimensions M is equal the number of filters applied at this layer. More details on how deep CNNs are being adapted for one-dimensional time series data can be found in Ismail Fawaz et al. (2019b) . The rest of this subsection is dedicated into describing what is currently being explored in deep learning for TSC.
Multi-scale Convolutional Neural Networks (MCNN) (Cui et al., 2016) and Time LeNet (Le Guennec et al., 2016) are considered among the first architectures to be validated on a domain-agnostic TSC benchmark such as the UCR archive. These models were inspired by image recognition modules, which hindered their accuracy, mainly because of the use of progressive pooling layers, that were mainly added for computational feasibility when dealing with image data (Sabour et al., 2017) . Consequently, Fully Convolutional Neural Networks (FCNs) were shown to achieve great performance without the need to add pooling layers to reduce the input data's dimensionality . More recently, it has been shown that deeper CNN models coupled with residual connections such as ResNet can further improve the classification performance (Ismail Fawaz et al., 2019b) . In essence, time series data dimensionality enabled the exploration of many complex models that are not computionally feasible for image recognition problems: for example removing the pooling layers that throw away valuable information in favour of reducing the model's complexity. In this paper, we propose an Inception based network that applies several convolutions with various filters lengths. In contrast to networks designed for images, we are able to explore filters 10 times longer than recent Inception variants for image recognition tasks (Szegedy et al., 2017) .
Inception was first proposed by Szegedy et al. (2015) for end-to-end image classification. Now the network has evolved to become Inceptionv4, where Inception was coupled with residual connections to further improve the performance (Szegedy et al., 2017) . As for TSC a relatively competitive Inceptionbased approach was proposed in Karimi-Bidhendi et al. (2018) , where time series where transformed to images using Gramian Angular Difference Field (GADF), and finally fed to an Inception model that had been pre-trained for (standard) image recognition. Unlike this feature engineering approach, by adopting an end-to-end learning from raw time series data, a one-dimensional Inception model was used for Supernovae classification using the light flux of a region in space as an input MTS for the network (Brunel et al., 2019) . However, the authors limited the conception of their Inception architecture to the one proposed by Google for ImageNet (Szegedy et al., 2017) . In our work, we explore much larger filters than any previously proposed network for TSC in order to reach state-of-the-art performance on the UCR benchmark. In this section, we start by describing the proposed architecture we call InceptionTime for classifying time series data. Specifically, we detail the main component of our network: the Inception module. We then present our proposed model InceptionTime which consists of an ensemble of 5 different Inception networks initialized randomly. Finally, we adapt the concept of Receptive Field for time series data.
Inception Network: a novel architecture for TSC
The composition of an Inception network classifier contains two different residual blocks, as opposed to ResNet, which is comprised of three. For the Inception network, each block is comprised of three Inception modules rather than traditional fully convolutional layers. Each residual block's input is transferred via a shortcut linear connection to be added to the next block's input, thus mitigating the vanishing gradient problem by allowing a direct flow of the gradient (He et al., 2016) . Fig. 2 depicts an Inception network's architecture showing 6 different Inception modules stacked one after the other. As for the Inception module, Fig. 1 illustrates the inside details of this operation. Consider the input to be an MTS with M dimensions. The first major component of the Inception module is called the "bottleneck" layer. This layer performs an operation of sliding m filters of length 1 with a stride equal to 1. This will transform the time series from an MTS with M dimensions to an MTS with m M dimensions, thus reducing significantly the dimensionality of the time series as well as the model's complexity and mitigating overfitting problems for small datasets. Note that for visualization purposes, Fig. 1 illustrates a bottleneck layer with m = 1. Finally, we should mention that this bottleneck technique allows the Inception network to have much longer filters than ResNet (almost ten times) with roughly the same number of parameters to be learned, since without the bottleneck layer, the filters will have M dimensions compared to m M when using the bottleneck layer. The second major component of the Inception module is sliding multiple filters of different lengths simultaneously on the same input time series. For example in Fig. 1 , three different convolutions with length ∈ {10, 20, 40} are applied to the input MTS, which is technically the output of the bottleneck layer. In addition, to introduce the ability of having a model that is invariant to small perturbations, we introduce another parallel MaxPooling operation, followed by a bottleneck layer to reduce the dimensionality. The output of sliding MaxPooling window is computed by taking the maximum value in this given window of time series. Finally, the output of each independent parallel convolution/MaxPooling is concatenated to form the output MTS of the current Inception module. By stacking multiple Inception modules and training the weights (filters' values) via backpropagation, the network is able to extract latent hierarchical features of multiple resolutions thanks to the use of filters with various lengths. For completeness, we specify the exact number of filters for our proposed Inception module: 3 sets of filters each with 32 filters of length l ∈ {10, 20, 40} with MaxPooling added to the mix, thus making the total number of filters per layer equal to 32 × 4 = 128 = M -the dimensionality of the output MTS.
InceptionTime: a neural network ensemble for TSC
Our proposed state-of-the-art InceptionTime model is an ensemble of 5 Inception networks, with each prediction given an even weight. In fact, during our experimentation, we have noticed that a single Inception network exhibits high standard deviation in accuracy, which is very similar to ResNet's behavior (Ismail Fawaz et al., 2019c) . We believe that this variability comes from both the randomly initialized weights and the stochastic optimization process itself. This was an important finding for us, previously observed in Scardapane and Wang (2017) , as rather than training only one, potentially very good or very poor, instance of the Inception network, we decided to leverage this instability through ensembling, creating InceptionTime. The following equation explains the ensembling of predictions made by a network with different initializations:
withŷ i,c denoting the ensemble's output probability of having the input time series x i belonging to class c, which is equal to the logistic output σ c averaged over the n randomly initialized models. More details on ensembling neural networks for TSC can be found in Ismail Fawaz et al. (2019c) . As for the proposed model in this paper, we chose the number of individual classifiers to be equal to 5, which is justified in Section 5. The concept of Receptive Field (RF) is an essential tool to the understanding of deep CNNs (Luo et al., 2016) . Unlike fully-connected networks or Multi-Layer Perceptrons, a neuron in a CNN depends only on a region of the input signal. This region in the input space is called the receptive field of that particular neuron. For computer vision problems this concept was extensively studied, such as in Liu et al. (2018) where the authors compared the effective and theoretical receptive fields of a CNN for image segmentation. For temporal data, the receptive field can be considered as a theoretical value that measures the maximum field of view of a neural network in a onedimensional space: the larger it is, the better the network becomes (in theory) in detecting longer patterns. We now provide the definition of the RF for time series data, which is later used in our experiments. Suppose that we are sliding convolutions with a stride equal to 1. The formula to compute the RF for a network of depth d with each layer having a filter length equal to k i with
By analyzing equation 2 we can clearly see that adding two layers to the initial set of d layers, will increase only slightly the value of RF . In fact in this case, if the old RF value is equal to RF , the new value RF will be equal to RF + 2 × (k − 1). Conversely, by increasing the filter length k i , ∀i ∈ [1, d] by 2, the new value RF will be equal to RF + 2 × d. This is rather expected since by increasing the filter length for all layers, we are actually increasing the RF for each layer in the network. Fig. 3 illustrates the RF for a two layers CNN. In this paper, we chose to focus on the RF concept since it has been known for computer vision problems, that larger RFs are required to capture more context for object recognition (Luo et al., 2016) . Following the same line of class-1 class-2 
Experimental setup
First, we detail the method to generate our synthetic dataset, which is later used in our architecture and hyperparameter study. For testing our different deep learning methods, we created our own synthetic TSC dataset. The goal was to be able to control the length of the time series data as well as the number of classes and their distribution in time. To this end, we start by generating a univariate time series using uniformly distributed noise sampled between 0.0 and 0.1. Then in order to assign this synthetic random time series to a certain class, we inject a pattern with an amplitude equal to 1.0 in a pre-defined region of the time series. This region will be specific to a certain class, therefore by changing the placement of this pattern we can generate an unlimited amount of classes, whereas the random noise will allow us to generate an unlimited amount of time series instances per class. One final note is that we have fixed the length of the pattern to be equal to 10% the length of the synthetic time series. An example of a synthetic binary TSC problem is depicted in Fig. 4 .
All deep neural networks were trained by leveraging the parallel computation of a remote cluster of more than 60 GPUs comprised of GTX 1080 Ti, Tesla K20, K40 and K80. Local testing and development was performed on an NVIDIA Quadro P6000. The latter graphics card was also used for computing the training time of a model. When evaluating on univariate time series, we have used the UCR archive (Dau et al., 2018) , which is the largest publicly available archive for TSC. The models were trained/tested using the original training/testing splits provided in the archive. To study the effect of different hyperparameters and architectural designs, we used the synthetic dataset whose generation is described in details in the previous paragraph. All time series data were z-normalized (including the synthetic series) to have a mean equal to zero and a standard deviation equal to one. This is considered a common best-practice before classifying time series data (Bagnall et al., 2017) . Finally, we should note that all models are trained using the Adam optimization algorithm (Kingma and Ba, 2015) and all weights are initialized randomly using Glorot's uniform technique (Glorot and Bengio, 2010) . Similarly to Ismail Fawaz et al. (2019b) , when comparing with the stateof-the-art results published in Bagnall et al. (2017) we used the deep learning model's median test accuracy over the different runs. Following the recommendations in Demšar (2006) we adopted the Friedman test (Friedman, 1940) in order to reject the null hypothesis. We then performed the pairwise post-hoc analysis recommended by Benavoli et al. (2016) where we replaced the average rank comparison by a Wilcoxon signed-rank test with Holm's alpha (5%) correction (Garcia and Herrera, 2008) . To visualize this type of comparison we used a critical difference diagram proposed by Demšar (2006) , where a thick horizontal line shows a cluster of classifiers (a clique) that are not-significantly different in terms of accuracy.
In order to allow for the time series community to build upon and verify our findings, the source code for all these experiments was made publicly available on our companion repository 1 . In addition, upon the acceptance of the paper, we will provide the pre-trained deep learning models, thus allowing data mining practitioners to leverage these models in a transfer learning setting .
Experiments: InceptionTime
In this section, we present the results of our proposed novel classifier called InceptionTime, evaluated on the 85 datasets of the UCR archive. We note that throughout the paper (unless specified otherwise) InceptionTime refers to an ensemble of 5 Inception networks, while the "InceptionTime(n)" notation is used to denote an ensemble of n Inception networks. Bagnall et al. (2017) . We can see here that our InceptionTime ensemble reaches competitive accuracy with the class-leading algorithm HIVE-COTE, an ensemble of 37 TSC algorithms with a hierarchical voting scheme . While the two algorithms share the same clique on the critical difference diagram, the trivial GPU parallelization of deep learning models makes learning our InceptionTime model a substantially easier task than training the 37 different classifiers of HIVE-COTE, whose implementation does not trivially leverage the GPUs' computational power. We therefore propose here that InceptionTime should be considered as the new state of the art for TSC as its accuracy is equal to that of HIVE-COTE (see Fig. 6 ) while being much faster (see Fig. 7 and 8) .
To further visualize the difference between the InceptionTime and HIVE-COTE, Fig. 6 depicts the accuracy plot of InceptionTime against HIVE-COTE for each of the 85 UCR datasets. The results show a Win/Tie/Loss of 40/6/39 in favor of InceptionTime, however the difference is not statistically significant as previously discussed. From Fig. 6 , we can also easily spot the two datasets for which InceptionTime noticeably under-performs (in terms of accuracy) with respect to HIVE-COTE: Wine and Beef. These two datasets contain spectrography data from different types of beef/wine, with the goal being to determine the correct type of meat/wine using the recorded time series data. Recently, transfer learning has been shown to significantly increase the accuracy for these two datasets, especially when fine-tuning a dataset with similar time series data . Our results suggest that further potential improvements may be available for InceptionTime when applying a transfer learning approach, as recent discoveries in Kashiparekh et al. (2019) show that the various filter lengths of the Inception modules have been shown to benefit more from fine-tuning than networks with a static filter length.
Now that we have demonstrated that our proposed technique is able to reach the current state-of-the-art accuracy for TSC problems, we will further investigate the time complexity of our model. Note that during the following experiments, we ran our ensemble on a single Nvidia Quadro P6000 in a sequential manner, meaning that for InceptionTime, 5 different Inception networks were trained one after the other. Therefore we did not make use of our remote cluster of GPUs. First we start by investigating how our algorithm scales with respect to the length of the input time series. Fig. 7 shows the training time versus the length of the input time series. For this experiment, we used the InlineSkate dataset with an exponential re-sampling. We can clearly see that InceptionTime's complexity increases almost linearly with an increase in the time series' length, unlike HIVE-COTE, whose execution is almost two order of magnitudes slower. Having showed that InceptionTime is significantly faster when dealing with long time series, we now proceed to evaluating the From Fig. 8 we can easily see how our InceptionTime is an order of magnitude faster than HIVE-COTE, and the trend suggests that this difference will only continue to grow, rendering InceptionTime a clear favorite classifier in the Big Data era. The pairwise accuracy plot in Fig. 9 compares InceptionTime to a model we call ResNet(5), which is an ensemble of 5 different ResNet networks (Ismail Fawaz et al., 2019c) . We found that InceptionTime showed a significant improvement over its neural network competitor, the previous best deep learning ensemble for TSC. Specifically, our results show a Win/Tie/Loss of 53/7/25 in favor of InceptionTime against ResNet(5) with a p-value < 0.01, suggesting the significant gain in performance is mainly due to improvements in our proposed Inception network architecture. Interestingly, we found that InceptionTime showed a huge improvement in accuracy compared to ResNet on the DiatomSizeReduction dataset. Further investigations showed that the main improvement is from using a batch size larger than 1 (which is the case for the ResNet model for this specific dataset). Therefore we cannot attribute the improvement on DiatomSizeReduction to our novel architecture, nevertheless, the results over all 85 datasets suggest that InceptionTime improves significantly the accuracy of deep learning models for TSC. In order to better understand the effect of the randomness on the accuracy of our neural networks, we present in Fig. 10 the critical difference diagram of different InceptionTime(x) ensembles with x ∈ {1, 2, 5, 10, 20, 30} denoting the number of individual networks in the ensemble. Note that InceptionTime(1) is equivalent to a single Inception network and InceptionTime is equivalent to InceptionTime(5). By observing Fig. 10 we notice how there is no significant improvement when x ≥ 5, which is why we chose to use an ensemble of size 5, to minimize the classifiers' training time.
Architectural Hyperparameter study
In this section, we will further investigate the hyperparameters of our deep learning architecture and the characteristics of the Inception module in order to provide insight for practitioners looking at optimizing neural networks for TSC. First, we start by investigating the batch size hyperparameter, since this will greatly influence training time of all of our models. Then we investigate the effectiveness of residual and bottleneck connections, both of which are present in InceptionTime. After this we will experiment on model depth, filter length, and number of filters. In all experiments the default values for InceptionTime are: batch size 64; depth 6; filter length 40; and, number of filters 32.
Batch size
We started by investigating the batch size hyperparameter, since this will greatly influence training time of our models. The critical difference diagram in Fig. 11 shows how the batch size affects the performance of InceptionTime. The horizontal thick line between the different models shows a non significant difference between them when evaluated on the 85 datasets, with a small superiority to InceptionTime (batch size equal to 64). Finally, we should note that as we did not observe any significant impact on accuracy we did not study the effect of this hyperparameter on the simulated dataset and we chose to fix the batch size to 128 for time efficiency when experimenting with InceptionTime on the simulated dataset below.
Bottleneck and residual connections
In Ismail Fawaz et al. (2019b) , ResNet achieved the best classification accuracy when evaluated on the 85 datasets and as a result we chose to look at the specific characteristic of this architecture-its residual connections. Additionally, we tested one of the defining characteristics of Inception-the bottleneck feature. For the simulated dataset, we did not observe any significant impact of these two connections, we therefore proceed with experimenting on the 85 datasets from the UCR archive. Fig. 12 shows the pairwise accuracy plot comparing InceptionTime with/without the bottleneck. Similar to the experiments on the simulated dataset, we did not find any significant variation in accuracy when adding or removing the bottleneck layer.
In fact, using a Wilcoxon Signed-Rank test we found that InceptionTime with the bottleneck layer is only slightly better than removing the bottleneck layer (p-value > 0.1). In terms of accuracy, these results all suggest not to use a bottleneck layer, however we should note that the major benefit of this layer is to significantly decrease the number of parameters in the network. In this case, InceptionTime with the bottleneck contains almost half the number of parameters to be learned, and given that it does not significantly decrease accuracy, we chose to retain its usage. In a more general sense, these experiments suggest that choosing whether or not to use a bottleneck layer is actually a matter of finding a balance between a model's accuracy and its complexity. To test the residual connections, we simply removed the residual connection from InceptionTime. Thus, without any shortcut connection, InceptionTime will simply become a deep convolutional neural network with stacked Inception modules. Fig. 13 shows how the residual connections have a minimal effect on accuracy when evaluated over the whole 85 datasets in the UCR archive with a p-value > 0.2.
This result was unsurprising given that for computer vision tasks residual connections are known to improve the convergence rate of the network but not alter its test accuracy (Szegedy et al., 2017) . However, for some datasets in the archive, the residual connections did not show any improvement nor deterioration of the network's convergence either. This could be linked to other factors that are specific to these data, such as the complexity of the dataset.
One example of interest that we noticed was a significant decrease in InceptionTime's accuracy when removing the residual component for the ShapeletSim dataset. This is a synthetic dataset, designed specifically for shapelets discovery algorithms, with shapelets (discriminative subsequences) of different lengths (Hills et al., 2014) . Further investigations on this dataset indicated that InceptionTime without the residual connections suffered from a severe overfitting.
While not the case here, some research has observed benefits of skip, dense or residual connections (Huang et al., 2017) . Given this, and the small amount of labeled data available in TSC compared to computer vision problems, we believe that in each case should be independently study whether to include residual connections. Finally, we should note that the residual connection has a minimal impact on the network's complexity (Szegedy et al., 2017) .
Depth
Most of deep learning's success in image recognition tasks has been attributed to how 'deep' the architectures are (LeCun et al., 2015) . Consequently, we decided to further investigate how the number of layers affects a network's accuracy. Unlike the previous hyperparameters, we present here the results on the simulated dataset. Apart from the depth parameter, we used the default values of InceptionTime. For the dataset we fixed the number of training instances to 128 and the number of classes to 2 (see Fig. 4 for an example). The only dataset parameter we varied was the length of the input time series. Our initial hypothesis was that as longer time series can potentially contain longer patterns and thus should require longer receptive fields in order for the network to separate the classes in the dataset. In terms of depth, this means that longer input time series will garner better results with deeper networks. And indeed, when observing Fig. 14 , one can easily spot this trend: deeper networks deliver better results for longer time series. In order to further see how much effect the depth of a model has on real TSC datasets, we decided to implement deeper and shallower InceptionTime models, with 9 and 3 inception modules layers, respectively. In fact, compared with the original architecture proposed by Wang et al. (2017) , the deeper (shallower) version of InceptionTime will contain one additional (fewer) residual blocks each one comprised of three inception modules. By adding these layers, the deeper (shallower) InceptionTime model will contain roughly double (half) the number of parameters to be learned. Fig. 15 depicts the critical difference diagram comparing the deeper and shallower InceptionTime models to the original InceptionTime.
Unlike the experiments on the simulated dataset, we did not manage to improve the network's performance by simply increasing its depth. This may be due to many reasons, however it is likely due to the fact that deeper networks need more data to achieve high generalization capabilities (LeCun et al., 2015) , and since the UCR archive does not contain datasets with a huge num- ber of training instances, the deeper version of InceptionTime was overfitting the majority of the datasets and exhibited a small insignificant decrease in performance. On the other hand, the shallower version of InceptionTime suffered from a significant decrease in accuracy (see InceptionTime-3 in Fig. 15 ). This suggests that a shallower architecture will contain a significantly smaller RF, thus achieving lower accuracy on the overall UCR archive.
From these experiments we can conclude that increasing the RF by adding more layers will not necessarily result in an improvement of the network's performance, particularly for datasets with a small training set. However, one benefit that we have observed from increasing the network's depth, is to choose an RF that is long enough to achieve good results without suffering from overfitting.
We therefore proceed by experimenting with varying the RF by varying the filter length.
Filter length
In order to test the effect of the filter length, we start by analyzing how the length of a time series influences the accuracy of the model when tuning this hyperparameter. In these experiments we fixed the number of training time series to 128 and the number of classes to 2. Fig. 16 illustrates the results of this experiment.
We can easily see that as the length of the time series increases, a longer filter is required to produce accurate results. This is explained by the fact that longer kernels are able to capture longer patterns, with higher probability, than shorter ones can. Thus, we can safely say that longer kernels almost always improve accuracy.
In addition to having visualized the accuracy as a function of both depth (Fig. 14) and filter length (Fig. 16) , we proceed by plotting the accuracy as function of the RF for the simulated time series dataset with various lengths. By observing Fig. 17 we can confirm the previous observations that longer patterns require longer RFs, with length clearly having a higher impact on accuracy compared to the network's depth.
There is a downside to longer filters however, in the potential for overfitting small datasets, as longer filters significantly increase the number of parameters in the network. To answer this question, we again extend our experiments to the real data from the UCR archive, allowing us to verify whether long kernels tend to overfit the datasets when a limited amount of training data is available. To further verify if the previous observations generalize beyond the simulated dataset, we decided to train and evaluate InceptionTime versions containing both long and short filters on the UCR archive. Where the original InceptionTime contained filters of length {10,20,40 }, the two models we are testing here contain filters of length {16,32,64 } and {2,4,8 }. Fig. 18 illustrates a critical difference diagram showing how InceptionTime with longer filters will slightly decrease the network's performance in terms of accurately classifying the time series datasets. We can therefore summarize that the results from the simulated dataset do generalize (to some extent) to real datasets: longer filters will improve the model's performance as long as there is enough training data to mitigate the overfitting phenomena.
In summary, we can confidently state that increasing the receptive field of a model by adopting longer filters will help the network in learning longer patterns present in longer time series. However there is an accompanying disclaimer that it may negatively impact the accuracy for some datasets due to overfitting. 
Number of filters
To provide some directions on how the number of filters affects the performance of the network, we experimented with varying this hyperparameter with respect to the number of classes in the dataset. To generate new classes in the simulated data, we varied the position of the patterns; for example, to create data with three classes, we inject patterns of the same length at three different positions. For this series of experiments, we fixed the length of the time series to 256. Fig. 19 depicts the network's accuracy with respect to the number of filters for datasets with a differing number of classes. Our prior intuition was that the more classes, or variability, present in the training set, the more features are required to be extracted in order to discriminate the different classes, and this will necessitate a greater number of filters. This is confirmed by the trend displayed in Fig. 19 , where the datasets with more classes require more filters to be learned in order to be able to accurately classify the input time series.
After observing on the synthetic dataset that the number of filters significantly affects the performance of the network, we asked ourselves if the current implementation of InceptionTime could benefit/lose from a naive increase/decrease in the number of filters per layer. Our proposed InceptionTime model contains 32 filters per Inception module's component, while for these experiments we tested two ensembles with 64 and 16 filters per layer, approximately doubling and halving the number of filters per layer, respectively. Fig. 20 illustrates a critical difference diagram showing how increasing the number of filters per layer significantly deteriorated the accuracy of the network, whereas decreasing the number of filters did not significantly affect the accuracy. It appears that our InceptionTime model contains enough filters to separate the classes of the 85 UCR datasets, of which some have up to 60 classes (ShapesAll dataset).
Increasing the number of filters also has another side effect: it causes an explosion in the number of parameters in the network. The wider InceptionTime contains four times the number of parameters than the original implementation. We therefore conclude that naively increasing the number of filters is actually detrimental, as it will drastically increase the network's complexity and eventually cause overfitting.
Conclusion
Deep learning for time series classification still lags behind neural networks for image recognition in terms of experimental studies and architectural designs. In this paper, we fill this gap by introducing InceptionTime, inspired by the recent success of Inception-based networks for various computer vision tasks. We ensemble these networks to produce new state-of-the-art results for TSC on the 85 datasets of the UCR archive. Our approach is highly scalable, two orders of magnitude faster than current state-of-the-art models such as HIVE-COTE. The magnitude of this speed up is consistent across both Big Data TSC repositories as well as longer time series with high sampling rate. We further investigate the effects on overall accuracy of various hyperparameters of the CNN architecture. For these, we go far beyond the standard practices for image data, and design networks with long filters. We look at these by using a simulated dataset and frame our investigation in terms of the definition of the receptive field for a CNN for TSC. In the future, we would like to explore how to design deep neural networks for multivariate TSC while investigating more recent architectural advancements that are being published each year for computer vision tasks.
