Abstract-In this paper, we propose algorithms for eigenvalue assignment (EVA) by constant as well as dynamic output feedback. The main algorithm is developed for single-input, multioutput systems and (be results are then extended to multiinput, multioutput systems. In computing the feedback, use is made of the fact that the closed-loop eigenvalues can "almost always" be assigned arbitrarily close to desired locations in the complex plane, provided the system satisfies the condition m + p > n, where m, p , and n are, respectively, the number of inputs, outputs, and states of the system. The EVA problem has been treated as a converse of the algebraic eigenvalue problem. The proposed algorithms are based on the implicitly shifted QR algorithm for solving the algebraic eigenvalue problem. The performance of the algorithms is illustrated by means of several numerical examples.
I. INTRODUCTION
ONSIDER a linear time-invariant multivariable system C described by its state-space equations
i(t)=Ax(t)+Bu(t)
(l.la)
wherex(t) E Rn, u ( t ) E Rm, andy(t) E Rp. Assume that the triple ( A , B, C) is controllable and observable. It is desired to compute a constant gain output feedback matrix K E R m x P defined by the feedback law has some desired set of eigenvalues. In (1.3), if the matrix C is the n x n identity matrix, then the closed-loop state matrix is given by AcI = A -BK, and the problem is reduced to that of EVA by means of state feedback. EVA by output feedback may, therefore, be considered as a generalization of EVA by state feedback. The latter has been treated extensively from theoretical [ 11-[4] 151-[ 181, hardly any attention has been paid to developing numerically reliable algorithms for solving the problem. To the best of our knowledge, the algorithms described in this paper appear to be the first comprehensive work in this context.
In developing numerically reliable algorithms, several numerical issues must be addressed [ 191, [20] . One of the most important issues is the use of numerically stable transformations because the use of unstable transformations could lead to computational errors which may become significant enough to yield completely incorrect results. Algorithms using canonical forms or those using transfer function representations of a system require the use of potentially unstable transformations. The methods that require knowledge of the eigenvalues of the state matrix of an open-loop system may lead to extremely erroneous results when the corresponding algebraic eigenvalue problem is ill-conditioned [19] , [20] . In this paper, we propose numerical algorithms which do not suffer from the drawbacks mentioned above. The proposed algorithms use only orthogonal (numerically stable) state coordinate transformations together with output feedback to assign the closed-loop eigenvalues arbitrarily close to desired locations in the complex plane.
The EVA problem is treated as a "converse" of the algebraic eigenvalue problem [19] , [ZO] . The latter has been treated extensively in the numerical analysis literature. The approach taken in subsequent sections is based on the well-known QR algorithm with implicit shifts [19] , [20] . Without any loss of generality, we consider only controllable and observable triples ( A , B, C ) .
The paper is organized as follows. In Section 11, we briefly review some results from linear algebra and control theory which will be used extensively in subsequent sections to develop the algorithms. Section I11 is the main section in which we outline the design philosophy for solving the EVA problem. The theoretical basis for the algorithm is developed in Sections 111-A and 111-B. The algqrithms for EVA using constant gain output feedback are described in Section 111-C. In Section IV, we extend the results to systems which do not meet the condition ( m + p > n) for arbitrary EVA and, therefore, require dynamic output feedback. This is done by converting the dynamic output feedback problem to a constant gain output feedback problem for an augmented system. Numerical examples are provided in Section V to illustrate the performance of the proposed algorithms.
REVIEW OF PRELIMINARY RESULTS
In this section, we shall review some relevant results from linear algebra and control theory that will be used extensively in later sections to develop the algorithms for EVA. Definition 2.1: A matrix A E Elnxn is said to be an upper input EVA problems [23] , the first to assign p -1 eigenvalues and the second to assign the remaining n -p + 1 eigenvalues while preserving the p -1 previously assigned ones. As a first step, in Section 111-A, we consider the problem of assigning r (~p ) eigenvalues arbitrarily close to some desired locations in the complex plane (subject to c-c pairing) for single-input , multioutput systems.
length n, such that the vector y = Hx has elements y 2 , . . Theorem 2.6 f20/: A matrix A E W n x n having linearly independent columns can be written uniquely in the form A = QR where Q E W" is an orthogonal matrix and R E W" x n is an upper triangular matrix with positive diagonal elements.
Remark: The factorization in Theorem 2.6 is called the QR factorization of a matrix A . This factorization together with "shifts of origin' ' have been used to develop iterative algorithms for solving the "algebraic eigenvalue problem" 1191, [20] . By successive applications of shifts of origin and the QR factorization, a given matrix A can be reduced to its RSF. The converse of this principle is used in subsequent sections to develop a "direct" EVA algorithm for systems described by (l.l), using output feedback.
EIGENVALUE ASSIGNMENT BY CONSTANT GAIN OUTPUT FE ED
In this section, we develop an algorithm for "almost" arbitrary EVA using constant gain output feedback for systems in which m + p > n where rn, p , and n are, respectively, the number of inputs, outputs, and states of the given system. Our results are based on the following theorem [ 113-[ 141. Theorem 3. I : Given a controllable and observable system ( A , B, C ) with A E R n x " , rank B = m, and rank ( C ) = p , then for "almost all" ( B , C ) pairs, there exists a constant gain output feedback matrix K such that A + BKC has min ( n , m + p -1) eigenvalues assigned arbitrarily close to min ( n , m + p -1) specified locations in the complex plane with complex eigenvalues occurring in conjugate pairs.
The locations at which the eigenvalues cannot be positioned exactly by finite constant gain output feedback correspond to the blocking zeros [21] of the system which, for a single-input system, are also its transmission zeros.
In order to achieve EVA, we reduce the problem to two single-A . Theoretical Considerations for EVA in Single-Znput,
Multioutput Systems
We consider the controllable and observable single-input system i ( t ) = A x ( t ) + bu(t) (3.la)
where x ( t ) E W", u ( t ) E W, y ( t ) E Wp, and rank (C) = p ( 5 n). We shall assume without loss of generality that the given system triple ( A , b, C ) is in UHF. Moreover, since the system (3.1) is controllable, the state matrix A is an unreduced upper Hessenberg matrix.
In a controllable and observable single-input system with p outputs, Theorem 3.1 can be strengthened in that we can always assign p closed-loop eigenvalues at almost any desired locations in the complex plane by means of finite constant gain output feedback, e.g., see [l] , [4] , and [9]. Next we discuss how "explicit" shifts of origin may be employed to assign these eigenvalues by means of output feedback. The theoretical developments for implicit shifts are discussed in Section 111-A-2). For a more detailed account of various shift strategies, the reader is referred to [ 161 and [26] . I ) Explicitly Shifted EVA for Single-Input, Multioutput Systems: The problem that we consider in this section is to find a constant gain output feedback vector k E WP such that the closedloop state matrix A,, = A + bkrC has r ( s p ) eigenvalues at desired locations. Let A = {XI , a , A,} denote the set of desired locations to which the closed-loop eigenvalues are to be assigned. For the sake of illustration, assume that all eigenvalues to be assigned are real (this assumption is only for clarity of presentation, and is not a limitation of the algorithm). At the start of the lth step ( I 5 r ) , we have where ci E R P , i = 1 , . -. , I -1, and C, E WP'V.
In the lth step, we calculate kT in order to assign an eigenvalue at XI. To accomplish this, we first transform the matrix A , -AJ, to an upper triangular form by means of orthogonal plane rotations (A/-hI7)Pn-l,, p,,,7-I A RI (3.5) where P, -I , n is a plane rotation in the ( n -1, n)th plane [ 191, 1201 such that the element a,,, -I is annihilated using the element a,,, -A,. Since A , is an unreduced upper Hessenberg matrix, the plane rotations above are nontrivial and the diagonal elements of RI have nonzero values.
Denoting the product P,-I,n * . is a lower row echelon matrix. The number of linearly independent columns of C can be determined by inspection of its lower row echelon form. If the rank of the first I -1 columns is denoted by CY-then the vector kT is chosen as k T= O/ffTT (3.15) where From (3.15) it is easy to see that the condition (3.8a) will always be satisfied. To satisfy (3.8b), it is required that Ep-aI-l,I # 0. In this case we cannot assign an eigenvalue at XI as shown below.
= 0, then XI is a transmission (blocking) zero of the system ( A l , b / , kTC/). After performing the plane rotations as described by (3.5), we have from where it is clear that the first and the last columns of the right-hand side in (3.16) are linearly dependent. Therefore, rank
It is well known that for single-input systems, the eigenvalues of closed-loop systems cannot be positioned exactly at the transmission zeros of the system by means of finite gain output feedback. Theoretically, we can position an eigenvalue arbitrarily close to a transmission zero. However, it would require undesirably high feedback gains. We should note here that if XI is a transmission zero of ( A / , b/, Cl), then it would also be a transmission zero of ( A / , b,, kTCl) but the converse is not necessarily true. If hr is a transmission zero of ( A l , b/,.k,TCl) but not of (Al, bl, Cl), then we can assign the remaining eigenvalues by reordering A,, -e , A, such that XI is assigned in one of the subsequent steps. If A/ is a transmission zero of ( A / , 61, Cl), then we cannot assign an eigenvalue at X, by means of finite gain output feedback k,T. If A/ is not a transmission zero of ( A , b, C), then by reordering the elements of A, this difficulty can be overcome, so that X, is assigned in an earlier step. However, if hl is a transmission zero of (A, b, C), then as mentioned earlier, we cannot assign a closed-loop eigenvalue at XI by finite gain output feedback.
It can be shown [22] that X, is a transmission (blocking) zero of (A,, b,, C,) if and only if, in (3.6), the vector 5, = 0. This test can also be applied to the system (A, 6, C) to determine if any elements of A are transmission zeros of (A, b, C). However, it is worth mentioning here that single-input, multioutput systems (A, b, C) that possess transmission zeros are nongeneric, i.e., the class of such systems is either empty or lies on a hypersurface in the parameter space of (A, b, C) [25] .
From the numerical point of view, a problem that can arise is the following. At the Ith step, XI may be very close to a transmission zero of ( A I , bI, kTC,), but not of ( A l , b,, C / ) . Then the output feedback gains required to place an eigenvalue at AI by the proposed approach could be high, whereas it may be possible to achieve the assignment with lower gains by another approach or by reordering the elements of A.
2) Implicitly Shifted EVA: Using the explicitly shifted EVA algorithm we would require complex arithmetic to assign c-c pairs of eigenvalues. Therefore, it is important to develop a method that would enable us to assign c-c pairs of eigenvalues using real arithmetic only. This can be done by performing the shifts "implicitly" [19] , [20] . We shall illustrate the use of implicit shifts for assigning real eigenvalues first and then extend it for assigning c-c pairs of eigenvalues. The following result (in a slightly modified form) is taken from [20] . Q=PPn-l,n * * e P n -/ + l , n -l where Pn -i , n -r + i = 1, . . . , I -1 are the transformations that make Y an upper Hessenberg matrix. Note that unlike the conventional QR decomposition, the dec_ompc_sition_ here starts from the lower right-hand corner. Now, Y = Q'YQ. However, because of the structures of the matrices Pn-i,n-i+ I , postmultiplication Of P by these matrices does not change its last column. Thus, Q has the same last column as P which by construction ha! the same l a! t colu-mn as Q. Therefore, by Theorem 3.3, Q = Q and hence Y = Y.
To see how Theorem 3.4 will enable us to compute the feedback gain using implicit shifts, consider the unreduced upper Hessenberg matrix A , = A, -b,krC/ with an eigenvalue at A,. Note that the pair ( A , , b,) is in UHF and A , is an unreduced upper Hessenberg matrix. We can write the vector k,T in the form klepT;r+l where ep-l+l is the ( p -I + l)th_column of t h e p X p identity matrix. Then an orthogonal matrix Q which implements a shift of XI will result in IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 34, NO. 6, JUNE 1989 Substituting for A,, we have From the structure of b / , k,, and Q,, it can be seen that QTAlQ, differs from Q,TAIQI in only the first two rows. Further, XI = a l l -b l l k I c p -I + l , l and uZ1 -b 2 1 k , c p -~+ l , l = 0 , where a,,, biikij, and cij are the (i, j ) t h elements of QrA,QI, Q J h , krTT, and TC,QI, respectively, and T is the transformation matrix that reduces CQI to a lower row echelon form.
By the assumption that (A&,) is a controllable pair and that XI is not a transmission zero of ( A l , b,, C / ) , the elements bZI and c,-r+ are nonzero. Therefore, k, can be computed as k,. = a21 / bZIcp-,+ Therefore, having formed the transformation Q / , which applies an implicit shift of XI to !he matrix A I , this choice of kl will assign an eigenvalue at X, in A,.
Clearly, we have concentrated the effect of the shifts of the origin into the transformation matrix P of Theorem 3.4. To determine P , we need to find the last column of QI. Consider selecting P such that SrP = IId,112e:, we have, i.e., the last column of P is the same as the last column of Q,. Hence, with this choice of P and therefore of Q,, we can transform the pair (A, b, C) and find the feedback k r i n (3.7) that assigns an eigenvalue at A,.
To assign a c-c pair of eigenvalues, we need to form a doublestep implicit shift. To apply the double-step shift, assume that we have already applied one QR step with a shift A, to A, to obtain A,+ I = QTAIQI.
We then apply another shift A,, I to A,+ I to get A + 2 =~T + I~T~,~I~, + I .
Using similar reasoning as for the single step shift, we can compute 1) Find an orthogonal matrix P with the same last column as 2) Reduce the matrix PTA,P to an upper Hessenberg matrix
Once again, because of the structure of the plane rotation matrices= required to transform PTAIP to an upper Hessenberg matrix the product of these rotation matrices has thg same last column as QIQ/+ Therefore, from Theorem 3.4, A/+2 = and we have accomplished the transformation without explicitly using the shifts XI and XI+ I . Next, to determine the transformation P , let R, and RI+ be the upper triangular parts of the QR decompositions of A , and A I + Then it can be shown that by the following two steps.
Q/Q/+ I .

A + 2 .
POI
Premultiplying by e r , we get where 8; is the last row of (Al -All,) ( A / + -hl+ 11,) In this section, we will discuss the case where the number of states of the system is less than the sum of the numbers of inputs and outputs (n < m + p). It will be shown that the multiinput, multioutput EVA problem can be easily transformed to two single-input, multioutput EVA problems each of which can be solved using the results of Section 111-A. Our approach is similar to the two-step procedure proposed in [23] . In the first step, we solve an EVA problem for a single-input, p-output system to assign p -1 eigenvalues to desired locations in the complex plane. In the next step, we assign additional n -p + ,1 eigenvalues while preserving the p -1 eigenvalues assigned in the first step. We shall now examine some salient features of this approach.
We have shown that in a controllable and observable singleinput, p-output system we can assign r ( ~p )
closed-loop eigenvalues arbitrarily close to desired locations in the complex plane. However, a multiinput, multioutput controllable and observable system may not be completely controllable from any one specific input. In fact, complete controllability from one input is not required. As we shall see later, it is only necessary that there exists an input from which a subsystem of dimension at least p -1 is controllable. If such an input cannot be found or if it is required to obtain a controllable single-input system from the multiinput system, we can use the generic results in [27], [28] .
This involves using randomly generated matrix K, E R m x p and vector d, E Rm to get a single-input system ( A -BK,C, Ed,). It can be shown that this single-input system will "almost always" be controllable. The effect of K, is to make the resulting closedloop state matrix cyclic [27] so that if A is already cyclic, then K, can be chosen as the null matrix. For a controllable pair (A, B) with A cyclic, it can be shown [28] that almost any linear combination of the inputs (via the vector d,) will result in a controllable pair (A, Bd,). Having obtained a controllable and observable single-input, p-output system, we can use the approach described in Section 111-A to assign p -1 eigenvalues at desired locations in the complex plane. The use of K, and d, may also have some benefits from the numerical point of view since the use of randomly generated K, and d, appears in general to improve the numerical conditioning of the resulting single-input EVA problem. This could be because EVA by output feedback is implicitly related to the controllability and observability properties of a system and randomly generated K, and d, may make the resulting single-input system more strongly controllable and observable. This aspect of the output feedback problem is of interest from a computational point of view and needs further investigation.
Let us now consider a controllable and observable system (A, B, C) with rank ( B ) = m, rank (C) = p, and m + p > n. We assume further that A is a cyclic matrix and that we can determine a vector b lying in the column space of B, i.e., b = Bdl for some d, E R"', such that (A, b ) is controllable. Note that if the system (A, B, C) is controllable from the ith input, then dl can be chosen such that b is the ith column of B. If this is not the case, then we can use the condensed form given in Theorem 2.5 and find a linear combination (with arbitrary nonzero multipliers) of the first a! columns of the input matrix G in (2.2a). This, in general, will result in a controllable single-input system. The nonzero multipliers will then be the first a! elements of dl and the remaining can be set equal to zero. We also assume without loss of generality that the controllable and observable single-input, multioutput system ( A , b, C) is in UHF and that the orthogonal transformations required to obtain this UHF have also been applied to the matrix B. The proposed algorithm involves a two-step procedure. The first step assigns p -1 eigenvalues by means of constant gain output feedback k , applied to the single-input system ( A , b, C ) using the approach described in the previous section. In terms of the system (A, B, C), the output feedback matrix after this step is K I = dlkr. The state matrix ( = A -B K I C ) of the compensated system ( A p -Bp-I , Cp-I ) will then be in block upper triangular form. For brevity of notation, we define p 4 n -p + 1. Then at the end of this step, the matrices will have the following structures: Note that (F, G, H) is a p-input, m-output controllable and observable system. For this system, we wish to assign p( = n -p + 1) eigenvalues while preserving the p -1 eigenvalues that have already been assigned in the first step. In order to accomplish the latter, we need to determine a vector d2 such that Gldz = 0, Gzdz # 0 , and (FZ2, G2d2) is a controllable pair. Since GI is a ( p -1) x p matrix, there always exists a nonzero vector dT E Rp such that G I d2 = 0 and the assumption that rank ( G ) = p implies that G2d2 # 0. The vector d2 can be determined by reducing G to a lower column echelon form G by postmultiplication with an orthogonal matrix S E R P x P . Writing
GLi [g;]=[:;] s
we see that rank ( G I ) = rank ( G I ) , i = 1, 2. Therefore, we ?an select d2 as d2 = Se,, where 0 is an integer satisfying rank ( G I ) < p I p and e, is the 0th column of the p x p identity matrix. It can be shown (see the Appendix) that the pair (FZ2, G2d2) will "almost always" be controllable. It is easy to see that if p eigenvalues were assigned in the first step, then G I would be a p x p matrix. In this case, a nonzero d2 which satisfies Gld2 = 0 will not exist if G I has full rank.
We now consider the problem of EVA by constant gain output feedback for the single-input, m-output system (F, g , H) where g = Gd,. From the structure of g, it is clear that this output feedback will affect the submatrix FZI but not the submatrix Fll , so that the p -1 eigenvalues assigned in the first step will be preserved. Also, the structure of g implies that we can compute the required output feedback vector k2 by solving the problem of assigning the p eigenvalues of F2, by constant gain output feedback applied to the controllable and observable subsystem (&, Gzd2, H2). The observability of this subsystem follows from the observability of (F, G , H ) and the lower block triangular structure of F. This problem can be solved using the approach described in the previous section provided that m 2 p and rank (Elz) 2 p. The first condition is equivalent to the condition m + p > n which holds by assumption. It can be shown (see the Appendix) that the second condition is "almost always" satisfied. It should be noted that the system (FZ2, G2d2, H 2 ) must be transformed to a UHF before the EVA procedure described in the previous section can be applied. At the end of this step, we get a constant gain output feedback matrix K2 = d 2 k l which preserves the p -1 eigenvalues assigned in the first step and assigns the remaining p eigenvalues. The constant gain output feedback required to position all n eigenvalues for the given system ( A , B, C) is then given by
where K, can be set equal to the m x p null matrix if the state matrix of the given system is cyclic. Note that K2 is transposed because we used the dual system in the second step.
It should be noted that if n > m + p -1, then in the second step, we can assign at most m eigenvalues, implying that in the two steps together we can assign at most m + p -1 eigenvalues.
It is also worth mentioning that instead of assigning p -1 and m eigenvalues in the two steps, we could assign m -1 and p eigenvalues by starting with the dual of the given system. If n = m + p -1, these are the only two ways of distributing the EVA task so as to assign all n eigenvalues. However, if n < m + p -1, then several task distributions may be possible and this freedom can be exploited in choosing dl and d2 or in obtaining a numerically better conditioned solution to the output feedback EVA problem.
C. Algorithms for EVA by Constant Gain Output Feedback
Next we present algorithms for EVA based on the approach described in the preceding sections. The first algorithm is for EVA in single-input, multioutput systems. This algorithm can assign at most p eigenvalues of the closed-loop system. The second algorithm uses the first algorithm to assign n( 5 m + p -1) eigenvalues of the closed-loop system arbitrarily close to desired locations in the complex plane.
I) An Algorithm for EVA in Single-Input, Multioutput Systems: We consider the single-input, multioutput controllable and observable system in (3.1) in its UHF. If the desired set of closed-loops eigenvalues contain one or more pairs of c-c eigenvalues, then we employ implicit shifts with double steps to avoid the use of complex arithmetic. We assume that each desired complex eigenvalue and its conjugate are arranged consecutively. Also, we assume, without any loss of generality, that the output matrix C has full rank, i.e., we can assign p eigenvalues of the closed-loop eigenvalues contain one or more pairs of c-c complex plane. The following algorithm assigns real as well as Cc pairs of eigenvalues.
Algorithm 3.1: (EVA in Single-Znput, Multioutput Systems Using Implicit Shifts):
Step Z: (Initialization):
.
= number of eigenvalues to be assigned ( I p ) .
Set ki = 0 and T, = I,; If Ai is complex, go to Step 111;
Step II:-(Real Eigenvalues): If the last column vector of C, is a zero vector (A, is a transmission zero of the-system), then STOP; else, determine a fecdback vector k: such that the (n, n)th element of A , -b,k:C, is equal to A, . The vector AT will have only the first element El as nonzero and T, will be the n x n identity matrix.
Comment:
The nonzero element in k^: is determined as P,Tl b;., C?; = c j P j , l Pi,n-i-I.
bi+lkTCi+l.
where a,,, denotes the (n, n)th element of A,, b, denotes the nth element of b,, , and cl,, denotes the (1, n)th element of c,. 9) Set k T = k T + k^: and STOP.
Step 1 ,,_z, C i , , , -I , in,,] is the last row of ( A i -Ail,) ( A ; -AT&), A, ? being the complex-conjugate of A; . The elements Ci,,,-2, and h,,, are given by a n , n -Z = a n - n-2an,n-1   d,,,-l=an,n-l[an-l,n-l + a , , , -( b +~) l ) l 6 n , n = ( a n , n I 2 + an,,-Ian-I , n -a n , n ( h i + XP) + where a , 3 (n -i -1) in order to make AY;) as close to upper Hessenberg as possible, i.e., denotes t i e (i, j ) t h element of A;.
1,
2) Set A = P,TA;P;, b; = PTb;, C = CiPj, and k; = 0.
3) Apply plane rotations ) = 1, 2, " i = P ; j ( , -; -I ) * . . PcIAiPi,l . . . pl,3(n-j-I) and k t &+z = P r 3 ( , -j -l ) f . . prlb; ., ci = CjPi,1 -* .
Pi,3(n-i+ I).
If the ith and ( i + 1)th columns of ci are zero vectors (hi and AT are c-c transmission zeros of the system), go to Step 111-7); else, continue.
4)
Find an orthogonal matrix T, such that Cj+2 = T,cj is in a lower row-echelon form. 
hi*).
bi+2k;Ci+2.
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and-X,*-l.
Comment: The vector kT-, will be a vector of length n with only the last two elemedbeing nonzero. The lasttwo rows and columns of A n -I -b, -I k;-I Cn -I are given by (3.23a) and
The effect of applying the feedback k^:-, is to change the first row of the 2 x 2 matrix above so that by appropriate choice of the two nonzero elements of the feedback vector, we can ensure that the 2 x 2 matrix in (3.22) has eigenvalues at h, -and A: -.
9) Set k T = k T + k;-and STOP.
As shown in Step 11-8) and
Step 111-8), if i = I = n for a real eigenvalue or i = I -1 = n -1 for a c-c pair of eigenvalues, then the eigenvalues are assigned directly, since we cannot form implicit shifts in these cases.
2) A n Algorithm for EVA in Multiinput, Multioutput Systems: In this section we consider a controllable and observable m-input, p-output system (A, B, C) with rank (B) = m, rank (C) = p, and m + p > n. As described in Section 111-B, the proposed algorithm involves the solution of two single-input EVA problems. The algorithm of the previous section is therefore applied twice to assign all n eigenvalues arbitrarily close to desired locations in the complex plane. For simplicity of presentation, it is assumed that the desired closed-loop eigenvalues have been arranged in such a manner that when assigning the firstp -1 eigenvalues, the algorithm does not encounter a cc pair of eigenvalues at the ( p -1)th step. This does not impose any restriction on the closed-loop eigenvalues because all possible cases can be treated by starting either with the given system or its dual. For example, i f p is even, m is odd and n ( = m + p -1) is even, we can have all the closed-loop eigenvalues as c-c pairs by starting with the dual system (AT, C T , B T ) . An algorithm for EVA in multiinput, multioutput systems may then be formally stated as follows.
Algorithm 3.2: (EVA in Multiinput, Multioutput Systems Using Implicit Shifts):
Step I: (Assign the First p -I Eigenvalues): eigenvalues to be assigned in this step.
Comment: The vector d l can be generated randomly or chosen as described in Section 111-B. If the matrix A is not cyclic, then a randomly generated output feedback K, should be applied to make the resulting state matrix cyclic. 3) Reduce (A, b, C) to its UHF and apply Algorithm 3.1 to get the system (Ap-I , Bp-Cp-and output feedback matrix K I = dl k where k is the output feedback vector required to assign the desired p -1 eigenvalues for the single-input -.
system-(A, b, C). 2) Determine d2 E W p such that G l d 2 = 0 and G2d2 # 0. If (&, G2) is a controllable pair go to Step 11-3), else change A and go to Step I.
3) SetA = F l l , b = G2d2, C = H2, n = n -p + 1, a n d p = m. 4) Set 1 = n (the number of eigenvalues to be assigned and reduce the single-input, multioutput system (A, b, C ) to a UHF and apply Algorithm 3.1 to assign the I eigenvalues and get an output feedback vector k:.
5) Set the output feedback matrix K = K, + K1 + d2k:.
IV. EIGENVALUE ASSIGNMENT BY DYNAMIC OUTPUT FEEDBACK
The problem of EVA by dynamic output feedback can be reduced to that of EVA by constant output feedback for an augmented system [ 11. We consider a controllable and observable linear multivariable system X ( t ) = A x ( t ) +Bu(t) (4. la) Remarks: 1) For the dynamic output feedback case, Algorithm 3.2 is applied to a higher order system and, therefore, requires more computations.
2) It can be checked in a numerically reliable manner [22], whether or not the single-input, multioutput system (A, b, C) has a transmission zero at a particular location A.
V. NUMERICAL EXAMPLES
In this section, we illustrate the performance of the algorithms described in the preceding sections by means of some numerical examples. The desired closed-loop eigenvalues have been selected for the purpose of illustration only and not to meet any specific design criteria.
Example I: For this example, we have taken the data for the 16th-order FlOO Turbofan engine [24]. The system has only five inputs and five outputs, therefore, we can assign at most m + p -1 (= 9) eigenvalues arbitrarily close to desired locations by means of constant gain output feedback. The desired and the computed eigenvalues of the closed-loop system are given in Table 1 .
Example 2: We have selected this example to illustrate the EVA algorithm using dynamic output feedback. The system being considered is the ninth-order model of a drum boiler with two inputs and two outputs [25]. A dynamic Compensator of sixth- order enabled us to assign all the eigenvalues of the augmented system at desired locations. The parameters of the dynamic compensator (rounded off to five significant digits) are given in Table 11 . The desired and the computed closed-loop eigenvalues of the augmented system are shown in Table 111 .
VI. CONCLUDING REMARKS
In this paper, we have presented numerical algorithms for eigenvalue assignment by means of constant gain as well as dynamic output feedback. To the best of our knowledge, this is the first numerically reliable, direct approach for these problems where significant attention has been given to numerical issues, in particular to the reliability of the numerical computations involved. The problem was treated as a converse of the algebraic eigenvalue problem, the underlying principle being the QR decomposition of a matrix and the use of "implicit" shifts. In the eigenvalue computation problem, the shifts converge to the true eigenvalues while in the eigenvalue assignment problem, the shifts are known a priori, being the desired closed-loop eigenvalues. The basic idea is to use output feedback to modify the given state matrix so that it has an eigenvalue corresponding to the specified shift. The algorithms use only orthogonal transformations together with output feedback to assign the desired eigenvalues and, therefore, have good numerical properties. The performance of the algorithms has been illustrated by numerical examples. 
APPENDIX
To accomplish the eigenvalue assignment of the dual subsystem in Section 111-B, it is required that the following two conditions be satisfied.
1) At the beginning of the second step, rank ( H 2 ) = p ( = n -P + 1); ( n .< m + P).
2) The pair (F22, G2d2) is controllable. We shall use the approach in [12] , [25] to prove that the above two conditions will almost always be met. In order to do this, we need to introduce the concept of a hypersurface [27] , [29] .
Definition A . I: Let the ring of polynomials in the variables xi, i = 1, 9 * * , rover the real field be denoted by W[xl, * * a , x?]. Let x = [xl, * * . , x r l T a n d f ( x ) E W[x] .ThenapointfE W'issaid to be a zero off(x) iff(f) = 0. The set S ( f ) of zeros off(x) is called the locus off(x). The set S is a subset of W' and is called a hypersurface in W r if it is the locus of a nonconstant polynomial.
At the end of the first step in solving the multiinput EVA problem in Section 111-B, the system is given by (Ap-1 , Bp-1 ,
Cp-I ) .
We can write where Bi-E Rp" and U is an orthogonal transformation matrix containing all the similarity transformations performed on the system up to this point. Next, we define a set Bp-l = {Bp-llBp-l E W""" and rank (Bi-l) < p } and show that it is an empty set or a hypersurface in the parameter space of Bp-1 , i.e., for "almost all" matrices Bp-l, rank (Bi-l) = p. Now, rank (Bi-I ) < p if and only if all its p x p minors, denoted by pi, i = 1, . . . , k, are equal to zero. By considering the elements of Bi-l as variables, we note that the pi, i = 1, -e , k , are polynomials in these elements. Let p = E f = I p f . Then rank (B;-l) < p if and only i f p = 0. However, on noting that Bi-, = [I, 01 has rank p , we see that the polynomial p cannot be identically zero. Now, if p is a nonzero constant, then it follows that Bp-is an empty set. If p is a nonconstant polynomial, then by Definition A. 1, Bp-is a hypersurface in the parameter space of Bp-I . Now for a given U, any hypersurface in the parameter space of Bp-l corresponds to a unique hypersurface in the parameter space of B = UBp-and vice versa, implying that the condition on Bp-l (equivalently on B i -l ) will be satisfied for "almost all" input matrices. Finally, since H2 = ( B i -l ) , T , it follows that Condition 1) is satisfied for almost all input matrices.
To establish the second condition, we consider the observable system (&, GZ2d2, Z,) and use the result from [25] that almost all systems ( A , B, C ) with rank (B) = m, rank ( C ) = p , and m # p , have no finite transmission zeros, i.e., the class of such systems which possess finite transmission zeros is either empty or lies on a hypersurface in the parameter space of ( A , B, C ) . Now, as discussed in Section 111-B, we can always find a d2 such that G22d2 # 0 . Therefore, the single-input, p-output system (&, G@z, I,) will almost always be devoid of transmission zeros, implying that there will almost never be any finite pole-transmission zero cancellations in the single-input system. This in turn implies that the pair (&, GZ2d2) will almost always be controllable.
