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Abstract
In this paper, we prove a combinatorial property of flows on a cycle. C(V,E) is an undirected cycle
with two commodities: {s1, t1}, {s2, t2};r1 > 0, r2 > 0, r = (ri)i=1,2 and f, f
′ are both feasible flows for
(C, (si, ti)i=1,2, r). Then ∃i ∈ {1, 2}, p ∈ Pi, f(p) > 0,∀e ∈ p, f(e) ≥ f
′(e) ; Here for each i ∈ {1, 2},
let Pi be the set of si-ti paths in C and P = ∪i=1,2Pi. This means given a two-commodity instance on
a cycle, any two distinct network flow f and f ′, compared with f ′, f can’t decrease every path’s flow
amount at the same time. This combinatorial property is a generalization from single-commodity case to
two-commodity case, and we also give an instance to illustrate the combinatorial property doesn’t hold
on for k−commodity case when k ≥ 3.
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1 Introduction
Network flow is a very hot topic in graph theory and combinatorial optimization. There are a lot of litera-
tures about network flow theory[1][2][3][4][5][6][7][8].
Formally, G(V,E) is an undirected graph. {si, ti}, i ∈ {1, ..., k} are k origin-terminal pairs, here k is a
positive integer, and for any i ∈ {1, ..., k}, si 6= ti, there is at least one path from si to ti in G(V,E). For any
i ∈ {1, ..., k}, Pi is the set of paths from si to ti in G(V,E) and P = ∪i∈{1,...,k}Pi. For any i ∈ {1, ..., k},
we need to transmit a traffic of ri > 0 from si to ti in G(V,E). < G(V,E), {si, ti}, ri > 0, i ∈ {1, ..., k} >
is a flow instance. f : P → R+ ≥ 0 satisfying for any i ∈ {1, ..., k},
∑
p∈Pi f(p) = ri is called a feasible
flow. Correspondingly, for any edge e ∈ E, f(e) =
∑
p∈Pi,e∈p f(p) is the flow amount on the edge e under
the feasible flow f .
Our contribution: In this paper, we consider the flow allocation on a cycle.
First, it is easy to see a combinatorial property: given a single-commodity instance on a cycle, any two
distinct network flows f and f ′, compared with f ′, f can’t decrease every path’s flow amount at the same
time.
Second, the combinatorial property is generalized from single-commodity case to two-commodity case, which
says given a two-commodity instance on a cycle, any two distinct network flow f and f ′, compared with f ′,
f can’t decrease every path’s flow amount at the same time.
Last, we give an instance to illustrate the combinatorial property doesn’t hold on for k−commodity case
when k ≥ 3.
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2 A combinatorial property of flows on a cycle
Here we discuss a combinatorial property of flows on a cycle.
2.1 One-commodity flow on a cycle
First, it is easy to see a combinatorial property: given a single-commodity instance on a cycle, any two
distinct network flows f and f ′, compared with f ′, f can’t decrease every path’s flow amount at the same
time. We formally describe this result as follows:
Theorem 2.1. C(V,E) is an undirected cycle with single-commodity: {s, t}; r > 0 and f, f ′ are both feasible
flows for (C, (s, t), r). Then ∃p ∈ P, f(p) > 0, ∀e ∈ p, f(e) ≥ f ′(e) ; Here let P be the set of s-t paths in C.
Proof. Now we denote these two edge-disjoint s − t paths in P as p1, p2. f and f
′ are both feasible flows,
thus f(p1) + f(p2) = f
′(p1) + f
′(p2) = r. Thus f(p1) ≥ f
′(p1) or f(p2) ≥ f
′(p2). Without loss of generality,
we can assume f(p1) ≥ f
′(p1), then ∀e ∈ p1, f(e) = f(p1) ≥ f
′(p1) = f
′(e). If f(p1) > 0, our theorem holds
on. If f(p1) = 0, then f(p2) = r ≥ f
′(p2), f(p2) > 0, ∀e ∈ p2, f(e) = f(p2) ≥ f
′(p2) = f
′(e), our theorem
also holds on.
2.2 Two-commodity flow on a cycle
Second, the combinatorial property is generalized from single-commodity case to two-commodity case, which
says given a two-commodity instance on a cycle, any two distinct network flow f and f ′, compared with f ′,
f can’t decrease every path’s flow amount at the same time. We formally describe this result as follows:
Theorem 2.2. C(V,E) is an undirected cycle with two commodities: {s1, t1}, {s2, t2}; r1 > 0, r2 > 0, r =
(ri)i=1,2 and f, f
′ are both feasible flows for (C, (si, ti)i=1,2, r). Then ∃i ∈ {1, 2}, p ∈ Pi, f(p) > 0, ∀e ∈
p, f(e) ≥ f ′(e) ; Here for each i ∈ {1, 2}, let Pi be the set of si-ti paths in C and P = ∪i=1,2Pi.
Proof. Let us denote V ∗ = ∪i=1,2{si, ti}
Case1: |V ∗| = 2, then {s1, t1} = {s2, t2}, according to the symmetry of terminals and flows, we just need to
prove when s1 = s2, t1 = t2, our theorem holds on. Now we denote these two edge-disjoint s1 − t1(s2 − t2)
paths in P1(P2) as p1, p2. f and f
′ are both feasible flows, thus f(p1) + f(p2) = f
′(p1) + f
′(p1) = r1 + r2.
Thus f(p1) ≥ f
′(p1) or f(p2) ≥ f
′(p2). Without loss of generality, we can assume f(p1) ≥ f
′(p1), then
∀e ∈ p1, f(e) = f(p1) ≥ f
′(p1) = f
′(e). If f(p1) > 0, our theorem holds on. If f(p1) = 0, then
f(p2) = r1 + r2 ≥ f
′(p2), f(p2) > 0, ∀e ∈ p2, f(e) = f(p2) ≥ f
′(p2) = f
′(e), our theorem also holds
on.
Case2: |V ∗| = 3, according to the symmetry of terminals and flows, we just need to prove when s1 = s2 6=
t1 6= t2, our theorem holds on. Here we denote P1 = {l1, l2 ∪ l3}, P2 = {l2, l1 ∪ l3}, which is shown in
Figure 1(a). f and f ′ are both feasible flows for (G, (si, ti)i=1,2, r). Thus we have next equations:
f(l1) + f(l2 ∪ l3) = f
′(l1) + f
′(l2 ∪ l3) = r1; (1)
f(l2) + f(l1 ∪ l3) = f
′(l2) + f
′(l1 ∪ l3) = r2; (2)
∀e ∈ l1, f(e) = f(l1) + f(l1 ∪ l3) = f(l1) + r2 − f(l2);
f ′(e) = f ′(l1) + f
′(l1 ∪ l3) = f
′(l1) + r2 − f
′(l2);
(3)
∀e ∈ l2, f(e) = f(l2) + f(l2 ∪ l3) = f(l2) + r1 − f(l1);
f ′(e) = f ′(l2) + f
′(l2 ∪ l3) = f
′(l2) + r1 − f
′(l1);
(4)
2
Figure 1: 2-commodity (C, (si, ti)
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i=1)
∀e ∈ l3, f(e) = f(l1 ∪ l3) + f(l2 ∪ l3) = r1 + r2 − f(l1)− f(l2);
f ′(e) = f ′(l1 ∪ l3) + f
′(l2 ∪ l3) = r1 + r2 − f
′(l1)− f
′(l2);
(5)
When f(l1) > 0:
If f(l1)− f(l2) ≥ f
′(l1)− f
′(l2), then ∀e ∈ l1, f(e) ≥ f
′(e), our theorem holds on;
If f(l1)− f(l2) < f
′(l1)− f
′(l2), then ∀e ∈ l2, f(e) > f
′(e). Now if f(l2) > 0, our theorem holds on;
If f(l1) − f(l2) < f
′(l1)− f
′(l2) and f(l2) = 0, we have f(l1) + f(l2) = f(l1) − f(l2) < f
′(l1)− f
′(l2) ≤
f ′(l1) + f
′(l2), then ∀e ∈ l2, f(e) > f
′(e), ∀e ∈ l3, f(e) > f
′(e). Now if f(l2 ∪ l3) > 0, our theorem holds on;
If f(l1) − f(l2) < f
′(l1) − f
′(l2), f(l2) = 0 and f(l2 ∪ l3) = 0, then f(l1) = r1, f(l1) − f(l2) = r1 ≥
f ′(l1)− f
′(l2), this is a contradiction with our assumptions.
When f(l2) > 0, this is totally a symmetric case with f(l1) > 0, we do not repeat it here.
When f(l1) = f(l2) = 0, then f(l2 ∪ l3) = r1, f(l1 ∪ l3) = r2 and ∀e ∈ l3, f(e) = r1 + r2 ≥ f
′(e). Because
either f(l1)− f(l2) ≥ f
′(l1)− f
′(l2) or f(l1)− f(l2) ≤ f
′(l1)− f
′(l2), we have either ∀e ∈ l1, f(e) ≥ f
′(e) or
∀e ∈ l2, f(e) ≥ f
′(e), thus our theorem holds on.
Case3: |V ∗| = 4, according to the symmetry of terminals and flows, we just need to prove in Figure 1(b)
and (c), our theorem holds on.
In Figure 1(b): we denote P1 = {l1, l2 ∪ l3 ∪ l4}, P2 = {l3, l1 ∪ l2 ∪ l4}, which is shown in Figure 1(b). f and
f ′ are both feasible flows for (G, (si, ti)i=1,2, r). Thus we have next equations:
f(l1) + f(l2 ∪ l3 ∪ l4) = f
′(l1) + f
′(l2 ∪ l3 ∪ l4) = r1; (6)
f(l3) + f(l1 ∪ l2 ∪ l4) = f
′(l3) + f
′(l1 ∪ l2 ∪ l4) = r2; (7)
∀e ∈ l1, f(e) = f(l1) + f(l1 ∪ l2 ∪ l4) = f(l1) + r2 − f(l3);
f ′(e) = f ′(l1) + f
′(l1 ∪ l2 ∪ l4) = f
′(l1) + r2 − f
′(l3);
(8)
∀e ∈ l2, f(e) = f(l1 ∪ l2 ∪ l4) + f(l2 ∪ l3 ∪ l4) = r1 + r2 − f(l1)− f(l3);
f ′(e) = f ′(l1 ∪ l2 ∪ l4) + f
′(l2 ∪ l3 ∪ l4) = r1 + r2 − f
′(l1)− f
′(l3);
(9)
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∀e ∈ l3, f(e) = f(l2 ∪ l3 ∪ l4) + f(l3) = r1 − f(l1) + f(l3);
f ′(e) = f ′(l2 ∪ l3 ∪ l4) + f
′(l3) = r1 − f
′(l1) + f
′(l3);
(10)
∀e ∈ l4, f(e) = f(l1 ∪ l2 ∪ l4) + f(l2 ∪ l3 ∪ l4) = r1 + r2 − f(l1)− f(l3);
f ′(e) = f ′(l1 ∪ l2 ∪ l4) + f
′(l2 ∪ l3 ∪ l4) = r1 + r2 − f
′(l1)− f
′(l3);
(11)
When f(l1) > 0:
If f(l1)− f(l3) ≥ f
′(l1)− f
′(l3), then ∀e ∈ l1, f(e) ≥ f
′(e), our theorem holds on;
If f(l1)− f(l3) < f
′(l1)− f
′(l3), then ∀e ∈ l3, f(e) > f
′(e). Now if f(l3) > 0, our theorem holds on;
If f(l1) − f(l3) < f
′(l1)− f
′(l3) and f(l3) = 0, we have f(l1) + f(l3) = f(l1) − f(l3) < f
′(l1)− f
′(l3) ≤
f ′(l1) + f
′(l3), then ∀e ∈ l2 ∪ l4, f(e) > f
′(e), ∀e ∈ l3, f(e) > f
′(e). Now if f(l2 ∪ l3 ∪ l4) > 0, our theorem
holds on;
If f(l1) − f(l3) < f
′(l1)− f
′(l3), f(l3) = 0 and f(l2 ∪ l3 ∪ l4) = 0, then f(l1) = r1, f(l1)− f(l3) = r1 ≥
f ′(l1)− f
′(l3), this is a contradiction with our assumptions.
When f(l3) > 0, this is totally a symmetric case with f(l1) > 0, we do not repeat it here.
When f(l1) = f(l3) = 0, then f(l2∪l3∪l4) = r1, f(l1∪l2∪l4) = r2 and ∀e ∈ l2∪l4, f(e) = r1+r2 ≥ f
′(e). Be-
cause either f(l1)−f(l3) ≥ f
′(l1)−f
′(l3) or f(l1)−f(l3) ≤ f
′(l1)−f
′(l3), we have either ∀e ∈ l1, f(e) ≥ f
′(e)
or ∀e ∈ l3, f(e) ≥ f
′(e), thus our theorem holds on.
In Figure 1(c): we denote P1 = {l1 ∪ l2, l3 ∪ l4}, P2 = {l1 ∪ l4, l2 ∪ l3}, which is shown in Figure 1(c). f and
f ′ are both feasible flows for (G, (si, ti)i=1,2, r). Thus we have next equations:
f(l1 ∪ l2) + f(l3 ∪ l4) = f
′(l1 ∪ l2) + f
′(l3 ∪ l4) = r1; (12)
f(l1 ∪ l4) + f(l1 ∪ l2) = f
′(l1 ∪ l4) + f
′(l2 ∪ l3) = r2; (13)
∀e ∈ l1, f(e) = f(l1 ∪ l2) + f(l1 ∪ l4) = f(l1 ∪ l2) + r2 − f(l2 ∪ l3);
f ′(e) = f ′(l1 ∪ l2) + f
′(l1 ∪ l4) = f
′(l1 ∪ l2) + r2 − f
′(l2 ∪ l3);
(14)
∀e ∈ l2, f(e) = f(l1 ∪ l2) + f(l2 ∪ l3);
f ′(e) = f ′(l1 ∪ l2) + f
′(l2 ∪ l3);
(15)
∀e ∈ l3, f(e) = f(l2 ∪ l3) + f(l3 ∪ l4) = f(l2 ∪ l3) + r1 − f(l1 ∪ l2);
f ′(e) = f ′(l2 ∪ l3) + f
′(l3 ∪ l4) = f
′(l2 ∪ l3) + r1 − f
′(l1 ∪ l2);
(16)
∀e ∈ l4, f(e) = f(l1 ∪ l4) + f(l3 ∪ l4) = r1 + r2 − f(l1 ∪ l2)− f(l2 ∪ l3);
f ′(e) = f ′(l1 ∪ l4) + f
′(l3 ∪ l4) = r1 + r2 − f
′(l1 ∪ l2)− f
′(l2 ∪ l3);
(17)
According to the symmetry of flows, we just need to prove when f(l1 ∪ l2) > 0, our theorem holds on.
When f(l1 ∪ l2) > 0:
If ∀e ∈ l1, f(e) ≥ f
′(e) and ∀e ∈ l2, f(e) ≥ f
′(e), our theorem holds on.
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If ∀e ∈ l1, f(e) < f
′(e) and f(l2 ∪ l3) > 0, then f(l1 ∪ l2) − f(l2 ∪ l3) < f
′(l1 ∪ l2) − f
′(l2 ∪ l3); ∀e ∈
l3, f(e) > f
′(e). Now if ∀e ∈ l2, f(e) ≥ f
′(e), our theorem holds on.
If ∀e ∈ l1, f(e) < f
′(e),f(l2 ∪ l3) > 0 and ∀e ∈ l2, f(e) < f
′(e), then f(l1 ∪ l2) − f(l2 ∪ l3) <
f ′(l1∪ l2)−f
′(l2∪ l3); ∀e ∈ l3, f(e) > f
′(e);f(l1∪ l2)+f(l2∪ l3) < f
′(l1∪ l2)+f
′(l2∪ l3); ∀e ∈ l4, f(e) > f
′(e).
Now if f(l3 ∪ l4) > 0, our theorem holds on.
If ∀e ∈ l1, f(e) < f
′(e),f(l2∪l3) > 0,∀e ∈ l2, f(e) < f
′(e) and f(l3∪l4) = 0, then f(l1∪l2) = r1, f(l1∪l2)−
f(l2∪l3) < f
′(l1∪l2)−f
′(l2∪l3). Thus f(l2∪l3) > f
′(l2∪l3). Thus f(l1∪l2)+f(l2∪l3) > f
′(l1∪l2)+f
′(l2∪l3),
which is a contradiction with ∀e ∈ l2, f(e) < f
′(e).
If ∀e ∈ l1, f(e) < f
′(e) and f(l2 ∪ l3) = 0, then ∀e ∈ l3, f(e) > f
′(e), f(l1 ∪ l2) = f(l1 ∪ l2)− f(l2 ∪ l3) <
f ′(l1∪l2)−f
′(l2∪l3) ≤ f
′(l1∪l2) ≤ r1, thus we have f(l3∪l4) = r1−f(l1∪l2) > 0. Now if ∀e ∈ l4, f(e) ≥ f
′(e),
our theorem holds on.
If ∀e ∈ l1, f(e) < f
′(e),f(l2 ∪ l3) = 0 and ∀e ∈ l4, f(e) < f
′(e), then f(l1 ∪ l2) − f(l2 ∪ l3) <
f ′(l1 ∪ l2) − f
′(l2 ∪ l3),f(l1 ∪ l2) + f(l2 ∪ l3) > f
′(l1 ∪ l2) + f
′(l2 ∪ l3) and f(l2 ∪ l3) = 0 ,this is impos-
sible.
If ∀e ∈ l1, f(e) ≥ f
′(e) and ∀e ∈ l2, f(e) < f
′(e), then f(l1∪ l2)−f(l2∪ l3) ≥ f
′(l1∪ l2)−f
′(l2∪ l3),f(l1∪
l2) + f(l2 ∪ l3) < f
′(l1 ∪ l2) + f
′(l2 ∪ l3). Thus ∀e ∈ l3, f(e) ≤ f
′(e) and ∀e ∈ l4, f(e) > f
′(e). Now if
f(l1 ∪ l4) > 0, our theorem holds on.
If ∀e ∈ l1, f(e) ≥ f
′(e),∀e ∈ l2, f(e) < f
′(e) and f(l1 ∪ l4) = 0, then we have f(l1 ∪ l2) − f(l2 ∪ l3) ≥
f ′(l1 ∪ l2)− f
′(l2 ∪ l3),f(l1 ∪ l2) + f(l2 ∪ l3) < f
′(l1 ∪ l2) + f
′(l2 ∪ l3) and f(l2 ∪ l3) = r2 ≥ f
′(l2 ∪ l3). Thus
f(l1 ∪ l2) ≥ f
′(l1 ∪ l2), f(l1 ∪ l2) < f
′(l1 ∪ l2) which is impossible.
Above all, whatever cases our theorem holds on, so we finish the proof of Theorem.
2.3 k-commodity flow on a cycle with k ≥ 3
The above theorem is a little surprising. It means given a two-commodity instance on a cycle, any two
distinct network flow f and f ′, compared with f ′, f can’t decrease every path’s flow amount at the same
time. A similar result can not hold for k-commodity case when k ≥ 3 and we give out an instance as following:
C = (V,E) is a cycle of length 6, as shown in figure 2. Consider three-commodity instance (C, (si, ti)
3
i=1, r)
with r = (3, 3, 3),
Figure 2: 3-commodity instance (C, (si, ti)
3
i=1).
Notice that P1 = {e1∪e2∪e3, e6∪e5∪e4}, P2 = {e2∪e3∪e4, e1∪e6∪e5} and P3 = {e3∪e4∪e5, e2∪e1∪e6}.
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It is easy to verify there exist two feasible flows f and f ′ in (C, (si, ti)i=1,2,3, r)
f(e1 ∪ e2 ∪ e3) = 2, f(e6 ∪ e5 ∪ e4) = 1, f(e2 ∪ e3 ∪ e4) = 1, f(e1 ∪ e6 ∪ e5) = 2, f(e3 ∪ e4 ∪ e5) = 2,
f(e2 ∪ e1 ∪ e6) = 1; f
′(e1 ∪ e2 ∪ e3) = 1, f
′(e6 ∪ e5 ∪ e4) = 2, f
′(e2 ∪ e3 ∪ e4) = 2, f
′(e1 ∪ e6 ∪ e5) = 1,
f ′(e3 ∪ e4 ∪ e5) = 1, f
′(e2 ∪ e1 ∪ e6) = 2. The next table gives out each edge’s flows under f and f
′:
j 1 2 3 4 5 6
f(ej) 5 4 5 4 5 4
f ′(ej) 4 5 4 5 4 5
From this table, it is easy to see for any path p in P , the flow f has some edges with less flow amount
than the flow f ′. Thus the result in theorem 2.2 doesn’t hold on for k-commodity case when k ≥ 3.
3 Conclusion
Conclusion: In this paper, we prove a combinatorial property of flows on a cycle. C(V,E) is an undirected
cycle with two commodities: {s1, t1}, {s2, t2};r1 > 0, r2 > 0, r = (ri)i=1,2 and f, f
′ are both feasible flows
for (C, (si, ti)i=1,2, r). Then ∃i ∈ {1, 2}, p ∈ Pi, f(p) > 0, ∀e ∈ p, f(e) ≥ f
′(e) ; Here for each i ∈ {1, 2}, let
Pi be the set of si-ti paths in C and P = ∪i=1,2Pi. This means given a two-commodity instance on a cycle,
any two distinct network flow f and f ′, compared with f ′, f can’t decrease every path’s flow amount at the
same time. This combinatorial property is a generalization from single-commodity case to two-commodity
case, and we also give an instance to illustrate the combinatorial property doesn’t hold on for k−commodity
case when k ≥ 3.
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