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Abstract
The girth of graph G is the length of the shortest cycle in G; if G has no cycle, we de+ne the
girth of G as in+nite. This paper investigates the values of the maximum number of edges in a
graph of order v and girth at least n + 1, denoted by ex(v; {C3; C4; : : : ; Cn}). We shall discuss
an important property, i.e. the degree distribution of extremal graphs. Then we describe how
to integrate this property with the simulated annealing technique to develop an algorithm that
can be used to generate extremal graphs. Our algorithm is the +rst that can be used to generate
graphs with girth greater than 5, and it provides lower bounds on ex(v; {C3; C4; : : : ; Cn}) for
n¿6. Some results will be presented. c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
We shall use the graph-theoretic notation of [4]. All graphs we consider are simple,
i.e. undirected, without loops and multiple edges. A graph has vertex set V (G), edge set
E(G); v(G) vertices and 	(G) edges. Let 
(G) denote the maximum degree and (G)
denote the minimum degree in the graph G. A degree sequence of a graph G is denoted
by D = {di |where d represents the degree and i (16i6v) represents the number of
vertices of degree d in G}. Let |D| be the cardinality of D. Clearly, if |D|=1, then G is
a regular graph. We say that a graph with a small value of |D| (|D|¡ o(√v)) is close
to a regular graph. The girth of graph G is the length of the shortest cycle in G; if G
has no cycle we de+ne the girth of G as in+nite. By ex(v; {C3; C4; : : : ; Cn}), we denote
the maximum number of edges in a graph of order v and girth at least n+ 1, and by
EX(v; {C3; C4; : : : ; Cn}) we denote the set of all graphs of order v, girth at least n+1,
and with ex(v; {C3; C4; : : : ; Cn}) edges. For most part of this paper, we consider the
graphs in EX(v; {C3; C4}) and refer to them as extremal graphs. We shall refer to the
graphs in EX(v; {C3; C4; : : : ; Cn}) as extremal graphs with girth ¿n+ 1. A d-regular
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graph of girth g with the least possible number of vertices is called a (d; g)-cage. These
graphs have been intensively studied after Erdo˝s and Sachs [4] showed the existence
of cages. Cages are very hard to +nd in general. Wong [23] has a good survey paper
on this subject.
In 1975, Erdo˝s [10] mentioned the problem of determining the values of f(v),
the maximum number of edges in a graph of order v and girth at least 5. He also
conjectured that f(v) = (1=2 + o(1))3=2v3=2. The best-known result (see [13]) is that
1=2
√
26lim supv→∞ f(v)=v
3=261=2. In [8], Garnick et al. developed and implemented
algorithms, combining hill-climbing and backtracking techniques, to generate graphs
with order up to 201 that lead to improved lower bounds for f(v). In [14], Lazebnik
and Wang discuss some structural properties of extremal graphs with girth ¿n + 1.
In general, constructing extremal graphs has been known to be hard and has turned
out to be useful in diKerent problems in the extremal graphs theory [3,20]; in studies
of graphs with a high degree of symmetry [2]; and in the design of communication
networks [7].
In Section 2, we shall discuss an important property that we discovered on extremal
graphs. Then we describe how to integrate this property with the simulated annealing
technique to develop an algorithm that can be used to generate extremal graphs. In
Section 4, we shall present some results we obtained.
2. Degree sequence
Symmetry is all around us. We see symmetry in many natural forms — in the
bilateral symmetry of the human form, in the rotational kaleidoscopic symmetry of
blossoms, in the sinuous spiral symmetry of shells and in the translation symmetry of
+sh scales. Symmetry also plays a pivotal role in mathematics — from geometry to
group theory and to the vertex-transitivity and regularity in graph theory. Regular graphs
form a particular fascinating class. They appear to capture much of the complexity of
graphs in general, and interesting examples abound, the Headwood graph, the Petersen
graph and the Coxeter graph. However, the imposition of regularity could have some
surprising consequences. For example, the hamiltonian problem remains NP-complete
even when the graph is planar, 3-connected and has no face with fewer than 5 edges
(see [12]). Robinson and Wormald [19] prove that almost all the d-regular graphs are
hamiltonian for every integer d¿3.
We are primarily interested in extremal graphs. Intuitively, one has a best chance
to construct extremal graphs if the edges in a graph are distributed as evenly (sym-
metrically) as possible. This leads us to investigate a similar problem, the problem of
constructing cages. Most of the known (d; 5)-cages are extremal graphs. (3; 5)-cage is
the Petersen graph on 10 vertices, (4; 5)-cage is the Robertson graph on 19 vertices, one
of the (5; 5)-cages is the Wegner graph on 30 vertices, O’Keefe and Wong (see [11])
found a (6; 5)-cage on 40 vertices and (7; 5)-cage is the HoKman–Singleton graph on 50
vertices. No other (d; 5)-cages are known cages for d¿8. They are all extremal graphs
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Fig. 1. The Pertersen graph and extremal graphs on eleven vertices.
except (6; 5)-cage and (5; 5)-cage. The (6; 5)-cage is the best-known lower bound (see
[13,8]) of the extremal graph on 40 vertices. The extremal graph on 30 vertices has
176 edges instead of 175 edges as in the (5; 5)-cage. The extremal graph has a degree
sequence {44; 520; 66}. Even though it isn’t a 5-regular graph, most of its vertices do
have degree 5. This often occurs in the cases right before and after each cage. For
example, the extremal graph on 10 vertices is the Petersen graph and the three ex-
tremal graphs on 11 vertices (see Fig. 1) have degree sequences {11; 39; 41}; {21; 310}
and {22; 38; 41}.
An extremal graph without triangles is the complete bipartite graph with degrees
either n=2 or n=2. A similar type of extremal problem is to determine the maximum
number of edges, denoted by g(v), in an extremal graph without four-cycles (triangles
are allowed). Erdo˝s (see [11]) proposed the problem more than 60 years ago and
conjectured that g(q2 + q + 1)61=2q(q + 1)2 for all even q. It follows that equality
holds for q = 2t(t¿1). Fu˝redi (see [11]) not only proved this conjecture (for q¿15)
but also showed that the polarity graphs are the only type of graphs that attain the
upper bound. Note that any vertex in the polarity graph has either degree q or q+ 1.
Again the extremal graphs of this type are close to regular graphs if v is large. For
small values of v, the extremal graphs of this type are also very close to regular graphs
(see [1]).
Since there are relatively few known extremal graphs, we now turn our attention
to the graphs that provide the best-known lower bound for ex(v; {C3; C4; : : : ; Cn}).
First we study f(v). Erdo˝s [9] conjectured that f(v) = (12 + o(1))
3=2v3=2. Wang [22]
constructed graphs on v = 2d2 − 4d + 2 where d = 2k + 1 and the graph has regular
degree d. The number of edges in these graphs also attains the best-known lower
bound and asymptotically equals the value in Erdo˝s’ conjecture. For the small values of
v(6201), Garnick et al. [8] used hill-climbing program, generating all the best-known
lower bound on f(v) for v6201. They also proved that some graphs generated by
their program are indeed extremal graphs. Some of their results were also veri+ed by
MaKay’ nauty program (see [15,16]). Among these 201 graphs, the degree sequence
with the maximum cardinality has seven elements in it. For example, the graph on
177 vertices has D={71; 83; 915; 1045; 1180; 1229; 134}. As one can see, most of vertices
have degrees 10, 11 or 12. In general, the best-known asymptotic lower bound was
obtained by Lazenik et al. [21] by using results on embeddings of Chevalley group
geometries in the corresponding Lie algebras. It is again a regular bipartite graph and
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has ex(v; {C3; C4; : : : ; C2n+1}) = (v1+2=(3s−3+	)) where 	 = 0 if s is odd and 	 = 1 if
s is even, for all s; s¿2 and s. For s = 5 a better bound (v1+1=5) is given by the
regular generalized hexagon.
Extremal graphs may not necessarily be regular graphs. Apparently, those extremal
graphs that are not regular graphs are rather close to regular graphs. In the following,
we shall focus on describing this closeness to regularity illustrated on extremal graphs
from diKerent angles, i.e. diKerent parameters of graphs. We start with the minimum
degrees of extremal graphs.
Theorem 2.1. For any extremal graph G with v¿5; there is at most one vertex with
degree 1 in G.
Proof. Since G cannot be a complete graph, there must be two vertices, say u and v,
with at least distance 2 away. If there were two vertices, say x and y, with degree 1,
we can remove the two edges adjacent to x and y, and add the following edges
(x; y); (u; x) and (v; y) into G. Clearly, the result graph still has girth 5 and has one
more edge than G. This contradicts with the fact that G is an extremal graph, that is,
it has maximum number of edges.
Theorem 2.2. There exists an extremal graph G with v¿5 with minimum degree
(G)¿2.
Proof. Suppose (G) = 1. Let G be an extremal graph and d(x) = 1. We can remove
vertex x from G and subdivide any edge of G. Clearly, this will not reduce the girth
of G and the result graph has exactly the same number of edges as before. It follows
that there is one less vertex of degree 1 in the result graph. We can repeat this until
(G)¿2.
Theorem 2.3. For any C4-free graph G; (G)¡
√
v+ 1.
Proof. The technique we use is due to Reiman [18]. Two vertices with a pair of
neighbors in common form a 4-cycle. It follows that if
∑
x∈V (G)(
d(x)
2 )¿ (
v
2 ) then there
is a 4-cycle in G. Suppose (G)¿
√
v+ 1. This implies that
∑
x∈V (G)
(
d(x)
2
)
¿
∑
x∈V (G)
(
(G)
2
)
¿v
(
√
v+ 1)
√
v
2
¿
(
v
2
)
;
a contradiction with the fact that G is C4-free graph. Therefore, (G)¡
√
v+ 1.
Theorem 2.4. For any extremal graph G with girth ¿n+ 1; (G)6100nv2=n.
Proof. In [5], Bondy and Simonovits proved that ex(v; {C3; C4; : : : ; C2k})6100kv1+1=k .
It follows that (G)v=26ex(v; {C3; C4; : : : ; C2k})6100(n=2)v1+2=v and thus
(G)6100nv2=n.
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It is interesting to notice that one of the extremal graphs on eleven vertices (see
Fig. 1) has minimum degree 2. Furthermore, the (7; 5)-cage is the HoKman–Singleton
graph on 50 vertices and it is also the extremal graph on 50 vertices. Two extremal
graphs on 51 vertices with 176 edges have degree sequences |D1| = {11; 749; 81} and
|D2|= {41; 51; 749}. Clearly, there are some graphs with rather small minimum degree,
so it is expected that there will not be a good lower bound on (G) in general. On
the other hand, the minimum degree is 4 in the second extremal graph on 51 vertices.
Thus, it is possible to +nd an existence theorem like Theorem 2.2 so that the minimum
degree would be much closer to its upper bound shown in Theorem 2.3. We now shall
turn our attention to the maximum degree of extremal graphs.
Theorem 2.5. For any {C3; C4}-free graphs G; v¿1 + (G)
(G):
Proof. Let d(x) = 
(G) and N (x) = {x1; x2; : : : ; x
}. Since G is C3-free graph, then
there is no edge in N (x). None of vertices in N (x) can have common neighbor except
x or else there is a C4 in G. It follows that each vertex in N (x) has to be adjacent to
at least (G)−1 vertices in V (G)−{x}−N (x). Hence, v¿1+
(G)+
(G)((G)−1)
= 1 + (G)
(G).
Corollary 2.1. For any extremal graph G; 
(G)6v=2.
Proof. By Theorem 2.1, there is at most one vertex with degree 1. The result in
Theorem 2.5 can be generalized to v¿1 + 
(G) + 
(G)(2− 1)− 1 = 2
(G).
As we mentioned early, extremal graphs are related to (d; 5)-cages. For example,
we can use the lower bounds on (d; 5)-cages to obtain the lower bounds of extremal
graphs. The author in [22] proves the following theorem in which he constructs the
graphs of girth 5 and regular degree d to obtain an upper bound on the number of
vertices in (d; 5)-cages.
Theorem 2.6. There exist graphs of girth 5 and regular degree d on 2d2 − 4d + 2
vertices where d= 2k + 1 and k¿2.
Corollary 2.2. ex(2d2 − 4d+ 2; {C3; C4})¿d(2d2 − 4d+ 2)=2 where d= 2k + 1 and
k¿2.
Corollary 2.3. (1=2
√
2)v3=26ex(v; {C3; C4})61=2v3=2 where v=2d2−4d+2; d=2k+1
and k¿2.
Proof. v = 2d2 − 4d + 262d2. It follows that d¿(1=√2)v1=2 and ex(v; {C3; C4})¿
(1=2
√
2)v3=2. By Theorem 2.2 in [8], for any extremal graph on v vertices
ex(v; {C3; C4})61=2v(v− 1)1=261=2v3=2.
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Corollary 2.4. For any extremal graph G; 
(G)¿(1=
√
2)v1=2 where v=2d2−4d+2;
d= 2k + 1 and k¿2.
Proof. 
(G)¿ average degree of
G =
2	(G)
v
¿
2=(2
√
2)v3=2
v
= 1=
√
2v1=2:
Theorem 2.7. For any extremal graph G with v=2d2−4d+2 where d=2k +1¿36;
there is at most one vertex with degree ¿v=3.
Proof. Suppose there are two vertices, x and y, with d(x); d(y)¿v=3. Let R=V (G)−
N (x)−N (y). If (x; y) is an edge of G, both |N (x)−y| and |N (y)−{x}|¿v=3−1. This
implies that |R|6v−d(x)−d(y)6v=3+2. On the other hand, N (x)−{y} and N (y)−
{x} are independent sets of vertices because G is C3-free graph. By Theorem 2.1, there
is at most one vertex in N (x)−{y} and N (y)−{x} of degree 1. We may assume that
this vertex is in N (y)−{x}. It follows that each vertex in N (x)−{y} has to be joined
by at least one vertex in R and v=3 − 16|R|6v=3+ 2. Since G is C4-free graph,
each vertex in R can be joined by at most one vertex from N (x)−{y} and one vertex
from N (y)−{x}. The number of edges between R and {N (x)−{y}}∪ {N (y)−{x}}
is less or equal to 2(v=3−1)+6. This plus the fact that G[R] has girth 5 implies that
	(G)61+2(v=3−1)+2(v=3−1)+6+	(G[R])64v=3+1+1=2(v=3−1+3)3=2.
On the other hand, 	(G)¿0:3535v3=2 by Corollary 2.3. This is impossible for d¿36.
A similar argument can be used to show that it is also impossible if (x; y) is not an
edge of G.
Theorem 2.8. For any extremal graph G; lim supv→∞ 
(G)=v61− 1=( 3
√
2) where v=
2d2 − 4d+ 2; d= 2k + 1 and k¿2.
Proof. Let G be a {C3; C4}-free extremal graph and x be a vertex with d(x) = 
(G).
Since G is a {C3; C4}-free graph, the induced subgraph, G[N (x)], is an independent
set and every vertex in G[V (G) − N (x) − {x}] can be joined by at most one vertex
from N (x). 	(G)6
(G)+(v−
(G)−1)+	(G[V (G)−N (x)−{x}]). By Corollary 2.3,
(1=2
√
2)v3=26	(G)6
(G) + (v−
(G)− 1)+ 	(G[V (G)−N (x)−{x}])6v+1=2(v−

(G)− 1)3=26v+ 1=2(v− 
(G))3=2. Divide both sides of this inequality by v3=2, take
the limit, and solve it with respect to 
(G), we obtain the desired result.
This theorem implies 
(G)60:20629764v asymptotically. It is a signi+cant improve-
ment from 0:5v obtained in Corollary 2.2. However, we believe that the upper bound of
the maximum degree should be much closer to the lower bound of the maximum de-
gree,
√
v. The following theorem supports this by +nding the mean, Od(G), and median,
d˜(G), of the degree sequence of an extremal graph G.
Theorem 2.9. For any extremal graph G with v¿5; Od(G) and d˜(G) ∈ o(√v).
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Proof.
Od(G) =
∑v
i=1 d(xi)
v
=
2	(G)
v
6
2( 12v
3=2)
v
=
√
v:
We will show the following equivalent statement on d˜(G). d˜(G)¡ 2v1=2 + 1. On the
contrary, suppose d˜(G)¿(2v)1=2 + 1. This implies that the half vertices of G have de-
grees greater or equal to (2v)1=2+1 and the other half vertices of G have degrees greater
or equal to 2 by Theorem 2.2. It follows that
∑v
i=1(
d(xi)
2 )¿(v=2)(
2
2 ) + (v=2)((2v)
1=2 +
1)(2v)1=2=2¿v=2 + v2=2. On the other hand,
∑v
i=1(
d(xi)
2 )6(
v
2 ) = v
2=2− v=2 since G is
a C4-free graph, a contradiction. This completes the proof.
Note that in the proof of Theorem 2.9, we only use the upper bound in Corollary 2.3
which is true for any extremal graph. Hence, there is no restriction on the order of
v in Theorem 2.9. The upper bound in Theorem 2.8 is much better than the one we
obtained in Corollary 2.1 asymptotically. Theorem 2.9 shows that the maximum degree
should be reasonably close to
√
v. In fact, we checked the two hundred and one graphs
generated by Garnick and found that they all satisfy the inequality, 
6
√
v. We pose
the following conjectures here to stimulate further research into the regularity illustrated
on extremal graphs. Conjecture 2.2 is about how many diKerent degrees an extremal
graph could have. It is another indicator of the closeness to regular graphs. Conjecture
2.3 is based on the theorem by Bondy and Simonovits (see [5]).
Conjecture 2.1. For any extremal graph G;
(G) = o(v1=2).
Conjecture 2.2. For any extremal graph G; the cardinality of degree sequence;
|D|= o(v1=2).
Conjecture 2.3. For any extremal graph with girth ¿n+ 1 G; 
(G) = o(nv2=n).
Another interest question is to determine the variance 2 =
∑v
i=1(d(xi)− Od(G))2. A
good estimate of 2 might also lead to an improved upper bound on the number of
edges in any extremal graph since 	(G) =
√
v2(v− 1)− v2 − 2vD3 where D3 is the
number of vertex pairs with distance 3 apart.
3. Simulated annealing
Simulated annealing (SA) is a means of +nding good solutions to combinatorial
optimization problems [6,17]. The basic operation in this technique is a move. A move
is a transition from an element of the solution space to another. In this paper, a move
means inserting an edge between two randomly generated nonadjacent vertices. If this
insertion creates a cycle of length less than or equal to n, we must remove some edges.
We de+ne the cost of a move by the decrease in 	(G). Each move aKects the cost of
the current solution. Intuitively, one favours cost decreasing moves, since a solution
with minimum, or near-minimum, cost is the objective. However, by allowing only
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such moves, it is likely that the +nal solution is a local minimum, rather than the
absolute minimum. In order to escape from a local minimum, cost increasing moves
must be made.
In simulated annealing, prospective moves are chosen at random. If a move decreases
the cost it is accepted. Otherwise, it is accepted with probability =e−QE=T where T is
the temperature and QE is the increase in cost that would result from this prospec-
tive move. Initially T is large, and virtually all moves are accepted. Gradually T is
decreased, thus decreasing acceptance of cost increasing moves. Eventually the system
will reach a state in which very few moves are accepted. In such a state, the system
is said to be frozen. The sequence of decreasing temperatures is called the annealing
schedule. The next temperature is obtained by Tn+1 =  Tn, where  is the cooling rate.
Typical values for  are in the range from 0.75 to 0.98.
Traditionally, a move with positive cost is accepted by probability =e−QE=T . Ini-
tially, we used this approach and could not get the known extremal graphs eRciently.
In some cases, we could not even get the known extremal graphs. Then we examined
the resulting graphs and found that most of them had some vertices with large degrees.
In fact, this is the motivation of Section 2. As we discovered in Section 2, extremal
graphs tend to be very close to regular graphs. We modi+ed the traditional approach
to reSect the regularity shown in extremal graphs. Instead of selecting a pair of non-
adjacent vertices randomly and then decide whether to add an edge between them,
we add a procedure to ensure that the majority of edges are inserted evenly into the
graph.
Step 1: First, we sort all vertices according to their degrees into an ascending order
sequence. For each pair of randomly selected nonadjacent vertices, we de+ne the rank
of this pair of vertices to be the position of the vertex with larger degree in the degree
sequence. Secondly, we de+ne Prob 1 =1−(the rank of this pair of vertices=v(G)) and
this pair of vertices will be accepted if Prob 1¿ a randomly generated number. This
gives the vertices with smaller degrees a better chance to have a new edge inserted
between them. The SA does not accept pairs directly by their rank in the sequence, so
the pair of vertices with smallest rank is not guaranteed to be accepted. Instead, if a
pair ranks as the 25th best out 100 vertices, then it has 75% chance of being accepted.
The reason behind this is that in some extremal graphs there are few vertices with
smaller degrees. For example, that ex(11; {C3; C4}) = 16 and it is the Petersen graph
plus a vertex attaching to one of the vertices in the Petersen graph. Clearly, the SA
algorithm would not be able to construct it if it insists on adding edges to the vertices
with smallest degree. In fact, the program generates better results in our test runs by
using Prob 1 = 1 − (max{d(x); d(y)}=√v), where x and y is the pair of randomly
selected nonadjacent vertices. It is based on Conjecture 2.1.
Step 2: For the pair of vertices that are accepted in Step 1, an edge will be inserted
between them. Then, we use breadth-+rst search to +nd the distance between them and
edges have to be removed from the vertex with larger degree if the distance is less
than (n− 1) in order to break the cycles with length less n. The process of removing
edges from the vertex with larger degree is repeated until the distance between the pair
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of vertices is greater or equal to (n− 1). We call the result graph Gnew and the graph
before the edge is inserted Gold. We de+ne cost = 	(Gold) − 	(Gnew) = QE and Prob
2 = e−QE=T . An edge insertion with negative cost is always accepted. Otherwise, it is
accepted if Prob 2¿ a randomly generated number between 0 and 1.
The pseudo code for our implementation is given below. In the inner loop, moves
are selected at random. A limited number of moves are accepted at each temperature
level. We use 20 ∗ |V (G)| as a limit. This means that with larger graphs more moves
are accepted. Furthermore, there is a limit for the number of moves attempted at each
temperature. For each accepted move we want to attempt no more than 60 moves. Once
the maximum number of accepted moves or the maximum number of attempts have
been reached the temperature is lowered and a new iteration begins. The process stops
when the number of accepted moves has not reached the maximum level (max moves)
for more than a given number of consecutive iterations. That is, we consider the system
frozen if less than one in 60 attempted moves is accepted.
anneal(G)
temp= initial temp= 1:0
cool rate = 0:95
max moves= 20 ∗ |V |
max attempted moves= 60 ∗ max moves
max frozen= 100
frozen= 0
best count = 0 (the number of edges in the result graph)
while(frozen6= max frozen)
moves= attempted moves= 0
while((moves6max moves) and
(attempted moves6max attempted moves))
increment attempted moves
pick a random move (randomly select two non-adjacent vertices)
if the move is accepted by the two steps process
increment moves
if(	(Dold)6	(Gnew))
increment best count
else restore Gold
end while
temp= temp ∗ cool rate
if(attempted moves¿max attempted moves)
increment frozen
else
frozen= 0
end if
end while
end anneal
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Table 1
The Number of edges in the extremal graphs 629
Number of vertices 0 1 2 3 4 5 6 7 8 9
0 0 0 1 2 3 5 6 8 10 12
10 15 16 18 21 23 26 28 31 34 38
20 41 44 47 50 54 57 61 65 68 72
The following variables: initial temp, cool rate, max moves, max attempted moves,
and max frozen could have been set diKerently. We arrived at the settings as shown in
the pseudo code above through experimentation and empirical observation. A change in
these variables will aKect both the results and the execution time of the
program.
4. Results
Table 1 gives the exact values of ex(v; {C3; C4}) for 06v629. We obtained them
within a reasonable time. Note that these are the exact values of ex(v; {C3; C4})
which were proven by the authors in [8]. Moreover, the extremal graphs for v =
1; 2; 3; 5; 7; 8; 9; 10; 13; 15; 19; 20 are unique. Some of them are famous graphs that took
researchers years to obtain. For example, if v = 10 the graph is the Petersen graph,
(3; 5)-cage, and if v=18 the graph is the Robertson graph, (4; 5)-cage. This shows that
the computed lower bounds are good.
After we veri+ed that our algorithm can produce good results for extremal graphs
with small girth, we also ran it for large girths. For example, it is known (see [14])
that ex(2n + 2; {C3; C4; : : : ; Cn}) = 2n + 4 and ex(3n; {C3; C4; : : : ; Cn}) = 3n + 5. The
extremal graphs have girth ¿n+ 1. By running our program on the above two cases,
it indeed provides the optimal solution for n¿15. We also use it to verify the fol-
lowing question asked by Garnick in [13] on extremal graphs with a relatively large
girth.
Is there a constant c such that for all n¿5 and all v¿cn, the girth of any extremal
graph with girth¿n+ 1 is n+ 1?
Lazebnik and Wang [14] showed that the answer is negative for c= 2 and positive
if n=4 and 5 or if v is large, i.e. v¿2a
2+a+1na where a= n− 3−(n− 2)=4. We ran
our program to generate two diKerent graphs on the same number of vertices with girth
requirement (one with girth¿n + 1 and the other with girth¿n + 2). If it generates
the same number of edges for the two diKerent girth requirements, then this implies
that the actual girth may not be (n+ 1) and in turn it implies that the answer for the
question is negative. For example, we ran our program to generate extremal graphs on
52 vertices with girth ¿17 and with girth ¿18. Both resulting graphs have +fty-seven
edges. This implies that there the extremal graphs in EX(52; {C3; C4; : : : ; C16}) may
have girth 18 instead of 17.
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