Abstract
Introduction
Important neurodevelopmental changes occur in the last trimester of pregnancy, i.e., between 30 and 40 weeks of gestation, including volumetric growth, myelination and cortical gyrification [1, 2, 3] . Magnetic resonance imaging (MRI) is widely used to non-invasively assess and monitor the developmental status of the fetal brain in utero [4, 5] . The cornerstone of volumetric and morphologic analysis in fetal MRI is the segmentation of the fetal brain into different tissue classes, such as white and gray matter. Performing this segmentation manually, however, is extremely time-consuming and requires a high level of expertise. The reasons are not only the complex convoluted shapes of the different tissues, but also the limited image quality due to imaging artifacts. Fetal MR imaging is particularly challenging in this regard because the receiver coils can only be positioned on the maternal body and not closer to the anatomy of interest. Furthermore, movements of the fetus relative to the mother can only to some extent be controlled and predicted. Especially, fetal motion therefore negatively affects the image quality and causes artifacts such as intensity inhomogeneity (Figure 1 ).
Because manual annotation is very time consuming and additionally hampered by these artifacts, a reliable automatic tissue segmentation tool would provide a valuable alternative, especially if it could give detailed fetal brain tissue segmentations in the presence of artifacts. To cope with imaging artifacts, previous approaches in the literature performed the segmentation in images reconstructed from multiple 2D acquisitions. Most fetal MRI scans are acquired in 2D using single-shot fast spin-echo (SSFSE) sequences [6] . Artifacts such as intensity inhomogeneity may therefore appear only in some slices, e.g., due to movements during acquisition of these slices, but do not have to be present in their immediate neighboring slices as well ( Figure 2 ). Volumetric reconstruction approaches are typically based on the acquisition of several stacks of 2D slices in axial, sagittal and coronal orientation. These stacks are registered to a common coordinate space so that they can be combined into a single reconstructed 3D volume, thus removing artifacts that affect only some slices and inter-slice inconsistencies [7, 8, 9, 10, 11] .
For automatic segmentation of fetal brain tissue in reconstructed MR volumes, Habas et al. [12] proposed a method using an atlas-based expectation maximization (EM) model to segment white matter (WM), gray matter, germinal matrix, and extracerebral cerebrospinal fluid (eCSF). Prior to performing the segmentation, another EM model was used for bias field correction.
Gholipour et al. [13] proposed a method for segmentation of the ventricles in fetal MRI. As a preprocessing step, in addition to using volumetric reconstruc- tions, intensity inhomogeneity was corrected using the non-parametric entropy maximization method [14] . Initial segmentation was obtained with the use of STAPLE [15] , then the final segmentation was derived with a probabilistic shape model that incorporates intensity and local spatial information. Serag et al. [16] proposed an atlas-based brain segmentation method for both neonatal and fetal MRI. Fetal scans were reconstructed into a single 3D brain volume using the slice-to-volume reconstruction method described in [7] and intensity inhomogeneity was removed using the N4 algorithm [17] . Thereafter, the fetal brain scans were segmented into cortex, ventricles and hemispheres.
Deep learning methods have recently been very successful and have often outperformed traditional machine learning and model-based methods in medical image analysis [18] including brain MRI [19, 20] . A major strength of these networks is their ability to extract the features relevant for the tasks directly from the data. There is no need anymore to first derive a set of handcrafted features from the image as input to a classifier or model, the networks rather learn themselves to extract and interpret features relevant to the segmentation task.
Therefore, deep learning methods often achieve a better performance than traditional machine learning methods with hand-crafted features. However, CNNs usually require large sets of diverse training data. To enlarge the size of training set and to ensure robustness to expected variability in the data, some studies use data augmentation techniques such as random rotation, random translation and random noise injection [21, 22] . We therefore hypothesize that, while artifacts such as intensity inhomogeneity are challenging for traditional approaches and therefore normally require preprocessing of the images, CNNs may be able to adapt and become invariant to such artifacts if they are presented enough examples during training. However, manual segmentation of slices with intensity inhomogeneity is much more cumbersome than segmentation of artifact free slices so that a sizable training database is difficult to obtain. We therefore propose to tackle one of the most common artifacts in fetal MRI, namely intensity inhomogeneity, by randomly adding synthetic intensity inhomogeneity to slices for which a corresponding reference segmentation is available. By only mutating the intensity values but not the orientation or shape of structures in the image, the same reference segmentation can be used as ground truth. This tailored data augmentation strategy affects network training only. At inference time, in contrast to previous methods, no complex preprocessing of the image is required.
Furthermore, previous methods focused on segmenting the brain into the three main tissue classes: WM, cortical gray matter and ventricles. However, characteristics of other tissue classes, such as cerebellum (CB) and brain stem (BS), are important to understand and predict healthy or aberrant brain development in preterm infants of similar gestational age as fetuses [23] . The cerebellum is particularly of clinical interest as it is one of the fastest growing brain regions during the last trimester of pregnancy [24] .
Another challenge for segmentation of the fetal brain in MRI is the large field of view of these scans. Since the fetus is scanned in utero, the images also visualize parts of the maternal and the fetal body, and not only the head of the fetus as would be the case in regular brain MRI. Similar to previous publications [25, 26] , we therefore propose to first automatically segment the intracranial volume (ICV) of the fetus to identify the region of interest. A number of studies proposed segmentation of the ICV in fetal MRI [27, 28, 29, 30] . Following our previous work [29] , we segment the ICV directly in the entire image to fully 5 automatically detect a region of interest.
The method we propose performs segmentation of fetal and brain tissues.
The method first identifies the ICV from the fetal MRI slices using a convolutional neural network. Subsequently, the identified volume is segmented by another 2D convolutional neural network. Note that the proposed approach is applied to 2D slices of images reconstructed in a standard way, i.e. without reconstruction to high resolution volumes. The contribution of this paper is twofold: First, we propose data augmentation technique that synthesizes intensity inhomogeneity artifacts to improve the robustness against these artifacts.
Second, the fetal brain segmentation is performed into seven classes: CB, basal ganglia and thalami (BGT), ventricular cerebrospinal fluid (vCSF), WM, BS, cortical gray matter (cGM) and eCSF in contrast to previous methods which focused on WM, cGM and cerebrospinal fluid only.
The remainder of this paper is organized as follows: in Section 2 the data set used for the method development and evaluation is described, in Section 3 the method for fetal brain segmentation and the simulation of intensity inhomogeneity are described, in Section 4 the evaluation method is given. The performed experiments and their results are presented in Section 5, followed by a discussion of the method and the results in Section 6. Our conclusions are given in the final section.
Data

Fetal MRI dataset
This study includes T2-weighted MR scans of 12 fetuses (22.9-34.6 weeks post menstrual age). Images were acquired on a Philips Achieva 3T scanner at the University Medical Center (UMC) Utrecht, the Netherlands, using a turbo fast spin-echo sequence. Repetition time (TR) was set to 2793 ms, echo time In total 15 slices (1.5%), 7 in the training set and 8 in the test set, were too distorted by severe motion artifacts to be manually annotated. In total 126
of the remaining, manually annotated slices (26.2%), 32 in the training set and 94 in the test set, were identified as affected by intensity inhomogeneity that hampered manual annotation.
Neonatal MRI dataset
While we propose a method aimed specifically at segmentation of fetal MRI scans, the proposed segmentation approach and especially the data augmentation technique that simulates intensity inhomogeneity (detailed in the following section) might be useful for brain segmentations in MRI scans. Therefore, to evaluate the applicability of this technique to a different MRI data set, we additionally included nine brain MR scans of preterm born infants. The remaining four scans showed intensity inhomogeneity and they were used as a test set. However, manual reference segmentations in these scans were not available and, consequently, we evaluated the segmentation performance in this set only by visual inspection.
Method
To simplify the brain tissue segmentation and allow the segmentation method to focus on the fetal brain only, the fetal ICV is first automatically extracted.
Subsequently, the identified ICV is automatically segmented into seven tissue
classes. An overview of this pipeline is shown in Figure 4 . The same network architecture, described in Section 3.1, was used for ICV extraction and brain tissue segmentation. max pooling downsamples the features. The number of feature channels doubles after every two convolutional layers. In the expansion path, an up-sampling is followed by a 2×2 convolution which halves the number of feature channels. The results are concatenated with the corresponding contraction path and convolved by two 3×3 convolutional layers followed by a ReLU. At the final layer, one 1×1
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convolutional layer maps each component of the feature vector to the desired number of classes. Batch normalization [33] is applied after all convolutional layers to allow for faster convergence. The network architecture is illustrated in Figure 5 .
Both networks were trained using stochastic gradient descent with back propagation. We optimized both networks using the Adam optimizer with Nesterov momentum [34, 35] using a fixed learning rate of 0.0001. Standard data augmentation techniques, namely random flipping and rotation, were used during training to increase the variation of the training data and to mimic different orientations of the fetal brain. The slices were flipped in horizontal and vertical direction with 50% probability and were rotated with a rotation angle randomly chosen between 0 and 360 degrees.
To first identify the intracranial area in the image, a U-net was trained by minimizing the cross-entropy between network output and manual segmentation for all pixels in each slice in each training batch. The convolutional neural network was trained with batches of 12 slices in each iteration. Given that the network performs voxel classification, ICV segmentation may result in small isolated clusters of false positive voxels outside the ICV. These were removed by discarding 3D connected components smaller than 3 cm 3 . This threshold was empirically chosen in this study. It was chosen large enough to remove small false positive clusters of voxels, and also small enough to prevent removing any parts of the brain that are not fully connected in 3D. The latter is often the case in scans with substantial motion artifacts where the signal is lost in one slice and consequently, the ICV segmentation is not fully connected in 3D.
The segmented intracranial fetal areas were further segmented into seven tissue classes using another, separately trained, U-net. Each pixel in the image was classified as either CB, BGT, vCSF, UWM, BS, cGM, eCSF or background.
In contrast to the network for ICV segmentation, this network was trained by maximizing the Dice coefficient between network output and manual segmentation. This was done to achieve robustness against an imbalance of samples from the different classes. This network was trained with batches of 18 slices in each iteration. We have implemented the network in Keras, an open-source neural-network library written in Python [36] .
Intensity inhomogeneity augmentation (IIA)
To make the network segmenting brain tissue classes robust to intensity inhomogeneity artifacts, we trained this network with slices containing simulated intensity inhomogeneity artifacts. The artifacts were simulated by applying a combination of linear gradients with random offsets and orientations to a slice without intensity inhomogeneity artifacts (I): 
Evaluation
The automatic brain tissue segmentation was evaluated by means of the Dice coefficient (DC) for volume overlap and the mean surface distance (MSD) between manual reference segmentation and automatically obtained segmentation. In the fetal MRI scans, these metrics were calculated in 2D, i.e., per slice, and were then averaged across all slices. In the neonatal MRI scans, following previous work [26] , these metrics were calculated in 3D.
Experiments and Results
In our experiments, we first evaluated the overall segmentation performance of the proposed pipeline with respect to the different tissue classes. To evaluate the influence of the proposed intensity inhomogeneity augmentation technique
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Random inhomogeneity pattern Slice with synthetic inhomogeneity Figure 6 : Example of coronal slices with simulated intensity inhomogeneity. Original slice (first column), simulated intensity inhomogeneity pattern (second column) and the image slice after adding the synthetic intensity inhomogeneity artifact (third column). with the standard augmentation techniques, the segmentation performance before and after applying intensity inhomogeneity augmentation was evaluated.
Furthermore, we evaluated whether this augmentation technique is able to generalize to different data, i.e., whether it leads to similar performance improvements in neonatal brain segmentation. The fetal MRI dataset was randomly divided into a training and a test set. Each set contained 6 scans. The neonatal MRI dataset was divided into a training set with 3 scans and a test set with the remaining 6 scans for which the manual reference segmentations of two scans were available. The training and test sets are listed in Table 1 .
Segmentation performance
The performance of the proposed method using standard augmentation and the proposed IIA as described in Section 3 was evaluated. Slices with intensity inhomogeneity artifacts resulting from image acquisition were excluded from the training data. The average performance in the six test scans is listed in Table 2 for each of the seven tissue classes (Set 1). The average DC ranged from 0.80 for CB to 0.94 for eCSF and the average MSD ranged from 0.62 mm for CB to 0.18 mm for BS. Furthermore, to evaluate whether IIA improves the performance differently in slices with artifacts than in artifact free slices, we compared the performance on slices with clearly visible intensity inhomogeneity artifacts and slices without visible artifacts. These results are also listed in Ta-14   ble 2 . As shown, the automatic segmentations were less accurate on slices with intensity inhomogeneity strong enough to hamper manual annotation compared with slices without visible intensity inhomogeneity. Figure 7 and Figure 8 illustrate the segmentation performance on slices with intensity inhomogeneity and without visible intensity inhomogeneity, respectively. Note that these results were obtained with networks trained without any slices with intensity inhomogeneity artifacts resulting from the image acquisition, but slices with simulated intensity inhomogeneity were used for training. Excluding slices with intensity inhomogeneity from the training set is a more realistic training scenario because manual segmentation of such slices is cumbersome and reference segmentations for such slices might therefore not be available. However, extending the training set with image slices affected by real intensity inhomogeneity artifacts but in which manual annotation was still feasible could potentially further improve the performance. We therefore trained the networks also including slices with intensity inhomogeneity artifacts resulting from image acquisition (Set 2). The quantitative results are listed in Table 3 . As shown in the table, in this experiment, we also separately evaluated the performance and impact of IIA in slices with visible and without visible intensity inhomogeneity artifacts.
Finally, we compared the performance of the proposed fetal brain tissue segmentation method with the performance of previous methods ( Table 4 ). The performance of the proposed method was comparable to the performance of other methods, even though it performs a finer segmentation into seven tissue classes instead of only four [12] or three [16] tissues. The performance of previous methods is taken from the literature. Hence, the methods have been evaluated using different data set and thus this comparison can provide an indication only.
Comparison of data augmentation techniques
To evaluate the influence of the proposed IIA as well as the influence of the standard data augmentation techniques used in this study (random flipping and random rotation), the following experiments using fetal scans were performed.
In this experiment using fetal scans, all slices with intensity inhomogeneity were removed from the training set (Set 1). First, a network was trained without any data augmentation to serve as baseline for the comparison. Second, a network was trained using random flipping of the training slices to augment the training data. Third, a network was trained using random flipping and random rotation of the training slices. Finally, as presented in Section 5.1, a network was trained using random flipping and random rotation, and additionally with IIA, i.e., randomly simulated intensity inhomogeneity. In this last experiment, all slices were manipulated with IIA during the training. Results of this last experiment are listed in Table 2 .
The achieved average DC and MSD for each scan in the test set are shown in Figure 9 . The performance improved in all scans the more data augmentation was used and especially further improved when IIA was added in addition to the standard data augmentation techniques. IIA largely reduced performance differences between different scans, which standard augmentation techniques were not able to achieve. The performance improvement was particularly large in a scan in which nearly all slices showed intensity inhomogeneity (yellow marker in Figure 9 ). With IIA, the segmentation performance reached an accuracy comparable to that achieved on scans with fewer artifacts.
Additionally, the achieved average DC and MSD for each tissue class are shown in Figure 10 . 
Impact of extent of intensity inhomogeneity augmentation
To assess the impact of the proportion of slices in each training batch with simulated intensity inhomogeneity on the network performance, we trained the network with different percentage of artifact free slices to slices with simulated intensity inhomogeneity. In this experiment, all slices with intensity inhomogeneity were removed from the training set (Set 1). We varied number of slices with added synthetic intensity inhomogeneity from 0% to 100%. Figure 11 shows the obtained results. Training with only simulated slices led to slightly worse performance compared with a mix of original and manipulated slices.
Even having only 20% of the slices with synthetic intensity inhomogeneity already improved the performance substantially. There was, however, no marked 20 improvement for larger percentages of slices with synthetic intensity inhomogeneity, the performance was comparable for percentage of 20% to 100%. 
Evaluation of IIA on neonatal brain segmentation
Intensity inhomogeneity is an artifact that occurs in various of MRI scans, albeit often to lesser extent than in fetal MRI. To asses whether the proposed augmentation technique-IIA-is also able to improve the performance of a segmentation task in other MR images, we trained the brain tissue segmentation network to perform segmentation in neonatal brain MRI scans. Following previous work [26] to limit the number of voxels considered in the classification, brain masks were generated with BET [37] . The network was trained with three scans and tested with the remaining two scans (Set 3). Like in the previous experiments, the network was first trained using standard data augmentation, i.e., using random flipping and rotation of the training slices as described in Section 3, and subsequently the network was trained additionally with IIA. The obtained segmentation results are listed in Table 5 . As the two scans in the test set did not show any intensity inhomogeneity artifacts, we additionally qualitatively evaluated the segmentation performance on four scans with visible intensity inhomogeneity artifacts for which manual reference segmentations were not available. We illustrate segmentation results in the four scans without reference standard in Figure 12 . In [26] these scans were not analyzed due to the presence of artifacts. Visual inspection of the results in these scans reveals that the segmentation was more accurate when IIA was used, particularly in BGT, BS, vCSF and eCSF. classes. The results demonstrate that segmentation using the proposed data augmentation with simulated intensity inhomogeneity artifacts leads to accurate segmentations of the brain tissue classes. Moreover, we demonstrated that the method performs accurate segmentation while trained using manual reference segmentation only in slices without artifacts that occur during image acquisition.
In other words, we showed that the proposed data augmentation is able to compensate for the lack of training data in which performing manual annotations is cumbersome.
Using the proposed data augmentation technique, we were able to achieve state-of-the-art segmentation performance with a substantially lower number of training scans. Our method was trained with only 6 fetal scans while previous methods used 20 [13] and up to 80 fetal scans [38] . Given that manual annotation of a fetal brain MR scan into 7 tissue classes requires about 40 hours, reducing the number of the manually annotated training scans substantially reduces the required manual annotation effort and associated costs.
Intensity inhomogeneity is a frequently occurring artifact in MRI and often hampers automatic image analysis due to diminishing contrast between different tissues. We demonstrated that the described method based on convolutional neural networks can become more robust to these artifacts by training with data augmented with simulated random intensity inhomogeneities. Figure 9 ). Retrospective visual inspection revealed that this scan has intensity inhomogeneity in nearly all slices. Even though the intensity inhomogeneity is not severe in all slices, the automatic segmentation was still severely affected.
Experiments show that adding IIA in the training helped to overcome this issue and increased the segmentation performance in all scans.
Furthermore, our experiments illustrate that training the network with IIA increases the segmentation performance even in slices without visible intensity inhomogeneity. IIA makes the network more robust to intensity variations in MRI, forcing the network not to focus only on the tissue intensity for assigning a label.
In the current study, the segmentation method was evaluated on fetal brain MRI acquired in the coronal plane. Since the presented method is entirely supervised it can be readily applied to fetal MRI acquired in axial or sagittal plane if manually annotated training data is available.
We relied on the U-net architecture for ICV and brain tissue segmentation in fetal MRI. However, the proposed IIA can be used for data augmentation In this study, 2D analysis was applied since fetal MR images has inter-slice motion due to the 2D MR acquisition. Additionally, in a few slices severe motion artifacts occurred. These slices were excluded from the training and test set as manually segmenting them for evaluation would be hardly feasible. Generating such slices that are heavily affected by motion artifacts in fetal MRI could be an interesting direction for future work.
We have trained the proposed method with representative data, i.e. in a supervised manner. Training with non-representative, in addition to the representative data, using transfer learning would allow increasing the training sample size. This could be addressed in future work and it could potentially further improve segmentation performance.
Conclusion
We presented an automatic method for brain tissue segmentation in fetal MRI into seven tissue classes using convolutional neural networks. We demonstrated that the proposed method learns to cope with intensity inhomogeneity artifacts by augmenting the training data with synthesized intensity inhomogeneity artifacts. This can potentially replace or complement preprocessing steps, such as bias field corrections, and help to substantially improve the seg-28 mentation performance.
