ABSTRACT. This paper presents a queuelng model of a multlprogrammed computer system with virtual memory Two system organizations are conmdered (1) all the processes present in the system share prtmary storage, (11) processes which have generated a file request (slow I/O) lose their memory space until the I/O is completed Our model assumes balanced memory allocation among processes, and accounts for the memory sharing effect through the use of hfetlme functions The model exphcltly takes into account the fact that, if a written-onto page is to be replaced at the moment of a page fault, it first has to be saved in the secondary memory. An approximate closed form solution is obtained by using an equivalence and decomposmon approach A procedure for evaluating the accuracy of the approximation is presented The numerical examples illustrate the influence of the system and program behavior parameters taken into account in our model KEY WOROS ANO enRASES multlprogrammmg, queuemg theory, equivalence of queues, dccomposmon methods, computer modeling, virtual memory, throughput CR CATEGORIES 4 32, 4 35, 5 5
The Model
The mult~programmed, paged, virtual memory computer system we deal with in this paper consists of a CPU, a secondary memory device (SM), and a filing disk (FD) (see Figure l(a)). A queue of requests is associated with each device; the order in which these requests are serviced is not taken into consideration.
Denote by N the total number of processes (users) executing in the system and by no, nl, and n2 the current numbers of processes queued and in serwce at the CPU, the SM, and the FD, respectwely. At any time we have 
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224 ALEXANDRE BRANDWAJN N = no + nl + n2 = n + n2, (1) n being the total ¢urrent number of processes at the CPU and the SM, i.e. n = no + n~. All the processes are assumed to be statistically identical and independent. In the model their behavior is characterized by a compute time followed by a page fault, in which case the process enters the SM queue; an I/O (file request), in which case the process joins the FD queue; or a program termination, in which case the process leaves the system.
It is assumed that the system operates under sufficient load conditions, and thus the feedback loop around the CPU and its queue represents processes which depart from the system but are immediately replaced by a new process, maintaining a constant number of users. Processes which terminate their service at the SM or the FD return into the CPU queue (see Figure l(a) ).
Let c and r be the mean total compute tJme for a process and the mean compute time between two successive file requests, respectwely. Experimental evidence [4] indicates that the mean compute time between page faults q for a program executing in memory space m (called the lifetime function) can be approximated by a function of the form q = 3'm k.
3' depends on the processing speed and on program characteristics while k depends on program locality as well as on the memory management strategy. According to Belady and Kuehner [4] , k is in the range 1.5 -< k -< 2.5.
Note that the degree of multiprogramming ~s equal to N (the total number of processes) in the case of "fixed" multiprogramming and to n (the current number of processes at the CPU and the SM) in the case of "floating" multiprogrammmg. We assume that total primary memory available is of size M and that it is equally shared among the processes (balanced allocation), i.e. m = M/N in the first case, and m = M/n m the second case. Denote by q(n) the mean execution time between two successive page faults for a process when there are n processes at the CPU and the SM. We have q(n) = T(M/n) k (3) with "floating multiprogramming" orgamzation, and q(n) = 3"(M/N) k with "fixed multiprogramming." In the latter case, the mean compute time between page faults is actually independent of n, but we write uniformly q(n) for both system orgamzations. Let v0 = l/c, vl(n) = 1/q(n), n = 1, . . . , N, and v2 = 1/r.
We assume that the random variable representing uninterrupted computation time at the CPU is exponentially distributed and that the service rate of the CPU is uo(n) = vo + v~(n) + vz when a total of n processes are at the CPU and the SM.
In order to take into account the fact that not all memory pages are directly overwritable, we assume that at the moment of a page fault a preliminary transfer of a memory page into the SM is or is not required with probability t8 or cz = 1 -/3, respectively.
It seems reasonable to think that probabilities cz and/3 depend not only on program characteristics and system memory management strategy, but also on the degree of multiprogramming: Most replacement algorithms choose first a page which is directly overwntable in order to avoid increasing the SM service t~me, and when the number of processes sharing real core is small there should be a greater chance that a program terminatign will occur before all such pages have been used than with a high degree of multiprogrammmg. Therefore we write a(n) and fl(n).
We also assume that the service times at the SM and the FD are independently and exponentially distributed with expected value 1/Uz for the FD. We shall consider that
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there are two types of SM service: types 1 and 2 corresponding to the case where there is enough space in main memory to contain the page to be brought in and the case where a page must first be saved, respectively. The mean service time of the SM is 1//.t~ in the first case and 1/~z (we assume 1//.t2 = 2//z~) in the second case.
We use the throughput of the system, defined as the average number of programs processed by the system per unit time in the long run, as a measure of system performance. Denote by A the CPU uttlizatton, i.e. the probability of a nonempty CPU at steady state. System throughout 0 is easily shown to be 0 = A/c, where c is the mean total compute time of a process. Thus it ~s sufficient to obtain the CPU utdization.
The behavior of the system at any time t is completely characterized by the loint probability distribution p(no, na, n2, i, t) of the number of processes m the three queues (no, nl, nz) and the type of SM service in progress (i = 1, 2) at time t; note that forn~ = 0 the variable t is meaningless. As we are not going to solve the system equations directly, we shall not write them down at this stage. The state vector (no, nl, n2, i) will be used, however, later on. Let us note that our model is not a particular case of Gordon and Newell's networks [12] (at least because of the presence of two types of service at the SM), and its solution cannot be obtained by direct application of their result.
In Section 2 we obtain an approximate solution for our model.
Equivalence and Decomposition
Letp(n), n = 0, ... , N, be the stationary probabihty distribution of the total number of processes at the CPU and the SM (n = no + nl), and let Ao(n) be the stationary conditional probability that the CPU is busy given n, i.e.
Ao(n) = Prob{CPU busyln processes at the CPU and the SM}
The CPU utilization A may be expressed as
n=l Hence we see that, in order to compute our performance measure for the system, it suffices to obtain p(n) and A0(n). We do so by applying an equivalence and decomposi- The proof of this theorem is similar to equivalence proofs of [6] and will be omitted. Using Theorem 2.1 we easily obtain an expression for the stationary probability ofn = n o + nl:
where H is a normalization constant. Equation (5) may be rewritten as
a well-known and computationally efficient solution form. Equation (6) , however, contains an unknown parameter (which we need also if we want to apply (4)): the conditional probability Ao(n). Therefore we seek a means for computing, at least approximately, A 0(n). Suppose that the rates of transitions due to paging (vt(n), ix1, ~) are much greater than the rates of transitions due to file requests (v2, u2). Then it is intuitively clear that the subnetwork composed of the CPU and the SM reaches, on the average, its steady state relatively rapidly between two successive changes in the total number of users in it n. Hence Ao(n) is not much different from the CPU utilization in a dosed cyclic two-server network consisting of the CPU and the SM, obtained by setting v2 = 0 and u2 = 0, with a total ofn processes (this system will be referred to as System 2). Denoting byA~ the CPU utilization in System 2 with n users, we have
More generally, the joint probability distributionp(n0, n~, i) (i = 1, 2 indicates the type of SM service in progress) in System 2 is approximately equal to the conditional probability of having (no, nl, i) given nn in the model of Section 1, p(no, nl, i I n):
Now it is obvious that the rates of transitions due to file requests may not be much smaller than those due to paging, so (7) may seem inapplicable. Nevertheless, we apply it, and in Section 4 we analyze the accuracy of the approximation resulting from this decomposition. As we shall see, the accuracy turns out to be excellent, and its analysis provides more insight into the decomposability of our model. Section 3 is devoted to the computation of A~, i.e. to the study of System 2, which is interesting per se because it takes into account the paging behavior of virtual memory.
Two-Server System
3.1 SYSTEM EQUATIONS. Consider System 2 with a total ofn processes executing in it.p(no, nl, i) is the stationary probability that there are no and n~ = n -no processes at the CPU and the SM, respectively, and that the current service type of the SM is t ; let
Using the fact that under equilibrium, for any no, the rate of arrivals of processes to the CPU equals the rate of departures of processes from the CPU, and that the ratio of type 1 over type 2 SM service requests generated is ~n)/~n), we obtain the following set of equations:
-/x~f~ ° + v, (1) 
forn = 2,3 ..... Note that this set of equations can also be easily obtained from the system balance equations and that condition (13) ~s necessary because of the notation f,~ and g~.
The solution of eqs. (8) is straightforward, so we shall now turn to the solutmn of system equations for n -> 2. The latter may be viewed as simultaneous homogeneous linear difference equations with two unknown functionsf,~0 and g~o, where (11) and (12) are the general equations and (9), (10), and (13) the boundary equations.
Denote byE the operator of displacement, 1.e. El(x) = f(x + 1). Equations (11)and (12) can be rewritten in a symbolic form:
where
Using a difference equations technique (see [14, p . 601], we eliminate one of the unknown functions (e.g. f~o) from (14), thus obtaining
i.e.
[v,(n)]2g,~o +2 + vl(n)[~, + m + v,(n)]g~o+'
Equation (15) is a simple linear homogeneous equation w~th constant coefficients. Its solution can be written (see [14] ) as
are the two roots of the characteristic equation
a~d C~(n) and C2(n) are "arbitrary constants" (to be determined from boundary and probability conditions). It follows from (14) that
C~(n) and C2(n) are then easdy determined by using the boundary equations (9), (10),
and (13) and the condition that the obtained solution must be a probability distribution,
I.e.
[f,~o + g~°] = 1.
no=l
We have
Thus, finally, f,~o andgnno (n _> 2) are given, for no = 1, ... , n, by (17) and (16) with (18) and (19); for no = 0 we have
A~, the CPU utilization in System 2, is obtained as
and there is no computational difficulty in evaluating this expression. Forn = 1, we have
In Section 3.2 we present some numerical results Illustrating the behavior of System 2. 3.2 NUMERICAL RESULTS WITH THE TWO-SERVER MODEL. Numerical results obtained from the two-server model with lifetime function (3) are reported in Figure 2 , which shows the effect of the degree of multiprogramming on CPU utilization (and hence on throughput). The probability that at the moment of a page fault there is no overwritable page free, fl(n), is assumed in this example to vary hnearly with n : fl(n) = a + bn ; a and b are set to a = -0.5/9 and b = 0.5/9 so that fl(n) rises from zero for one process in memory to 0.5 when the degree of multiprogramming equals 10. This is an arbitrary assumption used in the numerical example to show what happens if B(n) varies in this way; note that no assumption on the form of fl(n) has been made in the solution of System 2.
The curves labeled 1, 2, 3, and 4 correspond to the foUowlng sets of model parameters We see the important effect of the primary memory size and of the mean service time of the paging SM device (tsu = 1//.q) on system performance. We also see that an improvement in program behavior (increasing the locality exponent k from 1.5 to 2.0) can produce a considerable improvement of the throughput as well as an increase m the optimal (i.e. which maximizes system throughput) degree of multiprogrammmg. Section 3.3 is devoted to the problem of determining analytically the optimum degree of multiprogramming in the case where the existence of pages not directly overwritable is neglected.
3.3 OPTIMAL DEGREE OF MULTIPROGRAMMING IN A RESTRICTED CASE. We now consider System 2 assuming that ~8(n) = 0 for all n, and we examine the problem of determining analytically an expression for the degree of multiprogramming No which maximizes system throughput. This seems to be a difficult problem in a general case, and even for the restricted case we are considering, we are only able to obtain an approximate value.
The assumption fl(n) = 0 reduces System 2 to a simple finite source M/M/1 model. CPU utilization is obtained (see [9] ) as A~ = 1/(1 + y), wherey = zn(1 -z)/(1 -z n) and
Z = nk/(yuiMk).
M is the primary memory size, k and y are the parameters of the Belady lifetime function ( (3)), and 1/ua is used to denote the now unique mean service time of the SM. For convenience letd = 1/(7ulMk). Clearly maximizing A~ is equivalent to minimizing y. Consider the case l/ua << yMk/n k, where the mean compute time between two successive page faults of a process is much larger than the mean service time of the SM device We then have z << 1, and therefore y ~ Yl = z ". Considering n as a continuous variable and taking dyl/dn = 0, we see that yl is minimized by
where e is the basis of the natural logarithms.
In various numerical examples (Figures 3-6) , we see thatN~ is a good estimate of N0, the "optimum" degree of multiprogramming. Note that even when (20) is not well satisfied, N~ still seems close to No, probably because (1 -z) is relatively "flat" as compared to z"/(1 -z").
Let us note that the applicability of Formula (20) can be extended to include the case where the probability fl(n) has some constant value, say fl0, for all n, if, instead of considering explicitly two types of service at the SM, we assume an exponentially distributed SM service time of mean
It is worth mentioning that this approach yields, as regards system throughput, Fm 6 address the problem of the accuracy of the approximation which is introduced if we use A~ for A0(n) in (6). This will be done in Section 4.
DEGREE OF MULTIPROGRAMMING
Accuracy of the Approximation
First of all, note that the only approximation in the method proposed in Section 2 for computingp(n) stems from the decomposition, i.e. from (7). Therefore our goal will be primarily to determine how different is Ag from the conditional probability A0(n).
Recall that the behavior of the model of Section 1 is completely characterized by the joint probability d~stributionp(n0, n~, nz, t), where i indicates the type of the SM service in progress. Let (remember (1)) f,(no) = Prob{(n0, n~, 1)In}, no = 0 ..... n -1; (21) gn(no) = Prob{(n0, nl, 2)In}, no = 0, ... , n -1;
(22) fn(n) = or(n) Prob{n0 = n In};
(23) g,(n) = 13(n) Prob{n0 = n In}.
Using the fact that
the formal solution for p(n) (eq. (6)), and (21)-(24) m the balance equations for our model, we easily obtain a set of equations for the conditional probabilitiesf,(no), g,(no), and Ao(n). These equations are given in Appendix 1.
When applying the decomposition, we use probabilities ~o and g~o in System 2 for fn(no) andgn(no), i.e. we use the probabilities of having (no, i) in System 2 with a total ofn processes m lieu of the conditional probabihties of having (no, i) given n in our model.
Denote by ~,,(no) and ~n(n0) the corresponding errors. We have fn(no) = f~o + e~(no), g~(no) = g~o + ~n(no), no
Since both fn(no), gn(no) and f~o, g~o are probability distributions, i.e. normalized with respect to unity, we also have 13(N)tZlaN(no --1) + /3(N)/.~2~N(no --1) ,
a~+'{-[v,(n) + I*1 + v2 + Uz]En(no) + a(n)tx,~,(no -1) + ot(n)lx2nn(no -1) + vl(n)~n(no + 1) + v~A~ ~,-l(n0 -1) -vJ~_-i~[E,(0) + ~n(0)]} + [E,+d0) + ~%+~(0)][(Uz
Q~ = u2(Ag+~f,~o _ f]~_-~l) + v2A~+~(f~o _ Ag+~f~G~), (32) Q~g = u2(A~+Ig~o -g~%-~) + vzA~+qg~o -A~+~g~o_q~), --~,6N(O) + v~(N)6N(1) = 0, (33) --pa~qN(O) + v~(N)nN(1)
= 0,(34)
--[Pl(N) + ~1 + V2]EN(nO) + ~(N)m¢N(no -1) + ot(N)lx2~no-1) + v~(N)~N(no + 1) + v2A~N-~(no --1) --v2f~_% ~ [¢N(0) + rtN(0)] = Q~, (35) -[v,(N) +'lxz + VZ]~N(nO) +
forn =Nandn~= 1,...,N-1, where
In order to evaluate the errors ~n(n0) and "o,,(n0), we have to solve this system of equations subject to condition (27) and
which follows from (23) and (24). Before indicating how this can be done in an efficient way, we formulate a few remarks. The coefficients of the system of equations are all known since they are either the parameters of our model or state probabilities of System 2. Equations (28), (29), and (31) and its analogue are obtained by neglecting higher order terms introduced by expressions of the form
Hence, in order to validate the solution, it sufficies to verify a posteriori that it satisfies the condition a~ >> I~n(0) + "On(0) I.
Owing to condition (27), the unique solution of our system I would be on(n0) = "on(no) = 0 for all n and no if the Q~'~I and Q~ were all zeros. Thus the Q]% Q~g reflect the error introduced by the decomposition; the smaller these terms, the smaller the error. An inspection of (30), (32), and (37) reveals the very interesting form of the Qf,?, i = 1, 2: a sum of products of two terms, one corresponding to the rates of transitions which change n (v2, u2), and the second depending only on the internal properties of System 2. It then becomes obvious that there are two entirely distinct reasons for which our system may be decomposable. The first is when v2 and uz are small-this corresponds to the case of intuitive decomposability presented in Section 1. The second is when [ and [g~o -A~g~l (40) are small. Note that (40) reflect the departure of our model from a queueing network with a product form solution [9, 13, 12] , since these terms would be zero if our model had such a solution. This would be the case, for instance, if /z~ = ix2 with "fixed multiprogramming" organization for any nontrivial values of v2 and u2 (see Appendix 2). Incidentally it is this second reason of decomposability that explains zero error results when the equivalence and decomposition method is applied to central server networks [9] and, also, for our model when N = 1. Let us now tackle the problem of finding an efficient solution procedure for the system of eqs. (28)- (36), together with (27) and (38). This system can be written in a matrix form as
I f~ o -A~f~
where E is the vector of the errors, Q is the vector of the Q~ and Q~, and T is the matrix of coefficients. Note that neglecting in eqs. (28)-(36) the terms which involve n + 1, we obtain N sets of simple recurrence relations which can easily be solved separately for each n = 1 ..... N (owing to the independent normalization conditions (27)) if we start from n = 1. This suggests the following lterative procedure. Denote by T' the matrix of coefficients obtained by neglecting the terms in n + 1. In order to compute E0, a first approximation to E, we solve at the first iteration
Then consecutive residual terms for E are computed by solving, at iteration k,
T'Ek = (T'-T)Ee_~
The equations are of full rank
Note that (42) and (43) 
Since the linear system (41) has exactly one solution (conditions (27) and (38) are taken into account in T, T', and Q), it follows from (45) that E = E. Let us now consider briefly the convergence of our iteraUve procedure. The solution of (43) at iteration k is essentially equivalent to the solution of
Sk = T'-~(T ' -T)(Sk-~ + Eo),
where Sk = ~=~ E~. It is well known from the theory of iterative methods in numerical analysis that (46) 
function T'-I(T ' -T).
Hence sufficient (but not necessary) convergence conditions may be derived for our iterative procedure. The interested reader will find in [8] more details on this procedure and on its convergence. Let us say here only that, for the values of system parameters explored m this paper, the method converges very rapidly (one or two iterations in most instances, and no more than six iterations in any case for an accuracy greater than 10-3). In Appendix 3 we give the recurrence relations corresponding to (42) and (43).
Note that we have been able to evaluate not only the difference between A o(n) and A I, which was our goal, but also more generally the error introduced when we use the probabilities f~0, gg0 in lieu of the conditional probabilities f,(no), gn(no). Note also that our approach yields the errors with their signs (and not just a bound for the absolute value), thus indicating whether the corresponding probability is under-or overestimated.
In Section 5 we present the numerical results obtained from our model of Section 1.
Numerical Results of the Model
Before discussing the numerical results of the complete model described in Section 1, we recall the approach used to solve it. First we have obtained, using the equivalence 235 Theorem 2.1, an expression for the probabihty of hawng a total of n processes at the CPU and the SM. Then, using the decomposition, we have obtainedA] as an approximation for Ao(n), which was the unknown parameter of (6), and which we needed to compute the CPU utihzation A by (4) . Note that the equwalence and decomposition approach in fact yields more. Knowing.X0 and g~o from the analysis of System 2, we know an approximate solution for the detaded state of our model:
so performance measures other thanA (like mean queue lengths) can also be computed. Figures 7-13 show the numerical results obtained from our model: The CPU utilization A is plotted versus the total number of processes N. Throughout the examples, 3, of (2) is kept constant at 0.01. As in Figure 2 , in Figures 7-12 /3(n) is assumed to vary linearly with the degrees of multlprogrammmg, from 0 for one process in memory up to 0.5 for ten processes sharing primary memory.
The influence of the primary memory size M lS illustrated in Figures 7 and 8 , m which a set of system parameters with M = 128 pages and M = 256 pages, respectively, is used. We note a marked increase of the CPU utdization and of the opt]real total number of processes (which is also the degree of multlprogramming in the case of "fixed multiprogrammmg") for both system orgaruzations considered. In Figures 8-10 we examine the effect of varying the parameter k of the lifetime function (2) (corresponding, to some extent, to program locality). As for System 2, this appears to be an important parameter: An improvement in program locahty (increasing k from 1.5 to 2.5) can result m a considerable increase of the optimal degree of muitiprogramming and of the system throughout. The fact that the mean service time of the paging device (tsM = 1/tz~) can also importantly affect system performance is illustrated m Figure 12 , the system is clearly "input/output bound." We observe, as in [7] , that increasing the primary memory size or the program locality or decreasing the mean service time of the paging device reduces the sensitivity of system throughput to the number of users.
Finally, in Figure 13 we study the influence of the probability/3(n) in the case of "fixed multiprogramming" system organization. Curves labeled I, II, and III correspond to a set of system parameters with I: /3 = 0, N = 1 .... , 10; II: /3 = 0.5N/9 -0.5/9; III: /3 = 0.5, N = 1, ... , 10. We observe that the presence of pages which are not directly overwritable and, more generally, the form of the function /3(n) may have a considerable effect on system throughput and on the optimal degree of multiprogramming. Therefore it is interesting to obtain measurement results showing the form of fl(n).
If we compare the figures obtained for the two system organizations considered, we note that "floating multiprogramming" results in significantly higher thrashing threshold and also in higher CPU utilization than "fixed multiprogramming." The results obtained, however, should be regarded as an optimistic estimate of the performance of the "floating multiprogramming" system organization, since our model does not account for the mechanism by which a process that has completed a file operation acquires memory p~ges.
Using the iteratwe procedure developed in Section 4, we have evaluated the accuracy of our results. Condition (39) turns out to be well satisfied; in most instances the len(0) + • 0n(0)l are much smaller than 10 percent of the corresponding A~. As expected, the accuracy is slightly better in the case of "fixed multiprogrammlng" (the only departure from a product.form solution is then due to two types of service at the SM). The relative error on A (the CPU utilization) is negligible, less than 1 percent in all cases. In Appendix 4 we give the evaluated errors in one of the worst instances.
Conclusion
We have presented a queueing network model of a virtual memory multiprogramming system.
We have been able to obtain an approximate, computationally efficient, dosed form solution by using equivalence and decomposition methods. We have also been able to evaluate the accuracy of the approximation and to determine that there are two totally distract reasons for which the decomposition can be used in the queueing network representing our model. The first can be invoked if the rates of transitions between the subnetwork obtained by decomposition and the remainder of the system are small (this corresponds to the often used intuitive argument of the subnetwork having the Ume to reach its steady state between two interactions with the remainder of the system). The second depends only on internal properties of the subnetwork and reflects, to some extent, the departure of our model from a queuemg system with a product form solution.
The approach used to determine the accuracy can be applied to other models solved by the eqmvalence and decomposition method.
Models of time-sharing systems, for which our network can represent the processing part, may be analyzed in a similar way.
Appendix 1
The equations for the conditional probabilitiesfn(n0), gn(no) are as follows: 
and similarly for g~o.
Thus, though the quantities that appear in (40) pertain to System 2, they reflect the departure of our model (of Figure 1 (a) ) from a queueing network with a product form solution. This is because System 2 is a subsystem of our model and the form of the overall solution depends on the characteristics of the subsystem. 
