We analyze a rate-independent model for damage evolution in elastic bodies. The central quantities are a stored energy functional and a dissipation functional, which is assumed to be positively homogeneous of degree one. Since the energy is not simultaneously (strictly) convex in the damage variable and the displacements, solutions may have jumps as a function of time. The latter circumstance makes it necessary to recur to suitable notions of weak solution. However, the by-now classical concept of global energetic solution fails to describe accurately the behavior of the system at jumps.
Introduction
In this paper, we focus on the modeling of damage in an elastic body Ω ⊂ R d , d = 2, 3, during a time interval [0, T ], as a rate-independent, activated process. The phenomenon is described in terms of a damage parameter z : Ω × [0, T ] → R, assessing the soundness of the material: usually, z takes values in the interval [0, 1], and one has z(x, t) = 0 (z(x, t) = 1, respectively), when the system at the process time t ∈ [0, T ] is fully damaged (completely sound), "locally" around x ∈ Ω. The driving energy is a function of time (through the external loading), of the damage parameter z, and of the displacement variable u. We consider small strains and assume that the elastic energy is quadratic. The external loading encompasses time-dependent displacement boundary conditions, as well as volume and surface loading. All in all, the stored energy functional E : where a s is the bilinear form associated with the H s semi-norm on Z = H s (Ω), s ∈ {1, 3 2 }, and ε(u) is the symmetrized strain tensor. For the precise assumptions on the nonlinearities f : R → R and g : R → R, the elasticity tensor C, the external loading = (t), and the Dirichlet datum u D = u D (t), we refer the reader to Section 2. We impose that at each time t ∈ [0, T ] the displacement u(t) minimizes the energy E(t, ·, z(t)), namely u(t) ∈ argmin v∈U E(t, v, z(t)).
(1.2a)
Dissipation occurs through the internal, fast variable z. As in [MR06, BMR09, TM10] , we stay in the rate-independent framework, which characterizes phenomena where the external loading is much slower than the internal relaxation times. Hence, the evolution of z is described by the doubly nonlinear equation ∂R 1 (z (t)) + D z E(t, u(t), z(t)) 0 in Z * for a.a. t ∈ (0, T ).
(1.2b)
The above differential inclusion features the 1-positively homogeneous, unidirectional dissipation functional R 1 : Z → [0, ∞] defined, for a given fracture toughness κ > 0 and η ∈ Z, by In (1.2b), D z E is the Gâteaux derivative of E w.r. to z, whereas ∂R 1 : Z ⇒ Z * is the (convex analysis) subdifferential of R 1 in the frame of the duality between Z * and Z, i.e., for a given η ∈ dom(R 1 ) ζ ∈ ∂R 1 (η) if and only if R 1 (w) − R 1 (η) ≥ ζ, w−η Z for all w ∈ Z.
(1.4)
It is natural to reformulate (1.2a) and (1.2b) by means of the reduced energy functional I : [0, T ] × Z → R, defined by I(t, z) = inf v∈U E(t, v, z), (1.5) so that (1.2a) and (1.2b) are combined into ∂R 1 (z (t)) + D z I(t, z(t)) 0 in Z * for a.a. t ∈ (0, T ).
(1.6)
It will be shown in Lemma 2.7 that the Gâteaux derivative D z I is well defined on [0, T ] × Z and, taking into account its expression, (1.6) can be rewritten as ∂R 1 (z (t)) + A s z(t) + f (z(t)) + 1 2 g (z(t))Cε(u(t) + u D (t)) : ε(u(t) + u D (t)) 0 for a.a. t ∈ (0, T ), (1.7)
where A s is the operator associated with the bilinear form a s (·, ·), and u fulfills (1.2a). The model studied here falls into the class of damage models introduced in [FN96, Kac86] .
Notice that the range of ∂R 1 is ∂R 1 (0), viz. a proper subset of Z * . Hence, since the reduced energy is not strictly convex, solutions to (1.6) may have jumps as a function of time. This calls for weak solvability notions for (1.6).
A well-established framework to describe rate-independent processes is the global energetic formulation developed by Mielke & Theil, see [MT99, MT04, Mie05] , and used, in the context of damage modeling, in [MR06, BMR09, TM10, FKS10] . There, the evolution is characterized via a global stability criterion and an energy balance, which must be satisfied during the whole evolution. Now, due to the global stability condition, the prediction of the jumps of the solutions turns out to be not entirely satisfactory. Indeed, global energetic solutions may change instantaneously in a very drastic way, jumping into very far-apart energetic configurations (see, for instance, [Mie03, Ex. 6 .1], [KMZ08, Ex. 6 .3], and [MRS09, Ex. 1]), while a local force balance criterion would predict a slow evolution.
In this paper, we discuss the vanishing viscosity approach as an alternative for the derivation of a local rate-independent damage model. The philosophy that rate-independence should be considered as limit of systems with smaller and smaller viscosity has by now been widely adopted in the applications, see, e.g., [TZ09, DDMM08, Cag08] . In the mainstream of the papers [EM06, MRS09, MRS10, MZ10] on general rate-independent systems, and [KMZ08, KZM10, LT11] for rate-independent models of crack propagation, we exploit this vanishing viscosity approach to obtain a more precise description of the system behavior at jumps. Hence, we approximate (1.6) with the doubly nonlinear equation ∂R (z (t)) + D z I(t, z(t)) 0 in Z * for a.a. t ∈ (0, T ), (1.8)
where the dissipation functional R features an additional L 2 -viscosity term, viz.
R (η) = R 1 (η) + R 2, (η) with R 2, (η) = 2 η 2 L 2 (Ω) . = R 2 (η) for η ∈ Z.
(1.9)
Let us mention that damage models with viscous dissipation (possibly with viscosity and inertia in the displacement equation, and coupled with thermal effects), have been analyzed in [BS04, BSS05, BB08, FK06] , as well as in [HK10] , where damage is coupled with phase separation processes. Bridging a connection between the rate-dependent and rate-independent modeling approaches, in this paper we aim to study the limit of (1.8), as the viscosity parameter tends to zero. Our vanishing viscosity results hinge on a preliminary analysis of (the Cauchy problem for) (1.8), for which we establish an existence result, cf. Theorem 3.3.
As it was shown in [EM06, MRS09, MRS10, MZ10] for general rate-independent systems, passing to the limit as 0 in (1.8) leads to an alternative weak formulation of (1.6), featuring a finer description of the solution jumps, which anyway occur later than for global energetic solutions. The key idea from [EM06] is that, at jumps the vanishing viscosity solutions to (1.6) follow a path which is reminiscent of the viscous approximation. To reveal this, one has to go over to an extended state space and study the limiting behavior of the sequence (t ,ẑ ) as ↓ 0, for a suitable reparameterizationẑ = z •t of a family (z ) of viscous solutions to (1.8). Following this approach, in Section 6 we will prove that, up to a subsequence, the functions (t ,ẑ ) converge to a so-called Z-parameterized solution of (1.6). While referring to Definition 6.2 for the precise assessment of Z-parameterized solutions, here we just mention that the limit pair (t,ẑ) is a Lipschitz continuous curve (t,ẑ) : [0, S] → [0, T ] × Z, fulfilling, in the non-degenerate case, a parameterized doubly nonlinear evolution equation, viz.
∂R 1 (ẑ (s)) + λ(s)ẑ (s) + D z I(t(s),ẑ(s)) 0 in Z * for a.a. s ∈ (0, S), (1.10)
where λ : (0, S) → (0, +∞) is a Borel function such thatt (s)λ(s) = 0 a.e. in (0, S). Notice that (1.10) encompasses both rate-independent evolution and, when the system jumps, the influence of ratedependent dissipation. To reveal this, we observe that the time functiont : [0, S] → [0, T ] encodes the (slow) external time scale. Whent > 0 on some interval (s 1 , s 2 ), we have λ = 0 on (s 1 , s 2 ), hence (1.10) is simply a parameterized version of (1.6): the system dissipation is only due to rate-independent, dry friction. Whent = 0 on some interval (s 1 , s 2 ), the external time is frozen. Indeed, the system has switched to a different regime, which is seen as a jump in the slow external time scale. If λ > 0 in (1.10), also viscous dissipation is active. This is in accordance with the following interpretation: jumps are fast (with respect to the slow external time scale) transitions between two metastable states, during which the system may switch to a viscous regime. We refer to [EM06, MRS09, MRS10] , and to Section 6, for further observations on (1.10). Let us shortly compare our model and results with the results for the damage model developed in [GL09, FG06] . In these papers, the influence of the damage state on the elastic properties is not postulated as in our case (where the effective tensor is defined by g(z)C), but it is the outcome of a certain homogenization procedure that takes place during the evolution process. It is shown in [GL09] that the solutions are (possibly discontinuous) threshold solutions. Roughly speaking, this means in particular that solutions do not jump before the forces reach a certain critical value. In the one-dimensional setting, the model from [GL09] can be reformulated in terms of a convex, but not strictly convex, reduced energy I (cf. Remark 6 in [FG06] ) and the dissipation potential R 1 from (1.3). In this case, due to the convexity of I, the threshold solutions from [GL09] coincide with solutions of the corresponding global energetic model, as well as with the vanishing viscosity solutions considered here.
The main difficulties for the existence and vanishing viscosity analysis of (1.8) are of course related to its doubly nonlinear character. In particular, let us note in (1.7) the simultaneous presence of a quadratic term in ε(u) (featured from the derivative D z I of the nonconvex energy I), and of the multivalued operator ∂R 1 . Indeed, differently from [EM06, MRS09, MRS10, MZ10], here we are enforcing irreversibility, hence the operator ∂R 1 : Z ⇒ Z * is unbounded. This makes it difficult to derive suitable bounds for the thermodynamically conjugated force, i.e. the derivative D z I. Indeed, on the one hand it is possible to derive an estimate for the term D z I(t, z(t)) only in the space L ∞ (0, T ; Z * ), and a comparison argument in (1.8) will not give additional information, due to the unboundedness of the term ∂R 1 (z (t)). On the other hand, it is crucial both for the existence and for the vanishing viscosity analysis of (1.8), that the terms D z I and z be in duality.
In fact, the key step (cf. Theorem 3.3) for the proof of existence of viscous solutions to (1.8), is to obtain for approximate, hence for viscous solutions (z ) >0 
where C is a positive constant which depends on the viscosity parameter and explodes as 0. We will prove (1.11) by means of careful estimates, also based on a refined elliptic regularity result for the Euler-Lagrange equation for the minimum problem (1.2a), from the recent [HMW11] . We highlight that this regularity result does not hinge on smoothness of the boundary ∂Ω, and thus it allows us to deal with a broad class of domains, as well as with mixed boundary conditions, which is crucial for real-world applications.
Next, we develop enhanced estimates, relying on the parabolic character of (1.7) and partially drawn from [MZ10] . In this way, we obtain for viscous solutions the further bound
for a constant C which is now independent of > 0. Indeed, estimate (1.12) is the starting point for the vanishing viscosity analysis developed Theorem 6.3. Without going into details, we may just mention that, thanks to (1.12) it is possible to reparameterize viscous solutions (z ) >0 by the Z-arclength of their graph, which leads in the limit 0 to the aforementioned Z-parameterized solutions. We shall develop a twofold approach to the proof of estimates (1.11) and (1.12). First, in Section 4, we shall regularize (1.8) by adding a Z-viscosity term, modulated by a "small" parameter δ > 0. We shall obtain both estimate (1.11) (with a constant depending on but independent of δ) and estimate (1.12) (with a constant independent of and δ), for the solutions of the δ-regularized viscous problem. Hence, we shall pass to the limit as δ 0 and conclude the existence of solutions to the Cauchy problem for (1.8). Moving from (1.12), we shall perform the vanishing viscosity analysis as 0 in Section 6. Second, in Section 5 we shall prove (1.11) and (1.12) by working on the time-discretization scheme associated with (1.8). In this context, the main challenge is to mimic the parabolic-type estimates leading to (1.12), on the time-discrete level. This can be done by means of careful calculations, which are developed with some detail in Section 5.2.
While referring to the discussion in Section 3.1 for a thorough comparison between the time-continuous and the time-discrete approaches, we emphasize that the latter is clearly interesting in view of numerical analysis. Indeed, it has been proved in [MRS10] (cf. also the forthcoming [MRS11b] ) for general rateindependent systems, and in [KMZ08] for a crack propagation model that, passing to the limit in the time-discretization scheme for (1.8) as both the viscosity parameter and the time-step tend to zero, leads to the so-called BV solutions to (1.6). Loosely speaking, the latter concept is the "non-parameterized" version of the notion of parameterized solution. Relying on the time-discrete analysis of Section 5, we plan to address within our damage model this simultaneous passage to the limit, as well as the analysis of BV solutions. In this connection, it would also be interesting to combine -approximation, with timeand space-discretization, like in [KS11] .
A second issue we are going to address in the future, is to replace the linear s-Laplacian in (1.7) with the nonlinear p-Laplacian operator, which is usually found in models for damage, cf. [MR06, BMR09, TM10] . The key step for doing so will be to obtain, via regularity arguments, enhanced estimates for the term D z I(t, z(t)) in (1.8).
Plan of the paper. In Section 2 we set up the model and thoroughly analyze the properties of the reduced energy I. Next, in Section 3 we state Theorem 3.3 (=existence of solutions and a priori estimates uniform w.r. to the viscosity parameter ) for (the Cauchy problem associated with) (1.8). In Sec. 3 we also discuss uniqueness of viscous solutions under special assumptions. We prove Thm. 3.3 via a further regularization in Section 4, and via a time-discretization in Section 5. Finally, in Section 6 we develop the vanishing viscosity analysis of (1.8).
2 The energy functional and its properties 2.1 Set-up Notation. For a given Banach space X, we shall denote by ·, · X the duality pairing between X * and X, and, if X is a Hilbert space, we shall use the symbol (·, ·) X for its scalar product. For matrices A, B ∈ R m×d the inner product is defined by A :
The letter Q shall stand for the space-time cylinder Ω × (0, T ). The following function spaces and notation shall be used for σ ≥ 0, p ∈ [1, ∞]:
We shall denote by u : Ω → R d the displacement, and by z : Ω → R the (scalar) damage variable. The corresponding state spaces are
In fact, we restrict to the case s < 2, so that the associated bilinear form on Z is:
Recall that Z is a Hilbert space, with the inner product (
We denote by A s : Z → Z * the associated operator, viz.
is a Hilbert triple. In particular, every element of L 2 (Ω) is identified with an element in Z * , and we thus have
The energy functional
Energy functional. The energy is given by the sum of the elastic energy and an energy only depending on the damage variable. As for the latter contribution, we consider a function
. We then have the functional
Linearly elastic materials are considered with an elastic energy density
sym and almost every x ∈ Ω.
Hereafter, we shall suppose for the elasticity tensor that
Let g : R → R be a further constitutive function such that
, we take the elastic energy
where ε(u) = 1 2 (∇u + ∇u T ) is the symmetrized strain tensor. For u ∈ U and z ∈ Z the stored energy is then defined as
Minimizing the stored energy with respect to the displacements we obtain the reduced energy
Remarks on the model.
Remark 2.1. For our main results on the vanishing viscosity analysis of (1.6) (cf. Theorems 3.3 and 6.3 later on), it will be sufficient to suppose that the index s in (2.3) fulfills s = d 2 . In particular, let us highlight that, in the bi-dimensional case d = 2, we have s = 1, hence the operator A s reduces to the usual Laplacian operator. Remark 2.2. As we have already pointed out, the irreversibility of the damage process is enforced in our model through the choice of the dissipation functional (1.3). Instead, so far we have not included in our model the constraint that the damage variable z only take values in [0, 1]: indeed, the term I [0,1] (z) does not contribute to the energy I. However, in Section 5 we shall prove via a time-discretization procedure that, under suitable assumptions on the nonlinearities g and f , if the initial datum z 0 satisfies z 0 (x) ∈ [0, 1] for almost every x ∈ Ω, then there exists a viscous solution z ∈ H 1 (0, T ; Z) with z(0) = z 0 and z(x) ∈ [0, 1] for almost every x ∈ Ω. Ultimately, with the vanishing viscosity analysis developed in Section 6, we shall obtain parameterized solutions to the rate-independent system for damage, which only take values in [0, 1].
Notation 2.3. Hereafter, throughout the paper we shall use the symbols c, c , C, and C for various positive constants which only depend on known quantities, and whose meaning may vary even in the same line.
Properties of the energy functional
A regularity result from [HMW11] . The following result has been recently proved in [HMW11] (cf. Thm. 1.1 therein): For C as in (2.9a), g as in (2.10), and z ∈ Z, let L z be the linear elliptic operator defined by
(2.14)
Then,
and there exists some constant c 0 > 0, only depending on
Notice that, in particular, the integrability exponent p and the constant c 0 are independent of z ∈ Z. Relying on this regularity result, in the next lemmatas we prove some crucial properties of the reduced energy (2.13).
Assumptions on the initial data. Hereafter, we shall require that
Coercivity of the reduced energy and properties of minimizers.
Lemma 2.4 (Existence of minimizers and their regularity). Let s = d/2. Under assumptions (2.1), (2.8)-(2.10), and (2.17), for every (t, z) ∈ [0, T ] × Z there exists a unique u min (t, z) ∈ U, which minimizes E(t, z, ·). Moreover, there exists p > 2 such that for all p ∈ [2, p]
(Ω), and
18)
where c 0 is the constant from (2.16). Furthermore, the following coercivity inequality for I is valid: There exist constants c 1 , c 2 > 0 such that for all (t, z) ∈ [0, T ] × Z it holds
Proof. Taking into account (2.10), (2.17), and employing Korn's inequality, it is immediate to see that for every (t, z) ∈ [0, T ] × Z the functional E 2 (t, z, ·) is uniformly convex on U. Therefore, E 2 (t, z, ·) (and, hence, E(t, z, ·)), has a unique minimizer u min (t, z), satisfying the Euler equation 
(where we have again used (2.10), Korn's inequality, (2.17) and (2.18)), with
where the first inequality follows from (2.8), and the second one from a Poincaré-type inequality.
Lemma 2.5 (Continuous dependence on the data). Let s = d/2. Under assumptions (2.1), (2.8)-(2.10), there exists a constant c 3 > 0 such that for all and 
(Ω) subsumes the terms on the right-hand side of (2.22). Therefore, (2.16) gives
, whence we deduce the estimate
Now, the Lipschitz continuity of g and Hölder's inequality imply that
with r = p p(p − p) −1 , where the second inequality follows from (2.17) and from estimate (2.18). We use (2.24) to estimate the second term on the right-hand side of (2.23). As for the third summand, we have
where the latter inequality again follows from (2.24), and from the fact that g ∈ L ∞ (R). Combining all of the above inequalities, and relying on (2.17), we finally arrive at (2.21).
Differentiability w.r. to time.
Lemma 2.6 (Differentiability and growth w.r. to time). Let s = d/2. Under assumptions (2.1), (2.8)-(2.10) and (2.17), for every z ∈ Z the map t → I(t, z)
Moreover, there exists a constant c 4 > 0 such that for all t ∈ [0, T ], z ∈ Z and u D , with (2.17) we have
Finally, for all r ∈ [ p p−2 , ∞) there exists a constant c 5 > 0 depending on
(2.28)
Proof. Relation (2.26) follows from direct calculations. Then,
In view of (2.18) we arrive at (2.27). In order to prove (2.28), we calculate
To estimate I 1 , I 2 , and I 3 we rely on the fact that g, g ∈ L ∞ (R), on the previously proved (2.18) and (2.21), and on the following Hölder-estimate: For z ∈ Z and v i ∈ W 1,q (Ω) we have
with q defined by 1 r + 2 q = 1, i.e. r = q/(q−2). The estimates for I 4 and I 5 ensue from (2.17) and (2.21).
Differentiability w.r. to z. The differentiability of I with respect to z will be studied in the Z − Z * duality. In particular, D z I(t, ·) : Z → Z * shall denote the Gâteaux-differential of the functional I(t, ·).
Lemma 2.7 (Gâteaux-differentiability). Let s = d/2. Under assumptions (2.1), (2.8)-(2.10) and (2.17), for all t ∈ [0, T ] the functional I(t, ·) : Z → R is Gâteaux-differentiable at all z ∈ Z, and for all η ∈ Z we have
where we use the abbreviation
In particular, the following estimate holds
Proof. The Gâteaux-differentiability of I 1 follows from the definition of the bilinear form a s (·, ·) and assumption (2.8) on f . We only have to verify the Gâteaux-differentiability of I 2 (t, z). In this direction,
(Ω) with p ∈ (2, p), p as in Lemma 2.4, and t ∈ [0, T ] be fixed. The mapping E 2 (t, u, ·) : Z → R is Gâteaux-differentiable, as can be seen from the following calculations: Let z, η ∈ Z, h ∈ R\{0}, and set
For h → 0 the integrand pointwise converges to
is an integrable majorant. Hence, with Lebesgue's theorem it follows that for h → 0 the sequence (b h (z, η)) h converges to b(z, η) := Ω g (z)η W (t, ∇u) dx. Observe that for every z the mapping b(z, ·) : Z → R is an element of Z * . This proves that E 2 (t, u, ·) is Gâteaux differentiable, with
The previous calculations show that for h 0 we have lim sup
On the other hand, for h > 0 the following inequality is valid:
Choose 2 < p < p with p from Lemma 2.4. From (2.21) it follows that u min (t, z + hση)
, since g is continuous and bounded.
Hence, the right-hand side in (2.32) converges to
given by (2.31). This proves that for every (t, z)
whence (2.29). Relying on (2.8), which in particular yields that f is Lipschitz continuous on R, on (2.10), and on (2.17), we easily deduce the estimate
Then, (2.30) ensues from estimate (2.18).
Lemma 2.8 (Lipschitz continuity of D z I). Let s = d/2. Assume (2.1), (2.8)-(2.10) and (2.17), and set
For every r ∈ ( 3p p−2 , +∞) (where p is as in (2.15)), there exists a constant c 7 > 0 depending on r,
, such that for all t i ∈ [0, T ] and z i ∈ Z, i = 1, 2, we have
with σ = rp pr−3p−2r ∈ (1, +∞) and σ its conjugate exponent. In particular, there exists a constant c 8 depending on c 7 and r such that
(2.36)
Proof. Since f is Lipschitz, in order to prove estimate (2.36) it remains to investigate the properties of D z I 2 , given by (2.29). For i = 1, 2, let 
it follows with Hölder's inequality, and relying on the Lipschitz continuity of g, that
For the last estimate we have used (2.18) and (2.21), and (2.35) follows. Since for every
we finally arrive at (2.36). Observe that the constant c 8 also depends on the embedding constant for L σ (Ω) ⊂ Z * , and thus ultimately on r. t n → t and z n z weakly in Z implies
(2.39)
Proof. This follows from the previous Lemmatas 2.6 and 2.8. Notice that the continuity property (2.39) of ∂ t I and D z I is an immediate consequence of estimates (2.28) and (2.36), joint with the compact embedding of Z in L r (Ω).
A further consequence of Lemma 2.8 is that D z I fulfills a "generalized" monotonicity property.
Corollary 2.10.
Under assumptions (2.1), (2.8)-(2.10) and (2.17), for every r ∈ ( 3p p−2 , +∞) (where p is as in (2.15)), there exist constants c 9 , c 10 > 0 such that for all t ∈ [0, T ] and z i ∈ Z, i = 1, 2, we have
(2.40)
Proof. It is sufficient to observe that for any r ∈ ( 3p p−2 , +∞) (where p is as in (2.15)) there holds
where I is defined as in (2.34). Then, (2.40) follows upon using that Z L r (Ω) ⊂ L 2 (Ω), and the well-known fact that for every η > 0 there exists
Improved estimates under special conditions
If the boundary of Ω is smooth and if the coefficients g(z)C in the elastic energy functional (2.11) are continuous on Ω, then the previous estimates (2.21), (2.28), and (2.36) can be refined. These improvements will be relevant for the uniqueness analysis of the viscous problem, see Section 3.2. Throughout this section, in addition to (2.1) and (2.9a) we suppose that
, is a bounded domain with C 1 -boundary and Dirichlet boundary Γ D = ∂Ω, (2.41)
We shall then also require that, for the same α ∈ (0, 1],
Under these conditions, we may apply to the linear elliptic operator
(2.14)) a W 1,p -regularity result for weak solutions of partial differential equations on smooth domains, see e.g. [Giu03, Section 10.4]. Adapted to our situation it reads: z depends uniformly on the ellipticity constant γ 0 , and on the Hölder-norm of C and of g(z) (thus, ultimately, on z Z in view of (2.43)).
In this setting, we have the following improved estimates.
Proposition 2.11. In addition to (2.1), (2.8)-(2.10), assume (2.41), (2.42), and (2.44). Let p ∈ (2, ∞) be fixed, and suppose that (2.17) holds for the index p. Then, the estimates in Lemmatas 2.4-2.8 are valid, with constants depending uniformly on z Z . In particular, for p = 4 there holds:
(2.47)
Proof. Estimate (2.46) can be proved by the very same argument as for (2.18), relying on (2.45) for p = 4. Estimate (2.47) can be obtained as in the proof of Lemma 2.5, up to the following changes: One chooses p = 4 in (2.23), and p = p = 4 and r = ∞ in (2.24) and (2.25).
The viscous problem
The viscous approximation.
, denotes the viscous dissipation functional, and ∂R : Z ⇒ Z * is its subdifferential (in the sense of convex analysis), in the duality between Z * and Z, cf. with (1.4). Throughout this section, we shall analyze the viscous doubly nonlinear evolution equation
with the initial condition, featuring z 0 ∈ Z,
We shall denote by R * ε the convex conjugate of the functional R ε , taken in the Z − Z * duality, viz.
The following lemma collects, for later use, two crucial formulae for ∂R and R * .
Lemma 3.1. There holds
(3.4)
Proof. The first identity in (3.3) follows from [AE84, Cor. IV.6]. Next, we observe ∂R 2, (η) = {DR 2, (η)}, as R 2, is Fréchet differentiable on Z. On account for (2.7), DR 2, coincides with the Fréchet derivative of R 2, in the L 2 (Ω)-topology, whence the second identity in (3.3).
The inf − sup convolution formula (see, e.g., [IT79, Theorem 3.3.4.1]), for R * yields
whence the first identity in (3.4). Using that ∂R 1 (0) ⊂ Z * is weakly closed, it can be easily checked that the inf is in fact a min.
As a consequence of (3.3) and of (2.29), the doubly nonlinear evolution equation (3.1) reads
Existence and a priori estimates for viscous solutions
The following result clarifies the properties of solutions to (3.1) (equivalently, of (3.5)), with the regularity z ∈ H 1 (0, T ; Z).
Proposition 3.2. Let s = d/2. Assume (2.1), (2.8)-(2.10), and (2.17). Then, for a curve z ∈ H 1 (0, T ; Z) the following are equivalent:
1. z is a solution to (3.1);
Proof. We start by observing the following crucial fact:
∈ L ∞ (0, T ; Z * ) (thanks to (2.30)), and Corollary 2.9 guarantees the chain rule identity
Clearly, (3.6) implies (3.7). Suppose now that z fulfills (3.7): applying (3.8) we have that I(0, z(0)) + t 0
Taking into account the elementary convex analysis inequality ζ, v Z ≤ R (v) + R * (ζ) for all z ∈ Z, ζ ∈ Z * , we immediately conclude that the above integral inequality indeed holds as an equality, in fact pointwise
Again by convex analysis, from the above relation we infer that −D z I(t, z(t)) ∈ ∂R (z (t)) for almost all t ∈ (0, T ), i.e. z is a solution to (3.1). Suppose now that z fulfills (3.1), test it by z (t), and use for every ξ(t) ∈ ∂R (z (t)) the convex analysis identity ξ(t), z (t) Z = R (z (t)) + R * (ξ(t)) for a.a. t ∈ (0, T ). Then, (3.6) follows upon applying the chain rule (3.8), and integrating on (s, t) for all 0 ≤ s ≤ t.
We may now state our main result on the viscous problem (3.1).
Theorem 3.3. Let s = d/2. Assume (2.1), (2.8)-(2.10), and (2.17). Suppose that the initial datum z 0 ∈ Z additionally fulfills
Then, 1. for every > 0 there exists a viscous solution z ∈ H 1 (0, T ; Z) to the Cauchy problem (3.1)-(3.2),
(3.10)
2. There exists a family of viscous solutions (z ) >0 and a constant C 0 > 0 such that
Outlook to the proof of Theorem 3.3. The proof shall be developed both in Section 4 and in Section 5, following two distinct approaches.
In Section 4, we shall approximate (3.1) by a further regularization of the viscosity term, modulated by a small coefficient δ > 0. After briefly discussing the well-posedness of the δ-problem, we shall prove some a priori estimates on the approximate solutions (z ,δ ) ,δ . Exploiting condition (3.9), we shall obtain for all > 0 the estimate sup δ z ,δ H 1 (0,T ;Z) ≤ C( ), with C( ) > 0 exploding as → 0. We shall as well prove that sup ,δ z ,δ W 1,1 (0,T ;Z) ≤ C, for a constant C independent of δ and > 0. We shall use the former bound to pass to the limit in the δ-problem as δ → 0, and prove the first part of Theorem 3.3, while from the latter bound we shall deduce estimate (3.11) by a lower semicontinuity argument.
In Section 5, we shall instead work on the time-discretization scheme associated with (3.1). Again, we shall obtain for the approximate solutions both a H 1 (0, T ; Z)-estimate, with a constant depending on > 0, and a W 1,1 (0, T ; Z)-estimate, independent of > 0. Furthermore, arguing on the time-discrete approximation of (3.1), we shall prove the following remarkable fact (cf. Proposition 5.5): Under special conditions, if the initial datum z 0 fulfills z 0 (x) ∈ [0, 1] for a.a. x ∈ Ω, then there exist viscous solutions z with z (x) ∈ [0, 1] for a.a. x ∈ Ω. We think it is worthwhile to develop both the time-continuous and the time-discrete approaches to the proof of Theorem 3.3. Indeed, the former relies on more readable calculations, and allows for a direct comparison with the arguments developed in [Mie09, MZ10] , see Remark 4.7. The latter is more interesting from the viewpoint of numerical analysis, and, in a special framework, it brings about additional information, cf. Proposition 5.5.
Finally, let us emphasize that, when the solutions to the Cauchy problem (3.1)-(3.2) are unique, the solutions arising as limits of the time-discrete scheme, and the solutions as limits of the δ-viscous problem as δ → 0, do coincide. Proposition 3.5 below provides sufficient conditions for a continuous dependence estimate of the solutions to (3.1) on the problem data, which implies uniqueness, see Theorem 3.6.
Remark 3.4 (Results under the sole condition z 0 ∈ Z). As it will be clear from both the discussion in Section 4 (see Remark 4.5), and in Section 5 (cf. with Remark 5.4), we are not able to prove existence of viscous solutions under the sole condition z 0 ∈ Z. Indeed, with the latter condition, and standard energy estimates in either the δ-or the time-discrete approximate problem, we can prove that there
, with z (0) = z 0 , fulfilling the energy inequality (3.7) for all 0 ≤ t ≤ T . However, without the additional condition (3.9), we are not able to obtain the further regularity z ∈ H 1 (0, T ; Z) (viz., the higher spatial regularity z ∈ L 2 (0, T ; Z) for z ). On the other hand, only such a regularity ensures the validity of the chain rule (3.8), and (3.8) is the key point for deducing, from (3.7), that z in fact fulfills (3.1), cf. the proof of Proposition 3.2 and Remark 4.5.
Uniqueness for the viscous problem under special conditions
In the setting of Proposition 2.11, we have the following uniqueness result for viscous solutions.
Proposition 3.5 (Uniqueness for viscous solutions). In addition to (2.1), (2.8)-(2.10), assume (2.41), (2.42), and (2.44). Suppose further that for i ∈ {1, 2} the data (u i
. Then, there exists a constant C 1 > 0, depending on M , on T , and on γ 2 (cf. (2.10)), such that for almost all t ∈ (0, T ) it holds
.
(3.12)
Proof. We subtract the differential inclusion (3.1) for z 2 from (3.1) for z 1 , and we use z 1 −z 2 as test function. Taking into account that, by monotonicity, ∂R 1 (z 1 (t))−∂R 1 (z 2 (t)), z 1 (t)−z 2 (t) Z ≥ 0 for almost all t ∈ (0, T ) (where with abuse of notation we have written ∂R 1 as single-valued), we arrive at the following inequality
We rearrange the terms, and add and subtract z 1 (t)−z 2 (t), z 1 (t)−z 2 (t) Z . Thus,
where we have used the short-hand notation
Now, for almost all t ∈ (0, T ) the following estimate holds
where the second inequality follows from (2.10) and Hölder's inequality, and the last one from the estimate
for some C (M, γ 2 ), which follows from (2.46) and (2.47). Notice that the constants C(M, γ 2 ) and C (M, γ 2 ) depend on M and on γ 2 . Then, also taking into account that f is Lipschitz continuous, the terms S 1 and S 2 on the right-hand side of (3.13) can be estimated via
. Now, we integrate (3.13) on (0, t), and, taking into account all of the above calculations, conclude
Gronwall's inequality (cf. e.g. [Bre73, Lemma A.4]) finally yields (3.12).
We conclude this section with the following corollary of Proposition 3.5.
Theorem 3.6. In addition to (2.1), (2.8)-(2.10), assume (2.41), (2.42), (2.44), and that (2.17) holds for p = 4. Then, for every initial datum z 0 ∈ Z fulfilling (3.9), there exists a unique solution z ∈ H 1 (0, T ; Z) to the Cauchy problem for (3.1).
A regularized viscous model and uniform estimates
We consider the "augmented" viscous dissipation for η ∈ Z
where |η| Z := a s (η, η) denotes the semi-norm on Z induced by the bilinear form a s . The regularized viscous problem reads ∂R ,δ (z (t)) + D z I(t, z(t)) 0 for a.a. t ∈ (0, T ), (4.1) coupled with some initial condition z(0) = z 0 . Here, ∂R ,δ : Z ⇒ Z * is the subdifferential of R ,δ in the sense of convex analysis, in the frame of the duality between Z and Z * . Notice that DR Z,δ (z) = δA s z for all z ∈ Z, hence (4.1) can be in fact rewritten for almost all t ∈ (0, T ) as
Moving from a well-posedness result for the Cauchy problem for (4.1), we shall obtain crucial a priori estimates on the solutions of (4.1), which are independent of the parameter δ > 0. In this way, we shall pass to the limit as δ 0 in (4.1), and ultimately prove an existence result for the (Cauchy problem for the) -viscous equation
This will be discussed in Section 4.1. As mentioned in Section 3.1, in order to perform the vanishing viscosity analysis of (4.3), we need to provide L 1 (0, T ; Z)-estimates for the derivatives z ,δ of the viscous solutions z ,δ to (4.1), with constants uniform in and δ. This will be investigated in Section 4.2.
Analysis of the regularized viscous problem and uniform estimates
Preliminarily, let us point out that the operator Indeed, for fixed , δ > 0 the functional R ,δ is δ-uniformly convex on Z, hence its subdifferential ∂R ,δ is a strongly monotone operator, i.e. it fulfills
whence we have that G δ is single-valued and Lipschitz continuous. Hence, we can rewrite (4.1) as
Proposition 4.1. Let s = d/2. Assume (2.1), (2.8)-(2.10) and (2.17) and let , δ > 0. Then, for any initial datum z 0 ∈ Z there exists a unique function z ∈ W 2,∞ (0, T ; Z) satisfying the doubly nonlinear equation (4.1) and the initial condition z(0) = z 0 . Furthermore, z complies for all 0 ≤ s ≤ t ≤ T with the energy identity
Proof. Due to the regularization term R Z,δ and the Lipschitz continuity of D z I, cf. Lemma 2.8, equation (4.5) has the character of an ODE with a Lipschitz-continuous nonlinearity. Hence, the existence and uniqueness proof can be done based on the Banach fixed point theorem and we refer to [Sof93, Theorem 2.1] for more details.
Since the map (t, z) → D z I(t, z) is Lipschitz, we immediately have that the function t → D z I(t, z(t)) is in W 1,∞ (0, T ; Z * ). Thus, from (4.5) we infer that z ∈ W 1,∞ (0, T ; Z), whence z ∈ W 2,∞ (0, T ; Z). As a consequence, z ∈ C 0 ([0, T ]; Z), and (4.1) holds for t = 0 as well, i.e.
Finally, (4.6) follows from testing (4.1) by z , and arguing in the very same way as in the proof of Proposition 3.2.
The next proposition is an immediate consequence of the energy identity (4.6) in combination with the coercivity estimate (2.19) and the upper bound for ∂ t I in (2.27).
Proposition 4.2. Let s = d/2. Assume (2.1), (2.8)-(2.10), (2.17) and let z 0 ∈ Z. There exist constants C 2 , C 3 , C 4 > 0 such that for every , δ > 0 the solution z ,δ of (4.1) with z ,δ (0) = z 0 satisfies
In order to prove the existence of -viscous solutions (i.e. δ = 0), a δ-independent bound is needed also for the H 1 (0, T ; Z)-norm. This bound is proved in the next proposition.
We recall that, by the 1-positive homogeneity of R 1 , its convex analysis subdifferential ∂R 1 satisfies the following relations for every v ∈ Z:
Proposition 4.3 (Crucial a priori estimate). Let s = d/2. Assume (2.1), (2.8)-(2.10) and (2.17) and let z 0 ∈ Z. There exist constants C 5 , C 6 > 0 such that for all , δ > 0 the solutions z ,δ of the Cauchy problem (4.1) with z ,δ (0) = z 0 satisfy
(4.10)
If the initial datum satisfies (3.9), viz.
Hence, under the additional condition (3.9), there holds
(4.12)
Proof. Within the proof, for the sake of simplicity we shall simply denote the solutions of the Cauchy problem for (4.1) with the symbol z δ . We first prove estimate (4.11) by testing (4.7) with z δ (0) and using (4.9):
whence (4.11). Let us now prove estimate (4.10) in the two following steps. Claim 1: There holds for almost all t ∈ (0, T )
For almost all t ∈ (0, T ) let us set h δ (t) := εz δ (t) + δA s (z δ (t)) + D z I(t, z δ (t)). Since z δ ∈ W 2,∞ (0, T ; Z), the function h δ is in W 1,∞ (0, T ; Z * ), and clearly fulfills, in view of (4.2),
Hence, for every s, t ∈ (0, T ), from (4.15) written for t and s we deduce, on account of (4.9), that
Let now t ∈ (0, T ) be a differentiability point (outside of a negligible set) for h δ . Choosing s = t + τ , with τ > 0 and τ < 0, in (4.16), and dividing it by τ , we conclude
Then, taking the limits as τ ↓ 0 and τ ↑ 0, we conclude that h δ (t), z δ (t) Z = 0 for a.a. t ∈ (0, T ), whence (4.14). Claim 2: Estimate (4.10) holds. For any t ∈ [0, T ] we integrate (4.14) over (0, t) and obtain after adding
where
Next, we estimate the last term on the right-hand side in the same way as in (2.38). Indeed, for arbitrary p ∈ (2, p) let r, σ ∈ (1, ∞) be defined by r = p p(p − p) −1 and 1 σ + 1 r + 2 p = 1. Observe that r > 2 and σ > 2. Using (2.38) for I 2 and the fact that f is Lipschitz by (2.17), for a.a. τ ∈ (0, T ) we find that
. Using a Gagliardo-Nirenberg type inequality for Sobolev-Slobodeckij spaces (cf. e.g. [BM01, Cor. 3.2]), it follows with a suitable θ ∈ (0, 1) and ρ > 0 to be chosen later that
In the last estimate we have applied the Young inequality. Hence, estimate (4.18) can be continued as follows
Here again, we have applied the Young inequality to the linear term z δ (τ ) Z . Combining (4.19) with (4.17) we arrive at
Choosing ρ = (2(C + C)) −1 we absorb the last term on the right-hand side into the last term on the left-hand side. Applying Gronwall's inequality to 2 z δ (t) 2 L 2 (Ω) , we conclude that
Hence, in combination with (4.20) we finally obtain
which is (4.10).
Theorem 4.4 (Existence of viscous solutions, > 0, δ = 0). Let s = d/2, and > 0 be fixed. Assume (2.1), (2.8)-(2.10) and (2.17). Let (z δ ) δ>0 ⊂ H 1 (0, T ; Z) be the family of solutions to (4.1), supplemented with an initial datum z 0 satisfying (3.9). Then, for every sequence δ n 0 there exists a (not relabeled) subsequence and z ∈ H 1 (0, T ; Z) such that the following convergences hold as n → ∞
22)
Moreover, z(0) = z 0 and for all 0 ≤ s ≤ t ≤ T , the limit function z satisfies the energy identity (3.6).
Proof. Let > 0 be fixed, and let us consider δ n 0 and accordingly the sequence (z δn ) n of solutions of the Cauchy problem for (4.1). By Proposition 4.3 (cf. estimate (4.12)), there exists z ∈ H 1 (0, T ; Z) such that (4.21) holds along some subsequence. Moreover, since for all t the trace operator γ t :
, is linear and bounded (uniformly in t), it follows that z δn(t) z(t) weakly in Z for all t ∈ [0, T ]. Hence, with Corollary 2.9 and the compact embedding (2.6) we conclude for all t ∈ [0, T ] lim inf n→∞ I(t, z δn (t)) ≥ I(t, z(t)),
∂ t I(t, z δn (t)) → ∂ t I(t, z(t)) in R, and sup
The next goal is to pass to the limit in the energy identity (4.6) on the interval (0, t) for arbitrary t. Now, it can be easily checked that the sequence of functionals (R 1 + R 2, + R Z,δn ) n Mosco-converges (for the definition of Mosco-convergence, see, e.g. [Att84, § 3.3, p. 295]) as n → ∞ to the functional R 1 + R 2, . Therefore, also taking into account the characterization of Mosco-convergence in terms of conjugate functionals in [Att84, Chap. 3], we find that for all t ∈ [0, T ] it holds lim inf
For an alternative proof of the latter inequality, the reader is referred to Lemma A.1 in the Appendix, which is based on the inf-convolution formula for the convex conjugate of the sum of convex functionals (cf. [IT79, Theorem 3.3.4.1]), combined with Fatou's Lemma. We now pass to the limit in the energy identity (4.6) and obtain the following chain of inequalities
Applying the chain rule (3.8) for the functional I, and arguing as described in Proposition 3. 
Arguing as in the proof of Theorem 4.4 we then conclude that the limit function for all t satisfies the energy inequality
But now, we only know that DI(t, z(t)) ∈ Z * and z (t) ∈ L 2 (Ω), which is not enough regularity for proving the energy equality using the chain rule argument, since one has to deal with the pairing DI(t, z(t)), z (t) Z . Then there exist constants C 7 , C 8 > 0 (depending on γ) such that for all ( , δ) ∈ P and all solutions z ,δ to the Cauchy problem for (4.1) it holds
A uniform L
Proof. Within the proof, for the sake of simplicity we shall denote the solutions of the Cauchy problem for (4.1) with the symbol z δ , like in the proof of Proposition 4.3. As in the proof of Proposition 4.3, for a.a. t ∈ (0, T ) the function z δ (t) satisfies (4.14), that is (after
With r, σ ∈ (2, ∞) and σ 0 = max{r, σ} as in the proof of Proposition 4.3, the right-hand side can be estimated analogously to (4.18) as follows
where in the last estimate we have used the Young inequality. Similar to the arguments subsequent to (4.18), by applying a Gagliardo-Nirenberg type inequality and Young's inequality it follows that there exists a θ ∈ (0, 1) such that for ρ > 0 to be chosen later we obtain z δ (t)
with constants C , C ρ and C, which are independent of t, and δ. Choosing ρ = (2C ) −1 we absorb the first term on the right-hand side into the last term on the left-hand side. Since by (
for a.a. t ∈ (0, T ), and the constant C is independent of t, and δ.
Observe that the constant term "+1" on the right-hand side of (4.26) is not present in [Mie09, Proposition 4.17], hence we cannot adapt directly the estimates provided there. Instead we will distinguish two cases. Let ν ∈ AC([0, T ]; R) be defined by
We first assume that
Hence, (4.27) can further be continued by
We now turn to the case
Hence, from (4.26) we deduce that for a.a. t ∈ M + it holds
with C γ depending on γ. After dividing by ν(t) we obtain ν (t) + z δ (t) Z ≤ C γ (R 1 (z δ (t)) + 1).
Integration over M + yields The next Corollary of Proposition 4.6 provides a uniform estimate for viscous solutions in the case > 0 and δ = 0. This estimate is needed in order to finally study the vanishing viscosity limit of the -viscous model (3.1).
Corollary 4.8. Let s = d 2 . Assume (2.1), (2.8)-(2.10), (2.17), and that z 0 ∈ Z fulfills (3.9), viz. with Then there exist constants C 9 , C 10 , C 11 > 0 independent of > 0 such that
Proof. Multiplying (4.11) (which holds thanks to (3.9)) by > 0, we deduce that
Combining this with (4.24), we arrive at
where we take the limit as δ 0. Using lower semicontinuity arguments joint with estimate (4.8) and convergence (4.22), we derive in the limit δ 0 estimate (4.30).
Time-discrete viscous approximation and uniform estimates
In this section, we shall prove Theorem 3.3 by passing to the limit in a time-discretization scheme which we set up below. First, in Section 5.1 we show the existence of viscous solutions. Next, in Section 5.2 we prove estimate (3.11). Throughout this section, we omit the dependence of the discrete solutions on > 0, and only highlight their dependence on the (fineness of the non-constant) time-step(s).
Time-incremental problem. We consider the following time-discrete incremental minimization problem: Given > 0, z 0 ∈ Z and a partition {0 = t 
Here, τ k = t τ k+1 − t τ k and R is defined in (1.9). The existence of minimizers follows with the direct method in the calculus of variations, thanks to the properties of the reduced energy I formulated in Section 2.3. Relying on Corollary 2.10, it can be easily shown that, indeed, the minimum problem 5.1 has a unique solution provided that τ is small enough.
We point out that any family {z τ 1 , . . . , z τ N } ⊂ Z of minimizers of the incremental problem (5.1) satisfy for all k ∈ {0, . . . , N − 1} the discrete Euler-Lagrange equation
also taking into account (3.3).
Notation 5.1. The following piecewise constant and piecewise linear interpolation functions will be used in the sequel:
Furthermore, we shall use the notation
Clearly,
Moreover, for any given function b which is piecewise constant on the intervals (t
With the above notation, (5.2) can be reformulated as
Existence of viscous solutions
The following result states the crucial a priori estimate on the approximate solutions (ẑ τ ) τ .
Proposition 5.2. Let s = d/2, and assume (2.1), (2.8)-(2.10) and (2.17). Suppose that z 0 ∈ Z also fulfills (3.9), viz.
Then, there exist constants C 12 , C 13 > 0 such that for every , τ > 0 the solutions of the time incremental problem (5.1) satisfy z τ (t) ), where I is as in (2.34). Hence, relation (5.4) is equivalent to −h τ (t) ∈ ∂R 1 (ẑ τ (t)) for t ∈ (t τ k , t τ k+1 ). By the 1-homogeneity of R 1 using (4.9) we deduce
Adding both relations and choosing ρ ∈ (t
Z . This relation can be rewritten as
, hence the second term on the left-hand side can be replaced with a s (ẑ τ (ρ),ẑ τ (ρ)). Moreover, using that 2a
2 , the first term is equal to
Next, we "integrate" (5.9) on the time interval (τ 0 , t) (that is, we multiply both sides of (5.9) by τ i and sum for i = 1, . . . , k, assuming t ∈ (t
on (0, τ 0 ), we have in particular
2 and thus, neglecting the non-negative term
, we obtain the following estimate
see Notation 5.1. Adding the squared L 2 (L 2 )-norm ofẑ τ on both sides we arrive at
Next goal we derive for the right-hand side an upper bound that is independent of the time step size τ . Since by assumption the initial condition satisfies
Hence,
Absorbing the second term on the right-hand side into the term on the left-hand side, and combining the resulting estimate with (5.10) leads to
(5.11)
We now derive an estimate for the last term. Arguing as in the proof of Claim 2 of Proposition 4.3, we first use (2.38) in Lemma 2.8 and then Gagliardo-Nirenberg type and Young inequalities to obtain
for some positive constants C and K independent of τ (and ). Absorbing the term 1 2
2 Z dr on the left-hand side of (5.11) we have finally shown that there exist constants C > 0 and C > 0 such that for all τ and all t ∈ [0, T ]\{t
Applying Gronwall's inequality, we conclude that for all τ and all
which after multiplying with and taking the root, in particular yields (5.6). Then, estimate (5.5) immediately follows from (5.12).
We are now in the position of proving the first part of Theorem 3.3, and pass to the limit in (5.4) as τ → 0.
Theorem 5.3 (Existence of viscous solutions). Let s = d/2. Assume (2.1), (2.8)-(2.10), and (2.17). Suppose that the initial datum z 0 ∈ Z also fulfills (3.9), viz.
be a family of piecewise affine interpolants constructed from the solutions of (5.1) and supplemented with the initial datum z 0 . Then, for every sequence of fineness-parameters (τ j ) j with τ j 0 as j → ∞ there exists a (not relabeled) subsequence of (ẑ τ j ) and z ∈ H 1 (0, T ; Z) such that z is a solution to the Cauchy problem (3.1)-(3.2) and the following convergences hold as j → ∞:
14)
Step 2: discrete energy equality. Arguing in the very same way as in the proof of [MRS10, Thm. 4.10], we see that the approximate solutions z τ j , z τ j ,ẑ τ j fulfill the discrete energy identity
where we have used the short-hand notation F(t; z, w) := I(t, z) − I(t, w) + D z I(t, w), w − z Z . We have the following estimate
where the last inequality follows from (2.36), and r is any fixed index in 3p p−2 , +∞ . Therefore, the last term on the right-hand side of (5.19) is estimated as follows:
Step 3: passage to the limit in the discrete energy inequality. Writing (5.19) for s = 0 and any t ∈ [0, T ], and taking into account (5.20), we find
(5.21)
We will refer to the integral term on the left-hand side of (5.21) as I 1 τ j , and to the second and third term on the right-hand side as I 2 τ j and I 3 τ j , respectively. Now, we take the lim inf as τ j → 0 of both sides of (5.21).
Combining (5.18) with (2.39), we find that
Therefore, also taking into account (5.17) and arguing as in the proof of Theorem 4.4, we conclude that lim inf
In view of (5.17) and the weak lower semicontinuity of the energy I, cf. (2.39), we also have that lim inf τ j →0 I(t τ j (t), z τ j (t)) ≥ I(t, z(t)). Again by (5.18), (2.39) and estimate (2.27), with the Lebesgue theorem we find lim
in view of the second estimate in (5.16), combined with (5.5). From the above arguments, we deduce that the limit function z ∈ H 1 (0, T ; Z) fulfills the energy inequality (3.7). In view of Proposition 3.2, we conclude that z is a solution to the Cauchy problem (3.1)-(3.2). Finally, in order to obtain (5.15), we may argue in the same way as in the proof of Theorem 4.4. Indeed, let us point out that, thanks to (5.22), the remainder term on the right-hand side of (5.19) (viz., the third summand) converges to zero as τ j → 0. Therefore, passing to the limit in (5.19), in the present discrete setting as well we may write a chain of inequalities analogous to (4.23), and then use the chain rule for I, to infer that all inequalities in fact hold as equalities. Then, (5.15) ensues.
Remark 5.4 (Proof of the energy inequality under the condition z 0 ∈ Z). As we have already mentioned in Remarks 3.4 and 4.5, if we just assume z 0 ∈ Z for the initial datum, taking the limit as τ → 0 of the time-discrete approximation, we are only able to deduce that there exists a limit curve z ∈ L ∞ (0, T ; Z) ∩ H 1 (0, T ; L 2 (Ω)) fulfilling (3.7). However, let us mention that we cannot prove any longer such a fact by simply passing to the limit in the energy inequality (5.21). Indeed, under the sole condition z 0 ∈ Z we are not able to obtain the crucial H 1 (0, T ; Z)-estimate (5.5) forẑ τ j , which guarantees that the remainder term on the right-hand side of (5.21) converges to zero, cf. (5.22).
A possible way to obtain the energy inequality (3.7) for z, is to pass to the limit in an enhanced approximate energy inequality for the interpolants of the discrete solutions, which has no remainder term on the right-hand side. Such an inequality was proved for (the time-discrete approximation of) abstract doubly nonlinear evolution equations in [MRS11a] . It involves a kind of variational interpolation of the discrete solutions (z and the nonlinearities f and g have the following property
Suppose moreover that the initial datum z 0 fulfills (3.9) and that
Then, every viscous solution z constructed via time-discretization also fulfills
Proof. Indeed, we shall prove that, starting from z 0 which fulfills (5.25), all solutions of the timeincremental minimization problem fulfill 27) and then deduce (5.26) by passing to the limit as τ → 0 in the time-discretization scheme, relying on convergences (5.17), cf. the proof of Theorem 5.3. We shall prove (5.27) by induction on the index k, namely we are going to show that, z
On the other hand, it follows from (5.1) (choosing z = (z
(5.28) Now, with easy calculations one sees that
(5.29) Furthermore, it follows from assumption (5.24) on f that
Moreover, again in view of (5.24), 
Functions with this property are often used to model incomplete damage of elastic materials. The value z = 1 then describes the undamaged state, whereas z = 0 stands for maximal damage. The monotonicity of g reflects the fact that, with increasing damage (i.e. decreasing z), the material becomes weaker.
A uniform discrete L 1 -estimate
We now prove the discrete version of Proposition 4.6, viz. we obtain an L 1 (0, T ; Z)-estimate for the derivatives (ẑ τ ) τ , with a constant independent of both parameters τ and . Hereafter, we restrict to uniform time steps τ = τ N = T /N and suppose that the parameters τ, satisfy τ ≤ 2 . This is sufficient since we are ultimately interested in obtaining estimates for the limit τ 0.
Proposition 5.7. Assume (2.1), (2.8)-(2.10) and (2.17). Suppose that z 0 ∈ Z fulfills D z I(0, z 0 ) ∈ L 2 (Ω). Then, there exists a constant C 14 such that for every , τ > 0 with τ ≤ 2 and the piecewise linear interpolants (ẑ τ ) τ defined via the solutions z τ k of (5.1), the following estimate holds 
where I is defined as in (2.34). The left-hand side of (5.33) can be estimated by
By the same arguments as in (4.25)-(4.26), the right-hand side of (5.33) can be bounded as follows
Hence, estimate (5.33) yields
where the constant C is independent of τ, k and . Multiplying this inequality by 4τ / and taking into account that ẑ τ (m k )
which is valid for all 2 ≤ k ≤ N . We define now for 0
With this, (5.34) can be rewritten as
which holds for 1 ≤ i ≤ N − 1. Thus, estimate (5.49) in Lemma 5.9 below implies that for all j ≤ N − 1
Reinserting the explicit values of a i , b i and d i , and using the fact that c 2 i = 8Cγ, the above inequality yields for 2 ≤ n ≤ N (with i + 1 = k, n = j + 1):
(5.35) We now calculate and estimate the second term on the right-hand side of (5.35) explicitly, using that by assumption we have γ ≤ 1:
Combining (5.36) with (5.35) yields
which is the discrete counterpart of estimate (3.23) in [MZ10] . We now proceed following the arguments in the proof of [MZ10, Lemma 3.4] . Note that it is not trivial to translate them suitably in a time-discrete setting. For this reason and for the sake of completeness we give the details. Let us stress once again that, hereafter, the generic constant C > 0 shall be independent of τ and . We start by observing that, by Hölder inequality,
(5.38) Recalling that τ = 2γ ≤ 2 we find with (5.36) that the first factor on the right-hand side is bounded by √ 2. Hence, from (5.38) and (5.37) we deduce
Now we multiply both sides of (5.39) by τ and sum over n = 2, . . . , N :
We discuss the different terms on the left-hand and on the right-hand side of (5.40) separately. Now, we introduce for every k, n = 2, . . . , N the coefficient c n k defined by 1 if k ≤ n and 0 if k > n. This coefficient will be used below to change the order of the sums. Starting with the left-hand side of (5.40), we have
(5.41)
Passing to the right-hand side of (5.40), using again the definition of γ we find
Next we discuss the term 
(5.44) Using (5.39) to estimate the last term in (5.44), we arrive at
Taking into account (5.6) together with τ ≤ 2 , we finally obtain (5.32).
Combining estimate (5.32) with (5.15) it follows that Corollary 5.8. Assume (2.1), (2.8)-(2.10) and (2.17). Suppose that z 0 ∈ Z and that
For ∈ (0, 0 ] let (z ) ∈ H 1 (0, T ; Z) be a family of solutions to the Cauchy problem for (3.1), which are limits of sequences (ẑ ,τ ) τ 0 of solutions to (5.1) (as in the statement of Theorem 5.3). Then there exist constants C 15 , C 16 > 0 such that for all > 0 it holds
Estimate (3.11) then follows from inequality (5.46), because, with the same arguments as for Proposition 4.2 it is possible to show that sup >0 T 0 z (τ ) Z dτ ≤ C. In the proof of Proposition 5.7 we used the following time-discrete Gronwall-type estimate with weights. 
(5.47)
Then the following estimates are valid for all n ≥ 1:
Remark 5.10. If γ = 0, then Lemma 5.9 exactly reproduces [NSV00, Lemma 3.17]. Hence, our proof follows closely the steps in [NSV00] , introducing the weight (1 + γ) α in a suitable way.
Proof. We set a 0 = R 0 and define for 1 ≤ n ≤ N the quantities
As in [NSV00], we first prove the inequality a n ≤ R n for all 1 ≤ n ≤ N , which then gives (5.48). Since b n ≥ 0, from (5.47) we find that
Hence, investigating the roots of a n in the quadratic inequality, we find since a n ≥ 0 2(1 + γ)a n ≤ a n−1 + d n + (a n−1
Observe that (1 + γ)δ n = δ n−1 + d n and that (1 + γ)ξ n ≥ ξ n−1 . Therefore, from the definition of R n it follows that
Using Young's inequality with ξ n ξ n−1 ≤ 1 2 ((1+γ)ξ 2 n +(1+γ) −1 ξ 2 n−1 ) and taking into account the definition of ξ n , we conclude that
Hence, we have shown that
In the same way as for a n (cf. (5.52)), we deduce the estimate
Since a 0 = R 0 , by induction from (5.52) and (5.53) we have a n ≤ R n for every n ≤ N , whence (5.48). We now prove (5.49). Let 1 ≤ n ≤ N . From (5.47),applying the Young inequality to the term 2a k a k−1 and taking into account that a k ≤ R k , we find for 1
Multiplying this inequality with (1 + γ) 2(k−n)−1 , using that (1 + γ) k−n R k ≤ R n and summing up we
Observe that the last two terms add up to (1 + γ) −2n a 2 0 − a 2 n . Thus, we finally arrive at
whence (5.49).
Existence of parameterized solutions
Throughout this section, we shall work with a family (z ) ⊂ H 1 (0, T ; Z) of solutions to the -viscous Cauchy problem (3.1)-(3.2), for which the L 1 -estimate
is valid. The existence of such a family is ensured by Theorem 3.3, under condition (3.9) on the initial datum z 0 ∈ Z.
The vanishing viscosity analysis
For every > 0, we consider the graph Graph(z ) := { (t, z (t)) ; t ∈ [0, T ] } ⊂ [0, T ] × Z and its Zarclength parameterization
and study the limiting behavior as → 0 of the parameterized trajectories { (t (s),ẑ (s)) ; s ∈ [0, S ] }, which fulfill the normalization condition
Observe that, in view of estimate (6.1), there holds sup >0 S < +∞. Therefore, up to a subsequence S → S as → 0, with S ≥ T (the latter inequality follows from the fact that s (t) ≥ t). With no loss of generality, we may consider the parameterized trajectories to be defined on the fixed time interval [0, S]. For this passage to the limit, following [MRS09, MRS10] we adopt an energetic viewpoint, namely we take the limit of the energy identity fulfilled by the parameterized trajectories (t (s),ẑ (s)) s∈[0,S] . With the notation d 2 (ξ, ∂R 1 (0)) := min
the energy identity (3.10) written for the pair (t ,ẑ ) on any time interval (
The above identity can be also reformulated by means of the functional (cf. [MRS09, Sec. 3.2])
(6.6) For the passage to the limit as → 0 in (6.6), we shall rely on the following Γ-convergence/lower semicontinuity result, which was proved in a finite-dimensional setting in [MRS09] (cf. Lemma 3.1 therein). and (t,ẑ) is a Z-parameterized solution of (1.6), fulfillinĝ t (s) + ẑ (s) Z ≤ 1 for a.a. s ∈ (0, S).
(6.12)
Remark 6.4. At the moment, it remains an open problem to prove that, the limiting Z-parameterized solution in Thm. 6.3 is also non-degenerate. Without going into details, we may mention that, in some sense, this is due to the gap between condition (6.10), which involves the Z-norm ofẑ , and our energetic method for taking the vanishing viscosity limit of (3.1). The mismatch occurs because, neither the viscous energy identity (6.6), nor its limit (6.9) contain information on the term ẑ Z . These considerations also suggest that, in order to obtain non-degenerate parameterized solutions, it could be necessary to implement on this vanishing viscosity limit the alternative reparameterization techniques which we will discuss in Section 6.3. We plan to address this issue in a future paper. where the second equality is due to the definition of m and the third one follows from (6.13). The last inequality is due to the monotonicity of r. Similarly we show that z is Lipschitz continuous. Hence, the pair ( t, z) belongs to W 1,∞ (0, R; R) × W 1,∞ (0, R; Z) and satisfies t (µ) + z (µ) Z = 1 for a.a. µ ∈ (0, R).
Finally, it is easy to check that ( t, z) satisfies the energy identity (6.9), whence ( t, z) is a non-degenerate Z-parameterized solution of (1.6).
The proof of Theorem 6.3 is based on the following result, which is the "parameterized counterpart" to Proposition 3.2. Indeed, it provides an equivalent formulation of (6.9). The reader is referred to [MRS10, Prop. 5.3] for further characterizations of parameterized solutions. (6.20)
Remark 6.8 (Mechanical interpretation). As in [MRS10, Rmk. 5.6] (see also [EM06, MRS09] ), from the differential characterization (6.20) of parameterized solutions we may draw the following conclusions on the evolution described by the notion of parameterized solution:
• the regime (t > 0,ẑ = 0) corresponds to sticking;
• the regime (t > 0,ẑ = 0) corresponds to rate-independent evolution: From the second of (6.20) andt (s) > 0 we deduce that λ(s) = 0, hence the first of (6.20) reads ∂R 1 (ẑ (s)) + D z I(t(s),ẑ(s)) 0 where only the rate-independent dissipation is present;
• when (t = 0,ẑ = 0) (note that the latter condition is implied by the non-degeneracy (6.10)), the system has switched to a viscous regime. The latter is seen as a jump in the (slow) external time scale, encoded by the time functiont, which is frozen. Sincet (s) = 0, the second of (6.20) is satisfied and λ(s) may be strictly positive. In this case, in the first of (6.20) also viscous dissipation is active. Indeed, (6.20) describes the energetic behavior of the system at jump points, see also [MRS09, MRS10] .
Alternative reparameterization techniques and conclusions
As we have already mentioned in the introduction, in the papers [MRS09, MRS10] and [EM06, Mie09, MZ10] , the vanishing viscosity analysis of rate-independent systems has been developed by reparameterization techniques as well, however based on choices of the parameterization functions different from our own (6.2). The reparameterization considered in [MRS09, MRS10] (see also the forthcoming [MRS11b] ) would feature, in the present setting, the "energetic quantity" s (t) = t 0 1 + R (z (τ )) + R * (−DI(τ, z (τ ))) dτ (6.21) which can be considered as some sort of energy-dissipation arclength of the viscous solution z ε . In fact, under the sole assumption z 0 ∈ Z, from the energy identity (3.6) fulfilled by viscous solutions it is immediate to deduce that sup >0s (T ) < +∞. On the other hand, the L 1 (0, T ; Z)-estimate (6.1) for (z ε ) (which can be proved under the additional condition D z I(0, z 0 ) ∈ L 2 (Ω)) clearly yields that sup However, at the moment we are not able to prove this convergence result. Our main difficulty in the passage to the limit as 0 in (6.24) is related to the unboundedness of the operator ∂R 1 . Because of this, it is not possible to perform those comparison estimates in (6.24), which would give a bound in L 2 (0, S; L 2 (Ω)) for the term D z I( t (·), z (·)). As it stands, such a term is only estimated in L ∞ (0, T ; Z * ), which is not sufficient for passing from (6.24) to (6.25), since we only have an L 1 (0, T ; L 2 (Ω))-bound for ( z ) . Roughly speaking, the terms D z I( t , z ) and z are no longer "in duality": This prevents us from applying the passage to the limit techniques developed in [MZ10] for the "reversible" case. Furthermore, we cannot develop the "energetic" arguments of the proof of Theorem 6.3 any longer. Indeed, in this new setting it would still be possible to prove that ( t , z ) converge in suitable topologies to a pair ( t, z) ∈ C Still, from (6.26) we would not be able to conclude that (6.25) holds via chain rule arguments, like in the proof of Theorem 6.3. In fact, we do not dispose of the "parameterized chain rule" (6.15) any longer, due to the lack of further spatial regularity for D z I( t , z ). The vanishing viscosity analysis via the energy-dissipation arclength reparameterization would bring forth the same difficulties. Nonetheless, we plan to address these issues in the future, relying on some improved regularity results for the term D z I(t, z (t)) in (3.1).
