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Abstract
We propose a fast and scalable variational method
for Bayesian inference in high-dimensional pa-
rameter space, which we call projected Stein varia-
tional Newton (pSVN) method. We exploit the in-
trinsic low-dimensional geometric structure of the
posterior distribution in the high-dimensional pa-
rameter space via its Hessian (of the log posterior)
operator and perform a parallel update of the pa-
rameter samples projected into a low-dimensional
subspace by an SVN method. The subspace is
adaptively constructed using the eigenvectors of
the averaged Hessian at the current samples. We
demonstrate fast convergence of the proposed
method and its scalability with respect to the num-
ber of parameters, samples, and processor cores.
1. Introduction
Bayesian inference provides an optimal probability formu-
lation for learning complex models from observational or
experimental data under uncertainty by updating the model
parameter from its prior distribution to a posterior distribu-
tion (Stuart, 2010). In Bayesian inference we typically face
the task of drawing samples from the posterior probabil-
ity distribution to compute various statistics of some given
quantities of interest. However, this is often prohibitive
when the posterior distribution is high-dimensional; many
conventional methods for Bayesian inference suffer from
the curse of dimensionality, i.e., computationally complex-
ity grows exponentially or convergence deteriorates with
increasing parameter dimensions.
To address this curse-of-dimensionality, several efficient
and scalable methods have been developed that exploit the
intrinsic properties of the posterior distribution, such as
its smoothness, sparsity, and intrinsic low-dimensionality.
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Markov chain Monte Carlo (MCMC) methods exploiting ge-
ometry of the log-likelihood function have been developed
(Girolami & Calderhead, 2011; Martin et al., 2012; Petra
et al., 2014; Cui et al., 2016; Beskos et al., 2017), providing
more effective sampling than the black-box MCMC. For
example, the DILI MCMC method (Cui et al., 2016) uses
the low rank structure of the Hessian of the negative log
likelihood in conjunction with operator-weighted proposals
that are well-defined on function space to yield a sampler
whose performance is dimension-independent and effective
at capturing information provided by the data. However,
despite these enhancements, MCMC methods remain pro-
hibitive for problems with expensive-to-evaluate likelihoods
(i.e. involving complex models) and in high parameter di-
mensions. Deterministic sparse quadratures were developed
in (Schwab & Stuart, 2012; Schillings & Schwab, 2013;
Chen & Schwab, 2015) and shown to converge rapidly
with dimension-independent rates for smooth and sparse
problems. However, the fast convergence is lost when the
posterior distribution has significant local variations, de-
spite the enhancements with Hessian-based transformation
(Schillings & Schwab, 2016; Chen et al., 2017).
Variational inference methods reformulate the sampling
problem as an optimization problem that approximates the
posterior by minimizing its Kullback–Leibler divergence
with a transformed prior (Marzouk et al., 2016; Liu & Wang,
2016; Blei et al., 2017), which can be potentially much
faster than MCMC. In particular, Stein variational methods,
which seek a composition of a sequence of simple trans-
port maps represented by kernel functions using gradient
decent (SVGD) (Liu & Wang, 2016; Chen et al., 2018; Liu
& Zhu, 2018) and especially Newton (SVN) (Detommaso
et al., 2018) optimization methods, are shown to achieve
fast convergence in relatively low dimensions. However,
these variational optimization methods can again become
prohibitive in high dimensions. This can be partially ad-
dressed by a localized SVGD on Markov blankets using a
sparse structure of the distribution (Wang et al., 2018).
Contributions: In this work, we develop a projected Stein
variational Newton method (pSVN) to tackle the challenge
of high-dimensional Bayesian inference by exploiting the in-
trinsic low-dimensional geometric structure of the posterior
ar
X
iv
:1
90
1.
08
65
9v
1 
 [m
ath
.O
C]
  2
4 J
an
 20
19
Projected Stein variational Newton
distribution (where it departs from the prior), as character-
ized by the dominant spectrum of the prior-preconditioned
Hessian of negative log likelihood. This low-rank structure
or fast decay of eigenvalues of the preconditioned Hessian
has been proven for some inference problems and commonly
observed in many others with complex models (Bui-Thanh
& Ghattas, 2012; Bui-Thanh et al., 2013; Spantini et al.,
2015; Isaac et al., 2015; Cui et al., 2016; Chen et al., 2017;
2019; Bashir et al., 2008). By projecting the parameter into
this data-informed low-dimensional subspace and apply-
ing the projected SVN in this subspace, we can effectively
mitigate the curse of dimensionality. We demonstrate fast
convergence of pSVN that is independent of the number of
parameter dimensions and samples. We present a scalable
parallel implementation of pSVN that yields rapid conver-
gence, minimal communication, and low memory footprint,
thanks to this low-dimensional projection.
Below, we present background on Bayesian inference and
Stein variational methods in Section 2, develop the projected
Stein variational Newton method in Section 3, and provide
numerical experiments in Section 4.
2. Background
We present a general formulation of Bayesian inference
problems and Stein variational methods in this section.
2.1. Bayesian inference
We consider a random parameter x ∈ Rd, d ∈ N, with a
prior distribution µ0, and noisy observational data y of a
parameter-to-observable map f : Rd → Rs, s ∈ N, i.e.,
y = f(x) + ξ, (1)
where we consider a Gaussian noise ξ ∼ N (0,Γnoise) with
symmetric, and positive definite covariance Γnoise ∈ Rs×s.
The posterior distribution µy of the parameter x conditioned
on the data y is given by Bayes’ rule
dµy
dµ0
(x) =
1
Z
exp(−ηy(x)), (2)
where ηy : Rd → R is given by
ηy(x) =
1
2
(y − f(x))>Γ−1noise(y − f(x)), (3)
and Z := Eµ0 [e−ηy ] =
∫
Rd exp(−ηy(x))dµ0(x) > 0 is
a normalization constant whose computation is often in-
tractable. We seek to draw samples from the posterior distri-
bution, whose probability density, known up to a constant,
is denoted by piy .
2.2. Stein variational methods
Typically, sampling from the prior distribution µ0 is
tractable, while sampling from the posterior distribution
µy is a great challenge. One method to sample from the pos-
terior is to find a transport map T : Rd → Rd that pushes
forward the prior distribution to the posterior distribution by
minimizing the Kullback–Leibler divergence
DKL(T∗µ0|µy) :=
∫
Rd
log
(
dT∗µ0
dµy
(x)
)
dT∗µ0(x), (4)
where T∗µ0 represents the pushforward measure such that∫
Rd
g(x)dT∗µ0(x) =
∫
Rd
g ◦ T (x)dµ0(x) (5)
for any T∗µ0-measurable function g. The Stein variational
methods (Liu & Wang, 2016; Detommaso et al., 2018) sim-
plify minimization of (4) for one possibly very complex
and nonlinear transport map T to a sequence of simpler
transport maps that are perturbations of the Identity, i.e.,
T = TL ◦ TL−1 ◦ · · · ◦ T2 ◦ T1, L ∈ N, where
Tl(x) = Id(x) + εPl(x), l = 1, . . . , L, (6)
with Id(x) = x, step size ε, perturbation map Pl. Let µl
denote the pushforward measure µl := (Tl ◦ · · · ◦ T1)∗µ0,
and let the cost functional Jl(P ) be defined as
Jl(P ) := DKL((Id + P )∗µl−1|µy), (7)
then at step l, Stein variational methods provide
Pl = −H−1l ∇Jl(0) (8)
where∇Jl(0) ∈ Rd is the Fre´chet derivative of Jl(P ) eval-
uated at P = 0, Hl ∈ Rd×d is a rescaling matrix. For the
SVGD method (Liu & Wang, 2016),Hl = Id, while for the
SVN method (Detommaso et al., 2018),Hl ≈ ∇2Jl(0), an
approximation of the Hessian of the cost functiona∇2Jl(0).
By an ansatz representation of the perturbation map Pl as
Pl(x) =
N∑
n=1
kn(x)cn, (9)
where cn ∈ Rd are coefficient vectors and kn(x) ∈ R are
the basis functions, n = 1, . . . , N , which are shown in
(Detommaso et al., 2018) to satisfy
Hc = −g, (10)
where c = (c>1 , . . . , c
>
N )
> ∈ RNd is the coefficient vector,
g = (g>1 , . . . , g
>
N )
> ∈ RNd is the gradient vector with
gm := Eµl [−∇x log(piy)km −∇xkm], (11)
for m = 1, . . . , N , where ∇x denotes the gradient opera-
tor with respect to the parameter x. H is the Hessian ma-
trix. It is specified as Identity in the SVGD method (Liu &
Wang, 2016), which leads to cn = −gn, n = 1, . . . , N . In
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the SVN method (Detommaso et al., 2018), an entry Hmn,
m,n = 1, . . . , N , is given by
Hmn := Eµl [−∇2x log(piy)knkm +∇xkn(∇xkm)>],
(12)
with Hessian operator∇2x. To solve the coupled Nd×Nd
system (10), a diagonal approximation is used in (Detom-
maso et al., 2018), i.e.,
Hmmcm = −gm, m = 1, . . . , N. (13)
At every step l, the expectation Eµl [·] in (11) and (12) is
evaluated by sample average approximation at the current
samples x1, . . . , xN , which are moved according to (6) once
the coefficients c1, . . . , cN are obtained. We remark that in
the original SVGD method (Liu & Wang, 2016), the samples
are moved with the simplified perturbation Pl(xm) = cm.
In both (Liu & Wang, 2016) and (Detommaso et al., 2018),
the basis functions kn(x) are specified as kn(x) = k(x, x′)
at x′ = xn, where k(x, x′) is a suitable kernel function, e.g.,
a Gaussian kernel given by
k(x, x′) = exp
(
−1
2
(x− x′)>M(x− x′)
)
, (14)
where M is a metric that measures the distance between
x and x′ ∈ Rd. In (Liu & Wang, 2016), it is specified as
rescaled identity matrix αId for α > 0 possibly depending
on the samples, while in (Detommaso et al., 2018), M is
given by M = Eµl [−∇2x log(piy)]/d to account for the ge-
ometry of the posterior distribution by the averaged Hessian
information of its density. This was shown to accelerate
convergence for both SVGD and SVN compared to αId.
3. Projected Stein variational Newton
In this section, we present a projected SVN method to ad-
dress high-dimensional Bayesian inference problems.
3.1. Hessian-based subspace
Without loss of generality, we consider a Gaussian prior
µ0 = N (x¯, Cpr) with mean x¯ and covariance Cpr ∈ Rd×d,
which is symmetric, positive, and definite. For linear
Bayesian inference problem, the posterior is also Gaussian
given by µy = N (xMAP, Cpost), where (Stuart, 2010)
C−1post = ∇2xηy + C−1pr , xMAP = x¯− Cpost∇xηy(x¯). (15)
It is well known that the eigenvalues λi, i = 1, 2, . . . , of the
generalized Hermetian eigenvalue problem
∇2xηyψi = λiC−1pr ψi, where ψ>i C−1pr ψj = 4ij , (16)
measures the relative variation in directions ψi between the
data-dependent likelihood and the prior. For λi  1, the
data result in negligible variation compared to the prior in
direction ψi, or in another words, the data provides neg-
ligible information in direction ψi. For general nonlinear
Bayesian inference problems where the posterior is not nec-
essarily Gaussian, the data-informed directions can be sim-
ilarly obtained by the eigenvectors corresponding to the
largest eigenvalues of the generalized Hermetian eigenvalue
problem,
Hψi = λiC
−1
pr ψi, where ψ
>
i C
−1
pr ψj = 4ij , (17)
where H can be taken as an averaged Hessian (Cui et al.,
2016)
H = Eµy [∇2xηy] ≈
1
N
N∑
n=1
∇2xηy(xn), (18)
or a combined Hessian (Chen & Ghattas, 2018) to account
for the variation of the Hessian at different samples xn, n =
1, . . . , N , from the posterior distribution. Let (λi, ψi)1≤i≤r
denote the r largest eigenpairs such that |λ1| ≥ |λ2| ≥
· · · ≥ |λr| ≥ ελ > |λr+1| for some small ελ < 1. Then the
Hessian-based subspace spanned by the eigenvectors Ψ =
(ψ1, . . . , ψr) captures the most variation of the parameter x
informed by data y.
We remark that to solve the generalized Hermetian eigen-
value problem (17), we employ a randomized SVD algo-
rithm (Halko et al., 2011), which requires O(NrCh + dr2)
flops, where Ch is the cost for Hessian action in one direc-
tion.
3.2. Parameter and distribution projection
For the parameter x following the prior distribution µ0 =
N(x¯, Cpr), we project x−x¯ into the Hessian-based subspace
spanned by the eigenvectors Ψ as
xr − x¯ =
r∑
i=1
ψi
(
ψ>i C
−1
pr (x− x¯)
)
= Ψw, (19)
where w = (w1, . . . , wr)> ∈ Rr with wi = ψ>i C−1pr (x −
x¯). By x ∼ µr0 := N(x¯, Cpr), we have w ∼ µw0 = N(0, Ir)
with the identity Idr ∈ Rr×r, and xr ∼ N(x¯,ΨΨ>). Let
x⊥ := x − xr. We have that x⊥ lives in the complement
subspace Ψ⊥ := Id − ΨΨ>C−1pr , which is orthogonal to
Ψ since Ψ⊥Ψ = 0. Moreover, we have x⊥ ∼ µ⊥0 :=
N(0, Cpr −ΨΨ>), which is independent of xr. Therefore,
the prior distribution can be decomposed for x = xr + x⊥
as
µ0(dx) = µ
r
0(dx
r)µ⊥0 (dx
⊥). (20)
Under the assumption that the variation of x⊥ informed by
data y is negligible, we can freeze the distribution of x⊥ and
only update the distribution of xr by data y from its prior to
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its posterior µry in the image of Ψ by the Bayes rule as
dµry
dµr0
(xr) =
1
Zr
exp(−ηy(xr)), (21)
where Zr := Eµ
r
0 [e−ηy ]. Then the posterior distribution of
x can be approximated by the product measure
µy(dx) ≈ µry(dxr)µ⊥0 (dx⊥). (22)
We remark that as r → ∞, or the subspace Ψ includes
all the directions that are informed by data y, the product
measure in (22) converges to the true posterior distribution.
Because the uncertainty of xr is fully represented by w
through the projection (19), and the distribution update of
xr is in the image of Ψ, instead of the distribution update
for xr via (21), we can update the distribution of w by data
y from its prior µw0 to the posterior µ
w
y by the Bayes rule
dµwy
dµw0
(w) =
1
Zw
exp(−ηwy (w)), (23)
where ηwy (w) := ηy(x
r + x⊥) = ηy(Ψw + x¯ + x⊥), and
Zw := Eµ
w
0 [e−η
w
y ]. Therefore, to draw a sample x from
its posterior distribution given by (2), we can first draw a
sample x from its prior, and perform the projection (19) to
obtain w and x⊥. By pushing the projected prior sample w
to its posterior correspondence wy , e.g., via a transport map,
we can reconstruct a posterior sample xy = Ψwy + x¯+ x⊥.
We remark that the dimension of w is r, which is often
much smaller than the full dimension d of x when d is large.
Moreover, this r typically does not change when d increases
beyond a critical value, as we can observe from the numeri-
cal experiments in Section 4. In principle, drawing samples
of the low-dimensional parameter w from its posterior dis-
tribution given by (23) is computationally faster in terms of
convergence than drawing samples of the high-dimensional
parameter x from its posterior distribution given by (2).
3.3. Projected Stein variational Newton
To draw samples of w from its posterior distribution given
by (23), we can now use the Stein variational methods pre-
sented in the subsection 2.2. In particular, since we have
used the Hessian information to construct the subspace, it
is natural to also use it in the SVN method. By the same
derivation of the SVN, at l = 1, 2, . . . , we seek a transport
map
Twl (w) = I(w) + εP
w
l (w), l = 1, . . . , L, (24)
where the perturbation map Pwl for w is represented as
Pwl (w) =
N∑
n=1
kwn (w)c
w
n , (25)
where the coefficient vector cw = ((cw1 )
>, . . . , (cwN )
>)> ∈
RNr is the solution of the linear system
Hwcw = −gw. (26)
Here the gradient gw is defined with its m-th entry as
gwm := Eµ
w
l [−∇w log(piwy )kwm −∇wkwm], (27)
where piwy denote the posterior density of w, and the Hessian
Hw is defined with its mn-th entry as
Hwmn := Eµ
w
l [−∇2w log(piwy )kwn kwm +∇wkwn (∇wkwm)>].
(28)
By the definition of the projection (19), we have
∇w log(piwy (w)) = Ψ>∇x log(piy(xr + x⊥)), (29)
and
∇2w log(piwy (w)) = Ψ>∇2x log(piy(xr + x⊥))Ψ. (30)
We use a Gaussian kernel kwn for the ansatz (25) as
kwn (w) = exp
(
−1
2
(w − wn)>Mw(w − wn)
)
, (31)
where the metric Mw is given by an averaged Hessian
Mw = −1
r
1
N
N∑
n=1
∇2w log(piwy (wn)). (32)
The gradient of the kernel kwn is given by
∇wkwn (w) = kwn (w)Mw(wn − w). (33)
We remark that the projected system (26) is of sizeNr×Nr,
which is a considerable reduction from the full system (10)
of size Nd × Nd as r  d. To further reduce the size
of the coupled system (26), we employ a “mass-lumping”
technique to decouple it as N systems of size r × r as
Hwmcwm = −gwm, m = 1, . . . , N. (34)
where gwm is given as in (29), while Hwm is given by
Hwm :=
(
N∑
n=1
Hwmn
)
, m = 1, . . . , N. (35)
where Hwmn are defined in (30).
3.4. Globalization by line search
Except for in the case of a linear inference problem, the
cost functional—Kullback–Leibler divergence—is noncon-
vex. In the case of that the Newton approximation to the
Kullback–Leibler divergence is locally exact, the simple
choice of ε = 1 is the optimal choice for the step size.
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However, since the geometry generally exhibits complex
non-quadratic local structure, a constant stepsize ε renders
minimization of DKL inefficient. A careful choice of the
step size ε is crucial for both fast convergence and stability
of Stein variational methods. While, there are many options
to choose from, we employ an Armijo line search global-
ization method to choose this step size, to much success.
Specifically, at step l = 1, 2, . . . , we seek ε to minimize the
Kullback–Leibler divergence
DKL((Twl )∗µwl−1|µwy ) = DKL(µwl−1|(Twl )∗µwy ), (36)
where (Twl )
∗ is the pullback operator. Because
DKL(µwl−1|(Twl )∗µwy ) = Eµ
w
l−1 [log(piwl−1(·))]
− Eµwl−1 [log(piwy (Twl (·))|det ∇wTwl (·)|)],
(37)
where the first term, in which piwl−1 denotes the density func-
tion of the distribution µwl−1, does not depend on ε. Hence
we only need to consider the second term denoted as D(2)KL ,
which is evaluated by the sample average approximation as
D(2)KL ≈−
1
N
N∑
n=1
log(piwy (T
w
l (w
l−1
n )))
− 1
N
N∑
n=1
log(|det ∇wTwl (wl−1n )|),
(38)
which can be readily computed for every ε. We remark
that the second term of (38) is close to 0 when the kernel
function kwn (w) in (25) is close to 0 at every sample w
l−1
m
form 6= n, so we only need to consider the first term of (38).
Moreover, to guarantee that D(2)KL is reduced for a suitable ε,
we can find sample-dependent step sizes ε(wl−1n ) such that
− log(piwy (Twl (wl−1n ))) (39)
is reduced for each n = 1, . . . , N , which provides great
flexibility and stability for the Stein variational methods.
3.5. A two-level adaptive pSVN algorithm
To this end, given the bases Ψ as the data-informed param-
eter directions, we can draw samples x1, . . . , xN from the
prior distribution and drive them by projected SVN to match
the posterior distribution in a low-dimensional subspace,
while keeping the components of the samples in the comple-
ment subspace unchanged. We summarize the one-level (in
contrast to a two-level algorithm presented later) projected
SVN method in Algorithm 1, in which the stopping criterion
could be set as one or a combination of the following:
1. the maximum norm of the updates wlm − wl−1m , m =
1, . . . , N , is smaller than a given tolerance Tolg;
2. the maximum norm of the gradients gm, m =
1, . . . , N , is smaller than a given tolerance Tolw;
3. the number of iterations l reaches a preset number L.
Algorithm 1 pSVN
1: Input: prior samples x1, . . . , xN , bases Ψ, density piy .
2: Output: posterior samples xy1, . . . , x
y
N .
3: Perform projection (19) to get the decomposition xn =
xrn+x
⊥
n and the samples w
l−1
n , n = 1, . . . , N , at l = 1.
4: repeat
5: Compute the gradient and Hessian by (29) and (30).
6: Compute the kernel and its gradient by (31) and (33).
7: Assemble and solve system (34) for cw1 , . . . , c
w
N .
8: Perform a line search by (39) to get wl1, . . . , w
l
N .
9: Update the samples xrn = Ψw
l
n + x¯, n = 1, . . . , N .
10: Set l← l + 1.
11: until A stopping criterion is met.
12: Reconstruct samples xyn = x
r
n + x
⊥, n = 1, . . . , N .
In Algorithm 1, we assume that the bases Ψ for the projec-
tion are the data informed parameter directions, which are
obtained by the Hessian-based algorithm in Section 3.1 at
the posterior samples x1, . . . , xN . However, we do not have
these samples but only the prior samples at the beginning.
To address this problem, we propose a two-level adaptive
algorithm that adaptively construct the bases Ψ along the
push of the prior samples to the posterior samples. This is
presented in Algorithm 2. We remark that the same stop-
ping criteria in Algorithm 2 as those in Algorithm 1 are used
with smaller tolerances Tol2g,Tol
2
w for the gradients and the
updates, e.g., Tol2g = 10
−1Tolg , and Tol2w = 10
−1Tolw.
Algorithm 2 Adaptive pSVN
1: Input: prior samples x1, . . . , xN , density piy .
2: Output: posterior samples xy1, . . . , x
y
N .
3: Set level l2 = 1, xl2−1n = xn, n = 1, . . . , N .
4: repeat
5: Perform the eigendecomposition (17) at samples
xl2−11 , . . . , x
l2−1
N , and form the bases Ψ
l2 .
6: Apply Algorithm 1 of pSVN to update the samples
[xl21 , . . . , x
l2
N ] = pSVN([x
l2−1
1 , . . . , x
l2−1
N ],Ψ
l2 , piy).
7: Set l2 ← l2 + 1.
8: until A stopping criterion is met.
3.6. Parallel computation and implementation
In this section, we take advantage of the projected SVN in
low-dimensional subspaces—including fast computation,
light communication, and a low memory consumption—and
present an efficient and parallel implementation.
We present a parallel pSVN using MPI communication
in Algorithm 3. In particular, lines 4, 7, 9, 12 manage
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the data communication and all other lines perform local
computation in each processor core. Lines 4 and 12 in-
volve global communication(gather and broadcast) of the
low-dimensional samples wm, m = 1, . . . ,M , of size Mr,
which are used for the kernel and its gradient evaluations in
(31) and (33) at all samples, as well as for the sample update
in (25). Line 7 involves global communication (gathers and
broadcasts) of the gradients (of size Mr) and Hessians (of
size Mr2) of the log posterior density (29) and (30), which
are used in the expectation evaluation at all samples for
assembling the system (34). Line 9 involves global com-
munication (gathers and broadcasts) of the kernel values
(of size NM ) at all samples, which are used in moving the
samples by (25). Meanwhile, Line 9 gathers a local sum
of the kernel values
∑
m km(w) (of size N ) and its gradi-
ents
∑
m∇wkm(w) (of size rN ), performs a global sum of
them, and broadcasts the results to all cores, which are used
for assembling the lumped Hessian (35). In summary, the
data volumes of communication in Algorithm 3 are bounded
by max(Mr2,MN) floats.
Algorithm 3 Parallel pSVN using MPI
1: Input: M prior samples, x1, . . . , xM , in each of K
cores, bases Ψ, and density piy in all cores.
2: Output: posterior samples xy1, . . . , x
y
M in each core.
3: Perform projection (19) to get xm = xrm + x
⊥
m and the
samples wl−1m , m = 1, . . . ,M , at l = 1.
4: Perform MPI Allgather for wl−1m , m = 1, . . . ,M .
5: repeat
6: Compute the gradient and Hessian by (29) and (30).
7: Perform MPI Allgather for the gradient and Hessian.
8: Compute the kernel and its gradient by (31) and (33).
9: Perform MPI Allgather for km, m = 1, . . . ,M ,
MPI Allreduce w. sum for
∑
m k
w
m and
∑
m∇wkwm.
10: Assemble and solve system (34) for cw1 , . . . , c
w
M .
11: Perform a line search by (39) to get wl1, . . . , w
l
M .
12: Perform MPI Allgather for wlm, m = 1, . . . ,M .
13: Update the samples xrm = Ψw
l
m+x¯,m = 1, . . . ,M .
14: Set l← l + 1.
15: until A stopping criterion is met.
16: Reconstruct samples xym = x
r
m + x
⊥, m = 1, . . . ,M .
To implement a parallel version of the adaptive pSVN Algo-
rithm 2, we only need to construct the bases Ψ in parallel to
replace its Line 5, for which we perform an averaged Hes-
sian action in random directions with M samples in each
core by O(M(rCh)) flops, followed by a MPI Allreduce
with a SUM operator to get a global averaged Hessian action
(18) before performing randomized SVD with O(dr2) flops.
The data volumes for communication is dr floats, which
dominates all other communication cost if d is so large that
dr > max(r2M,NM). Alternatively, we can construct the
bases Ψ using Hessian at the local samples in each core
without communication for Ψ.
4. Numerical experiments
We demonstrate the convergence, accuracy, and scalability
of the pSVN method by three models. We consider two
inference problems constrained by partial differential equa-
tions (PDE), one linear problem with Gaussian posterior
to demonstrate the convergence and accuracy of pSVN in
comparison with SVN and SVGD, the other nonlinear prob-
lem to demonstrate the scalability of pSVN. For the latter
purpose, we also consider a Bayesian autoencoder problem.
The code is available at our Bitbucket repository (pSV) for
all the three test problems.
4.1. A linear inference problem
The linear inference problem is constrained by the PDE
−4u+ u = x, in (0, 1), u(0) = 0, u(1) = 1. (40)
15 pointwise observations of u with 1% noise are uniformly
distributed in (0, 1). The input x is a random field with
Gaussian prior N (0, C), where C = (I − 0.14)−1 with
identity Id and Laplace operator 4. The posterior of x is
also Gaussian given as in (15). We solve this forward model
by a finite element method with piecewise elements on a
uniform mesh of size 210, which leads to 1025 dimensions
of the discretized parameter x.
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Figure 1. Decay of the mean squared errors (with 10 trials) of the
L2-norm of the mean (top) and pointwise variance (bottom) of the
parameter using 32 and 512 samples by SVGD, SVN, and pSVN.
The L2-norm of the mean and pointwise variance of the
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parameter x w.r.t. its posterior distribution can be explic-
itly computed using (15), which serve as the reference for
the sample approximation errors. Figure 1 compares the
convergence and accuracy of SVGD, SVN, and pSVN by
the decay of the mean squared errors (using 10 trials) of
the above two quantities. We can observe a much faster
convergence and higher accuracy of pSVN than SVGD and
SVN, for both mean and especially variance that measures
the goodness of samples. In fact, pSVN converges with
just one iteration in a subspace of dimension 5 (at ελ = 0.1
in Section 3.1), while the convergence of the variance by
SVN is extremely slow because of the high-dimensionality.
Moreover, we can see that the convergence of SVN becomes
slower for increasing number of samples. With the same
number of iterations of SVN and pSVN, the SVGD method
produces no evident decay of the approximation errors.
4.2. A nonlinear inference problem
The nonlinear inference problem is constrained by the PDE
−∇ · (ex∇u) = 0, in (0, 1)2, (41)
with Dirichlet boundary conditions on the top (u = 1) and
bottom (u = 0) boundaries, and zero Neumann boundary
conditions on the left and right boundaries. 49 pointwise
observations of u with 1% noise are uniformly distributed
in (0, 1)2. The input x is a random field with Gaussian
prior N (0, C), where C = (I − 0.14)−2. We solve this
forward model by a finite element method with piecewise
elements on a uniform mesh of varying sizes, which leads
to a sequence of dimensions for the discretized parameter.
We focus on the demonstration of the scalability of pSVN
w.r.t. the number of parameter dimensions, samples, and
processor cores. Firstly, the dimension of the Hessian-based
subspace r, which determines the computation and commu-
nication cost of pSVN, depends on the decay of the absolute
eigenvalues |λi| as presented in Section 3.1. The top part of
Figure 2 shows that with increasing d, r does not change,
which implies that pSVN is scalable w.r.t. the number of
parameter dimensions.
Secondly, as shown in the middle part of Figure 2, with in-
creasing number of samples for a fixed parameter dimension
d = 1, 089, the averaged norm of the update wl − wl−1,
as one convergence indicator presented in the subsection
3.5, decays similarly, which demonstrates the scalability of
pSVN w.r.t. the number of samples.
Thirdly, in the bottom part of Figure 2 we plot the total wall
clock time of pSVN and the time for its computational com-
ponents of Algorithm 3 using different number of processor
cores for the same work, i.e., the same number of samples
(256), including variation for forward model solve, gradient
and Hessian evaluation, as well as eigendecomposition, ker-
nel for kernel and its gradient evaluation, solve for solving
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Figure 2. Top:Decay of eigenvalues with increasing dimension d.
Middle:Decay of the averaged norm of the update wl − wl−1
w.r.t. the iteration number l, with increasing number of samples.
Bottom:Decay of the wall clock time (seconds) of different compu-
tational components w.r.t. increasing number of processor cores.
the Newton system (34), and sample for sample projection
and reconstruction. We can observe nearly perfect strong
scaling w.r.t. increasing number of processor cores. More-
over, the time for variation, which depends on parameter
dimension d, dominates the time for all other components,
in particular kernel and solve whose cost only depends on r,
not d.
We remark that without proper line search as introduced in
the subsection 3.4 that generally guarantees a convergence
of pSVN, the samples could be updated to regions that cause
instability, e.g., the diffusion coefficient ex in (41) becomes
such that the PDE model is ill-posed, leading to solver crash
as observed in this experiment.
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4.3. A Bayesian Autoencoder Problem
We consider a Bayesian inference problem constrained by a
convolutional autoencoder neural network, specifically with
applications to machine learning.
In the Bayesian autoencoder problem, we seek to learn a low
dimensional representation of data under uncertainty. Given
input data z ∈ Rdata the 2m layer autoencoder mapping is
defined as
y(·) = ◦2mi=1φi(wi ∗ (·) + bi) (42)
where wi is the convolution kernel (weights) for layer i, and
φi is an nonlinear activation functions. The ∗ operations
represents both convolution and downsampling. The first m
compositions map down to a low dimensional latent repre-
sentation of the input data z, the last m compositions map
the data back to Rdata. The target data has 5% i.i.d. noise
added to it based on min-max normalization of the data. The
data z for the problem are 500 randomly selected MNIST im-
ages. The inference parameter {xi} = {(wi, bi)} ∈ Rd has
the i.i.d. prior N (0, σ2i ), as is common in popular weight
prior techniques such as Xavier initialization–The first layer
variance is set to unity and subsequent layers decay by a con-
stant 0.5 multiplicative factor. We use a fixed convolution
kernel support of 4×4 and vary the number of filters on each
layer from 2, 3, 4 and use m = 2, 4 layers (so 4, 8 total lay-
ers). Due to the low dimensional nature of the autoencoder
and the fixed data, the pSVN algorithm can efficiently find a
r dimensional Hessian subspace. The dimensionality of this
subspace depends on the decay of the absolute eigenvalues
|λi|. The top plot in Figure (3) shows that the rank structure
does not change drastically as the dimension d increases.
The 67 dimensional problem corresponds to a 2m = 4 layer
autoencoder with 2 convolution kernels for each layer, while
the 2, 527 dimensional problem corresponds to a 2m = 8
layer autoencoder with 3 convolution kernels per layer.
The pSVN algorithm is scalable not just with respect to the
overall dimension d but also the number of samples drawn.
For a fixed problem the gradient norm decays uniformly for
various numbers of samples. With more samples however,
the KL divergence is more faithfully represented, as seen in
the middle plot in Figure (3).
The pSVN algorithm scales strongly with problem dimen-
sion for the Bayesian autoencoder problem, as with the case
of the PDE problems the variation time is the dominant cost
for the algorithm. See the bottom plot in Figure (3)
5. Conclusion
We presented a fast and scalable variational method, pSVN,
for Bayesian inference in high dimensions and for problems
with expensive-to-evaluate likelihoods. The method exploits
the geometric structure and smoothness of the posterior via
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Figure 3. Top: Decay of eigenvalues for m = 4, 8 layer autoen-
coders. Middle: Gradient norm vs iterations for different sample
numbers for m = 4 layer autoencoder. Bottom: Decay of the wall
clock time (seconds) of different computational components w.r.t.
increasing number of processor cores.
its Hessian operator, and the intrinsic low-dimensionality
of the change from prior to posterior characteristic of many
high-dimensional inference problems via low rank approx-
imation of the (prior preconditioned) Hessian of the log
likelihood, computed efficiently using randomized matrix-
free SVD. The fast convergence of pSVN relative to SVGD
and SVN and its scalability with respect to the parameter
dimension and number of samples and processor cores were
demonstrated for both linear and nonlinear inference prob-
lems.
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