Abstmct-In this paper the theories of avalanche ionization, multiphoton absorption, and impurity-initiated laser-induced damage are treated. At first inspection, none of these theories adequately describe the experimental observations of the variation of pulsed laser damage threshold in optical thin films with changes in material property, laser wavelength, pulse length, or film thickness. However, it is shown that the inclusion of a Mie absorption cross section for a range of dielectric impurity sizes provides a good description of the database with the impurity model. It is also shown that the thermal properties of the host film material and impurity are of considerable importance in explaining observed experimental data.
I. INTRODUCTION
T HE theoretical treatment of laser-induced damage to dielectric materials has followed the three distinct paths of avalanche ionization, multiphoton ionization, and impurityinduced damage. Unfortunately, each of the theories is subject to uncertainties which make accurate calculations of absolute damage thresholds impractical. Both avalanche and multiphoton ionization calculations require complicated parameters such as the material band structure and electron effective mass, which are often not available for many dielectrics. On the other hand, the impurity model requires a detailed knowledge of type, size, and distribution of impurities in the host material. These are essentially unknown at the present time. Because of these difficulties it is impossible to calculate from first principles damage thresholds by each of the competing theoretical approaches. The only practical way to determine the most appropriate model is to examine their predictive ability in describing the variation of damage with easily controlled experimental or material variables such as laser pulsewidth, wavelength, and film properties. After a brief description of each of the aforementioned interaction mechanisms, a comparison with the comprehensive experimental data base in Part I will be made.
THEORY Avalanche Ionization
The fundamental approach to avalanche ionization is to calculate the time evolution of the electron distribution function f(p) and then obtain the electron ionization rate. The theoretical calculations start with a quantum kinetic equation, the most general form of which has been given by Epshtein [ 11 , with an equivalent expression by others [2] , [3] . Epshtein 
where rn is the electron mass, ck is the matrix element for the electron-phonon interaction, Jl is a Bessel function of order E, Eo is the optoelectric field amplitude, E is the phonon momentum, p is the electron momentum, wk is the phonon frequency, w is the frequency of the electric field, Nk is the number density of phonons, and e is the electron energy. At present an analytical solution to (1) has not been obtained, even though an approach has been put forth by Keldysh [4] .
Epifanov for the large bandgap dielectrics. However, this condition is not satisfied for the smaller bandgap materials (Eg < 6 eV) at short (-2600 a) wavelength. The second condition requires that the electron distribution function not change significantly during the energy absorption process. Thus, the gain in energy as a result of the electron-phonon-photon process must be small compared to the electron energy. This condition is valid for large bandgap materials, and the diffusion equation can be solved. Let f(e, t) = f ( E ) e y t (2) where y is the ionization rate for the avalanche process. The final expression for the critical field is then given by (3): where V, is the velocity of sound in the solid, La, is the mean free path between electron-acoustic phonon collisions, L is the number of electron regenerations, and tp is the laser pulse length (full width at half maximum). 6 is a function of material parameters and the electric field strength. However, since e occurs within the natural logarithm for reasonable ranges of the parameter, it has a minor effect on the critical breakdown field.
It can be seen from (3) that the dependence of the breakdown field on the laser pulsewidth t p is weak. The physical significance of this can be gleaned by recasting the critical field into the critical energy per unit area, which is the total energy utilized in the breakdown process. The total energy per unit area which is incident on the surface is (i) eoE2ctp, where c is the speed of light. We have (energY/area)critical atP
In ($1 (4) which is a strong function (almost linear) of the pulsewidth. The fact that the process depends so strongly on the rate that the energy is deposited implies that energy loss mechanisms are important. Thus (3) affords a solution for the damaging field when electron energy losses are high.
Two alternate derivations of the critical field have been given by Molchanov [2] and Zakharov [6] . Molchanov's result is 1 6 0 n n 2 G e V , w 2 e2 tpkTE:
where n is the refractive index of the solid and El is the strain energy constant for acoustic phonons. On the other hand, Zakharov's formulation indicates
where It is clear that (6) and (3) are very similar if w 2 is much greater than EJrnLL, the electron-phonon collision frequency in (3). In (5) the critical energy per unit area is independent of pulse length. This would seem to be in conflict with the other two expressions. However, both Zakharov [6] and Epifanov [SI noted that their respective formulations reproduced (5) if m2 V',202Eg/e2E2kT was much less than one. This limit must be taken in the expressions for the electron distribution function before the diffusion equation is solved. It can be shown that the quantity m2 V:w2Eg/e2E2kT is directly proportional to the ratio of the power loss due to spontaneous emission of phonons to the coefficient of electron diffusion along the energy axis [SI. It is exactly this energy loss by electrons to phonons which gives the strong time dependence of the critical energy per unit area. Equation (5) represents the "no energy loss" solution and (3) and (6) are the "high energy loss" solutions. The expression m2 V:w2Eg/e2E2kT indicates that the "no energy loss" condition is invalid for dielectric materials except when the temperature exceeds several hundred degrees centigrade. Results obtained by Manenkov [7] on the temperature dependence of breakdown were compared to (3) and good agreement was found, which lends additional support to the Epifanov treatment of avalanche ionization. The conclusion is that, for large bandgap dielectric materials, the expected laser pulse length dependence of the damaging energy density is approximately linear as given by (4).
The predicted dependence of breakdown on the laser frequency is identical for expressions (3) , ( 5 ) , and (6) when Eg/mLic, the square of the electron-phonon collision frequency, is much less than w 2 . The breakdown field clearly increases with higher laser frequency. When the above condition is not met, then, by equation (3), the functional dependence on laser frequency is weaker. Thus, depending on the magnitude of Eg/mL&, the predicted frequency varies from no dependence (EgmL& >> w 2 ) to an w 2 dependence (EgImL ic << w 2 ) .
Multiphoton Ionization
Bloembergen [8] postulated that when the photon energy of the incident light was about a third of the bandgap energy (Eg) of the solid, multiphoton absorption could contribute significantly to the breakdown process. As a result, the damage threshold would go down as the laser frequency was increased beyond an equivalent photon energy of -Eg/3.
The analytic difficulties of treating multiphoton absorption in solids are comparable to those of avalanche ionization. Many theoretical treatments have been given for two-photon absorption in semiconductors [9] - [12] where the band parameters and structure are more readily available. There has been very little theoretical work on dielectrics, where the band structure is often unknown. Standard perturbation techniques have been used to treat up to three-photon processes; however, at this level, comparison with experiment becomes almost impossible. Again, this is due mainly to a lack of detailed knowledge of the band structure.
There are several treatments of photon absorption to all orders [13] , [14] , of which the most widely used is that of Keldysh [ 131 . Although the main reason for its wide use is that the final equations are simple enough to obtain numerical results without lengthy and complex computations, there are more important reasons for this acceptance. The Keldysh theory in most cases affords the best agreement with experiment [15] . For higher order multiphoton processes (greater than three) it is the only theory that can be used at present to obtain sensible numerical results, when compared t o the available experimental results. It has been stated that the Keldysh formula is only valid for high-order photon absorption [9] , [ 141 [20] have shown that the Keldysh formula reduces to the wellknown result for one-photon absorption. Thus, the Keldysh formula does in fact give meaningful results for first as well as higher order photon processes. where tp is the laser pulsewidth and 7 is the electron transition rate [ 131 . For our purposes, the absolute value of the critical electron density is not as important as the predicted behavior of breakdown with laser pulse length and wavelength. Equation (9) can be simplified by noting that, in general, e2E2/4m02Eg is much less than one. The dependence of the critical energy per unit area on the pulsewidth then becomes
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From (1 1) we can see that if Eg is less than?To, the breakdown process is time independent. For very-high-order photon processes, Eg is much greater than *a, and the process depends linearly on time. This would be indicative of the high energy loss regime, except, in the case of multiphoton absorption, it would be more appropriate to call it a regime of low energy utilization. The wavelength dependence contained in (9) is complicated. A computer program has been written to plot the breakdown field dielectric materials as a function of wavelength. The results are shown in Fig. 1 . Also included in the figure are the avalanche model and a combined avalanche and multiphoton model predictions. Clearly, the multiphoton theory predicts a decrease in the breakdown field as the laser frequency increases.
Impurity-Dominated Breakdown
There has been a great deal of theoretical work on damage produced by impurities in dielectric host materials [21] - [48] .
Even now it is not clear that damage in very pure bulk materials is produced by avalanche or multiphoton ionization, as opposed to isolated impurity sites. Recent work by Soileau [49] supports avalanche ionization for large laser spot sizes. At surfaces, and even more so in thin films, the importance of impurities is expected to be greater. For example, the absorption coefficient of most thin films ranges from 10 to 1000 cm-' , while, for the same material in bulk form, the range is several orders of magnitude smaller. Appropriately, surface absorption values fall between these two extremes. The high absorptivity of thin films is generally attributed to impurities which are included during the deposition process or infiltrate during exposure to the environment. Experimental data indicate that the breakdown threshold can be more than an order of magnitude lower for thin films than for the same materials in bulk form.
The model most frequently employed for impurity damage is that of spherical absorbing particles embedded in a host material. The impurity absorbs the incident radiation and its temperature rises, which ultimately produces melting,vaporization, or stress fracture of the fdm material around the impurity.
If the impurities are metallic, the well-known approximate solution of the thermal equations given by Hopper and Uhlmann [21] can be used to obtain the temperature in the host film material. The solution is 
We have, in the expression, y1 = a2/Dp, c = 1 -( K k / K p ) , and the temperature of the impurity-host boundary at some temperature, say 2000"@, and plotting the required incident energy/area as a function of impurity radius. Fig. 2 shows the results for metallic impurities and Fig. 3 shows them for dielectric impurities. As expected, the solutions are in good agreement for metallic impurities, but the Hopper and Uhlmann solution fails for dielectric impurities.
To date, every treatment of impurity-dominated breakdown has employed an assumed constant for the absorption cross section Q. This is only valid if the impurity is much greater in size than the wavelength of incident radiation. In the case of thin films, the impurity size is usually limited by the thickness of the film and, therefore, the impurity sizes are of the same order as the wavelength of light or smaller. It can also be seen from Figs. 2 and 3 that the size of impurity which is easiest to damage is of the same order of magnitude as the wavelengths of the laser radiation used in this research. If impurities of this size are the initiating sites for damage, then the energy absorption should be determined by the Mie absorption cross section as given by well-known Mie scattering theory.
Inspection of (IS), assuming a constant value of Q there, reveals no frequency dependence. However, if one introduces an asymptotic analytic expression for the Mie absorption cross section for Q in (15), one can arrive at a frequency dependence. Such an expression can be given for the Mie cross section if the real index of refraction (n) is between one and two, and the imaginary index (n') is much less than one. One has
where a is the impurity radius and h is the wavelength of light. This cross section is valid for a dielectric impurity and affords a wavelength dependence as well as an additional impurity radius dependence.
The range of IZ and n' over which (16) is valid would not include metallic impurities. However, the Mie absorption for metallic impurities can be approximated by Q = n a 2 E+.)
where A and B depend on the specific metal. Fig. 4 shows a comparison between the exact Mie calculations and (16) and (1 7) for metallic and dielectric impurities.
The greatest difficulty in applying a Mie coefficient in the proposed theory is that the composition of the impurities is not known for most films. In addition, the imaginary index of refraction n' of the impurities is a function of frequency and, as a result, comparison between experiment and theory can only be relative and not absolute. That is, this impurity model can only predict trends in the breakdown field and not absolute damage thresholds.
The breakdown criterion which will be used in conjunction with the Mie impurity model will be one of temperature. A fiied critical temperature is set, for example, the melting temperature of the host material, and the incident energy density is plotted against the impurity size. The minimum energy per [29] , [38] , [43] , and even the onset of avalanche ionization [27] have been carried out in an attempt to describe the final stages of damage. It will be assumed here that, once the critical temperature is reached, the damage proceeds catastrophically. This assumption is plausible since, as the temperature approaches the melting point of the host or impurity, absorption increases dramatically [27] , [29] , [38] , [43] , [46] . At this point, the breakdown would develop rapidly and the slower process by which the critical temperature is reached will determine most of the physical nature of the breakdown event.
Thus, a critical temperature criterion for breakdown should predict the relative trends in the experimental data.
At first glance, the time dependence of damage contained in (1 5 ) is not obvious. Previous investigators have found that in the nanosecond time regime the critical energy/area fits closely to a square root of time dependence [57] . It is thus informative to compare the laser pulsewidth dependence predicted by (1 5 ) with experimental data for optical surface damage. In Fig. 5 the two curves represent nominal 5 and 15 ns damage curves as'a function of particle size. It is clear that as the pulsewidth is decreased the threshold decreases and smaller sized particles become the most damage sensitive. If a number of these curves are plotted for different laser pulsewidths, then a trace of the minimum thresholds can be plotted as a function of pulsewidth, and the resulting graph represents the desired theoretical curve. This procedure was used to obtain the theoretical curve for fused silica that is shown in Fig. 6 . The experimental data was taken from Milam et al. [57] and is for fused-silica surfaces. The agreement between the theory and the data is quite excellent. Milam made a best fit to a (tP)'l2 curve and found an adequate fit to the data as well.
As previously stated, the wavelength dependence of the breakdown threshold is contained in the Mie absorption coefficient. It can be seen from Fig. 4 that, as the wavelength decreases or n' increases, the cross section for oxide impurities increases and the damage threshold is reduced. However, (16) for metallic impurities is somewhat misleading. The absorption cross section would decrease with decreasing wavelength for a constant nr. However, since nr decreases strongly with a decrease in wavelength [SS] , the cross section actually increases. Thus, we expect the breakdown threshold to decrease at shorter wavelengths for both oxide and metallic impurities. Table I summarizes the results of this section. We note that the avalanche ionizations ( 3 ) and (6) predict a very strong laser pulse-length dependence, being almost linear. In the case of multiphoton ionization, a strong pulse-length dependence at longer wavelengths is predicted. For example, from (ll), dielectric films at 1.06 pm would have damage thresholds which have a pulse dependence of -t:*". At 0.26 pm the dependence is reduced to -(tP)'/'. Lastly, the predicted pulsewidth dependence from the impurity model fits closely to a til' curve.
COMPARISON BETWEEN THEORY AND EXPERIMENT
It is now appropriate to make a comparison of the various theories considered with the experimental results presented in Section I11 of Part 1. The predicted pulsewidth dependence of damage was discussed in Section I1 for the three theoretical models and we first compare observed and predicted pulsewidth effects.
Avalanche and Multiphoton Model Comparison for Laser Pulsewidth
The weak pulsewidth dependence of some of the oxide film data, particularly ZrOz, does not fit with the expected pulsewidth dependence given by ( 3 ) and (6) for the avalanche ionization. Inasmuch as the avalanche model predicts an extremely strong pulsewidth dependence ("tp), the flouride film data as well cannot be explained by this model. In terms of laser pulsewidth, the flourides more closely fit a t;l' dependence. More importantly, the avalanche model cannot account for a change in the pulsewidth dependence of damage with a decrease in laser wavelength, as observed in MgO and TiOz. Thus, the conclusion is that the avalanche ionization model does not provide a good explanation of the observed pulsewidth dependence trends in the experimental data.
The multiphoton model, on the other hand, does predict a change in pulsewidth dependence with laser wavelength. But, it can be seen from (1 1) that as the laser wavelength is decreased the pulsewidth dependence of damage becomes weaker, which is in contradiction with the experimental data, especially so for the oxides. The closest that the multiphoton model comes to agreeing with the film data is at 0.26 pm. At this wavelength the multiphoton model would predict, based on (1 1) and bulk material parameters, a pulsewidth dependence which would approximate (tP)'/" Although this dependence approximates some of the flouride material behavior, it does not fit for the majority of the oxides which exhibit almost no pulsewidth dependence.
For one photon or linear absorption, (1 1) predicts that there would be no pulsewidth dependence. At 0.26 pm, the photon energy is somewhat less than 5 eV and, based on oxide bulkparameters (Eg 2 5 eV), one-photon intrinsic absorption would not occur in the films. The extrinsic influences of atomic impurities, structural inhomogeneities, as well as the finite physical dimensions of crystalline structure in thin-film form, all lead to shallow energy levels which can reduce the effective bandgap of the material. Thus, it is possible that one-photon absorption based on altered material parameters could explain the oxide film data at 0.26 pm.
One can therefore conclude that multiphoton theory gives an appropriate pulsewidth dependence only for the flouride data at 0.26 pm. One-photon absorption would agree with the pulse dependence observed in A1203, SiOz , and ZrOz at 0.26 pm. The similarity in absorptance for these oxides at 0.26 pm and TiOz at 0.35 pm lends some support to onephoton absorption as a damage mechanism in these materials at 0.26 pm. Further corroboration from morphological similarities will be discussed later.
Avalanche and Multiphoton Model Comparison for Laser Wavelength
The wavelength dependence of breakdown in the avalanche model is clearly evident in ( 3 ) . Unless (Eg/mL&)l/' is much greater than the laser frequency w , the damage threshold increases as the laser wavelength decreases. An examination of the experimental data in Tables VI-X in Part I shows this prediction to be in direct contradiction with the data. The MgO data for a 15 ns laser pulse at 1.06 and 0.54 pm are the only data which do not show decrease when proceeding to shorter wavelengths. The avalanche model would predict a constant damage threshold with decreasing wavelength if (Eg/mL&)1'2 were much greater than a, in agreement with the MgO data. However, +is model completely fails in explaining the wavelength dependence of damage in the rest of the data.
A multiphoton model based on the Keldysh theory [ 131 predicts a damage threshold which decreases with decreasing wavelength, as shown in Fig. 1 . This is the same trend that is seen in all of the experimental data save that for MgO between 1.06 and 0.53 pm. One can conclude that the multiphoton madel described predicts the general trends of damage threshold with laser wavelength in the experimental data.
Avalanche and Multiphoton Model Comparison for Damage Morphology
A discussion of the damage morphology is revealing and can be discussed in terms of both avalanche and multiphoton models. There is no conflict between these two theories and the observed single-site crater morphology shown in Figs. 6 and 8 of Part I.
Originally it was thought that this type of morphology was indicative of impurity damage [25] , [35] . However, it has been pointed out by Epifanov 151 that formation of small plasmas as a result of avalanche ionization could produce similar morphology in the nanosecond pulse regime. In this pulsewidth regime the electron diffusion rate would not be significant in a volume whose diameter was between one and three micrometers. In the present work, a problem in explaining this type of morphology in the context of avalanche ionization is the change of morphology with laser wavelength, as discussed in Section 11, Part I. A decrease in site size would be explained in the avalanche model through a change in pulse length, which affects the extent of the electron diffusion. However, nothing in the avalanche model can account for a change in site size with laser wavelength, nor for the increase in the number density of sites. These observations would have to be interpreted in terms of the location and density of initiating electrons, and it is not evident why the density of initiating electrons would be a function of laser wavelength.
For an intrinsically pure material the multiphoton model would present even less agreement. The absorption would occur uniformly over some area which is related to the irradiance distribution of the laser pulse. The resultant damage morphology would be uniform, similar to that shown in Fig. 7 of Part I, and it would not have the appearance of isolated damage sites. Certainly thin films.cannot be regarded as intrinsic materials. It may be possible that a high-density cluster of atomic impurity levels occurs in the film and produces an isolated damage site. This type of effect could also explain the observed increase in number density as the wavelength decreases, since more impurity clusters might participate in the damage process as the number of photons required to initiate damage decreases. The major difficulty with the cluster hypothesis is in explaining the decrease in site size with a decrease in laser wavelength. We would have to argue that the size of the clusters which lead to damage is influenced by the laser wavelength, and there is no physical evidence or reasonable conceptual mechanism on which to argue such a proposition.
Combined Theory Comparison
There is a possibility that a combination of the multiphoton and avalance models might offer a better fit to the experimental data. For example, as previously stated, it is possible to explain the increase in number density of damage sites by multiphoton-initiated avalanche ionization. A combined theory could also explain the lack of a decrease in damage threshold between 1.06 and 0.53 pm in MgO (avalanche) and then the decrease at shorter wavelengths (multiphoton). This situation is shown as the combined theory in Fig. 1 . Some of the other materials such as ZrOz and HfQ2, which have a weak decline in damage threshold between 1.06 and 0.53 pm, would be explained by a multiphoton-dominated process.
Unfortunately, the last point highlights some of the failings of the combined theory.
If a multiphoton process were to dominate over avalanche ionization at a wavelength -Eg/3, it would be expected to do so first in materials with the smallest bandgaps. The absorption edges for MgO, HfOz, and TiOz are 0.175, at 0.24, 0.24, and 0.3 pm, respectively, while for MgF, and CaF, they are at 0.1 13 and 0.124 pm. Based on these purely bulk material parameters, the multiphoton process should dominate in the oxides before the flourides and this is contrary to the experimental observations. Thus, the major difficulty in trying to explain the experimental data by a combined theory is that the interpretations of pulsewidth and wavelength behavior for one material present an inconsistency when applied to other materials. There would still be no explanation for the change in damage-site size with wavelength.
Although both the avalanche and multiphoton models, either separately or combined, can account for portions of the data, contradictions accrue when all of the data is dealt with as a whole. The trends observed in the data are not adequately described by these two models. This conclusion is further substantiated by the fact that neither the avalanche nor the multiphoton theory contain any feature which can account for the observed Mm-thickness dependence. This parameter cannot be treated in an obvious manner by either of these two theories or their combination.
Impurity Model Comparison for Film Thickness and Laser Pulsewidth
Turning our attention to the impurity model, Figs. 6-9 provide a comparison of the ThF4 data presented in Section I11 of Part I to theoretical calculations based on (14) and (15). In each figure the damage threshold is plotted as a function of the film thickness. The solid curves result from theoretical calculations. In the case of ThF,, the impurity was modeled as T h o z , for which requisite thermal parameters were available. The most noticeable feature unique to the impurity model is the prediction of an increase in damage threshold with a decrease in film thickness. This ensues from the quite reasonable assumption that the maximum size of an impurity is limited by the film thickness. That is, as the film thickness increases, so do the impurity sizes. This observation is well documented oy work at Perkin-Elmer [SI] in which this situation has been observed for many types of optical thin films. The theoretical curves in the figures are normalized at each wavelength. This is done by selecting one data point for either the 5 or 15 ns data and normalizing the appropriate theoretical curve at that point. The other theoretical curve for the remaining pulsewidth is then normalized by the same factor so that Fig. 10 . Comparison of the predicted damage threshold of ThF4 by the impurity theory versus film thickness with experimentally measured damage thresholds ( h = 0.26 fim; upper solid curve is theory for 15 ns pulses; lower solid curve is theory for 5 ns pulses; circles and x's are experiment at 15 and 5 ns, respectively).
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the relative position of the two curves is not altered, i.e., the theoretical curves in each figure have been normalized to a single datu point.
It is apparent from the figures that the impurity model yields a good prediction of both the film thickness and the pulsewidth dependence of the damage threshold in ThF4. It furthermore predicts the observed decrease in film thickness dependence of damage at shorter wavelengths. The theoretical curves show a flattening over more of the film thickness range at 0.35 and 0.26 pm as opposed to 1.06 and 0.53 pm. Although it is not evident in the Mie cross section given in (16) and the thermal equation (1 5), the impurity theory predicts a decrease in the size of the impurity that is damaged with a decrease in the laser wavelength, The flattening of the theoretical curves at the shorter wavelengths occurs because the size of the impurity which is easiest to damage is excluded only in the very thin films. This effect follows from our assumption that defects cannot be larger in diameter than the film thickness. The value of film thickness at whch the damage thresholds begin to rise is therefore shifted toward thinner films at shorter wavelengths.
The 0.35 and 0.26 pm curves indicate that the 1 ,urn-thick film damage thresholds are slightly above the theoretical curves. One possible explanation is that, as the most damage-sensitive impurities become smaller, the ratio of the volume of film material required to be removed during the catastrophic damage process to the volume of impurity increases. The smaller particles absorb less total energy and require additional energy for material removal to occur and be visually recorded as damage. An indication of this process is shown in Fig. 10 . The morphology is of MgFz and ThF4, 1 pm-thick films, damaged at 0.26 pm. The small light spots appear to be damage sites at which the film surface has not yet fully ruptured. These light spots are seen only in regions that have been irradiated by the laser beam. A more graphic recording of this effect is shown in Fig. 11 . This picture of ThF4 film damage was taken with a scanning electron microscope (SEM) and clearly shows the development of cratering as a result of damage. If the film is damaged with an even higher energy laser pulse, material is removed in a large region as if the density of the craters be- came high enough to overlap (Fig. 8) . The center of the region is covered with many small pits and the light spots are seen only at the periphery of the interaction zone. The curves for the ThF4 data are representative of all the flouride film data. In contrast, Figs. 12 and 13 show the behavior of A1203 films damaged at 1.06 and 0.26 pmlaser wavelengths. We note that there is a weaker sensitivity of damage to film thickness and, although the agreement between theory and experiment is not as good as with flourides, this feature of decreased sensitivity with film thickness is accounted for quite adequately by the impurity theory. The decreased filmthickness sensitivity is a result of the five to six times smaller thermal conductiirity of A1203, compared to the flourides. A lower thermal conductivity of the host material relative to the impurity reduces the thermal losses from the impurity, and smaller impurities become the most damage sensitive. This behavior in A1203 films is similar to going to shorter wavelengths in ThF4 films. In fact, the 1.06 pm curve for A1203 films is quite similar to the 0.26 pm curve for the ThF4 films.
In general, the thermal conductivity of an oxide material is smaller, by a factor of five to an order of magnitude, than the thermal conductivity of a flouride material. The smaller energy loss from impurities in oxide films leads to a prediction by the impurity model of weaker pulsewidth and film-thickness dependence in oxide films than in flouride films. These trends are observed in the data. The impurity model, as well, predicts that the film-thickness dependence in oxides should become weaker and the pulsewidth dependence stronger with a decrease in laser wavelength. This behavior is observed in the Ai203, Ti02, and MgO data (Section 111, Part I).
Impurity Model Comparison for Laser Wavelength
Since the comparison between theory and experiment in Figs. 6-9 was made by normalizing the curves at each wavelength, they do not provide a reasonable picture of the wavelength dependence. faster drop in the damage threshold for the 4 h film than for the 1 X film as the wavelength decreases. Although the theoretical curve for the 1 X film is normalized to the 0.26 pm data point, the relative positions of the two curves remain as predicted by theory. The experimental data show a faster decrease in the damage threshold at 0.53 pm than the theoretical curves. This can be possibly explained by recourse to the imaginary index of refraction used in the Mie absorption cross section. The index was picked to fit with a transparent dielectric impurity (less than 0.01) at 1.06 ym. For this case the imaginary index of refraction increases with decreasing wavelength. This phenomenon was not included in the theory because of the general lack of knowledge of impurity composition. Based on absorption curves for dielectric materials, this increase in n' could be expected to be more pronounced at wavelengths shorter than 0.54 pm. If the wavelength dependence of the imaginary index of refraction could have been included in the theory, the curves would also have exhibited a faster drop in the damage threshold at shorter wavelengths. This is a fine point; what is important is that the impurity theory does predict the observed general trends of a drop in damage threshold as the wavelength is decreased.
Impurity Model Comparison for Damage Morphology
Finally, we will examine the observed damage morphology within the context of the impurity model.
Figs. 6 and 8 of Part I show that the individual damage sites decreased in size with decreasing wavelength. This trend was noted to be a general behavior in all of the films except TiOz at 0.35 pm. Since the impurity model predicts that the size of the damaging impurity decreases with decreasing wavelength, this would explain the observed morphology.
Research has been conducted to characterize the number density of impurities as a function of their scattering cross section in thin films [34] , [40] . Artem'ev et al. [34] have shown that the number density of scattering centers increased by two orders of magnitude as the cross section decreased from 3 X lo-' to 1 X cm2 . sues depends on the real and imaginary index of refraction, but, in general, it occurs for particles whose radius is slightly smaller than the wavelength of the incident light. This implied increase in number density with a decrease in particle size is further supported by the work of Leonov et al. [45] . They found that in bulk glass the number density of microinclusions increased from 3 X lo6 to 1 X 10l1 cm-3 as the particle radius decreased from 0.3 to 0.1 pm. With this strong evidence as support, the impurity model would also predict an increase in the number density of damage sites with a decrease in laser wavelength. Figs. 6 and 8 of Part I corroborate this prediction.
It was noted that the oxides, in general, do not exhibit as marked a change in morphology with wavelength as do the flourides. The impurity theory predicts that smaller impurities will damage in the oxides than flourides because of their smaller thermal conductivities. Thus, it would be expected that the morphology change would be less noticeable.
The damage morphology of MgO in Fig. 6 of Part I appears more like that of the flouride films. The thermal conductivity of MgO is larger than those of the other oxides and falls within the range of the flouride conductivities [53] . From the impurity model, it would be expected, therefore, that the inclusion morphology of the MgO films would be similar to that of the flouride films. It should also be noted that MgO was the only oxide material which did not exhibit a uniform morphology at 0.26 pm, being quite similar to the flouride morphology at this wavelength.
IV. CONCLUSIONS
In Section 111, Part I, fifteen specific observations were made on the experimental data and then examined in this paper in terms of each of the theoretical models. Of the fifteen experimental observations, the impurity model can explain fourteen. Figs. 6-9 , 12, and 13 have also shown that the impurity theory gives more than just a qualitative prediction of the observations l), 2), 4), 6), 8), and 9). The only issue which is unresolved by this model is the unusual nature of the data and morphology of the h thick HfOz films.
On the other hand, there are numerous problems in applying the avalanche and multiphoton models. These models cannot explain the film thickness dependence of damage or, in fact, items 1)-3), lo), 1 l), 14) , and 15). The strong (almost linear) time dependence given by the avalanche model cannot explain the pulse dependence observed in the flourides, nor can the multiphoton theory, which predicts a decrease in pulsewidth dependence as the laser wavelength decreases.
A combined avalanche and multiphoton model could explain observations 4) and 8), but the observed pulsewidth dependence in MgO at 0.26 pm would be in contradiction, This is because twophoton absorption at 0.53 pm would be one photon at 0.26 pm and MgO damage at 0.26 pm would be time independent. The uniform morphology observed in the oxides at 0.26 pm might be explained by intrinsic two-photon absorption; however, the nonexistence or weak pulse dependence in A1203, Si02, and Z,O2 damage supports one-photon absorption.
i n the final analysis, none of' the observed trends in the data can be explained in a consistant manner by the avalanche or multiphoton models. Table I1 gives a generalized summary of the results of the
