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Abstract
The standard representation of c*-algebra is used to describe fields in compactified
space-time dimensions characterized by topologies of the type ΓdD = (S
1)d ×MD−d.
The modular operator is generalized to introduce representations of isometry groups.
The Poincare´ symmetry is analyzed and then we construct the modular represen-
tation by using linear transformations in the field modes, similar to the Bogoliubov
transformation. This provides a mechanism for compactification of the Minkowski
space-time, that follows as a generalization of the Fourier-integral representation of
the propagator at finite temperature. An important result is that the 2 × 2 repre-
sentation of the real time formalism is not needed. The end result on calculating
observables is described as a condensate in the ground state. We analyze initially
the free Klein-Gordon and Dirac fields, and then formulate non-abelian gauge theo-
ries in ΓdD. Using the S-matrix, the decay of particles is calculated in order to show
the effect of the compactification.
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1 Introduction
The thermal quantum field theory was proposed by Matsubara [1], based on an
imaginary-time defined by a Wick rotation of the time-axis. The propagator is
written as a Fourier series in the imaginary time, by using the frequencies: ωn =
2πn/β (π(2n + 1)/β) for bosons (fermions), corresponding to the period β =
T−1, with T being the temperature [2,3]. Using the notion of spectral function,
as discussed by Kadanof and Baym [4], Dolan and Jackiw [5] managed to write
the thermal propagator in a Fourier integral representation, thus restoring
then time as a real quantity. In other words, the imaginary-time formalism
is interpreted topologically. It is proved that the temperature is introduced
in a quantum field theory by writing the original theory, formulated in the
Minkowski space, M4, in the compactified manifold Γ14 = S
1 × M3, where
the compactified dimension is the imaginary time. The circumference of S1
is β [6,7]. It is our objective here to generalize the argument advanced in
Refs. [4] and [5] to include not only the time but also space coordinates, in
such way that any set of dimensions of the manifold MD can be compactified,
defining a theory in the topology ΓdD = (S
1)d ×MD−d, with 1 ≤ d ≤ D. This
establishes that the Fourier integral representation is sufficient to deal with the
general question of compactification in the ΓdD topology at finite-temperature
and real-time. To proceed, we have to set forth the general structure for such
an approach. As a consequence, for the case of Γ14, that structure provides a
simplified version of the real-time formalism for finite-temperature quantum
fields.
It is well-known that there are two versions for a real-time finite-temperature
quantum field theory. One was formulated by Schwinger [8,9,10] and Keldysh [11],
and is based on using a path in the complex time plane [12]. The other is the
thermofield dynamics (TFD) proposed by Takahashi and Umezawa [13]. In
this case, the thermal theory is constructed on a Hilbert space and thermal
effects are introduced by a Bogoliubov transformation [7,13,14,15]. In equilib-
rium, these two real-time formalisms are basically the same and the propaga-
tor, Gab, a, b = 1, 2, is a 2 × 2 matrix [16]. However, the physical content is
present only in the component G11, which is, moreover, just the propagator
in the Fourier integral representation as studied by Dolan and Jackiw. Such a
result suggests that a real-time theory may be fully formulated in such a way
that the propagator is written as a c-number (not as a matrix). This is an
additional motivation for developing the central theme of this paper, insofar
as this procedure can be extended to general cases with the topology ΓdD.
An approach describing systems in compactified spaces is derived as a general-
ization of both the Matsubara formalism, involving the Fourier series, [6,17,18,19]
and TFD [20]. There are numerous applications of such a formalism, includ-
ing the Casimir effect for the electromagnetic and fermion fields within a
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box [20,21], the λφ4 model describing the order parameter for the Ginsburg-
Landau theory for superconductors [22], and the Gross-Neveu model as an ef-
fective approach for QCD [23,24]. The extension of this method to the Fourier
integral representation is important to address many other problems in a topol-
ogy ΓdD that are of interest in different areas, such as cosmology, condensed
matter and particle physics [25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42,43].
In order to proceed with such a generalization, we rely on algebraic bases, us-
ing the modular representation of the c∗-algebra.
The c∗-algebra has played a central role in the development of functional
analysis, and has attracted much attention due to its importance in non-
commutative geometry [44,45,46,47]. It was first associated with the quantum
field theory at finite temperature, through the imaginary time formalism [48].
Actually, the search for the algebraic structure of the Gibbs ensemble the-
ory leads to the Tomita-Takesaki, or the standard representation of the c∗-
algebra [48,49,50].
For the real-time formalism, the c∗-algebra approach was first analyzed by
Ojima [51]. Later, the use of the Tomita-Takesaki Hilbert space, as the carrier
space for representations of kinematical groups, was developed [52,53], in order
to build thermal theories from symmetry: that is called the thermo group.
A result emerging from this analysis is that the tilde-conjugation rules, the
doubling in TFD, are identified with the modular conjugation of the standard
representation. In addition, the Bogoliubov transformation, the other basic
TFD ingredient, corresponds to a linear mapping involving the commutants
of the von Neumann algebra. This TFD apparatus has been developed and
applied in a wide range of problems [14,15,54]. In particular, the physical
interpretation of the doubling of the operators has been identified [7].
The doubling of the propagator in real-time formalisms, however, is no longer
necessary since we consider, as a starting point, the modular group introduced
in a c∗-algebra. This is a result that we prove here, by using the modular rep-
resentation of the Poincare´ group. It is worth mentioning that, the modular
conjugation is defined in order to respect the Lie algebra structure. This proce-
dure provides a consistent way to define the modular conjugation for fermions;
which is usually a non-simple task due to a lack of criterion [51]. Using a Bo-
goliubov transformation, the effect of compactification in ΓdD is introduced
and a Fourier integral representation for the propagator is derived. Initially,
an analysis is carried out for free boson and fermion fields. An extension of
the formalism for abelian and non-abelian gauge-fields is introduced by func-
tional methods. Exploring the canonical formalism, the S-matrix is developed
and applied to calculate, as an example, decay rates by considering compacti-
fied spatial dimensions. It is important to emphasize that, the Feynman rules
follow in parallel as in the Minkowski space-time theory and that the com-
pactification corresponds to a process of condensation in the vacuum state.
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The topology then leads naturally to the notion of quasi-particles.
The paper is organized in the following way. In Section 2, we present elements
of the standard representation of the c∗-algebra, and use it to construct a
representation theory of quantum fields in ΓdD topologies. In Section 3, the
modular representations of Lie algebras are developed. In Section 4, physi-
cal aspects of the theory are discussed. In Section 5, we construct the path
integral for determining fields in compactified space-time. In section 6, we
elaborate the extension of the formalism to an SU(3) gauge theory. In Section
7, the S-matrix is developed with application to the analysis of reaction rates.
Concluding remarks are presented in Section 8.
2 C∗-algebra and compactified propagators
Let us initially present a re´sume´ of some aspects of c∗-algebras in order to
explore representations of Lie groups [52,53]. This sets the basis to built up
the appropriate generalization of the finite-temperature formalism to also ac-
commodate spatial compactification.
A c∗-algebra A is a von Neumann algebra over the field of complex numbers
C with two different maps, an involutive mapping ∗ : A → A and the norm,
which is a mapping defined by ‖ · ‖ : A → R+ [48,49,50]. Let (Hw, πw(A)) be
a faithful realization of A, where Hw is a Hilbert space and πw(A) : Hw →Hw
is a ∗-isomorphism of A defined by linear operators in Hw. Taking | ξw〉 ∈ Hw
to be normalized, it follows that 〈ξw | πw(A) | ξw〉, for every A ∈ A, defines a
state over A denoted by wξ(A) = 〈ξw | πw(A) | ξw〉. As was demonstrated by
Gel’fand, Naimark and Segal (GNS), the inverse is also true; i.e. every state ω
of a c∗-algebra A admits a vector representation | ξw〉 ∈ Hw such that w(A) ≡
〈ξw | πw(A) | ξw〉. This realization is called the GNS construction [48,49,50],
which is valid if the dual coincides with the pre-dual.
The Tomita-Takesaki (standard) representation is a class of representations of
c∗-algebras introduced as follows. Consider σ : Hw → Hw to be a (modular)
conjugation in Hw, that is, σ is an anti-linear isometry such that σ2 = 1.
The set (Hw, πw(A)) is a Tomita-Takesaki representation of A, if σπw(A)σ =
π˜w(A) defines a ∗ -anti-isomorphism on the linear operators. It follows that
(Hw, π˜w(A)) is a faithful anti-realization of A. It is to be noted that π˜w(A) is
the commutant of πw(A); i.,e. [πw(A), π˜w(A)] = 0. In this representation, the
state vectors are invariant under σ; that is, σ | ξw〉 =| ξw〉. As long as there
is no confusion, elements of the set πw(A) will be denoted by A and those of
π˜w(A) by A˜.
With this notation, the tilde and non-tilde operators, defined above by the σ
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modular conjugation, have the properties,
(AiAj)
˜= A˜iA˜j,
(cAi + Aj)
˜= c∗A˜i + A˜j ,
(A†i)
˜= (A˜i)†,˜˜
Ai = Ai,
[Ai, A˜j ] = 0,
|ξw〉˜ = |ξw〉 and 〈ξw |˜ = 〈ξw|.
These tilde-conjugation rules are derived in TFD in association with prop-
erties of physical (usually non-interacting) systems and are called the tilde
conjugation rules [14].
An interesting aspect of this construction is that properties of ∗-automorphisms
in A can be defined through a unitary operator, say ∆(τ), invariant under
the modular conjugation, i.e. [∆(τ), σ] = 0. Then writing ∆(τ) as ∆(τ) =
exp(iτÂ), where Â is the generator of symmetry, we have σÂσ = −Â. There-
fore, the generator Â is an odd polynomial function of A− A˜, i.e.
Â = f(A− A˜) =
∞∑
n=0
cn(A− A˜)2n+1, (1)
where the coefficients cn ∈ R.
Consider the simple case where c0 = 1, cn = 0, ∀ n 6= 0, i.e. Â = A−A˜. Taking
A to be the Hamiltonian, H, the time-translation generator is given by Ĥ .
The parameter τ is related to a Wick rotation such that τ → iβ; resulting in
∆(β) = e−βĤ , where β = T−1 , T being the temperature. This is the so-called
modular operator in c∗-algebras. As a consequence, a realization for w(A) as
a Gibbs ensemble average is introduced [48,49,50],
wβA =
Tr(e−βHA)
Tre−βH
. (2)
We now proceed with the generalization of this construction for finite temper-
ature, corresponding to the compactification of the imaginary time, to accom-
modate also spatial compactification. To do so, we replace H by the generator
of space-time translations, P µ, in a d-dimensional subspace of aD-dimensional
Minkowski space-time, MD, with d ≤ D. Then we generalize Eq. (2) to the
form
wαA =
Tr(e−αµP
µ
A)
Tre−αµPµ
, (3)
where αµ are the group parameters. This leads to the following statement:
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• Proposition 1: For A(x) in the c∗-algebra A, there is a function wαA(x), x in
MD, defined by Eq. (3) such that
wαA(x) = w
α
A(x+ iα), (4)
where α = (α0, α1, ..., αd−1, 0, . . . , 0). This implies that w
α
A(x) is periodic,
in the d-dimensional subspace, with α0 being the period in the imaginary
time, i.e. α0 = β, and αj = iLj , j = 1, ..., d − 1, are identified with the
periodicity in spatial coordinates.
It is important to be noted that wαA(x) preserves the isometry, since it is de-
fined by elements of the isometry group. Therefore, the theory is defined in
the topology ΓdD = (S
1)d × MD−d. For the particular case of d = 1, taking
α0 = β, we have to identify Eq. (4) as the KMS (Kubo-Martin-Schwinger)
condition [7]. Then by using the GNS construction, a quantum theory in ther-
mal equilibrium is equivalent to taking this theory in a Γ1D topology in the
imaginary-time axis, where the circumference of S1 is β, as it is well known.
The generalization of this result for space coordinates is given by Eq. (4); it
corresponds to the generalized KMS condition for field theories in toroidal
spaces (S1)d×MD−d. On the other hand the average given in Eq. (3) can also
be written as
wαA(x) ≡ 〈ξαw|A(x)|ξαw〉. (5)
In the next section, we turn our attention to constructing the state |ξαw〉 ex-
plicitly.
Let us consider, as an example, the free propagator for the Klein-Gordon-field.
In this case the Lagrangian density is
L = 1
2
∂µφ(x)∂
µφ(x)− m
2
2
φ(x)2,
and we take
A(x, x′) = T[φ(x)φ(x′)],
where T is the time-ordering operator. The propagator for the compactified
field is G0(x− x′;α) ≡ wαA(x, x′), that is
G0(x− x′;α) = Tr(e
−αµPµTφ(x)φ(x′))
Tre−αµpµ
. (6)
The generalized KMS condition, Eq. (4), then allows us to write the series-
integral representation, corresponding to a modified Matsubara prescription,
i.e.
G0(x− x′;α) = 1
id α0 · · · αd−1
∑
n0···nd−1
∫ dD−dk
(2π)D−d
e−ikα·(x−x
′)
k2α −m2 + iε
, (7)
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where kα = (k
0
n0
, k1n1, . . . , k
d−1
nd−1
, kd . . . , kD−1), with
kjnj =
2πnj
αj
, 0 ≤ j ≤ d− 1,
nj ∈ Z and dD−dk = dkddkd+1 · · · dkD−1. In what follows, we employ the name
Matsubara representation (or prescription) referring to both time and space
compactification. The Green function G0(x− x′;α) is a solution of the Klein-
Gordon equation since wαA, by definition, respects the isometry. This means
that G0(x− x′;α) is the Green function of a boson field defined locally in the
Minskowki space-time. Globally this theory is such that G0(x − x′;α) has to
satisfy periodic boundary conditions. These facts assure us that G0(x− x′;α)
is the Green function of a field theory defined in a hyper-torus, ΓdD = (S
1)d ×
M
D−d, with 1 ≤ d ≤ D, where the circumference of the j-th S1 is specified
by αj . Then we can proceed to study representations in terms of the spectral
function, as derived for the case of temperature by Dolan and Jackiw [5]. We
first consider one-compactified dimension as an example, following the detailed
calculation presented in the Appendix.
Take the topology Γ1D where the imaginary time-axis is compactified. In this
case, we denote, α = (β, 0, . . . , 0) = βn̂0, n̂0 = (1, 0, . . . , 0), with T = β
−1
being the temperature, such that the Green function is given by
G0(x− y; β) = 1
iβ
∑
l0
∫
dD−1k
(2π)D−1
e−ikl0 ·(x−y)
(kl0)
2 −m2 + iε ,
where kl0 = (k
0
l0, k
1, . . . , kD−1), with k0l0 = 2πl0/β, being the Matsubara fre-
quency. Then this propagator is mapped, by an analytical continuation, into
a Fourier integral representation given by
G0(x− y; β) =
∫ dDk
(2π)D
e−ik(x−y) G0(k; β), (8)
where
G0(k; β) = G0(k) + fβ(k
0)[G0(k)−G∗0(k)]
and
fβ(k
0) =
∞∑
l0=1
e−βωkl0 =
1
eβωk − 1 ≡ n(k
0; β),
which is the boson distribution function at temperature T with ωk = k
0. Then
we have
G0(k; β) =
−1
k2 −m2 + iε + n(k
0; β)2πiδ(k2 −m2),
In the case of compactification of the coordinate x1, for the topology Γ1D, we
take α = (0, iL1, 0, . . . , 0) = iL1n̂1, with n̂1 = (0, 1, 0, . . . , 0). The factor i in
the parameter αj corresponding to the compactification of a space coordinate
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makes explicit that we are working with the Minkowski metric; the period in
the x1 direction is real and equal to L1. The propagator has the Matsubara
representation
G0(x− y;L1) = 1
L1
∑
l1
∫
dD−1k
(2π)D−1
e−ikl1 ·(x−y)
(kl1)
2 −m2 + iε ,
where kl1 = (k
0, k1l1, k
2, . . . , kD−1), with k1l1 = 2πl1/L1. The Fourier-integral
representation can be derived along the same way as in the case of tempera-
ture [7], leading to
G0(x− y;L1) =
∫ dDk
(2π)D
e−ik(x−y) G0(k;L1),
where
G0(k;L1) =
−1
k2 −m2 + iε + fL1(k
1)2πiδ(k2 −m2),
with
fL1(k
1) =
∞∑
l1=1
e−iL1k
1l1 .
As another example, we consider the topology Γ2D, accounting for a double
compactification, one being the imaginary time and the other the x1 direction.
In this case α = (β, iL1, 0, . . . , 0) = βn̂0+iL1n̂1. The Matsubara representation
is
G0(x− y; β, L1) = 1
iβL1
∑
l0,l1
∫ dD−2k
(2π)D−2
e−ikl0l1 ·(x−x
′)
(kl0l1)
2 −m2 + iε ,
where kl0l1 = (k
0
l0, k
1
l1, k
2, . . . , kD−1), with k0l0 = 2πl0/β and k
1
l1 = 2πl1/L1. The
corresponding Fourier-integral representations is
G0(x− y; β, L1) =
∫ dDk
(2π)D
e−ik(x−y) G0(k; β, L1),
where
G0(k; β, L1) =
−1
k2 −m2 + iε + fβL1(k
0, k1)2πiδ(k2 −m2),
with
fβL1(k
0, k1) = fβ(k
0) + fL1(k
1) + 2fβ(k
0)fL1(k
1).
In the Appendix we demonstrate this result, as well as the generalization for d
compactified dimensions. In any case, the general structure of the propagator
is given by
G0(x− y;α) =
∫
dDk
(2π)D
e−ik(x−y) G0(k;α), (9)
where
G0(k;α) = G0(k) + fα(kα)[G0(k)−G∗0(k)], (10)
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This is one of the main result in this paper. The next step is to consider
interacting systems in a topology ΓdD. Before that, we have to finish the GNS
construction for this case.
3 ∗-Lie algebras and field theory
Our main goal in this section is to demonstrate the existence of the states
|ξαw〉, introduced in Eq. (5), as a second part of the GNS construction. For
that, we study first general elements of representations for Lie algebras, by
using the modular representations of a c*-algebra. Applying the results for
the Poincare´ group, we analyze representations describing free bosons and
fermions compactified in space-time.
3.1 Modular representation and Lie groups
Consider ℓ = {ai, i = 1, 2, 3, ...} a Lie algebra over the (real) field R, of a
Lie group G, characterized by the algebraic relations (ai, aj) = Cijkak, where
Cijk ∈ R are the structure constants and (, ) is the Lie product (we are assum-
ing the convention of summation over repeated indices). Using the modular
conjugation, ∗-representations for ℓ, denoted by ∗ℓ, are constructed. Let us
take π(ℓ), a representation for ℓ as a von Neumann algebra, and π˜(ℓ) as the
representation for the correspondent commutant. Each element in ℓ is denoted
by π(ai) = Ai and π˜(ai) = A˜i; thus we have [55],
[A˜i, A˜j] = −iCijkA˜k, (11)
[Ai, Aj] = iCijkAk, (12)
[A˜i, Aj] = 0. (13)
This provides a reducible representation for ℓ without an apparent physical or
mathematical outcome of interest. However, a careful analysis brings out facts
that are important, at least, in physics. The modular generators of symmetry
are given by Â = A− A˜. Then we have from Eqs. (11)-(13) that the ∗ℓ algebra
is given by
[Âi, Âj ] = iCijkÂk, (14)
[Âi, Aj] = iCijkAk, (15)
[Ai, Aj] = iCijkAk. (16)
This is just the semidirect product of the faithful representation π(ai) = Ai
and the other faithful representation π̂(Ai) = Âi, with π(ai) providing ele-
ments of the invariant subalgebra. This is the proof of the following statement:
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• Proposition 2. Consider the Tomita-Takesaki representation, where the von
Neumann algebra is a Lie algebra, ℓ. Then the modular representation for
ℓ is given by Eqs. (14)-(16 ), the ∗ℓ-algebra, where the invariant subalgebra
describes properties of observables of the theory, that are transformed under
the symmetry defined by the generators of modular transformations.
Another aspect to be explored is a set of linear mappings U(ξ) : πw(A) ×
π˜w(A) → πw(A) × π˜w(A) with the characteristics of a Bogoliubov transfor-
mation, i.e. U(ξ) is canonical, in the sense of keeping the algebraic relations,
and unitary but only for a finite dimensional basis. Then we have a group
with elements U(ξ) specified by the parameters ξ. This is due to the two
commutant sets in the von Neumann algebra. The characteristic of U(ξ) as
a linear mapping is guaranteed by the canonical invariance of ∗ℓ. In terms of
generators of symmetry and tilde operators we obtain,
A(ξ) = U(ξ)AU(ξ)−1,
A˜(ξ) = U(ξ)A˜U(ξ)−1,
such that
[A˜(ξ)i, A˜(ξ)j ] = −iCijkA˜(ξ)k,
[A(ξ)i, A(ξ)j] = iCijkA(ξ)k,
[A˜(ξ)i, A(ξ)j ] = 0.
The goal here is to use U(ξ) to construct explicitly the states wξA(x) introduced
in Eq. (4), describing fields in a ΓdD topology. For the Poincare´ algebra, for
instance, we have the ∗-Poincare´ Lie algebra (∗p) given by
[Mµν , Pσ] = i(gνσPµ − gσµPν), (17)
[Pµ, Pν ] = 0, (18)
[Mµν ,Mσρ] = −i(gµρMνσ − gνρMµσ + gµσMρν − gνσMρµ), (19)
[M˜µν , P˜σ] = −i(gνσP˜µ − gσµP˜ν), (20)
[P˜µ, P˜ν ] = 0, (21)
[M˜µν , M˜σρ] = i(gµρM˜νσ − gνρM˜µσ + gµσM˜ρν − gνσM˜ρµ), (22)
where M˜µν = M˜µν(ξ), Mµν = Mµν(ξ), P˜µ = P˜µ(ξ) and Pµ = Pµ(ξ). All other
commutation relations are zero. For this algebra, we obtain representations
for generators of symmetry. Generators of the Poincare´ symmetry are given
by M̂µν = Mµν−M˜µν and P̂µ = Pµ− P˜µ and satisfy the commutation relations
similar to those given by Eqs. (14)-(16). The representations are constructed
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by using a set of Casimir invariants, i.e.
w2 = wµw
µ, (23)
P 2 = PµP
µ, (24)
w˜2 = w˜µw˜
µ, (25)
P˜ 2 = P˜µP˜
µ (26)
where wµ =
1
2
εµνσρM
νσP ρ is the Pauli-Lubanski vector.
3.2 Boson fields
Let us consider a free quantum field describing bosons. The modular conju-
gation rules can be applied to any relation among the dynamical variables, in
particular to the equation of motion in the Heisenberg picture. The set of dou-
bled equations are then derived by writing the hat-Hamiltonian, the generator
of time translation, as Ĥ = H−H˜ . However, due to the GNS construction, we
need to consider only the evolution of the Lagrangian for non-tilde operators,
evolving in space-time by the generators of ∗p. In this case the time evolution
generator is Ĥ. Then we have the Lagrangian densities L(x) and L(x; ξ) given,
respectively, by
L(x) = 1
2
∂µφ(x)∂
µφ(x)− m
2
2
φ(x)2, (27)
L(x; ξ) = 1
2
∂µφ(x; ξ)∂
µφ(x; ξ)− m
2
2
φ(x; ξ)2, (28)
where the field φ(x; ξ) is defined by
φ(x; ξ) = U(ξ)φ(x)U−1(ξ).
The mapping U(ξ) is taken as a Bogoliubov transformation and is defined,
as usual, by a two-mode squeezed operator. For fields expanded in terms of
modes, we define
U(ξ) = exp
{∑
k
θ(kξ; ξ)[a
†(k)a˜†(k)− a(k)a˜(k)]
}
=
∏
k
U(k; ξ), (29)
where
U(kξ; ξ) = exp{θ(kξ; ξ)[a†(k)a˜†(k)− a(k)a˜(k)]},
with θ(kξ; ξ) being a function of the momentum, kξ, and of the parameters
ξ, both to be specified. The label k in the sum and in the product of the
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equations above is to be taken in the continuum limit, for each mode. Then
we have
φ(x; ξ) =
∫
dD−1k
(2π)D−1
1
2k0
[a(k; ξ)e−ikx + a†(k; ξ)eikx]. (30)
To obtain this expression, we have used the non-zero commutation relations
[a(k; ξ), a†(k′; ξ)] = (2π)32k0δ(k− k′), (31)
with
a(k; ξ) = U(kξ; ξ)a(k)U
−1(kξ; ξ)
= u(kξ; ξ)a(k)− v(kξ; ξ) a˜†(k),
where u(kξ; ξ) and v(kξ; ξ) are given in terms of θ(kξ; ξ) by
u(kξ; ξ) = cosh θ(kξ; ξ),
v(kξ; ξ) = sinh θ(kξ; ξ).
The inverse is
a(k) = u(kξ; ξ)a(k; ξ) + v(kξ; ξ) a˜
†(k; ξ),
such that the other operators a†(k), a˜(k) and a˜†(k) are obtained by applying
the hermitian conjugation or the tilde conjugation, or both.
It is worth noting that the transformation U(ξ) can be mapped into a 2 × 2
representation of the Bogoliubov transformation, i.e.
B(kξ; ξ) =
 u(kξ; ξ) −v(kξ; ξ)
−v(kξ; ξ) u(kξ; ξ)
 , (32)
with u2(kξ; ξ)− v2(kξ; ξ) = 1, acting on the pair of commutant operators as a(k; ξ)
a˜†(k; ξ)
 = B(kξ; ξ)
 a(k)
a˜†(k)
 .
A Bogoliubov transformation of this type gives rise to a compact and elegant
2 × 2 representation of the propagator in the real-time formalism. However,
to derive and use a quantum field theory in a topology ΓdD following the GNS
construction, we observe that this matrix representation for the propagator is
indeed not necessary. This aspect is useful for applications, in particular to
represent an ease in the calculations of physical processes.
The Hilbert space is constructed from the ξ-state, |0(ξ)〉 = U(ξ)|0, 0˜〉, where
|0, 0˜〉 = ⊗
k
|0, 0˜〉k and |0, 0˜〉k is the vacuum for the mode k. Then we have:
a(k; ξ)|0(ξ)〉 = a˜(k; ξ)|0(ξ)〉 = 0 and 〈0(ξ)|0(ξ)〉 = 1. This shows that |0(ξ)〉 is
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a vacuum for ξ-operators a(k; ξ). However, it is a condensate for the operators
a and a†. An arbitrary basis vector is given in the form
|ψ(ξ); {m}; {k}〉= [a†(k1; ξ)]m1 · · · [a†(kM ; ξ)]mM
×[a˜†(k1; ξ)]n1 · · · [a˜†(kN ; ξ)]nN |0(ξ)〉, (33)
where ni, mj = 0, 1, 2, ..., with N and M being indices for an arbitrary mode.
Consider only one field-mode, for simplicity. Then we write |0(ξ)〉 in terms of
u(ξ) and v(ξ) as
|0(ξ)〉 = 1
u(ξ)
exp[
v(ξ)
u(ξ)
a†a˜†]|0, 0˜〉
=
1
u(ξ)
∑
n
(
v(ξ)
u(ξ)
)n
|n, n˜〉. (34)
This provides an explicit example of states in the GNS construction for a
quantum field theory in a topology ΓdD. Since the state |0(ξ)〉 is a trace-like
state, this leads to the state wαA(x). At this point, the physical meaning of an
arbitrary ξ-state given in Eq. (33) is not established. This aspect is discussed
by considering the Green function defined by
G0(x− y; ξ) = −i〈0(ξ)|T[φ(x)φ(y)]|0(ξ)〉.
We demand then that G0(x− y; ξ) ≡ G0(x− y;α), where G0(x− y;α) is given
in Eq. (6). Using U(ξ) in Eq. (29), we find that the ξ-Green function is written
as
G0(x− y; ξ) = −i〈0˜, 0|T[φ(x; ξ)φ(y; ξ)]|0, 0˜〉.
Then, using the field expansion (30) and the commutation relation (31), we
obtain
G0(x− y; ξ) =
∫
dDk
(2π)D
e−ik(x−y) G0(k; ξ), (35)
where
G0(k; ξ) = G0(k) + v
2(kξ; ξ)[G0(k)−G∗0(k)].
This propagator is formally identical to G0(x − y;α) written in the integral
representation given by Eqs. (9) and (10). Then the analysis in terms of rep-
resentation of Lie-groups and the Bogoliubov transformation leads to the in-
tegral representation by performing the mapping v2(kξ; ξ) → fα(kα). Notice
that this is possible, since v2(kξ; ξ) has not been fully specified up to this point.
Considering the specific case of compactification in time, in order to describe
temperature only, the real quantity v2(kξ; ξ) is mapped in the real quantity
fβ(w) ≡ n(β). Including space compactification, fα(kα) is a complex function,
according to Appendix. In such a case, we can consider fα(kα) as the analyt-
ical continuation of the real function v2(kξ; ξ); a procedure that is possible,
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since, v2(kξ; ξ) is arbitrary. Therefore, for space compactification, we can also
perform the mapping v2(kξ; ξ) → fα(kα) in G0(k; ξ), in order to recover the
propagator shown in Eqs. (9) and (10). From now on, we denote the vector
|ξαw〉 by |α〉 and the function fα(kα) by v2(kα;α).
3.3 Fermion field
A similar mathematical structure is introduced for the compactification of
fermion fields. With the average given in Eq. (3), wαA(x) ≡ 〈α|A(x)|α〉, A(x)
is defined in terms of fermion operators. We have first to construct the state
|α〉 explicitly.
The Lagrangian density for the free Dirac field is
L(x) = 1
2
ψ(x)
[
γ · i←→∂ −m
]
ψ(x) (36)
and for the α-field we have
L(x;α) = 1
2
ψ(x;α)
[
γ · i←→∂ −m
]
ψ(x;α). (37)
The field ψ(x;α) is expanded as
ψ(x;α) =
∫ dD−1k
(2π)D−1
m
k0
2∑
ζ=1
[
cζ(k;α)u
(ζ)(k)e−ikx + d†ζ(k;α)v
(ζ)(k)eikx
]
,
where u(ζ)(k) and v(ζ)(k) are basic spinors. The fermion field ψ(x;α) is defined
by
ψ(x;α) = U(α)ψ(x)U−1(α),
where U(α) is
U(α) = exp
{∑
k
{θc(k;α)[c†(k)c˜†(k)− c(k)c˜(k)]
+θd(k;α)[d
†(k)d˜†(k)− d(k)d˜(k)]}
}
=
∏
k
Uc(k;α)Ud(k;α),
with
Uc(k;α)= exp{θc(k;α)[c†(k)c˜†(k)− c(k)c˜(k)]},
Ud(k;α)= exp{θd(k;α)[d†(k)d˜†(k)− d(k)d˜(k)]}.
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The fermion α-operators c(k;α) and d(k;α) are written in terms of non α-
operators by
c(k;α)=U(α)c(k)U−1(α) = U(k;α)c(k)U−1(k;α)
=uc(k;α)c(k)− vc(k;α)c˜†(k),
d(k;α)=U(α)d(k)U−1(α) = U(k;α)d(k)U−1(k;α)
=ud(k;α)d(k)− vd(k;α)d˜†(k).
The parameters θc(k;α) and θd(k;α) are such that sin θc(k;α) = vc(kα;α), and
sin θd(k;α) = vd(kα;α), resulting in v
2
c (kα;α) + u
2
c(kα;α) = 1 and v
2
d(kα;α) +
u2d(kα;α) = 1. The inverse formulas for the α-operators are
c(k)= uc(kα;α)c(k;α) + vc(kα;α)c˜
†(k;α),
d(k)= ud(kα;α)d(k;α) + vd(k;α)d˜
†(k;α).
Observe that the operators c and d carry a spin index.
These operators satisfy the anti-commutation relations
{cζ(k, α),c†κ(k′, α)} = {dζ(k, α),d†κ(k′, α)} = (2π)3
k0
m
δ(k− k′)δζκ,
with all the other anti-commutation relations being zero. In order to be con-
sistent with the Lie algebra, and with the definition of the α -operators,
a fermion operator, A, is such that
˜˜
A = −A and a tilde-fermion operator
anti-commutes with a non-tilde operator. This is consistent in the following
sense. Consider, for instance, c(k;α) = U(k;α)c(k)U−1(k;α) and c˜(k;α) =
U(k;α)c˜(k)U−1(k;α). In order to map c(k;α)→ c˜(k;α) by using the modular
conjugation, directly, it leads to ˜˜c(k) = −c(k). This is important to preserve
the canonical structure of U(k;α), regarding in particular the ∗Lie-algebra.
This analysis provides then a precise and simple way to define the modular
conjugation for fermions.
Let us define the α-state |0(α)〉 = U(α)|0, 0˜〉, where
|0, 0˜〉 =⊗
k
|0, 0˜〉k
and |0, 0˜〉k is the vacuum for the mode k for particles and anti-particles. This
α-state satisfies the condition 〈0(α)|0(α)〉 = 1. Moreover, we have
c(k;α)|0(α)〉= c˜(k;α)|0(α)〉 = 0,
d(k;α)|0(α)〉= d˜(k;α)|0(α)〉 = 0.
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Then |0(α)〉 is a vacuum state for the α-operators c(k;α) and d(k;α). Basis
vectors are given in the form
[c†(k1;α)]
r1 · · · [d†(kM ;α)]rM [c˜†(k1;α)]s1 · · · [d˜†(kN ;α)]sN |0(α)〉,
where ri, si = 0, 1. A general α-state can then be defined by a linear combina-
tions of such basis vectors.
Let us consider some particular cases, first, the case of temperature. The
topology is Γ1D, and we take α = (β, 0, . . . , 0), leading to
v2c (k
0; β)=
1
eβ(wk−µc) + 1
,
v2d(k
0; β)=
1
eβ(wk+µd) + 1
,
where µc and µd are the chemical potential for particles and antiparticles,
respectively. For simplicity, we take µc = µd = 0, and write vF (k
0; β) =
vc(k
0; β) = vd(k
0; β), such that
v2F (k
0; β) =
1
eβwk + 1
=
∞∑
n=1
(−1)1+ne−βwkn.
For the case of spatial compactification, we take α = (0, iL1, 0, . . . , 0). By a
kind of Wick rotation, we derive v2F (k
1;L1) from v
2
F (k
0; β), resulting in
v2F (k
1;L1) =
∞∑
n=1
(−1)1+ne−iL1k1n.
For spatial compactification and temperature, we have (see the Appendix)
v2F (k
0, k1; β, L1) = v
2
F (k
1; β) + v2F (k
1;L1) + 2v
2
F (k
1; β)v2F (k
1;L1).
The α-Green function is defined by S0(x, y;α) = w
α
A(x, y) ≡ 〈0(α)|A(x, y)|0(α)〉,
where A(x, y) = T[ψ(x)ψ(y)]. Then we have
S0(x− y;α) = −i〈0(α)|T[ψ(x)ψ(y)]|0(α)〉. (38)
Let us write
iS0(x− y;α) = θ(x0 − y0)S(x− y;α)− θ(y0 − x0)S(y − x;α), (39)
with S(x−y;α) = 〈0(α)|ψ(x)ψ(y)|0(α)〉 and S(x−y;α) = 〈0(α)|ψ(y)ψ(x)|0(α)〉.
Calculating S and S we obtain
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S(x− y;α)= (iγ · ∂ +m)
∫
dD−1k
(2π)D−1
1
2ωk
×[e−ik(x−y) − v2F (kα;α)(e−ik(x−y) − eik(x−y))],
For the term S(x− y;α), we have
S(x− y;α)= (iγ · ∂ +m)
∫
dD−1k
(2π)D−1
1
2ωk
×[−eik(x−y) + v2F (kα;α)(e−ik(x−y) + eik(x−y))].
This leads to
S0(x− y;α) = (iγ · ∂ +m)GF0 (x− y;α), (40)
where
GF0 (x− y;α) =
∫
dDk
(2π)D
e−ik(x−y)GF0 (k;α), (41)
and
GF0 (k;α) = G0(k) + v
2
F (kα;α)[G0(k)−G∗0(k)]. (42)
This Green function is similar to the boson Green function, Eq. (35); the
difference is the fermion function v2F (kα;α). Again we observe that, due to the
GNS construction, the 2×2-representation of the propagator is not necessary,
although it can be introduced. In such a case the Bogoliubov transformation
is written in the form of a 2 × 2 matrix for particles (subindex c) and anti-
particles (subindex d) is
Bc,d(kα;α) =
 uc,d(kα;α) vc,d(kα;α)
−vc,d(kα;α) uc,d(kα;α)
 . (43)
4 Generating functional
We now construct the generating functional for interacting fields living in a
flat space with topology ΓdD.
4.1 Bosons
For a system of free bosons, we consider, up to normalization factors, the
following generating functional
Z0 ≃
∫
DφeiS =
∫
Dφ exp[i
∫
dxL] =
∫
Dφ exp{−i
∫
dx[
1
2
φ(+m2)φ−Jφ]},
(44)
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where J is a source. Such a functional is written as
Z0 ≃ exp{ i
2
∫
dxdy[J(x)(+m2 − iε)−1J(y)]}, (45)
describing the usual generating functional for bosons. However, we would like
to introduce the topology ΓdD. This is possible by finding a solution of the
Klein-Gordon equation
(+m2 + iε)G0(x− y;α) = −δ(x− y). (46)
Using this result in Eq. (45), we find the normalized functional
Z0[J ;α] = exp{ i
2
∫
dxdy[J(x)G0(x− y;α)J(y)]}. (47)
Then we have
G0(x− y;α) = i δ
2Z[J ;α]
δJ(y)δJ(x)
|J=0.
In order to treat interactions, we analyze the usual approach with the α-Green
function. The Lagrangian density is
L(x) = 1
2
∂µφ(x)∂
µφ(x)− m
2
2
φ2 + Lint,
where Lint = Lint(φ) is the interaction Lagrangian density. The functional
Z[J ;α] satisfies the equation
(+m)
δZ[J ;α]
iδJ(x)
+ Lint
(
1
i
δ
δJ
)
Z[J ;α] = J(x)Z[J ;α]
with the normalized solution given by
Z[J ;α] =
exp
[
i
∫
dxLint
(
1
i
δ
δJ
)]
Z0[J ;α]
exp
[
i
∫
dxLint
(
1
i
δ
δJ
)]
Z0[J ;α]|J=0
.
Observe that the topology does not change the interaction. This is a conse-
quence of the isomorphism and the fact that we are considering a local inter-
action. Now we turn our attention to construct the α-generator functional for
fermions.
4.2 Fermions
The Lagrangian density for a free fermion system with sources is
L = iψγµ∂µψ −mψψ + ψη + ηψ.
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The functional Z0 ≃
∫
DψDψeiS is then reduced to
Z0[η, η;α] = exp{−i
∫
dxdy[η(x)S0(x− y;α)η(x)]}, (48)
where
S0(x− y;α)−1 = iγµ∂µ −m.
Since S0(x−y;α)−1S0(x−y;α) = δ(x−y), and G0(x−y;α) satisfies Eq. (46),
we find
S0(x− y;α) = (iγ · ∂ +m)GF0 (x− y;α).
The functional given in Eq. (48) provides the same expression for the propa-
gator, as derived in the canonical formalism, i.e.
S0(x− y;α) = i δ
2
δηδη
Z0[η, η;α]|η=η=0.
For interacting fields, we obtain
Z[η, η;α] =
exp
[
i
∫
dxLint
(
1
i
δ
δη
; 1
i
δ
δη
)]
Z0[η, η;α]
exp
[
i
∫
dxLint
(
1
i
δ
δη
; 1
i
δ
δη
)]
Z0[η, η;α]|η=η=0
.
It is important to note that, when α →∞ we have to recover the flat space-
time field theory, for both bosons and fermions.
4.3 Gauge fields
The Lagrangian density for quantum chromodynamics is given by
L=ψ(x)[iDµγµ −m]ψ(x)− 1
4
FµνF
µν
− 1
2σ
(∂µArµ(x))
2 + Arµ(x)t
rJµ (x) + ∂µχ∗(x)Dµχ(y),
where
F rµν = ∂µA
r
ν(x)− ∂νArµ(x) + gcrslAsµ(x)Alν(x)
and Fµν =
∑
r
F rµνt
r is the field tensor describing gluons; tr and crsl are, re-
spectively, generators and structure constants of the gauge group SU(3); the
covariant derivative is given by Dµ = ∂µ + igAµ = ∂µ + igA
r
µ(x)t
r and ψ(x)
is the quark field, including the flavor and color components. The ghost field
is given by χ(x). The quantity 1
2σ
(∂µArµ(x))
2 is the gauge term, with σ being
the gauge-fixing parameter.
The generating functional using the Lagrangian density L is
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Z[J, η, η, ξ, ξ∗] =
∫
DADψDψDχDχ∗
× exp
[
i
∫
d4x
(
L+ AJ + ηψ + ψη + ξ∗χ + χ∗ξ
)]
,
where ξ∗ and ξ are Grassmann variables describing sources for ghost fields,
and η and η are the Grassman-variable sources for quarks fields, and J stands
for the source of the gluon-field. Notice that we are using non-tilde fields, in
such a way that the propagator is a c-number.
We write the Lagrangian density in terms of interacting and noninteracting
parts: L = L0 + LI with L0 = LG0 + LFP0 + LQ0 , where LG0 is the free gauge
field contribution including a gauge fixing term, i.e.
LG0 = −
1
4
(∂µA
r
ν − ∂νAµr)(∂µAνr − ∂νAµr)−
1
2σ
(∂µArµ)
2.
The term LFP0 corresponds to the Faddeev-Popov field,
LFP0 = (∂µχr∗µ )(∂µχrµ),
and LQ0 describes the quark field,
LF0 = ψ(x)[γ · i∂ −m]ψ(x).
The interaction term is
LI =−g
2
crsl(∂µA
r
ν − ∂νArµ)AsµAlν
− g
2
2
crstcultArµA
s
νA
uµAlν
− gcrsl(∂µχr∗)Alµχs(y) + gψtrγµArµψ.
Following steps similar to those in the scalar field case, we write for the gauge
field
Z
G(rs)
0 [J ] = exp{
i
2
∫
dxdy[Jµ(x)D
(rs)
0µν (x− y;α)Jν(y),
where
D
(rs)µν
0 (x;α) =
∫
dDk
(2π)D
e−ikxD
(rs)µν
0 (k;α)
with
D
(rs)µν
0 (k;α) = δ
rsdµν(k)G0(x− y;α),
and
dµν(k) = gµν − (1− σ)k
µkν
k2
.
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For the Fadeev-Popov field we have
ZFP0 [ξ, ξ] = exp{
i
2
∫
dxdy[ξ(x)G0(x− y;α)ξ(y)]},
where ξ and ξ are Grassmann variables. It is important to note that G0(x −
y;α) is the propagator for the scalar field. Then we write the full generating
functional for the non-abelian gauge field as
Z[J, ξ, ξ,η, η] =
E [∂source]Z0[J, ξ, ξ,η, η]
E [∂source]Z0[0] ,
where
E [∂source] = exp
[
i
∫
dxLint
(
1
i
δ
δJ
,
1
i
δ
δξ
,
1
i
δ
δξ
,
1
i
δ
δη
,
1
i
δ
δη
)]
and
Z0[0] = Z
G(rs)
0 [J ]Z
FP (rs)
0 [ξ, ξ]Z
F (rs)
0 [η, η]|J=ξ=ξ=η=η=0.
As an example, we derive the gluon-quark-quark three point function to order
g,
Gaµ(x1, x2, x3;α)=−ta
∫
dDp1
(2π)D
dDp2
(2π)D
× exp i{−p1 · x1 + p2 · x2 + (p1 − p2) · x3}dµν
×S0(p1;α)γvS0(p1;α)D0(p1 − p2;α).
We observe that Gaµ(x1, x2, x3;α) has a part independent of the topology, i.e.
the flat space contribution Gaµ(x1, x2, x3). This is due to the form of the integral
representation of the propagators S0(p1;α) and D0(p1 − p2;α) and represent
a general property of the theory.
5 S-Matrix and reaction rates
In this section we explore the notion of the S-matrix, using the GNS con-
struction as presented earlier. We use the canonical formalism for abelian
fields and derive the reaction rate formulas as functions of parameters de-
scribing the space-time compactification, particularizing our discussion to the
4-dimensional Minkowski space.
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5.1 S-Matrix
Consider a field operator φ(x) such that
lim
t→−∞
φ(x;α) = φin(x;α),
lim
t→∞
φ(x;α) = φout(x;α),
where φin(x;α) and φout(x;α) stand for the in- and out-fields before and after
interaction takes place, respectively. These two fields are assumed to be related
by a canonical transformation
φout(x;α) = S
−1φin(x;α)S,
where S is a unitary operator.
We define the evolution operator, U(t, t′), relating the interacting field to the
incoming field, i.e
φ(x;α) = U−1(t,−∞)φin(x;α)U(t,−∞), (49)
with U(−∞,−∞) = 1. The operator φ(x;α) satisfies the Heisenberg equation
−i∂tφ(x;α) = [Ĥ, φ(x;α)],
where the generator of time translation, Ĥ , is written as Ĥ = Ĥ0 + ĤI , with
H0 and HI being the free-particle and interaction Hamiltonians, respectively.
The field φin(x;α) satisfies
− i∂tφin(x;α) = [Ĥ0, φin(x;α)]. (50)
Requiring unitarity of U(t, t′), we have
∂t(U(t, t
′)U−1(t, t′)) = 0.
In addition, from Eq. (49) we have
∂tφin(x;α) = ∂t[U(t,−∞)φ(x;α)U−1(t,−∞)]
= [U(t,−∞)∂tU−1(t,−∞) + iĤ, φin(x;α)].
Comparing with Eq. (50), we obtain
i∂tU(t,−∞) = ĤI(t)U(t,−∞).
This equation is written as,
U(t,−∞) = I − i
∫ t
−∞
dt1ĤI(t1)U(t1,−∞),
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that is solved by iteration, resulting in
U(t,−∞) = I − i
∫ t
−∞
dt1ĤI(t1) + (−i)2
∫ t
−∞
∫ t1
−∞
dt1dt2ĤI(t1) ĤI(t2) + ...
+ (−i)n
∫ t
−∞
...
∫ tn−1
−∞
dt1...dtnĤI(t1) ...ĤI(tn) + ...
=Texp
[
−i
∫ t
−∞
dt′ĤI(t
′)
]
,
where T is the time-ordering operator.
The S-matrix is defined by S = limt→∞ U(t,−∞), such that S = ∑∞n=0 S(n),
where
S(n) =
(−i)n
n!
∫ ∞
−∞
...
∫ ∞
−∞
dt1...dtnT
[
ĤI(t1) ...ĤI(tn)
]
.
Then we have
S = Texp
[
−i
∫ ∞
−∞
dt′ĤI(t
′)
]
.
The transition operator, T , is defined by T = S−I. Observe that Ĥ(α) ≡ Ĥ,
and in the definition of the S-matrix there is no need to introduce a tilde S-
matrix, as is the case of TFD [7]. Here this is a consequence of the GNS
construction.
5.2 Reaction rates
Consider the scattering process
p1 + p2 + ... + pr → p′1 + p′2 + ...+ p′r,
where pi and p
′
i are momenta of the particles in the initial and final state,
respectively. The amplitude for this process is obtained by the usual Feynman
rules as
〈f |S |i〉 =
∞∑
n=0
〈f |S(n) |i〉 ,
where |i〉 = a†p1a†p2...a†pr |0〉 and |f〉 = a†p′
1
a†p′
2
...a†p′r |0〉 with |0〉 being the vacuum
state, such that ap |0〉 = 0. For the topology ΓdD, a similar procedure may be
used by just replacing |i〉 and |f〉 states for |i;α〉 and |f ;α〉 . The amplitude
for the process is then given as
〈f ;α| Sˆ |i;α〉 =
∞∑
n=0
〈f ;α| Sˆn |i;α〉 ,
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where
|i;α〉 = a†p1(α)a†p2(α)...a†pr(α) |0(α)〉 ,
|f ;α〉 = a†p′
1
(α)a†p′
2
(α)...a†p′r(α) |0(α)〉 ,
The vacuum state in the topology ΓdD is given by |0(α)〉. As emphasized earlier,
the phase-space factors are not changed by the topology. The meaning of these
states is described in Section IV.
The differential cross-section for the particular process
p1 + p2 → p′1 + p′2 + ... + p′r
is given by
dσ= (2π)4δ4(p′1 + p
′
2 + p
′
3 + ...+ p
′
r − p1 − p2)
× 1
4E1E2vrel
∏
l
(2ml)
r∏
j=1
d3p′j
(2π)32E ′j
|Mfi(α)|2 , (51)
where E ′j =
√
m
′2
j + p
′2
j and vrel is the relative velocity of the two initial
particles with 3-momenta p1 and p2. The factor 2mj appears for each lepton
in the initial and final state. Here E1 and E2 are the energies of the two
particles with momenta p1 and p2, respectively. The amplitude Mfi is related
to the S-matrix element by
〈f ;α|S |i;α〉 = i (2π)4Mfi(α)
∏
i
(
1
2V Ei
) 1
2 ∏
f
[
1
2V Ef
] 1
2
δ4(pf − pi). (52)
Here pf and pi are the total 4-momenta in the final and initial state, respec-
tively. The product extends over all the external fermions and bosons, with Ei
and Ef being the energy of particles in the initial and final states, respectively
and V is the volume.
5.3 Decay of particles
Consider the decay of the boson field σ into π , with an interaction Lagrangian
density given by
LI = λσ(x)π (x)π(x). (53)
The initial and final states in ΓdD are, respectively,
|i;α〉 = a†k(α) |0(α)〉 ,
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and
|f ;α〉 = b†k1(α)b†k2(α) |0(α)〉 ,
where a†k(α) and b
†
k(α) are creation operators in the topology Γ
d
D for the σ-
and π- particles, respectively, with momenta k. At the tree level, the transition
matrix element is
〈f ;α| Sˆ |i;α〉= iλ
∫
dx 〈0(α)| bk2(α)bk1(α)
× [σ(x)π(x)π(x)− σ˜(x)π˜(x)π˜(x)]a†k(α) |0(α)〉 .
Using the expansion of the boson fields, σ(x) and π(x), in momentum space,
the Bogoliubov transformation and the commutation relations, the two terms
of the matrix element are calculated. For instance we have
〈0(α)|σ(x)a†k(α) |0(α)〉 = e−ikx cosh θ(k;α),
Combining these factors, the amplitude for the process is
Mfi(β)=λ[cosh(k;α) cosh θ(k1;α) cosh θ(k2;α)
− sinh θ(k;α) sinh θ(k1;α) sinh θ(k2;α)].
Note that the indices “1” and “2” in k1 and k2 are refereing here to particles.
The decay rate for the σ-meson is given as
Γ(w, α)=
1
2w
∫
d3k1d
3k2(2π)
4δ4(k − k1 − k2)
(2w1)(2w2)(2π)3(2π)3
|Mfi(α)|2
=
λ2
32wπ2
∫
d3k1
w1
d3k2
w2
δ4(k − k1 − k2)W (w;w1, w2;α), (54)
where
W (w;w1, w2;α)= | cosh θ(k;α) cosh θ(k1;α) cosh θ(k2;α)
− sinh θ(k;α) sinh θ(k1;α) sinh θ(k2;α)|2,
with
wi =
√
κ2i +m
2, w =
√
k2 +M2.
Using sinh2 θ(k;α) = v2(kα;α) ≡ n(k;α) and cosh2 θ(k;α) = u2(k;α) ≡ 1 +
n(k;α), we have
W (w;w1, w2;α)=
∣∣∣∣√1 + n(k;α)∣∣∣∣2 ∣∣∣∣√1 + n(k1;α)∣∣∣∣2 ∣∣∣∣√1 + n(k2;α)∣∣∣∣2
+
∣∣∣∣√n(k;α)∣∣∣∣2 ∣∣∣∣√n(k1;α)∣∣∣∣2 ∣∣∣∣√n(k2;α)∣∣∣∣2
− 2Re{[1 + n(k;α)][1 + n(k1;α)][1 + n(k2;α)]
×n(k;α)n(k1;α)n(k2;α)}1/2. (55)
Considering the rest frame of the decaying particle: w = M, k = 0, wi =√
k2i +m
2 =
√
q2 +m2 = wq , and the case of temperature only, i.e. α =
(β, 0, 0, 0), we recover the result derived in Ref. [56].
One aspect to be emphasized is the notion of quasi-particles. The energy spec-
trum of the particles taking place in the reaction has changed as a consequence
of the compactification. This new spectrum corresponds to the energy of the
quasi-particles. The broken symmetry here is due to a topological specification
in the Minkowski space-time. This interpretation is valid also for the thermal
effects, considered from a topological point of view.
6 Concluding remarks
In this paper we have developed a theory for quantum fields defined on a D
-dimensional space-time having a topology ΓdD = (S
1)d×MD−d, with 1 ≤ d ≤
D. This describes simultaneously spatial constraints and thermal effects. We
use the modular construction of c∗-algebra as a key tool. With the modular
group, we study a ∗-representation of Lie algebras, specifically analyzing the
Poincare´ group. The propagator for bosons and fermions is found to be a
generalization of the Fourier integral representation [4,5] of the imaginary-
time propagator. Some results deserve to be emphasized.
(i) Considering d = 1, with the compactification parameter being β = 1/T ,
we show that it is possible to develop a consistent real-time quantum field
theory at finite temperature T , where the propagator is given in the Fourier
integral representation. Therefore, there is no need to use a 2 × 2 matrix
structure for the propagator and for the generating functional, as is the case
in TFD and in the Schwinger-Keldysh approach. This is a simplification in
the formalism, that is explored here for the general case of the topology ΓdD.
(ii) Using the modular representation, we study the Poincare´ group. The mod-
ular conjugation is defined in order to respect the Lie algebra structure.
This procedure provides a precise way to define the modular conjugation
for fermions [51].
(iii) The extension of the formalism for abelian and non-abelian gauge-fields is
developed using functional methods.
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(iv) The S-matrix is introduced, and as an application we calculate the space-
compactification effect in a decay process.
(v) The compactification is described as a process of condensation in the vac-
uum state, |0(α)〉. The parameter α describes the topological effects, which
modify the energy spectrum, giving rise to the notion of quasi-particles.
(vi) The Fourier integral representation of the propagator is separated into a
divergent part and a finite contribution from the topological effects. This
feature has proved to be useful in the study of numerous processes [7,12].
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A Fourier integral representation of the Green function
Consider a scalar field at finite temperature, such that the Green function
satisfies the Klein-Gordon equation written in a D-dimensional Minkowski
space,
(+m2)G(x− y; β) = −δ(x− y). (A.1)
We take the Fourier integral representation of the Green function as derived
in Refs. [4] and [5], written for MD,
G0(x− y; β) =
∫ dDp
(2π)D
G0(p; β), (A.2)
where
G0(p; β) = G0(p) + fβ(p
0)[G0(p)−G∗0(p)],
where
fβ(p
0) =
1
eβp0 − 1 =
∞∑
l0=1
e−βp
0l0
and
G0(k) =
−1
p2 −m2 + iε .
The thermal theory corresponds to a topology S1×MD−1. Now we would like
to generalize the theory to the topology S1×S1×MD−2, i.e., compactification
of time and one spatial dimension. We choose that the x1 direction is com-
pactified with a period L1. Observe that the topology does not change the
local properties of the system. This implies that locally the Minkowski space,
as well as a differential equation defined by an isometry, such as the Klein-
Gordon equation, are the same. However, the topology imposes modifications
on boundary conditions to be fulfilled by the field and the respective Green
function.
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The new Green function satisfies the periodic boundary condition,
G(x0, x1,x; β) ≡ G(x0, x1 + L1,x; β) = G(x+ L1n̂1; β), (A.3)
where n̂1 = (n
µ
1 ) = (0, 1, 0, . . . , 0) and x = (x
2, . . . , xD−1). A solution of
Eq. (A.1), satisfying this condition, is obtained by using the Fourier expansion
G(x− y;L1; β) = 1
L1
∞∑
n=−∞
∫ dp0dD−2p
(2π)D−1
e−ipn(x−y)G0(pn;L1; β), (A.4)
where
pn = (p0, p1n,p), p1n =
2πn
L1
, p = (p2, . . . , pD−1),
G0(pn;L1; β) = G0(pn;L1) + fβ(p
0)[G0(pn;L1)−G∗0(pn;L1)] (A.5)
and
G0(pn;L1) =
−1
p2n −m2 + iε
. (A.6)
Inversely, we have,
G(pn;L1; β) =
∫ L1
0
dx1
∫
dx0dD−2x eipnxG(x;L1; β). (A.7)
To obtain the Fourier integral representation ofG(x−y;L1; β), we first perform
a sort of Wick rotation such that L1 → −iL′1; this allows us to proceed in a
similar faction as in the case of temperature. Then, we write G(x − y;L′1; β)
as
G(x−y;L′1; β) = θ(x1−y1)G>(x−y;L′1; β)+θ(y1−x1)G<(x−y;L′1; β) (A.8)
and, from Eq. (A.3), we have
G<(x;L′1; β) |x1=0 = G>(x;L′1; β) |x1=−iL′
1
. (A.9)
Then, Eq. (A.7) reads
G(p′n;L
′
1; β) =
∫ −iL′
1
0
dx1
∫
dx0dD−2x eip
′
nxG>(x;L′1; β), (A.10)
where p′1n = 2πn/(−iL′1). The Fourier integral transform of G(x − y;L′1; β),
denoted by G(p;L′1; β), is
G(p;L′1; β) = G
(1)
(p;L′1; β) +G
(2)
(p;L′1; β), (A.11)
where
G
(1)
(p;L′1; β) =
∫
dDx eipxθ(x1)G>(x;L′1; β), (A.12)
G
(2)
(p;L′1; β) =
∫
dDx eipxθ(−x1)G<(x;L′1; β). (A.13)
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Writing
G>(x;L′1; β) =
∫
dDp
(2π)D
e−ipxG
>
(p;L′1; β) (A.14)
and using the integral representation of the step function,
∫
dk1
e−ik
1x1
k1 + p1 + iε
= (−2πi)eip1x1θ(x1),
in Eq. (A.12), we have
G
(1)
(p;L′1; β) = i
∫
dk1
2π
G
>
(p0, k1,p;L
′
1; β)
k1 − p1 + iε . (A.15)
With
G<(x;L′1; β) =
∫
dDp
(2π)D
e−ipxG
<
(p;L′1; β),
and using the integral representation of the step function,
∫
dk1
e−ik
1x1
k1 + p1 − iε = 2πie
ip1x1θ(−x1),
in Eq. (A.13), we obtain
G
(2)
(p;L′1; β) = −i
∫ dk1
2π
G
<
(p0, k1,p;L
′
1; β)
k1 − p1 − iε . (A.16)
Substituting Eqs. (A.15) and (A.16) in Eq. (A.11), we get
G(p;L′1; β) = i
∫ dk1
2π
G>(p0, k1,p;L′1; β)
k1 − p1 + iε −
G
<
(p0, k1,p;L
′
1; β)
k1 − p1 − iε
 (A.17)
¿From the periodicity of the Green function, we have
G
<
(p;L′1; β) = e
L′
1
p1G
>
(p;L′1; β). (A.18)
Defining
fL′
1
(p1) =
1
eL
′
1
p1 − 1 =
∞∑
l1=1
e−L
′
1
p1l1 ,
we write
G
>
(p;L′1; β) = fL′1(p
1)A(p;L′1; β) (A.19)
G
<
(p;L′1; β) = [fL′1(p
1) + 1]A(p;L′1; β). (A.20)
Then we have
A(p;L′1; β) = G
<
(p;L′1; β)−G>(p;L′1; β).
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With these results, Eq. (A.17) reads
G(p;L′1, β)= i
∫ dk1
2π
[
fL′
1
(k1)A(p0, k1,p;L
′
1; β)
k1 − p1 + iε
− [fL′1(k
1) + 1]A(p0, k1,p;L
′
1; β)
k1 − p1 − iε
]
. (A.21)
We do not have as yet an explicit expression for A(p;L′1; β). To determine this
function, we use the fact that we know G(p′n;L
′
1; β), as given in Eq. (A.10).
Using Eq. (A.14), we have
G(p′n;L
′
1; β) =
∫ −iL′
1
0
dx1
∫
dx0dD−2x eip
′
nx
∫
dDk
(2π)D
e−ikxG
>
(k;L′1; β).
¿From Eq. (A.19) and the integral representation∫ −iL′
1
0
dx1e−i(p
′1
n−k
1)x1 =
1
fL′
1
(k1)
i
p′1n − k1
,
we obtain
G(p′n;L
′
1; β) = i
∫
dk1
2π
A(p0, k1,p;L
′
1; β)
p′1n − k1
,
where A(p;L′1; β) is the generalization of the spectral function associated with
the momentum p1.
We consider the analytic continuation of G(p′n;L
′
1; β) to take p
′1
n to be a con-
tinuum variable, p1. The only possible analytical continuation of G(p′n;L
′
1; β)
without essential singularity at p→∞ is the function
G0(p;L′1; β) = i
∫
dk1
2π
A(p0, k1,p;L
′
1; β)
p1 − k1 ,
where, by definition,
G0(p;L′1; β) = G0(p;L′1; β). (A.22)
Using this result, we calculate A(p) by showing that
G(p; ε) = G0(p0, p1 + iε,p;L′1; β)− G0(p0, p1 − iε,p;L′1; β)
= i
∫ dk1
2π
A(p0, k1,p;L
′
1; β)
[
1
p1 − k1 + iε −
1
p1 − k1 − iε
]
= i
∫
dk1
2π
A(p0, k1,p;L
′
1; β)(−2πi)δ(p1 − k1).
This leads to
A(p;L′1; β) = G0(p0, p1 + iε,p;L′1; β)− G0(p0, p1 − iε,p;L′1; β)
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which describes a discontinuity of G0(p;L1; β) across the real axis p1.
Using the identity
δ(x2 − y2) = 1
2|y| [δ(x+ y) + δ(x− y)] ,
the Fourier integral representation of G(x−y;L′1; β) can be written, after some
calculations and transforming back L′1 → iL1, as
G(x− y;L1; β) =
∫ dDp
(2π)D
e−ip(x−y){G0(p) + fL1β(p0, p1)[G0(p)−G∗0(p)]},
(A.23)
where
fL1β(p
0, p1) = fβ(p
0) + fL1(p
1) + 2fβ(p
0)fL1(p
1), (A.24)
with
fL1(p
1) =
∞∑
l1=1
e−iL1p
1l1 .
In this representation, one important result is that the content of the flat space
is given in a separated term involving only G0(p), while the topological effect
of Γ2D is present in the term with fL1β(p
0, p1), describing compactification of
space and time. In addition we obtain: for L→∞ , fL1β(p0, p1)→ fβ(p0), and
for β →∞ , fL1β(p0, p1)→ fL1(p1), a consistent result.
For fermions, due to the nature of the statistics, one obtains the same expres-
sion as in Eq. (A.24) but with
fβ(p
0) =
∞∑
l0=1
(−1)1+l0e−βp0l0 , fL1(p1) =
∞∑
l=1
(−1)1+l1e−iL1p1l1 .
The same procedure can be repeated for compactification of several dimen-
sions, corresponding to the topology ΓdD, for both boson and fermion fields.
For d (≤ D) compactified dimensions, x0, x1, . . . , xd−1, the result is the prop-
agator shown in Eqs. (9,10), for bosons, and in Eqs. (40,41,42), for fermions,
with fα(p
α) given by
fα(p
α) =
d∑
s=1
∑
{σs}
2s−1
 s∏
j=1
fασj (p
σj )

=
d∑
s=1
∑
{σs}
2s−1
∞∑
lσ1 ,...,lσs=1
(−η)s+
∑s
r=1
lσr exp{−
s∑
j=1
ασj lσjp
σj}, (A.25)
where η = 1 (−1) for fermions (bosons) and {σs} denotes the set of all
combinations with s elements, {σ1, σ2, ...σs}, of the first d natural numbers
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{0, 1, 2, ..., d− 1}, that is all subsets containing s elements; in order to obtain
the physical condition of finite temperature and spatial confinement, α0 has to
be taken as a positive real number, β = T−1, while αn, for n = 1, 2, ..., d− 1,
must be pure imaginary of the form iLn.
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