Graph clustering has been widely applied in exploring regularities emerging in relational data. Recently, the rapid development of network theory correlates graph clustering with the detection of community structure, a common and important topological characteristic of networks. Most existing methods investigate the community structure at a single topological scale. However, as shown by empirical studies, the community structure of real world networks often exhibits multiple topological descriptions, corresponding to the clustering at different resolutions. Furthermore, the detection of multiscale community structure is heavily affected by the heterogeneous distribution of node degree. It is very challenging to detect multiscale community structure in heterogeneous networks. In this paper, we propose a novel, unified framework for detecting community structure from the perspective of dimensionality reduction. Based on the framework, we first prove that the well-known Laplacian matrix for network partition and the widely-used modularity matrix for community detection are two kinds of covariance matrices used in dimensionality reduction. We then propose a novel method to detect communities at multiple topological scales within our framework. We further show that existing algorithms fail to deal with heterogeneous node degrees. We develop a novel method to handle heterogeneity of networks by introducing a rescaling transformation into the covariance matrices in our framework. Extensive tests on real world and artificial networks demonstrate that the proposed correlation matrices significantly outperform Laplacian and modularity matrices in terms of their ability to identify multiscale community structure in heterogeneous networks.
Introduction
Many complex systems in the real world can be modeled as graphs or networks, including social networks [1] [2] , information networks [3] [4] [5] , and biological networks [6] [7] . These complex networks are found to divide naturally into communities, which are groups of nodes such that the nodes within a group are much more connected to each other than to the rest of the network [7] . Communities are of interest because they often correspond to functional units and reflect the inhomogeneity or locality of the topological relationships between the elements of the target systems. Taking the World Wide Web as an example, closely hyperlinked web pages form a community and they often contain related topics. Thus, finding community structure is important for analyzing the function of networks [8] [9] [10] . In the past decade, identification of community structure has attracted much attention in various scientific fields.
Many methods have been proposed and applied successfully to some specific complex networks [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . For survey and comparison, the reader can refer to [26] [27] [28] . These methods identify the community structure through finding an optimal partition of network according to certain criterion or definition of community. In general, the identified community structure corresponds to only one topological scale of network. However, as shown by empirical studies, the community structure of real world networks often exhibits multiple scales [9, [29] [30] [31] , i.e., more than one topological description is beneficial to characterize the community structure of networks. Thus, it is desired to find methods that can detect multiscale community structure.
Several studies have been conducted to investigate multiple topological scales of networks. Arenas et al. [8] pointed out that synchronization process on networks reveals topological scales of networks and that the spectrum of the Laplacian matrix can be used to identify such topological scales. In [10] , we have used the network conductance to identify multiple topological scales through investigating the diffusion process taking place on networks. Delvenne et al. considered multiscale community structure through investigating the stability of graph communities across time scales [32] . A recent paper gave a general optimization framework for the detection of community structure in multiscale networks [33] . Another work considered multiscale community structure through investigating the communities of links instead of communities of nodes [34] . However, there are still severe challenges that are not handled by previous studies. Existing work does not consider the heterogeneity of node degrees, which is very common to real world complex networks in nature and society. Moreover, it is still an open problem on how to characterize the significance of different relevant topological scales of a complex network.
To address these challenges, we consider the detection of multiscale community structure by introducing a novel framework based on dimensionality reduction. Intuitively, we view the standard representation of network topology as a high-dimensional but redundant description, where each node is taken as one dimension of the network and the edges correspond to data points in the high-dimensional space spanned by these node dimensions. The identification of community structure can be viewed as finding the most significant reduced dimensions that capture the main characteristics of the network topology [35] . Different significance levels for such reduced dimensions correspond to the community structure at different topological scales with different importance at reflecting the characteristics of network topology.
Under this framework, we show that community detection can be viewed as principal component analysis (PCA), a major dimensionality reduction method, on the high-dimensional description of networks. We established the following mapping under our framework.
1) Matrices for community detection, such as Laplacian matrix and modularity matrix, can be viewed as the covariance matrices for PCA.
2) The eigenvectors of each covariance matrix correspond to the principal components with different significance levels characterized by their corresponding eigenvalues.
3) Each node can be denoted by a node vector through projecting the coordinate of the node in the original high-dimensional space onto these top principal components.
4) The community structure of a network can be identified through clustering these node vectors.
This novel dimensionality reduction framework also allows us to develop stronger algorithms for community detection. In particular:
• An important strength of our framework is that, it provides a natural and effective way to identify communities at multiple scales that previous methods cannot detect. We show that, from the view of dimensionality reduction, existing approaches correspond to PCA analysis that only considers the largest eigengap. We unveil that, by extending the consideration from the largest to the top few eigengaps, multiscale community structures can be detected in a unified way. This is a unique advantage of our new framework.
• We note that previous methods only take into account the translation and rotation transformations from the perspective of dimensionality reduction. These two transformations fail to deal with heterogeneous node degrees. To address this problem, we introduce a rescaling transformation into the covariance matrices. This leads to a new method for finding multiscale community structure of networks with heterogeneous node degrees.
A previous paper [36] showed that the widely-used modularity matrix for community detection is the same as the covariance matrix of a certain standard graph representation. In the current paper, we give a general framework for the detection of multiscale community structure from the perspective of dimensionality reduction. Under this framework, besides the modularity matrix, the well-known Laplacian matrix for two-way network partition can also be explained. Compared to the modularity matrix, the Laplacian matrix has two important advantages as follows. 1) After introducing the rescaling transformation into the Laplacian matrix, a normalized Laplacian matrix is obtained and its eigenvalues all locate at the interval from 0 to 2. As a result, the magnitude of the eigenvalues themselves can provide a numerical measure on the cohesiveness of the communities of a network. Specifically, a positive eigenvalue less than 0.5 indicates a cohesive community. This property makes the Laplacian matrix outperform the modularity matrix especially when the network has highly heterogeneous node degrees and insignificant community structure.
2) The Laplacian matrix is often used to characterize the synchronization dynamics on networks and the normalized Laplacian matrix has been shown [10] to be closely correlated with the diffusion dynamics on networks. Hence, communities found using the (normalized) Laplacian matrix can give clear functional explanation with respect to the dynamics on networks and characterize the relationship between functions and structure of networks.
The remaining of this paper is organized as follows. Section 2 discusses some background. Section 3 gives a general framework for the detection of multiscale community structure from the perspective of dimensionality reduction. Section 4 presents the rescaling transformation to address the heterogeneity problem. Section 5 presents extensive experimental results on a number of artificial and real word networks. Finally, Section 6 concludes the paper by highlighting the main contributions and findings.
Preliminaries

Principal Component Analysis
Principal component analysis (PCA) aims to find patterns in data of high dimensions [37] . Here, we give a brief introduction to PCA for the convenience of understanding this paper.
In PCA, we suppose that we have m data points in an n-dimensional space. For convenience, we can represent each data point as an n-dimensional column vector and stack all the m column vectors into a data matrix X with the size n by m. The empirical mean of these data points is denoted by a column vector x = 1 m j X * j , where X * j is the j-th column of X. Furthermore, we make the data matrix X to have zero empirical mean by subtracting the empirical mean x from each column of X and the resulting data matrix is denoted by X. PCA works on the covariance matrix
Here, m − 1 is used instead of m to make the empirical covariance unbiased when calculated from sample data points rather than a distribution. PCA transforms high-dimensional data into a small number of principal components, each corresponding to a direction in the space of data points. PCA is defined in such a way that the first principal component accounts for as much of the variance in the data as possible, and each succeeding component in turn has the highest variance under the constraint that it is orthogonal to the preceding components. Without loss of generality, we use a normalized vector u to denote the first principal component. We write u as a linear combination of the normalized eigenvectors u i of the covariance matrix C, i.e., u = n i a i u i , where the co-
The matrix X can be projected onto the direction u as u T X. Taking into account that X has a zero mean, the variance along the direction u can be calculated by
where λ i is the eigenvalue of C corresponding to the eigenvector u i and we have made use of (1) and u
The function δ ij is 1 if i = j and 0 otherwise. Without loss of generality, we assume that the eigenvalues are labeled in decreasing order λ 1 λ 2 · · · λ n . The task of maximizing V can then be equated to the task of choosing the nonnegative quantities a 2 i so as to maximize (3) under the constraint in (2) .
Obviously, V reaches maximum when we set a 2 1 = 1 and a 2 i = 0 (i = 1), i.e., the first principal component u is parallel to the eigenvector u 1 . Then, we turn to the second principal component along which the variance of data points is maximized with the constraint that it is orthogonal to the obtained principal component u 1 . According to (2) and (3), such a direction is parallel to the eigenvector u 2 . In a similar way, it can be easily shown that all the eigenvectors of the covariance matrix C are just all the principal components.
Note that X is with respect to the standard bases e i , whose i-th element is 1 and other elements are 0. The eigenvectors u i of the covariance matrix C provide another set of bases. We stack these eigenvectors into a matrix U with its i-th column being the i-th eigenvector u i . The data matrix X with respect to the new bases is X = U T X. Since X is the results of rotating X around the coordinate origin, X also has zero mean. Using (1), the covariance matrix Σ of X can be calculated by
(4) According to (4) , Σ is a diagonal matrix with its diagonal elements being the eigenvalues of the covariance matrix C in the order corresponding to the eigenvectors stacked in U . All the non-diagonal elements of Σ are zeroes.
Graph Partitioning and Laplacian Matrix
Graph partitioning problem has a long history of research in computer science. This problem is to find a partition of graph with the minimum cut size, which is the number of edges between different groups of nodes for unweighted graph. Generally, the desired number of node groups is known a priori. The classical graph partitioning problem deals with two-way partitioning.
An unweighted, undirected graph or network is often described by its adjacency matrix A defined as 
where k i = j A ij is the degree of node i, and δ ij is 1 if i = j and 0 otherwise. In a matrix form, we have
where L is the Laplacian matrix with its elements
The matrix L can also be defined in the matrix form L = D − A, where D is the diagonal matrix with its i-th diagonal element being the degree of node i. For the convenience of understanding the matrix L and its later use, we list several properties of L. 1) L is symmetric and positive semi-definite.
2) The smallest eigenvalue of L is 0, the corresponding eigenvector is the constant one vector 1.
n . For proof of these properties and more properties of the matrix L, the readers can refer to [38] .
According to (7) , the cut size S obtains its minimum when the index vector s is parallel to the eigenvector of L corresponding to the smallest eigenvalues. (For details, the readers can refer to [16] .) However, such an index vector divides all the nodes into a sole group and this is a trivial solution to the problem of graph partitioning. Thus, what of high interest is the eigenvector corresponding to the second smallest eigenvalue, known as the Fiedler's vector. As shown in [39] , the Fiedler's vector has been well studied and widely used for two-way graph partitioning. Actually, the Laplacian matrix and its variants play critical role in the spectral theory [40] and have gained success in graph partitioning and image segmentation [41] [42] . More importantly, the Laplacian matrix is often used to characterize the synchronization dynamics on networks. A recent study [8] on the synchronization dynamics on networks shows that the spectrum of the Laplacian matrix reveals the intrinsic topological scales, which are closely related to the community structure of networks.
Community Structure and Modularity Matrix
As a common and important topological characteristic, the community structure is proposed by Girvan and Newman [7] . Since then the community structure has become the research topic of lots of scientific literature [27] . Different from graph partitioning, the detection of community structure aims to find the natural partition of networks. Generally, the number of communities and the sizes of communities are not known a priori.
Earlier methods for community detection borrow ideas from traditional hierarchical clustering. They can be roughly classified into agglomerative methods and divisive methods [11] [12] 43] . Each of these methods produces a dendrogram and the community structure can be obtained through cutting the dendrogram at an appropriate place according to certain criteria. Each cutting gives rise to a partition of the network. Then, the critical problem becomes choosing the best place to cut the dendrogram.
To address this problem, Newman proposed the modularity as a quality measure for partitions of networks [11] . Given a partition P, the modularity is defined as
where c is a community and 2m = i k i = ij A ij is the total strength of network nodes. With modularity, the detection of community structure becomes an optimization problem of the modularity among all the possible partitions of a network. Unfortunately, the optimization is proved to be NPhard [44] . Many heuristic methods are proposed to optimize the modularity, such as greedy algorithms [45] [46] , simulated annealing [6] , extremal optimization [14] , Tabu search [30] , and mathematical programming [47] . Recently, in [15] Newman pointed out that the modularity can be expressed in terms of the eigenvectors of a characteristic matrix of the network, which is called the modularity matrix. The elements of the modularity matrix B are written as
This matrix gives a spectral explanation of the modularity and provides an effective way to optimize it. Although the modularity gains great success, it suffers several serious problems which limit its capability and applicability. As pointed out by Fortunato et al. [29] , the optimization of modularity faces the resolution limit problem, i.e., the existence of an intrinsic scale beyond which the communities cannot be detected even though these communities are very distinct. Another problem is that only one topological scale is obtained by the optimization of modularity while multiple topological scales exist in real world networks [30] . Finally, as pointed out by us [36] , the modularity fails to handle networks with heterogeneous node degrees.
Framework for Detecting Multiscale
Community Structure
In this section, we first give a general framework for the detection of multiscale community structure from the perspective of dimensionality reduction. Then, under this framework, we give a unified explanation for the Laplacian matrix for two-way network partition and the modularity matrix for community detection. Finally, using these two matrices as the covariance matrices under our framework, we propose new methods to uncover multiscale community structure of networks.
Our Framework
As described in the previous section, the covariance matrix plays a central role in PCA. Specifically, the eigenvectors of the covariance matrix provide a set of new orthogonal bases to represent the data points. The corresponding eigenvalues characterize the significance of each eigenvector, i.e., principal components in PCA. From the perspective of dimensionality reduction and considering the role of the covariance matrices, we give a general framework for the detection of community structure in networks as shown in Table 1 .
In our framework, there are two key ingredients. The first one is finding an appropriate covariance matrix of a network for which the PCA analysis on it corresponds to finding community structure. The second one is determining the different topological scales of community structure, i.e., determining the different values of p. In the remaining part of this section, we will first show that Laplacian matrix and modularity matrix can be formulated as two kinds of covariance matrices of a network and perform PCA on these covariance matrices to detect community structure. Then, we give the methods to identify multiscale structure using PCA. Obtain the top p eigenvectors in the descending (ascending) order of eigenvalues if the original matrix representation is positively (negatively) correlated with the intuitive definition of community structure. The value of p is determined according to the spectrum of eigenvalues. 4 Project the original node vectors onto the top eigenvectors and obtain the projected node vectors. 5
Find the community structure through clustering the projected node vectors. Note that different values of p correspond to community structure at different topological scales.
Covariance Matrices of Networks
We now show that common matrices for community detection, including Laplacian matrix and modularity matrix, can be viewed as covariance matrices in PCA analysis for certain representation of networks.
Laplacian Matrix
Given a network, we can represent it with a nodeedge incidence matrix instead of the adjacency matrix. Specifically, for a directed edge pointing to node j from node i, i is called the tail and j is called the head of the edge. The node-edge incidence matrix is defined as (11) For an undirected edge, it can be replaced by two oppositely directed edges. For clarity, we restrict our attention in this paper to undirected networks without self-loop edges although the findings are also applicable to directed networks. We assume that the incidence matrix has the size n by 2m, where n nodes correspond to n rows and m edges produce the 2m columns.
For the incidence matrix Z, n nodes correspond to n dimensions. The columns of Z can be taken as n-dimensional data points distributed in the space spanned by the n dimensions. Note that the empirical mean of these data points is 0. Thus, the empirical covariance matrix for the n node dimensions can be formulated as
with the elements being
Our key observation is that, ignoring the constant 2/(2m−1), this covariance matrix C is identical to the Laplacian matrix L defined in (8) . The constant term does not affect the PCA method and it is a common practice to ignore it. In summary, we conclude that the Laplacian matrix is the covariance matrix of network when represented by the node-incidence matrix Z.
Modularity Matrix
Now we investigate another representation for network, which is given by two node-edge incidence matrices, defined as Unlike the matrix Z which represents the direction of edges by the signs of elements, the new representation has two node-edge incidence matrices and the directions of edges are distinguished directly by the different matrices, i.e., the tails of nodes are in the matrix X and the heads of nodes in the matrix Y .
For this new representation, the empirical mean of these data points in X is denoted by x = 1 2m j X * j , where X * j is the j-th column of X. Similarly, we give the empirical mean of the data points in Y as y = 1 2m j Y * j . According to (14) and (15), we have
T /2m. Now we subtract the mean x from each column of X and the mean y from each column of Y . Such an operation is known as the translation transformation and makes the data points to have a zero mean. The resulting matrices can be denoted by X = X − x1
T and Y = Y − y1 T , where 1 is a constant vector with appropriate dimensions. With X and Y , the empirical covariance between the i-th row of X and the j-th row of Y can be calculated by
T /(2m − 1). As a result, the covariance matrix between all the rows of X and the rows of Y is
with its elements being
We can see that, ignoring the constant term 1/(2m− 1), the covariance matrix C is identical to the modularity matrix defined in (10) . Thus, similar to the Laplacian matrix, the modularity matrix can also be viewed as a kind of covariance matrix of a network. Different from the elements of the Laplacian matrix which are the covariance of the same matrix Z, the elements of the modularity matrix is the cross-covariance between the different matrices X and Y . This difference will be discussed in the subsequent subsection when we use these two matrices to study the community structure of networks.
In addition, the derivation of the two covariance matrices can be easily extended to weighted networks if we consider each weighted edge between two nodes as multiple unweighted edges connecting them.
Detection of Community Structure as PCA
We have shown that the Laplacian and modularity matrices are two kinds of covariance matrices of networks. Now we give algorithms for community detection from the perspective of dimensionality reduction. In particular, we show that PCA analysis on these covariance matrices can not only detect community structure, but also identify communities on multiple topological scales.
Laplacian Matrix
For a Laplacian matrix, based on our analysis, the off-diagonal elements characterize the covariance between different dimensions corresponding to nodes of a network. If two nodes are connected, the covariance is negative. For networks with community structure, the tail nodes of edges are expected to be positively correlated with the head nodes of edges [49] . Thus, to uncover the community structure of networks, the eigenvectors of a Laplacian matrix should be ranked in an ascending order of the corresponding eigenvalues.
However, the eigenvector corresponding to the smallest eigenvalue of the Laplacian matrix results in a trivial partition of the network, in which all the nodes belong to the same community. According to the properties of the Laplacian matrix, all its eigenvalues are non-negative and only the smallest eigenvalue is 0 for connected networks. Thus we only take into account the eigenvectors corresponding to positive eigenvalues for the purpose of community detection. Note that the Fiedler's vector for network partitioning is the eigenvector corresponding to the smallest positive eigenvalue. As an example, Table 2 gives the Fiedler's vector for Zachary's karate club network, which is widely used as a benchmark for community detection. The network and its community structure are depicted in Fig.1 . We can see that the real fission of the club network is revealed by the signs of the components in the Fiedler's vector. Only node 3 is misclassified. Fig.1 . Network of the karate club studied by Zachary [48] . The real social fission of this network is represented by two different shapes, circle and square. As analyzed by the methods in this paper, the network also exhibits community structure at the other two scales. Specifically, the dashed-curve separates the communities at the other scale and different grey-levels depicts the communities at another alternative scale.
Modularity Matrix
For a modularity matrix, the covariance between two node dimensions are positive if the two nodes are connected and negative otherwise. This is consistent with the intuition on community structure, i.e., for networks with community structure, the tail nodes of edges are expected to be positively correlated with the head nodes of edges [49] . Thus, under our framework for community detection, the eigenvectors of the modularity matrix are ranked in descending order of the corresponding eigenvalues and the top eigenvectors provide meaningful information for community structure. Table 2 gives the eigenvector corresponding to the largest eigenvalue of the modularity matrix associated with the Zachary's karate club network. The signs of the components in the eigenvector exactly uncover the real split of the network.
However, different from the Laplacian matrix which is calculated according to the same data matrix Z, the modularity matrix is the cross-covariance according to two different data matrices X and Y . Thus, the eigenvalues of the modularity matrix can be positive or negative rather than all being non-negative. Generally speaking, the positive eigenvalues indicate that the corresponding eigenvectors make positive contribution to reflect the community structure. As to the negative eigenvalues, the corresponding eigenvectors reflect the so-called anti-community structure where the edges lying among different communities are denser than the edges within communities. When all the eigenvalues are negative, no community structure exists in the network [15] . Thus, for the purpose of community detection, we only consider the eigenvectors corresponding to positive eigenvalues.
In addition, the eigenvectors of the Laplacian and modularity matrices behave very differently. Intuitively, the eigenvectors of the Laplacian matrix characterize the deviation of nodes relative to the center of the networks. As shown in Table 2 , the Fiedler's vector partitions the network nodes into two groups, denoted by squares and circles in Fig.1 . Among the square nodes, node 17 achieves the most negative components in the Fiedler's vector. This indicates that the node 17 is far away from the center of network. Other negative components with larger magnitudes in Fiedler's vector correspond to nodes 6, 7, 5, 11 and 12, which are also very far away from the center of network. Similarly, among the circle nodes, nodes corresponding to larger positive components are also far away from the center of network, such as nodes 27, 30, 15, 16, 19, 21, 23, and 26 . For the eigenvectors of the modularity matrix, the magnitude of its components reflects the connectivity of nodes in their respective communities. As shown in Table 2 , the larger components in the eigenvector of modularity matrix correspond to nodes 1, 2, 4, 33 and 34, which are nodes with high connectivity and central in their communities.
Detection of Multiscale Community Structure
An important strength of our framework is that, it provides a natural and effective way to identify communities at multiple scales. As we show before, existing approaches correspond to PCA analysis that only considers the largest positive eigenvalue. Our key observation is that it is by extending the consideration from the largest to the top few eigenvalues, we can detect multiscale community structure. This is a unique advantage of our new framework.
To utilize such information provided by all these eigenvectors, we propose a new algorithm that employs the k-means clustering method to cluster the node vectors which are obtained through projecting the original coordinate vector of nodes onto the new set of bases U , composed of the top eigenvectors. Specifically, with respect to the standard bases, the coordinate vector of the i-th node is e i . With respect to the new orthogonal bases U , the projected node vector becomes U T e i . Mathematically, the i-th projected node vector v i can be denoted by
We know that direction and magnitude are two critical factors of a vector. For a node vector, the direction determines the membership of nodes and the magnitude characterizes the degree to which a node belongs to a community. As shown in Table 2 , the membership of nodes can be determined according to the signs of the components in the eigenvectors, i.e., the direction of the one-dimensional node vectors due to that only one eigenvector is considered. Considering more than one eigenvector can provide more information. Taking the modularity matrix as an example, Fig.2 illustrates the role of the direction of two-dimensional node vectors at determining the membership of nodes through considering the eigenvectors corresponding to the two largest eigenvalues. In summary, when we only focus on the assignment of nodes to communities, we can use the normalized node vectors v i and ignore the magnitude of node vectors.
As a kind of mesoscopic structure of network, the community structure provides a coarse-grained description of the network topology. Hence, only the most significant structural features are maintained and the less ones are neglected. Now the tricky problem is how to determine the significant ones. Under our dimensionality reduction framework, this problem is equivalent to choosing the top p significant eigenvectors. We know that the eigenvalues of the covariance matrices characterize the significance of each eigenvector. Hence, we can decide the number of significant eigenvectors based on the corresponding eigenvalues. Intuitively, it is appropriate to choose eigenvectors corresponding to smaller positive eigenvalues of the Laplacian matrix or larger positive eigenvalues of the modularity matrix. Furthermore, a large eigengap, i.e., interval between two successive eigenvalues, provides an effective indicator to determine the appropriate number of significant eigenvectors. For the Laplacian matrix, the length of the i-th eigengap is defined as log λ [8] . As to the modularity matrix, the length of the i-th eigengap is defined as λ
(2 i n) [36] . Similar methods have been adopted in other contexts to take the advantage of the eigengap of many other types of matrices [8, 10, 16, [50] [51] . The choice of eigenvectors with different significance levels corresponds to the community structure at different topological scales. Our key observation is that the existence of a significant scale is indicated by the occurrence of a large eigengap.
Another important problem is the determination of the number of communities. After choosing the p significant eigenvectors, according to (18) , each node in the network is represented by a p-dimensional node vector through projecting its standard coordinate vector onto the p significant eigenvectors. Then, the identification of community structure amounts to partitioning the node vectors into groups. According to [16] , p + 1 is the number of communities when the top p eigenvectors are employed to obtain the projected node vectors.
Two Examples
Taking the Zachary's karate club network as the example again, we illustrate the effectiveness of the eigengap at determining the number of communities. As shown in Fig.3 (left panel) , the largest eigengap of the Laplacian matrix occurs between the first and second smallest positive eigenvalues. This indicates that only the Fiedler's vector is the significant eigenvector and it partitions the network into two communities. The right panel of Fig.3 shows that the largest eigengap of the modularity matrix resides between the largest and the second largest eigenvalues (only the ones between positive eigenvalues are considered for the community detection). It indicates that it is appropriate to utilize only the first eigenvector and the number of communities is 2. The resulting two communities exactly reflect the real split of the network in Fig.1 . In addition, for the modularity matrix, besides the largest eigengap, two other relatively larger eigengaps can be observed, one between the second and third largest eigenvalues, and the other between the third and forth. The resulting partition according to these two eigengaps are also depicted in Fig.1 , one dividing the network into three communities separated using dashed curves, and the other dividing the network into four communities differentiated by grey scales. These two partitions are often the results of many traditional community detection methods for a single topological scale [27] . Although they are not identical to the real split of the network, they reveal certain relevant topological feature of the network at alternative scales. Actually, for a network with multiscale community structure, each scale corresponds to a large eigengap in the spectrum of the covariance matrices. Thus, we can identify the multiscale community structure using the top eigenvectors indicated by these different eigengaps.
As another example, we illustrate the identification of multiscale community structure of the H13-4 network (shown in Fig.4(a) ), which is constructed according to [8] . The network has two predefined hierarchical levels. The first hierarchical level consists of 4 groups of 64 nodes and the second level consists of 16 groups of 16 nodes. On average, each node has 13 edges connecting to the nodes in the same group at the second level and has 4 edges connecting to the nodes in the same group at the first level. This explains the name of such kind of networks. In addition, the average degree of each node is 18. According to the construction rules of the H13-4 network, the two hierarchical levels constitute the different topological description of the community structure of the H13-4 network at different scales. As shown in Fig.5 , two significant eigengaps can be observed in the spectrum of either the Laplacian matrix or the modularity matrix. Fig.4(a) . For the Laplacian matrix, the trivial eigenvalue 0 is ignored and the x-axis is in logarithmic scale.
• One eigengap occurs between the 3rd and 4th smallest positive eigenvalues for the Laplacian matrix or between the 3rd and 4th largest eigenvalues for the modularity matrix. The topological scale indicated by such eigengaps corresponds to the partition dividing the nodes into 4 groups. Actually, the resulting communities are exactly the predefined 4 groups of 64 nodes in the first hierarchical level.
• The other eigengap occurs between the 15th and the 16th smallest positive eigenvalues for the Laplacian matrix or between the 15th and 16th largest eigenvalues for the modularity matrix. This eigengap indicates the other significant topological scale corresponds to the partition dividing the network nodes into 16 groups. Again, the resulting communities are exactly the predefined 16 groups in the second hierarchical level.
• Although the two intrinsic scales can be identified by either the Laplacian matrix or the modularity matrix, according to the lengths of eigengaps, the Laplacian matrix prefers the partition dividing the network into 4 groups of nodes while the modularity matrix tends to give the partition dividing the network into 16 groups of nodes.
Heterogeneity Problem and Rescaling Transformation
In the previous section, we have introduced the method to identify the multiscale community structure using a dimensionality reduction framework with the Laplacian and modularity matrices as covariance matrices. In addition, we proposed to use different eigengaps in the spectrum of the covariance matrices to identify community structure at different topological scales. However, this method works well only for homogeneous networks, where the nodes have approximately the same degree and the communities at a specific scale are of the same size. However, real world networks usually have heterogenous node degrees and community sizes.
We first illustrate the ineffectiveness of the covariance matrices to deal with the heterogeneous node degrees and community sizes using a schematic network, which is often called the clique circle network as depicted in Fig.4(b) . Generally speaking, the intrinsic community structure corresponds to the partition where each clique is taken as a community, that is, only one intrinsic scale exists in this network. However, as shown in Fig.6 (left panel) , two scales are observed when we investigate the community structure of this network using the spectrum of the Laplacian matrix. One scale corresponds to the intrinsic scale of the network, and the other corresponds to dividing the network nodes into 3 groups, which is not desired. Similarly, as shown in Fig.7 (left panel) , besides the intrinsic scale of the clique circle network, another undesired scale is observed in the spectrum of the modularity matrix which corresponds to dividing the network nodes into 5 groups. These results demonstrate that the covariance matrices have difficulty in handling heterogeneity of networks. To address this problem, we reconsider the formulation of these two covariance matrices. When formulating the covariance matrices from the data matrices, defined in (11), (14) and (15), the covariance matrices are both zero-centering through subtracting off the mean of data points. This is called the translation transformation. When using the eigenvectors of the Laplacian or modularity matrix as the new orthogonal bases instead of the standard bases, the rotation transformation is utilized. These two transformations, however, do not take into account the difference among the variances of the original dimensions, each corresponding to one node. Thus, the spectrum of the Laplacian and modularity matrices fail to deal with the heterogeneity of node degrees. We propose a remedy called rescaling transformation. Through introducing the rescaling transformation into the Laplacian matrix, we obtain the normalized Laplacian matrix, which can be formulated as
where the element (Σ Z ) ii = 2k i /(2m − 1) of the diagonal matrix Σ Z denotes the empirical variance of the original data matrix Z defined in (11) along the i-th axis direction. Specifically, the elements of
Similarly, using the rescaling transformation, we obtain the normalized modularity matrix
where Σ X is a diagonal matrix with its diagonal ele-
being the empirical variance of X along the i-th standard axis, and Σ Y is a diagonal matrix with its diagonal elements
being the empirical variance of Y along the j-th standard axis. Specifically, the elements of R are defined as
In statistics, these normalized matrices are called correlation matrices. Compared with the covariance matrices, the correlation matrices have two advantages. Firstly, the correlation matrices can well deal with the heterogeneity of node degrees. As shown in Fig.6 (right panel) and Fig.7 (right panel) , the intrinsic scale of the clique circle network is correctly revealed by the spectrum of both correlation matrices. Furthermore, different from the covariance matrices, no undesired topological scales are observed. Secondly, for the correlation matrices, the magnitude of their eigenvalues themselves can provide vital information for the cohesiveness within each community and the looseness of connections between different communities. As shown in Fig.6 (right panel) , the eigenvalues on the smaller side of the largest eigengap all approach 0. Similarly, as shown in Fig.7 (right  panel) , the eigenvalues on the greater side of the largest eigengap all approach 1. Both indicate that the intrinsic communities are very cohesive. Meanwhile, other eigenvalues are very small, indicating connections between different communities are loose.
The second advantage of the correlation matrices is especially important for community detection on networks without a significant topological scale. For these networks, the eigengaps of the covariance matrices or the correlation matrices both fail to provide obvious evidence for the number of intrinsic communities. In these cases, the eigenvalues themselves can provide critical information of the community structure.
In addition, for the original covariance matrices, the magnitude of their eigenvalues is influenced by the network size and the heterogeneity of node degrees. Hence, the eigenvalues cannot provide useful information to determine the cohesiveness of the communities and the number of intrinsic communities. For the correlation matrices with rescaling transformation, however, the magnitude of the eigenvalues has been rescaled and thus can provide information about the cohesiveness of communities and help us choose the desired scale with respect to specific application demands. Moreover, the eigenvalues of the correlation matrices can be compared across different networks since they are rescaled and not influenced by the network size.
Experimental Results
In this section, we empirically demonstrate the effectiveness of the multiscale community detection methods based on our dimensionality reduction framework. In addition, we apply our approach to a variety of real world networks.
Tests on Synthetic Benchmark Networks
We utilize the benchmark proposed by Lancichinetti et al. in [52] . This benchmark provides networks with heterogeneous node degrees and community sizes, which are common characteristics in real world networks. Many parameters are used to control the generated networks: the number of nodes N , the average node degree k , the maximum node degree max k, the mixing ratio µ, the exponent γ of the power law distribution of node degree, the exponent β of the power law distribution of community size, the minimum community size min c, and the maximum community size max c. In our tests, we use the default parameter configuration where N = 1000, k = 15, max k = 50, min c = 20, and max c = 50. To test the influence of the distribution of node degree and community size, we adopt four parameter configurations for γ and β, (γ, β) = (2, 1), (γ, β) = (2, 2), (γ, β) = (3, 1) and (γ, β) = (3, 2) . By tuning µ, we test the effectiveness of our method on networks with different fuzziness of communities. A larger µ gives a fuzzier community structure. In addition, we adopt the normalized mutual information (NMI) [26] to compare the partition found by community detection methods against the true partition. A larger NMI indicates a better method.
Note that each benchmark network has only one intrinsic topological scale according to the construction rules. Therefore, we only consider the largest eigengap in the spectrum of the covariance and correlation matrices. The communities are identified using the top p significant eigenvectors indicated by the largest eigengap.
The p eigenvectors are projected into the node vectors according to (18) , and the communities are identified by clustering these node vectors using the k-means clustering method. Note that this results in p+1 communities. The first test focuses on whether the intrinsic scale can be correctly uncovered. Fig.8 shows the comparison between the Laplacian matrix and the normalized Laplacian matrix. Fig.9 compares the modularity matrix and the normalized modularity matrix. When the community structure is evident, i.e., the mixing ratio µ is smaller, both the two covariance matrices and the two correlation matrices are effective at identifying the correct number of communities and thus the intrinsic scale of the network. However, when the community structure becomes fuzzier with an increased µ, the performance of the original covariance matrices deteriorates while the correlation matrices with the rescaling transformation still achieve good results. Even when the mixing ratio µ is larger than 0.5, the border beyond which communities are no longer defined in the strong sense [12] , the number of communities can still be accurately identified by investigating the spectrum of the correlation matrices.
The second test turns to whether the intrinsic community structure can be identified. As demonstrated by the first test, the correlation matrices outperform the covariance matrices at finding the correct number of communities. In the second test, we assume that the community number has been given a priori and then we compare the effectiveness of the eigenvectors of these two kinds of matrices in terms of the NMI. As shown in Fig.10 and Fig.11 , all the four matrices exhibit very good performance at identifying the intrinsic community structure when the the community structure is evident. When the structure is less evident (µ is larger), however, the correlation matrices outperform the covariance matrices for all parameter configurations. This indicates that the eigenvectors of the correlation matrices characterize the spread characteristics of network nodes better than covariance matrices, especially when the community structure is fuzzier.
In addition, the test results indicate that the two correlation matrices behave almost identically although their corresponding two covariance matrices have rather different performance. This phenomenon further indicates that the rescaling transformation is critical for handling heterogeneity in networks.
Tests on Real World Networks
Co-Author Network: A Case Study
Many real world networks can be used to test the effectiveness of our approach. Here, taking a co-author network as an example, we illustrate the superiority of the correlation matrices to the covariance matrices and later we will only focus on the applications of the correlation matrices on more real world networks.
The nodes of the co-author network represent all individuals who are authors of papers cited in the bibliographies of either of two recent reviews on network research [1] [2] and edges join every pair of individuals whose names appear together as authors of a paper in those bibliographies. The network is constructed as described in [16] . In total, 1589 authors contributed to the papers in the bibliographies and thus the obtained network contains 1589 nodes. We only focus on the giant component of this network, containing 379 nodes and 914 weighted edges.
Investigating the community structure of the network from the perspective of dimensionality reduction, Fig.12 illustrates the spectrum of the Laplacian matrix, the normalized Laplacian matrix, the modularity matrix and the normalized modularity matrix. For the Laplacian matrix and the modularity matrix, the largest eigengap indicates that the significant topological scale corresponds to the partition dividing the network into 2 groups. For the two correlation matrices, as shown in the insets in Figs. 12(b) and 12(d) , the most significant topological scale corresponds to the partition dividing the nodes into 46 groups. To facilitate the comparison between these two partitions, we give the topology of the co-author network in Fig.13 . Meanwhile, the partition with 46 groups is also depicted with different colors. Intuitively, we can see that such a partition captures the main topological characteristics of the co-author network and provides a much better representation of the community structure than the coarsegrained two-way partition detected by the covariance matrices. This can be further verified through checking the name of each author and his/her research interest. 
Applications to More Real World Networks
Many tests on synthetic networks have demonstrated that the correlation matrices are superior to the covariance matrices at uncovering the intrinsic topological scale of networks. Now we apply the correlation matrices to more real world networks, which are widely used to evaluate community detection methods. These networks include the match network of the National Basketball Association teams in the 2009∼2010 seasons, the journal index network constructed in [53] , the social network of dolphins [11] , the college football network of the United States [7] , the metabolic network of E. Coli [54] , the network of political books [15] , the network of jazz musicians [55] , the co-author network of network scientists presented in [16] , and the email network of University Rovira i Virgili [56] . For convenience, these networks are respectively abbreviated to nba, journal, dolphin, football, ecoli, polbook, jazz, netsci and email. The test results on these networks are shown in Fig.14 . Due to that the two correlation matrices achieve identical results, we only give the results of the normalized modularity matrix. Fig.14 shows the occurrence of the largest eigengap of the correlation matrices. The corresponding communities reflect the structural and functional characteristics of each specific network, which can be verified by checking the nodes of each community. Specifically, for the networks with known community structure, including the networks nba, journal, dolphin, football, ecoli and polbook, our approach can accurately uncover such community structure. For the other three networks, the correlation matrices also give very promising results. In addition, for the last three networks, large eigengaps are observed among the negative eigenvalues of the normalized modularity matrix. This indicates that these networks contain anti-community structure. Actually, this phenomenon is also observed in many other real world networks, which are not included in this paper. This will be investigated in our further work.
In addition, we also test the covariance matrices and the correlation matrices on some real world complex networks with larger size, including the protein interaction network and the word association network [13] . However, no significant eigengap is observed in the spectrum of the covariance matrix and the correlation matrix associated with these networks. This indicates that there is no scale which is significantly superior to other scales and thus no partition of network is desired. However, unlike covariance matrices, the correlation matrices can characterize the cohesiveness of the communities at each specific scale through the magnitude of their eigenvalues. Generally speaking, an eigenvalue larger than 0.5 indicates the existence of a cohesive node group, i.e., a community. Thus, according to the magnitude of eigenvalues of the proposed correlation matrices, users can choose the topological scale and partition of networks based on their application needs.
Conclusions
In this paper, we have studied the problem of detecting multiscale community structure in networks under a new framework of dimensionality reduction. This framework views community detection as a process of transforming a high-dimensional representation of a network, where each node is one dimension, to a lowdimensional representation, where each dimension corresponds to a community.
The main contributions of this paper are as follows: 1) We developed a dimensionality reduction framework for the detection of multiscale community structure of networks. This framework provides a unified explanation to the role of the Laplacian matrix for graph partitioning and the modularity matrix for community detection.
2) Based on the new framework, we revealed that existing methods based on Laplacian and modularity matrices cannot effectively detect multiscale communities. We proposed to use the eigengaps of the covariance matrices to identify different topological scales. We then proposed a new method for detecting multiscale communities which uses significant eigenvectors to project network nodes into low-dimensional vectors and clusters those vectors into multiscale communities.
3) We revealed that the Laplacian matrix and the modularity matrix cannot deal with the networks with heterogeneous node degrees. This problem is attributed to the fact that these two matrices only take into account the translation and rotation transformation. We proposed to use a rescaling transformation to handle heterogeneity. The correlation matrices resulted from the rescaling transformation are shown to be effective in detecting community structure for highly heterogeneous networks. 4) We showed that although the Laplacian matrix and the modularity matrix behave very differently, the performance of their corresponding correlation matrices is almost identical. This further indicates that the rescaling transformation plays a critical role at the detection of multiscale community structure in heterogeneous networks.
Note that our framework is related to the eigenvalue decomposition and thus its scalability depends on the development of the eigenvalue decomposition technique. However, real networks are usually very sparse and thus can alleviate the problem of scalability. 
