We present an automatic approach to the construction of BabelNet, a very large, widecoverage multilingual semantic network. Key to our approach is the integration of lexicographic and encyclopedic knowledge from WordNet and Wikipedia. In addition, Machine Translation is applied to enrich the resource with lexical information for all languages. We first conduct in vitro experiments on new and existing gold-standard datasets to show the high quality and coverage of BabelNet. We then show that our lexical resource can be used successfully to perform both monolingual and cross-lingual Word Sense Disambiguation: thanks to its wide lexical coverage and novel semantic relations, we are able to achieve state-of the-art results on three different SemEval evaluation tasks.
Introduction
In the information society, knowledge -i.e., the information and expertise needed to understand any subject of interestis a key skill for understanding and decoding an ever-changing world. Much information is conveyed by means of linguistic communication (either oral or written), therefore it is critical to know how words are used to express meaning, i.e., we need lexical knowledge. The typical example is that of a foreign language learner, who needs as much lexical knowledge as possible in order to understand communications expressed in the foreign language. However, lexical knowledge is an essential component not only for human understanding of text, but also for performing language-oriented automatic tasks effectively. Most, if not all, areas of Natural Language Processing (NLP) have been shown to benefit from the availability of lexical knowledge at different levels. These include, among others, text summarization [82] , named entity disambiguation [16] , Question Answering [48, 66] , text categorization [40, 130, 88] , coreference resolution [107, 111] , sentiment analysis [125, 129] and plagiarism detection [10] . There is clear evidence in the literature that the amount and quality of knowledge heavily impacts even difficult tasks such as Word Sense Disambiguation [26, 28, 87, 89] : richer knowledge sources can be of great benefit to both knowledge-rich systems [89, 106] and supervised classifiers [98, 137] . Finally, wide-coverage structured lexical knowledge is expected to be beneficial for areas other than text processing, e.g., grounded applications such as Geographic Information Systems and situated robots [11] .
Lexical knowledge is available in many different forms, ranging from unstructured terminologies (i.e., lists of terms), to glossaries (e.g., Web-derived domain glossaries [35] ), thesauri (e.g., Roget's Thesaurus [116] ), machine-readable dictionaries (e.g., LDOCE [110] ) and full-fledged computational lexicons and ontologies, such as WordNet [77, 37] and Cyc [63] . However, building such resources manually is an onerous task. It requires dozens of years and has to be repeated from scratch for each new language. Then to this has to be added the cost of interlinking the resources across languages and domains. Manual efforts of this kind include EuroWordNet [128] , MultiWordNet [104] , BalkaNet [127] , and many others. However, resources
where each word's subscript and superscript indicate its part of speech (e.g., n stands for noun) and sense number, respectively. Words can be polysemous and therefore the same word, e.g., play, can appear in more than one synset. For instance, WordNet represents the concept of dramatic play with the above synset and the concept of children's play activity with the following synset:
For each synset, WordNet provides a textual definition, or gloss. For example, the gloss of the first synset of play n is: "a dramatic work intended for performance by actors on a stage". Synsets can contain sample sentences to provide examples of their usage, e.g., "he wrote several plays but only one was produced on Broadway" for the dramatic work sense of play. Finally, synsets are related to each other by means of lexical and semantic relations. The inventory of semantic relations varies among parts of speech, e.g., it includes 12 relations for nouns. For instance, given two nominal synsets, typical semantic relations that can hold between them in WordNet include:
• is-a relations such as hypernymy (expressing concept generalization, e.g., play 1 n is-a dramatic composition 1 n ) and hyponymy (expressing concept specialization): the is-a relation is by far the most common in WordNet. It structures the concepts expressed by synsets into a lexicalized taxonomy where each concept inherits information from its superordinate concepts.
• instance-of relations denoting set membership between a named entity and the class it belongs to (for instance,
n is an instance of dramatist 1 n ).
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• part-of relations expressing the elements of a partition by means of meronymy (e.g., a stage direction In addition to the standard WordNet relations, in this paper we also consider gloss relations. Given a synset S and its set of disambiguated gloss words gloss(S) = {s 1 , . . . , s k }, 6 we define a semantic gloss relation between S and each synset S i containing a sense s i ∈ gloss(S), i = 1, . . . ,k. For instance, the disambiguated gloss for play n -is related to both of the latter synsets via the gloss relation.
Wikipedia
Our second resource, Wikipedia, is a multilingual Web-based encyclopedia. It is a collaborative open source medium edited by volunteers to provide a very large wide-coverage repository of encyclopedic knowledge. Each article in Wikipedia is represented as a page (henceforth, Wikipage) and presents information about a specific concept (e.g., Play (theatre)) or named entity (e.g., William Shakespeare). 7 The title of a Wikipage (e.g., Play (theatre)) is composed of the lemma of the concept defined (e.g., play) plus an optional label in parentheses which specifies its meaning if the lemma is ambiguous (e.g., theatre vs. activity).
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The text in Wikipedia is partially structured. Apart from Wikipages having tables and infoboxes (a special kind of table which summarizes the most important attributes of the entity referred to by a page, such as the birth date and biographical details of a playwright like William Shakespeare), various relations exist between the pages themselves. These include: Both WordNet and Wikipedia can be viewed as graphs. In the case of WordNet, nodes are synsets and edges lexical and semantic relations between synsets 9 whereas, in the case of Wikipedia, nodes are Wikipages and edges the hyperlinks between them (i.e., the above-mentioned internal links). An excerpt of the WordNet and Wikipedia graphs centered on the synset play 1 n and Wikipage Play (theatre) is given in Fig. 1 (a) and (b), respectively. 10 The two graphs highlight the complementarity of these two resources: while there are corresponding nodes in the two graphs (e.g., tragedy 2 n and Tragedy), each resource also contains knowledge which is missing in the other: this includes missing concepts (for instance, no Wikipage corresponding to direction 6 n ), named entities (such as Ancient Greece missing in WordNet), as well as relations (e.g., the topical relation between Shakespeare and Tragedy).
BabelNet
BabelNet encodes knowledge as a labeled directed graph G = (V , E) where V is the set of nodes -i.e., concepts such as play and named entities such as Shakespeare -and E ⊆ V × R × V is the set of edges connecting pairs of concepts (e.g., play is-a dramatic composition). Each edge is labeled with a semantic relation from R, i.e., {is-a, part-of , . . . , }, where denotes an unspecified semantic relation. Importantly, each node v ∈ V contains a set of lexicalizations of the concept for different languages, e.g., {play en , Theaterstück de , dramma it , obra es , . . . , pièce de théâtre fr }. We call such multilingually lexicalized concepts Babel synsets. Concepts and relations in BabelNet are harvested from the largest available semantic lexicon of English, WordNet, and a wide-coverage collaboratively-edited encyclopedia, Wikipedia (introduced in Section 2). In order to build the BabelNet graph, we collect at different stages:
a. From WordNet, all available word senses (as concepts) and all the lexical and semantic pointers between synsets (as relations); b. From Wikipedia, all encyclopedic entries (i.e., Wikipages, as concepts) and semantically unspecified relations from hyperlinked text.
An overview of BabelNet is given in Fig. 2 . The excerpt highlights that WordNet and Wikipedia can overlap both in terms of concepts and relations: accordingly, in order to provide a unified resource, we merge the intersection of these two knowledge sources. Next, to enable multilinguality, we collect the lexical realizations of the available concepts in different languages. Finally, we connect the multilingual Babel synsets by establishing semantic relations between them. Thus, our methodology consists of three main steps: 3. We establish relations between Babel synsets by collecting all relations found in WordNet, as well as all wikipedias in the languages of interest (Section 3.3): in order to encode the strength of association between synsets, we compute their degree of correlation using a measure of relatedness based on the Dice coefficient.
Throughout the section, we illustrate our approach by means of an example focused on the Wikipage Play (theatre) and the WordNet senses of play.
Mapping Wikipedia to WordNet
The first phase of our methodology aims at establishing links between Wikipages and WordNet senses. Formally, given the entire set of pages Senses Wiki where Senses WN (w) is the set of senses of the lemma of w in WordNet. Given a Wikipage w, its corresponding lemma is given by either its title (tragedy for Tragedy) or the main token of a sense-labeled title (play for Play (theatre)). For example, if our mapping methodology linked Play (theatre) to the corresponding WordNet sense play 1 n , we would have μ(Play (theatre)) = play 1 n . Our method works as follows:
1. We first develop a mapping algorithm (Section 3.1.1) that:
(a) leverages resource-specific properties of our source and target resources, namely monosemous senses and redirections; (b) given a Wikipage, finds the WordNet sense that maximizes the probability of the sense providing an adequate corresponding concept for the page. 2. We then view resource mapping as a disambiguation problem, and associate a so-called disambiguation context with both WordNet senses and Wikipages (Section 3.1.2). 3. Finally, we define two strategies to estimate the conditional probability of a WordNet sense given a Wikipage, both based on disambiguation contexts (Section 3.1.3). These estimators either (a) make use of a simple bag-of-words (BoW) approach, or (b) leverage the graph structure of the target resource, i.e., WordNet's in our case.
Mapping algorithm
In order to link each Wikipage to a WordNet sense, we make use of the mapping algorithm whose pseudocode is presented in Algorithm 1. The following steps are performed:
• Initially (lines 1-2), our mapping μ is empty, i.e., it links each Wikipage w to .
• For each Wikipage w whose lemma is monosemous both in Wikipedia and WordNet (i.e., |Senses Wiki (w)| = |Senses WN (w)| = 1) we map w to its only WordNet sense w 1 n (lines 3-5).
• Finally, for each remaining Wikipage w for which no mapping was previously found (i.e., μ(w) = , line 7), we do the following: if μ(w) = then 13: if no tie occurs then 14: μ(w) := argmax As a result of the execution of the algorithm, the mapping μ is returned (line 15). The gist of the mapping algorithm is the calculation of the conditional probability p(s|w) of selecting the WordNet sense s given the Wikipage w. The sense s which maximizes this probability is obtained as follows:
This last formula is obtained by observing that p(w) does not influence our maximization, as it is a constant independent of s. As a result, the most appropriate sense s is determined by maximizing the joint probability p(s, w) of sense s and page w.
Disambiguation contexts
In order to estimate the joint probability of a WordNet sense and Wikipage, we start with the same technique as that adopted in Word Sense Disambiguation [87] , and define a disambiguation context for each of the two concepts. Basically, given a concept, i.e., a page or sense, this disambiguation context is a set of words obtained from the corresponding resource, whose senses are associated with the input concept by means of some semantic relation and which provide evidence for a potential link in our mapping μ. • Sense labels: e.g., given the page Play (theatre), the word theatre is added to the disambiguation context.
• Links: the titles' lemmas of the pages linked from the Wikipage w (i.e., outgoing links). For instance, the links in the Wikipage Play (theatre) include literature, comedy, etc.
• Redirections: the titles' lemmas of the pages which are redirecting to w, e.g., Playlet redirects to Play (theatre), so we include playlet in the context.
• Categories: Wikipages are typically classified according to one or more categories. For example, the Wikipage Play (theatre) is categorized as PLAYS, DRAMA, THEATRE, etc. While many categories are very specific and do not appear in WordNet (e.g., THEATRE CHARACTERS), we consider their syntactic heads [108] for inclusion in the disambiguation context (i.e., character).
The disambiguation context Ctx(w) of a Wikipage w is then defined as the set of words obtained from all of the four sources above. For example, Ctx(Play (theatre)) = {theatre, literature, comedy, . . . , playlet, drama, . . . , character}.
Disambiguation context of a WordNet sense.
Given a WordNet sense s and its synset S, we instead use the following sources as disambiguation context:
• Synonymy: all synonyms of s in synset S. For instance, given the synset of play 1 n , all its synonyms are included in the context (that is, drama and dramatic play).
• Hypernymy/Hyponymy: all synonyms in the synsets H such that H is either a hypernym (i.e., a generalization) or a hyponym (i.e., a specialization) of S. For example, given play 1 n , we include its hypernym dramatic composition.
• Gloss: the set of lemmas of the content words occurring within the gloss of s. For instance, given s = play 1 n , defined as "a dramatic work intended for performance by actors on a stage", we add to the disambiguation context of s the following lemmas: work, dramatic work, intend, performance, actor, stage.
Given a WordNet sense s, we define its disambiguation context Ctx(s) as the set of words obtained from some or all of the four sources above. For example, Ctx(play 1 n ) = {drama, dramatic play, composition, work, intend, . . . , actor, stage}.
Probability estimation
Given the disambiguation contexts, we can compute the probability of a WordNet sense and Wikipage referring to the same concept, i.e., the joint probability defined in Eq. (1). We estimate p(s, w) as:
We define two different ways of computing the score(s, w) function:
• Bag-of-words method: computes score(s, w) = |Ctx(s) ∩ Ctx(w)| + 1 (we add 1 as a smoothing factor). This is a simple method already proposed in [91] , that determines the best sense s by computing the intersection of the disambiguation contexts of s and w, and thus does not exploit the structural information available in WordNet or Wikipedia.
• Graph-based method: starts with the flat disambiguation context of the Wikipage Ctx(w) and transforms it into the structured representation of a graph, which is then used to score the different senses of w in WordNet. A labeled 
where paths WN (s, s ) is the set of all paths between s and s in WordNet, and length(p) the length of path p in terms of its number of edges.
We illustrate the execution of our mapping algorithm by way of an example. Let us focus on the Wikipage Play (theatre). The word is polysemous both in Wikipedia and WordNet, thus lines 3-5 of the algorithm do not concern this Wikipage.
In the main part of our algorithm (lines 6-14) we aim to find a mapping μ(Play (theatre)) to an appropriate WordNet sense of the word play. To this end, we first check whether a redirection exists to Play (theatre) that was previously disambiguated (lines 8-10). Next, we construct the disambiguation context for the Wikipage by including words from its label, links, redirections and categories (cf. Section 3.1.2). The context thus includes, among others, the following lemmas: drama, comedy, performing art, literature, tragedy and performance (cf. also Fig. 1 ). We now construct the disambiguation contexts for two of the WordNet senses of play, namely the 'theatre' (#1) and the 'activity' (#8) senses. To do so, we include lemmas from their synsets, hypernyms, hyponyms, and glosses. The context for play 1 n includes: performance, drama, act, playlet. The context for play 8 n contains among others: house, doctor, fireman, diversion and imagination. When mapping using the bag-of-words method we simply compute the size of the intersection between the disambiguation context of the Wikipage and each of the WordNet senses of interest: the sense with the largest intersection is #1, so the following mapping is established: μ(Play (theatre))= play for the Wikipage context and select the highest scoring WordNet sense based on Eq. 3. In our example, the result is the same as the bag-of-words method: however, note that by structuring the Wikipage context using WordNet relations we are now able to capture broader semantic relations between context terms such as the ones contained in the following paths:
As a result, the graph-based method is expected to establish mappings even in cases when the intersection of the WordNet and Wikipedia disambiguation context is empty, thus having more recall. As an example, let us consider the Wikipage Play (activity), which refers to the 'playing games' sense of play. Here, the disambiguation context for the Wikipage contains, among others, words such as game, toy, childhood and recreation. But while the BoW method is not able to induce any mapping, since the intersection with the disambiguation context of any of play 1 n and play 8 n is empty, using the graph-based method we are able to output the mapping μ(Play (activity)) = play 8 n by finding paths such as:
Translating Babel synsets
So far we have linked English Wikipages to WordNet senses. Given a Wikipage w, and provided it is mapped to a sense s (i.e., μ(w) = s), we create a Babel synset S ∪ W , where S is the WordNet synset to which sense s belongs, and W includes: (i) w; (ii) the set of redirections to w; (iii) all the pages linked via its inter-language links (that is, translations of the Wikipage into other languages); (iv) the redirections to the inter-language links found in the Wikipedia of the target language. For instance, given that μ(Play (theatre)) = play 1 n , the corresponding Babel synset is {play en , Bühnenwerk de , pièce de théâtre fr , . . . , opera teatrale it } (Fig. 3) . Including redirections additionally enlarges the Babel synset with {Theaterstück de , texte dramatique fr }. However, two issues arise: first, a concept might be covered only in one of the two resources (either WordNet or Wikipedia), meaning that no link can be established (e.g., Musical theatre or actor's line 1 n in Fig. 2) ; second, even if covered in both resources, the Wikipage for the concept might not provide any translation for the language of interest (e.g., the Spanish and Catalan inter-language links for Play (theatre) are missing in Wikipedia).
In order to address the above issues, and thus guarantee high coverage for all languages, we developed a methodology for translating senses in the Babel synset into missing languages. Given a WordNet word sense in our Babel synset of interest (e.g., play 1 n ) we collect its occurrences in SemCor [79] , a corpus of more than 200,000 words annotated with WordNet senses. We do the same for Wikipages by retrieving sentences in Wikipedia with links to the Wikipage of interest (e.g., Play (theatre)). By repeating this step for each English lexicalization in a Babel synset, we obtain a collection of sentences for the synset (see left part of Fig. 2 ). Next, we apply a state-of-the-art Machine Translation system 11 and translate the set of sentences into all languages of interest. Given a specific term in the initial Babel synset, we collect the set of its translations. We then identify the most frequent translation in each language and add it to the Babel synset (in the case of ties, we collect all top-scored translations). Note that translations are sense-specific, as the context in which a senseannotated term occurs is provided to the translation system. For instance, in order to collect missing translations for Play (theatre) and its corresponding WordNet sense play Similarly, from SemCor we collect and automatically translate, among others, the following sentence:
(b) The situation in which we find ourselves is brought out with dramatic force in Arthur Miller's play 1 n The Crucible, which deals with the Salem witch trials.
As a result, we can enrich the initial Babel synset with the following words: drame fr , dramma it , obra ca , obra es (Fig. 4 , additional lexicalizations are shown in dotted ellipses). Note that not only do we obtain translations for Catalan and Spanish which were unavailable in the first phase (e.g., because no inter-language link was provided), but we also obtain more lexicalizations for the French and Italian languages (for which, instead, inter-language links were available). To ensure precision, we translate only WordNet and Wikipedia senses that occur in at least 3 different sentences. To harvest all translations of interest in a reasonable amount of time, 12 we collect at most 10 sentences for each sense. Moreover, in the case of Wikipedia, we translate only titles of Wikipages which do not refer to named entities. To do this, we first identify the named entities based on a simple heuristic: we assume that Wikipage titles which contain at least two tokens starting with an uppercase letter (e.g., William Shakespeare) are proper names that refer to named entities. While more complex heuristics could be used (e.g., the one proposed in [16] ), we found this very simple approach worked surprisingly well -i.e., achieving an accuracy of 94% on a validation sample of 100 pages. As a result of this procedure we are able to reduce the number of Wikipedia concepts to translate from over 3 million to 324,137. For these named entities we do not collect any sentence and assume that they remain the same across languages (that is, given that BabelNet currently contains European languages only, we do not address any issue related to proper name transliteration). Similarly, we perform a contextless translation for those words in WordNet which are monosemous: in this case, in fact, we simply include in BabelNet the translations returned by Google Translate. As a result of our translation procedure we produce a very large sense-labeled corpus, that we call BabelCor, and which is freely available together with BabelNet (see Section 5 for details). 11 We use the Google Translate API (http://research.google.com/university/translate). An initial prototype used a statistical machine translation system based on Moses [57] and trained on Europarl [56] . However, we found this system unable to cope with many technical terms in the domains of sciences, literature, history, etc. 12 Google Translate requires us to keep the traffic below 1 query per second (at most 86,400 translation queries per day).
Harvesting semantic relations
The final step of our methodology consists of establishing semantic relations between our multilingual Babel synsets. This is achieved by: (i) collecting the relations directly from the two knowledge sources which are used to build BabelNet, namely WordNet and Wikipedia; (ii) weighting them using a relatedness measure based on the Dice coefficient. We first collect all lexical and semantic relations from WordNet (including the gloss relations introduced in Section 2.1). For instance, given the Babel synset for play 1 n , we connect it to the Babel synsets of playlet 1 n , act 3 n , etc. (cf. Fig. 1(a) ). We then include all relations from Wikipedia, making use of its internal hyperlink structure: for each Wikipage, we collect all links occurring within it and establish an unspecified semantic relation between their corresponding Babel synsets (cf. the semantic relations for Play (theatre) in Fig. 1(b) ). To harvest as many relevant relations as possible, we make use of all wikipedias in the available languages: that is, relations from wikipedias in languages other than English are also included. For instance, while the page Play (theatre) does not link directly to a highly related concept such as Acting, by pivoting on German (based on the interlanguage links) we find that Bühnenwerk links to Schauspiel, so a link can be established between the two Babel synsets that contain these English and German senses.
Edges in BabelNet are weighted to quantify the strength of association between Babel synsets. We use different strategies to leverage WordNet's and Wikipedia's distinctive properties -i.e., the availability of high-quality definitions from WordNet, and large amounts of hyperlinked text from Wikipedia -both based on the Dice coefficient. Given a semantic relation between two WordNet synsets s and s , we compute its corresponding weight using a method similar to the Extended Gloss Overlap measure for computing semantic relatedness [8] . We start by collecting (a) synonyms and (b) all gloss words from s and s , as well as their directly linked synsets, into two bags of words S and S . We remove stopwords and lemmatize the remaining words. We then compute the degree of association between the two synsets by computing the Dice coefficient as the number of words the two bags have in common normalized by the total number of words in the bags: = 0.46 as strength of correlation (the two bags contain 31 and 26 terms, respectively, and have 13 terms in common). In the case of edges corresponding to semantic relations between Wikipedia pages, instead, we quantify the degree of correlation between the two pages by using a co-occurrence based method, previously used for large-scale thesaurus extraction [54, 138] , which draws on large amounts of hyperlinked text. 13 Given two Wikipages w and w , we compute the frequency of occurrence of each individual page ( f w and f w ) as the number of hyperlinks found in Wikipedia which point to it, and the co-occurrence frequency of w and w ( f w,w ) as the number of times these links occur together within a context (i.e., a sliding window of 40 words in our case). The strength of association between w and w is then given by applying the Dice coefficient formula to these frequency counts, namely:
. For example, given the Wikipages Play (theatre) and Satire, we find in Wikipedia that they occur as a link 1,560 and 2,568 times, respectively, and co-occur 9 times within the same context. As a result, the Dice coefficient for these two pages is 0.0044.
In vitro evaluation
We perform two in vitro evaluations to assess the quality of BabelNet, namely: an evaluation of the mapping between Wikipedia and WordNet (Section 4.1) and an evaluation of the translations of Babel synsets (Section 4.2).
Mapping evaluation
In this section we describe our evaluation of the quality of mapping from Wikipedia pages to WordNet senses (Section 4.1.1). To corroborate our results and show the generality of our mapping method, we report further experiments on linking Wikipedia categories to WordNet (Section 4.1.2).
Mapping Wikipedia pages to WordNet 4.1.1.1. Experimental setting.
To perform an experimental evaluation of the quality of our mappings from Wikipages to WordNet senses, we created a gold standard consisting of manually labeled ground-truth mappings. The gold standard is created 13 During prototyping we tried to compute the correlation between WordNet synsets in a similar way by using sense labeled data from the SemCor corpus [79] . However, this produced a low-quality output with most of the synset pairs having a null Dice score, due to sparse counts resulting from SemCor's small size.
Table 1
Performance on mapping Wikipedia pages to WordNet synsets. Underlined results are those using the best value for the maximum search depth, found by maximizing the F 1 measure on the dataset from [99] used as development data. The best results for each metric are in bold: the best overall results (in terms of balanced F 1 -measure and accuracy) are obtained by building disambiguation graphs using all WordNet relations and limiting the maximum depth of the depth-first search to 2. Using more relations yields improvements in recall, but also, as a trade-off, decreases in precision. from a dataset which includes all lemmas whose senses are contained both in WordNet and Wikipedia. The dataset contains 80,295 lemmas, which correspond to 105,797 WordNet senses and 199,735 Wikipedia pages. The average polysemy is 1.3 and 2.5 for WordNet senses and Wikipages, respectively (2.9 and 4.7 when excluding monosemous words). From this dataset, we selected a random sample of 1,000 Wikipages and asked an annotator with previous experience in lexicographic annotation to provide the correct WordNet sense for each page (an empty sense label was given, if no correct mapping was possible). The gold-standard includes 505 non-empty mappings, i.e., Wikipages with a corresponding WordNet sense. In order to quantify the quality of the annotations and the difficulty of the task, a second annotator sense tagged a subset of 200 pages from the original sample. Our annotators achieved a κ inter annotator agreement [17] of 0.9, which indicates almost perfect agreement and is comparable with similar annotation efforts [99] . We evaluate our mapping methodology (cf. Section 3.1) using the BoW and the graph-based methods to estimate mapping probabilities (Section 3.1.3). Prior to applying our mapping algorithm in any of the two settings, we remove from the WordNet-Wikipedia intersection those Wikipages whose sense label is among the 100 most frequent ones (the value is experimentally set using the dataset from [99] as held-out development data), which helps us avoid mapping WordNet senses to pages belonging to domains which are typically found in Wikipedia only (bands, movies, etc.). We explore different disambiguation contexts for the WordNet senses (cf. Section 3.1.2): these include contexts based on synonymy, hypernymy and hyponymy (i.e., a taxonomic setting), glosses, and their union. For the disambiguation context of a Wikipage, instead, we use all the information that is available, i.e., sense labels, links and categories (cf. Section 3.1.2).
14 Additionally, for the graphbased method, we vary the maximum depth of the depth-first search to test the effect of exploring increasingly bigger portions of WordNet when building the disambiguation graphs.
Parameter tuning.
The graph-based estimates of the mapping probabilities (Section 3.1.3) depend heavily on the maximum depth of the depth-first search. In order to find the best value for the search depth for each disambiguation context, we optimize the F 1 measure using the dataset from [99] as development data: while we cannot use these data as test set for evaluation, due to mismatches in the sense inventory, 15 they nevertheless provide a well-balanced dataset for estimating the optimal value of our search parameter.
Results and discussion.
Evaluation is performed in terms of standard measures of precision (the ratio of correct sense labels to the non-empty labels output by the mapping algorithm), recall (the ratio of correct sense labels to the total of nonempty labels in the gold standard) and F 1 -measure (a harmonic mean of precision and recall calculated as 2P R P +R ). In addition 14 We leave out the evaluation for different contexts of a Wikipage for the sake of brevity. However, during prototyping we found that the best results were obtained by using the largest context available, as reported in Table 1 . 15 In fact, the procedure for building the sense inventory of [99] collects as Wikipedia senses of an input lemma all Wikipages where the word occurs as anchor text of an internal link. For instance, given an occurrence of a link to Radio personality with anchor text host, the former is assumed to be a potential sense of the latter (a frequency threshold of 3 different articles for each hyperlink is employed to reduce the amount of noise from such free-form sense annotations).
we calculate accuracy, which also takes into account empty sense labels (that is, calculated on all 1,000 test instances). As baseline we use the most frequent WordNet sense (MFS), as well as a random sense assignment. The results obtained from applying our mapping algorithms to the test data are reported in Table 1 . Both in the case of accuracy and F 1 -measure, the best results for the graph-based method are achieved using the optimal value of the search depth chosen during our tuning phase, which indicates that our findings and the behavior of this method generalize well across different datasets.
Our mapping methods achieve up to almost 78% F 1 and improve over the baselines by a large margin. Higher performance can be obtained by using more disambiguation information. That is, using a richer disambiguation context helps to better estimate the conditional probability of a WordNet sense given a Wikipage. In the case of the BoW method, the combination of taxonomic and gloss information attains a slight variation in terms of precision (−2.2% and −0.1% compared to taxonomic and gloss relations, respectively), but a significantly high increase in recall (+17.8% and +13.8%). This implies that the information provided by different disambiguation contexts only partially overlap and, when used separately, each produces different mappings with a similar level of precision. When comparing the BoW with the graph-based method, the results support our intuitions from Section 3.1.3: by building disambiguation graphs, we are able to relate candidate senses of the Wikipedia page of interest with senses of the words in context by means of broad semantic relations which are not necessarily found in their immediate neighbors (as given in the bags of words): as a result, the graph-based method generally achieves a higher recall than the BoW approach (up to +21.7%, +15.3% and +11.8% when using taxonomic relations, gloss-derived ones, and both, respectively), thus yielding an improvement of the F 1 measure of up to 2.7 points when using both taxonomic and gloss relations to explore the WordNet graph with maximum depth set to 2. More specifically, when analyzing the contribution of different WordNet relations to the construction of the disambiguation graph, we note that the F 1 performance when using only taxonomic relations increases with the maximum depth of the search. However, when using gloss-derived relations, we observe decreases in F 1 -measure after a maximum depth of 3. This is because gloss-derived relations, in contrast to taxonomic ones, can be relatively noisy (for instance, act 3 n is related to subdivision 2 n ) and, while this still helps boost recall, it also leads to a considerable decrease in precision. This effect is amplified when combining both kinds of WordNet relations: the "recall up vs. precision down" effect needs to be counter-balanced by limiting the depth of the search. With maximum depth of 2 we are thus able to achieve the best result of 77.7% F 1 -measure. A similar discussion concerns the accuracy of the different settings, thus showing that our mapping methodology is consistently robust with both empty and non-empty sense assignments.
As for the baselines, the most frequent sense is just 1.6% and 1.2% above the random baseline in terms of F 1 and accuracy, respectively. In fact, a χ 2 test on accuracy reveals no statistically significant difference at p < 0.05. This is a consequence of the random distribution of senses in our dataset and the "unbiased" Wikipedia coverage of WordNet senses (we hypothesize this coverage will not necessarily correlate with sense frequency information in WordNet). So selecting the first WordNet sense, rather than any other sense, for each target page represents a choice that is as arbitrary as picking a sense at random.
Mapping Wikipedia categories to WordNet
Our mapping methodology is general in nature. Thus, to corroborate the robustness of our approach, we report further experiments on linking Wikipedia categories to WordNet. To perform such mapping we apply exactly the same algorithm as the one used in Section 3.1.1, only defining a different category-specific disambiguation context as the set of words obtained from the following sources:
• Sub/Super-category: the lemmas 16 of the categories immediately dominating and dominated by the target Wikipage category within the category tree. For instance, the category PLAYS has super-categories DRAMA, THEATRE, LITERATURE BY GENRE and WORKS BY MEDIUM, as well as, among others, sub-categories PLAYS ADAPTED INTO FILMS and MASQUES, so we add to the disambiguation context the following words: drama, theatre, literature, work and masque.
• Page titles: the titles' lemmas of the pages contained in the category, together with their redirections. E.g., PLAYS contains the page Play (theatre), to which Playlet, Stageplay, Playgoer and Theatrical play all redirect. These pages thus contribute the following lemmas to the disambiguation context: playlet, stageplay, playgoer and play.
• Page categories: the lemmas of the categories found within the pages of the target Wikipage category. For instance, pages contained in the category PLAYS are categorized as DRAMA, THEATRE, PERFORMING ARTS and LITERATURE, so we add drama, theatre, performing art and literature to the disambiguation context. For instance, Ctx(PLAYS) = {drama, theatre, literature, . . . , masque, playlet, stageplay, . . . , performing art}.
Experimental setting.
To evaluate the performance of our mapping algorithms when applied to Wikipedia categories, as well as to compare it with other competing proposals from the literature, we opted for the publicly available dataset presented in [126] . The dataset contains 200 nouns which are polysemous in WordNet and whose senses are mapped to 207 categories. Among the 207 categories, 37 (17.9%) correspond to more than one WordNet sense -e.g., the category COMMUNISTS corresponds to both WordNet senses of communist: this is due to the WordNet senses being usually finer- Table 2 Performance on mapping Wikipedia categories to WordNet synsets. Systems marked with * were evaluated by 10-fold cross-validation. Underlined results are those using the best value for the maximum search depth, found using the dataset from [105] grained than the Wikipedia ones (cf. also the coarse-grained Word Sense Disambiguation evaluation in Section 6.2). Another 16 categories (7.7% of the dataset) have no corresponding sense in WordNet (for instance, CHIEF EXECUTIVES). Given that the dataset contains almost exclusively non-empty mappings, we also evaluated the setting in which our mapping algorithm always outputs a WordNet sense for an input category. That is, in case a WordNet sense cannot be assigned to a Wikipedia category (i.e., no sense is triggered by the disambiguation context or a tie occurs), we output the category's lemma most frequent sense (MFS) from SemCor. 17 To quantify the method's performance, we follow [126] and use accuracy as evaluation metric, as computed using the official Senseval scorer. 18 We compare our mapping algorithms against our previous category mapping approach [105] , based on structural overlaps, as well as a variety of unsupervised and supervised approaches presented in [126] , the latter ones evaluated using 10-fold cross-validation.
Parameter tuning.
As in the case of mapping Wikipages, a fair evaluation of the graph-based method includes establishing the optimal value for the search depth on held-out data. To this end, we use the dataset from our previous work [105] as development data to find the value of the maximum search depth that yields the best accuracy. For tuning purposes only, to avoid noise deriving from the incorrect identification of the categories' syntactic heads, we use only instances containing single-word category labels (88 in total) -i.e., we do not consider categories with complex noun phrase labels such as THEATRE PRODUCTION COMPANIES or WORKS BASED ON PLAYS.
Results and discussion.
The results, shown in Table 2 , support our previous findings on mapping Wikipedia pages to WordNet senses. First, when compared to the BoW method, the graph-based one achieves higher performance by generating more accurate mappings (up to +17.4% when using gloss relations). All the graph-based settings beat the MFS baselinea very difficult competitor for this task [126] -except for those that use only gloss-derived relations without the most frequent sense back-off. Using the MFS back-off, in turn, is always beneficial and represents a sensible choice for this particular task given that most of the Wikipedia categories have a corresponding WordNet sense. Moreover, we note that taxonomic and gloss-derived relations are complementary to each other: building disambiguation graphs which contain both kinds of semantic relation we are able to achieve the best performance, i.e., above 80% accuracy, which is only 4 points below the oracle system combination (i.e., a system that outputs the sense found in the gold standard, if found by any member of 17 In a typical mapping task scenario, the MFS could not be used as a sensible fallback strategy when no mapping between Wikipedia categories and WordNet synsets can be established. We use it in the present context since, as mentioned above, the dataset we use is mostly targeted at evaluating the system's accuracy in establishing mappings, rather than in recognizing them. 18 http://www.senseval.org/senseval3/scoring. an ensemble [126] ). The additional richness provided by graphs with more relations at higher depth can, however, lead to incorrect sense assignments and a degradation of the overall results. The best results are therefore achieved when using taxonomic and gloss relations and limiting the depth of the search to 2: in this setting, we are able to beat any of the approaches presented in [126] by a large margin. As in the case of mapping Wikipages, the best results on the test data are achieved using the optimal value of the search depth chosen during our tuning phase, thus corroborating the generality of our findings across datasets.
Translation evaluation
So far we have focused on the quality of the mapping between WordNet and Wikipedia. We next concentrate on analyzing the other major component of our approach, namely the use of a Machine Translation system. We first present two descriptive analyses, in order to characterize the contribution made by the use of an MT system. We analyze the kind of output the MT system returns by quantifying its richness in terms of output diversification (Section 4.2.1), and the amount of WordNet synsets which are translated using different sources such as SemCor or our Wikipedia corpus (Section 4.2.2). We then move on to perform a second set of experiments, aimed at quantifying BabelNet's coverage against gold-standard resources (Section 4.2.3), i.e., manually assembled wordnets in languages other than English. Finally, we also perform an additional manual evaluation of the extra coverage provided by BabelNet (Section 4.2.4).
Degree of translation output diversification
In order to test whether the lexical knowledge contained in BabelNet is an artifact of translating Babel synsets, we first quantify how rich the output of the MT system is in terms of the average number of translations that it outputs for each English source word. The results are presented in Table 3 , where we compute the statistics for the translations obtained separately from SemCor and Wikipedia, as well as both corpora together. Our results indicate that the number of distinct translations per word is much higher for SemCor than Wikipedia. A closer look at the output reveals, in fact, that the sense inventory of Wikipedia contains many specialized senses, such as Broadway theater, or Roman amphitheatre, which can have only one or two translations at most. This is in contrast to the more general vocabulary provided by senses annotated in SemCor, e.g., including different senses for play, which allow for a far higher variety in the translation output. Finally, combining both corpora attenuates the effects of SemCor's translation variety, essentially due to its smaller size in comparison to the Wikipedia corpus.
Analysis of the translated WordNet
During the construction of BabelNet we translate WordNet synsets using heterogeneous sources, namely SemCor, BabelCor (our sense-annotated Wikipedia corpus), as well as the translation of monosemous words. Thus, in order to give a better idea of the different contributions of these translation sources in helping us build the 'core' of BabelNet, i.e., its region where lexicographic (WordNet's) and encyclopedic (Wikipedia's) knowledge meet, we present in Table 4 statistics of how many WordNet synsets are translated using SemCor and/or Wikipedia, or monosemous word translations, or all three combined. The figures show that, due to its limited size and our additional requirement of a minimum of 3 annotated sentences per sense (cf. Section 3.2), SemCor is simply too small to provide a substantial number of translations for BabelNet. By complementing SemCor at different times with sense translations from Wikipedia, as well as monosemous word translations, we are able to translate a substantial portion of WordNet, consisting of 83.4% and 79.0% of its overall 82,115 and 146,312 nominal synsets and senses, respectively. Note that the large contribution of translations from monosemous words is due to the content of WordNet itself, where 101,863 out of 117,798 nominal lemmas are, in fact, monosemous.
Automatic evaluation of translations 4.2.3.1. Datasets.
To compute the coverage of BabelNet against gold-standard wordnets, we use the following manually assembled lexical knowledge bases, whose size in terms of number of synsets and word senses is reported in Table 5 : • German: the subset of GermaNet [62] included in EuroWordNet for German;
• Italian: MultiWordNet [104] .
All wordnets are linked to the English WordNet, which in turn is contained in BabelNet: this allows us to quantify their degree of overlap with BabelNet without the need to (automatically or manually) map across resources -i.e., the synsets of the English WordNet act as a pivot.
Evaluation measures.
Let B be BabelNet, F our gold-standard non-English wordnet (e.g., GermaNet), and let E be the English WordNet. Given a synset S F ∈ F , we denote its corresponding Babel synset as S B and its synset in the English WordNet as S E . We then quantify the coverage of BabelNet against our gold-standard wordnets both in terms of synsets and word senses. For synsets, we calculate coverage as follows: 
where s F is a word sense in synset S F and δ (S B , s F ) = 1 if s F ∈ S B , 0 otherwise. That is, we calculate the ratio of word senses in our gold-standard resource F that also occur in the corresponding synset S B to the overall number of senses in F .
Computing coverage provides only part of the picture. In fact, while our gold-standard wordnets cover only a portion of the English WordNet, the overall coverage of BabelNet is much higher. We thus calculate extra coverage for synsets as the proportion of WordNet synsets which are covered by BabelNet but not by the reference resource F :
Similarly, we calculate extra coverage for word senses found in BabelNet and contained within WordNet synsets which are not covered by the reference resource F :
4.2.3.3. Results and discussion. In order to evaluate the different contributions of Wikipedia's inter-language links and our approach to filling translation gaps by means of a Machine Translation system, we evaluate coverage and extra coverage of word senses and synsets at different stages:
(a) using only the inter-language links from Wikipedia (Wiki Links); (b) using only the automatic translations of the sentences from Wikipedia (Wiki Transl.); (c) using only the automatic translations of the sentences from SemCor (WordNet Transl.); (d) using all available translations, i.e., BabelNet.
We report coverage results in Table 6 . The percentage of word senses covered by BabelNet ranges from 52.9% (Italian) to 66.4 (Spanish) and 86.0% (French). Synset coverage ranges from 73.3% (Catalan) to 76.6% (Spanish) and 92.9% (French). Synset coverage is higher because a synset in the reference resource is considered to be covered if it shares at least one word with the corresponding Babel synset. Details on extra coverage -which quantifies the amount of word senses and synsets in the English WordNet for which BabelNet, but not the non-English gold-standard resources, is able to provide a translation -are given in Table 7 and Fig. 5 . The results show that we provide for all languages a high extra coverage both at the word sense level -ranging from 340% (Catalan) to 2,298% (German) -and at the synset level -ranging from 102% (Spanish) to 902% (German). Cases of novel translations not found in the non-English wordnets include, for instance, autore teatrale it , théâtre de rue fr or Theatersaison de . Tables 6 and 7 show that the best results are obtained when combining all available translations, i.e., both from Wikipedia and the machine translation system. The performance figures suffer from the errors of the mapping phase (see Section 4.1). Nonetheless, the results are generally high, with a peak for French, since WOLF was created semi-automatically by combining several resources, including Wikipedia. The relatively lower word sense coverage for Italian (52.9%) is, instead, due to the lack of many common words in the gold-standard synsets. Examples include playwright en translated only as drammaturgo it but not as the equally common autore teatrale it , theatrical production en translated as allestimento it but not as produzione teatrale it or messa in scena it , etc.
Manual evaluation of translations 4.2.4.1. Experimental setup.
The previous evaluation quantified the extent to which the non-English wordnets are covered by BabelNet. However, that evaluation does not say anything about the precision of the additional lexicalizations that BabelNet provides. Given that BabelNet shows a remarkably high 'added value' in terms of extra coverage -ranging from 340% to 2,298% of the national wordnets (see Fig. 5 ) -we need to perform a manual evaluation to assess the quality of these novel translations. In order to build a dataset of translations to be validated by human annotators, we selected for each of the five languages other than English a random set of 600 Babel synsets composed as follows: 200 synsets whose senses exist in WordNet only, 200 synsets in the intersection between WordNet and Wikipedia (i.e., those mapped with our method illustrated in Section 3.1), 200 synsets whose lexicalizations exist in Wikipedia only. Our validation dataset thus includes 600 × 5 = 3,000 Babel synsets, none of which is covered by any of the five non-English gold-standard wordnets. The Babel synsets were manually validated by expert annotators who decided which senses (i.e., lexicalizations) were appropriate 
Results and discussion.
In Table 8 we report precision (i.e., the percentage of lexicalizations deemed correct) and, in parentheses, the total number of translations evaluated for each language (columns) in one of the three regions of BabelNet (rows). The results show that different regions of BabelNet contain translations of different quality: WordNetonly synsets have a precision of around 72%, which considerably increases by using translations from Wikipedia links and sense-labeled data (around 80% in the intersection and 95% with Wikipedia-only translations). The absolute numbers in parentheses indicate that the number of translations from Wikipedia is higher than that of WordNet: this is due to our method collecting many translations from the redirections found in the wikipedias of the target languages (Section 3.2), as well as to the paucity of examples in SemCor. In addition, some of the synsets in WordNet with no Wikipedia counterpart are very difficult to translate. Examples include terms like yodeling, crape fern, peri, and many others for which we could not find translations in major editions of bilingual dictionaries. In contrast, good translations were produced using our machine translation method when enough sentences were available. Examples include, among others, Laientheater de for amateur theatre en , attore cinematografico it for film actor en , etc.
Anatomy of BabelNet
In this section we provide statistics for the current version of BabelNet, obtained by applying the construction methodology described in Section 3, and evaluated in Section 4.
WordNet-Wikipedia mapping configuration
The version of BabelNet that we describe in this section is based on the best performing mapping technique among those evaluated in Section 4.1.1 (in terms of accuracy and balanced F-measure) -i.e., a graph-based method combining taxonomic and gloss relations at maximum depth of 2. The overall mapping contains 89,226 pairs of Wikipages and word senses they map to, covers 52% of the noun senses in WordNet, and has a reported accuracy of more than 82% (cf. Table 1 ).
The WordNet-Wikipedia mapping contains 72,572 lemmas, 10,031 and 26,398 of which are polysemous in WordNet and Wikipedia, respectively. Our mapping thus covers at least one sense for 62.9% of WordNet's polysemous nouns (10,031 out of 15,935): these polysemous nouns can refer to 44,449 and 71,918 different senses in WordNet and Wikipedia, respectively, 13,241 and 16,233 of which are also found in the mapping.
Lexicon
BabelNet currently covers 6 languages, namely: English, Catalan, French, German, Italian and Spanish. Its lexicon includes lemmas which denote both concepts (e.g., dramatic play) and named entities (e.g., Shakespeare). The second column of Table 9 shows the number of lemmas for each language. The lexicons have the same order of magnitude for the 5 nonEnglish languages, whereas English shows larger numbers due to the lack of inter-language links and annotated sentences for many terms, which prevents our construction approach from providing translations. In Table 10 we report the number of monosemous and polysemous words divided by part of speech. Given that we work with nominal synsets only, the numbers for verbs, adjectives and adverbs are the same as in WordNet 3.0. As for nouns, we observe a very large number of monosemous terms (almost 23 million), but also a large number of polysemous terms (more than 1 million). Both numbers are considerably larger than in WordNet, because -as remarked above -terms here denote both concepts (mainly from WordNet) and named entities (mainly from Wikipedia).
Concepts
BabelNet contains more than 3 million concepts, i.e., Babel synsets, and more than 26 million word senses (regardless of their language). In Table 9 we report the number of synsets covered for each language (third column) and the number of word senses lexicalized in each language (fourth column). 72.3% of the Babel synsets contain lexicalizations in all 6 languages and the overall number of word senses in English is much higher than those in the other languages (owing to the high number of synonyms available in the English WordNet synsets). Each Babel synset contains 8.6 synonyms, i.e., word senses, on average, in any language. The number of synonyms per synset for each language individually ranges from a maximum 2.2 for English to a minimum 1.7 for Italian, with an average of 1.8 synonyms per language.
In Table 11 we show for each language the number of word senses obtained directly from WordNet, Wikipedia pages and redirections, as well as Wikipedia and WordNet translations (as a result of the translation process described in Section 3.2).
Relations
We now turn to relations in BabelNet. Relations come either from Wikipedia hyperlinks (in any of the covered languages) or WordNet. All our relations are semantic, in that they connect Babel synsets (rather than senses), however the relations obtained from Wikipedia are unlabeled. 19 In Table 12 we show the number of lexico-semantic relations from WordNet, WordNet glosses and the 6 wikipedias used in our work. We can see that the major contribution comes from the English Wikipedia (50 million relations) and wikipedias in other languages (a few million relations, depending on their size in terms of number of articles and links therein). 19 In a future release of the resource we plan to perform an automatic labeling based on work in the literature. See [81] for recent work on the topic. 
Glosses
Each Babel synset naturally comes with one or more glosses (possibly available in many languages). In fact, WordNet provides a textual definition for each English synset, while in Wikipedia a textual definition can be reliably obtained from the first sentence of each Wikipage. 20 Overall, BabelNet includes 4,683,031 glosses (2,985,243 of which are in English). In Table 13 we show the glosses for the Babel synset which refers to the concept of play as 'dramatic work'.
Sense-tagged corpus
BabelNet also includes a sense-tagged corpus containing the sentences input to the Machine Translation system (cf. Section 3.2). The corpus, called BabelCor, is built by collecting from SemCor and Wikipedia those sentences which contain an occurrence of a polysemous word labeled with a WordNet sense (in SemCor) or hyperlinked to a Wikipage (in Wikipedia). A frequency threshold of at least 3 sentences per sense is used in order to make sure that meaningful statistics are computed from the MT system's output, thus ensuring precision. As a result, BabelCor contains almost 2 million sentences (1,986,557 in total, of which 46,155 from SemCor and 1,940,402 from Wikipedia), which provide sense-annotated data for 330,993 senses contained in BabelNet (6,856 from WordNet and 324,137 from Wikipedia).
Extrinsic evaluation
In this section we present a set of three extrinsic evaluations quantifying the impact of BabelNet against a variety of benchmarking datasets. Crucially, the next three subsections aim to show that state-of-the-art performance can be achieved and surpassed when BabelNet is used as the component providing the knowledge needed to perform lexical disambiguation both at the monolingual and multilingual level. Specifically, we tested BabelNet on three SemEval tasks: evaluation of widecoverage knowledge resources (Section 6.1), coarse-grained English all-words Word Sense Disambiguation (Section 6.2) and cross-lingual Word Sense Disambiguation (Section 6.3).
Evaluation of wide-coverage knowledge resources
We first evaluate BabelNet using the SemEval-2007 task 16 on evaluating wide-coverage knowledge resources [27] (KBEval henceforth). In this task, a variety of knowledge bases are assessed by first generating so-called topic signatures [65] and then using these to perform monolingual Word Sense Disambiguation (WSD) on standard datasets from previous Senseval [74] and SemEval [109] competitions.
KBEval provides a unified framework for comparing different knowledge bases while being as neutral as possible as regards the specific properties of each resource. First, given a concept, a topic signature -i.e., a weighted word vectoris generated: the vector elements represent words which are related to the initial concept, together with their strength of association. These topic signatures are then used to perform WSD: given a test sentence, namely a target word in context, we consider the topic signatures for each of the target word's senses. Then, we compute a simple score based on word overlap between each of these topic signatures and the test sentence. The word sense with the highest overlap is selected. Note that this represents, in practice, a simple unsupervised WSD algorithm which aims at maximizing the lexical overlap between the target word's context and the vectors assigned to each concept in the knowledge resource. 20 "The article should begin with a short declarative sentence, answering two questions for the nonspecialist reader: What (or who) is the subject? and Why is this subject notable?", extracted from http://en.wikipedia.org/wiki/Wikipedia:Writing_better_articles. This simple, albeit powerful, heuristic has been previously used successfully to construct a corpus of definitional sentences [97] and learn a definition and hypernym extraction model [95] . In the case of BabelNet, given an input word, we first collect all Babel synsets where the word occurs as a WordNet synonym. For each Babel synset, we then generate a topic signature for the synset by adopting the same method used by the SemEval task organizers for other semantic networks [27] : that is, we collect all Babel synsets that can be reached from the initial synset at distance 1 ('BabelNet-1') or 2 ('BabelNet-2') and then output all their English lexicalizations. In Table 14 we show an excerpt of the topic signatures for the senses of the word future n using BabelNet.
Results for BabelNet, together with other competing knowledge resources, are presented in Table 15 . Evaluation is performed using standard metrics of precision, recall and F 1 -measure on the datasets from the Senseval-3 and SemEval-2007 English lexical sample tasks. Following the original task evaluation report [27] , we also report the average size of the topic signature per word sense. Since words in these datasets are all annotated with WordNet senses, which thus provides the sense inventory, for each instance of a target word in the test set we output its WordNet sense found in the highest-scoring Babel synset. For each dataset we compare with a variety of standard baselines for the task:
• RANDOM, which performs a random sense assignment (lower bound).
• SEMCOR-MFS, which assigns the most frequent sense of a word found in the SemCor sense-tagged corpus.
• WN-MFS, which selects the first sense of the target word, as found in WordNet 1.6.
• TRAIN-MFS, which assigns the most frequent sense of the target word, as found in the training data of each dataset.
• TRAIN, which builds a topic signature for each word sense directly from the training data based on a TF * IDF scoring. As pointed out in [27] , whereas in a standard WSD scenario this would represent a somewhat simple supervised approach, in the context of this evaluation framework it provides, instead, an upper bound, since no better topic signatures can be created for a sense than those derived from its own annotated corpus.
In addition, we also compare the performance of BabelNet with KnowNet-20 [28] -to date the best performing resource not making use of sense-annotated data -and the best knowledge bases for each of the Senseval and SemEval datasets, namely:
• TSSEM, which provides topic signatures based on SemCor. For each word sense found in SemCor, a word vector is built by collecting all co-occurring words from its sentences, which are then weighted using a TF * IDF scoring. This is the best performing knowledge base for the Senseval-3 English lexical sample dataset.
• WN + XWN + KN-20, a combination of WordNet, eXtended WordNet [75] and KnowNet-20, which was the best performing resource on the SemEval-2007 English lexical sample task.
The results show that BabelNet is highly competitive in this task by achieving the best performance among all knowledge resources not making use of sense-annotated data on the Senseval-3 dataset, as well as the best overall results on the SemEval-2007 data. In the case of the Senseval-3 data we perform better than KnowNet-20 (+0.2 P/R/F 1 ) and also provide topic signatures of smaller average size (491 words less per topic on average). Similarly to the findings from [28] for all the knowledge resources that they consider, the behavior of BabelNet on the SemEval-2007 data is quite different from its behavior on the Senseval-3 dataset: on the SemEval dataset, an increasingly better performance is achieved by generating larger topic signatures for all words by collecting concept lexicalizations at a distance of 2. In this setting, in fact, thanks to a high recall, we are able to achieve the best overall performance in terms of balanced F-measure on the SemEval-2007 dataset, thus also improving on an integrated resource (i.e., +1.9 F 1 improvement vs. WN + XWN + KN-20) which combines high-quality manually curated knowledge (from WordNet and eXtended WordNet) with large amounts of automatically acquired semantic relations (from . To better understand these performance trends we evaluated BabelNet in another experimental setting where we used only WordNet or Wikipedia relations at different times. On both datasets we observed consistent behavior in that both subsets of relations yielded lower results when used separately (e.g., 49.9 and 43.3 F 1 on SemEval-2007 for WordNet and Wikipedia-only relations at distance 2, respectively), and the best overall results were obtained by their combination (shown in Table 15 ). This indicates the complementarity of the relations found in the two resources (mostly taxonomic relations from WordNet and topically associative ones from Wikipedia) and their mutual benefits for relation expansion in the given lexico-semantic task. Finally, the different results on the Senseval-3 and SemEval-2007 data are primarily due to the granularity of the sense inventory -i.e., fined-grained WordNet senses for Senseval vs. coarse-grained ones from OntoNotes [51] for SemEval. The availability of a coarse-grained sense inventory such as that of OntoNotes leads, in fact, to higher performance figures [140] : behavior which we now move to investigate more closely.
Coarse-grained English all-words Word Sense Disambiguation
We now extrinsically evaluate the impact of BabelNet on the SemEval-2007 coarse-grained all-words WSD task [90] . Again, we perform an extrinsic evaluation in a lexical disambiguation task, since WSD has been shown in the literature to offer a solid benchmark for knowledge-rich approaches to lexical semantics [87] , mostly due to the fact that knowledge is indeed an essential requirement for robust lexical processing. But while knowledge in the form of labeled examples for training supervised models is known to be time-consuming to produce and to scale poorly [31] , the information contained in lexical resources such as WordNet has also been found to be insufficient for high-performance WSD [26, 89] . Thus, we explore in our experiments the potential of a highly-interconnected semantic network such as BabelNet for robust knowledge-based WSD: BabelNet embeds WordNet and extends it with millions of topical, semantic associative relations and, accordingly, it represents a natural choice for testing whether large amounts of high-quality knowledge can provide the basis of a WSD system which is able to compete with state-of-the-art supervised approaches.
Performing experiments in a coarse-grained setting is a natural choice for several reasons: first, it has been argued that the fine granularity of the WordNet sense inventory is one of the main obstacles to accurate WSD (cf. the discussion in [86, 87] ); second, the meanings of Wikipages are intuitively coarser than those in WordNet. 21 For instance, mapping Play (theatre) to the first or third sense in WordNet is an arbitrary choice, as the Wikipage refers to both senses. Finally, given their different nature, WordNet and Wikipedia do not fully overlap. WordNet-only Babel synsets, namely those made up entirely of WordNet senses for which no corresponding Wikipage could be found, do not benefit from the richness provided by additional relations from Wikipedia and typically suffer from poor connectivity. This is to say, semantic relations from Wikipedia can heavily skew the distribution of outgoing links for the different senses of a word and penalize those finegrained senses for which no mapping could be found. For instance, mapping Play (theatre) and Play (activity) to play 1 n and play 8 n respectively, implies that the outdegree of their corresponding Babel synsets will be higher compared to unmapped WordNet senses and, vice versa, the probability of selecting other senses of play n will decrease. 21 Note that our polysemy rates from Section 4.1 also include Wikipages whose lemma is contained in WordNet, but which have out-of-domain meanings, i.e., encyclopedic entries referring to specialized named entities such as e.g., Play (TV series) or Act (band). We computed the polysemy rate for a random sample of 20 polysemous words by manually removing these NEs and found that Wikipedia's polysemy rate is indeed lower than that of WordNet -i.e., average polysemy of 2.1 vs. 2.8.
Similarly to the experimental setting of [27] , we use WSD as a benchmarking extrinsic assessment of the quality of the information contained in BabelNet. To achieve this, we define a general framework for transforming an input context, consisting of a set of target words in context to be disambiguated, into a graph, based on the lexicon and semantic relations contained in different knowledge resources, i.e., WordNet and BabelNet. We then use this context graph to apply a variety of algorithms for graph-based lexico-semantic disambiguation and take the results to indicate the quality of the underlying knowledge resource used to construct the graph.
Context graph construction
We follow [89] and construct a directed graph G = (V , E) for an input word sequence σ = (w 1 , . . . , w n ) containing a set of words to be disambiguated, 22 based on the lexical and semantic relations found in a given knowledge resource KBi.e., WordNet or BabelNet, in our case. In order to build the graph, we follow the same procedure used to create graphs for estimating mapping probabilities (Section 3.1.3). The result of this procedure is a subgraph of KB which contains all senses of the words found in σ , as well as all edges and intermediate senses found in KB along the paths of maximal length L that connect them.
Edge filtering
In order to ensure that our context graphs are noise-free, that is, that they do not contain weak semantic links which potentially degrade the performance of the WSD algorithms that use them, we define a set of filters to constrain the set of paths that are used to build them:
• Minimum edge weight: remove all edges from the graph whose weight is below a certain threshold; • Sense shifts: filter out all paths connecting different senses of the same word. This is to avoid the risk that senses of the same word might reinforce each other, thus reducing the empirical evidence provided by the senses of the other words in context (cf. also [5] and [89] ).
Disambiguation algorithms
Given the above graph representation G = (V , E) of a word sequence σ , we view WSD as a ranking problem. For each word w i ∈ σ , we want to rank its senses Senses KB (w i ) ⊆ V based on some connectivity measure applied to G, and output the most appropriate meaning for w i , i.e.:
score(s).
In this paper we explore four different measures which are expected to capture different aspects of the network's topology:
• Degree centrality (Degree): The first algorithm relies on the notion of vertex degree and ranks the senses of a given word in the context graph based on the number of their outgoing edges:
In practice, this connectivity measure weights a sense as more appropriate if it has a high degree, and for each word in context the sense with the highest vertex degree is selected. While this is a relatively simple connectivity measure which does not fully take into account the connecting paths found in the context graph, it has been shown to yield competitive performance [89, 106] .
• Inverse path length sum (PLength): The second scoring measure aims at ranking the senses of the target word by looking at the full connecting paths found in the context graph, instead of considering only the incident edges as in the case of Degree. This measure in fact scores a sense by summing up the scores of all paths which connect it to other senses in the context graph:
where paths(s) is the set of paths connecting s to other senses of context words, length(p) is the number of edges in the path p and each path is scored with the exponential inverse decay of the path length.
• Path probability sum (SProbability): This measure also computes the score of a sense as the sum of the scores of its outgoing paths. However, it uses an alternative measure for scoring paths in the graph, which is sensitive to the weights of each single edge. In fact, this measure scores each path by computing its probability, under the assumption that edges are independent of each other: 22 In our experiments we always take σ to be a single sentence -thus our algorithms always operate on a sentence-by-sentence basis. where the weight w(u, v) is given by the weight of edge (u, v) in the knowledge base (see Section 3.3 for details on the edge weighting process) normalized as follows. We first consider for each node v its set of outgoing edges corresponding to semantic relations from WordNet and Wikipedia separately:
The set of edges from each single resource is taken to define a probability distribution over the possible adjacent nodes that can be reached from v in WordNet or Wikipedia. Thus, the weights of the edges of each resource are appropriately normalized as: 
Finally, we interpolate the contribution from WordNet and Wikipedia so as to determine the degree of importance of each resource in determining the final weight. The two models are combined by linear interpolation, where each weight is rescaled by a factor λ such that:
w(e) = 1.
(13)
• PageRank: The fourth method we use scores the various word senses with a global algorithm based on the topology of the context graph in its entirety. We follow previous work [76, 73] and apply PageRank to induce the ranking of the senses. Given our context graph connecting the senses of the words in the input sequence, we first apply traditional PageRank [14] over the graph and then, for each word in context, output its sense with the highest PageRank score.
Parameter tuning
The construction phase of our context graphs includes a series of free parameters which can affect the performance of our algorithms. These include: (1) the maximum length of a path connecting senses of different words in context; (2) the minimum weight of an edge connecting two senses in the context graph; (3) the value of λ used in Eq. (13) to interpolate the weights of the semantic relations from WordNet and Wikipedia. To ensure generality, we use the SemCor corpus [79] as held-out development set. To tune the parameters, we performed experiments with WordNet and BabelNet to maximize the F 1 measure on the dataset and found the best results to be given by limiting the search to a maximum depth of 3, retaining only those edges with a minimum weight of 0.01, and setting λ to 0.9.
Results and discussion
We report our results in terms of precision, recall and F 1 -measure on the SemEval-2007 coarse-grained all-words dataset [90] . In Table 16 we show the results when evaluating WordNet and BabelNet on the nouns-only subset (1, 108) and the full dataset with all words (2,269 instances). 23 In line with common practice, we compare with random sense assignment and the most frequent sense (MFS) from SemCor as baselines. BabelNet consistently performs better than WordNet both on the nouns-only dataset and across all parts of speech (all differences are statistically significant based on a χ 2 test, 23 We leave out the evaluation using only BabelNet's subset of Wikipedia relations since we are primarily interested in evaluating the resource 'as is', namely in its entirety. All experiments using Wikipedia-only relations revealed a performance lower than that of using BabelNet, thus indicating, again, the benefits of complementing taxonomic relations (WordNet) with associative relations (Wikipedia), and supporting the performance trends observed in Section 6.1, as well as the previous analysis of BabelNet's English-only subset [106] . p < 0.01). Improvements are given by a higher recall, thanks to the enriched structure of BabelNet: exploiting encyclopedic relations from Wikipedia and complementing them with those from WordNet yields, in fact, an improvement in recall of up to +14.6% for nouns (SProbability) and +13.8% for all parts of speech (Degree): this improvement, coupled with small variations in the precision rate, yields an overall improvement on the F 1 -measure of up to +9.3% for nouns (SProbability) and +8.0% for all parts of speech (Degree). Results for different methods using the same knowledge resource are not statistically significantly different, thus highlighting the fact that considerable improvements in knowledge-based WSD can be achieved by means of enriching existing semantic networks with high-quality relations, regardless of the method used to obtain these relations -i.e., from a complementary perspective, graph-based methods will not necessarily achieve a competitive performance unless they are fed with high-quality and wide-coverage structured knowledge. The improvements given by BabelNet are smaller when evaluating on the entire dataset, rather than its noun-only subset: this is because, when comparing with WordNet, performance on verbs and adverbs tends be lower, due to the enriched network amplifying the bias of the connectivity measures towards verb senses which are (directly or indirectly) connected to the noun hierarchy. Nevertheless, in this case, too, BabelNet outperforms WordNet by a statistically significant margin, again thanks to improvements in recall with small decreases in the precision rate as a trade-off. Finally, using BabelNet enables us to beat the MFS baseline on nouns, which is a notably difficult competitor for unsupervised and knowledge-rich systems: we are not able to achieve the same result when evaluating on all words, due to the much lower recall deriving from the limited connectivity of parts of speech other than nouns in WordNet.
To further investigate the performance of BabelNet, we follow [89] and run our algorithms in a weakly supervised setting where the WSD system attempts no sense assignment if the highest score among those assigned to the senses of a target word is below a certain (empirically estimated) threshold. In this setting, in order to disambiguate all instances, we use the MFS as a back-off strategy: that is, the system falls back to assigning to the target word in context its most frequent sense from SemCor. Similarly to all other parameters, the optimal value for this threshold is estimated by maximizing the F 1 of each measure on our development set: given the scores for all instances, these are normalized in the [0, 1] interval and the optimal value is found by evaluating performance at each step by incrementing the threshold value by 0.01. Finally, in order to benchmark BabelNet not only against WordNet, but also against other state-of-the-art systems, we compare it with the best unsupervised [59] (SUSSX-FR) and supervised [18] (NUS-PT) systems participating in the SemEval-2007 coarse-grained all-words task. We also compare with Structural Semantic Interconnections [94] (SSI) -a knowledge-based system that participated out of competition -and the unsupervised proposal from [19] (TreeMatch). Table 17 shows the results of our algorithms in the weakly-supervised setting. BabelNet achieves a competitive performance both on the entire dataset and its subset containing only nominal target instances. On this latter subset, its performance is comparable with SSI and significantly better than the best supervised and unsupervised systems (+3.1% and +4.3% F 1 against NUS-PT and SUSSX-FR). On the entire dataset, it outperforms SUSSX-FR and TreeMatch (+5.7% and +9.1%) and its recall is not statistically different from that of SSI and NUS-PT. This result is particularly interesting, given that BabelNet is extended only with relations between nominals, and, in contrast to SSI, it does not rely on a costly human effort to validate the set of semantic relations. Last but not least, we achieve state-of-the-art performance with a battery of simpler algorithms that are based on the notion of connectivity in the context graph. 24 24 Small performance differences with WordNet++ [106] (e.g., −0.1% R/P/F 1 on the nouns-only dataset) are due to a different weighting scheme and are not statistically significant. WordNet++ uses in fact a filter to rule out weak semantic relations from Wikipedia by computing, for a given pair of Wikipages, their semantic strength as the degree of overlap between the two bags of words built from the labels of their Wikipedia categories. BabelNet, instead, relies
Cross-lingual Word Sense Disambiguation
BabelNet is a multilingual knowledge resource, in that it provides a semantic network where related concepts are connected within a graph structure and whose lexicalizations are available for different languages. Given these distinguishing features, BabelNet is a powerful resource for performing knowledge-based lexical disambiguation in a multilingual setting. Accordingly, we performed a last batch of experiments on the SemEval-2010 cross-lingual Word Sense Disambiguation task [60] (CL-WSD henceforth). In CL-WSD, lexical disambiguation is operationalized as a word translation task. Given a word in context (i.e., an English polysemous noun), the system disambiguates the target word by translating it into a different language: the translation is considered to be correct if it preserves the meaning of the word in context in the source language. By combining Machine Translation and WSD into a hybrid task, CL-WSD is able to overcome the granularity issue affecting predefined sense inventories [87] by assuming that all sense distinctions are given by the translations available in a multilingual corpus.
To disambiguate an English word in context we use the same framework as that used in monolingual WSD (cf. Section 6.2). Given a target word, we first build a disambiguation graph by connecting all Babel synsets corresponding to the different senses of the word to all the senses of other context words. Once again, the disambiguation graph is built by exploring the BabelNet graph using a Depth-First Search up to a maximum depth of 3. Next, in order to rank the different senses, and similarly to our monolingual setting, we apply the same set of measures based on paths (PLength, SProbability), node connectivity (Degree) and global graph topology (PageRank). Once the most likely sense of the target word has been established, we proceed to output its translation. To do so we collect all lexicalizations found in the corresponding Babel synset and select those which are also found in the CL-WSD sense inventory: this consists of a mapping from English words to their translations, as found in the word alignments obtained by applying GIZA++ [101] to the 1-1 sentence alignments from the Europarl corpus [56] .
Experimental setting
We evaluate on the SemEval-2010 CL-WSD dataset [60] , which consists of 1,000 test instances (50 sentences for each of the 20 target words). The evaluation scheme is based on the SemEval-2007 English lexical substitution task [68] and consists of an adaptation of the standard metrics of precision and recall for the translation setting. Given a test instance, the ground truth consists of a list of translations provided by different human judges, each weighted by the number of raters who judged it to be correct. For instance, given an occurrence of the sense of the English word coach as trainer in the following sentence: Precision then computes the number of correct system translations over the total number of translations returned by the system, each weighted by the number of annotators who selected the translation as the correct one. Recall instead computes the number of correct translations given by the system over the total number of items in the test set, where each item is again weighted by the number of raters who deemed it correct.
Given that a single Babel synset can contain multiple translations for the same English word in a target language, we explore for this task an unsupervised setting where we return for each test instance only the most frequent translation found in the BabelNet sense inventory, as ordered by frequency of alignment in Europarl. To provide an answer for all instances, we return this most frequent translation even when no sense assignment is attempted -i.e., no sense of the target word is connected to any other sense of the context words -or a tie occurs. Our knowledge-based approach to the CL-WSD task involves two major steps: first, given an English target word in context, we disambiguate it to the highestranking Babel synset; next, given the multilingual translations found in the selected Babel synset, we return the appropriate lexicalization(s) in the language of interest. Thus, it could happen that our two-stage method selects a wrong concept for the target word but still outputs a correct translation or, vice versa, that it returns an incorrect or unforeseen translation, even if the correct Babel synset was found. Consequently, to gain a better insight into the performance of BabelNet when applied to the CL-WSD task, we benchmark it in two different settings: on a weighting scheme based on the Dice coefficient (Section 3.3): this represents a more general solution that does not require a knowledge resource to contain categorized concepts, and thus can be applied to both WordNet and Wikipedia relations. • Standard setting: we return the most frequent translation from the highest-scoring synset. In the case that no sense assignment is attempted (i.e., no Babel synset of the target word is connected to any other sense of the context words, or a tie occurs), the system returns the most frequent word alignment found in the Europarl corpus.
• +ORACLE TRANSLATIONS: we start with the output of the standard setting and, for each instance, we remove from the set of translations of the highest scoring Babel synset all those which are not found in the gold-standard annotation. We then return the most frequent translation from this set of 'clean' lexicalizations and back-off to the most frequent Europarl alignment if no such translation is available as a result of this filtering process.
In addition, we computed the following two upper bounds:
• BabelNet upper bound: we output for each test instance the largest subset of gold-standard translations found among the Babel synsets containing the test instance. Once again, we fill the missing sense assignment by backing off to the Europarl most frequent translations. This upper bound quantifies how well we can aim at performing knowledge-based CL-WSD using BabelNet.
• Task upper bound: since the CL-WSD evaluation metrics do not represent percentages (due to the variability of less credit being given to those items where annotators express differences), we compute the task upper bound by providing as answer for each test item the most frequent translation among those chosen by the human annotators.
We compare the performance of BabelNet with the best unsupervised [45] (T3-COLEUR) and supervised [44] (UvT-v and UvT-g) proposals which participated in the SemEval CL-WSD competition. In our experiments performance is evaluated using a modified version of the official scorer, which includes bug fixes and computes precision and recall on the entire dataset, rather than calculating the average across all target words (in line with the scoring criteria for other SemEval WSD evaluations, including the original lexical substitution task). To make the comparison with other systems fair, we re-evaluated the other systems' output using our modified scorer. 25 Table 18 presents the results of our approach on the CL-WSD task, where we evaluate our systems on the French, German, Italian and Spanish translations. 26 The results indicate that using BabelNet 'as-is' already outperforms the baseline by a large margin, as well as both unsupervised (T3-COLEUR) and supervised (UvT-g) systems. While all algorithms again exhibit comparable performance, similarly to the monolingual WSD scenario, PLength yields the best overall results, followed by SProbability, Degree and PageRank in turn. As a result of this we perform better than any other system that participated in the competition, except for the UvT-v system from [44] , i.e., an ensemble architecture (available only for Spanish and Dutch) which combines different supervised classifiers using local and global context features within a voting architecture. In the 'ORACLE TRANSLATIONS' setting, filtering the output of our system to retain only the gold-standard translations additionally improves the results by removing wrong translations found in BabelNet: this setting evaluates the performance of the disambiguation component of the CL-WSD system and shows that further improvements can be achieved by im-proving the quality of the lexicalizations found within the Babel synsets. Finally, the BabelNet upper bound configuration indicates that an additional performance boost can be obtained by improving the disambiguation component and selecting better translations as output: we take this to be good news, since it implies that knowledge-based CL-WSD is, indeed, a framework capable of achieving very high performance.
Results and discussion

Related work
In this section we review and contextualize our work within the existing body of literature. Our contribution lies in three main areas, namely, multilingual knowledge acquisition, information extraction from collaborative knowledge resources, and monolingual and multilingual Word Sense Disambiguation. We accordingly present an overview of related contributions in each of these areas.
Multilingual knowledge acquisition
Pioneering efforts to provide machine readable lexical knowledge for English such as WordNet [37] , Cyc [63] and SUMO [100] first concentrated on manually building semantic networks. Similarly, initial attempts to build multilingual resources were manual, and led to the creation of a multitude of wordnets 27 such as EuroWordNet [128] , MultiWordNet [104] , BalkaNet [127] , Arabic WordNet [13] , the Multilingual Central Repository [7] , bilingual electronic dictionaries such as EDR [139] , and full-fledged frameworks for the development of multilingual lexicons [64] . Community efforts in this direction have led, over recent years, to the creation of institutions such as the Global WordNet Association 28 and the Global WordNet Grid [102] , which aim at building a collection of concepts shared among different wordnets, as well as other projects aimed at collecting multilingual textual resources on a very large scale [1] . As is often the case with manually assembled resources, all these lexical knowledge repositories have a well-defined structure: in addition, they encode high-quality expert knowledge such as fine-grained sense distinctions (WordNet) or logical axioms like rules and other assertions (Cyc). Thus, these resources concentrate on deep encoding of semantic information, a task which is arguably beyond the scope and kind of expertise found in collaborative resources: however, as a downside, they are typically hindered by high development costs and insufficient coverage. This barrier has led to proposals that acquire multilingual lexicons from parallel text [42,39,70, inter alia], monolingual corpora [58, 119, 46] or machine readable dictionaries (MRDs) [25] . Other proposals include the creation of a semantic network based on the graph-based disambiguation of glosses from a bilingual MRD [38] , as well as a method based on the combination of a pre-existing lexical knowledge base with bilingual mappings from a MRD [36] . Recent proposals like TransGraph [33] and PanDictionary [67] present graph-based methods for producing massive multilingual translation dictionaries from Web resources such as online lexicons and wiktionaries, and have been shown to be robust enough to improve search applications [22] . However, while providing lexical coverage on a very large scale for hundreds of thousands of language pairs, these resources do not encode semantic relations between concepts denoted by their lexical entries. In this paper, we focus instead on creating a wide-coverage semantic network where millions of concepts lexicalized in different languages are connected by a multitude of semantic relations.
Information extraction and integration from collaborative knowledge resources
Over the last few decades a large body of work has been published concerning the development of methods for automatically harvesting knowledge and enriching existing resources such as WordNet. These include proposals to extract semantic information from dictionaries [21, 38, 115 , inter alia], approaches using lexico-syntactic patterns [49, 23, 43, 96] , heuristic methods based on lexical and semantic regularities [47] , taxonomy-based ontologization [96, 103, 122] . Other work relies on the disambiguation of collocations, either obtained from specialized learner's dictionaries [85] or from topic signatures from the Web [28] . State-of-the-art proposals such as KnowItAll [32] , KnowNet [28] , TextRunnner [9, 30] and TaxoLearn [96] all aim at acquiring repositories of knowledge from the Web with minimal or no supervision. However, as a trade-off, they either rely on a limited set of predefined semantic relations (KnowItAll and TaxoLearn) or they do not provide a fully ontologized resource as output (KnowItAll and TextRunner), or they contain few named entities (KnowNet).
In the attempt to stake out a middle ground between entirely manual and entirely automatic approaches, the last few years have seen a growing interest in using collaborative contributions from volunteers for knowledge acquisition [113, 20, 6] . In particular, many research efforts concentrated on extracting large-scale repositories of knowledge from Wikipedia, which, due to its low entrance barrier and vast user base, provides large amounts of information at practically no cost. Previous work aimed at transforming its content into a knowledge base includes open-domain relation extraction [81, 134, 136] , the acquisition of taxonomic [135, 108] and other semantic relations [83, 34] , as well as full-fledged ontologies [124, 12] . Applications using the knowledge contained in Wikipedia include, among others, text categorization [40] , computing semantic similarity of texts [40, 107, 80] , coreference resolution [107] , multi-document summarization [82] , text generation [120] and simplification [132] , and clustering web search queries [133] . However, little attention has so far been given to exploiting the multilingual properties of Wikipedia, notable exceptions being its use for the automatic induction of parallel corpora [2] , named entity extraction [131] and recognition [114] , cross-language information retrieval [24] and multilingual information extraction [3] . Overall, extracting and using knowledge from Wikipedia has been so successful as to be used to boost, along with other knowledge sources, commercial projects such as Freebase, 29 a very large collaborative knowledge base, and Trueknowledge, 30 a semantic answer engine.
BabelNet integrates semi-structured information from Wikipedia with the relational structure of WordNet into a unified, wide-coverage, multilingual semantic network. We achieve this by developing a mapping algorithm that can be applied to both Wikipedia pages and categories with high accuracy. Previous attempts at linking WordNet with Wikipedia include a manual mapping of Wikipedia entries to WordNet concepts [12] , a model based on vector spaces [117] , automatically linking Wikipedia categories to WordNet based on structural information [105] , as well as associating them with the most frequent WordNet sense heuristic [124] . Finally, UWN/MENTA [71, 72] uses this heuristic as a feature of a supervised linker: using a supervised method for resource mapping has the advantage of yielding competitive results at the cost of not being applicable to arbitrary resources where no manual mapping is available. Our proposal, in contrast, can be applied to other resources for additional resource integration and enrichment (see, e.g., our experiments on mapping WordNet to Wikipedia categories presented in Section 4.1.2).
Comparison with WikiNet and UWN/MENTA
The research closest to ours is WikiNet [84] and UWN/MENTA [71, 72] . Nastase et al. [84] present WikiNet, a multilingual semantic network built from Wikipedia and including semantic relations between Wikipedia entities which are collected from the category network, infoboxes and article bodies. De Melo and Weikum [71] develop a Universal WordNet (UWN) by automatically acquiring a semantic network for languages other than English. UWN is bootstrapped from WordNet and is built by collecting evidence extracted from existing wordnets, translation dictionaries, and parallel corpora. The result is a graph containing more than 800,000 words from over 200 languages in a hierarchically structured semantic network with over 1.5 million links from words to word senses. The same authors later present in [72] a methodology for building MENTA, a multilingual taxonomy containing 5.4 million entities, which is also built from WordNet and Wikipedia. Both UWN/MENTA and WikiNet have been developed in parallel with BabelNet and offer complementary sources of structured informationi.e., large amounts of facts about entities (UWN/MENTA, based on its integration with YAGO2 [50] ), and explicit semantic relations between concepts denoted by Wikipedia categories (WikiNet). Since these two contributions are strongly related to our work, we present in the following a comparative analysis of all three resources. Table 19 compares all resources in terms of the amount of lexical and conceptual knowledge they contain -i.e., their number of lemmas, concepts and senses. For WikiNet we consider only the subset of languages also contained in BabelNet, whereas in the case of MENTA we report figures for both the overall resource and its multilingually lexicalized upper-level (we include only publicly available figures from de Melo and Weikum [71, 72] ). The figures indicate that the lexical knowledge contained in our resource compares favorably in size with both WikiNet and UWN/MENTA. Both WikiNet and MENTA have a higher number of concepts: however, this is due either to their using a more recent Wikipedia version (January 2011 vs. November 2009) and also including concepts and lexicalizations from Wikipedia's category system (WikiNet), or to their collecting entities and concepts from wikipedias other than the English one (MENTA). However, the lexicalizations found in these two resources are simply taken directly from Wikipedia inter-language links and no effort is made to address the issue of translation gaps, as we, in contrast, do: as a result, their number of lemmas and word senses is far lower than ours. 31 Next, we present in Table 20 a more in-depth comparative analysis between BabelNet and WikiNet, since the latter is freely available for download. To this end, we quantify the size of their intersection, i.e., the set of lemmas shared by both resources, and also compute the measures of coverage and extra coverage (introduced in Section 4.2.3) between them, this time at the level of lemmas. Thus, in Table 20 , "coverage" quantifies the proportion of lemmas in the intersection which are also found in the reference resource (i.e., WikiNet in our case), and "extra coverage" is, instead, the ratio of lemmas found only in BabelNet to WikiNet's lemmas. The results show that BabelNet covers on average more than 70% of the terms 29 http://www.freebase.com. 30 http://www.trueknowledge.com. 31 Once again we leave out the analysis of the full set of 5.4 million entities of MENTA since no statistics are available for the lexical knowledge they contain, namely their number of lexicalizations and senses. from WikiNet: the fact that we do not achieve full coverage is due to using different Wikipedia versions, 32 as well as to
WikiNet including Wikipedia categories, whose labels typically consist of complex phrases (e.g., Scientists who committed suicide), which are difficult for us to cover. In contrast, the results indicate that we are able to achieve a very high extra coverage, thanks to our additional lexicalizations obtained from the output of the MT system. The smaller the set of terms found in WikiNet for a language (e.g., for Catalan and Spanish), the more beneficial our approach and the higher the extra coverage: as a result, we are able to provide comparable coverage across all languages, with no substantial differences between resource-rich and resource-poor languages.
Similarly to WikiNet and UWN/MENTA, our proposal brings together lexicographic and encyclopedic knowledge in many languages, thus providing a multilingual encyclopedic dictionary. However, our focus is not only on providing high-quality conceptual knowledge (contained in the backbone provided by WordNet and Wikipedia), but also on integrating it with high-coverage lexical knowledge for all languages. Crucially, we argue that in order to achieve this one cannot simply rely on Wikipedia inter-language links, since these have limited coverage -especially in the case of resource-poor languages (e.g., there is no translation for Play (theatre) in Basque or Hungarian). BabelNet provides a solution to this problem by filling translation gaps (i.e., missing translations) by means of Statistical Machine Translation and providing, as a result, a large sense-annotated corpus for hundreds of thousands of concepts. Further advancements can be achieved by integrating all resources and thus bringing together all their strengths, including large amounts of labeled semantic relations (WikiNet), theoretically sound taxonomy induction algorithms (UWN/MENTA), and vast amounts of lexical knowledge (BabelNet). However, in this paper we go one step beyond other proposals in terms of methodology. Indeed, this paper presents the first contribution showing that a very large multilingual lexical knowledge base can be used to achieve state-of-the-art performance on several lexical disambiguation tasks in both monolingual and cross-lingual settings, as opposed to the small-scale manual intrinsic evaluations used to benchmark WikiNet and UWN/MENTA. 33 
Monolingual and multilingual Word Sense Disambiguation
Lexical knowledge also lies at the core of Word Sense Disambiguation (WSD), the task of computationally identifying the meanings of words in context [87] . In order to achieve high performance supervised approaches to WSD require large training sets where instances (i.e., target words in context) are manually annotated with the most appropriate word senses. Producing this kind of knowledge is extremely costly: at a throughput of one sense annotation per minute [31] and tagging one thousand examples per word, dozens of person-years would be required for a supervised classifier to disambiguate all the words in the English lexicon with high accuracy. In contrast, knowledge-based approaches exploit the information contained in wide-coverage lexical resources, such as WordNet. However, it has been demonstrated that the amount of lexical and semantic information contained in such resources is typically insufficient for high-performance WSD [26, 89] . In other words, WSD systems have to face the well-known issue of the knowledge acquisition bottleneck. Several methods have been proposed for automatically extending existing resources and it has been shown that highly-interconnected semantic networks have a great impact on WSD [89, 94] . However, to date, the real potential of knowledge-rich WSD systems has been demonstrated only in combination with either a large semi-supervised extension of WordNet [85] or sophisticated algorithms [4] . In contrast, we have shown how simple knowledge-based algorithms can equal and surpass current state-ofthe-art performance in monolingual WSD when they are provided with a rich set of concepts and semantic relations, such as those in BabelNet.
The knowledge acquisition bottleneck problem mentioned above makes it difficult to perform accurate WSD in nonEnglish languages, due to the lack of rich and wide-coverage knowledge resources for most languages. A solution to this issue is to use bilingual corpora for the creation of sense inventories. The idea underlying this approach is that the plausible translations of a word in context restrict its possible senses to a manageable subset of meanings [112] . Parallel corpora have been used for the automatic creation of a sense-tagged dataset for supervised WSD [41] . Other approaches include the use of a coherence index for identifying the tendency to lexicalize senses differently across languages [52] and the clustering 32 This effect is, in fact, larger for smaller wikipedias such as the Catalan one, since growth is known to be quasi-exponential, cf. http://en.wikipedia.org/ wiki/Wikipedia:Modelling_Wikipedia's_growth. 33 UWN [71] is indeed extrinsically evaluated on computing semantic relatedness in German and cross-lingual text classification. However, these two evaluations look more like case studies, since they either use small datasets (semantic relatedness) or are not compared to other state-of-the-art approaches from the literature.
of source words which translate into the same target word, then used to perform WSD using a similarity measure [29] . A historical approach [15] consists of the use of bilingual corpora to perform unsupervised word alignment and determine the most appropriate translation for a target word according to the most informative feature from a set of contextual features. This approach has recently been revamped by proposing the use of monolingual local context and bilingual information from aligned translations as features for a supervised word translator in a cross-lingual WSD setting [61] .
All the above approaches to multilingual or cross-lingual WSD rely on bilingual corpora, including those which exploit existing multilingual WordNet-like resources [53] or use automatically induced multilingual co-occurrence graphs [121] .
However, yet again, this requirement is often very hard to satisfy, especially if we need wide coverage, as expected in real-world applications. Our work on BabelNet effectively attacks the knowledge acquisition bottleneck by providing an unprecedented lexical coverage of non-English languages (cf. Section 4.2). As a result, state-of-the-art WSD is achieved in a cross-lingual setting. As shown in Section 6.3, BabelNet is built following the same design principles as other multilingual lexical resources like EuroWordNet [128] and the Multilingual Central Repository [7] , which also keep their (languageindependent) conceptual core separated from the multilingual lexicalizations of their concepts. As a result, BabelNet makes the very same rich semantic network available for all those languages whose lexicalizations are found in the Babel synsets. Thus we would argue that the availability of such high-quality knowledge for all of its languages opens up the possibility of high-performing systems for non-English monolingual WSD as well (we leave this for future research).
Conclusions
In this paper we have presented BabelNet, a wide-coverage multilingual knowledge resource obtained by means of a novel automatic construction methodology. Key to our approach is a two-tier methodology, namely: a) a high performing method to produce a mapping between a multilingual encyclopedic knowledge repository (Wikipedia) and a computational lexicon of English (WordNet); b) the use of a state-of-the-art machine translation system to collect a very large amount of multilingual concept lexicalizations, and complement Wikipedia's manually-edited translations. In order to robustly map WordNet with Wikipedia, we investigated different methods for estimating the likelihood of links between these two resources, namely a bag-of-words and a graph-based mapping algorithm. To achieve the best translation performance, we were happy to rely on recent advances in machine translation by using Google's online translation system. 34 Each of these two steps has several advantages. Firstly, the integration process allows the two knowledge resources to contribute different kinds of lexical knowledge, one concerned mostly with named entities, the other with concepts. BabelNet brings together the strengths of WordNet -i.e., its being highly structured and providing labeled lexico-semantic relations -with those of Wikipedia -i.e., providing large amounts of semantic relations, multilinguality and continuous collaborative updates. Thus, even when they overlap, the two resources provide complementary information about the same named entities or concepts. Second, automatically translating a large corpus of sense occurrences from Wikipedia and SemCor enables us to complement the high-quality human translations provided by Wikipedia with automatically generated ones. This way we are able to collect missing translations and automatically fill in the gap between resource-rich languages -such as English -and resource-poor ones. As a result, BabelNet is able to achieve a wide coverage, that is, our Babel synsets contain lexicalizations for most of the covered languages. Our experiments show that our fully-automated approach produces a large-scale lexical resource with high accuracy. We evaluated the mapping of both Wikipedia pages and categories with manually labeled gold standards. The better results achieved by the graph-based algorithm permits us to establish that exploiting the structure of the target resource boosts the performance on the mapping task. Mapping Wikipedia categories provides, in turn, an indication of the wider applicability of our algorithm. The resource we obtain as a result of the application of our methodology includes millions of semantic relations, mainly from Wikipedia (however, WordNet relations are labeled), and contains more than 3 million concepts (8.6 labels per concept on average). As pointed out in Section 4.2, such coverage is much wider than that of existing wordnets in non-English languages. While BabelNet currently includes 6 languages, links to freely-available wordnets 35 can immediately be established by utilizing the English WordNet as an interlanguage index. Indeed, BabelNet can be extended to virtually any language of interest, provided that language is covered by a Machine Translation system. A thorough extrinsic evaluation of BabelNet shows that it enables state-of-the-art performance in monolingual and cross-lingual Word Sense Disambiguation, allowing even simple knowledge-based algorithms to compete with (and often outperform) supervised systems. All SemEval tasks we use for extrinsic evaluation are very competitive benchmarks, so achieving a state-of-the-art performance on three of them (as we consistently do throughout Section 6) indicates that we have, indeed, produced a wide-coverage resource containing large amounts of high-quality knowledge. These results strongly corroborate previous studies on the importance of high-quality, largely populated knowledge resources [28, 89] . As future work we plan to apply our method to other languages, including Eastern European, Arabic, and Asian languages. We also intend to collect additional knowledge by exploring promising directions, namely linking missing concepts in WordNet by establishing their most likely hypernyms -e.g., along the lines of Snow et al. [122] and Navigli and Velardi
