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RÉSUMÉ
La conception des disjoncteurs haute-tension est une tâche complexe et difficile en raison des
écoulements internes compressibles supersoniques à haute température et instationnaires,
des forts champs électriques, magnétiques et radiatifs. L’arc électrique créé lors de la sépa-
ration des contacts électriques en est la cause principale. Il s’apparente à un plasma porté à
des températures qui avoisinent les 30 000 K et qui provoque la sublimation des matériaux
à sa proximité. Devant la complexité de ces phénomènes et pour pouvoir en tirer des cri-
tères de design, les outils de simulations numériques sont indispensables pour répondre aux
besoins des ingénieurs. Cependant, la modélisation et la simulation numérique de ces phé-
nomènes multi-physiques, fortement non-linéaires, comportent de nombreux défis de natures
multidisciplinaires. En effet, les aspects concernant : la physique, les méthodes numériques,
la modélisation géométrique et le calcul haute-performance sont fortement entremêlés. La
contrainte du temps de calcul, qui peut s’échelonner sur plusieurs semaines, est un frein
supplémentaire majeur lors du développement de l’appareillage de coupure des circuits élec-
triques haute-tension. Par conséquent, l’efficacité de la modélisation et de la simulation des
disjoncteurs haute-tension dépend d’une approche multi-physiques et multi-échelles dans la
conception des outils scientifiques. Dans un partenariat entre l’École Polytechnique de Mont-
réal et la société Alstom (désormais intégrée à General Electric), vieux de plus de 30 ans,
l’outil scientifique MC3 a été développé et enrichi par de nouveaux modèles au fil du temps
afin de répondre aux besoins de simulation. En revanche, il était nécessaire de le moderniser :
son architecture n’était pas adaptée au contexte multi-physiques, les algorithmes n’étaient
pas adaptés aux architectures des matériels informatiques modernes, les performances en
temps de calcul n’étaient pas maximisées et les simulations étaient restreintes à des calculs
2D axisymétriques. Dans un but de modernisation de MC3 et d’amélioration de son effica-
cité du point de vue des performances et de la fidélité des résultats de calcul, quatre axes de
recherche ont été poursuivis consécutivement.
En premier lieu, une révision des modèles a été proposée pour s’assurer de leur pertinence.
Une mise à jour mineure du schéma numérique utilisé pour la résolution de la mécanique des
fluides a été effectuée. Les autres modèles étaient à jour vis-à-vis de l’état de l’art. Cela a
constitué des fondations stables et solides pour supporter la suite des étapes de modernisation.
En second lieu, les performances en vitesse d’exécution avaient besoin d’être améliorées, une
analyse approfondie de l’outil de calcul existant a donc été réalisée. Le profilage du code
et l’analyse numérique ont permis d’orienter les choix de modifications qui ont été réalisé
Vpour l’accélération de la simulation des physiques. Cette accélération a pu être obtenue en
modifiant considérablement les algorithmes, la structure des modules physiques, en vectori-
sant et en parallélisant les boucles de calcul les plus consommatrices de temps. Devant la
quantité de changements à apporter, il a été choisi de réécrire entièrement l’application en
C++ et en assembleur pour les portions les plus critiques en termes de performances. Suivant
les physiques, les accélérations mesurées ont pu atteindre un facteur compris entre trente et
six-cents fois.
En troisième lieu, une nouvelle architecture logicielle a été créée pour exposer au maximum
le parallélisme de tâches et apporter une interconnexion efficace entre les modules qui est
adaptée au contexte multiphysiques. Les résultats des premiers tests de performance nous ont
permis d’estimer le facteur d’accélération globale par rapport à MC3 à une valeur comprise
entre trente et cent fois. Cette contribution fait avancer le domaine de la simulation numérique
des disjoncteurs haute-tension en proposant une architecture simple à maintenir et accessible
et qui est efficace en terme de performance.
En dernier lieu, on a souhaité améliorer la prédiction des calculs vis-à-vis des écoulements de
gaz dans les chambres de disjoncteurs à haute-tension. Pour cela, une extension aux calculs
3D de mécanique des fluides a été ajoutée. Cependant, afin de maximiser l’efficacité, on sou-
haitait conserver un maximum de volumes résolus selon des hypothèses 2D axisymétriques.
Une méthode de couplage adaptée au transfert bidirectionnel d’informations entre des régions
2D axisymétriques et 3D a donc été développée. Ainsi, des régions 3D sont insérées à des en-
droits judicieux et couplées avec d’autres régions 2D axisymétriques, ce qui représente un bon
compromis entre la performance et la précision des calculs. Les validations numériques ont
démontré de très bons résultats, l’écoulement est conservatif à travers l’interface de couplage
et les résultats entre une solution hybride et une solution pleinement 3D sont difficilement
différenciables. La méthode proposée se base sur une approche volumes finis et est indépen-
dante du schéma numérique, ce qui la rend applicable à un large spectre d’applications en
mécanique des fluides ou dans d’autres champs.
Finalement, le travail de recherche présenté dans cette thèse, a permis d’apporter une ré-
duction importante du temps d’exécution et d’améliorer la prédiction des calculs pour la
simulation numérique des disjoncteurs haute-tension. Parallèlement, la qualité logicielle de
MC3 a grandement progressé et les évolutions futures et la maintenabilité seront beaucoup
plus aisées qu’avec l’ancien outil.
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ABSTRACT
High-voltage circuit breaker design is a complex and challenging task, because of several
factors including the dynamics of fluid flow (unsteady supersonic compressible internal fluid
flow at high temperature) and the the strong coupled electric, magnetic and radiative fields.
These phenomena are caused by the electric arc created by the separation of the electrodes.
The arc is considered as a plasma at a temperature approaching 30,000 K and creating wall
sublimation of the boundary materials. Facing the complexity of these phenomena, numeri-
cal simulation tools are indispensable to comply with engineering requirements and to obtain
design criteria. However, modelling and numerical simulation of these multiphysics phenom-
ena, which are highly non-linear, constitute multidisciplinary challenges. Indeed, physics,
numerical analysis, geometric modelling and high performance computing are strongly in-
terrelated. Calculation times can take several weeks, representing an additional obstacle to
the development of high-voltage circuit breakers. Consequently, the efficiency of the model-
ing and the numerical simulation of high-voltage circuit breakers depends on a multiphysics
and multiscale approach while designing scientific tools. As a result of a long term part-
nership, over 30 years, between Alstom company (now part of General Electric) and Ecole
Polytechnique de Montréal, the scientific tool MC3 has been developed and enriched with
new models, following the simulation requirements. During the task of modernizing MC3, it
was found that the software architecture was not well adapted to the multiphysics context,
that the algorithms were not suitable to modern computing hardware architecture, and that
performance in terms of the calculation runtime were not maximized. In addition, simula-
tions were limited to 2D axisymmetric cases. The research aims to address those issues to
improve its efficiency from performance and result fidelity perspectives, and this has led to
four research axes.
First, a model review has been conducted to confirm the relevance of each physical model.
A minor update for the numerical scheme used to solve fluid dynamics has been performed.
The other models were state of the art. That step constituted robust and stable foundations
to support the consecutive steps of code modernization.
Secondly, performance in terms of the calculation runtime needed to be drastically improved.
This has led to an in-depth profiling of the actual tool. Code profiling and numerical analy-
sis have permited to steer modification choices which have been carried out to speedup the
simulation for all the physics, independently. This speedup has been sucessfully achieved by
significantly modifying the algorithms, physics module structures, vectorizing and parallelis-
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ing the most time-consuming loops. In the face of the necessary code changes, a complete
overhaul code was decided, using C++ language and assembler code for the most critical
parts. Depending on the physics, the speedup reached a factor between thirty and six hun-
dred with respect to the original code.
Thirdly, a new software architecture has been created to expose task parallelism and to bring
multiphysics at the forefront and efficient interconnections between modules. Initial test
results demonstrated good performance, the global estimated speedup factor, in comparison
with MC3, reached a factor between thirty and one hundred. This contribution permits to
advance high-voltage circuit breaker numerical simulation domain by the proposal of a well
understandable and simple to maintain architecture which is efficient in term of performance
and easily reusable.
The last scientific research axis concerns fluid flow prediction improvement regarding to
high-voltage circuit breaker chambers. For that purpose, an extension to 3D fluid flow
calculation has been integrated. Nevertheless, while a full 3D simulation is still not feasible
presently, the approach was to keep as much as possible the 2D axisymmetric volumes to
maximize the overall efficiency. So, a coupling method adapted to bidirectional information
transfers between 2D axisymmetric and 3D regions has been developed. Thus, 3D regions are
inserted where wise and coupled with other 2D axisymmetric regions, thereby ensuring a good
compromise between performance and precision of calculations. Numerical validations have
shown very good results, fluid flow is conservative through the coupling interface and hybrid
solution results versus fully 3D results are barely distinguishable. The proposed method
is based on Finite Volumes, and is independent of the numerical scheme, which makes it
applicable to a wide spectrum of applications, either in numerical fluid dynamics or in other
fields.
Finally, the research presented in this thesis, has permited to decrease the calculation run-
time and to improve result prediction for the numerical simulation of high-voltage circuit
breakers. Alongside, the software quality of MC3 increased very much and future evolutions
and maintenability will be more comfortably done than ever.
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1CHAPITRE 1 INTRODUCTION
Dans cette thèse, on propose des développements scientifiques en vue d’améliorer les mo-
dèles numériques qui permettent de simuler les écoulements gazeux dans les disjoncteurs
haute-tension. Une approche de modélisation multi-physiques et multi-échelles orientera ces
développements.
Contexte
Cette thèse s’inscrit dans le contexte d’une collaboration scientifique qui a débuté il y a près
de 30 ans entre le groupe GRMIAO de l’École Polytechnique de Montréal et ALSTOM-Grid
(nouvellement intégré à General Electric - Grid Solutions). Cette collaboration a permis le
développement d’un logiciel de calcul scientifique, nommé MC3, dédié à l’analyse et à la
conception sur ordinateur des disjoncteurs haute-tension. MC3 est un outil mature pour la
simulation numérique des disjoncteurs mais il doit continuer d’évoluer pour être plus efficient,
c’est-à-dire plus complet d’un point de vue de ses modèles physiques et aussi plus efficace en
terme de temps de calcul et de précision. Le présent projet fait partie d’un programme de
recherche sur plusieurs années visant à pérenniser cette collaboration.
Enjeux
En voulant modéliser la physique et simuler numériquement le fonctionnement d’un disjonc-
teur haute-tension, on se heurte à de nombreux défis. Ceux-ci sont principalement de trois
natures : physique, numérique/algorithmique et informatique. En effet, on doit tout d’abord
comprendre les phénomènes multi-physiques et fortement couplés qui entrent en jeu lors de
l’opération d’un disjoncteur. Ensuite, la modélisation numérique de ces phénomènes par des
techniques de simulation numérique modernes, précises et rapides en terme de temps d’exé-
cution est le second défi auquel on doit répondre. Enfin, l’usage de techniques et technologies
de programmation informatique avancées est essentiel pour obtenir une efficacité du calcul
optimale sur les architectures modernes. Ces trois défis sont interreliés d’où la nécessité d’une
approche globale à la conception et à la mise en œuvre d’un outil efficient.
2Axes de recherche et organisation du document
Afin de répondre à ces trois défis, on doit tout d’abord s’assurer que les modèles physiques
employés dans l’outil MC3 soient encore pertinents vis-à-vis de l’état de l’art de la modéli-
sation des disjoncteurs haute-tension. Une revue critique de littérature sera présentée dans
le second chapitre en combinaison avec une description du fonctionnement des disjoncteurs
haute-tension. Les objectifs spécifiques de la thèse seront énoncés à la fin du second chapitre.
La sélection des modèles pertinents et les détails d’implémentation correspondants dansMC3
seront détaillés dans le troisième chapitre.
Le premier axe de recherche, présenté au quatrième chapitre, concerne l’analyse approfondie
de l’outil de calcul MC3 afin d’appuyer les changements algorithmiques également décrits
dans ce même chapitre, et les nouvelles implémentations des modèles sélectionnés. Cette
étape franchie, les choix des modèles ainsi que leurs implémentations auront été optimisés
tant sur les plans de la physique, des méthodes numériques, des techniques de calcul haute-
performance que des paradigmes de programmation avancés.
La base structurelle globale de l’outil de calcul doit prendre en compte les couplages multi-
physiques présents afin de minimiser les temps de calcul tout en facilitant la maintenance
future du logiciel. Originellement, MC3 n’avait pas été conçu dans cette optique. Dans un
deuxième axe de recherche, une architecture globale de solveur en adéquation avec les cou-
plages multi-physiques rencontrés dans les disjoncteurs et avec les défis associés sera proposée
et constituera le cinquième chapitre de ce document. Cet axe de recherche est fortement lié
au premier ; en effet, chaque physique ne peut pas être optimisée indépendamment des autres
puisqu’elles doivent mettre en commun des calculs, des dépendances de données ou des sé-
quences d’exécution bien précises.
Ainsi constitué d’une base structurelle adaptée, et d’algorithmes performants, le code de cal-
cul est mieux prédisposé à l’ajout de nouveaux modèles. Dans le but d’améliorer la fidélité des
calculs numériques en comparaison avec les résultats d’essais, un troisième axe de recherche
est introduit dans le sixième chapitre. Cet axe de recherche intègre l’aspect multi-échelle des
phénomènes physiques entrant en jeu lors de l’opération d’un disjoncteur haute-tension. Une
méthodologie de couplage spatial multi-échelles 2D axisymétrique-3D pour les écoulements
fluides y est proposée.
3CHAPITRE 2 LES DISJONCTEURS HAUTE-TENSION :
FONCTIONNEMENT, MODÉLISATION NUMÉRIQUE ET OBJECTIFS DE
LA THÈSE
2.1 Les disjoncteurs haute-tension
Un disjoncteur haute-tension est un élément clef dans les réseaux de transport d’électricité.
Ses rôles sont multiples : il doit assurer le passage du courant durant les phases normales
d’opération ; il doit aussi l’interrompre en cas d’incident anormal sur le réseau ; enfin dans
d’autres cas, il doit simplement établir la circulation du courant lors de la connexion d’une
ligne électrique (jusqu’à 1200kV). Le rôle de protection du disjoncteur intervient en particulier
lors de l’interruption d’un courant de court-circuit qui peut dépasser dans certains cas 300kA.
Lors de l’ouverture du circuit électrique par le disjoncteur, un arc électrique se forme entre
les contacts électriques qui s’éloignent. Pour que la coupure soit effective, l’arc doit être
éteint. Le choix du milieu dans lequel se produit l’arc est d’une grande importance puisque
de celui-ci dépend la réussite de la coupure. En effet, pour éteindre l’arc on lui imprime un
écoulement suffisamment intense pour le refroidir et ainsi rendre le milieu de nouveau isolant
électriquement. Le milieu choisi est fréquemment le gaz SF6 puisqu’il dispose de bonnes
propriétés diélectriques (isolation), chimiques (stabilité à haute température) et thermiques
(conductivité thermique - refroidissement). De plus, après la coupure, les molécules du SF6
dissociées par le plasma d’arc à forte température (environ 25000K) se recombinent, c’est à
dire que le gaz SF6 se régénère de lui-même.
2.1.1 Configuration d’un disjoncteur
Afin de comprendre les difficultés de modélisation, nous allons tout d’abord aborder la confi-
guration des disjoncteurs haute-tension. La figure 2.1 illustre la complexité géométrique de ces
appareils avec de nombreux détails géométriques nécessaires à la fiabilité du fonctionnement
et à la réussite de la coupure.
4Figure 2.1 Architecture simplifiée d’un disjoncteur, illustrant sa complexité géométrique
5Dans la plupart de ces appareils, on retrouve les composants suivants :
(1) Contacts permanents :
Pendant le fonctionnement normal le courant passe à travers ces contacts qui sont
optimisés pour limiter les pertes par résistance de contact.
(2) Contact d’arc mâle (tige) :
C’est l’un des deux contacts mobiles dimensionnés pour supporter l’arc électrique qui
s’y attache.
(3) Contact d’arc femelle (tulipe) :
La tulipe est le deuxième contact électrique mobile dédié à l’attachement de l’arc qui
survient lors de la séparation avec la tige.
(4) Buse :
C’est un élément composé de PTFE et qui sert à contrôler l’écoulement de gaz pendant
le mouvement de l’appareil. Son deuxième rôle est de générer des gaz supplémentaires
par sublimation sous l’effet du rayonnement intense de l’arc, ce qui améliore l’efficacité
du souﬄage.
(5) Volume d’expansion thermique :
L’arc électrique apporte un gain d’énergie important au gaz qui rentre dans le volume
thermique, cette accumulation de gaz chaud et pressurisé provoque un effet de souﬄage
sur l’arc lui-même lorsque celui-ci perd en puissance.
(6) Volume de compression :
Grâce aux mouvements des composants, ce volume se réduit, comprimant ainsi le gaz
qui s’y trouve. En se vidant, le volume participe au souﬄage de l’arc.
(7) Clapet volume thermique :
Il permet la communication de gaz du volume de compression vers le volume thermique
et interdit l’écoulement inverse en se fermant lorsque la pression du volume thermique
est supérieure à celle du volume de compression.
(8) Clapet de décharge :
Afin de limiter la pression du volume de compression à l’ouverture (pour réduire l’effort
mécanique nécessaire) ce clapet s’ouvre à pression prédéterminée.
(9) Canal thermique :
Le gaz chaud et pressurisé produit par l’arc est guidé dans le volume d’expansion
thermique à travers le canal thermique.
(10) Capot :
Le capot fait office de barrière diélectrique et thermique afin de protéger la tulipe.
62.1.2 Fonctionnement détaillé
La coupure par un disjoncteur à haute tension est obtenue en séparant les contacts d’arc dans
un gaz isolant qui le plus souvent est du SF6. Lorsqu’un défaut est détecté, une commande
mécanique est actionnée, provoquant le mouvement de certains composants de l’appareil.
Dans un premier temps, il y a séparation des contacts permanents qui assurent le chemine-
ment du courant en phase de fonctionnement normal, tel qu’illustré à la figure 2.2. Le courant
transite désormais à travers les contacts d’arc :
Figure 2.2 Séparation des contacts permanents
Avec le mouvement qui se poursuit, c’est au tour des contacts d’arc de se séparer. L’arc
électrique se forme et assure le passage du courant (Figure 2.3) :
Figure 2.3 Séparation des contacts d’arc et allumage
Le passage du courant décompose le SF6 et le porte à une température avoisinant les 25000K.
7Le volume thermique se pressurise et se remplit sous l’effet de la puissance apportée par l’arc,
Figure 2.4.
Figure 2.4 Chauffage et montée en pression du volume d’expansion thermique
L’onde de courant alternatif, généralement à 50Hz ou 60Hz, apporte une énergie qui varie et
induit donc une source de pression (l’arc lui-même) qui varie en intensité au cours du temps.
Au moment où l’onde approche un zéro de courant, il y a plus de pression dans le volume
d’expansion thermique que dans l’arc, ce qui inverse l’écoulement et les gaz contenus dans le
volume thermique se vident tout en souﬄant sur l’arc. Ainsi, on met à profit le passage par
zéro de l’onde du courant pour faciliter l’extinction de l’arc. En effet, en plus des gradients
de pression qui produisent le souﬄage, la puissance due à l’effet Joule diminue à cet instant,
le milieu a alors tendance à se refroidir et donc passe d’un état conducteur à un état isolant.
Si le souﬄage a été suffisamment efficace (Figure 2.5), la coupure est réussie.
Figure 2.5 Souﬄage et extinction de l’arc
Cependant, pour éviter un ré-allumage de l’arc aucun retour de gaz chaud ne doit avoir lieu,
car la capacité d’isolement électrique du gaz dépend de sa pression, de sa température et de la
distance physique entre les électrodes. Pour réussir la coupure dans les configurations prévues
par les normes (IEC62271-100 ou ANSI-C3706/C3709 suivant les marchés) et probables dans
les conditions d’opérations, les formes géométriques doivent être optimisées d’un point de vue
8des écoulements fluides. Dans ces écoulements, les vitesses sont couramment de l’ordre de
Mach 1.5, on veut contrôler les ondes de chocs et ne pas créer de dépressions dans des zones
critiques. Après coupure, la tension aux bornes du disjoncteur se rétablit à la tension du
réseau (Figure 2.6), provoquant d’importants champs électriques, ce qui accentue fortement
le risque de ré-allumage.
Figure 2.6 Tension transitoire de rétablissement
après coupure (fr.wikipedia.org)
Il faut optimiser les formes géométriques en fonction de critères diélectriques (Figure 2.7),
pour limiter les concentrations du champ électrique et les effets de pointe (effet pare-à-foudre
à éviter). L’usure des appareils est un autre défi de conception car sous l’effet du rayonnement
intense de l’arc (25000K), la buse est sublimée et l’attachement de l’arc sur les contacts (à
base de Tungstène) les érode fortement.
Figure 2.7 Isolignes de champ électrique après coupure
9En résumé, les concepteurs font face à des phénomènes physiques très variés, et dont le com-
portement est fortement non-linéaire et couplé :
→ Écoulement compressible supersonique :
L’interruption du courant a lieu en quelques dizaines de milli-secondes, les pièces mo-
biles génèrent de forts gradients de vitesse/pression en plus des effets dus à l’arc.
→ Champ magnétique :
Le courant de court circuit peut atteindre plusieurs centaines de kilo-Ampères, le
champ magnétique auto-induit qui en dépend est donc très important. Les forces ma-
gnétiques réduisent le diamètre de l’arc, ce qui concentre l’énergie dans une zone plus
restreinte (la température est augmentée).
→ Effet Joule :
L’arc électrique se comporte comme une résistance électrique variable en fonction des
conditions physiques environnantes (écoulement fluide, dissociation moléculaire, ioni-
sation...). Le passage du courant échauffe donc le plasma.
→ Rayonnement :
La température du plasma est très importante et le rayonnement thermique est un
phénomène physique majeur dans l’interruption de courant de court-circuit. Il par-
ticipe à l’équilibre thermique en refroidissant la zone chauffée par l’effet Joule, c’est
donc un mécanisme d’évacuation de l’énergie.
→ Ablation :
L’ablation est principalement due au rayonnement dans les longueurs d’ondes de
l’ultra-violet. Les transferts de chaleur par convection peuvent aussi y contribuer.
→ Champ électrique :
Le rétablissement de la tension aux bornes du disjoncteur (après l’extinction) et l’écou-
lement fluide qui se poursuit, deviennent les phénomènes principaux à étudier.
Afin de faciliter la conception de ces appareils, les développements d’outils de calcul scien-
tifique adaptés deviennent indispensables. Dans la prochaine section, nous aborderons les
modèles numériques utilisés pour la simulation de l’opération des disjoncteurs haute-tension.
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2.2 Modéliser les disjoncteurs
2.2.1 Le logiciel MC3
Depuis près de 30 ans, le groupe GRMIAO a développé une approche spécialisée et origi-
nale pour la modélisation et la simulation des phénomènes présents lors de l’opération d’un
disjoncteur haute-tension. De manière générale, la tâche consiste à représenter l’interaction
arc-écoulement en combinant des modèles physiques spécifiques aux différents phénomènes
mis en jeu.
Pour représenter l’interaction arc-fluide, les équations de conservation de la masse, de la
quantité de mouvement et de l’énergie ont été utilisées car la colonne d’arc peut être consi-
dérée en équilibre thermodynamique local (ETL), c’est à dire que dans un petit volume,
toutes les particules qui composent le milieu sont à la même température. L’utilisation d’une
approche 2D (r-z) dans le logiciel MC3 a été permise par le fait que le cœur de l’appareil,
c’est à dire la région où l’arc s’allume peut être bien approximé en axisymétrique. En tant
que pionnier dans le domaine, le groupe GRMIAO de l’École Polytechnique de Montréal, a
tout d’abord généralisé le schéma de Roe [106] pour le calcul des écoulements compressibles
sur les maillages mobiles arbitraires Eulériens-Lagrangiens (Trépanier et al. [122], Zhang et
al. [131]). En effet, les vitesses caractéristiques du fluide sont de l’ordre de Mach 1.5 et les
fortes variations de masse volumique dues également en partie à l’arc génèrent un écoulement
fortement compressible. De plus, l’hypothèse d’un fluide non visqueux a donc été considérée
puisque les phénomènes visqueux sont secondaires, tout du moins pendant la phase de fort
courant. Ce sont donc les équations d’Euler qui sont utilisées avec l’adjonction de termes
sources générés par l’arc. Les effets dominants sont : l’effet Joule dû au passage du courant
et le rayonnement émis et absorbé par le gaz qui influencent le bilan d’énergie ; les forces de
Laplace dues au champ magnétique produit par l’arc lui-même qui induisent une influence sur
le bilan de quantité de mouvement. Le groupe GRMIAO a par la suite été parmi les premiers
à développer des techniques pour la gestion des maillages de triangles mobiles et adapta-
tifs (Paraschivoiu et al. [86], Ilinca et al. [43], Trépanier et al.[123]). La combinaison d’un
schéma numérique arbitrairement Eulérien-Lagrangien et d’une gestion de maillages mobiles
permet de prendre en considération de manière conservative le mouvement des parois. Aussi,
le caractère adaptatif du remaillage permet de capter les phénomènes physiques s’opérant à
différentes échelles. Un extrait de maillage typique de géométrie de disjoncteur est présenté à
la figure 2.8, où l’on peut voir que la complexité des géométries est importante. Les méthodes
utilisées pour déplacer et adapter le maillage au fur et à mesure des déplacements des parois
doivent être autant conservatives que possible d’un point de vue numérique et suffisamment
robustes pour maintenir le maillage valide après mise à jour. C’est le cas avec la méthode
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dite de raffinement-déraffinement utilisée pour l’adaptation ainsi que pour l’algorithme de
déplacement de mailles qui combine judicieusement les vitesses de propagation des parois et
le glissement des nœuds sur celles-ci.
Figure 2.8 Maillage typique du coeur d’un disjoncteur - avant puis après déplacement
L’intégration de l’ensemble de ces techniques a constitué la base d’un code de calcul des
écoulements compressibles instationnaires dans des géométries ayant des pièces mobiles. Sur
ce noyau, d’autres modèles physiques ont été greffés afin de rendre l’outil adapté à la si-
mulation d’arc électrique. Du fait des propriétés thermochimiques du SF6 et des conditions
d’écoulement (vitesses élevées, fortes variations de pression, de l’ordre 5 à 100 bars) et compte
tenu des grands écarts de la température qui peut varier de 300K dans certaines régions du
fluide à plus de 25000 K dans les régions d’arc (l’état de la matière considéré est le plasma
chaud pour ces régions), les hypothèses de gaz parfait ne sont plus valides. Les propriétés de
gaz réels ont donc été appliquées par Godin et al. [33, 35]. Des modèles plus spécifiques aux
arcs électriques ont alors été développés par Zhang et al. [132, 133]. La prise en compte des
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équations de Maxwell a été introduite par Pellegrin et al. [91] pour prendre en compte les
calculs du champ magnétique qui contracte l’arc notamment près des électrodes, la fréquence
du courant (50Hz ou 60Hz) étant faible, les composantes instationnaires des équations de
Maxwell ont été négligées. Le rayonnement thermique est le phénomène thermique dominant
qui intervient lors de l’interruption d’un courant de court-circuit et des modèles spécifiques
ont été introduits en adaptant la méthode des harmoniques sphériques (P-N) aux arcs élec-
triques, notamment par Eby et al. [25]. Plus récemment la méthode des volumes finis (FVM)
a été introduite par Melot et al. [76]. Cette dernière méthode est beaucoup plus coûteuse en
temps de calcul (dans MC3, environ 100 fois plus coûteuse que la méthode P1 sur les cas
de disjoncteurs) mais elle est toutefois plus représentative de la physique du rayonnement.
En effet, le modèle de type P-N correspond à un comportement elliptique, en contradiction
avec le phénomène physique du rayonnement qui est un phénomène de propagation. Cela
introduit dans les simulations numériques une diffusion thermique non physique. De plus, la
prise en compte de conditions aux limites réalistes vis-à-vis de la physique est délicate avec le
modèle P1. La méthode des volumes finis se base sur un lancer de rayons ce qui la rend par
nature plus prédictive. Sous l’effet de l’intense rayonnement, les matériaux à base de PTFE
qui constituent la buse sont sublimés. Des modèles ont alors été développés par Godin et al.
[36], Martin et al. [70, 69] pour prendre en compte cet apport massique. L’ablation génère
des gaz, principalement à base de C2F4 et autres produits issus de sa décomposition, qui
sont introduits (fig 2.9) dans le système d’équation par l’intermédiaire de termes sources en
énergie, en masse et en quantité de mouvement. Du fait de l’introduction de nouvelles espèces
chimiques dans le milieu de remplissage, les équations de résolution des écoulements gazeux
ont été étendues aux calculs multi-espèces par Martin et al. [70] et Arabi et al. [7]. L’outil
scientifique MC3 constitue ainsi un puissant outil pour le développement de produit, avec
tous les requis de fiabilité et de robustesse que cela comporte (Robin-Jouan [105]). La figure
2.10 illustre les résultats de simulation que l’on peut obtenir à un instant donné de la phase
d’arc. L’analyse de ces résultats permet de concevoir géométriquement la forme des éléments
constituant l’ensemble des appareils de coupure.
Figure 2.9 Extrait d’un résultat CFD typique - génération de gaz lors de l’ablation
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Figure 2.10 Extrait d’un résultat CFD typique - souﬄage de l’arc
L’analyse et la comparaison des courbes de pression du volume thermique, mesurée en essais
et calculée parMC3, montrent une bonne corrélation (fig 2.11), contribuant à la confirmation
d’une bonne prédiction du calcul pour la phase de fort courant.
Figure 2.11 Exemple de comparaison de l’évolution de la pression - simulation vs essais
2.2.2 Les limites de MC3
Toutefois, des extensions et des ajouts sont nécessaires pour repousser les limites de la mo-
délisation actuelle, tant du point de vue de l’efficacité du calcul (qui peut atteindre pour
certains cas complexes trois semaines de calcul, limitant de fait les capacités d’analyse et les
possibilités de configurations d’étude) que du point de vue de la modélisation physique en
vue d’améliorer la fidélité des modèles. Il a été démontré que l’hypothèse d’équilibre thermo-
dynamique local (ETL) n’est plus valide près des électrodes et lors de la phase d’extinction.
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Pour étudier ces effets, Girard et al. [32, 31] ont développé des modèles à deux températures
où les plus petites particules, tels les électrons, sont à plus haute température que les élé-
ments plus gros. Jusqu’à présent, ces modèles demeurent assez peu répandus en raison de
leur complexité et en raison de leur faible influence sur les résultats globaux de la coupure.
Plus récemment de nouveaux modèles sont apparus pour traiter également du non-équilibre
chimique local, et les travaux de Tanaka et al. [117] sont particulièrement complets. En effet,
au sein de l’arc les molécules sont dissociées par la forte température due au passage du
courant. Ainsi, les éléments dissociés se recombinent, subissant ainsi de multiples réactions
chimiques (D’après Girard et Gleizes [31], on peut en dénombrer 66 avec la mise en relation
de 19 espèces différentes ). La figure 2.12 montre la répartition des espèces à la pression de
0.1MPa dans un plasma de SF6 en fonction de la température, ces compositions de plasma
se complexifient davantage avec l’ajout des espèces dues à l’ablation des parties en Teflon
(PTFE) et des parties métalliques comme les contacts d’arc. Au moment de l’extinction, ces
phénomènes thermo-chimiques ne sont plus négligeables. Avec le refroidissement du plasma,
les ions et les électrons se recombinent pour donner des particules électriquement neutres,
réduisant ainsi la conductance de l’arc.
Figure 2.12 Composition du plasma de SF6 à l’équilibre - tiré de Girard et al.[31]
Cependant, les phénomènes physiques intervenant lors de l’extinction sont encore très mal
connus et des modèles numériques spécifiques à l’extinction devront être développés, pour
prendre en compte notamment les phénomènes d’instabilité 3D de l’arc au moment de l’ex-
tinction. Ces instabilités s’apparentent à de la turbulence, aussi des auteurs ont tenté d’utiliser
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des modèles de turbulence classiques, comme k − ε ou à longueur de mélange. Ce dernier
semble donner de meilleurs résultats que k − ε, d’après Yan et al. [129], Song et al. [51] et
Seeger et al. [12]. D’autre part, Bini et al. [12] ont montré avec succès que pour simuler les
écoulements dans les échappements, l’utilisation du modèle de turbulence k− ε était satisfai-
sante. Néanmoins, il est aujourd’hui clair qu’un modèle spécifique aux arcs électriques doit
être développé, et comme il a déjà été montré par Gleizes et al. [34], l’interaction de l’arc cou-
plé avec le circuit électrique doit être prise en compte pour capter les phénomènes électriques
transitoires. D’autres phénomènes physiques, comme l’interaction arc-électrodes ont été étu-
diés (Maruzewski et al. [71], Benilov [10, 50], Chévrier et al. [50]), mais le phénomène est
très complexe à cause de sa nature multi-physiques (fluide, électrique, magnétique, vapeurs
métalliques, interaction avec le circuit...). Mises à part les instabilités de l’arc au moment de
l’extinction et les interactions arc-électrodes, d’autres phénomènes 3D interviennent dans les
disjoncteurs haute-tension. Les écoulements à travers des clapets de décharge ou anti-retour
et les écoulements dans les échappements en font partie, les géométries étant bien moins
judicieusement approximées en axisymétrique. De plus, dans ces régions, les effets visqueux
ne sont plus négligeables car les échelles de temps et d’espace sont différentes. La résolution
3D complète demeure inaccessible à cause de la taille des résolutions pour la structure de
l’écoulement, des complexités géométriques et des multiples échelles en jeu. La recherche sur
la modélisation des phénomènes post-arc est également très active. En effet, après extinc-
tion, si le milieu reste trop chaud dans l’espace inter-électrodes et du fait de la différence de
potentiel croissante entre les électrodes durant la phase transitoire de rétablissement de la
tension du réseau aux bornes du disjoncteur, des décharges électriques peuvent apparaître
et causer le réallumage de l’arc. La prédiction de la réussite ou de l’échec de la coupure de
l’arc électrique et de ses risques de réallumage peut se faire en introduisant des critères de
coupure, qui au-delà d’une valeur seuil déterminent les chances de réussite complète de la
coupure. Certains auteurs ont proposé une méthode basée sur les champs électriques locaux
et la densité locale de particules gazeuses (Pedersen [89], Trépanier et al. [121]). C’est une
méthode intuitive puisque la capacité d’isolement du gaz sous un certain champ électrique
dépend directement de sa densité. Cependant, cette méthode repose sur une valeur seuil de
référence à établir expérimentalement et qui, pour des calculs d’arc, s’est révélée difficile à
déterminer en pratique, voire impossible, rendant ce critère non prédictif. Une nouvelle mé-
thode a été introduite par Stoller, Seeger et al. [116, 114] pour prendre en compte l’énergie
(thermique et électrique) disponible localement et la comparer à l’énergie totale nécessaire
à l’amorçage d’une décharge (théorie du streamer-leader). D’un point de vue pratique, cette
méthode se révèle plus prédictive quant à la réussite de la coupure mais son évaluation reste
coûteuse en temps de calcul.
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2.2.3 Vers une nouvelle version de MC3
Tous ces phénomènes physiques liés à la modélisation des disjoncteurs haute-tension sont for-
tement multi-physiques et multi-échelles. Multi-échelles, ils le sont, que ce soit d’un point vue
temporel (par exemple, les temps caractéristiques des écoulements fluides et des recombinai-
sons chimiques sont radicalement différents) que d’un point de vue spatial (les phénomènes
d’interactions arc-électrodes sont très localisés (quelques millimètres cubes), tandis que les
tourbillons de gaz intervenant dans les échappements sont beaucoup plus étendus (quelques
milliers de millimètres cubes)). De plus, d’un point de vue purement spatial les phénomènes
qui se combinent sont assimilables soit à des comportements 2D axisymétriques soit à des
comportements 3D. La conception architecturale du logiciel MC3 et les modèles intégrés ne
le prennent pas en compte.
D’un point de vue de la modélisation des disjoncteurs haute-tension, le couplage entre le
logiciel ANSYS-CFX et MC3 a été exploré par Petro et Trépanier [92]. Cependant, un
échange uniquement unidirectionnel de conditions aux limites de MC3 (2D-axisymétrique)
vers ANSYS-CFX (3D) était fait via la lecture des fichiers d’échange, ce qui était très peu
efficace en terme de temps de calcul et de précision. De plus, cela supposait de connaître le
sens de circulation des gaz à priori. Cependant, par ses résultats numériques, l’étude a contri-
bué à démontrer que le potentiel d’un couplage 2D-3D était intéressant pour l’application
aux simulations des disjoncteurs haute-tension.
Dans la prochaine section, on étudie quelques principes de modélisation multi-physiques et
de méthodologies de couplages multi-physiques et multi-échelles existantes et on montre les
possibilités, les avantages et les limites à considérer dans un contexte de modélisation des
disjoncteurs haute-tension. Ceci nous permettra de proposer des améliorations architecturales
pertinentes, et d’introduire une méthodologie de couplage 2D-3D plus efficace.
2.3 La modélisation multi-physiques et multi-échelles et les méthodologies de
couplage
2.3.1 Définitions et classifications
Au cours des dernières années, quelques auteurs ont proposé des classifications et des dé-
finitions propres au domaine des problèmes multi-physiques et multi-échelles. Larson [63]
propose une définition d’un modèle couplé, qui consiste à résoudre deux ou plus, systèmes
d’équations (ou constituants), en général couplés. Larson [63] propose aussi de représenter les
systèmes couplés via une approche empruntée à la théorie des graphes où des nœuds repré-
sentent les différents constituants et des flèches qui les relient sont utilisées pour représenter
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leurs interactions.
Récemment, Keyes et al. [53] proposent une revue des défis associés aux problèmes multi-
physiques et multi-échelles. Ils identifient clairement divers types de problèmes, qui peuvent
être classifiés comme multi-physiques et multi-échelles.
Nous proposons de représenter la classification des problèmes multi-physiques et multi-
échelles dans un espace de couplage présenté à la figure 2.13. Cet espace comporte trois
axes : spatial, temporel et fidélité, ou échelle de modélisation. Cette figure sera reprise en fin
de section pour décrire les modèles multi-physiques et multi-échelles dans les disjoncteurs.
Figure 2.13 Espace de couplage
2.3.2 Couplages spatiaux
Ce type de couplage implique deux points dans l’échelle d’espace, qui sont situés à différents
endroits dans l’espace de couplage. Le couplage spatial peut être volumique (par l’adjonction
de termes sources,...) ou surfacique (par l’intermédiaire d’interfaces, de forces surfaciques...).
L’échange d’informations peut être soit unidirectionnel soit bidirectionnel. Les physiques du
couplage peuvent être couplées de manière plus ou moins forte. Par exemple, on peut choi-
sir de résoudre un des systèmes d’équations avant l’autre et d’introduire le résultat comme
point d’entrée dans le système d’équations suivant, le couplage est alors plutôt faible. Si
au contraire on choisit de coupler les systèmes d’équations et de réaliser des sous-itérations
jusqu’à convergence simultanée ou bien de les coupler implicitement lors d’une intégration
temporelle, alors le couplage est d’un niveau plus fort. Au niveau du couplage spatial, les
méthodes doivent prendre en compte les aspects du transfert entre maillages tout en étant au-
tant conservatives que possible, les méthodes utilisées sont la plupart du temps des méthodes
interpolantes ou chimère/overset (par exemple, Ryan et al. [110], Miller et al. [77] pour le cou-
plage fluide-structure, Swartz et al. [113] proposent le couplage de deux solveurs fluides avec
discrétisation spatiale et temporelle arbitraire, ou Wang et al. [126] qui autorisent même
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la prise en compte de trous et proposent un algorithme pour faciliter les communications
inter-grilles).
2.3.3 Couplages multi-fidélités
Les couplages multi-échelles (appelés aussi multi-fidélités), dont font par exemple partie la
modélisation du climat (en plus du caractère multi-physiques, Larson [61]) ou la modélisation
de la propagation de fissure dans les solides comme proposé par Chen et al. [20], peuvent être
vus comme une forme particulière de couplage multi-physiques, où les différents systèmes
d’équations représentent le même système à différentes échelles, habituellement spatiales.
Lorsque le transfert d’information se fait d’une échelle grossière vers fine, on parle d’élévation
tandis que dans le sens inverse, on parte plutôt de restriction de l’information (Keyes et al.
[53]). S’il s’agit de la même physique mais calculée sur différents maillages alors le terme
plutôt employé est multi-résolutions.
2.3.4 Couplages temporels
Si le couplage multi-échelles est temporel alors on parle de multi-taux (comme par exemple
dans le couplage des phénomènes de combustion). Il peut être effectué dans différentes régions
et on a alors un pas de temps par région ou bien il peut être effectué dans la même région
en multi-échelles et on adopte les techniques d’élévation et/ou de restriction. De plus, la
résolution temporelle peut être couplée explicitement (ce qui est le plus utilisé dans les
applications multi-physiques du fait de sa simplicité) ou implicitement (très stable du fait de
l’élimination des conditions de stabilité sur le pas de temps par exemple, mais plus difficile à
mettre en œuvre dans les contextes multi-physiques).
2.3.5 Approches de résolution
Les approches pour résoudre le couplage dépendent du type de problème. Il peut s’agir de pro-
blèmes d’équilibre ou bien de problèmes d’évolution (en temps) et dans ce cas des approches
ont été introduites comme le "loose-coupling" et autres variantes. Cependant, Keyes et al.[53]
suggèrent d’adopter des méthodes de couplages plus serrées/fortes pour des questions de
stabilité et de performances sur les futures machines de calcul.
De récents développements proposent d’employer des méthodes d’intégration temporelle hy-
brides entre explicite et implicite que l’on appelle méthodes IMEX (Patel et al. [88], Ver-
meire et al. [124], Weller et al. [127], Lemieux et al. [64]), où l’on résout explicitement dans
certaines régions et implicitement dans d’autres. Ces nouvelles méthodes proposent un com-
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promis entre simplicité de mise en œuvre, scalabilité (performance) et stabilité. On combine
ainsi les avantages des deux méthodes en essayant d’éviter leurs inconvénients. Afin de pré-
dire les choix pratiques optimaux, certains auteurs ont proposé des modèles de prédiction
et des algorithmes pour développer efficacement un couplage IMEX (Rouson et al. [108],
Larson et al.[62], Kim et al. [55, 56], Weinan et al. [2], Patel et al.[88], Lemieux et al.[64]).
Afin d’adapter le couplage à de multiples problèmes, certains auteurs proposent un certain
nombre de cadres ou de boites à outils spécialisés en fonction de leur propre classification
multi-physiques, comme par exemple COOLFluid de Lani et al. [59], Larson et al. [62], MUSE
framework de Zwart et al. [135], Mishra [78], Tautges et al. [118], Cary et al. [18].
2.3.6 Architecture logicielle
En ce qui concerne le développement d’une architecture logicielle adéquate et d’un couplage
optimal, Keyes et al. [53], Larson [63], Kim et al. [55, 56] soulèvent des points importants
que nous pouvons prendre en compte dans notre projet de recherche. Il faudra choisir un
niveau d’encapsulation suffisant pour faciliter les tâches de maintenance, la réutilisation et
la compréhension du code sans toutefois alourdir l’implémentation (pertes de performance).
Comme les différents modèles partageront des informations, une infrastructure commune pour
exploiter les points communs et réutiliser les méthodes et des portions de code communes
entre les différents champs d’application devra être développée, tout en permettant de fu-
tures extensions à d’autres problèmes. L’implémentation doit cependant rester suffisamment
évolutive et non restrictive pour également s’adapter aux futures évolutions des machines
de calculs (calculs GPGPU, Co-processeurs...). Un avantage direct d’écrire des solveurs spé-
cialisés est le gain de performance. En effet, cela permet la maîtrise complète de la chaîne
d’implémentation/documentation/maintenance/test et de s’adapter aux matériels informa-
tiques et bibliothèques de programmation que l’on envisage d’utiliser [44, 45, 46, 81, 82, 54].
Des choix plus pratiques peuvent également être considérés, par exemple la résolution de
différentes physiques sur différents maillages peut conduire à une optimisation importante,
dépendamment du coût de calcul associé à chacune d’entre elles et du coût de la généra-
tion et du maintien de plusieurs maillages (Keyes et al. [53]). Cependant, résoudre toutes les
physiques sur un seul maillage qui est adapté/raffiné en fonction des besoins de chacune des
physiques peut tout de même être un bon compromis, notamment si la complexité géomé-
trique est importante et la génération de différents maillages trop critique à réaliser. De plus,
l’utilisation de plusieurs maillages nécessite des interpolations fréquentes entre les maillages
et les modèles, ce qui sacrifie une partie de la précision de calcul. Cependant, un moyen
d’éviter les erreurs lors du transfert de données et du couplage multi-physiques est d’utiliser
des maillages hiérarchiques comme l’ont proposé Solin et al. [115].
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D’autres techniques de couplage permettent même de coupler des méthodes de discrétisation
numérique différentes, par exemple les techniques SANS-maillage avec les méthodes clas-
siques AVEC-maillage que proposent Fries et al. [29, 30]. Cela peut être avantageux lorsque
la génération de maillage est trop difficile ou que la précision n’est pas le critère prioritaire
dans une des régions ou pour une des physiques. Certains auteurs comme Halama et al. [28],
Sardella [112] ou Wu et al. [128] combinent également la méthode des volumes finis avec la
méthode des éléments finis, le but étant de tirer parti des avantages de l’une ou de l’autre
des méthodes dans les situations adaptées.
2.4 Objectifs spécifiques de la thèse
Des limites actuelles de l’outil MC3 (2.2.2) et des besoins d’extensions vers une nouvelle
version de MC3 (2.2.3), se dessinent les objectifs spécifiques de la thèse. Le but principal de
cette thèse est de rendre l’outil de simulation plus performant en terme de temps de calcul
et d’améliorer la précision de ses résultats. En adéquation avec les trois axes de recherche
introduits précédemment dans le chapitre d’introduction, on vise les objectifs spécifiques
suivants :
1. Choisir les modèles pertinents :
Le premier objectif est de confirmer ou infirmer les choix des modèles actuellement en
place dans MC3. Cette tâche s’appuie en partie sur la revue de la littérature précé-
demment critiquée et d’autres éléments de confirmation seront apportés en abordant
le chapitre qui suit.
2. Optimiser les modèles avec le support de l’analyse de MC3 :
Le second objectif est d’analyser MC3 de manière approfondie pour ensuite proposer
des stratégies d’amélioration bénéfiques à la vitesse d’exécution et/ou à la précision
des calculs. Les points d’analyse porteront sur les choix suivants : des structures de
données pour le maillage et les quantités physiques ; des formats matriciels, des solveurs
linéaires ; des algorithmes pour exposer au maximum le parallélisme et la scalabilité ;
du style d’écriture du code source pour favoriser l’interprétation par le compilateur et
donc l’optimisation de l’exécutable final.
3. Proposer une architecture adéquate :
Les différents modèles physiques doivent être couplés de façon adaptée et exposer le
parallélisme de tâches. Les opérations de maintenance représentent le facteur le plus
important dans le coût financier global du logiciel. En effet, elles y contribuent avec
une portion supérieure à 95 % (Pigoski [93]). La performance en temps de calcul, la
lisibilité du code source et la facilitation des évolutions futures et de la maintenance
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sont des points qui peuvent se révéler contradictoires. Le troisième objectif produira
une architecture conçue pour présenter un équilibre entre ces contraintes.
4. Améliorer la prédiction des simulations :
La précision des simulations numériques peut être améliorée par l’ajout des calculs de
mécanique des fluides tri-dimensionnels, cela constituera notre quatrième objectif. Il
s’agit du premier point d’amélioration à prendre en compte car cela influence directe-
ment la conception des appareils. Cependant, résoudre les écoulements fluides en 3D
pour une géométrie complète s’avère inefficace et non-pertinent. À l’inverse, combiner
des zones de calculs 3D en compléments de zones 2D axi-symétriques s’avère plus ju-
dicieux. Nous devrons donc développer une méthode de couplage entre les régions de
différentes dimensions.
Ces objectifs peuvent être vus comme une modernisation du code de calcul scientifique sur
les plans de la modélisation, de l’algorithmique et de l’adaptation de la programmation au
matériel informatique dans le contexte du calcul haute performance appliqué aux simulations
numériques des disjoncteurs haute-tension.
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CHAPITRE 3 PERTINENCE DES MODÈLES DE MC3 ET DÉTAILS
3.1 Sélection des modèles multi-physiques et multi-échelles
Les différents modèles décrits à la section 2.2 peuvent être classifiés selon l’approche multi-
physiques et multi-échelles, telle que présentée à la figure 3.1.
Figure 3.1 Classification des modèles pour le cas des disjoncteurs
Dans un premier temps, nous désirons nous pencher sur une intégration des modèles qui sont
identifiés en vert sur la figure 3.1. Ces modèles physiques essentiels qui seront couplés et sur
lesquels on se concentrera sont : le modèle des écoulements de fluides en gaz réels (Arabi et
al. [7], Trépanier et al. [122], Zhang et al. [131], Roe [106]) ; le modèle pour le calcul des pro-
priétés électriques (termes sources d’effet Joule liés à l’arc, champ électrique) de Zhang et al.
[132, 133] ; le modèle pour la prise en compte du calcul des champs magnétiques de Pellegrin
et al. [91] ; les modèles de rayonnement P1 de Eby [25] et FVM de Melot [76] et de l’ablation
(Godin et al. [36], Maruzewski et al. [71] et Martin et al. [69]). Ils représentent les besoins
actuels en terme d’application et sont les modèles les plus importants pour la conception des
appareils. Les équations correspondantes sont décrites dans les sections qui suivent. On pren-
dra soin de laisser le champ libre à la possibilité d’ajouts dans de futures révisions de l’outil
scientifique d’autres modèles qui ne sont pas pour le moment vitaux ou non suffisamment
éprouvés comme le déséquilibre thermodynamique proposé par Girard, Gleizes et al. [32, 31],
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le déséquilibre chimique de Tanaka et al. [117], les modèles d’interaction arc-électrodes (Ma-
ruzewski et al. [71], Benilov [10], Chévrier [50]), le couplage avec le circuit d’après Gleizes et
al. [34] et les modèles de turbulence (Yan et al. [129], Song et al. [51], Seeger et al. [12]).
Au cœur des besoins d’extension actuels, on a identifié le couplage des écoulements 3D
à grande échelle d’espace et de temps dans les échappements avec les écoulements axi-
symétriques au cœur de l’arc lors du souﬄage à fort courant. Ceci demande de se concentrer
sur deux aspects de ce couplage : le couplage 2D-axisymétrique-3D entre les deux modèles
et le traitement des échelles temporelles différentes entre les deux régions. L’intégration du
modèle de couplage devra être facilitée par une architecture logicielle que nous aurons préala-
blement conçue et adaptée à nos besoins fortement multi-physiques. Un modèle de couplage
2D-3D sera proposé au chapitre 6, un modèle de résolution des équations fluides en 3D y sera
également introduit.
3.2 Systèmes d’équations et détails d’implémentation dans MC3
3.2.1 Solveur fluide
Les calculs d’écoulements instationnaires et compressibles, associés aux parois et discontinui-
tés mobiles nécessitent un schéma numérique relié au déplacement du maillage. Cela requiert
une séquence de maillages qui permet de décrire avec précision l’évolution de l’écoulement et
du domaine de calcul. Le schéma numérique doit correctement prendre en compte le mouve-
ment du maillage. Dans notre cas, une discrétisation du domaine de calcul par des triangles
a été choisie, ce qui permet une très grande flexibilité en vue d’une adaptation du maillage.
Le solveur approché de Riemann introduit par Roe [106] a été sélectionné pour réaliser les
simulations numériques et a été étendu aux maillages mobiles par Trépanier et al. [122, 131].
Équations de base
Le système d’équations d’Euler décrivant un écoulement de fluide 2D axi-symétrique et non
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Sohm + Srad + Sabl

avec ρ la masse volumique, P la pression, ~V = (ur, uz)T le vecteur vitesse et E = e+ 12 ||V ||2
l’énergie totale où e est l’énergie interne.
Les termes sources d’arc ~Sarc seront décrits dans la section 3.2.2. Le système d’équation 3.1
est fermé en utilisant une équation d’état. Due à la dissociation et l’ionisation des molécules
du gaz porté à haute température (≈ 25 000 Kelvin), une équation d’état de type gaz réel
doit être employée. L’état thermodynamique du gaz peut encore être caractérisé comme une
fonction de deux variables thermodynamiques indépendantes, du fait de l’hypothèse d’ETL.
Les propriétés thermodynamiques et les propriétés physiques du gaz en équilibre et du plasma
sont obtenues de données publiées ou de tables de données générées par un laboratoire spé-
cialisé en détermination des propriétés des gaz et des plasmas.
Intégration volumes finis
La forme intégrale du système d’Équations 3.1 utilisée par la méthode des volumes finis peut












avec V le volume de contrôle, ∂V la frontière délimitant celui-ci et ~n = (nr, nz) le vecteur
unitaire normal sortant de la frontière du volume de contrôle. Les variables conservatives ~U
sont avancées du temps n au temps n+ 1 explicitement avec la méthode d’Euler :





FncSc + ∆tSni , (3.3)
où Sc est la surface des interfaces entre les volumes de contrôle triangulaires. Les flux F aux
interfaces sont obtenus avec le schéma de Roe [106] en version gaz réel proposée par Glaister
[33], Trépanier et al. [35] et plus récemment améliorée par Arabi et al. [7]. La base du schéma
de Roe est l’introduction d’un état moyen A˜ pour approximer la jacobienne A = ∂F
∂U à chaque
interface. La matrice approchée A˜ peut s’exprimer sous la forme :
A˜ = Q˜D˜Q˜−1,
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où, pour le cas 2D, D˜ = diag(λ˜1, λ˜2, λ˜3, λ˜4), avec
λ˜1 = u˜n + c˜, λ˜2 = u˜n, λ˜3 = u˜n, λ˜4 = u˜n − c˜,
les quatre valeurs propres de A˜, et Q qui est formé par les vecteurs propres indépendants
correspondants.
Les flux à chaque interface avec les états droit et gauche représentés par R et L sont ensuite
calculés avec :




Ces flux dépendent des états gauche et droit de l’interface (Figure 3.2), qui sont constants
par cellule dans le cas d’un schéma au premier ordre ou reconstruits par une interpolation
linéaire par morceau dans le cas d’un schéma du deuxième ordre.
Figure 3.2 Échanges de flux entre cellules voisines
Conditions aux limites
Dans le cas des disjoncteurs haute-tension, les conditions aux limites sont de type : axe de
symétrie, parois solides ou parois ablatées (avec injection de gaz). Les conditions aux limites
sont imposées avec la technique des cellules miroirs (ou cellules fantômes). Dans le cas d’un
axe de symétrie ou d’une paroi solide, la composante normale de la vitesse est réfléchie,
tandis que les autres propriétés sont simplement copiées de la cellule intérieure vers la cellule
fantôme. Aux parois ablatées, des injections de masse, d’énergie et de quantité de mouvement
sont additionnées au bilan de la cellule intérieure. Ensuite, le solveur de Riemann est appliqué
de la même façon à tous les côtés des volumes de contrôle quel que soit le type de chacun
(interne, parois solide, ablatée, axe). Pour permettre une validation de l’outil de simulation
plus aisée, des conditions aux limites supplémentaires à celles utilisées pour la simulation des
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disjoncteurs, telles que les conditions d’entrées et de sorties ont été ajoutées, ce qui permet
de réaliser des cas tests de validation non envisageables autrement.
3.2.2 Solveur de Helmholtz et termes sources associés
Formulation volumes finis
Une technique basée sur les volumes finis est également employée pour la résolution des
équations elliptiques résultantes de la modélisation des divers phénomènes qui entrent en jeu
dans les chambres de coupure des disjoncteurs. Ces phénomènes comprennent : les équations
pour le champ électro-statique, pour le champ magnéto-statique et pour le rayonnement par
la méthode P1. Ces équations seront rappelées dans cette section.
Les volumes de contrôle considérés sont de type triangle ainsi que leur covolume centré sur les
nœuds (voir Figure 3.3). Les propriétés du matériau et les termes sources d’arc sont stockés
au centre des triangles en relation directe avec le solveur fluide et pris pour constantes sur
chacun d’eux. Tandis que, les variables inconnues sont stockées et résolues aux sommets
des triangles en utilisant le covolume. Ce système de stockage hybride, très ressemblant à
une formulation éléments finis, accepte naturellement les discontinuités dans les valeurs des
termes sources et des propriétés du matériau aux interfaces des triangles tout en assurant
une variation continue pour les valeurs des inconnues aux nœuds.
Figure 3.3 Volumes de contrôle et stockage pour le solveur de Helmholtz
Pour les trois physiques concernées, on considère une équation elliptique générale de la forme :
5 .κ∇ϕ+ βϕ = S, (3.5)
où ϕ est la solution recherchée, κ un coefficient de diffusion et S un terme source. Certains
termes deviennent nuls en fonction de la physique calculée. Pour obtenir la formulation
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En utilisant le théorème de la divergence, la première intégrale de l’équation 3.6 est trans-










avec ~n le vecteur unitaire normal sortant du volume de contrôle V .
Discrétisation
En utilisant le polynôme d’interpolation linéaire sur un triangle, on a :
ϕ = α1 + α2z + α3r, (3.8)
avec r et z les directions radiales et axiales, respectivement. Les coefficients α1,2,3 peuvent
être déterminés à partir des valeurs aux nœuds selon :
α1 =
1
2A [aiϕi + ajϕj + akϕk], (3.9)
α2 =
1
2A [biϕi + bjϕj + bkϕk], (3.10)
α3 =
1
2A [ciϕi + cjϕj + ckϕk], (3.11)
où A est l’aire du triangle défini par les trois sommets d’indices i, j, k. Les coefficients géo-
métriques ap, bp et cp (p = i, j, k) s’écrivent :
ai = zjrk − zkrj
bi = rj − rk
ci = −(zj − zk)
 avec un ordre de permutation naturel sur i, j, k.
Finalement, on obtient la forme :




2A [ap + bpz + cpr], (p = i, j, k),
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Avϕv = bi. (3.13)
L’assemblage du système algébrique d’équations donne alors :
A~ϕ = ~b (3.14)
Le système linéaire 3.14 est résolu dans MC3 par une méthode directe basée sur une dé-
composition LU. Les matrices creuses, symétriques et définies positives sont stockées selon le
format ligne de ciel (skyline) qui s’adapte bien à la méthode LU sans pivot comme utilisée.
Les termes sources d’arc proviennent des différentes physiques résolues avec le solveur de
Helmholtz introduit ci-dessus, excepté pour le calcul du rayonnement par la méthode FVM.
A. Chauffage ohmique
Par application de la loi d’Ohm avec l’équation de continuité stationnaire de distribution du
courant, l’équation résolue pour le calcul du potentiel électrique φ durant la phase d’arc est :
∇ · σ∇φ = 0, (3.15)
où σ est la conductivité électrique du matériau. Cette équation est résolue dans la région du
plasma où σ 6= 0 en considérant des conditions aux limites de type Dirichlet sur la surface
des électrodes et de type Neumann nul sur les frontières de l’arc. L’intégration sur un volume
de contrôle arbitraire V et l’application du théorème de la divergence donne la forme FVM :
∮
∂V
σ∇φ · ~n dS = 0 (3.16)
La résolution du potentiel électrique permet ensuite de calculer le champ électrique avec :
E = −∇φ, (3.17)
ce qui autorise finalement le calcul du terme source ohmique (effet Joule dû au passage du
courant) :
Sohm = σ|~E|2 (3.18)
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Le terme source d’arc Sohm contribue à ~Sarc dans l’équation de conservation de l’énergie (3.1).
La conductivité électrique du gaz dépend des valeurs locales du mélange d’espèces chimiques,
de la température et de la pression, dont la valeur est interpolée dans une table de données
fournie par un laboratoire spécialisé.
B. Force de Lorentz
Le champ magnétique auto-induit de l’arc est purement azimutal puisque la densité de cou-
rant électrique ~J est contenue dans le plan (r,z). Les forces électromagnétiques sont donc aussi
dans la plan (r,z) et provoquent une compression de l’arc (Z-Pinch effect). La fréquence du
courant d’arc des disjoncteurs haute-tension est assimilable à la fréquence du réseau électrique
(50Hz ou 60Hz généralement, 16.6Hz rarement). Les termes non-stationnaires des équations
de Maxwell induisent donc des variations négligeables par rapport au cas stationnaire et
peuvent donc être négligés. En présence d’un plasma neutre, les équations de Maxwell se
réduisent donc à :
∇ · ~B = 0, (3.19)
∇ · ~J = 0, (3.20)
∇× ~E = 0, (3.21)
∇× ~H = ~J. (3.22)
Avec ~H le champ magnétique auto-induit et ~B la densité de flux magnétique. Le champ
magnétique et la densité de flux magnétique sont liés par la relation (dans le vide) :
Bθ = µ0Hθ, (3.23)
où µ0 est la perméabilité magnétique dans le vide. La perméabilité magnétique varie extrê-
mement peu en fonction des gaz, on utilise donc la perméabilité magnétique du vide pour
MC3.
En écrivant le rotationnel de la quatrième équation de Maxwell (3.22) on a :
∇(∇ · ~H)−∇2 ~H = ∇× ~J, (3.24)
ce qui se simplifie avec l’hypothèse d’un champ purement azimutal (la divergence du champ
est nulle ∇. ~H = ∇.~B = ~0) en :
−∇2 ~H = ∇× ~J. (3.25)
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Dans un repère cylindrique, la projection de cette équation vectorielle dans les directions




























l’écriture plus compacte de l’équation 3.26 est :
−∇.∇H0 + H0
r2
= ∇.(~J× ~θ) + Jz
r
(3.28)
Après l’intégration sur un volume de contrôle arbitraire V , l’application du théorème de la
divergence et le replacement de ~J = σ~E, la forme intégrale (FVM) de cette équation est :
∮
∂V














Le solveur de Helmholtz décrit à la section précédente est une nouvelle fois utilisé pour ré-
soudre cette équation. Des conditions aux limites de type homogène sont utilisées en conjonc-
tion avec des conditions de type Dirichlet sur l’axe de symétrie (H = 0). Lorsque la distri-
bution de H0 est résolue, B0 est calculé selon (3.23) puis les termes sources d’arc (forces
électromagnétiques) sont obtenus par :
Sz = JrBθ (3.30)
Sr = −JzBθ (3.31)
Ils contribuent aux termes sources d’arc ~Sarc des équations de conservation de la quantité de
mouvement (3.1).
C. Rayonnement thermique : modèle P1
Parmi les phénomènes énergétiques qui surviennent lors de l’opération d’ouverture d’un dis-
joncteur, le rayonnement thermique demeure celui qui prédomine à fort courant. Cependant,
compte tenu des divers aspects qui entrent en jeu, c’est l’un des plus difficile à modéliser. En
effet, pour modéliser précisément le phénomène de rayonnement, il faut prendre en considé-
ration sa nature spectrale et sa dépendance avec la température. De plus, l’arc électrique se
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forme dans un gaz et du fait de l’élévation de température importante, de l’ordre de 25 000K,
l’état de la matière considéré pour l’arc est alors le plasma thermique. Ce qui complique
davantage la modélisation du rayonnement, car les propriétés radiatives peuvent varier de
plusieurs ordres de grandeurs et le spectre optique est composé d’une partie continue sur
laquelle se superposent de très nombreuses raies de résonance, tel qu’illustré à la figure 3.4.
Figure 3.4 Coefficient d’absorption du SF6 à pression atmosphérique pour des tempéra-
tures de 10 000K et 20 000K - tiré de Randrianandraina [97]
Pour plus de détails et de notions sur le rayonnement thermique, on invite le lecteur à se
rendre à l’annexe B.
Modéliser le rayonnement dans les arcs de disjoncteurs
Dans les disjoncteurs, le rayonnement se localise principalement dans les régions les plus
chaudes du plasma (T > 5000K) où un échange intensif d’énergie par rayonnement a lieu.
Il participe également à l’ablation de la buse (Figure 2.1). Les flux de chaleur aux parois
ablatées de la buse doivent être évalués avec précision puisque l’ablation correspondante est
principalement due au rayonnement reçu (Godin et al. [36], Martin et al. [71]). Dans les
disjoncteurs basse tension, l’influence du phénomène d’ablation, est beaucoup moins signifi-
cative, même parfois négligeable, du fait, d’une part des matériaux utilisés (principalement
à base de polymères) et d’autre part de l’intensité du rayonnement beaucoup moins impor-
tante, indirectement liée au courant d’arc.
ConcernantMC3, les modèles P1 et FVM sont implémentés. Dans les prochains paragraphes,
nous aborderons la description de la méthode P1 tandis que la méthode FVM sera décrite
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dans la section 3.2.3.
La méthode P1, proposée initialement par Eby [25] pour l’application dans le cadre des dis-
joncteurs, est telle que son implémentation apporte une grande simplification de l’équation de
transfert radiatif. En effet, l’hypothèse de rayonnement incident isotrope permet de rempla-
cer l’équation intégro-différentielle de transfert radiatif (RTE) par une équation elliptique de
type Helmholtz pour le rayonnement incident. Un autre avantage de la méthode P1 vient de
son habilité naturelle à fournir une prédiction du rayonnement incident au niveau des parois.
Cependant, comme il s’agit d’une équation de diffusion, le phénomène de transport à longue
distance peut être mal prédit par la méthode P1. Par opposition, si le comportement du
milieu participant est optiquement très épais alors le comportement propagatif tend plutôt
à s’effacer devant un comportement plus diffusif, rendant le modèle P1 très attrayant pour
ce genre d’application (d’un point de vue du rapport du coût de calcul et de la fidélité de
prédiction).
Description des équations :
L’idée de base derrière la méthode P1 est d’exprimer l’intensité radiative comme des séries
de Fourrier par la méthode de la séparation des variables. Ainsi on obtient une fonction






Iml (r)Y ml (sˆ) (3.32)
où Iml (r) correspond aux coefficients de position et Y ml aux harmoniques sphériques. Ces
séries définissent la base de la méthode des harmoniques sphériques, aussi notées PN . Dans
le cas du modèle P1, les séries sont tronquées à l’ordre l = 1. À travers un développement
mathématique, Modest [79] montre que l’intensité radiative peut être calculée à partir du
rayonnement incident Gν et du flux radiatif qν , telle que :
Iν(r, sˆ) =
1
4pi (Gν + 3qν · sˆ) (3.33)




Iν(r, sˆ) dΩ , qν =
∫
4pi
Iν(r, sˆ)sˆ dΩ (3.34)
Avec les hypothèses faites au paragraphe précédent, en substituant Équ.(3.33) dans l’équation
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de transfert radiatif (A.3) et en intégrant sur toutes les directions, on obtient les équations :
∇Gν = −3κνqν (3.35)
∇ · qν = Srad = κν(4piIbν −Gν) (3.36)
qui lorsque combinées, forment l’équation de type Helmholtz gouvernant le calcul du rayon-
nement incident Gν et propre au modèle P1 :
∇ · ( 1
κν
∇Gν) = 3κν(Gν − 4piIbν) (3.37)












Le solveur générique de type Helmholtz décrit plus haut est de nouveau employé pour la
résolution du rayonnement par la méthode P1 dans MC3 (pour chacune des bandes d’ab-
sorption).
Conditions aux limites :
Une des principales difficultés pour les applications pratiques de ce modèle est le manque de
conditions aux limites réalistes vis-à-vis de la physique. Pour une condition d’axi-symétrie on
impose généralement un flux nul sur l’axe de symétrie. Pour les parois de la buse, la condition
aux limites la plus appropriée est la condition de Marshak :
1
κ
∇Gν · nˆ = −32
ω
2− ωG (3.39)
La condition de Marshak rajoute de la diffusion supplémentaire le long de la paroi correspon-
dante et de l’absorption à travers. ω est souvent pris égal à 1, les parois sont alors traitées
comme étant un corps noir et non réflectives.
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Discrétisation :
Dans le cadre de la simulation de l’opération des disjoncteurs, l’équation (3.37) est généra-
lement résolue par une discrétisation par volumes finis sur des maillages de triangles comme
c’est le cas dans MC3. Les volumes de contrôles sont basés sur les nœuds où le rayonnement
incident G est résolu. Ainsi, le rayonnement incident varie linéairement sur les triangles et est
continu entre les triangles, tandis que les valeurs du coefficient d’absorption et l’émission de
corps noir sont constantes sur les triangles. Afin de réduire la quantité de calculs à réaliser,
l’intégration spectrale n’est pas faite sur une infinité de fréquences. C’est à dire que les coeffi-
cients d’absorption et d’émission sont approximés à l’aide de coefficients moyens par bandes
de fréquences, généralement 5 à 9 bandes pour le SF6 et de l’ordre de 9 à 12 bandes pour le
CO2 (pour plus de détails sur ce thème, voir les travaux de Gleizes, très riches sur le sujet
et notamment [97, 49]). En suivant les développements de Eby [25], la résolution se ramène
à un système matriciel creux dont les inconnues sont les valeurs du rayonnement incident G
aux nœuds.
Le modèle P1 est certainement le modèle qui est le plus populaire dans la communauté
des disjoncteurs et reste une référence indéniable dans le cadre du calcul du rayonnement
dans les disjoncteurs, pour ne citer que quelques auteurs parmi les nombreux qui l’utilisent :
[39, 67, 68, 87, 37, 80, 48]. Il est très utilisé aussi bien dans le cadre des disjoncteurs à
basse-tension qu’à haute-tension.
D. Ablation
L’ablation dans les designs modernes de disjoncteurs haute-tension est une stratégie délibérée
pour augmenter la pression dans le volume d’expansion thermique et ainsi faciliter l’extinction
de l’arc. La qualité de la prédiction de l’ablation est donc cruciale. La sublimation de la
buse, composée de Téflon, est la principale source de génération de gaz additionnel qui est
principalement due au rayonnement incident à la paroi. La sublimation des parties métalliques
à base d’alliages d’aluminium et des électrodes en tungstène et en cuivre produit l’autre
partie. Dans MC3, on suppose que l’ablation est causée uniquement par le flux thermique de
rayonnement sur la buse, qui est obtenu soit par l’approximation P1, soit par l’approximation
FVM (voir section suivante). Le changement d’état de la buse est lié à son enthalpie de
vaporisation hv.








avec qnk le flux de rayonnement incident normal au side k,
hv l’enthalpie de sublimation du Téflon,
ei l’énergie interne du gaz à 1500K après sublimation,
ef l’énergie interne finale correspondante à 3500K ([109]), la température finale des gaz. Le








Et, le terme source dans l’équation de conservation de l’énergie (3.1) est calculé selon :
Sabl = Sm × ef (3.42)
3.2.3 Rayonnement thermique : modèle FVM-DOM
Contrairement au modèle P1 qui résout une approximation de l’équation de transfert radiatif
(RTE), la méthode FVM (Finite Volume Method) se base directement sur une discrétisation
de celle-ci. Cette méthode est candidate pour le remplacement de la méthode P1 pour les
simulations disjoncteurs. Initialement proposée par Briggs et al. [16] dans le cadre de la
simulation du transport de neutrons, cette approche a ensuite été adoptée par des pionniers
tels que Raithby et Chui [96] et Chai et al. [19]. L’idée principale n’est pas de discrétiser
seulement le domaine spatial, mais également celui des directions.
La première étape est d’adapter le schéma du 3D vers l’axi-symétrique, permettant ainsi de
réduire le nombre d’inconnues. En effet, on considère que la solution CFD est axi-symétrique,
ce qui est le cas pour tous les travaux dans le domaine de la modélisation des disjoncteurs à
haute-tension. Ainsi, le champ de température peut être décrit comme une fonction f(r, z),
indépendante de la coordonnée azimutale. Cette hypothèse de symétrie ne peut pas être
directement appliquée au contexte du rayonnement qui dépend de multiples variables. En
effet, de par la nature fondamentale du rayonnement qui se propage le long de lignes droites
dans tout l’espace physique, l’équation de transfert radiatif (RTE) ne peut pas être confinée à
un plan de symétrie à la manière de la CFD. Comme illustré à la figure 3.5, la relation entre le
champ de rayonnement entre deux points A et B, en considérant la condition d’axi-symétrie,
induit seulement une rotation de la discrétisation directionnelle locale dans le plan (r,Φ),
d’un angle ∆Φ. Même si les champs d’intensité radiative IA et IB ont des valeurs absolues
différentes, il existe une relation qui peut être exploitée pour développer une approche axi-
symétrique dans la formulation du problème de rayonnement.
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Figure 3.5 Condition axi-symétrique pour le mo-
dèle FVM - tiré de Melot et al. [76]
En appliquant les mêmes hypothèses que pour le modèle P1 (décrit aux paragraphes précé-
dents), l’équation simplifiée s’écrit :
∇Iν |sˆ = κν(Ibν − Iν) (3.43)
Un volume de contrôle sur maillage non-structuré en 2D est balayé selon un angle ∆Φ, comme
montré à la figure 3.6, et les angles solides de contrôle Nθ×Nψ sont équi-répartis par pas ∆θ
et ∆ψ, respectivement, tels qu’illustrés à la figure 3.7.
Figure 3.6 Volume de contrôle pour le
modèle FVM - tiré de Melot et al. [76]
Figure 3.7 Angle solide de contrôle pour
le modèle FVM - tiré de Melot et al. [76]
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En intégrant l’équation 3.43 sur le volume de contrôle et en appliquant le théorème de Gauss,







bo − κI l,mo )ωl,m∆Vo (3.44)
avec :
∗ l’indice f correspondant aux faces du volume de contrôle 3D,
∗ les indices l et m à la paramétrisation de la direction sˆ(θl, ψm),
∗ I l,mf l’intensité radiative aux centres des faces du volume de contrôle
∗ I l,mo l’intensité radiative au centre du volume de contrôle,
∗ I l,mbo l’intensité radiative du corps noir, qui dépend de la température, au centre du
volume de contrôle,
∗ ∆Vo le volume physique du volume de contrôle.






sinθ dθ dψ = 2 sinθi sin(
∆θ
2 )∆ψ (3.45)
Finalement, J l,mf est le facteur géométrique défini par :





sˆ(θl, ψm) sinθ dθ dψ = A · Sl,m (3.46)
où A = A.nˆ et avec les coordonnées du vecteur de direction (illustrées à la figure 3.8) telles
que :
sˆ(θl, ψm) = sinθl cosψm eˆr + sinθl sinψm eˆΦ + cos θl eˆz (3.47)
Figure 3.8 Repères pour les coordonnées de directions pour le mo-
dèle FVM - tiré de Melot et al. [76]
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Les intensités aux faces sont dérivées selon un schéma amont classique, ce qui signifie que
si une direction sˆ entre dans le volume de contrôle alors I l,mf = I
l,m
amont, ou I l,mf = Io sinon.
Avec un mapping considérant ∆Φ = ∆ψ, tel qu’indiqué à la figure 3.9, il est alors possible de
calculer les intensités radiatives à partir des quantités dans le plan Φ = 0. Ainsi, l’hypothèse
d’axi-symétrie, pour toutes les directions s’écrit :
I l,m|Φ=0 = I l,m|Φ=∆Φ = I l,m|Φ=−∆Φ (3.48)
Figure 3.9 Mapping entre la discrétisation directionnelle et la dis-
crétisation spatiale pour le modèle FVM - tiré de Melot et al. [76]
A cause de la condition de symétrie du plan (ex, ey), pour le volume de contrôle central, les
relations suivantes s’appliquent :
I1,m|Φ=0 = I6,m|Φ=0, I2,m|Φ=0 = I5,m|Φ=0 et I3,m|Φ=0 = I4,m|Φ=0 (3.49)
Enfin, les intensités radiatives en-dessus et en-dessous des faces (dfe) et (ghi), comme indi-
quées à la figure 3.6, peuvent aussi être exprimées dans le plan (ex, ey) en remarquant que
pour les directions l = 3, pour le volume de contrôle central, la moitié des directions couvertes
par l’angle de contrôle sont entrantes alors que l’autre moitié est sortante. Ainsi certaines
directions ne participent pas au bilan d’énergie :
I l,mhaut = I l,mo , ∀l 2 ≤ m ≤ Nψ (3.50)
I l,mbas = I l,m+1o , ∀l 1 ≤ m ≤ Nψ − 1 (3.51)
I
1,Nψ
bas = I l,1o = 0, ∀l (3.52)
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bo − κI l,mo )ωl,m∆Vo (3.53)
où, f dénote la relation aux faces (dfig,fihe,dghe) qui correspondent aux faces du maillage
dans la discrétisation spatiale suivant le plan (r,z). Les faces supérieure et inférieure corres-
pondent respectivement aux faces (dfe,ghi) de la figure 3.6. L’équation 3.53 doit être divisée
par ∆Φ pour être consistante avec la conservation de l’énergie. Finalement, en appliquant
la condition d’axi-symétrie, cela nous permet d’éliminer la coordonnée Φ de la discrétisation
spatiale et simplifie ainsi le problème initial composé de cinq variables par un problème à
quatre variables. De plus, le plan de symétrie (r,z) permet de diminuer par moitié le nombre
de directions pour les intensités radiatives. Au final, les simplifications découlant de l’axi-
symétrie réduisent donc le nombre d’inconnues d’un facteur 2 ×Nθ, où Nθ ×Nψ correspond
au nombre actuel de directions réparties sur 2pi stéradians. Le coût de ces méthodes est très
élevé même en axi-symétrie. En trois dimensions, le coût de ces méthodes est même trop
important pour des simulations 3D réalistes (vis-à-vis de la complexité des géométries 3D)
pour être praticables, et selon Christen [22], d’autres modèles devront être développés. En
comparaison de la méthode P1 présentée précédemment, c’est la méthode la plus coûteuse
en terme de temps de calcul, dépendamment du nombre de directions exigées de 10 x 10
directions minimum [76, 80, 48] pour être viable pour les simulations de disjoncteurs.
Le modèle de rayonnement FVM n’est pas employé actuellement lors des simulations réalisées
par l’industriel à cause du seul fait que sa résolution est trop lente (de l’ordre de 20 sec par
itération et par bande de coefficient moyen d’absorption du gaz). Cependant, on pense pou-
voir l’accélérer suffisamment pour le rendre praticable, dans le prochain chapitre on propose
quelques points d’amélioration pour atteindre cet objectif.
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CHAPITRE 4 ANALYSE ET ACCÉLÉRATION DES MODÈLES
Au cours des années précédant cette thèse, durant une période d’un an, une entreprise com-
posée principalement d’une équipe de spécialistes en informatique a été commissionnée pour
paralléliser et accélérer le codeMC3. À l’issu de la prestation, l’accélération maximale propo-
sée fut de 1.23x en utilisant 6 cœurs physiques de CPU. Ce facteur d’accélération représentait
la limite de scalabilité, au-delà de ce nombre de cœurs, le code n’était plus accéléré mais ra-
lenti. Finalement, cette prestation a donc été un échec.
Cette expérience démontre qu’une analyse plus complète et approfondie s’avère nécessaire
et que la tâche d’accélération du code doit être confiée à des spécialistes en méthodes nu-
mériques, capables d’identifier les problématiques numériques associées aux modélisations et
à leurs simulations, mais qui doivent être également à même d’en comprendre la physique
modélisée afin d’en tirer bénéfice pour les tâches d’accélération. Une connaissance avancée
des architectures de calcul haute performance, des modèles de programmation et des ou-
tils de profilage est également essentielle. Lorsqu’une composante est manquante parmi les
trois : méthodes numériques ; physique ; informatique et architectures matérielles, toutes ou
la plupart des opportunités d’accélération s’effacent.
Dans ce chapitre, une analyse approfondie est donc réalisée à travers ces trois composantes
et des propositions d’améliorations algorithmiques sont introduites et analysées. Ce chapitre
s’organise comme suit : une première section présente les notions relatives aux différents
aspects de la modernisation de code d’un point de vue des modèles de programmation ; puis
une deuxième section apporte quelques notions informatiques nécessaires au support des
analyses, détaillées dans la troisième section.
4.1 Introduction sur la modernisation de code
Les ordinateurs haute performance modernes, qu’ils soient à l’échelle d’une grappe de calcul
ou d’une station de travail, sont constitués d’une combinaison de diverses ressources. Ceci
comprend : des processeurs multi-cœurs (Intel core i3/5/7, Intel Xeon, AMD Naples...), des
accélérateurs de calculs (Xeon Phi Gen1, GPU, FPGA...), de larges caches, des unités lo-
giques et arithmétiques vectorielles, des mémoires haute vitesse, des liens de communication
inter-processeurs haut débit, etc. On assiste actuellement à une transition vers ces systèmes
hybrides.
Ainsi, pour qu’il soit possible d’en tirer tous les avantages, la conception des logiciels haute
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performance doit être réalisée avec soin. Des réglages pointus, des modifications architectu-
rales, ou la création d’une nouvelle architecture pour l’application autorisent un maximum de
performance sur les machines existantes ou futures. L’interdépendance entre l’usage efficient
de ces ressources et les modèles de programmation est étroite ; le code source est donc critique
pour tirer un maximum de performance d’une plateforme de calcul.
D’autre part, pour obtenir des résultats de calcul plus rapidement, de réaliser plus de cal-
culs dans le même laps de temps ou de résoudre des problèmes de plus grande envergure, la
conception d’une version parallèle d’une application devient indispensable. Du facteur d’ac-
célération obtenu par rapport à la version séquentielle découle la mesure du succès de cette
démarche. Afin de maximiser les performances, la part séquentielle du code doit être minimi-
sée car elle ne sera pas accélérée avec l’augmentation du nombre de cœurs, les performances
atteignent alors plus rapidement leurs limites quand cette part augmente.
Une conception moderne, efficace et haute performance du code doit prendre en considération
tous les niveaux de parallélisme. C’est à dire prendre en compte le parallélisme d’instruc-
tions (ILP) (les unités d’exécution sur les entiers, les logiques et les nombres en virgule
flottante sont indépendants), le parallélisme vectoriel (VLP) au niveau du cœur de pro-
cesseur par l’utilisation effective des unités vectorielles (SIMD : Single Instruction Multiple
Data, les mêmes instructions de calcul sont répétées pour des blocs de données différents),
le parallélisme de tâches (TLP) où des threads au sein du cœur de processeur et/ou des
multiples cœurs du même processeur coopèrent par équipe pour la réalisation d’une tâche
d’un processus donné (parallélisme de type mémoire partagée, entre les threads) et enfin, le
parallélisme à mémoire distribuée où des processus indépendants coopèrent et peuvent
communiquer par l’envoi de messages.
Cependant, les CPUs, les GPUs et les accélérateurs (Xeon Phi Gen2, FPGA) possèdent
des architectures de mémoire différentes qui doivent absolument être prises en considération
dans la conception architecturale de l’application, dans les choix des algorithmes, dans les
choix des structures de données, etc. En effet, les vitesses des unités de traitement diffèrent
de plusieurs ordres de grandeur par rapport au temps d’accès aux données nécessaires aux
calculs à charger de la mémoire vers les registres. Les unités de traitement réalisent les calculs
uniquement entre les données stockées dans les registres. Les registres sont très peu nombreux ;
par exemple, les processeurs de l’architecture Intel Kaby Lake, dispose de 168 registres pour
les entiers et 172 registres pour les nombres en virgule flottante. Les accès à la mémoire
sont donc fréquents que cela soit pour sauvegarder les valeurs stockées dans les registres
vers la mémoire ou pour charger dans les registres des valeurs en mémoire. Pour minimiser la
latence, c’est à dire le temps d’attente entre le moment où la donnée requise est effectivement
42
disponible et le moment où elle a été demandée par le cœur du processeur, des caches sont
interposés entre les registres et la mémoire. Plus la latence est élevée et plus le processeur est
en attente, sans réaliser de calculs. Plusieurs niveaux de caches sont disponibles et possèdent
des latences et des débits différents. Par exemple, pour l’architecture Intel Kaby Lake [44] la
mémoire s’organise telle qu’identifie le tableau 4.1. Comme on peut le voir dans le tableau







registres (par cœur) 168int/172fp 0 n.a.
cache Level 1 (par cœur) 32Ko ≈ 1.3 ≈ 1400/750/1250
cache Level 2 (par cœur) 256Ko ≈ 6− 8 ≈ 450/250/50
cache Level 3 (par processeur) 3-60Mo ≈ 17− 18 ≈ 200/150/200
mémoire principale 4 channels
(DDR4-2400-15-15-15-35)
4-3000Go ≈ 70 ≈ 53/44/46
4.1, plus on se rapproche des registres en descendant dans les niveaux et plus la latence est
faible avec des débits en forte augmentation. Cependant, les tailles de stockage sont de plus
en plus petites. Les caches sont organisés par lignes de 64 bytes, c’est à dire qu’une ligne peut
contenir 16 entiers ou nombres en virgule flottante simple précision ou encore 8 en double
précision. Lorsque les données en mémoire ne sont pas accédées de manière contiguë, sont
non-alignées avec ces lignes ou se trouvent dans des lignes parsemées du cache, l’impact sur les
performances est extrêmement négatif. Les algorithmes et leur(s) implémentation(s) doivent
donc prendre en considération ces aspects pour maximiser la présence dans le cache des
données requises aux calculs aux moments où elles sont nécessaires. Les structures de données
doivent être organisées pour être cache friendly, c’est à dire favoriser les accès séquentiels et
contigus, ce qui minimise leur temps d’accès et maximise la vitesse d’exécution d’un facteur
loin d’être négligeable.
Pourquoi pas les GPUs ?
Les GPUs de calculs (comme par exemple les cartes de type NVidia Tesla ou AMD Radeon
W9xxx) sont intéressants dans le sens où la bande passante mémoire disponible est de l’ordre
de 4 à 10 fois supérieure à celle des CPUs classiques, ce qui permet d’approcher ce facteur
d’accélération lorsque l’application est memory bounded (comme c’est le cas dans la plupart
des modélisations de la physique et théoriquement pour MC3). Lorsque l’application n’est
pas limitée par les transferts mémoire, elle est dite compute intensive. Dans ce cas, le nombre
d’opérations en virgule flottante (FLOPS) est alors la partie limitant les performances. Les
GPUs ou les Xeon Phi mettent à disposition ≈ 3 TeraFLOPS, tandis que les processeurs
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disposant du plus grand nombre de cœurs atteignent ≈ 0.8 TeraFLOPS. La bande pas-
sante mémoire (débit) des GPUs est du même ordre de grandeur que la bande passante des
accélérateurs (comme par exemple les Intel Xeon Phi). Cela est permis grâce à un niveau
de mémoire supplémentaire, interposé entre la mémoire principale et les caches et dont la
taille varie de 4 à 32 Go. Cependant, les Xeon Phi représentent une meilleure opportunité,
puisqu’à performance mémoire équivalente des GPUs, ils permettent de minimiser les diffé-
rences architecturales de l’application et des algorithmes à mettre en place en comparaison
avec les CPUs classiques. Ainsi, optimiser une application pour CPUs classiques, l’optimise
également pour accélérateurs Xeon Phi tout en mettant à profit les aspects architecturaux
de la mémoire.
Tous ces aspects doivent être analysés de façon précise, notamment par l’utilisation d’outils
et de méthodes de profilage statiques (analyse du code source, sans l’exécuter) et dynamiques
(avec des mesures effectuées lors de l’exécution de l’application). La prochaine section pré-
sente une introduction sur l’analyse de performance afin de donner les clefs nécessaires à la
compréhension de l’analyse de MC3 détaillée dans la section 4.3.
4.2 Introduction sur l’analyse de performance et sur l’optimisation
Les interrogations générales :
— accélérer MC3 d’un facteur intéressant, uniquement en parallélisant le code existant
est-il possible ?
— MC3 est-il de type memory bandwidth bounded ? ou memory latence bounded ?
— Les algorithmes originellement séquentiels sont-ils efficaces une fois parallélisés ? ou
faut-il utiliser des algorithmes parallèles plus efficaces ?
— Les structures de données sont-elles de type cache friendly ?
— Quel est le taux d’utilisation des unités vectorielles ?
sont autant de questions auxquelles il n’est pas trivial de répondre et l’utilisation d’outils
et de méthodes de profilage est indispensable pour y répondre. Dans cette section, on ne se
focalisera pas sur les outils utilisés eux-même mais plutôt sur les critères de décision auxquels
s’intéresser et qui nous amèneront à la modernisation de MC3. Cependant, la sélection de
l’environnement de développement et d’optimisation est une décision qui aura une forte
influence sur tout le processus d’optimisation. Un bon environnement fournira de bons outils
de compilation, des bibliothèques optimisées et prêtes à l’usage, de bons outils de débogage
et de profilage pour déterminer exactement ce que le code produit à l’exécution.
L’obtention d’une meilleure performance passe en partie par l’optimisation et la validation
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du code source, avant l’ajout de la vectorisation et de la parallélisation. L’obtention d’un
résultat juste doit être faite avec un nombre minimum d’opérations. Choisir la précision arith-
métique des opérations en virgule flottante (simple vs double précision) qui s’avère nécessaire
en fonction des données et des algorithmes, réduire l’impact des boucles (unroll, compteurs
d’itérations constants dans la boucle), éviter ou minimiser les branchements conditionnels
dans les algorithmes, éviter la répétition de calculs en utilisant les résultats calculés précé-
demment, éviter les sauts dans les algorithmes (goto), éviter ou minimiser l’utilisation de
fonctions mathématiques coûteuses (logarithmes, exponentiels, racines, puissances) sont au-
tant de points à considérer pour maximiser la probabilité d’obtenir un code performant.
Les principaux points d’analyse seront :
— Efficacité d’utilisation du débit mémoire :
Le bus mémoire est-il saturé efficacement (atteinte du débit maximal) ?
— Efficacité d’utilisation des caches :
Les requêtes de données du processeur sont-elles favorablement régulièrement satis-
faites (données présentes dans le cache) ou doit-il régulièrement en attendre la récep-
tion ?
— Équilibre de charge entre les threads :
Les threads réalisent chacun leur travail en parallèle. La durée d’exécution de chacun
des threads est-elle équilibrée ou certains threads attentent-ils leurs camarades ?
— Taux d’occupation des processeurs :
Le taux d’occupation effectif des processeurs est-il optimal ou les temps de communi-
cation et de synchronisation inter-threads sont-ils majoritaires ?
— Taux de parallélisme :
La partie parallèle du code est-elle prédominante et en quantité optimale ?
— Taux d’usage des unités vectorielles :
Les unités vectorielles permettent une parallélisation au niveau des cœurs eux-mêmes.
Sont-elles utilisées ? Si oui, l’usage en est-il efficace ?
— Efficacité des structures de données :
Les accès aux données sont-ils alignés en mémoire avec les lignes de caches ? Les
lectures/écritures sont-elles contiguës ou aléatoires ?
— Dépendance de données :
Les algorithmes comprennent-ils de longues chaînes de dépendance, des dépendances
entre les différentes physiques ?
— Pertinence du code source :
45
Le code source maximise-il l’efficacité du compilateur pour la génération d’un exécu-
table performant ?
— Pertinence des algorithmes :
Les algorithmes exposent-ils au maximum le parallélisme et maximisent-ils la scalabi-
lité ?
— Taux de prédiction des branchements :
Des unités dédiées au décodage des instructions cherchent à prédire à l’avance les bons
choix de branches à suivre pour minimiser les latences d’accès aux données. Quels est
le taux de bonnes prédictions ?
L’analyse de MC3 dans la prochaine section permettra de répondre à ces questions.
4.3 Profilage et analyse CPU de MC3
Les modèles pertinents ont été confirmés au chapitre 2 et sont pour la plupart déjà présents
dans MC3. De légères modifications, lorsque nécessaires, seront appliquées.
Les points généraux d’analyses évoqués dans la section précédente permettront de répondre
notamment aux quelques questions générales : plus de threads seraient-ils utiles dans MC3 ?
Où faudrait-il ajouter du parallélisme ? Quels algorithmes sont à réviser ? Qu’est-ce qui va
mal dans MC3 ? Qu’est ce qui va bien ? Et finalement, pourrait-on accélérer MC3 ou non ?
Dans une première section, nous procéderons à une analyse exploratoire : de courtes études
ont été faites afin d’avoir un aperçu général du niveau d’optimisation, et donc aussi du niveau
de vectorisation et parallélisation du solveur. Ensuite, un profilage plus précis a été réalisé sur
la version séquentielle de MC3, et les résultats correspondants sont présentés dans la section
4.3.2. Afin d’avoir une bonne vision d’ensemble du modèle global et de ses contraintes, les
différentes équations et leur discrétisation ont été rappelées à la section 3.2, des propositions
d’améliorations algorithmiques adaptées sont alors proposées.
Un cas test représentatif de la simulation de l’interruption d’un courant de court-circuit
est réalisé durant un court instant. Celui-ci est suffisamment court pour limiter la durée
d’exécution mais suffisamment long pour que les mesures de performances effectuées soient
représentatives. Un temps d’exécution d’environ 30 à 90 secondes est tout à fait pertinent
dans notre cas.
L’environnement de profilage et debugging sera basé sur une plateforme Linux. Il comporte
l’utilisation des outils GNU (gdb, gprof, gfortran, g++), PGI et Intel Parallel Studio (ifort,
icpc, Vtune Profiler). Notre analyse se basera sur un code compilé avec le compilateur Intel.
Comme les opérations de debuging et d’optimisation sont devenues indispensables au déve-
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loppement d’application, le matériel informatique (CPUs, accélérateurs) incluent des unités
dédiées aux mesures de performance et aux opérations de débogage. Les outils de type PAPI
(Performance Application Programming Interface) ont été également employés pour obtenir
les mesures réalisées par ces unités.
Cet environnement servira d’appui pour développer et justifier les modifications algorith-
miques et d’implémentation proposées.
4.3.1 Analyse générale
Influence du nombre de threads :
Pour cette étude, la version parallèle et mono-espèces deMC3 livrée par le prestataire chargé
de l’accélérer a été utilisée. En faisant varier le nombre de threads et en comparant la durée
d’exécution ou le facteur d’accélération, on peut rapidement connaître la limite de scalabilté
de MC3. Le tableau 4.2 et la figure 4.1 résument ces résultats :
Tableau 4.2 Test de scalabilité de MC3
Nombre de threads Accélération Efficacité parallèle
2 1.15x 57.5 %
4 1.20x 30.0 %
6 1.23x 20.5 %
8 1.02x 12.75 %
16 0.81x −5.06 %
Figure 4.1 Accélération de MC3 en fonction du nombre de CPUs
L’accélération et l’efficacité parallèle sont anormalement faibles. Le problème peut être lié à
de multiples causes que nous allons tenter d’identifier. La charge de travail acheminée à un
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des threads (ou à tous) est peut-être trop faible ou alors les threads passent trop de temps
à se synchroniser plutôt qu’à travailler efficacement sur les tâches. Cela peut également être
la cause d’une limitation due à la saturation de la bande passante mémoire, ajouter plus de
threads n’apportant alors aucun gain. La taille du problème résolu ne peut pas être en cause
dans notre cas, la charge de travail totale est assez importante pour que l’on s’attende à ce
que l’utilisation de 32 threads (en mémoire partagée) soit potentiellement bénéfique.
Influence de la vectorisation :
Pour connaître l’impact sur les performances de l’utilisation des unités vectorielles, le code
source a été compilé avec l’option -no-simd du compilateur Intel. Ce qui permet d’indiquer
au compilateur de ne pas générer d’instructions processeur vectorielles. Ensuite, la compa-
raison des vitesses d’exécution AVEC vectorisation (activée par défaut à partir des options
-O2 ) et SANS vectorisation, permet de connaître l’usage effectif des unités vectorielles. Les
résultats révèlent une différence de vitesse d’exécution de l’ordre de seulement ≈ 4− 5 %.
Cela peut signifier que les heuristiques du compilateur ne sont pas capables d’évaluer si les
vectorisations des boucles sont sûres et donc il ne les vectorise pas, ou alors que l’efficacité de
la vectorisation est très basse. Soit à cause de la complexité des algorithmes et du code source,
soit en raison des chemins d’accès aux données en mémoire trop compliqués à prédire stati-
quement (la vectorisation est un parallélisme de données, non pas de tâches). La saturation
de la bande passante mémoire peut aussi être la cause des faibles performances de la vectori-
sation dont nous vérifierons le taux réel d’usage par une analyse détaillée dans la section (4.4).
Complexité algorithmique :
Une manière de déterminer l’efficacité des algorithmes employés dans MC3 est de mesurer
les temps d’exécution en fonction de la taille des problèmes résolus. Cela permet d’évaluer la
complexité algorithmique globale du code. Par exemple, si le nombre de cellules du maillage
est doublé et que la complexité est de l’ordre de O(n2), alors le temps d’exécution sera mul-
tiplié par quatre, si la complexité est plutôt de l’ordre de O(n) alors le temps d’exécution
sera seulement doublé et ainsi de suite. Cependant, les tailles des cellules du maillage in-
fluencent (la physique) le pas de temps et affectent donc le nombre d’itérations nécessaire
pour atteindre le même temps final de simulation. En conséquence, dans le but de mesurer le
coût réel par itération pour un problème d’une taille donnée sans être affecté par les phéno-
mènes physiques, les mesures qui suivent sont réalisées à nombre d’itérations (pas de temps)
constant et égal à 1000. Les résultats sont présentés aux figures 4.2 et 4.3.
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Figure 4.2 Complexité algorithmique de MC3 en version séquen-
tielle, AVEC adaptation de maillage et parois mobiles
Figure 4.3 Complexité algorithmique de MC3 en version séquen-
tielle, SANS adaptation de maillage ni parois mobiles
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La complexité algorithmique de MC3 se situe approximativement à O(n2), et est plus éle-
vée encore lorsque l’adaptation de maillage et la gestion des parois mobiles sont activées.
Cela nous laisse supposer que de meilleurs algorithmes sont envisageables pour améliorer les
performances du solveur. L’idéal en pratique étant de se rapprocher au maximum d’une com-
plexité linéaire. Il est généralement admis que des algorithmes d’une complexité inférieure ou
égale à O(n log n) sont de bons algorithmes d’un point vue de l’efficacité en temps de calcul.
Mesures globales :
Le profilage général de MC3 permet de déterminer quelle est la physique la plus coûteuse
d’un point de vue du temps de calcul et permet de connaître les proportions relatives de
temps d’exécution de chacune des physiques. Les résultats sont présentés sur la figure 4.4 où
l’on peut voir que la physique prépondérante est la mécanique des fluides.
Figure 4.4 Profilage général de MC3 en version séquentielle
mono-espèces avec adaptation de maillage et parois mobiles
L’adaptation et la gestion de la mobilité du maillage représentent la deuxième part la plus
importante du temps d’exécution, suivies de près par la résolution du rayonnement par la
méthode P1. La partie électro-magnétique est la moins coûteuse.
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Utilisation globale du CPU et du débit de la mémoire :
Les mesures de performances ont été réalisées sur un processeur Intel Core i7 6700k. Le
processeur possède 4 cœurs physiques à une fréquence d’horloge de 4.0 GHz avec une cadence
de jusqu’à 32 opérations SP (Simple Precision) par cycle et par cœur, ce qui correspond à un
pic théorique d’opérations arithmétiques par seconde de 512 SP GFLOPS (256 DP GFLOPS
(double précision)). L’utilisation actuelle est de 3.49 SP GFLOPS pour une valeur moyenne
de 0.85 opérations SP par cycle (sur 32 opérations SP possibles). Le processeur est utilisé
à moins de 0.07 % de ses capacités théoriques maximales et les unités arithmétiques sont
utilisées à seulement 2.7 % de leurs capacités. La bande passante mémoire (Figure 4.5)
disponible (32 GB/s sur notre système) est sous-utilisée. Elle a limité les performances en
atteignant sa limite de débit moins de 0.8 % du temps total (≈ 69 s).
Figure 4.5 Temps passé en fonction de la bande passante mémoire
La majorité du temps, le débit mémoire maximal n’est pas atteint, car accéder à des portions
de mémoire trop petites (et/ou aléatoires) en réalisant beaucoup d’accès ne permet pas d’at-
teindre le pic théorique maximal de débit mémoire. Le bus mémoire n’est alors pas saturé en
débit mais en latence. Généralement, les limitations de performance d’une application sont
liées : soit au débit d’instructions trop élevé ; soit à la latence mémoire ; soit à la saturation de
la bande passante mémoire disponible ; soit au coût arithmétique. MC3 souffre de ces quatre
limitations (voir Figure 4.4), même simultanément dans certaines portions du programme.




Tableau 4.3 Résumé des mesures de CPI
Fonctions Catégories Valeurs Impacts
cfswno maillage 8.0 fort
cfsvg0 maillage 5.8 faible
srcrad rad 5.7 fort
calcxy AX=Y 5.6 fort
cfsrsy maillage 4.3 fort
calcrad rad 3.3 fort
adusnb maillage 3.3 médium
ptgauss rad 3.2 fort
fction2 rad 2.5 fort
adyhdn maillage 2.4 faible
intvol rad 2.0 fort
adilct maillage 1.8 faible
cfpcfl fluide 1.5 médium
cfsisg maillage 1.5 médium
fction1 rad 1.5 médium
ddot AX=Y 1.4 fort
matcrs AX=Y 1.2 fort
cfpmgd maillage 1.2 fort
cfpbcd fluide 1.1 médium
Le CPI (Cycles Per Instruction retired), est
une métrique de performance fondamentale,
qui indique approximativement combien de
temps (en cycles CPU) a pris chaque instruc-
tion exécutée. Comme les processeurs super-
scalaires modernes peuvent soumettre jus-
qu’à 4 instructions par cycle au scheduler,
la valeur théorique idéale est de 0.25 cycle.
Cependant, les chaines de dépendances, les
effets de latence de la mémoire, les mau-
vaises prédictions de branches, etc, peuvent
conduire à des valeurs de CPI sur-évaluées.
En conséquence, une valeur de CPI ≤ 1.0,
est admise comme acceptable pour les appli-
cations à haute-performance. Le CPI est très
représentatif du potentiel d’accélération. Les
fonctions de MC3 nécessitant une attention
particulière sont indiquées au tableau 4.3.
D’après ces résultats, toutes les physiques
et la partie du maillage mobile adaptatif
sont touchées. Les valeurs présentées ré-
vèlent beaucoup de potentiel d’accélération.
En corrélation avec les autres métriques pré-
sentées en annexes, nous pourrons déterminer quelles sont les causes de ces CPI élevés. Dans
tous les cas, cela indique que les algorithmes, les structures de données ou les accès en mémoire
en place pour ces fonctions ne sont pas optimaux. En utilisant d’autres critères de mesures,
d’autres fonctions critiques qui ne sont pas présentes dans cette liste apparaîtront, c’est pour-
quoi de nombreuses métriques différentes doivent être prises en compte pour l’analyse. Le
résumé global des métriques est présenté dans la section suivante.
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4.3.2 Profilage à l’aide des métriques CPU
Ces premières analyses globales révèlent un fort potentiel d’amélioration. Des mesures plus
précises ont été réalisées en se basant sur des métriques CPU. Elles sont nécessaires pour
déterminer quels sont les leviers prédominants sur lesquels nous allons agir pour libérer les
performances des processeurs et exploiter au maximum leurs potentiels. Elles sont détaillées
en annexe B.
Sur la figure 4.6 est représenté le pipeline basique des processeurs Intel de génération Skylake.
Chacun des éléments matériels constituants le pipeline possèdent des métriques de perfor-
mance. Ces métriques sont des événements matériels de profilage et de débogage, il peut s’agir
de mesures temporelles, de compteurs d’événements quelconques, de capture d’exceptions,
etc.
Figure 4.6 Pipeline du CPU Intel Skylake
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De façon générale, un processeur saute d’une adresse mémoire à une autre où sont pré-
sentes des instructions. Les données et les instructions sont stockées indifféremment dans
la mémoire vive. Pour minimiser les temps d’accès aux instructions suivantes, données et
instructions sont copiées dans les caches. Le processeur possède des unités de décodage et
de ré-ordonnancement des instructions afin, notamment, d’essayer de masquer la latence,
d’éliminer les dépendances dans les chaines algorithmiques, pour globalement accélérer l’exé-
cution. Ces unités font partie du front-end, représenté en bleu sur la figure 4.6. On peut
interpréter cette partie comme la partie intelligente du processeur. Le reste des unités et
des caches font partie du back-end et sont plutôt vus comme de simples exécutants, plus
la partie mémoire (cache L2, DRAM...). Pour plus d’information sur le fonctionnement des
processeurs, le lecteur peut consulter la documentation d’architecture Intel [44]. Front-end
et back-end possèdent chacun des métriques qui révèlent les points faibles (et points forts)
de MC3 mesurés lors de l’exécution.
Le tableau 4.4 résume pour chaque physique les types de limitations encourues ; les catégo-
ries instruction, mémoire et arithmétique révèlent un excès tandis que la dernière catégorie
parallélisme reflète d’un manque. Le lecteur intéressé par les détails de profilage des fonctions
de MC3 et par la liste des métriques utilisés peut se rendre en annexe B.
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Tableau 4.4 Résumé des facteurs limitant les performances de MC3
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Finalement, les réponses aux principales interrogations sont symptomatiques :
— Efficacité d’utilisation du débit mémoire :
Le bus mémoire est-il saturé efficacement (atteinte du débit maximal) ? NON.
— Efficacité d’utilisation des caches :
Les requêtes de données du processeur sont-elles favorablement régulièrement satis-
faites (données présentes dans le cache) ou doit-il régulièrement en attendre la récep-
tion ? NON, LE PROCESSEUR ATTEND RÉGULIÈREMENT.
— Équilibre de charge entre les threads :
UN THREAD !
— Taux d’occupation des processeurs :
Le taux d’occupation effectif des processeurs est-il optimal ou les temps de communi-
cation et de synchronisation inter-threads sont-ils majoritaires ? UN THREAD !
— Taux de parallélisme :
La partie parallèle du code est-elle prédominante et en quantité optimale ? NON.
— Taux d’utilisation des unités vectorielles :
Sont-elles utilisées ? QUASIMENT PAS. Si oui, l’usage en est-il efficace ? NON.
— Efficacité des structures de données :
Les accès aux données sont-ils alignés en mémoire avec les lignes de caches ? NON.
Les lectures/écritures sont-elles contiguës ou aléatoires ? ALÉATOIRES.
— Dépendance de données :
Les algorithmes comprennent-ils de longues chaînes de dépendance, des dépendances
entre les différentes physiques ? OUI.
— Pertinence du code source :
Le code source maximise-il l’efficacité du compilateur pour la génération d’un exécu-
table performant ? NON.
— Pertinence des algorithmes :
Les algorithmes exposent-ils au maximum le parallélisme et maximisent-ils la scalabi-
lité ? NON.
— Taux de prédiction des branchements :
Quels est le taux de bonnes prédictions ? FAIBLE.
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Figure 4.7 Aspect structurel de MC3
MC3 est de type : memory la-
tence bounded + memory band-
width bounded + instruction boun-
ded, ce qui rend particulièrement
délicate la tâche d’accélération.
De plus, augmenter le nombre
de threads ou paralléliser plus de
boucles est donc inutile. Le pro-
gramme doit être révisé dans son
ensemble, de son architecture à son
implémentation, en passant par ses
algorithmes. En effet, comme on
peut s’en rendre compte à la figure
4.7, les fonctions sont très entre-
mêlées et non-structurées (ce qui
explique en partie les mauvaises
performances de MC3). Suite à
ces analyses et constatations, les
points les plus coûteux en temps
de calcul et donc les plus impor-
tants pour l’accélération du code
et sur lesquels il faudra se concen-
trer en priorité sont connus. Dans
la prochaine section, des proposi-
tions sont faites pour améliorer la
rapidité d’exécution de ces points
chauds.
57
4.4 Propositions d’améliorations et analyses des algorithmes
En corrélation avec les facteurs qui limitent les performances, on propose d’apporter de pro-
fondes modifications à MC3 ; les propositions d’améliorations sont de natures fonctionnelles,
structurelles, algorithmiques et parallèles, et mènent à des changements importants.
Pour accélérer l’exécution du programme deux points stratégiques généraux sont à considé-
rer : réduire la quantité de travail totale et optimiser la vitesse de réalisation de ce travail.
Les temps de calcul approchent un mois et on souhaite les réduire à moins d’une semaine.
Méthodologie générale de modernisation de MC3 :
I. Créer la suite de tests de non-régression et de validation qui sera utilisée pour toutes
les étapes qui suivent.
II. Nettoyer le code désuet.
III. Isoler les physiques.
IV. Identifier les points critiques à accélérer.
V. Accélérer les physiques et les points critiques un à un.
VI. Intégrer les points accélérés et réviser l’architecture (traité au Chapitre 5).
VII. Améliorer la prédiction en ajoutant un nouveau modèle (traité au Chapitre 6).
Les étapes I à III sont des phases préliminaires. Afin d’obtenir de plus forts gains potentiels
d’accélération, il faut en priorité accélérer les points chauds qui représentent la plus grande
part de temps CPU. Les principaux points chauds seront nommés à l’étape IV.
Le point V sera plus particulièrement développé dans la suite de ce chapitre selon les six
phases consécutives d’optimisation :
1. Révision algorithmique et de modélisation.
2. Adaptation au problème résolu : spécialisation pour les disjoncteurs haute-tension.
3. Optimisation arithmétique, du CPI et du parallélisme d’instruction (ILP).
4. Optimisation du parallélisme de vecteur (VLP).
5. Optimisation du parallélisme de tâches (TLP).
6. Optimisation de l’efficacité mémoire.
Les 4 sections suivantes constituent la présentation des phases préliminaires de modernisation
qui ont été mises en place.
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4.4.1 Tests de non-régression
Les tests de non-régression sont utiles après chaque modification pour apprécier l’impact
de ses changements sur les résultats. Les cas tests de validation en font partie dans notre
cas. Les tests sont de différentes natures : globaux, pour vérifier le fonctionnement d’un
module physique complet ou d’un calcul ; locaux, afin de tester une fonction précise ou un
bloc d’instructions particulier. Parallèlement aux vérifications, des choix pertinents de tests de
non-régression permettent de mesurer l’accélération de l’exécution. Ces tests sont susceptibles
d’évoluer au cours des phases successives d’optimisation car ils suivent l’évolution du code
source au fur et à mesure de ses modifications. Des détails supplémentaires sont fournis à la
section 4.4.5 en support de la démarche d’accélération.
4.4.2 Nettoyage du code désuet
Il s’agit de la première étape à réaliser en amont de l’accélération. Du point de vue fonc-
tionnel, on propose d’éliminer les fonctionnalités qui ne sont plus utilisées afin de réduire
l’empreinte mémoire, de simplifier le code exécutable, et de faciliter les tâches d’optimi-
sation suivantes.
A titre d’exemple, concernant la mécanique des fluides, les fonctionnalités apparaissant en
rouge sur la figure 4.8 ont été retirées.
Figure 4.8 Nettoyage de code désuet - exemple mécanique des fluides
— Solveur au 2ème ordre en espace :
Les possibilités de calcul à l’ordre 2 en espace ne sont pas exploitées par l’industriel
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et n’ont pas été maintenues à jour au fil des évolutions du programme. A court terme,
on peut continuer d’utiliser le schéma à l’ordre 1.
— Gestion des pas de temps locaux :
Beaucoup de tableaux en mémoire et des algorithmes très demandeurs en débit d’ins-
tructions ont été éliminés. Cette région du code était responsable de la plus grande
partie des limitations de performances dues au débit d’instructions, malgré une majo-
rité d’instructions logiques très peu coûteuses en cycle CPU, donc en apparence peu
onéreuses. Les pipelines étaient saturés, privant d’autres régions du code de s’exécuter
dans des délais optimaux pour cause de mise en attente.
— Calculs avec fluide visqueux, calculs avec gaz parfaits, etc :
Les calculs en régime visqueux, compatibles uniquement avec le mode gaz parfait
n’étaient plus fonctionnels mais encore partiellement présents dans des parties du
code source exécutées. Les calculs en mode gaz réel sont indispensables à cause des
propriétés thermodynamiques et des conditions d’utilisation des gaz de remplissage
employés dans les chambres de coupure. Les portions de code concernant les propriétés
de gaz parfait ont été éliminées.
Les mêmes types de nettoyage ont été réalisés sur le reste du programme et les autres phy-
siques.
Conséquences :
Globalement, de l’espace mémoire a été libéré par le retrait des tableaux inutilisés et l’effet
sur les caches de données s’est avéré bénéfique (réduction de la quantité de données à traiter
et de la latence). De plus, de nombreuses branches dans le code ont été éliminées et le débit
d’instructions était fortement limité dans certaines régions du code, limitant de fait d’autres
régions de code pourtant indépendantes. Le tableau 4.5 résume l’impact du nettoyage sur le
programme.
Tableau 4.5 Conséquences du nettoyage
thèmes Avant Après Influences
Mémoire RAM ≈ 900Mo ≈ 200Mo ↘ taille du stack
Mémoire Caches saturées en latence latence réduite ↘ pollution, ↗ efficacité
Débit d’instructions limitant non limitant ↗ vitesse, ↘ taille en cache
Adressage mémoire model = large model = small ↗ vitesse
Linkage -dynamic -static ↗ vitesse
Le débit d’instructions n’est plus le principal facteur limitant les performances
du solveur fluide de l’application MC3. La réduction de l’empreinte mémoire et de la
60
quantité d’instructions lors de la suppression des fonctionnalités ont permis de réduire la
taille totale maximale du code et des données en stack en dessous de 2GB. Cela permet
d’utiliser des options de compilations "static" pour l’édition des liens et sans modèle mémoire
"large" pour la gestion des adresses des blocs d’instructions et des données (les calculs réalisés
par les Unités de Génération d’Adresses (AGU) du CPU sont simplifiés et plus rapides).
Le seul nettoyage produit un facteur d’accélération de 1.11× à cette étape (des bénéfices
s’appliqueront sur les tâches suivantes d’optimisation également, telle que la parallélisation).
Combinées au nettoyage, les nouvelles options de compilation produisent une accélération
totale de 1.63× par rapport à la version originale de MC3. A titre de comparaison, on
remarque que le gain en vitesse est déjà supérieur au coefficient de 1.23× obtenu par la
version parallèle fournie par le prestataire. Ceci démontre l’importance d’éliminer les sections
de code qui ne sont plus pertinentes pour les utilisateurs.
4.4.3 Isolation des physiques
Telle qu’illustré sur la figure 4.9, qui représente un extrait du programme, les physiques
sont fortement entremêlées. Ceci a pour conséquences : une maintenance et une évolutivité
extrêmement difficile ; une optimisation des performances très ardue ; des performances en
vitesse d’exécution médiocres. De plus, à moins d’une connaissance exacte des rôles de chaque
fonction, le profilage est très difficile à interpréter, l’analyse d’une physique à la fois n’est pas
aisée. La tâche d’isolation des différentes physiques dans des modules indépendants est aussi
une tâche préparatoire à l’accélération de ces physiques. Cela permettra de se concentrer sur
l’optimisation du programme dans son ensemble en intervenant physique par physique.
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Figure 4.9 Physiques entremêlées
A titre d’exemple, la conception originale du solveur de Helmholtz (section 3.2.2) a été pen-
sée pour être commune aux physiques comprenant des équations elliptiques. C’est à dire que
les fonctions nécessaires à la résolution de chaque physique, notamment pour les calculs des
intégrales de surfaces et de volumes sont partagées et elles contiennent des tests logiques
pour orienter les opérations en fonction de chaque physique. De plus, les tableaux de données
sont également communs (FORTRAN "common"). Finalement, les différentes physiques ne
peuvent donc pas être résolues en parallèle indépendamment les unes des autres à cause de
ces dépendances. Cela produit d’autres conséquences néfastes sur l’efficacité du processeur :
les instructions à traiter et les branchements dans le programme sont beaucoup trop nom-
breux et de l’espace en mémoires caches est gaspillé par des données et des instructions qui
ne seront au final pas exécutées. On a isolé par modules indépendants les fonctions pour les
calculs du potentiel électrique, du champ magnétique et du rayonnement par la méthode P1.
Le déroulement des instructions s’en trouve simplifié et la plupart des branches ont été sup-
primées rendant la suite d’instructions plus facilement prédictibles a priori par le processeur.
Cela permet d’une part de meilleures performances en temps de calcul, et d’autre part cela
facilite grandement les tâches de maintenance du code qui devient beaucoup plus explicite
et lisible. Des redondances de données sont également éliminées, libérant de fait de l’espace
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dans tous les niveaux de mémoire et évitant les opérations de copies inutiles. De plus, le
profilage de MC3 a démontré que ces parties du programme sont sujettes à des limitations
de performances dues à la mémoire et aux débits d’instructions. Ceci provient de l’entremê-
lement des physiques et de leurs exécutions consécutives partielles, les mêmes tableaux étant
régulièrement déchargés/chargés du/dans les caches au cours de la même itération principale
ce qui cause beaucoup de trafic inutile (données et instructions) ralentissant grandement les
performances.
Un solveur de Helmholtz générique était donc une erreur de conception d’un point de vue
des performances. Le solveur a été découpé, certaines portions du code source sont alors
dupliquées, telles que les calculs des intégrales de surface. Après la réorganisation du pro-
gramme et la segmentation des physiques, les limitations de performances en débit
d’instructions ont totalement été éliminées des calculs des physiques elliptiques
et les métriques CPU révèlent une diminution de la latence moyenne du programme de
≈ 23%. Le facteur d’accélération de la résolution des physiques elliptiques est très positif,
par exemple pour le rayonnement P1, il est de 1.72×.
A ce stade des opérations préliminaires, le facteur d’accélération globale de MC3 ap-
proche 1.82× et le résumé des facteurs limitant les performances deMC3 est ainsi transformé
selon le tableau 4.6.
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Tableau 4.6 Améliorations des facteurs limitant les performances de MC3
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4.4.4 Identification des points critiques
Les principaux points critiques identifiés lors du profilage restant à améliorer après les étapes
préliminaires présentées dans les sections précédentes sont :
— mise à jour des propriétés primitives gaz réel (P, T, a...)
— calcul des flux - mécanique des fluides
— gestion des mouvements géométriques et du maillage
— adaptation du maillage
— ordonnancement et coloriage du maillage
— calcul des coefficients matriciels et résolutions - solveur de Helmholtz
La prochaine étape consiste à accélérer les physiques et plus précisément ces points critiques
car les gains de vitesse associés devraient être les plus impactant globalement.
4.4.5 Accélération des physiques et des points critiques
Les modifications apportées en phase préliminaire ont été réalisées incrémentalement sur le
code source original de MC3 et en FORTRAN 77. Dans les prochaines étapes, le FORTRAN
77 est abandonné au profit du C++ afin de bénéficier de la flexibilité et des hautes per-
formances de ce langage et d’un environnement de développement moderne et efficace. Les
six phases d’accélération, introduites à la section 4.4, induisent des changements structu-
rels et algorithmiques successifs. Les liens entre ces six phases doivent être cohérents et une
vision d’ensemble approfondie du programme est nécessaire pour minimiser le nombre de
modifications inutilement répétitives et localisées dans les mêmes portions du code source.
D’une manière générale, on cherche à augmenter l’intensité arithmétique, c’est à dire le ratio
FLOPS/byte. Les propositions citées lors des phases qui suivent ont toutes été appliquées.
Les résultats intermédiaires de performance obtenus sont présentés à la fin de chacune des
six phases d’optimisation sous la forme d’un graphique, rempli incrémentalement lors de
leur succession. Cela permettra de suivre, au cours des étapes successives d’optimisation,
l’augmentation du facteur d’accélération par rapport à la version de référence de MC3. Les
modifications se sont appuyées sur l’expérience propre de l’auteur et s’inspirent notamment
de la littérature suivante :
— Fowler et Beck [26], Fowler [27] concernant le refactoring de code,
— Braude [15] qui traite du design des logiciels de la programmation à l’architecture,
— l’ouvrage de McCool et al. Structured Parallel Programming [72] et plus particulière-
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ment les chapitres concernant les modèles de design [73], la réorganisation des données
[74] et le modèle fork-join [75],
— les chapitres de l’ouvrage sur l’architecture Intel Knights landing de Reinders [41, 99,
100, 103] décrivant respectivement des optimisations micro-architecturales, du paral-
lélisme de tâches, de la vectorisation et des fonctions intrinsèques de vectorisation
appliquées aux accélérateurs Intel Xeon Phi mais qui sont également transposables
aux architectures classiques de CPU,
— les ouvrages du même auteur High Performance Parallelism Pearls : Multicore and
Many-core Programming Approaches, regorgent d’exemples détaillés de modernisation
et d’accélération de code dans différents domaine d’application [102], les chapitres 17,
18, 21 et 22 renferment de nombreuses clefs du succès des optimisations [83, 57, 40,
98, 130],
— l’ouvrage sur la librairie TBB, de Reinders [101] est également une bonne source de
méthodes efficaces à s’inspirer pour l’utilisation de la librairie,
— Gross [38] traite l’anatomie d’un système de calcul parallèle, ce qui permet d’en com-
prendre les enjeux,
— Akhter [3] décrit dans son ouvrage le multi-threading dans sa généralité, dans un
contexte où la fréquence des processeurs a cessée d’augmenter et que seule l’augmenta-
tion du nombre de cœurs permettra la poursuite de l’augmentation des performances,
— enfin, la description architecturale CPU tiré des manuels Intel [44, 45, 46, 47] et les
instructions assembleurs disponibles associées apportent des informations clefs pour
l’optimisation (tailles des registres, fonctionnement des caches, coût des instructions,
latence...).
.
Phase 1. Révision algorithmique et de modélisation
Dans cette section, on s’appuie sur des détails de la mécanique des fluides, de la résolution
du potentiel électrique et de l’adaptation géométrique de maillage de MC3 pour illustrer les
types de modifications à réaliser lors de la modernisation.
Modification 1.a : Traitement des propriétés de gaz réel et formats de stockage, partie 1
Le schéma de Roe requiert le calcul de la vitesse du son à l’interface entre les deux états
voisins. Dans l’implémentation actuelle du schéma, plusieurs appels à la fonction de mise à
jour des propriétés primitives de gaz réel (la sous-routine cfprgl) sont réalisés pour chaque
côté de cellules et à chaque itération. Cette sous-routine est la plus coûteuse du programme
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complet et aussi celle qui est appelée le plus grand nombre de fois. De plus, elle comporte de
nombreux calculs avec des logarithmes et des exposants. Algorithmiquement, des simplifica-
tions à fonctionnalités équivalentes sont requises, l’usage de logarithmes et d’exposants est
à proscrire. La sous-routine cfprgl est composée à la fois d’une partie liée à l’interpolation
dans les tables de données thermodynamiques et d’une partie liée aux calculs de propriétés
supplémentaires comme la vitesse du son.
Afin d’optimiser la vitesse d’exécution, on propose des stratégies basées sur les thématiques
suivantes :
— Minimisation des appels :
Les appels de la sous-routine cfprgl sont réalisés dans la fonction de calcul des flux du
schéma de Roe (cfpror), lors du calcul du pas de temps (cfpcfl), pour le calcul des
conditions aux limites (cfpbcd) et lors de la mise à jour post-intégration temporelle
(cfpgas). Dans le cas des 3 premières sous-routines un appel est opéré pour chaque
côté des éléments du maillage, pour la dernière sous-routine un appel est réalisé pour
chaque triangle. On propose de stocker la vitesse du son aux cellules. Les appels
dans cfpror et cfpcfl sont alors éliminés, un tableau est lu en lieu et place. Pour le
calcul des conditions aux limites, un algorithme mieux conçu permet d’éliminer des
appels à cfprgl puisqu’on utilise la technique des cellules fantômes ; les propriétés
sont simplement copiées et la vitesse normale est réfléchie. Il est alors fait usage de
la sous-routine cfprgl uniquement dans la fonction cfpgas pour chaque cellule hors
cellules fantômes. On a ainsi éliminé 89% du total des appels à la fonction gaz réel.
— Optimisation des fonctions d’interpolation :
Malgré la minimisation de ses appels, la sous-routine cfprgl demeure la fonction qui
consomme le plus de cycle CPU dans le programme complet. Elle comporte de nom-
breux logarithmes et exposants qui sont la partie dominante. Les algorithmes d’inter-
polation sont intimement liés au format de stockage des données thermodynamiques
du gaz et doivent donc être étudiés en corrélation.
— Optimisation du format de stockage des données thermodynamiques :
Du format de stockage dépendent les algorithmes d’interpolations. On propose d’étu-
dier différents formats de stockage et formes d’interpolation associées dans le prochain
paragraphe.
Format à base de logarithmes et masses volumiques constantes
Ce format correspond à celui actuellement employé dans MC3, on pense pouvoir l’optimiser
en réduisant les calculs de logarithmes et d’exposants. Étant donné que le solveur est basé sur
la masse volumique, il était naturel d’avoir un format se basant sur des propriétés stockées
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à masses volumiques constantes pour faciliter les interpolations. Cependant, les propriétés
(pression, température, constante du gaz...) peuvent varier de plusieurs ordres de grandeur
selon la masse volumique, surtout dans la plage des plus petites valeurs [10−3−10.0 kg.m−3].
Ainsi, opter pour une répartition à pas logarithmiques constants permet de répartir judi-
cieusement les points d’information et d’en utiliser un plus petit nombre pour représenter
les données avec la même précision. Le but est de réduire la taille en mémoire des données
thermodynamiques. Néanmoins, la recherche des intervalles dans la table et les interpolations
nécessitent le calcul de logarithmes et d’exposants qui sont très coûteux en cycles CPU et
en débit d’instructions. Contrairement aux unités arithmétiques plus classiques telles que
les unités de multiplication ou d’addition qui sont sur chaque cœur, les unités dédiées aux
logarithmes et aux exposants sont des ressources partagées. On en retrouve généralement une
seule par CPU. La parallélisation ne permet donc pas d’en accélérer l’exécution. L’utilisation
des logarithmes s’opèrent à différents niveaux d’imbrications tels qu’illustrés aux figures 4.10
et 4.11.
Figure 4.10 Interpolations dans les fonc-
tions de gaz réel - étape 1
Figure 4.11 Interpolations dans les fonc-
tions de gaz réel - étape 2
A partir de la masse volumique et de l’énergie interne, on obtient la pression et la tempé-
rature correspondantes à travers des interpolations dans deux sous-tables imbriquées. Les
interpolations du premier niveau (Figure 4.10) permettent d’obtenir les indices pour les in-
terpolations dans le second niveau de table (Figure 4.11). Le premier niveau est tabulé à pas
logarithmiques constants en masse volumique et en énergie, tandis que le second niveau est
tabulé à pas logarithmiques constants en température. Du premier niveau, on détermine la
température qui permet ensuite d’interpoler la constante du gaz (R) dans la table du second
niveau. La pression est alors calculée selon la loi des gaz P = ρ R T .
A l’initialisation de la première solution, les conditions de remplissage sont spécifiées selon
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la pression et la température. Étant donné que la table citée précédemment est tabulée en
fonction de la masse volumique, elle est peu adaptée aux interpolations dans le sens (P, T )
-> (ρ, e).
Les tables de données thermodynamiques des gaz fournies par le laboratoire externe sont dans
un format (P −T ). A partir de ce format, une table est générée dans le format (ρ, e) à pas lo-
garithmiques constants et correspond à celle utilisée par le solveur. Cette étape intermédiaire
nécessite beaucoup d’extrapolations en Pression et en Température pour contenir l’enveloppe
de masse volumique requise, introduisant des erreurs d’approximation supplémentaires.
Pour illustrer le genre d’optimisations algorithmiques mises en place, on propose d’étudier
un extrait de code source de la fonction de calcul des propriétés de gaz réel cfprgl présenté
à la figure 4.12.
Figure 4.12 Extrait de la fonction cfprgl avant optimisation
Dans cet extrait de code, on prend l’exemple du calcul de l’indice en masse volumique dans
la table. A partir des bornes de la table en masse volumique (RHOMIN et RHOMAX) et
de la valeur d’entrée (RHO), l’indice est calculé selon la formule à la ligne l.3 de l’extrait.
Les autres indices à rechercher concernent les intervalles d’énergie interne et de température
et sont déterminés à l’aide d’une formule équivalente. Cet algorithme est assez simple mais
est en fait relativement mauvais en terme de performance car il nécessite les calculs de :
1 division (≈ 40 − 100 cycles CPU) ; 4 logarithmes népériens (≈ 800 cycles CPU par
logarithme) dont 3 sont pourtant constants ; 2 conversions implicites de nombre entier vers
flottant (≈ 4− 12 cycles CPU) correspondantes aux deux premiers nombre de l’expression ;
1 conversion implicite de nombre flottant vers entier (≈ 13−17 cycles CPU) pour le résultat
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stocké dans IRHO ; 1 multiplication (= 3 cycles CPU) et 9 registres de stockage des valeurs
intermédiaires. De plus, les logarithmes saturent rapidement les registres et les caches de
niveau L1 (Instructions & Données) à cause des résultats intermédiaires générés. Dans le
meilleur des cas et sous condition de disponibilité des ressources matérielles, l’expression
coûte ≈ 3300 cycles CPU hors coût de stockage. Avec le support de l’analyse détaillée en
annexe B et une analyse ciblée de cette partie de la fonction, on s’aperçoit qu’un seul appel
de la fonction cfprgl amène le processeur à saturation des ressources du point de vue du
débit des instructions et du cache de données de niveau L1. L’effet est très négatif puisque
les appels de cfprgl sont réalisés dans des boucles composées de plusieurs dizaines voir
centaines de milliers d’itérations. Les lignes l.6 à l.18 sont peu coûteuses mais introduisent
des branches dans le code qui pourraient être évitées. Les conversions vers un nombre entier
aux lignes l.16 et l.17 sont inutiles car déjà réalisées implicitement à la ligne l.3. Les lignes
l.21 et l.22 permettent de calculer les valeurs inférieure et supérieure de masse volumique,
les conversions d’entiers vers flottants, les calculs des exposants (≈ 400−600 cycles CPU) et
les divisions (≈ 40−100 cycles CPU) sont très consommateurs des ressources du CPU. Dans
des conditions idéales de disponibilité des ressources matérielles, l’extrait complet requiert
≈ 5000 cycles CPU, or, en pratique les mesures effectuées indiquent un nombre 4 à 5 fois
plus élevé, indiquant une faible disponibilité des ressources CPU.
Une première possibilité d’optimisation peu efficace pourrait être d’éviter le calcul de deux
des logarithmes par réduction de l’expression l.3 (LOG(a) − LOG(b) = LOG(a/b)). On
pourrait aussi stocker les valeurs de LOG(RHOMIN) et de LOG(RHOMAX) ce qui ne
nécessiterait plus qu’un seul logarithme à calculer. Cependant, on sait que les données sont
tabulées à masse volumique constante et que peu de valeurs sont utilisées, typiquement 7
masses volumiques différentes dans toute la table (et connues à priori). Nous pouvons en
tirer partie en les stockant dans un tableau de petite taille (7) et dans lequel nous pourrons
faire la recherche des valeurs supérieure et inférieure de la masse volumique donnée en point
d’entrée. Ces bornes servent ensuite aux interpolations linéaires en masse volumique des
autres propriétés thermodynamiques. Un extrait du code source optimisé est présenté à la
figure 4.13. L’algorithme est le suivant : l’indice de la valeur inférieure à ρ est initialisé à
l’avant dernière ligne du tableau, puis il est décrémenté tant que la valeur du tableau est
supérieure à ρ et que le début du tableau n’est pas atteint. Les indices sont ainsi forcément
bornés dans les limites du tableau (on ne fait pas d’extrapolation en masse volumique).
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Figure 4.13 Extrait de la fonction cfprgl après optimisation
Ce nouvel algorithme est particulièrement efficace pour plusieurs raisons :
— Faibles usages des caches I & D :
Le tableau est de petite taille et aucun résultat intermédiaire n’est stocké.
— Réutilisation des caches :
Au fil des appels, le tableau reste dans le cache de niveau L1, voir même mieux, dans
les registres, lors de la vectorisation des boucles d’appels.
— Coût arithmétique :
Le coût arithmétique est dérisoire, dans le cas optimal on réalise : 2 opérations logiques
(< 1 cycles CPU) + 2 addition/soustractions (< 0.3 cycles CPU) tandis que dans le
pire cas 12 opérations logiques + 8 additions.
— Prédiction de boucle et ILP parfaits :
Depuis les processeurs Intel Pentium 4, les boucles inférieures à 16 itérations sont par-
faitement prédites à l’avance par les unités de prédiction. Le coût de la recherche de
l’indice en masse volumique IR(1) est quasi-nul, tout comme l’obtention des valeurs
supérieure et inférieure en masse volumique.
Le nouvel algorithme consomme en pratique ≈ 6 − 12 cycles CPU et libère également des
ressources qui permettent l’accélération d’autres portions du programme.
Dans le cas des calculs d’intervalles pour l’énergie interne et la température, deux loga-
rithmes doivent être conservés (LOG(e) et LOG(T )) pour déterminer l’indice dans les ta-
bleaux d’énergie et de température, à moins de baser la table sur des pas linéaires. Les calculs
d’exposants sont complètement éliminés grâce à la tabulation des (100) valeurs d’énergie et
de température (par composition d’espèces). Finalement, 14 logarithmes sur 16 ont été éli-
minés et 8 exposants sur 8 ont été éliminés ce qui devrait produire la majeure partie de
l’accélération de la fonctions cfprgl. Le coût important qui resterait à optimiser concerne le
stockage des données en mémoire, trop peu efficace et qui fait actuellement usage de tableaux
en 5 dimensions difficiles à optimiser. Cependant, nous préférons une approche plus globale
décrite dans les prochaines lignes.
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Format à base d’interpolations linéaires et pressions constantes
Les algorithmes d’interpolation précédemment décrits nécessitent la création délicate d’une
table à masses volumiques constantes en échelles à pas logarithmiques. Nous proposons d’éli-
miner cette opération intermédiaire en utilisant les tables dans un format proche de celui
originellement fourni par le laboratoire externe, c’est à dire tabulé à pressions constantes.
Les intervalles de température varient à pas constant. Ce nouveau format a le double avantage
de permettre une réversibilité complète des fonctions d’interpolations thermodynamiques et
d’éliminer l’usage des logarithmes et des exposants et est également beaucoup plus naturel et
exploitable par d’autres codes. De plus, toutes les interpolations sont linéaires, donc à faible
coût. Cependant, les données sont plus volumineuses que dans le cas d’échelles logarithmiques
mais elles sont stockées selon des tableaux à 1 dimension dont les accès sont beaucoup plus
optimaux pour le CPU. Les données thermodynamiques sont tracées sur la figure 4.14 à
pressions constantes.
Figure 4.14 Données thermodynamiques du CO2 à Pressions constantes (re-
présentées avec une échelle logarithmique en masse volumique)
Le schéma d’interpolation est présenté à la figure 4.15.
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Figure 4.15 Interpolations dans le format P-T
La première étape du schéma d’interpolation consiste à déterminer les masses volumiques
(ρ− et ρ+) à énergie interne constante aux deux bornes de pressions. On peut utiliser la
pression de l’itération précédente comme candidate initiale pour accélérer la recherche de ces
bornes. Si la masse volumique est supérieure à ρ+ alors l’intervalle de pression est incrémenté,
tandis que si la masse volumique est inférieure à ρ− alors l’indice de l’intervalle de pression
est décrémenté. Finalement, la pression est interpolée selon la dérivée ∂P
∂ρ
à énergie interne
constante. Les autres propriétés (température, vitesse du son et conductivité électrique) sont
également interpolées en masse volumique avec les dérivées ∂...
∂ρ
à énergie interne constante.
Format à base d’interpolations splines et pressions constantes
Le format proposé est similaire au format précédent, cependant plutôt que de stocker les
données thermodynamiques dans des tableaux à une dimension, on propose d’utiliser des
splines cubiques par morceau. Les fonctions thermodynamiques sont monotones et peu oscil-
lantes. Dans notre plage de données, il faut en moyenne 10 points de contrôle par spline. On
augmente les coûts de recherche de l’intervalle dans lequel interpoler et de l’interpolation elle
même mais la quantité totale de données à stocker est réduite d’un facteur très important en
passant de 53 Mo pour la base logarithme à 124 Ko pour la base spline. La base de données
complète peut alors être contenue dans les caches (locaux) de niveau L2 des cœurs du CPU,
ce qui est un avantage indéniable pour les performances du programme. La philosophie de
l’algorithme d’interpolation précédent est conservée et adaptée au format spline.
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Modification 1.b : Choix des volumes de contrôle et optimisation des structures de données
Le choix du type de volumes de contrôle a un impact sur les performances mais aussi sur la
solution. On peut consulter par exemple les travaux de Abanto [1] sur le sujet (appliqué à la
mécanique des fluides). On bascule d’un maillage non-structuré de triangles vers un maillage
cartésien pour toutes les physiques, exceptée la mécanique des fluides. Cela permet de réduire
le coût de construction et de résolution tout en simplifiant le code source. Des interpolations
au premier ordre entre les deux types de maillages sont réalisés pour transférer les propriétés
nécessaires aux différentes physiques. Le modèle de rayonnement FVM est très coûteux, de
la construction du système matriciel à la résolution. Comme il s’apparente à un lancé de
rayons, le nombre d’inconnues croît rapidement avec le nombre de directions (rayons). Des
maillages triangulaires d’environ 50 000 éléments génèrent alors des systèmes linéaires de
plusieurs millions de valeurs non-nulles. L’optimisation des accès mémoire est donc cruciale
pour ce modèle et le passage à un maillage cartésien permet d’alléger les coûts d’accès.
Concernant la mécaniques des fluides, on souhaite conserver des volumes de contrôle basés sur
les triangles dans un environnement de maillage mobile body-fitted. Appliquée à la mécanique
des fluides, la méthode du type frontières immergées (IBM : Immersed Boundary Method)
sur maillage cartésien a été explorée et s’est avérée très prometteuse en termes de vitesse
d’exécution. Cependant, elle requiert une étude scientifique à part entière, ceci constituera
des travaux futurs.
Le changement d’un maillage non-structuré vers un maillage cartésien avec frontières immer-
gées (IBM) comportent de nombreux avantages : efficacité des caches excellente, structures
de données inexistantes puisque implicites, efficacité en vectorisation et parallélisation excel-
lente, économie de stockage importante, résolution matricielle très efficace avec des formats
matriciels optimisés, simplification des algorithmes. Les calculs des gradients sont notam-
ment simplifiés (voir Figure 4.16). En effet, lorsque les points L et R ne sont pas alignés
sur la normale à la frontière des volumes de contrôle et que l’intersection i n’est pas située
à mi-distance sur [a, b], l’évaluation du gradient fait alors intervenir des termes reliés aux
nœuds a et b pour lesquels les valeurs doivent y être interpolées (le lecteur peut consulter
l’ouvrage de Versteeg [125], section 11.8, pour plus de détails sur le sujet). La structure de
donnée est alors plus chargée d’informations et les calculs sont plus coûteux que dans le cas
d’un maillage cartésien pour lequel les nœuds a et b n’interviennent pas. Les coordonnées des
centres et des nœuds sont calculées implicitement donc non stockées, réduisant encore le coût
des calculs des gradients (moins de données sont nécessaires dans les caches). Un traitement
différent est appliqué pour les nœuds voisins aux frontières et qui ont des conditions aux
limites Dirichlet, localement, les gradients sont calculés à partir des distances réelles à la
parois ∂x et ∂y plutôt qu’avec les pas de mailles dy et dx. Les cellules extérieures au domaine
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conservent les valeurs Dirichlet imposées à la parois par définition.
Figure 4.16 Configuration du calcul des gradients
Figure 4.17 Traitement aux frontières de type Dirichlet
Le mailleur utilisé dans MC3 génère un nombre élevé de structures de données dont une
partie importante n’est pas utilisée. Mise à part l’utilisation d’une quantité de mémoire plus
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importante, ces structures sont aussi maintenues à jour au prix d’algorithmes coûteux en
temps d’exécution. La structure des données du maillage maintenant nécessaire uniquement
aux volumes de contrôle du type triangle, appliquée à la mécanique des fluides, est grande-
ment simplifiée et constituée de : la liste des 3 sommets, des 3 voisins et de leurs positions
relatives et la liste des côtés du maillage et de leurs triangles voisins respectifs. Le coûts de
maintient est beaucoup plus faible. De plus, les volumes de contrôle basés sur les nœuds sont
irréguliers (voir figure 3.3), c’est à dire que le nombre de voisins est variable et leurs indices
ne sont pas consécutifs. Pour conséquence, les matrices creuses ont un nombre de valeurs non
nulles variable pour chaque équation, les accès aux données sont donc irréguliers également
et non contigus. La renumérotation du maillage participe à l’amélioration de la proximité en
mémoire, mais l’efficacité n’atteint jamais celle du maillage cartésien.
Modification 1.c : Changement de solveur linéaire et de format de stockage matriciel
Le solveur linéaire utilisé dans MC3 est de type LU à base de matrices creuses stockées en
format ligne de ciel. Ce format matriciel se prête bien à la méthode LU sans pivot telle qu’uti-
lisée dans MC3. L’inconvénient de ce type de solveur linéaire est son appétit très important
pour la quantité de mémoire, c’est une méthode directe. De plus, les opportunités de paral-
lélisation dans ses algorithmes sont quasi-inexistantes ce qui limite de fait les performances
en vitesse de résolution. D’après les mesures effectuées (annexe B), l’implémentation réalisée
dans le code source de MC3 est peu efficace.
Dans le cas des volumes de contrôle cartésiens, qui sont maintenant utilisés pour les physiques
autres que la mécanique des fluides, les indices matriciels sont implicites. On va utiliser un
format matriciel adapté, inspiré du format DIA [111] pour lequel seules les valeurs et les dis-
tances relatives à la diagonale (en termes d’indices) sont stockées. Les opérations matricielles
ont été optimisées pour tenir compte des particularités de ce format. Le format à base DIA
possède d’excellentes propriétés d’accès aux données ce qui permet d’obtenir de très bonnes
performances en vectorisation et en parallélisation. Ce nouveau format permet de se passer
de la renumérotation des inconnues dans la procédure de résolution. La renumérotation per-
met dans le cas de MC3 de réduire la largeur de bande des matrices qui a pour effet de «
rapprocher » les données en mémoire, augmentant la probabilité de les avoir déjà chargées
en cache. Les opérations matricielles sont alors accélérées par la réduction du nombre d’accès
mémoire requis. La renumérotation (répétée pour chaque physique) génère beaucoup de trafic
d’instructions et de données, le profilage du code a montré des pics de débits synchronisés
avec les appels des fonctions de renumérotation. Au final, le gain de temps de résolution
lors des opérations matricielles ne compensait pas le temps nécessaire aux opérations de
renumérotation. C’était donc une étape non rentable. On renumérote plutôt le maillage, la
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numérotation est alors commune pour toutes les physiques, et réutilisée de manière efficace
entre les appels des fonctions d’interpolation entre maillages.
Enfin, on remplace le solveur LU par un solveur itératif de type CG (Conjugate-Gradients)
qui est compatible avec le type de matrices que nous utilisons (symétriques et définies po-
sitives). Son niveau de parallélisme est proche de 100% et sans nécessité de synchronisation
inter-threads. Cependant, contrairement à LU, cette méthode requiert une solution initiale
dont la qualité déterminera le nombre d’itérations à réaliser pour atteindre la convergence.
Des solutions d’accélération sont proposées dans les prochaines sections. Un solveur en lan-
gage C++ a été écrit pour tenir compte de manière optimisée du format de stockage DIA,
aucune implémentation commerciale ou communautaire n’est disponible.
Le profilage du solveur FVM a démontré que 99% du temps de calcul est passé dans la
résolution du système linéaire (Intel PARDISO). C’est donc l’étape à optimiser en priorité
pour la résolution du rayonnement avec la méthode FVM. Sachant que pour un maillage
triangulaire d’environ 50 000 éléments le temps de calcul est de 20 secondes par bande et
par appel (soit 100 secondes pour les 5 bandes du gaz SF6 ou 180 secondes par appel pour
les 9 bandes du CO2). Les solveurs linéaires CG ou BiCGStab (Bi-Conjugate Gradients
Stabilized) introduits pour le solveur de Helmholtz ne sont pas compatibles avec les matrices
(non-symétriques et quelconques). On suggère donc de s’orienter vers un solveur linéaire du
type GMRES (General Minimized RESidual). Ce type de solveur est parallèle à presque
100% et la convergence dépend de la qualité de la solution initiale (solveur itératif) et du
critère de convergence que nous avons fixé à 10−9 pour tous les solveurs linéaires. De plus, les
formats matriciels très optimisés pour un maillage cartésien permettent d’obtenir un solveur
linéaire très performant en vitesse d’exécution.
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Résultats de performance de la phase 1 :
Les accélérations sont conséquentes pour toutes les physiques (Tableau 4.7), et la stratégie
de choisir le bon algorithme plutôt que chercher à en accélérer un mauvais a porté ses fruits.
Pour le rayonnement FVM, l’accélération est principalement due au changement de solveur
linéaire.
Tableau 4.7 Facteur d’accélération à l’issue de la phase 1 par rapport à MC3 initial
phase 1 phase 2 phase 3 phase 4 phase 5 phase 6
Fluide 4x - - - - -
Élec. 17x - - - - -
Mag. 13x - - - - -
Rad. P1 14x - - - - -
Rad. FVM 60x - - - - -
Maillage 5x - - - - -
Phase 2. Adaptation au problème résolu : spécialisation pour les disjoncteurs
Dans cette section, on propose de modifier certains algorithmes afin de s’adapter au fonc-
tionnement des disjoncteurs haute-tension. En effet, avec une connaissance approfondie du
problème résolu, de nouvelles perspectives d’accélération sont possibles. Des propositions
d’améliorations sont faites pour en tirer avantage. Par ces propositions, on cherche à réduire
la quantité d’algorithmes dit "brute force" en minimisant la quantité de travail réellement
nécessaire.
Modification 2.a : Détection dynamique de régions de calcul
La complexité algorithmique de la résolution matricielle ne dépend pas directement de la
taille des matrices des coefficients, mais du nombre d’éléments non-nuls qu’elles contiennent.
Pour minimiser le nombre de valeurs non-nulles, on propose de réduire le nombre total d’in-
connues (donc également la taille du système), en introduisant un concept de sélection de
régions de calcul par physique. Par exemple, pour le calcul du rayonnement par la méthode
P1, tous les nœuds du maillage compris dans la région fluide étaient pris en compte dans le
système matriciel, or, les régions éloignées du cœur de l’arc ne sont pas soumises au rayon-
nement ou tout du moins à des niveaux négligeables. La température locale est un bon
indicateur des régions actives. L’algorithme de sélection (voir Figure 4.18) est le suivant : la
boîte englobante contenant les éléments à des températures supérieures à une valeur seuil
est déterminée. Des marges sont alors ajoutées dans les directions azimutale et radiale pour
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laisser libre la propagation de l’arc sans restriction. Les éléments concernés représentent entre
<1% et 10% suivant la phase de calcul et donc l’accélération est conséquente.
Figure 4.18 Sélection de zone active par physique - exemple pour le rayonnement P1
La détection dynamique des régions de calcul appliquée à la mécanique des fluides a aussi
été implémentée : une décomposition de domaine est introduite (et réutilisée à la phase 5
d’optimisation (threading)). Le domaine est décomposé en régions temporelles dynamique-
ment activées en fonctions de l’écoulement, excepté pour les zones qui contiennent des parois
mobiles et qui sont toujours actives. Pendant environ un million de pas de temps, c’est à dire,
approximativement la moitié du nombre total d’itérations d’un calcul type, le gaz est au repos
dans plus de la moitié du domaine de calcul. Dans certaines régions, le calcul de mécanique
des fluides peut donc être suspendu et réactivé lorsque les flux à leurs bords dépassent une
valeur seuil. D’après la direction générale des écoulements, la réactivation est définitive. En
effet, les gaz ont tendance à se propager du centre de la géométrie vers les échappements et la
cuve. Ainsi, le domaine de calcul fluide, s’agrandit au fur et à mesure de l’avancée d’un calcul.
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Modification 2.b : Traitement des propriétés de gaz réel et formats de stockage, partie 2
Afin de favoriser les régions de données les plus utilisées et donc d’optimiser le chargement
des données dans les caches, on a découpé la table globale en sous-tableaux. Cela permet
ainsi de ne charger que partiellement dans les caches la table de données. Si certaines parties
de l’espace de travail P-T ne sont pas utilisées alors elles ne seront pas chargées du tout. En
revanche, grâce à la réduction de l’espace mémoire requis, les données encore chaudes dans
les caches et qui sont fréquemment utilisées auront un plus fort potentiel de persistance.
Il est donc déterminant de connaître l’usage des données dans l’espace de travail P-T. Les
figures 4.19 à 4.23 présentent les résultats d’une étude statistique de l’usage des données lors
d’un calcul d’arc à fort courant. Les histogrammes représentent le pourcentage de cellules
en fonction des intervalles de pressions et de températures à différents instants. La région
comprise dans les bornes [5− 15] bars et [250− 1500] K est de loin la région la plus utilisée,
l’efficacité de ces accès doit donc être maximisée. Avant la séparation des contacts électriques,
la région utilisée est très restreinte (Figure 4.19), puis, lors de la séparation et de l’allumage
de l’arc, cette région s’étend en température et en pression (Figures 4.20, 4.21). Lorsque le
courant d’arc commence à diminuer, les températures et les pressions aux cellules baissent,
la zone d’utilisation P-T se restreint de plus en plus (Figure 4.22). Finalement, à l’extinction
l’intervalle de température s’est très fortement réduit. Le découpage en sous-tableaux réalisé
permet de s’adapter à toutes ces évolutions dans la solution.
La taille totale de stockage des données n’a été ni réduite, ni augmentée, cependant la quantité
de données simultanément stockée en caches est significativement plus petite (≈ 14 Ko,
suivant situation). Une accélération supplémentaire est alors produite.
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Figure 4.19 Statistiques d’utilisation P-T, a) Avant séparation
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Figure 4.20 Statistiques d’utilisation P-T, b) Début d’arc
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Figure 4.21 Statistiques d’utilisation P-T, c) Chauffage et montée en pression
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Figure 4.22 Statistiques d’utilisation P-T, d) Phase de refroidissement
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Figure 4.23 Statistiques d’utilisation P-T, e) Extinction de l’arc
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Modification 2.c : Accélération de la convergence
Les performances des solveurs linéaires itératifs dépendent fortement de la solution initiale.
Ainsi, de nombreuses méthodes de pré-conditionnement ont été développées pour amélio-
rer les taux de convergence. Nous avons testé parmi les plus efficaces des méthodes déve-
loppées : ILUT, ILU0, Jacobi et Row-Scaling. De par leur nature séquentielle, ces deux
premiers pré-conditionneurs sont potentiellement les moins rapides. Cependant, la solution
pré-conditionnée pourrait être une meilleure candidate en étant plus proche de la solution
finale et ainsi réduire le nombre d’itérations requises produisant, globalement, une meilleure
accélération. Les méthodes basées sur Jacobi sont des méthodes qui pré-conditionnent (di-
visent) la solution initiale avec les coefficients initiaux de la diagonale de la matrice. Elles
sont parmi les plus efficaces, cependant elles sont moins précises à cause de l’opération de
type division et elles peuvent polluer la solution (lorsque petite) en maintenant une erreur
relativement haute vis-à-vis de son ordre de grandeur. La méthode de type Row-Scaling fait
partie des méthodes de type Jacobi mais la solution est cette fois-ci pré-conditionnée par la
norme unitaire des coefficients de chaque ligne (équation).
On a pré-conditionné la solution à la fois avec une de ces méthodes et en combinaison avec
l’utilisation des solutions aux itérations précédentes. En effet, d’une résolution à l’autre (à
différents instants de la simulation), la solution varie très peu, ce qui en fait une très bonne
candidate pour accélérer la résolution suivante du système linéaire. Étant donné le nombre
d’inconnues important et l’économie dans le nombre d’itérations pour converger, on s’attend
à une accélération conséquente.
Modification 2.d : Gestion du remaillage
Le remaillage est actuellement effectué toutes les 50 itérations. Cependant, aucune étude n’a
été réalisée pour optimiser l’intervalle entre deux remaillages.
On propose d’augmenter cet intervalle d’un facteur de l’ordre de 10. Les vitesses maximales
des parois mobiles sont de l’ordre de 7 à 13 mm.ms−1 et les pas de temps caractéristiques
sont de l’ordre de 10−5 ms en phase d’arc et de 10−4 ms en phase froide, ce qui implique
des déplacements d’environ 5× 10−2 mm à 5× 10−3 mm entre deux remaillages espacés de
50 itérations. On peut donc augmenter et automatiser sans grande contrainte les intervalles
entre deux remaillages. L’avantage est l’économie de temps et de ressources puisque l’on
évite la reconstruction des structures de données et les mises à jour qui sont fortement
consommatrices de débit d’instructions et de débit mémoire, tout en souffrant de limitations
liées à une latence importante (accès fortement aléatoires et beaucoup d’algorithmes (naïfs)
de recherche peu efficaces). La déformation des mailles reste prise en compte à chaque pas
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de temps de calcul fluide pour ne pas générer des oscillations dans la solution.
La détermination du seuil de la taille requise pour les triangles dépend des critères d’adapta-
tion. Ces critères sont reliées aux gradients dans la solution et à la géométrie (courbures
locales, proximité entre les parois...). Concernant les critères géométriques, à partir des
tailles aux frontières, un système linéaire est construit pour déterminer les tailles au milieu
du domaine. Le système est alors résolu par une méthode LU (sous-routine adxlap). Cette
étape représente 24% du temps total de résolution. L’optimisation du calcul des physiques
a pour conséquence d’augmenter significativement cette proportion passée dans l’adaptation
du maillage qui représente alors la part majoritaire du temps de calcul.
On a remplacé la résolution exacte (LU, adxlap) par une méthode approchée basée sur une
approximation des gradients (moyennages barycentriques itératifs). Obtenir une solution si-
milaire à 95% avec une méthode beaucoup plus rapide en temps de calcul est une opportunité
que nous saisissons. D’autant plus, qu’on ne recherche pas un degré de précision élevé. La
dernière partie du programme qui souffrait de limitations de performance dues au débit
d’instructions pourrait être éliminée par le remplacement de la sous-routine adxlap.
On propose également d’utiliser des maillages plus réguliers, plus uniformes en tailles et de
tailles moyennes plus petites que l’usage actuel. En effet, les réglages actuellement utilisés par
l’industriel sont plutôt grossiers avec des raffinements locaux très importants dans les régions
de fort gradients (voir Figure 4.24). Cela ne confère pas de bonnes propriétés de stabilité et de
robustesse au solveur. Les tailles requises seront déterminées avec des méthodes heuristiques
lors de la phase d’industrialisation. De plus, on sait par expérience que les tailles requises
pourraient être déterminées par l’utilisateur a priori par région, permettant de s’abstenir des
calculs des gradients dans la solution aux fins d’adaptation. De plus, on souhaite introduire
le concept de région de contrôle du maillage pour permettre la prise en compte de tailles
préconisées pour chaque région et de dissocier celles qui nécessiteront des mises à jour liées
aux mouvements des frontières et aux adaptations de celles qui seront statiques. Des gains de
performances seront alors attendus puisque dansMC3 toutes les propriétés géométriques des
triangles étaient systématiquement recalculées de partout dans le domaine, y compris dans
les zones où le maillage était resté statique.
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Figure 4.24 Extrait d’un maillage adapté lors d’une simulation sur géométrie réelle
Résultats de performance de la phase 2 :
La connaissance du fonctionnement des disjoncteurs a permis notamment de proposer une
activation dynamique des régions de calcul pour toutes les physiques. Il s’agit d’une éco-
nomie de quantité de travail réalisée à chaque itération (la taille du problème diminue) et
permet d’accélérer d’un facteur additionnel très élevé (Tableau 4.8), la vitesse d’exécution du
rayonnement P1 est par exemple triplée par rapport à la phase précédente d’optimisation.
Tableau 4.8 Facteur d’accélération à l’issue de la phase 2 par rapport à MC3 initial
phase 1 phase 2 phase 3 phase 4 phase 5 phase 6
Fluide 4x 8x - - - -
Élec. 17x 17x - - - -
Mag. 13x 18x - - - -
Rad. P1 14x 47x - - - -
Rad. FVM 60x 237x - - - -
Maillage 5x 12x - - - -
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Phase 3. Optimisation arithmétique, du CPI et du parallélisme d’instruction
Dans cette section, on montre comment le CPI peut être amélioré. Il montre le nombre de
cycles par instruction retirée, c’est donc un indicateur d’un manque d’optimisation poten-
tiel, surtout si la fonction concernée est un point critique. Ainsi, plus il est faible, plus la
vitesse d’exécution est élevée. Pour améliorer le CPI, un changement d’algorithme peut être
nécessaire. A titre d’exemple, une modification est introduite concernant la gestion des dé-
placements des courbes et des mailles localisées sur les parois mobiles. En effet, le profilage
a démontré qu’il s’agissait d’une fonction réalisant un grand nombre de cycles total pour
un taux CPI élevé. Les opérations coûteuses, comme les divisions, peuvent conduire à des
valeurs de CPI élevées lorsqu’elles sont trop nombreuses dans une certaine zone de code
et que le temps CPU associé ne peut pas être masqué par d’autres instructions. Des modi-
fications ont été implémentées pour réduire l’impact arithmétique sur la vitesse de résolution.
Modification 3.a : Nouvelle gestion des déplacements des courbes et des mailles
La gestion du domaine géométrique lors des déplacements est traitée courbe par courbe.
C’est à dire que les courbes sont déplacées indépendamment les unes des autres selon les
deux axes de coordonnées. Les nœuds du maillage placés sur les intersections entre courbes y
sont verrouillés. Il faut donc recalculer la position des intersections après déplacement pour
les y replacer. Cette tâche représente 5% dans l’implémentation actuelle deMC3. Cependant,
après accélération des autres parties du programme, cette tâche sera majoritairement limi-
tante. L’algorithme en place est naïf, des boucles imbriquées balayent tous les segments qui
composent les courbes et testent les intersections éventuelles avec tous les autres segments
de toutes les autres courbes du domaine. La complexité est supérieure à O(n2).
On gère maintenant le domaine géométrique d’une autre façon. Après les étapes de pré-
traitement de la géométrie, les frontières du domaine de calcul sont définies comme étant des
polygones composés uniquement d’une liste de sommets (voir Figure 4.25, partie haute). Les
déplacements selon les deux axes de coordonnées sont indépendants et aucune rotation n’est
réalisée lors de la simulation des chambres de coupure. Les nouvelles positions sont donc
facilement mises à jour par deux additions (une pour chaque direction). La recherche des
segments et les calculs d’intersections, coûteux, non robustes et peu précis à cause des erreurs
d’arrondis sont éliminés (la sous-routine cfstri est supprimée). Même en cas de parallélisation
de la fonction, les performances sont limitées à cause des besoins de synchronisation (temps
de calcul élevé, scalabilité faible et taux d’occupation CPU médiocre). Le nouvel algorithme
de gestion est également 100% parallèle, chaque position de nœuds pouvant être mise à jour
indépendamment et de manière contiguë par bloc de nœuds (très efficace pour les caches et la
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vectorisation). De plus, il ne souffre pas de problème de précision numérique. Par expérience,
il était fréquent dans MC3 de perdre l’intersection entre deux courbes, le nœud du maillage
n’était alors plus contraint à sa position imposée.
Figure 4.25 Gestion polygonale des frontières
Dans la nouvelle implémentation, le maillage peut être déplacé sur les frontières aussi bien
par une méthode de type RBF (Rigid Body Functional) où les nœuds du maillage sont
solidaires du mouvement de la frontière que par une méthode de glissement (Figure 4.26).
Les nœuds sont indépendants des intersections entre courbes qui ne sont plus considérées.
MC3 utilise une méthode de glissement par défaut dans laquelle des nœuds sont contraints
aux intersections dont les positions sont à recalculer à chaque pas de temps.
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Figure 4.26 Application du glissement du maillage, sans contrainte aux intersections
Modification 3.b : Intensité arithmétique
Les instructions nécessitant un grand nombre de cycles CPU induisent des CPI élevés. C’est
le cas des divisions et des calculs trigonométriques (log, sinus, cosinus...) de manière générale.
Une optimisation importante visant à limiter ce type d’instructions peut apporter des gains
de performance. Par exemple, le remplacement de divisions par des multiplications a été
réalisé dans le code source, tel qu’illustré à la figure 4.27 dans l’exemple 1 et 2.
Figure 4.27 Remplacement de divisions par des multiplications équivalentes
Dans l’exemple 1 (Figure 4.27), les divisons sont remplacées par des multiplications par une
variable locale (inv_rho, l.10 ). On a ainsi économisé deux divisions et ajouté trois multi-
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plications, l’économie en nombre de cycles CPU représente environ 66 %, répétée à chaque
nouvelle exécution. Dans l’exemple 2, on a choisi de stocker les inverses du volume des cel-
lules dans un tableau et de les relire. Localement, lors de l’exécution du bloc d’instruction,
la quantité de données à charger depuis la mémoire reste identique, cependant, le nombre de
cycles CPU nécessaires à la partie arithmétique est approximativement dix fois moins élevé.
La généralisation de ce genre de modifications à tout le code source permet des gains de
vitesse importants, surtout lorsque les inverses de variables sont pré-calculables et réutilisées
entre plusieurs sections de code (avec des multiplications équivalentes).
Résultats de performance de la phase 3 :
La partie maillage était limitée par un CPI élevé dû aux calculs des positions des nœuds
contraints aux intersections dont l’algorithme approchait une complexité de O(n3). Un al-
gorithme moins naïf (en O(1)) avec une gestion polygonale des frontières règle le problème
plutôt qu’une parallélisation "brute force" des boucles avec des conditions de réduction. Les
autres physiques n’étaient pas sujettes à ce type de limitations et ne sont pas spécialement
accélérées (Tableau 4.9).
Tableau 4.9 Facteur d’accélération à l’issue de la phase 3 par rapport à MC3 initial
phase 1 phase 2 phase 3 phase 4 phase 5 phase 6
Fluide 4x 8x 8x - - -
Élec. 17x 17x 17x - - -
Mag. 13x 18x 18x - - -
Rad. P1 14x 47x 47x - - -
Rad. FVM 60x 237x 237x - - -
Maillage 5x 12x 36x - - -
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Phase 4. Optimisation du parallélisme de vecteur (VLP)
Dans cette section, des modifications sont apportées au code source pour augmenter le taux
de vectorisation aux endroits qui importent le plus, élément essentiel pour l’obtention d’un
facteur d’accélération important.
Modification 4 : Vectorisation explicite et langage assembleur
Au niveau du parallélisme, on a opté pour une vectorisation systématique de toutes les
boucles, élément crucial dans l’optique d’obtenir un niveau de performance élevé avec le
matériel informatique moderne. Une révision des algorithmes est nécessaire en complément
pour réduire ou éliminer les goulots d’étranglements et les synchronisations entre opéra-
tions. La vectorisation permet de réduire la quantité d’instructions pour effectuer un travail
identique sur de multiples jeux de données : c’est une forme de parallélisme dite SIMD
(Single Instruction Multiple Data). De l’espace est économisé dans les caches, et cela sim-
plifie la chaîne d’instruction générée par le scheduler du CPU, libérant ainsi des ressources
pour d’autres instructions (ILP). Ceci est utile pour accélérer les boucles, les mêmes ins-
tructions sont alors répétées sur un espace itératif plus court. Lorsque les données utilisées
ensembles (spatialement dans la solution) sont stockées ensembles en mémoire, l’efficacité
des caches et des accès mémoire pour les unités vectorielles est maximisée. Pour augmenter
encore l’efficacité parallèle et vectorielle, le code doit éviter au maximum les branchements
(if − elseif − else...) et les réductions dans les boucles (sum = sum + a[]...). Les inter-
ruptions système (write, stop,send/receive...) et les sauts (goto, call...) interdisent toutes
formes de vectorisation. Le compilateur tente d’analyser les opérations réalisées pour générer
les instructions les plus efficaces en temps de réalisation, dont des instructions vectorielles.
Cependant, devant la complexité des algorithmes et le manque d’informations vis à vis de
l’ambiguïté d’interprétation du code source, le compilateur n’est pas à même de les générer
dans le cas deMC3 sauf à quelques exceptions près (voir annexe B). Comme l’impact est cri-
tique sur les performances, il a fallu aider le compilateur à les générer. Plusieurs choix étaient
envisageables : la vectorisation guidée à l’aide de directives à insérer en entête des boucles,
comme par exemple C$OMP SIMD avec la bibliothèque de parallélisation OpenMP ; l’in-
sertion de conseils dans le code concernant les variables et les dépendances qui permettent la
clarification du code pour le compilateur ; l’usage direct du langage assembleur pour écrire
exactement les instructions à réaliser par le processeur sans interprétation du compilateur et
l’emploi de fonctions (assembleur) intrinsèques de vectorisation du compilateur, à la manière
de Liu et al. [66]. Nous avons choisi cette dernière, l’assembleur permettant d’obtenir les
performances les plus importantes. La vectorisation est particulièrement intéressante pour
les boucles les plus coûteuses puisqu’elle y apporte les plus grands gains de vitesse.
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Résultats de performance de la phase 4 :
La vectorisation participe à réduire la saturation en débit d’instructions, puisque avec des
vecteurs de longueur huit, théoriquement huit fois moins d’instructions sont délivrées aux
unités d’exécution pour réaliser le même travail. Les parties du code qui sont limitées par la
mémoire ou les caches ne sont pas accélérées par la vectorisation ou très peu, ce qui est le cas
pour les physiques elliptiques à ce stade des modifications (Tableau 4.10). C’est la mécanique
des fluides qui bénéficie le plus de la vectorisation : les boucles de mises à jour des propriétés
primitives (cfpgas, cfprgl, cfptsi) ou du calcul des flux (cfpror), pour lesquelles tous les
sauts, branches, réductions et interruptions système ont dû être éliminés, en ont fortement
bénéficié. Sur un cœur CPU, le taux d’utilisation des unités vectorielles a progressé, il atteint
environ 87% , contre seulement 2% initialement. Le langage C++ s’est révélé un élément
essentiel pour la réussite de la phase de vectorisation.
Tableau 4.10 Facteur d’accélération à l’issue de la phase 4 par rapport à MC3 initial
phase 1 phase 2 phase 3 phase 4 phase 5 phase 6
Fluide 4x 8x 8x 14x - -
Élec. 17x 17x 17x 19x - -
Mag. 13x 18x 18x 20x - -
Rad. P1 14x 47x 47x 49x - -
Rad. FVM 60x 237x 237x 239x - -
Maillage 5x 12x 36x 39x - -
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Phase 5. Optimisation du parallélisme de tâches (TLP)
L’ajout de la vectorisation seule apporte un gain significatif en vitesse. On peut obtenir un
facteur multiplicatif additionnel par l’ajout de threads est crucial.
Modification 5 : Parallélisation explicite à base de tâches
En complément de la vectorisation, on propose d’opter pour l’ajout de threads systématiques
de toutes les boucles. Une révision des algorithmes est nécessaire en complément pour réduire
ou éliminer les goulots d’étranglements et les synchronisations entre threads. La bibliothèque
TBB est utilisée pour paralléliser les tâches de travail. Cette bibliothèque est basée sur des
tâches plutôt que sur des threads. C’est à dire que les threads sont initialisés au lancement
du programme puis des tâches issues d’une liste principale leurs sont assignées, ainsi l’espace
parallèle correspond à tout le programme. Par opposition, la librairie OpenMP crée/détruit
les threads à chaque entrée/sortie dans une région parallèle ; ils se partagent le travail à
l’entrée et se rejoignent à la sortie de la région parallèle qui peut être une simple boucle
(modèle "fork-join"). Par conséquence, les coûts associés aux créations et destructions des
threads doivent être amortis par une quantité de travail suffisamment importante. Dans le
cas des tâches, leurs créations sont très légères et la conception du programme est plus facile
à imaginer en terme de tâches indépendantes à distribuer à des travailleurs. Le scheduler de
TBB se charge de la distribution des tâches et favorise les affinités vers les cœurs au fil des
appels.
Dans le but d’augmenter encore l’efficacité du parallélisme de threads que nous avons ajouté
à MC3, on a réutilisé la décomposition de domaine (modification 2.a), dont chaque partie
constituante est envoyée à des cœurs/CPU différents (en local sur multi-sockets de type
NUMA ou distants sur nœuds de calcul inter-connectés en réseau). La décomposition de
domaine permet de renforcer le lien entre proximité géométrique et proximité en mémoire. De
plus, la politique d’initialisation mémoire des CPU avec des systèmes d’exploitation courants
utilise la politique dite du "first-touch", c’est à dire que l’allocation mémoire est effectivement
réalisée au premier accès à l’adresse par le processeur qui en fait la demande et non pas
à la position dans le code source ni à l’initialisation du programme. Nous proposons donc
d’organiser les algorithmes pour que les tout-premiers accès soient réalisés par les processeurs
qui utiliseront ensuite les données. La combinaison avec des modifications précédentes telles
que le format des bases de données prend tout son sens : un processeur (ou un cœur de
processeur) réalisant des opérations dans la partie à haute température et haute pression
utilisera des données en mémoires locales sans polluer les autres processeurs opérant dans des
régions plus froides donc avec des données différentes. Cela permet de maximiser également
la réutilisation des données en caches qui sont de nature plus compacte. De plus, le lancement
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et la répartition des tâches dépendent du contrôle dynamique du scheduler TBB, combinés
à la détection dynamique des zones temporellement actives (modification 2.a).
L’isolation du solveur de Helmholtz par physique laisse place à l’augmentation de la scalabi-
lité. En effet, chacune des physiques est vectorisée et parallélisée selon les mêmes principes
évoqués plus haut pour le module de mécanique des fluides mais elles peuvent en plus main-
tenant être résolues indépendamment les unes des autres sur des processeurs/cœurs/nœuds
différents. Ainsi, le facteur d’accélération maximal est augmenté et se projette sur un nombre
de cœurs plus élevé, la scalabilité est améliorée. De plus, les opérations et les formats matri-
ciels ont été optimisés pour maximiser les performances de la vectorisation et de la parallé-
lisation.
Résultats de performance de la phase 5 :
Malgré les limitations liées à la mémoire et aux caches, la parallélisation accélère l’exécution
(Tableau 4.11). Utiliser plusieurs cœurs du CPU permet d’apporter un regain d’espace cache
puisque les niveaux L2 et L1 qui leurs sont propres et non-partageables se cumulent. De plus,
la pression sur les caches de l’unique cœur auparavant utilisé est alors moins forte.
Tableau 4.11 Facteur d’accélération à l’issue de la phase 5 par rapport à MC3 initial
phase 1 phase 2 phase 3 phase 4 phase 5 phase 6
Fluide 4x 8x 8x 14x 24x -
Élec. 17x 17x 17x 19x 22x -
Mag. 13x 18x 18x 20x 27x -
Rad. P1 14x 47x 47x 49x 117x -
Rad. FVM 60x 237x 237x 239x 357x -
Maillage 5x 12x 36x 39x 78x -
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Phase 6. Optimisation de l’efficacité mémoire
L’amélioration de l’efficacité mémoire pour les applications parallèles est une phase impor-
tante pour l’accélération puisqu’elle maximise l’efficacité globale du programme. L’impact
est important pour l’efficacité de la vectorisation et permet de se rapprocher du facteur
d’accélération théorique maximal.
Modification 6.a : Réutilisation des données en caches
Dans MC3, à chaque appel du solveur de Helmholtz les relations de voisinage et les coef-
ficients géométriques sont recalculés à la volée. Ces coefficients géométriques correspondent
aux calculs des intégrales qui sont coûteuses à évaluer. Lorsque le maillage n’a pas été adapté
et que le maillage est immobile (généralement dès que le disjoncteur est à pleine ouverture),
ces coefficients deviennent constants. On peut donc les réutiliser d’une itération sur l’autre.
De plus, grâce à l’isolation par module (par physique), on peut aussi proposer de mettre en
commun les calculs liés aux intégrales de surface avec les calculs liés aux intégrales de vo-
lumes. Le partage de ces coefficients entre les physiques n’est pas si évident puisque les régions
de calculs sont très différentes. Les améliorations de performance sont alors liées aux écono-
mies des points de vue arithmétique, du débit d’instructions et du chargement redondant des
mêmes données.
On conserve les coefficients géométriques en mémoire et procède à leurs mises à jour locales
lorsque le maillage a été adapté ou déplacé localement. En conjonction avec la proposition
concernant la détection automatique des régions de calcul, on sait que les besoins en mémoire
sont faibles. Les données auront toutes les chances de rester présentes dans les caches sans
devoir être rechargées depuis la mémoire centrale. Particulièrement si la même physique est
toujours planifiée et exécutée sur les mêmes processeurs/cœurs à chaque appel ("thread affi-
nity").
Modification 6.b : Renumérotation du maillage
La numérotation du maillage à un impact global et important sur les performances. L’impact
de la renumérotation du maillage est global et important pour l’amélioration de la vitesse
d’exécution. En effet, il participe à la proximité en mémoire des données (voir Figure 4.28) ce
qui réduit le nombre requis d’accès à la mémoire principale car les données, si peu espacées,
sont déjà dans les caches CPU. De plus, elle ne seront chargées en cache qu’une seule fois et
réutilisées plusieurs fois avant d’être évincées. Sur la base des volumes finis, les relations de
voisinage sont donc d’une grande importance, les voisins et leurs données associées doivent
donc être stockés proches en mémoires pour maximiser la vitesse d’exécution. L’algorithme
de renumérotation Reverse-Cuthill-McKee (RCM) est un des plus efficaces mais séquentiel
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par nature. Cependant, un simple tri par coordonnées croissantes est très facile à paralléliser
et déjà très efficace, notamment car le ratio géométrique longueur/hauteur est supérieur à
8 pour les disjoncteurs ; c’est ce que nous avons mis en place. Sur la figure 4.28, l’exemple
donné se base sur des volumes de contrôle de type barycentrique. Pour les volumes de contrôle
triangulaires, le principe est le même : les voisins bords à bords doivent être le plus rapprochés
que possible.
Figure 4.28 Impact de la numérotation du maillage sur la mémoire
Modification 6.c : Contrôle de l’alignement des données en mémoire
Le contrôle explicite de l’alignement des adresses des tableaux et des variables avec les lignes
de caches maximise l’efficacité des accès mémoire et réduit le nombre d’accès à la DRAM et
le nombre de lignes de caches gaspillées. L’alignement (en bytes) est spécifié au compilateur à
l’aide de pragmas du type "__attribute__((aligned(XXX)))" ou lors de l’appel des allocateurs
à la création des tableaux.
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Modification 6.d : Architecture mémoire non-uniforme (NUMA)
En prenant en considération l’architecture matériel, on peut bénéficier d’accélérations sup-
plémentaires. Les systèmes multi-sockets à base NUMA, généralement constitués de 2 à 8
CPU par nœud, partagent l’espace d’adressage mémoire entre les différents CPU pour rendre
disponible à l’utilisateur un espace unique (d’une taille égale à la somme des espaces privés de
chaque CPU). De plus, chaque CPU dispose de ses contrôleurs mémoire avec les limitations
de débit et de latence qui leurs sont propres. Par exemple, un système à 4 CPU, permet
donc de disposer de quatre fois la bande passante mémoire, quatre fois la quantité de cache,
etc. Cependant, pour en tirer bénéfice les algorithmes doivent faire en sorte que chaque CPU
accède à des données locales à ses contrôleurs mémoire. Une décomposition de domaine judi-
cieuse et l’utilisation de la politique "first-touch" permettent d’initialiser les tableaux partiels
dans des espaces mémoires spécifiques à chaque CPU. Utiliser plus de socket mais à nombre
de threads constant permet d’accélérer encore la vitesse d’exécution. Les conséquence de cette
proposition seront étudiées au chapitre 5, elles ont un impact sur la vitesse d’exécution et la
scalabilité du programme.
Résultats de performance de la phase 6 :
Une bonne partie des algorithmes sont limités en vitesse d’exécution par la latence et le débit
mémoire. La vectorisation est très sensible à l’alignement des adresses DRAM avec les lignes
de caches. Ils s’agissait donc d’une composante importante pour maximiser l’efficacité de la
vectorisation et de la parallélisation et finalement du programme dans son ensemble aussi.
Les phases précédentes ont pris en compte cela, notamment dans les choix d’algorithmes à
accès séquentiels unitaires en mémoire et par des structures de données "simples". Le tableau
4.12 présente les accélérations de la dernière phase de modernisation et le tableau 4.13 résume
l’impact sur les limitations en performance.
Tableau 4.12 Facteur d’accélération à l’issue de la phase 6 par rapport à MC3 initial
phase 1 phase 2 phase 3 phase 4 phase 5 phase 6
Fluide 4x 8x 8x 14x 24x 32x
Élec. 17x 17x 17x 19x 22x 37x
Mag. 13x 18x 18x 20x 27x 33x
Rad. P1 14x 47x 47x 49x 117x 161x
Rad. FVM 60x 237x 237x 239x 357x 600x
Maillage 5x 12x 36x 39x 78x 125x
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Tableau 4.13 Améliorations des facteurs limitant les performances de MC3
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4.5 Résumé des validations numériques réalisées
Pour s’assurer de l’exactitude des résultats de nombreux cas test ont été réalisés, les plus
importants et les résultats associés sont présentés dans cette section. Ils ont été utiles pour
apprécier la précision vis-à-vis de solutions analytiques et ont été également utilisés en temps
que tests de non-régression lors des étapes incrémentales de modification (et d’accélération)
du code. Mis à part le cas test présenté à la section 4.5.2, pour la résolution du potentiel
électrique, les tests de validation ont démontrés une bonne concordance avec la version de
référence.
4.5.1 Fluide (maillage statique)
Pour faciliter la validation numérique, dans les cas tests qui suivent, une table avec des
données thermodynamiques correspondantes à un gaz parfait a été utilisée.
Tube à choc :
Figure 4.29 Cas de validation : tube à choc
Les résultats sont valides vis-à-vis des solutions analytiques ([120]) et équivalents à la version




Figure 4.30 Cas de validation : écoulement radial stationnaire (équivalence avec une tuyère
divergente : à gauche ou convergente : à droite
Pour l’écoulement radial (Figure 4.30), les résultats sont également valides vis-à-vis de la
solution analytique ([5]) et comparable avec la version de référence de MC3.
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4.5.2 Potentiel et champ électrique
Doubles sphères concentriques :
La validation des calculs du potentiel et du champ électrique a été réalisé avec le cas test
présenté à la figure 4.31, et met en évidence les points faibles de MC3 (Figure 4.32) pour
ce qui est des valeurs calculées sur l’axe de symétrie. En effet, l’erreur y est importante
et dissymétrique par rapport à la sphère intérieure. Ceci est dû à un maillage généré par
MC3 qui n’est pas symétrique et qui induit des calculs de gradients qui comportent trop
peu d’informations directionnelles. En revanche, pour les calculs effectués avec la nouvelle
méthode cartésienne (Figure 4.33), pour des tailles caractéristiques des côtés des triangles
équivalentes au calcul MC3, les résultats sont nettement améliorés sur le point de vue de
la précision vis-à-vis des solutions analytiques ([94, 95]) et de la symétrie. Les valeurs de
champ électrique sur l’axe de symétrie sont un critère très important pour la conception des
disjoncteurs, notamment au niveau de la tige, cela constitue une excellente amélioration du
point de vue de l’industriel.
Figure 4.31 Cas de validation : doubles sphères concentriques : configuration, potentiel
électrique calculé
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Figure 4.32 Cas de validation : doubles sphères concentriques : er-
reur sur le champ électrique pour MC3
Figure 4.33 Cas de validation : doubles sphères concentriques : er-
reur sur le champ électrique pour maillage cartésien
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4.5.3 Champ magnétique
Doubles cylindres concentriques :
D’après les résultats qui suivent (Figure 4.34), les calculs du champ magnétique sont valides
vis-à-vis des solutions analytiques ([94, 95]) et similaires à la version de référence de MC3 et
aucun phénomène non-physique n’apparaît aux frontières de la géométrie.
Figure 4.34 Cas de validation : doubles cylindres concentriques : champ magnétique
4.5.4 Rayonnement thermique
Cylindre avec média participant :
Les résultats des deux modèles de rayonnement, présentés à la figure 4.35, sont semblables
à ceux de Melot [76] et sont valides selon les solutions analytiques ([24, 58]) concernant le
modèle FVM. En revanche, pour le modèle P1, la dépendance axiale du flux n’est pas prise
en compte, plus le coefficient d’absorption est élevé et plus les valeurs sont surestimées. Il
s’agit d’un comportement normal du modèle P1, lié au type d’équations résolues.
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Figure 4.35 Cas de validation : cylindre avec média participant :
flux à la paroi supérieure
4.5.5 Maillage mobile
Mouvement aléatoire des mailles intérieures :
Dans ce cas test, on initialise le domaine avec un champ de vitesse nul et des valeurs constantes
pour les autres propriétés. Ensuite, les côtés des triangles sont déplacés aléatoirement dans
l’espace au fil des itérations (figure 4.36). La conservation des propriétés fluides doit être
assurée lorsque les points A, B et C sont déplacés aléatoirement et que le triangle ABC est
déformé.
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Figure 4.36 Cas de validation : mouvement aléatoire des mailles intérieures
L’erreur sur la masse volumique est inférieure à 10−8 kg.m−3 après quelques milliers d’itéra-
tions et des agrandissements et réductions aléatoires successives du triangle ABC d’approxi-
mativement ±150%. Les lois de conservations géométriques (GCL) sont donc vérifiées.
Piston de compression :
Le déplacement brusque d’une des parois génère une onde de compression qui se propage dans
le domaine (Figure 4.37). Les résultats concordent avec la solution analytique. Ces premiers
cas tests valident l’aspect mobile du maillage et du solveur fluide ALE.
Figure 4.37 Cas de validation : piston de compression
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4.6 Résumé de la phase d’accélération
La méthodologie globale d’accélération que nous avons adoptée comporte les tâches suivantes :
— l’analyse de l’existant : profilage complet et détaillé et identification des portions à
améliorer,
— la compréhension détaillée du code,
— la réécriture du code et/ou des structures de données en prenant en compte les spéci-
ficités de l’application,
— la validation des gains.
Facteurs d’accélération possibles :
— de l’ordre de 1.5x-2x par des actions mineures de nettoyage et réorganisations mi-
neures,
— de l’ordre de 30x à 600x suivant les physiques pour les réécritures d’algorithmes et
structures de données et l’utilisation plus efficace de la vectorisation/parallélisation.
Remarque : le modèle de rayonnement FVM, était inutilisable au niveau industriel pour des
raisons de lenteur en temps d’exécution. Avec les optimisations réalisées, il est maintenant
envisageable de l’utiliser en industrie, car le temps d’exécution par appel est désormais in-
férieur à une seconde. Du point de vue industriel, une calibration des conditions aux limites
sera nécessaire.
A ce stade, les physiques ont été accélérées indépendamment, la prochaine étape consiste
à connecter leurs nouvelles implémentations réalisées en C++. Pour réaliser ces connexions
multiphysiques, une nouvelle architecture logicielle doit être conçue. Les calculs des termes
sources d’arc, provenant des différentes physiques, doivent notamment être synchronisés avec
les pas de temps et les calculs de mécanique de fluides. La conception de la nouvelle archi-
tecture adaptée au contexte multiphysiques est décrite dans le prochain chapitre (5).
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CHAPITRE 5 ARCHITECTURE LOGICIELLE ADAPTÉE AU
CONTEXTE MULTIPHYSIQUES
5.1 Introduction à l’architecture logicielle
La conception d’une architecture logicielle est une tâche cruciale lors de la création d’un
logiciel. En effet, une fois réalisée, elle ne changera pas au cours de la vie du logiciel. Lors-
qu’elle doit évoluer, un nouveau logiciel est créé et les caractéristiques de l’architecture sont
redéfinies. Les performances et la qualité finales d’une application sont dépendantes de son
architecture de logiciel qui doit donc être réalisée avec soin.
L’architecture d’un logiciel décrit l’agencement des différents éléments qui le composent et qui
lui permettent de fonctionner. La collection de composants, leurs relations et leurs interactions
sont généralement définies à l’aide de diagrammes descriptifs. L’architecture représente un
compromis entre les exigences du client et les coûts de conception. Les performances finales
du logiciel, sont un des nombreux points à prendre en compte, l’application devra aussi être
facile à prendre en main, suffisamment souple et évolutive pour faciliter les mises à jour
futures. La fiabilité et la compatibilité avec les outils et matériels existants sont d’autres
points à considérer. D’une description de bonne qualité de l’architecture, il sera possible
d’obtenir un logiciel de bonne qualité.
Afin de concevoir une bonne architecture, donc un bon logiciel, il est vital d’avoir une vision
d’ensemble approfondie de toutes les fonctionnalités, modules, dépendances, et de visualiser
conceptuellement le projet dans sa globalité. Lorsqu’il s’agit de la modernisation d’un logiciel
existant, il faut alors s’approprier ses algorithmes, son code source, ses modèles, s’imprégner
complètement des grandes lignes, aux détails subtils, ce qui permettra de concevoir une
architecture pertinente et performante. Le travail synthétisé dans le chapitre 4 sur l’analyse
de MC3 et l’expérience passée sur le sujet des disjoncteurs haute-tension nous l’offrent. Le
regard porté ne doit pas s’orienter seulement d’un point de vue informatique. Dans le chapitre
précédent, on a vu que la plupart des opportunités d’accélération provenaient plutôt d’une
connaissance approfondie des méthodes numériques, des physiques entrant en jeu et des
particularités du champ d’application des disjoncteurs. La partie informatique correspond
seulement à la programmation dans les règles de l’art et la parallélisation des tâches qui en
découlent, avec des techniques de programmation avancées qui, seules, ne suffisaient donc pas
pour accélérer MC3. Ce qui justifiait cette partie du travail doctoral. Les modules de chaque
physique ont été optimisés et dans ce chapitre, ils vont être couplés dans un solveur adapté
aux résolutions multi-physiques.
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5.2 L’architecture de MC3, dites-vous ?
MC3 ne possède pas d’architecture à proprement parler, c’est un code spaghetti dont le
déroulement des appels de fonctions est difficile à suivre. Au fil des nouveaux développements,
réalisés pour la plupart par des étudiants de l’école Polytechnique de Montréal, des ajouts
et extensions du programme ont été intégrés. Le code source est aujourd’hui morcelé et
difficilement maintenable et la prise en main par un nouveau développeur requiert plusieurs
mois de lourds investissements. De plus, la documentation est trop basique et inexistante pour
certaines portions du programme. En conséquence, l’extension de MC3 avec de nouveaux
modèles qui peuvent être 3D, est jugée trop coûteuse en efforts de développement, et la
situation critique du code source serait encore accentuée. A titre d’exemple, la figure 5.1
illustre graphiquement les appelants de la fonction de mise à jour des propriétés primitives
de gaz réel cfprgl dans la version non optimisée de MC3. On remarque que de nombreux
chemins sont possibles pour appeler cette seule fonction, la situation est encore plus complexe
avec l’ensemble des fonctions du programme (non lisible graphiquement à l’échelle de ce
document, mais représenté en aperçu à la figure 5.5).
Figure 5.1 Graphe des appelants de cfprgl
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5.3 Nouvelle architecture
Dans la section 4, les différents modules ont été isolés et optimisés incrémentalement en
conservant la structure globale du programme. Les différents modèles physiques doivent être
couplés de façon adaptée et exposer le parallélisme de tâches. Les opérations de maintenance
représentent le facteur le plus important dans le coût financier global du logiciel, en effet
elles y contribuent avec une portion supérieure à 95 % (Pigoski [93]). La performance en
temps de calcul, la lisibilité du code source et la facilitation des évolutions futures et de
la maintenance sont des points qui peuvent se révéler contradictoires. L’architecture doit
être conçue pour présenter un équilibre optimal entre ces contraintes. D’un point de vue
conceptuel plus global, l’amélioration du logiciel de simulation des chambres de coupure des
disjoncteurs haute-tension MC3 doit prendre en compte tous les aspects, liés d’une part au
temps requis pour toutes les étapes d’un calcul, et d’autre part au temps requis pour la
maintenance de l’outil scientifique.
Plus particulièrement, ces aspects concernent :
1. Le temps nécessaire à la maintenance du logiciel (débogage, validation).
2. Le temps passé dans les nouveaux développements et leurs intégrations dans l’outil.
3. Le temps requis à la génération de la documentation développeur et des mises à jour.
4. Le temps de création de la documentation utilisateur et des mises à jour.
5. Le temps dépensé pour les tâches de pré-traitement (géométrie, C.L., paramètres de
calculs, etc).
6. Le temps machine d’exécution des calculs.
7. Le temps de gestion et de suivi des calculs par les utilisateurs.
8. Le temps indispensable à l’analyse et plus particulièrement aux tâches requises lors
du post-traitement (extraction de données, tracés, etc).
L’architecture concerne directement les points 1 à 4 et 6. Les points 5, 7 et 8 peuvent égale-
ment être améliorés par la conception du programme et les choix techniques réalisés. Comme
premier exemple réalisé dans ce projet : l’abandon du format natif SOL des solutions MC3
vers un format standard, public, maintenu activement, très optimisé et largement diffusé tel
que VTK, permet de s’affranchir du développement, de la maintenance et de la génération
de plugins de lecture pour les outils de visualisation et de post-traitement tels que Visit ou
Paraview. En second exemple, le passage au langage de programmation C++, combiné à un
environnement de développement moderne et efficace, permet d’améliorer principalement les
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points 1 à 4 et 6 d’un facteur important. Les points 5, 7 et 8 sont indirectement améliorés en
autorisant l’utilisation de librairies graphiques, de librairies de calculs parallèles et de nou-
veaux outils modernes plus intuitifs pour les utilisateurs. Les futurs développeurs auront la
responsabilité de la documentation du code source, de la validation et des tests automatiques.
La mise en place de l’outil Doxygen pour la gestion de la documentation et de l’outil GIT
pour la gestion des versions du code source permettront d’améliorer la qualité logicielle sur
les points 1 à 4.
Les critères de design qui ont guidés l’élaboration de la nouvelle architecture s’appuient sur
différents ouvrages de référence, apportant une culture sur l’architecture logicielle. Hofmeis-
ter et al. [42] proposent un ouvrage très complet sur les bonnes pratiques et les techniques
pour produire des designs architecturaux de qualité. Ils proposent des concepts pour déter-
miner les priorités dans les besoins et quelques clefs pour aboutir avec succès à une solution
architecturale. Bosch [14] avance une approche plus industrielle dans le design d’architectures
logicielles. Albin [4] traite le sujet dans son ensemble et aborde avec précision le thème des
cadres de travail pour l’architecture logicielle. Bass et al. [8] donnent une vision plus appliquée
et plus moderne des bonnes pratiques et des concepts architecturaux, avec une description
des cycles de vie. Leur philosophie se base profondément sur des critères de qualité. Busch-
mann et al. [17] proposent des modèles de conception à différents niveaux d’abstraction afin
d’orienter la conception d’architecture logicielle. Les modèles se basent sur l’expérience et se
combinent pour développer tout un système de modèles multi-niveaux. Clements et al. [23]
se focalisent plutôt sur l’aspect de la documentation de l’architecture. En effet, la conception
architecturale est une étape de la création, sa description permet qu’elle soit comprise et
communiquée avec succès aux différents protagonistes du projet.
Afin de décrire notre architecture, on propose d’utiliser les diagrammes de la norme UML
[84]. Dans cette thèse, les diagrammes de cas d’utilisation (Figure 5.2), d’activité (Figure
5.3) et de classes (Figure 5.4) seront présentés. Ils représentent les principaux diagrammes
d’intérêts pour la description architecturale.
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Figure 5.2 Cas d’utilisation
On distingue trois types d’utilisation distincts suivant le type de calcul, certaines physiques
seront alors actives. Le diagramme d’activité pour le programme principal est présenté à la
figure 5.3. Son rôle est de récupérer les options transmises en arguments et de créer/lancer le
solveur multi-physiques ("Créer/Lancer solveur"), contrairement au cas de MC3 qui remplis-
sait une partie des rôles du solveur. Les actions conditionnelles dépendent du type de calcul
sélectionné et/ou de l’instant dans le calcul. Par exemple, avant la séparation des contacts
électriques seul le calcul de mécanique des fluides est réalisé, puis lorsque l’arc apparaît les
autres physiques sont à leur tour résolues. Le diagramme de classes pour le paquet du sol-
veur multi-physiques est présenté à la figure 5.4. Les classes sont simplifiées pour améliorer
la visibilité de la figure. Chacune d’entre elles est indépendante. Ainsi pour écrire un solveur
personnalisé, un développeur peut intégrer seulement les physiques pour lesquelles il est in-
téressé, aux dépendances près, telles que le maillage par exemple ou ajouter de nouveaux
modules. Le diagramme de paquetages est très similaire au diagramme de classes et n’est
donc pas présenté dans ce document. En effet, le découpage du solveur et les groupes de
classes correspondent à la représentation qui est faite sur le diagramme de classes.
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Figure 5.3 Diagramme d’activité
114Figure 5.4 Diagramme de classes (simplifiées) pour le paquet du solveur multi-physiques
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5.4 Est-ce la bonne architecture ?
Les acquis de l’expérience faite avec MC3 ont été fortement mis à contribution dans la dé-
marche de conception. La structure proposée permet un équilibre entre les compromis de
performance en vitesse d’exécution, de facilité de maintenance et d’évolutivité de l’outil. La
compréhension et la lisibilité du code source sont grandement améliorées par l’architecture
proposée et le style d’implémentation. La combinaison avec la documentation intégrée Doxy-
gen et le système de gestion de version GIT permet de réduire beaucoup les temps nécessaires
à la prise en main, à la maintenance du code et aux tests unitaires de validation, tout en
réduisant de manière importante les coûts financiers associés (points très majoritaires dans
l’ancien outil MC3).
Selon la norme ISO 25010 (exigences et évaluation de qualité des systèmes et du logiciel),
tous les indicateurs de la qualité du logiciel sont améliorés :
— La capacité fonctionnelle, qui répond, selon un certain taux de couverture, aux exi-
gences des clients (ingénieurs de conception, de calcul) et/ou à la spécification, a été
améliorée. DansMC3 des fonctionnalités requises par les utilisateurs étaient absentes,
comme par exemple la possiblité de réaliser des calculs avec deux arcs consécutifs
(calcul OCO).
— La fiabilité a été fortement augmentée : les tests unitaires réussissent tous et sont
importants car un défaut mineur peut générer des défaillances majeures. De plus, la
tolérance aux erreurs utilisateurs et matériel est gérée, et plus importante que dans
MC3, sujet à de nombreuses erreurs de segmentation par exemple. L’architecture
répond au besoin de décomposer indépendamment et facilement les modules pour
réaliser les tests de validation.
— La performance est beaucoup plus importante qu’auparavant (section 4) et le rap-
port entre les ressources matérielles utilisées et la quantité de résultats délivrés sont
largement augmentés.
— La facilité d’utilisation est améliorée : la compréhension, l’apprentissage et l’exploita-
tion sont aisés. Lors des erreurs d’utilisation, l’utilisateur est guidé, ce qui n’entraîne
pas d’erreur de dysfonctionnement.
— La maintenabilité et l’extensibilité sont aisées, tel que décrit ci-haut, la complexité du
code est réduite et le respect des règles de codage et de conception est renforcé. Ces
points étaient très critiques pour MC3.
— La portabilité est conservée : malgré certaines parties critiques, écrites directement
en assembleur ou à l’aide de fonctions de vectorisation intrinsèques, la portabilité
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est assurée pour les futures générations de processeur à architecture X86_64 dont la
rétro-compatibilité est continue de génération en génération (très pérenne).
— La confiance dans l’outil est améliorée grâce aux tests de régression et aux vérifications
des données d’entrées utilisateurs (robustesse et tolérance aux erreurs utilisateurs).
L’interface graphique, qui accompagnera le solveur, renforcera encore plus ces indicateurs de
qualité et ajoutera de nouvelles améliorations concernant les critères de confort et de plai-
sir d’utilisation (ISO 25010) et constituera des développements futurs chez l’industriel. Le
patron de conception sera basé sur le Modèle-Vue-Contrôleur (MVC), dans lequel l’inter-
face graphique sera indépendante de la partie contrôle et de la partie solveur (distribué sur
un cluster de calcul). La nouvelle structure C++ sous forme de classes rend l’interconnexion
multiphysiques naturelle dans le paquet du solveur multiphysiques (Figure 5.4) si bien qu’au-
cun patron de conception spécifique ne lui est réellement appliqué. Néanmoins, le paquet du
solveur multiphysiques agit comme l’interface de communication entre les différents objets
dynamiquement créés lors de l’exécution, et présente quelques points de similitudes avec le
patron Puppeteer Pattern, analysé dans un contexte de modélisation multiphysiques par Rou-
son et al. [107] . De plus, la décomposition en terme de tâches exécutées en parallèle a été
réalisée à différents niveaux d’imbrication. En effet, pendant la même itération, toutes les
physiques ont été rendues indépendantes et les appels et les résolutions sont réalisés avec des
tâches parallèles non-bloquantes imbriquées. Les résolutions ne nécessitent pas de synchro-
nisation, excepté avant l’intégration temporelle et à la fin d’une itération. Le scheduler de la
bibliothèque TBB se charge de mapper dynamiquement les tâches sur les threads selon les
contraintes du matériel (proximité en cache, affinité au fil des itérations, etc). Ainsi, la vitesse
d’exécution et la scalabilité sont élevées (Figure 5.10) même lorsque la taille du problème
reste contenue et les performances continueront de s’améliorer avec les générations futures
de CPU, sans efforts particulièrement importants.
Le passage d’un langage procédural (FORTRAN 77) à un langage orienté objet (C++) a
aussi permis de mieux structurer le code source tel qu’illustré sur la figure 5.5 qui représente
le graphe d’appel des fonctions.
Tous ces éléments ainsi que les performances qui sont au rendez-vous (section suivante), nous
permettent d’affirmer que l’architecture semble bien adaptée, et seules les futures années
d’exploitation pourront le confirmer.
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Figure 5.5 Aspect structurel : MC3 original (à gauche) et la nouvelle conception (à droite)
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5.5 Estimation des gains de performance
5.5.1 Protocole de test
Afin de comparer les résultats de performance en se plaçant dans une configuration proche
de l’utilisation industrielle, une géométrie semblable à celle d’un disjoncteur haute-tension
est utilisée (Figure 5.6). Une simulation de coupure d’un arc électrique de court-circuit de
15.7 millisecondes est réalisée avec un appareil à différentes positions d’ouverture. Trois po-
sitionnements sont choisis : après séparation (+0.2 ms) ; à mi-course d’ouverture (+6 ms)
et à pleine course d’ouverture (+12 ms). De cette façon, l’arc est de différentes tailles, les
calculs des termes sources associés représentent donc des proportions variables de temps ma-
chine. Le domaine de calcul actif des termes sources croît avec les pas de temps. Pour les
trois calculs, cinq microsecondes de simulation sont réalisées, soit environ 300 itérations pour
mesurer le temps d’exécution et les maillages comportent environ cent-quinze-mille éléments.
Avec ce court instant de simulation, l’adaptation de maillage ne transforme quasiment pas
le maillage qui est presque immobile, les comparaisons entre la version de référence de MC3
et la version optimisée sont donc représentatives. Les trois solutions initiales sont identiques
entre la version de référence de MC3 et la version optimisée.
5.5.2 Résultats
Calcul
Les trois simulations produisent des résultats similaires (Figure 5.6) entre la version de ré-
férence de MC3 et la version optimisée. Cependant, une validation complète de l’outil sera
requise et elle sera effectuée chez l’industriel lors de la phase d’industrialisation. En effet, de
nouveaux cas industriels et tests unitaires seront nécessaires pour valider le nouvel outil dans
son ensemble avec une configuration multi-physiques complète.
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Figure 5.6 Résultats de la simulation multiphysiques à mi-ouverture (+6 ms)
Mémoire
Le tableau 5.1 présente des résultats généraux de mesures réalisées sur le même système que
celui utilisé pour la phase d’analyse (Intel Core i7-6700k (4 cœurs, 4x 256Ko L2-8MB L3), 32
GB DDR4@2400 Mhz 15-15-15-35). La mémoire a été optimisée tant du point de vue de la
taille utilisée (la plus grande réduction provient du retrait du solveur LU) que de l’efficacité
des accès (tableau 5.1 et Figure 5.7).
Tableau 5.1 Récapitulatif d’éléments de performance
thèmes Passé Présent Évolution
Usage DRAM ≈ 900Mo ≈ 87Mo ↘ 10×
Débit moyen DRAM 1.4 GB/s 10.1 GB/s ↗ 7×
Latence moyenne accès 27 cycles CPU 7 cycles CPU ↘ 4×
Remarque : L’usage mémoire est fortement réduit, avec les générations de CPU suivantes qui
possèdent plus de cache (60 MB L3/CPU pour certains modèles !), un système NUMA@4 so-
ckets pourrait être suffisant pour rendre le programme dit "cache only", c’est à dire qu’aucun
accès à la mémoire DRAM serait alors réalisé. Cela présente le potentiel d’une accéléra-
tion supplémentaire très importante car toutes les données seraient conservées en cache et
simultanément. Alors, les limitations dues à la latence de la DRAM seraient éliminées.
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Figure 5.7 Temps passé en fonction de la bande passante mémoire
Temps CPU
D’après les vitesses d’exécution mesurées pour les trois instants de simulation calculés, le
facteur global d’accélération entre la version de référence de MC3 et la version optimisée, est
estimé entre 30 à 100 fois, et dépend de la configuration géométrique et électrique du calcul.
Les prochaines figures (5.8 et 5.10) montrent une nette amélioration vis-à-vis des mesures
réalisées lors de l’analyse générale de MC3 (section 4.3.1). La complexité algorithmique
(Figure 5.8) est maintenant plus proche de O(n log n).
Figure 5.8 Optimisation : complexité algorithmique (maillage fixe)
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Pour la suite des mesures, le système utilisé est Cedar (Compute Canada), dont la confi-
guration est du type NUMA@4 sockets Intel Xeon E7-4809v4 (8 cores/socket, 8x 256Ko
L2-20MB L3, DDR4@1866Mhz). Les temps de calcul sont relativement bien équilibrés entre
chaque physique (Figure 5.9), ce qui signifie que, pour ce cas test, l’assignation du nombre de
threads par physique minimise le temps de calcul global. Néanmoins, l’équilibrage de charge
et l’affinité des threads devront être optimisés lors de la phase d’industrialisation afin d’être
adaptés à un large spectre de configurations de calcul.
Figure 5.9 Répartition du temps de calcul en fonction des physiques
La scalabilité de la version parallèle de référence deMC3 n’est pas très bonne : au-delà de six
cœurs utilisés, un ralentissement de la vitesse d’exécution est observé. La figure 5.10, présente
les améliorations apportées par la version optimisée de MC3, dont la limite de scalabilité
dépasse vingt cœurs. La limite de la scalabilité augmente avec la taille du problème.
Figure 5.10 Scalabilité après optimisation (≈ 115 000 éléments)
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CHAPITRE 6 INTÉGRATION D’UN NOUVEAU MODÈLE DE
COUPLAGE DE MÉCANIQUE DES FLUIDES 2D AXISYMÉTRIQUE 3D
6.1 Motivation
La résolution en 3D a le potentiel d’améliorer la fidélité des résultats numériques versus les
mesures d’essais. Cela renforce également la prise en compte des phénomènes à différentes
échelles de temps et d’espace présents lors de l’opération d’un disjoncteur haute-tension.
Bien que la mise en place de calculs tri-dimensionnels soit de manière générale de plus en
plus praticable et pratiquée, le temps nécessaire aux opérations de génération de maillage et
de résolution, ainsi que l’impact financier associé aux matériels requis pour exécuter de larges
simulations 3D restent coûteux. D’un point de vue industriel, les calculs sur des domaines
pleinement 3D ne sont pas toujours justifiés. En effet, lorsqu’une grande partie du domaine
est 2D axisymétrique par nature, ainsi que l’écoulement fluide associé, alors un calcul 3D
complet n’est pas justifié. Cette remarque s’applique parfaitement au cas des simulations
numériques des disjoncteurs haute-tension où l’utilisation de parties 3D en complément des
parties 2D axisymétriques classiques représenterait un excellent compromis en pratique. En
effet, la précision des simulations peut être améliorée tout en limitant le coût global de
la simulation complète. Pour réaliser ce couplage, et améliorer la fidélité des solutions de
MC3, nous avons donc besoin d’une méthode pour coupler des calculs 3D avec des calculs
2D axisymétriques au sein d’un seul et même outil de simulation. Dans ce chapitre, on
propose une nouvelle méthode de couplage fluide capable d’être intégrée dans un unique
solveur arbitrairement 2D-3D, et ainsi de répondre aux besoins des simulations numériques
de l’opération des disjoncteurs haute-tension.
6.2 Les méthodologies de couplage existantes
Plusieurs auteurs ont proposé des couplages multi-dimensionnels tels que Zou et al. [134] qui
simulent les turbines sous enveloppe, en étendant des modèles 1D vers des distributions 2D
à une interface de couplage par une méthode de mise à l’échelle. Chen et al. [21] proposent
de coupler des domaines 2D et 3D pour la simulation des écoulements de rivière avec une
méthode FSC (Free Surface Correction) basée sur une procédure prédicteur-correcteur. Ce-
pendant, cette approche est difficile à adapter à d’autres modélisations physiques. Dans la
littérature, d’autres méthodes existent pour des couplages en général pour le même nombre
de dimensions. Parmi les méthodes très pratiquées de couplages de type spatial ou multi-
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fidélités (voir classification section 2.3) qui pourraient nous inspirer, on retrouve les techniques
de maillages superposés chimères. Des interpolations sont alors pratiquées entre les différents
maillages pour obtenir une solution locale unique. Ceci se prête bien par exemple aux solu-
tions 2D-2D ou 3D-3D, cependant dans le cas 2D-3D, une simple interpolation de la solution
entre les maillages ne peut être réalisée : quelle est la solution prédominante/la plus réaliste,
la solution 2D ou la solution 3D ? Les techniques chimères sont également largement utilisées
pour les problèmes multiphysiques couplés avec la mécanique des fluides, par exemple : Ryan
et al. [110] couplent la CFD avec les calculs acoustiques (CAA), Miller et al. [77] réalisent
un couplage Fluide-Structure (FSI), Schwartz et al. [113] couplent les calculs d’ailes d’avion
avec celui des nacelles supportant les moteurs, Wang et al. [126] gèrent des corps mobiles.
Les simulations des composants de turbomachines considèrent généralement un seul passage
ou secteur de distributeurs, des interfaces d’interpolation sont alors nécessaires. Ces interpo-
lations sont réalisées avec des techniques à base de General Grid Interface (GGI), telle que
l’interface mixingPlane notamment intégrée à Fluent [6] et à OpenFOAM puis améliorée par
Beaudoin et al. [9]. L’inconvénient majeur de ces méthodes est qu’elles ne sont pas conserva-
tives, des moyennages sont effectués au niveau des interfaces, lissant également la solution en
ajoutant de la diffusion numérique. Dans MC3, on a besoin de la capacité de transférer des
chocs à travers les interfaces de couplage (dont les directions ne sont pas connues a priori). A
notre connaissance, aucune méthode de couplage de calcul d’écoulement fluide compressible
entre des régions 3D et 2D axisymétriques proposée dans la littérature ne peut répondre
aux besoins de couplage pour la simulation numérique de l’opération des disjoncteurs haute-
tension dans MC3. Nous devons donc développer une nouvelle méthode de couplage dont les
pré-requis sont énoncés à la section suivante.
6.3 Considérations générales et description des prérequis du modèle de couplage
6.3.1 Hypothèses et pré-requis
D’après les caractéristiques de l’écoulement fluide, le couplage doit :
— autoriser le transfert d’information de manière bi-directionnelle, c.à.d. pour des direc-
tions d’écoulement de la partie 2D axisymétrique vers la partie 3D, et inversement,
puisque la direction de l’écoulement n’est pas connue a priori et peut changer en
fonction du temps et/ou de la position.
— fonctionner pour des écoulements subsonique ou supersonique à travers l’interface, car
l’écoulement peut être hautement compressible et supersonique dans certaines régions.
— respecter la conservation de la masse, de la quantité de mouvement et de l’énergie.
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— être réalisé entre des espaces de coordonnées 2D axisymétriques (~r, ~θ, ~z) et 3D (~x, ~y, ~z)
6.3.2 Choix d’implémentation réalisés
L’hypothèse d’un fluide non visqueux est supposée :
— Équations d’Euler.
La méthode des volumes finis (FVM) est utilisée :
— La méthode de couplage doit être compatible avec la méthode des volumes finis.
6.4 Méthodologie de couplage 2D axisymétrique 3D proposée
6.4.1 Philosophie du couplage
Dans le but de coupler des régions 3D et 2D axisymétriques, on propose de coupler les
flux numériques 3D et 2D échangés entre les volumes de contrôle adjacents reposant sur une
interface de couplage. Dans la méthode des volumes finis, sans perte de généralité, les cellules
sont toujours traitées en tant que volumes de contrôle tri-dimensionnels, ainsi nous pouvons
considérer les cellules 2D axisymétriques dans la zone de couplage comme des cellules 3D,
comme exposé à la figure 6.1. Ces volumes sont obtenus par révolution de la surface 2D des
cellules autour de l’axe de symétrie (r = 0).
Figure 6.1 Traitement des cellules 2D axisymétriques couplées en tant que volumes 3D
La révolution de l’ensemble des côtés couplés des cellules 2D autour de l’axe de symétrie
génère une surface, pas nécessairement plane, définissant l’interface de couplage. De part et
d’autre de cette interface, reposent les cellules utilisées pour calculer les flux numériques. Les
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faces couplées des volumes 3D, de formes arbitraires, s’appuient sur l’interface de couplage,
telle qu’illustrée à la figure 6.2.
Figure 6.2 Couplage tétraèdres (3D) <-> triangles (2D axisymétrique)
Les flux (un pour chaque équation dans le système (3.1)/(6.1)) sont échangés entre les cellules
voisines à travers leur surface de contact. Ainsi, de multiples cellules 3D voisines pourront
contribuer à une seule cellule 2D axisymétrique (voir Figure 6.2), selon des critères de confor-
mité de maillage qui seront détaillés à la section 6.4.3.
Comme on peut le remarquer, les cellules 3D doivent échanger cinq flux à travers les faces de
leur volume, alors que les cellules 2D axisymétriques en échangent seulement quatre car il y a
une équation de moins pour la conservation de la quantité de mouvement. Dans la prochaine
section, on propose une méthode de prise en compte de cette différence dans le nombre de
flux.
6.4.2 Système d’équations
Le système d’équations d’Euler décrivant un écoulement de fluide compressible 2D axisy-
métrique et non visqueux est le système (3.1) précédemment introduit. L’extension de ce
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avec ρ la masse volumique, P la pression, ~W = u.~x + v.~y + w.~z le vecteur vitesse et E =
e+ 12 ||W ||2 l’énergie totale où e est l’énergie interne.
Le système d’équations 2D (3.1) et le système d’équations 3D (6.1) sont résolus indépen-
damment par la méthode des volumes finis (FVM) basée sur le schéma numérique de Roe
[106] précédemment décrite dans la section 3.2.1. Les lois de conservation sont intégrées sur
chaque cellule/volume pour obtenir l’ensemble discret d’équations. Le champ des variables
est interprété comme une valeur moyenne sur chaque volume. Lors de la procédure de calcul,
des flux numériques sont échangés à travers les faces des volumes finis adjacents, qui peuvent
être de n’importe quel type.
Cependant, il y a toujours une disparité dans le nombre de flux à traiter, puisque le système
(6.1) possède une équation de plus que l’équivalent 2D axisymétrique pour la conservation
de la quantité de mouvement. De plus, l’équation de conservation d’énergie est également
différente car l’expression du terme d’énergie cinétique est différente. La solution la plus
aisée serait d’ignorer une des équations de quantité de mouvement lors de l’échange des flux,
cependant cette solution n’est pas totalement conservatrice.
Pour des écoulements simples, cette portion peut être ignorée mais pour des écoulements plus
complexes, cette portion n’est plus négligeable, et la totalité de la quantité de mouvement
doit être transférée d’une certaine manière. Ce qui conduit à échanger totalement les cinq
flux 3D avec les cellules 2D axisymétriques.
Nous proposons alors de considérer la troisième composante de vitesse dans le système d’équa-
tions 2D axisymétriques (spatialement appliquée uniformément dans tout le domaine 2D dans
notre cas), le but étant d’obtenir le même nombre d’équations que le système 3D d’une part,
et de supporter des écoulements complexes d’autre part. Cette nouvelle composante de vi-
tesse sera transportée dans le domaine de la même manière que la convection d’une quantité
scalaire.
Afin d’étendre le système d’équations 2D axisymétriques, on s’inspire de la procédure de
Champmartin et al. [11], qui traitent des écoulements multi-matériaux avec symétrie cy-
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lindrique. On exprime tout d’abord les équations d’Euler 3D en coordonnées cylindriques
(r, θ, z) et on pose la symétrie cylindrique (∂...
∂θ
= 0), le but étant de découpler une des trois
équations de quantité de mouvement des autres équations du système (6.1). Ce qui conduit




























































)) = 0 (6.6)
Avec E l’énergie totale, composée de l’énergie interne e et de l’énergie cinétique 12‖u‖2. Le
système est fermé en utilisant une équation d’état.
Les équations dans ce nouvel ensemble sont couplées par l’intermédiaire de l’équation d’éner-
gie (6.6), où E = e + 12‖ur‖2 + 12‖uθ‖2 + 12‖uz‖2, il faut alors les rendre indépendantes. On
remplace le terme d’énergie totale E dans l’équation d’énergie par l’énergie totale partielle
E∗ de la forme :
E∗ = e+ 12‖ur‖
2 + 12‖uz‖
2 = E − 12‖uθ‖
2 (6.7)

























































































































En utilisant l’équation (6.5) et en y remplaçant uθ par u
2
θ










































Ainsi, on peut maintenant séparer le système d’équations en deux sous-systèmes. Le premier
sous-système inclut les équations : (6.2), (6.4), (6.3) et (6.12), tandis que le second système est
constitué seulement de l’équation (6.5), qui est l’équation de transport pour uθ. Le premier
sous-système est indépendant de uθ, excepté pour les équations (6.4), (6.5) et (6.12) où de
nouveaux termes sources apparaissent.
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avec ρ la masse volumique, P la pression, ~V = (ur, uz)T le vecteur vitesse et E∗ = e+ 12 ||V ||2
l’énergie totale où e est l’énergie interne.
En comparaison avec le système d’équations 2D axisymétrique (3.1), le premier sous-système
(6.13) à résoudre diffère seulement par la présence de termes source supplémentaires. Ainsi, ce
sont les mêmes flux que ceux du cas pleinement 2D axisymétrique qui doivent être calculés,
avec le seul ajout de ces termes sources (dus uniquement à la présence de uθ). Quand uθ
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s’annule, E∗ = E et les équations résolues deviennent identiques à 3.1.
Concernant le second sous-système (équation 6.5), la quantité ρuθ est transportée dans le
domaine à la vitesse de convection ~V (ur, uz). D’un point de vue numérique, une procédure
amont est utilisée pour calculer ces flux convectifs.
Finalement, l’intégration des équations sur les volumes de contrôle Ω conduit au schéma
volumes finis :
U∗,n+1 = U∗,n − ∆t∆Ω
∫
∂Ω
( ~F ∗r , ~F ∗z )T . ~n dSΩ −∆t ~Q∗,n, (6.14)
et





( ~Fθ,r, ~Fθ,z)T . ~n dSΩ −∆t ~Qnθ , (6.15)
Avec ~n ∈ R2, la normale unitaire sortante et SΩ les surfaces des volumes de contrôle. Les
flux Fθ sont obtenus par une procédure amont dont la direction de propagation dépend de la
solution de Roe (méthode découplée de Larrouturou [60]). De plus, les termes source Q sont
intégrés sur les volumes de contrôle en utilisant une discrétisation centrée sur les cellules et
sont considérés constants par élément.
Dans la procédure de résolution, le calcul des flux reste indépendant, comme pour une for-
mulation volumes finis classique. Seule une condition limite spécifique est introduite pour
signaler la position de l’interface de couplage entre les domaines de différentes dimensions.
Puis, les flux couplés entre les cellules 2D axisymétriques et les cellules 3D sont calculés en
utilisant les états de part et d’autre, écrits dans le même repère de coordonnées (r, θ, z), donc,
ayant le même nombre de composantes de vitesse. De la sorte, la condition de conservation
de la méthode de couplage est renforcée. Les cellules 3D couplées vont contribuer aux cel-
lules 2D axisymétriques adjacentes dans des proportions partielles relatives à leurs surfaces
de contact (d’échange) si le maillage n’est pas conforme, ou, complètes si le maillage est
conforme. Ces considérations de maillage sont décrites dans la section suivante. Le nouveau
système d’équation 2D axisymétriques a aussi l’avantage de pouvoir traiter les cas des arcs
tournants dans les simulations MC3, ce qui était impossible avec la formulation axisymé-
trique originale (3.1). De plus, la nouvelle méthode est avantageusement indépendante du
schéma numérique de calcul des flux (Roe, AUSM, HLL...).
6.4.3 Aspects géométriques et traitement des flux
Conformité de maillage
Par conception des algorithmes de la méthode de couplage proposée, aucune superposition
de maillage n’est nécessaire. C’est un avantage vis-à-vis des méthodes de type chimère qui
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peuvent s’avérer moins précises et moins rapides. En effet, dans les régions où les maillages
se superposent, plus de calculs sont réalisés car les domaines de calcul sont plus étendus et la
solution est ensuite localement interpolée entre les deux maillages. La conservation de toutes
les propriétés fluides n’est alors possible qu’avec des interpolations conservatives.
La figure 6.3 illustre la définition au sens du couplage de la conformité de maillage. Une
cellule 3D peut contribuer à une seule cellule 2D dans le cas où le maillage est conforme ou
à plusieurs s’il est non-conforme. Dans ce dernier cas, le coefficient 0 < βi→k ≤ 1 permet
alors de prendre en compte le ratio de la surface Si f3D de la facette 3D, i, effectivement en







Lorsque le maillage est conforme βi→k = 1. Étant donné la facétisation 3D, la somme des
surfaces des facettes 3D n’est pas égale à la surface 2D axisymétrique. Dans le cas d’un
écoulement dans un canal, la section de passage du fluide varie brutalement. Pour assurer la




i (βi→k × Si f3D)
Figure 6.3 Conformité des maillages au sens du couplage
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Finalement, la contribution d’un élément 3D vers un élément 2D axisymétrique s’écrit :
contribution = αk ×
nf3D∑
i
(βi→k × Si f3D × Fi→k)
Pour l’élément 3D, cette contribution est simplement retranchée (traitement FVM standard).
Pour les couplages axiaux le même principe de calcul est appliqué.
Cette souplesse dans la gestion des maillages permet d’utiliser les maillages de MC3 sans
contrainte spécifique. La création, la gestion des maillages 2D et 3D et la résolution des
équations 2D et 3D (mise à part dans la région couplée) sont toutes des opérations indépen-
dantes. La correspondance des éléments voisins 2D-3D est à créer et maintenir à jour si les
maillages sont adaptatifs et/ou mobiles. L’efficacité globale et la souplesse d’utilisation de la
méthode de couplage sont donc excellentes. Il est facilement possible d’étendre la méthode
de couplage à d’autres physiques modélisées en utilisant la méthode des volumes finis.
Maillages utilisés pour la validation
La figure 6.4, illustre une partie des maillages que nous avons utilisés pour valider la méthode
de couplage. En pratique, les volumes de contrôle qui sont les plus proches de l’axe doivent
être raffinés pour prendre en compte une capture de la géométrie et/ou du maillage 2D
correcte telle que les maillages 2 et 4 sur la figure 6.4.
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Figure 6.4 Maillages pour le couplage
Caractéristiques des maillages :
— le maillage no 1 comporte 600(a)/9600(b) cellules cartésiennes et 121 000(a)/341
000(b) tétraèdres environ, la taille spécifique des côtés est de h = 0.01 m / h =
0.0025 m,
— le maillage no 2 est constitué de 2000 triangles et d’environ 125 000 tétraèdres pour
une taille caractéristique de h = 0.04 m,
— le maillage no 3, utilisé pour les couplages radiaux, comporte 2000 triangles et 72 000
tétraèdres pour une taille de h = 0.05 m,
— le maillage no 4 est prévu pour le cas de vérification sur géométrie semi-industrielle
avec 2000 triangles et 192 000 tétraèdres.
Il y sera fait référence dans la prochaine section où les résultats de validation sont présentés.
6.5 Résultats et discussion
Dans cette section, on présente uniquement les résultats pour la version de couplage utilisant
des maillages conformes. Afin de faciliter les étapes de vérification de la méthode de couplage,




Écoulement à vitesse nulle - non-tourbillonnant (uθ = 0.0)
Le premier cas test est un écoulement stationnaire et la géométrie est un tube de diamètre
0.4 m, où la vitesse de l’écoulement est nulle (on n’impose aucune vitesse à l’entrée). Une
région 2D axisymétrique est couplée avec une région 3D, toutes deux de longueur L = 20 m.
Le maillage no 2 est utilisé. Ce cas test permet de s’assurer qu’aucun écoulement n’est généré
à l’interface de couplage.
Les conditions aux limites sont décrites sur la figure suivante :
Figure 6.5 Conditions aux limites - cas à vitesse nulle
Conditions intérieures
ρ [kg.m−3] V [m.s−1] T [K] P [Pa]
10.0 0.0 300.0 861, 000
Plusieurs milliers d’itérations sont réalisées pour vérifier si le couplage reste conservateur
(l’écoulement doit rester constant et ne pas créer/perdre de la masse ou de l’énergie). Les
résultats de la figure 6.6 confirment la conservation, après 200 000 itérations, de petites varia-
tions de l’erreur ε autour de la valeur nulle (à la précision arithmétique de la machine près)
apparaissent. Ceci confirme (à ε près) qu’aucune création de masse ni de vitesse n’intervient
lors de l’utilisation du couplage.
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Figure 6.6 Conservation des quantités dans le domaine de calcul
Écoulement à vitesse constante (non nulle) - non-tourbillonnant (uθ = 0.0)
Ce cas stationnaire utilise la même géométrie et conditions aux limites que le cas précédent,
mais on impose maintenant des conditions de pression à l’entrée et la sortie pour générer un
écoulement :
Figure 6.7 Conditions aux limites - cas à vitesse constante
Une vérification de la différence de débit massique et de débit d’énergie entre l’entrée et
la sortie du domaine est réalisée. Le débit de masse/énergie entrant doit être égal (à une
déviation ε près) au débit de masse/énergie sortant, l’écart est présenté à la figure 6.8.
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Figure 6.8 Écarts des débits massique et énergétique entre l’entrée
et la sortie
Les écarts des débits massique et énergétique entre l’entrée et la sortie restent très petits au
cours des 200 000 itérations, confirmant qu’aucune masse ou énergie n’est créée (à ε près) en
utilisant le couplage avec une vitesse constante. Les très petites déviations sont attribuables
aux erreurs de calcul en virgule flottante.
Transport d’un tourbillon à vitesse constante (uθ = 10.0 m.s−1)
Le transport d’un tourbillon constant par un champ de vitesse constante permet de vérifier
que uθ est transporté correctement entre les domaines 2D axisymétrique et 3D. De plus, la
géométrie et la position finales du tourbillon sont prédictibles puisque le champ de transport
est constant. La même géométrie et une configuration identique sont toujours utilisées, mais
une région carrée (un tore par révolution autour de l’axe de symétrie) est initialisée à la
vitesse azimutale constante uθ = 10.0 m.s−1. Le maillage no 1a est utilisé. La figure 6.9 et le
tableau suivant fournissent les détails de la configuration.
Configuration de l’écoulement
ρ [kg.m−3] V [m.s−1] T [K] P [Pa] uθ [m.s−1]
1.0 30.0 300.0 86, 100 10.0
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Figure 6.9 Configuration pour le transport uθ du domaine 2D axi-
symétrique au domaine 3D
Après le transport, le tore ne devrait pas être déformé (à la diffusion numérique près) et
devrait avoir conservé l’amplitude de uθ constant.
La figure 6.10 indique que le profil de vitesse uθ est bien conservé malgré le fait que la
diffusion numérique le lisse quelque peu. Ainsi, la méthode de couplage fonctionne bien pour
un écoulement de fluide en provenance de la région 2D axisymétrique.
Figure 6.10 Transport de uθ du domaine 2D axisymétrique au do-
maine 3D, vue du profil de vitesse uθ le long de ~z à différents temps :
t = 0.0, t = 0.005 et t = 0.01
La figure 6.11 montre les résultats de la simulation durant le transfert à travers le couplage,
où l’on peut constater une transmission correcte de la vitesse uθ à travers l’interface.
137
Figure 6.11 Transport de uθ du domaine 2D axisymétrique au do-
maine 3D, vue du champ de vitesse uθ
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Transmission d’un écoulement tourbillonnant 3D (uθ = f(x, y, z, t) )
Un écoulement pleinement en rotation dans le tube est transmis d’une région 3D vers une
région 2D axisymétrique (voir Figure 6.12). uθ est fonction de la position dans le domaine
et du temps. À l’entrée, on impose la vitesse (ur = 0.0, uθ = r × α, uz = 30.0) (avec, r le
rayon et le coefficient constant α = 100.0) pour créer un écoulement en rotation dans le tube.
L’écoulement est en rotation à une vitesse dépendante du rayon, en conservant r× uθ = cst.
Ainsi on peut vérifier la déviation entre les champs de vitesse 3D et 2D axisymétrique. Le
maillage no 1-b est employé.
Figure 6.12 Configuration pour le transport de uθ du domaine 3D
au domaine 2D axisymétrique
Le tube est de rayon R = 0.2 m et de longueur L = 0.6 m. La figure 6.13 montre la solution
quasi-stationnaire, les résultats sont filtrés pour des valeurs de uθ ≈ 10.0 m.s−1±0.01 m.s−1.
Figure 6.13 Solution (quasi-stationnaire) pour le transport de uθ du
domaine 3D au domaine 2D axisymétrique . Filtrage et affichage de
la solution pour r×α = uθ ≈ 10.0 m.s−1±0.01 m.s−1 ( La solution
2D est masquée pour améliorer la visibilité sur la figure)
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La vérification du transfert de l’information durant la traversée du couplage est faite en com-
parant la dispersion spatiale de la quantité 1
r
× uθ = α pour différents rayons à la fois dans
les parties 2D axisymétrique et 3D. uθ doit varier linéairement avec le rayon de 0.0 m.s−1 à
20.0 m.s−1, la comparaison est affichée sur la figure (6.14) où uθ est dessinée pour trois rayons.
Figure 6.14 Écart de uθ versus sa valeur théorique (variable avec le
rayon, 3 sont tracés)
Les résultats du transfert, du domaine 3D au domaine 2D axisymétrique, s’accordent très
bien avec la solution attendue, le couplage fonctionne bien également lorsque l’écoulement
provient de la région 3D.
Sur la figure (6.14), on observe plus de fluctuations de uθ dans le domaine 3D que dans le do-
maine 2D. Le maillage 2D, de type cartésien, donne des résultats plus stables que le maillage
3D composé de tétraèdres, plus sensibles aux erreurs de calculs en virgule flottante (projection
des vitesses sur la normale ~n, calcul des volumes, des surfaces, erreurs d’arrondi...). L’inten-
sité des fluctuations est plus importante pour les maillages non-structurés que cartésiens et
augmente lorsque la taille des volumes de contrôle grandit. Les fluctuations ne sont pas dues
à la présence du couplage et sont la conséquence de phénomènes numériques "normaux" que
nous avons observés avec des domaines de calcul uniquement 3D.
Transmission d’une onde de choc (uθ = 0)
Le problème du tube à choc permet d’analyser le comportement de la méthode de couplage
lors d’écoulements compressibles et pour la transmission d’ondes de choc. La configuration
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est indiquée sur la figure (6.15). La longueur totale du domaine est de 40.0 mm, avec la
position du couplage située à z = 20.0 mm, tandis que le rayon du tube est de 0.5 mm. Le
maillage no 2 a été utilisé.
Figure 6.15 Configuration du tube à choc - Une onde de choc se dé-
plaçant vers la droite traverse le couplage. Pour la traversée d’ondes
de raréfaction, les états initiaux gauche et droite du tube à choc
doivent être inversés
La séparation des états gauche et droite du choc est positionnée à z = 16.0 mm, ce qui
signifie qu’une onde de choc se propage de cette position dans une direction dépendante de la
position relative de la basse/haute pression. Une autre onde se dirige de cette position dans
la direction opposée, l’onde de raréfaction (décompression).
On présente seulement les résultats pour un écoulement de fluide du 2D axisymétrique vers
le 3D (l’inverse donnant des résultats totalement similaires, donc non présentés ici). Les ré-
sultats numériques sont comparés à la solution analytique.
Traversée d’une onde de choc (uθ = 0)
La figure 6.16 présente la distribution de masse volumique le long du tube. Les résultats
concordent très bien avec la solution analytique. De plus, la différence des résultats est très
difficilement discernable d’une solution couplée à une solution non-couplée.
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Figure 6.16 Traversée d’une onde de choc : masse volumique
Malgré la force importante du choc (P2D
P3D
= 10.0 bars), il est très bien capturé et transmis à
travers l’interface de couplage. Un léger et négligeable effet est perceptible sur le tracé de la
pression (Figure (6.17)), dans la partie 2D du domaine. Le front du choc n’est pas perturbé
par la traversée.
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Figure 6.17 Traversée d’une onde de choc : pression
La vitesse est la plus sensible des quantités, telle qu’illustrée sur la figure (6.18) où est
tracé le nombre de Mach à différents temps. On peut voir un léger sursaut dans la partie
2D axisymétrique du domaine juste avant le couplage. Le changement local du maillage en
taille, en régularité et le changement de la section de passage d’un domaine à l’autre peuvent
expliquer ce phénomène. Néanmoins, ce sursaut est faible, l’erreur locale est inférieure à 2%.
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Figure 6.18 Traversée d’une onde de choc : Mach
Transmission d’une onde de raréfaction (uθ = 0)
Les ondes de raréfaction, aussi connues sous le nom de détente de Prandtl-Meyer, sont des
ondes de détente se propageant dans la région de plus haute pression. La variation de pression
est lisse et la transformation est isentropique. La conservation de l’entropie à travers le
couplage peut ainsi être vérifiée avec ce cas test. Les figures (6.19), (6.20) et (6.21) présentent
les résultats pour la distribution de masse volumique, de la pression et du nombre de Mach
respectivement.
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Figure 6.19 Traversée d’une onde de raréfaction : masse volumique
Figure 6.20 Traversée d’une onde de raréfaction : pression
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Figure 6.21 Traversée d’une onde de raréfaction : Mach
Ces résultats numériques sont pratiquement identiques aux résultats non-couplés (complète-
ment 2D ou complètement 3D) et valident la méthode de couplage. La présence de l’interface
de couplage est quasiment imperceptible.
6.5.2 Couplage radial
Tous les cas test précédents ont permis de vérifier le couplage axial, la vitesse ur étant
considérée nulle. Dans les prochains cas test, un couplage de type radial est mis en place et
la vitesse ur est variable.
Écoulement stationnaire dans une tuyère (uθ = 0)
Un écoulement compressible radial et stationnaire dans une géométrie 2D axisymétrique (Fi-
gure 6.22) avec des conditions d’entrée/sortie à rayons constants donnés (ou 3D en forme
d’anneau) est équivalent à un écoulement dans une tuyère. La position de la région 3D est
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du côté intérieur de la géométrie, le positionnement relatif inverse a également été étudié et
produit des solutions numériques semblables qui ne seront pas présentées. Une solution ana-
lytique est disponible et sera utilisée pour analyser les capacités de transmission d’écoulement
compressible à travers l’interface de couplage, cette fois-ci dans une position radiale. uθ n’est
pas imposée et reste libre d’évoluer (mais doit rester proche de zéro aux erreurs d’arrondis
près). Les simulations sont réalisées avec le maillage no 3.
Figure 6.22 Configuration du cas test d’écoulement radial
La condition d’entrée est positionnée à un rayon Rmin = 1.0 mm, l’interface de couplage à
r = 1.5 mm et le rayon de sortie est Rmax = 3.0 mm. La condition aux limites d’entrée est
réglée à la pression totale P0 = 1.0 bar et la température totale T0 = 300.0 K, tandis que la
condition aux limites de sortie est configurée à la pression statique Ps = 0.9785 bar.
Les simulations numériques sont comparées avec la solution analytique, la figure (6.23) pré-
sente la répartition de pression le long de la position radiale et la figure (6.24) montre le
nombre de Mach.
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Figure 6.23 Écoulement radial : pression
De petites oscillations sont perceptibles sur la courbe de pression, près du couplage aussi bien
dans la région 2D axisymétrique que dans la région 3D. Néanmoins, la méthode de couplage
fonctionne bien et la simulation est proche de la solution analytique.
Figure 6.24 Écoulement radial : Mach
Le même type d’oscillations apparaît avec l’évolution du nombre de Mach le long de la
position radiale, mais elles restent aussi faibles.
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Le comportement de la méthode de couplage est en très bon accord avec la solution analytique
(aucune vitesse uθ n’est transportée).
Transport radial d’un tourbillon (uθ 6= 0.0 m.s−1)
Le transport de uθ dans un écoulement équivalent à une tuyère est réalisé, ainsi, un calcul
quasi-stationnaire est considéré. La configuration est présentée à la figure (6.25). Le maillage
no 3 est employé ici.
Figure 6.25 Configuration pour le transport radial de uθ
On impose r × uθ = 10.0 m2.s−1 au rayon d’entrée.
La vérification de la transmission du couplage pour cet écoulement radial a été étudiée et
la figure 6.26 montre l’évolution du ratio r × uθ le long de la position radiale, ratio devant
demeurer constant. Le profil est préservé avec la traversée et le transport. La méthode de
couplage fonctionne également très bien pour les couplages radiaux.
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Figure 6.26 Déviation autour de r × uθ = cst = 10.0 m−2.s−1
6.6 Estimation du gain de performances pour les disjoncteurs
Afin d’estimer le gain de vitesse d’exécution d’une solution hybride (2D axisymétrique-3D)
par rapport à une solution 3D complète, des métriques de calcul sont nécessaires. La première
étape consiste à déterminer le ratio du volume des régions 3D sur le volume géométrique total.
Avec les régions d’intérêts pour le 3D identifiées en rouge à la figure 6.27, on estime que ce
ratio de volume est de 10 à 20%. En supposant un gain de vitesse linéaire, le temps nécessaire
à la résolution hybride 2D axisymétrique 3D (≈1 million d’éléments) est réduit d’un facteur
5x à 10x par rapport à un calcul complètement 3D.
Figure 6.27 Zones identifiées d’intérêts pour les calculs 3D
La deuxième étape concerne la génération et la maintenance du maillage. Lors de l’utilisation
d’une méthode hybride, la complexité du maillage 3D est diminuée car la géométrie est plus
simple dans les régions souhaitées. Cela permet de réduire la durée nécessaire à la génération
du maillage initial qui est une tâche approchant plusieurs semaines pour une géométrie de
disjoncteur. La gestion d’un maillage mobile adaptatif 3D est également très coûteuse et
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une robustesse suffisante des algorithmes est extrêmement difficile à obtenir (aucun logiciel
commercial n’en est capable à l’heure actuelle et il s’agit d’un défi scientifique et technique non
encore résolu). Dans le cas hybride, les zones d’intérêts 3D identifiées concernent des régions
où le maillage est fixe ou simplement translaté uniformément, ce qui annule ou minimise le
coût de maintien du maillage 3D au fil des itérations. Une économie supplémentaire de temps
de traitement et d’exécution est sauvée (facteur estimé supérieur à 2x).
La troisième composante concerne le cluster de calcul. En effet, la quantité de processeurs
et de mémoire DRAM requise impacte les temps de résolution. Avec une taille de problème
résolu plus importante, moins de calculs peuvent être réalisés en parallèle sur le même cluster.
Un cas test semi-industriel représentatif a été réalisé (Figure 6.28) pour estimer quelques
métriques de calcul qui sont résumées dans le tableau 6.1. Un écoulement de gaz chaud (6000
K) entrant à grande vitesse (M = 1.4) dans un volume équivalent à un volume thermique de
disjoncteur est simulé avec le maillage no 4.
Figure 6.28 Résultats illustratifs sur le cas semi-industriel
Tableau 6.1 Récapitulatif de métriques de calcul
thèmes 2D 2D-3D 3D complet
Usage DRAM (estimé) ≈ 0.1GB < 16GB 192− 256GB
nombre de nœuds / cœurs (estimés) 1 / < 32 1− 2 / < 64 4− 8 / > 128
temps (estimé) 1 20− 40 > 200
D’autres validations seront nécessaires pour le couplage d’arc et l’intégration avec MC3 et
constitueront des travaux futurs.
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6.7 Extension de l’architecture logicielle
L’architecture logicielle présentée à la section 5, se prête bien aux extensions futures. Pour
preuve, les fonctionnalités du solveur sont facilement enrichies avec la méthode de couplage,
le nouveau diagramme de classes correspondant à l’outil étendu est présenté à la figure 6.29
où les classes vertes ont été ajoutées au diagramme 5.4. En rouge, apparaissent les points de
connexion avec le solveur précédent, purement 2D axisymétrique.
Figure 6.29 Diagramme de classes (partiel) avec l’extension du couplage 2D axisymétrique-3D
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CHAPITRE 7 CONCLUSION
Ce chapitre présente la conclusion de cette recherche. Tout d’abord, une synthèse des travaux
sera réalisée. Les objectifs atteints et les contributions scientifiques qui en découlent seront
alors décrits. Ensuite, les limitations des solutions proposées dans ce document seront présen-
tées dans une deuxième section. Finalement, la dernière section introduira les améliorations
futures et les champs de recherche pouvant être poursuivis à l’issue de cette recherche.
7.1 Synthèse des travaux
Depuis le début des années 1990, la simulation numérique est un domaine scientifique en plein
essor. Le groupe GRMIAO de l’École Polytechnique de Montréal, fut un des précurseurs dans
le développement d’outils de simulation numérique assistée par ordinateur et notamment
dans le domaine de la simulation numérique des disjoncteurs à haute-tension à l’origine
de l’outil MC3, aujourd’hui utilisé par l’industriel GE Grid Solutions pour l’étude et la
conception des appareils de coupure d’arcs électriques. Cependant, au fil des années, beaucoup
d’intervenants, dont de nombreux étudiants, ont contribué à l’écriture de MC3 qui a dérivé
petit à petit vers un code spaghetti. La faisabilité et la qualité de futures extensions étaient
devenues trop basses. De plus, les algorithmes implémentés se sont révélés peu efficaces en
vitesse d’exécution et difficilement parallélisables. De ces constats et de la volonté d’extension
de l’outil, le besoin de moderniser MC3 s’est fait ressentir. C’est dans cet axe de recherche
que s’inscrit cette thèse de doctorat. Dans un but de modernisation de MC3, en améliorant
à la fois ses performances en temps de calcul et sa prédiction des écoulements, la thèse a visé
les objectifs généraux suivants :
1. Choisir les modèles pertinents :
Le premier objectif était de confirmer ou infirmer les choix des modèles en place dans
MC3. Cette tâche s’appuyait en partie sur la revue de la littérature.
2. Optimiser les modèles avec le support de l’analyse de MC3 :
Le second objectif était d’analyserMC3 de manière approfondie pour ensuite proposer
des stratégies d’amélioration bénéfiques à la vitesse d’exécution et/ou à la précision
des calculs. Les points d’analyse ont porté sur les axes suivants : des structures de
données pour le maillage et les quantités physiques ; des formats matriciels, des solveurs
linéaires ; des algorithmes pour exposer au maximum le parallélisme et la scalabilité ;
du style d’écriture du code source pour favoriser l’interprétation par le compilateur et
donc l’optimisation de l’exécutable final.
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3. Proposer une architecture adéquate :
Les différents modèles physiques doivent être couplés de façon adaptée et exposer le
parallélisme de tâches. Les opérations de maintenance contribuent au coût financier
global du logiciel avec une portion supérieure à 95 % (Pigoski [93]). La performance
en temps de calcul, la lisibilité du code source et la facilitation des évolutions futures
et de la maintenance sont des points qui peuvent se révéler contradictoires. Le troi-
sième objectif a produit une architecture conçue pour présenter un équilibre entre ces
contraintes.
4. Améliorer la prédiction des simulations :
La précision des simulations numériques peut être améliorée par l’ajout des calculs
de mécanique des fluides tri-dimensionnels, cela a constitué notre quatrième objectif.
Il s’agissait du premier point d’amélioration à prendre en compte car cela influence
directement la conception des appareils. Cependant, résoudre les écoulements fluides
en 3D pour une géométrie complète s’avère à ce jour inefficace et non-pertinent. À l’in-
verse, combiner des zones de calculs 3D en compléments de zones 2D axi-symétriques
s’avère plus judicieux. Nous avons donc développé une méthode de couplage entre les
régions de différentes dimensions.
Premièrement, la revue de littérature a démontré une base solide au niveau des choix des
modèles physiques implémentés et de leurs modélisations numériques.MC3 était donc plutôt
à jour vis-à-vis de l’état de l’art. Cependant, concernant la mécanique des fluides, le schéma
original de Roe [106] pourrait être modernisé en utilisant plusieurs extensions. Le schéma
implémenté dans MC3 comprend les extensions aux propriétés de gaz réels, proposées par
Glaister [33] et Godin et al. [35]. Les propriétés primitives telles que la pression et la tem-
pérature sont mises à jour en utilisant une table de données thermodynamiques de gaz réel.
Le schéma est alors partiellement adapté pour les gaz réels mais fondamentalement il reste
quasiment identique à celui utilisé en gaz parfait. Pour le rendre pleinement adapté aux gaz
réels, on a intégré la correction proposée par Arabi et al. [7] qui permet de renforcer le respect
de la 3ème loi de Roe concernant l’équation d’énergie.
Deuxièmement, l’étape suivante de ce travail de recherche, a été d’optimiser l’efficacité d’exé-
cution du programme, en réduisant le temps nécessaire à la réalisation des calculs. Pour cela,
l’analyse de MC3 à l’aide d’outils de profilage et de métriques CPU a été une source impor-
tante d’informations. Une connaissance fine des détails de fonctionnement des disjoncteurs
haute-tension et des modèles numériques employés dans leur modélisation, combinés à une
connaissance approfondie du fonctionnement d’un point de vue matériel des processeurs et
des cartes accélératrices de calcul (GPU, Xeon Phi), ont permis de proposer des améliorations
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apportant des gains significatifs de vitesse d’exécution. Les propositions d’améliorations qui
ont été implémentées sont de natures fonctionnelles, structurelles, algorithmiques et paral-
lèles et ont mené à des changements importants, si bien que la réécriture complète de l’outil
a été entreprise. Pour cela, le langage C++ a été choisi, afin de bénéficier de la flexibilité et
des hautes performances de ce langage et d’un environnement de développement moderne et
efficace. La méthodologie générale de modernisation de MC3 a été la suivante :
I. Créer la suite de tests de non-régression et de validation utilisée pour toutes les étapes
d’optimisation.
II. Nettoyer le code désuet.
III. Isoler les physiques.
IV. Identifier les points critiques à accélérer.
V. Accélérer les physiques et les points critiques un à un.
VI. Intégrer les points accélérés et réviser l’architecture (troisième objectif de la thèse).
VII. Améliorer la prédiction en ajoutant un modèle fluide 3D partiel et un modèle de cou-
plage 2D axisymétrique-3D (quatrième objectif de la thèse).
Le point V a été développé selon les six phases consécutives d’optimisation :
1. Révision algorithmique et de modélisation.
2. Adaptation au problème résolu : spécialisation pour les disjoncteurs haute-tension.
3. Optimisation arithmétique, du CPI et du parallélisme d’instruction (ILP).
4. Optimisation du parallélisme de vecteur (VLP).
5. Optimisation du parallélisme de tâches (TLP).
6. Optimisation de l’efficacité mémoire.
Chacune des six phases est étroitement liée aux autres, et participe à améliorer les perfor-
mances des cinq autres. Toutes les physiques entrant en jeu dans MC3 ont obtenu de fortes
accélérations qui s’échelonnent entre trente et six-cents fois environ. Cependant, en consé-
quence des deux premières phases d’optimisation, les facteurs d’accélération sont dépendants
du problème : la géométrie et les choix pratiques de définition des conditions de simulation
ont un impact sur l’accélération globale.
Troisièmement, l’architecture logicielle devait être révisée car elle était inadaptée d’une part
aux calculs multiphysiques et d’autre part au parallélisme et aux architectures du matériel
moderne. Les performances finales du logiciel, sont un des nombreux points à prendre en
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compte, l’application doit aussi être facile à prendre en main, suffisamment souple et évolu-
tive pour faciliter les mises à jour futures. La fiabilité et la compatibilité avec les outils et
matériels existants sont d’autres points à considérer. Afin de concevoir une bonne architec-
ture, donc un bon logiciel, il a été vital d’avoir une vision d’ensemble approfondie de toutes
les fonctionnalités, modules, dépendances, et de visualiser conceptuellement le projet dans
sa globalité. La nouvelle architecture a permis de mettre en connexion les différents modules
constitutifs du solveur multiphysiques et la structure proposée permet un équilibre entre les
compromis de performance en vitesse d’exécution, de facilité de maintenance et d’évolutivité
de l’outil. La compréhension et la lisibilité du code source ont grandement été améliorées
par l’architecture proposée et le style d’implémentation. La combinaison de la nouvelle ar-
chitecture et du passage d’un langage procédural (FORTRAN 77) à un langage orienté objet
(C++) a aussi permis de mieux structurer le code source (figure 5.5). De plus, la décomposi-
tion en terme de tâches exécutées en parallèle a été réalisée à différents niveaux d’imbrication.
En effet, pendant le même pas de temps, toutes les physiques ont été rendues indépendantes
et les appels et les résolutions sont réalisés avec des tâches parallèles non-bloquantes im-
briquées. Les résolutions ne nécessitent pas de synchronisation, excepté avant l’intégration
temporelle et à la fin d’une itération. Le scheduler de la bibliothèque TBB, qui est utilisé
pour le parallélisme, se charge de mapper les tâches sur les threads dynamiquement selon les
contraintes du matériel (proximité en cache, affinité au fil des itérations, etc). Ainsi, la vitesse
d’exécution et la scalabilité sont élevées (figure 5.10) même lorsque la taille du problème reste
contenue et les performances continueront de s’améliorer avec les générations futures de CPU
sans efforts particulièrement importants. Les vitesses d’exécution relevées sur quelques cas
d’application avec des solutions initiales de disjoncteur, permettent d’estimer l’accélération
globale du nouvel outil par rapport à la version de référence de MC3 à un facteur compris
entre trente et cent fois.
Quatrièmement, la précision des simulations numériques pourra être améliorée par l’ajout des
calculs de mécanique des fluides tri-dimensionnels. En effet, la résolution en 3D a le potentiel
d’améliorer la fidélité des résultats numériques versus les mesures d’essais et d’apporter de
nouvelles perspectives d’amélioration lors du design des appareils de coupure. Cependant,
comme on cherche à optimiser le temps de résolution, l’idée d’un couplage de la mécanique
des fluides entre des régions 2D axisymétriques et des régions 3D a émergé. Ainsi, des cal-
culs fluidiques dans des régions 3D, complètent les calculs multiphysiques d’arc réalisés dans
d’autres zones 2D axisymétriques. Afin d’assurer l’échange d’information entre les régions de
différentes dimensions, une nouvelle méthode de couplage a été développée dans le cadre de
cette thèse. La méthode proposée permet, non seulement, d’autoriser le transfert d’informa-
tion de manière bi-directionnelle, c’est-à-dire aussi bien pour des directions d’écoulement de
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la partie 2D axisymétrique vers la partie 3D, et inversement, mais elle fonctionne aussi pour
des écoulements subsoniques ou supersoniques à travers l’interface. De plus, contrairement
à certaines méthodes de couplage, telles que les techniques à base de General Grid Inter-
face (GGI), telle que l’interface mixing plane notamment intégrée à Fluent [6], la nouvelle
méthode développée respecte la conservation de la masse, de la quantité de mouvement et
de l’énergie. Lors des validations, elle a démontré de très bons résultats aussi bien dans le
cadre de couplages axiaux que radiaux : les résultats avec et sans couplage sont difficilement
différentiables. Une solution hybride permet une réduction du temps de calcul par rapport à
une solution 3D complète d’un facteur estimé entre cinq et dix fois. L’extension de l’outil a
été très facile grâce à la nouvelle architecture préalablement développée lors de la réalisation
du troisième objectif.
Au final, l’amélioration de l’outil numérique s’est faite tant d’un point de vue précision et fidé-
lité des calculs, que d’un point de vue de la vitesse d’exécution grandement améliorée. Ainsi,
le nouvel ensemble permet de réaliser des calculs 3D (là où nécessaires géométriquement) à
la vitesse des calculs 2D axi-symétriques anciennement proposés par l’ancien outil de calcul.
Parallèlement, la nouvelle architecture logicielle apporte des améliorations significatives en
termes de qualité logicielle.
7.2 Limitations des solutions proposées
Les améliorations de vitesse d’exécution sont en partie obtenues grâce à un style de pro-
grammation, des techniques avancées issues du savoir-faire de l’auteur et de la communauté
du HPC, et du langage assembleur. Ceci rend, certaines portions de code beaucoup moins
accessibles aux développeurs non-spécialisés ou néophytes. De plus, les modifications qui
pourraient être apportées par un nouveau développeur peuvent potentiellement impacter
négativement les performances en vitesse d’exécution. Confier la tâche de développer ou d’in-
tégrer de nouveaux modules à des étudiants semble une tâche à éviter à moins d’une très
forte expérience en programmation informatique. Dans le cas contraire, la maintenabilité et
les performances pourraient s’amenuiser.
Au niveau de la nouvelle architecture logicielle, une partie de la solution proposée repose
sur une librairie externe (TBB). La gestion du planificateur interne de TBB comporte des
paramètres inaccessibles depuis les interfaces de programmation, c’est à la fois une force
pour le programmeur, pour des questions de simplicité et d’accessibilité, mais c’est aussi une
faiblesse car un contrôle plus précis pourrait permettre d’obtenir des gains supplémentaires
en vitesse d’exécution. Cependant, cela reste une économie en temps de programmation et
en maintenance et facilitera les migrations futures vers du nouveau matériel sans efforts
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particuliers de migration.
La méthodologie de couplage 2D axisymétrique-3D et les solveurs de mécanique des fluides
ont été développés pour les équations d’Euler. Cependant, pour les écoulements présents dans
les chambres d’échappements, les volumes sont grands et la vitesse des écoulements chute
d’un facteur important. La prise en considération des phénomènes de viscosité (équations
de Navier-Stokes) est envisageable. De plus, la méthodologie de couplage telle que présentée
dans cette thèse, a été développée avec une précision au premier ordre en espace. La méthode
requiert le transport d’un scalaire supplémentaire dans le domaine 2D axisymétrique pour
prendre en compte la vitesse azimutale, son coût reste cependant faible car c’est une méthode
de transport convective pure. L’équation supplémentaire pour le transport de la vitesse azi-
mutale doit aussi être intégrée temporellement. Un point limitant additionnel concerne les
maillages 2D et 3D utilisés : les effets de filtrage fréquentiel à l’interface entre les maillages
peuvent être présents si le changement de taille des éléments à l’interface est trop brutal. Ces
effets peuvent notamment induire des réflexions d’ondes et/ou des solutions non-physiques
dans les cas les plus extrêmes.
7.3 Améliorations futures
7.3.1 Schéma numérique appliqué à la mécanique des fluides
Le schéma de Roe s’est avéré très robuste lors de l’utilisation de MC3 chez l’industriel,
notamment lors des écoulements à nombres de Mach élevés (2 à 3 Mach) en présence de
gaz à très haute température. En revanche, le schéma de Roe a été initialement conçu pour
la résolution numérique des écoulements compressibles autour des profils d’ailes d’avions
et pour des régimes de vitesse allant de transsoniques à hypersoniques. Dès lors que les
vitesses d’écoulements sont plus faibles, le schéma numérique n’est pas adapté. Les termes
acoustiques et convectifs sont différents de plusieurs ordres de grandeur et la résolution fournie
par le schéma n’est plus représentative de l’écoulement réel qui se rapproche d’une solution
incompressible. Des tentatives d’amélioration pour rendre le schéma de Roe adapté à toutes
les vitesses d’écoulements ont été proposées par de nombreux auteurs tels que Rieper [104],
Pelanti [90], Osswald et al. [85], Thornber et al. [119]. Rieper [104] propose de prendre en
compte les régions de l’écoulement à bas nombre de Mach avec un simple facteur de mise à
l’échelle basé sur le nombre de Mach. Des études supplémentaires en tant que travaux futurs
seront requises pour choisir quelle(s) correction(s) appliquer. Dans ce travail, il n’a pas été
souhaité de modifier trop profondément le schéma de Roe ni de changer de schéma numérique
(par exemple, AUSM [65] pourrait être un remplaçant potentiel).
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7.3.2 Intégration temporelle
Lors de la proposition de recherche initiale, il avait été envisagé d’employer une méthode
d’intégration temporelle hybride, à la fois implicite et explicite (IMEX). Cette classe de
méthode est applicable à une variété de physiques ([88, 124, 127, 64, 52]) et du point de vue
des disjoncteurs, la zone d’arc est portée à haute température et à haute vitesse d’écoulement,
ce qui numériquement implique, pour des raisons de stabilité, des pas de temps très faibles
(≈ 10−5 ms). Inversement, dans les régions les plus froides et/ou à faible vitesse d’écoule-
ment, les pas de temps permis par les conditions de stabilité et la capture des phénomènes
physiques sont plus importants de plusieurs ordres de grandeur. Cependant, ces régions sont
soumises à la même incrémentation temporelle. Une méthode d’intégration temporelle im-
plicite localement permet de s’affranchir de la contrainte de stabilité sur le pas de temps, au
prix d’un coût de résolution plus élevé. Le but étant d’accélérer les calculs, en augmentant
le pas de temps dans la zone d’arc, ce surcoût en temps de résolution doit être à minima
compensé par cette augmentation. Comme on cherche aussi à capturer les chocs, le pas de
temps implicite ne peut pas être trop élevé, sinon la diffusion numérique associée sera trop
importante [13]. Finalement, appliquée aux disjoncteurs haute-tension, l’augmentation du
pas de temps visée ne permet pas de compenser le surcoût de résolution. La méthode IMEX
n’est donc pas rentable pour notre problème lorsque du gaz SF6 est utilisé. En revanche,
dans le cas d’un changement de gaz de remplissage par du CO2, les propriétés de transport
sont différentes, et une intégration temporelle moderne pourrait être bénéfique. Un travail de
recherche pourrait être effectué pour étudier différentes approches d’intégration temporelle
envisageables et les comparer dans le cadre des disjoncteurs haute-tension.
7.3.3 Pré-traitement, génération de maillage, adaptation de maillage
Le solveur a été tellement accéléré que les tâches de préparation géométrique et de réglage
de la solution initiale ainsi que les tâches de post-traitement représentent la part majoritaire
du temps total nécessaire à la réalisation d’un calcul. Le nouvel outil graphique dont le dé-
veloppement a été initié chez l’industriel par l’auteur de cette thèse, comprend un robuste
générateur de maillage de triangles automatique pour la partie 2D et un ensemble d’outils
à productivité très importante et optimisée pour la conception des disjoncteurs. Pour MC3,
cette phase était manuelle et manquait de robustesse et de fiabilité pour les complexes géo-
métries de disjoncteurs. Parfois, plusieurs jours étaient nécessaires pour la réalisation d’un
maillage qui s’avérait de temps en temps invalide et la prise en main des nouveaux utilisateurs
(10 nouveaux par année) requérait environ 3 mois de pratique journalière. La nouvelle concep-
tion logicielle, toujours en développement, propose une prise en main en quelques minutes
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avec même des profils utilisateurs personnalisables en fonction des projets de développement
d’appareils. De plus, les utilisateurs auront une interaction moderne avec la souris : utili-
sation du clic droit et de la roulette de la souris. L’architecture logicielle sera conçue selon
un patron MVC (Model-View-Controler) où le solveur multiphysiques sera exécuté sur un
cluster distant. Des extensions seront alors apportées à l’outil conçu dans le cadre de cette
thèse pour permettre les communications avec la partie cliente. Concernant la génération
des maillages 3D, les outils industriels restent à identifier et représentent un défi technique
et scientifique de par la complexité des géométries. Cependant, la technique IBM pourrait
éliminer cette problématique et pourrait constituer des travaux futurs. Cela permettrait de
réduire les coûts nécessaires à l’adaptation de maillage, voire d’en supprimer le besoin.
7.3.4 Publications scientifiques
La méthode de couplage (chapitre 6) a été accepté par le comité de sélection de la conférence
Gas Dicharge & Applications 2016 en vue d’une présentation orale devant la communauté
scientifique spécialiste des disjoncteurs haute-tension. A ce titre un article a été écrit dans le
manuscrit correspondant. Un article est en cours d’écriture pour une publication envisagée
dans le journal spécialisé en mécanique des fluides numérique Computer & Fluids.
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ANNEXE A LE RAYONNEMENT THERMIQUE DANS LES GAZ ET
DANS LES PLASMAS
Nature du rayonnement thermique dans les gaz et les plasmas :
Le rayonnement thermique est un transfert d’énergie qui contrairement à la conduction et à
la convection de chaleur, ne requièrent pas la présence d’un milieu de propagation. Ainsi, il
peut dans ce cas, se transmettre à une très grande distance, le Soleil en est le parfait exemple.
Le rayonnement thermique est souvent assimilé à un transfert par ondes électromagnétiques,
dont les fréquences et l’intensité de l’émission dépendent de la température du corps émetteur.
Lorsqu’un corps atteint la température du zéro absolu alors il n’émet plus aucune onde
électromagnétique ou photons. La dépendance du phénomène vis-à-vis de la température le
distingue également de la conduction et de la convection. En effet, dans le cas du rayonnement
thermique, le flux de chaleur transmis n’est plus linéairement proportionnel à une différence
de température mais proportionnel à une différence de température à l’ordre quatre (q ∝
T 4 − T 4∞). Cela montre bien que le rayonnement devient le transfert d’énergie dominant au
fur et à mesure que la température croît. Par conséquent, la modélisation du transfert radiatif
dans des applications telles que la modélisation des réacteurs nucléaires, des combustions,
des plasmas, et de bien d’autres, joue un rôle primordial.
Suivant l’application, dans un milieu solide, liquide ou gazeux, on peut assimiler le rayonne-
ment thermique comme un ensemble d’ondes électromagnétiques ou bien comme un ensemble
de photons (particules sans masse). Bien que les deux méthodes soient interchangeables, ce
dernier cas se prête mieux aux prédictions des propriétés radiatives dans les gaz. Les vitesses
de propagation c, dépendent de l’indice de réfraction du milieu η et de la vitesse de la lumière
dans le vide c0 et se calculent telles que : c = c0η . Dans le cas de la propagation dans le vide, la
vitesse est égale à la vitesse de la lumière (η = 1 ), tandis que dans les gaz la vitesse est très
légèrement plus faible (η est très proche et supérieur à 1). Schématiquement, on peut voir le
transfert par rayonnement comme un ensemble de rayons qui se propagent dans un milieu (ou
sans milieu). A la rencontre d’un autre milieu ou d’une autre particule, ils peuvent être tota-
lement réfléchis ou seulement l’être partiellement et dans ce cas, une partie pénètre le milieu.
En se propageant dans ce milieu, l’onde peut être atténuée par absorption. Si l’absorption
est complète, le milieu est dit opaque tandis que si elle est nulle, le milieu est dit transparent.
En pratique, on rencontre beaucoup de milieux qui sont semi-transparents, sachant que le
niveau de transparence dépend aussi bien du matériau lui-même que des longueurs d’ondes
qui composent le rayonnement et de l’épaisseur considérée. Cependant, certains milieux tels
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que la plupart des métaux sont totalement opaques (l’épaisseur du matériau est très détermi-
nante dans le cas des métaux. Par exemple, les visières des casques des astronautes (Figure
A.1) sont recouvertes d’une très fine couche d’or, de l’ordre de quelques microns seulement.
Cela permet ainsi de filtrer les rayonnements UV, pour lesquels elles sont opaques, tout en
laissant passer une partie du spectre visible pour lequel elles sont transparentes. Les casques
des pompiers (Figure A.1) sont également équipés de filtres du même type pour limiter la
transmission de chaleur par rayonnement au niveau du visage).
Figure A.1 Exemple d’application de filtres à rayonnement - casque d’astronaute, casque de
pompier
Au même titre que tout corps solide, les milieux gazeux peuvent également absorber et
émettre du rayonnement, ils sont alors dits : participants. D’après la mécanique quantique,
chaque molécule ou atome peut voir son niveau d’énergie varier, en recevant de l’énergie
sous forme de photons (absorption) ou en libérer en émettant un photon. Cependant, seul
un nombre discret de niveaux d’énergie sont possibles, ce qui implique des émissions et des
absorptions à des fréquences bien précises. De plus, les gaz émettent selon certaines bandes
de fréquences qui leur sont caractéristiques : le spectre est dit sélectif. Comme le milieu
est participant, l’intensité radiative peut être atténuée par absorption ou par diffusion ("out-
scattering"). La capacité d’absorption que possède un gaz selon une épaisseur et une longueur
d’onde données s’appelle l’épaisseur optique τ . Si τ >> 1 le milieu est dit optiquement épais,
à l’inverse si τ << 1, il est considéré optiquement fin. La perte par diffusion est transférée
vers une autre direction (gain pour cette dernière). Alors qu’il traverse le milieu participant,
un rayon reçoit aussi de l’énergie provenant d’autres directions (par émission et absorption
"in-scattering").
Dans le cas des plasmas, le comportement est encore plus complexe. En effet, l’état fortement
ionisé du gaz induit des phénomènes de collisions au sein du plasma. Dans l’hypothèse de
l’équilibre thermodynamique local, ces collisions sont la cause principale du rayonnement.
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Elles sont principalement la combinaison de trois phénomènes : le rayonnement d’excitation,
la recombinaison et l’attachement radiatif, et le rayonnement de freinage.
Rayonnement d’excitation :
Le rayonnement d’excitation, appelé aussi, la transition lié-lié, concerne les électrons. Lors-
qu’ils changent spontanément de niveau d’énergie, la transition provoque l’émission ou l’ab-
sorption d’un photon. Passant d’un état d’excitation à un autre, seulement à certaines lon-
gueurs d’ondes bien précises, le rayonnement se caractérise sous forme de raies, c’est à dire
d’un spectre discontinu. Cela rend l’intégration sur tout le domaine spectral difficile.
Recombinaison et attachement radiatif :
La recombinaison radiative et l’attachement radiatif, appelés aussi, la transition lié-libre,
concerne quant à elle l’interaction entre les électrons, les ions et les atomes neutres. L’état
du plasma est aussi le fruit de recombinaisons et de dissociations atomiques, qui lorsqu’elles
interviennent produisent également du rayonnement. Un ion peut capturer un électron libre
circulant dans son champ, produisant une recombinaison, c’est à dire également un dégage-
ment d’énergie sous forme de rayonnement, lié à l’énergie cinétique de l’électron libre et à
son énergie de liaison. L’attachement radiatif émet également du rayonnement. Il se produit
lors de la formation d’un ion négatif, quand un électron vient se combiner avec un atome
neutre. Que ce soit dans le cas d’une recombinaison radiative ou dans le cas d’un attachement
radiatif, un spectre continu de rayonnement en résulte.
Rayonnement de freinage :
Lors de la collision d’un électron avec un ion ou un atome, la combinaison n’est pas sys-
tématique. En effet, un électron libre peut seulement changer de trajectoire et de vitesse,
influencé par le champ électrique d’un ion ou d’un atome. Une partie de l’énergie cinétique
de l’électron libre est alors perdue sous forme de rayonnement (émission d’un photon). On
parle alors de rayonnement dit : de freinage (les électrons sont freinés). Dans ce cas, le spectre
de rayonnement est continu.
Grandeurs caractéristiques et équations du transfert radiatif (RTE)
Intensité radiative :
Le concept d’intensité radiative permet de caractériser la quantité d’énergie radiative dans
une direction donnée. L’intensité radiative spectrale, notée Iλ, est la quantité d’énergie par
unité de temps émise par unité de surface projetée perpendiculairement à la direction consi-
dérée et contenue dans un angle solide unitaire. Elle s’exprime en [W.m−2.sr−1.µm−1]. Elle
dépend donc du point d’observation, de la direction et de la longueur d’onde λ et lorsque
qu’intégrée sur tout le spectre on parle d’intensité radiative totale (en [W.m−2.sr−1]).
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Rayonnement incident :
Lorsque intégrée dans toutes les directions, l’intensité radiative (spectrale ou totale) permet
de calculer le rayonnement incident (respectivement spectral ou total), noté G . L’unité du
rayonnement incident total s’exprime en [W.m−2].
Flux radiatif :
Le flux de chaleur radiatif traversant un élément de surface de normale nˆ dans une direction
donnée sˆ (et intégré sur tout l’espace de l’angle solide) est définit par :
q · nˆ =
∫
4pi
I(r, sˆ)sˆ · nˆ dΩ (A.1)




I(r, sˆ)sˆ dΩ (A.2)
Cette relation constitue le flux de chaleur radiatif (qui est un vecteur) et s’exprime en
[W.m−2]. Le terme source d’arc dû au rayonnement (∇. q) contribue à l’équation de conser-
vation de l’énergie (3.1).
Équation de transfert radiatif (RTE) :
L’équation de transfert radiatif exprime la conservation de l’énergie radiative le long d’un
rayon lumineux dans la direction sˆ. Dans un milieu participatif de l’énergie est obtenue par
émission et diffusion "in-scattering", tandis qu’un peu d’énergie est perdue par absorption et
diffusion "out-scattering". Selon la définition donnée par Modest [79], l’équation de conserva-









où Iν est l’intensité radiative spectrale dans une direction sˆ à la fréquence ν. κν est le
coefficient d’absorption et σsν est le coefficient de diffusion. Ce qui permet de définir le
coefficient d’extinction βν = κν+σsν . Enfin, Φ(sˆi, sˆ) est la fonction de phase. La difficulté pour
résoudre l’équation (A.3) vient du fait que l’intensité radiative Iν dépend de six variables :
trois dans l’espace, deux pour la direction sˆ et une pour la fréquence ν.
Dans le contexte des disjoncteurs, et des plasmas thermique de manière générale, la diffusion
est négligée, ce qui permet de simplifier l’équation A.3.
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ANNEXE B ANALYSE GLOBALE DÉTAILLÉE AVEC MÉTRIQUES CPU
Dans cette section, une analyse détaillée des métriques processeurs est présentée. Afin de
conserver le sens et la compréhension des notions techniques, les termes employés sont conser-
vés sous leurs appellations anglophones. Le solveur MC3 est composé d’environ 260 subrou-
tines fortran. Pour chaque métrique, on présentera les résultats seulement pour les fonctions
dont l’impact sur la vitesse d’exécution globale est suffisamment important. Cela est réali-
sable grâce à une connaissance globale avancée du code de calcul, pour optimiser la vitesse
d’exécution d’un programme il faut en avoir une excellente vision d’ensemble, d’autant plus
pour des codes de calculs multi-physiques. En effet, certaines fonctions peuvent être qua-
lifiées de très mauvaises selon certaines métriques mais représentent un nombre de cycles
très petits. Comme on cherche à accélérer le code en minimisant l’effort de modification, il
faut d’abord s’intéresser aux fonctions les plus consommatrices de ressources puisque cela
permettra d’obtenir les plus gros gains potentiels de vitesse. De plus, les analyses de chaque
métrique ne sont pas indépendantes les unes des autres même si présentée comme telles dans
les prochains paragraphes.
Cette section s’appuie sur le manuel d’optimisation des architectures 64 bits Intel [47] pour
la référence documentaire et sur l’expertise de l’auteur de cette thèse.
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A. Mesures de performance du Front-End
Cette section reflète plutôt des mesures concernant le débit d’instructions, leurs types et de
leurs impacts sur l’exécution du code.
Tableau B.1 Résumé des mesures d’ICache
Misses
Fonctions Catégories Valeurs Impacts
cfpdts fluide 9.7 % critique
cfpgas fluide 5.7 % critique
intptp rad 5.6 % critique
cfstmc maillage 4.7 % critique
cfpror fluide 0.333 % critique
log fluide 0.3 % critique
ICache Misses :
Catégorie : Front-End Bound
Sous-catégorie : Front-End Latency
Cette métrique révèle les parties du code
pour lesquels le CPU a attendu la réception
des instructions qui n’étaient pas disponibles
dans le cache de niveau 1. La vitesse d’exé-
cution est considérablement ralentie, il y a
trop d’instructions à traiter, ce qui sature
l’espace disponible dans le cache d’instruc-
tions de niveau 1. La table B.1 indique pour
les fonctions problématiques le pourcentage de cycles sur le nombre total de cycle durant
lequel le processeur attendait (sans rien exécuter).
Dans le cas de ces fonctions, soit le chemin d’exécution est trop incertain pour que les unités
de prédiction puissent le prédire correctement et ainsi alimenter les bonnes instructions aux
bonnes unités d’exécution au moment opportun ; soit le cache est trop pollué par des instruc-
tions inutiles mais encore maintenues dans le cache ; soit trop d’instructions interdépendantes
sont à réalisées simultanément. Cela traduit généralement une mauvaise conception algorith-
mique, en d’autres mots, le code est trop compliqué et/ou trop fragmenté pour alimenter
efficacement le processeur. Concernant les fonctions entrant en jeu, une réécriture doit être
faite pour simplifier le débit d’instructions, les portions de code inutiles doivent être éliminées,
les algorithmes naïfs doivent être remplacés par des algorithmes plus efficaces. C’est donc un
problème de conception et d’écriture du code source. Ce type d’événement doit absolument
être évité dans un code de calcul à haute performance, l’impact est donc qualifié de critique
pour toutes les fonctions, les outils de profilage permettent d’identifier les fonctions en cause.
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Tableau B.2 Résumé des mesures d’ITLBs
Overhead
Fonctions Catégories Valeurs Impacts
cfswno maillage 14.4 % critique
cfparc modèle arc 4.1 % critique
intptp rad 1.7 % critique
intvol rad 0.1 % critique
ITLBs Overhead :
Catégorie : Front-End Bound
Sous-catégorie : Front-End Latency
Les Instruction Translation Look-aside
Buffers, ou ITLBs, sont des tampons qui per-
mettent d’accélérer la traduction d’adresse
virtuelle en adresse physique. Lorsque le pro-
cesseur demande une adresse (virtuelle), elle
doit être traduite en adresse physique pour
réellement pouvoir accéder à la donnée qui y est présente. Afin de ne pas surcharger l’unité
de génération d’adresse (AGU) qui traduit les adresses, les ITLBs stockent les adresses ré-
cemment traduites selon des pages (équivalent à une sous-hiérarchie). Cependant, si l’adresse
suivante demandée est loin (en mémoire), l’impact est très mauvais sur les performances car
elle n’est potentiellement pas présente dans la même page ou dans les ITLBs et il faut alors
relire la table directement en DRAM principale. La table B.2 présente une estimation de la
pénalité due aux changements de page.
Dans notre cas, trop d’instructions sont lues aléatoirement et à des instants très rapprochés
c’est à dire à des adresses aléatoires et donc très différentes les unes des autres ce qui force
des changements de pages (stockées en mémoire DRAM principale). C’est un événement
à fortement éviter dans un code de calcul à haute performance puisque cela peut rendre
indisponibles les instructions au moment où elles seront requises et peut causer des ralen-
tissements pour les autres parties du programme. Le problème peut être résolu en révisant
les algorithmes et la structure du code source. Les instructions (fonctions) utilisées ensemble
doivent être conservées proches en mémoire et elles sont actuellement trop parsemées entre
les modules.
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Tableau B.3 Résumé des mesures de Branch
Resteers
Fonctions Catégories Valeurs Impacts
intptp rad 100.0 % critique
intsurf2 rad 95.8 % critique
adusnb maillage 67.6 % fort
gpskcd renum. 20.5 % fort
arceq2 rad 16.2 % critique
gpskcm renum. 12 % fort
ddot AX=Y 11.6 % fort
gpskcc renum. 9.7 % fort
renumber renum. 9.3 % fort
crs2sky AX=Y 9.3 % critique
adxlap maillage 8.7 % critique
cfptsi fluide 8.3 % fort
gpskck renum. 7.9 % fort
arcprt modèle arc 7.9 % fort
aduptp maillage 7.5 % fort
sluss AX=Y 7.2 % fort
arcsmt modèle arc 7.1 % fort
cfsocs maillage 5.9 % fort
advord maillage 5.4 % médium
Branch Resteers :
Catégorie : Front-End Bound
Sous-catégorie : Front-End Latency
L’Unité de Prédiction de Branches (BPU)
du cœur cherche à prédire à l’avance
quelle(s) branche(s) seront prises pour ainsi
essayer de commencer à charger et à exé-
cuter des instructions à l’avance. Cepen-
dant, lorsque le chemin est trop compli-
qué et la prédiction trop difficile, le proces-
seur assume la(les) première(s) branche(s)
comme prise et charge les instructions et
les données correspondantes. Lorsqu’il s’est
trompé, les instructions et les données char-
gées ne sont pas les bonnes, le pipeline est
alors complètement vidé et toutes les ins-
tructions et les données doivent être rechar-
gées en direct. Cette métrique représente le
nombre de cycles dans la fonction associée
durant lesquels le processeur attendait la ré-
alimentation du pipeline sans rien exécuter.
Trop de branches, des algorithmes trop com-
pliqués ou naïfs et un style de code source in-
approprié sont les causes des ralentissements
importants dans ces fonctions qui doivent être totalement éliminées ou réécrites avec des
changements algorithmiques majeurs pour minimiser le nombres de branches et le niveau
d’imbrication de certaines branches.
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Tableau B.4 Résumé des mesures de DSB
Switches
Fonctions Catégories Valeurs Impacts
advind maillage 52.3 % medium
gasrad rad 33.8 % medium
sort renum. 21.3 % medium
intptp rad 12.8 % medium
pow fluide 8.5 % fort
matcrs AX=Y 4.8 % fort
cfprgl fluide 4.0 % fort
log fluide 3.0 % fort
cfpror fluide 1.0 % fort
DSB Switches :
Catégorie : Front-End Bound
Sous-catégorie : Front-End Latency
Le DSB, ou le Decoded Stream Buffer, est
un tampon d’instructions déjà décodées. Il
évite l’utilisation du pipeline de décodage
(MITE) lorsque des instructions ont déjà été
décodées. Cependant, lorsque ce n’est pas
le cas, le processeur change du mode DSB
au mode MITE introduisant une pénalité es-
timé par cette métrique. Dans notre cas, les
tampons sont trop petits, il y a trop d’ins-
tructions.
Tableau B.5 Résumé des mesures de MS
Switches
Fonctions Catégories Valeurs Impacts
srcrad rad 40.0 % critique
fction1 rad 8.5 % critique
ptgauss rad, mag 8.2 % critique
intvol rad, mag 8.2 % critique
matcrs AX=Y 4.8 % fort
fction2 rad 3.2 % critique
MS Switches :
Catégorie : Front-End Bound
Sous-catégorie : Front-End Latency
Le troisième pipeline d’instructions est le
Microcode Sequencer (MS). Le processeur
n’est pas optimisé pour obtenir les instruc-
tions depuis ce pipeline et il y a donc un
coût associé au saut vers ce pipeline ainsi
qu’au temps de traitement de ce pipeline
pour produire les micro-opérations traitées
par les autres unités d’exécution. Certaines
opérations ne peuvent pas être réalisées par les deux autres pipelines (MITE et DSB),
comme par exemples le traitement des exceptions en calcul avec nombres flottants (division
par zéro, dépassement de valeurs...).
La table B.5 indique les fonctions principalement concernées par un nombre d’échange de
pipeline significatif. L’unité est le pourcentage de cycles sur le nombre de cycles total durant
lequel le processeur attendait. Et pour la plupart des fonctions, il s’agit de traitement d’excep-
tions de calculs en virgule flottante. Des bugs dans le code source en sont la source, (mauvais
types de variables et calculs avec des types différents). L’écriture d’un code sans erreur est
cruciale en amont du travail d’optimisation que l’on doit réaliser sur un code donnant des
résultats correctes, sinon la validation des résultats et la phase de test de régression peuvent
être impossibles. La génération de nombres dont la valeur est dépassée ("overflow/underflow")
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est absolument à éviter dans une application à haute performance car elle génère de longues
instructions supplémentaires de traitement des exceptions de calculs en virgule flottante.
Tableau B.6 Résumé des mesures de Front-End
Bandwidth MITE
Fonctions Catégories Valeurs Impacts
gazsig elec 100.0 % fort
cfsprx maillage 69.7 % médium
intsurf Helmholtz 34.0 % critique
ptgauss rad, mag 24.7 % critique
coeabs rad 17.0 % fort
Front-End Bandwidth MITE :
Catégorie : Front-End Bandwidth
Cette métrique représente la proportion de
cycles durant lesquels le processeur atten-
dait l’alimentation en instructions du pipe-
line MITE. Cela traduit d’éventuels pro-
blèmes dans le débit de décodage des instruc-
tions. La table B.6, présente les principales
fonctions qui sont impactées.
Tableau B.7 Résumé des mesures de Front-End
Bandwidth DSB
Fonctions Catégories Valeurs Impacts
cfprm23 rad 100.0 % critique
advare maillage 95.8 % critique
adusnb maillage 67.6 % fort
cfssisg maillage 20.5 % fort
arcsmt modèle arc 16.2 % critique
prfss AX=Y 12 % fort
surf AX=Y 11.6 % fort
intptp rad 9.7 % fort
adxlph AX=Y 9.3 % critique
srcrad rad 9.3 % critique
ibbbi rad 8.7 % critique
calcxy rad, mag 8.3 % fort
calflux rad 7.9 % fort
adunts maillage 7.9 % fort
calgrad maillage 7.5 % fort
sluss AX=Y 7.2 % fort
Front-End Bandwidth DSB :
Catégorie : Front-End Bandwidth
Cette métrique représente la proportion de
cycles durant lesquels le processeur était plu-
tôt limité par l’alimentation en instructions
du pipeline DSB. La majorité des instruc-
tions de notre application sont transmises
par le DSB, cette métrique est donc impor-
tante.
La table B.7 fait ressortir les fonctions parmi
les plus coûteuses du programme, principa-
lement liées au calcul du rayonnement. Il
y a trop d’instructions à traiter et/ou elles
ne sont pas décodées à temps, ces fonctions
devraient normalement être limitées par la
bande passante mémoire et non pas par le
débit d’instructions. Cela traduit une implé-
mentation du modèle de calcul de rayonne-
ment à optimiser.
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Tableau B.8 Résumé des mesures de Front-End
Bandwidth LSD
Fonctions Catégories Valeurs Impacts
cfsprx maillage 100.0 % faible
cfsrst maillage 100.0 % médium
findrg modèle arc 100.0 % médium
cfpdcv fluide 100.0 % fort
cfparc modèle arc 100.0 % fort
advind maillage 95.8 % fort
admrfn maillage 82.1 % fort
adyrnu renum. 58.8 % fort
gazsig elec 57.5 % fort
cfpdts fluide 38.7 % critique
cfsele elec 32.9 % fort
cfpsrc fluide 26.1 % fort
cfsnrl maillage 17.9 % fort
adxlap maillage 17.9 % fort
intptp rad 17.5 % fort
arceq2 rad 16.2 % fort
cfsocs maillage 9.2 % médium
Front-End Bandwidth LSD :
Catégorie : Front-End Bandwidth
Le Loop Stream Detector, ou LSD, permet
de prendre en compte la répétition d’ins-
tructions et de branches au cours des ité-
rations d’une boucle. Cela permet de libé-
rer l’unité de prédiction de branches et une
partie du pipeline de décodage d’instructions
en répétant une partie des instructions tant
que la boucle continue. La taille des boucles
(en micro-opérations) doit être adaptée à la
structure du LSD. De trop nombreuses et
petites boucles consécutives peuvent limiter
les performances. La fraction de temps du-
rant laquelle le CPU attendait les instruc-
tions suivantes est présentée dans la tableau
B.8.
Une réécriture des algorithmes (des boucles)
en mettant en commun des boucles et en
réalisant des opérations différentes peut per-
mettre d’améliorer la situation. De plus, la
complexité des boucles et des algorithmes re-
liés à la gestion du maillage mobile et adaptatif est difficilement optimisée par le compilateur.
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Tableau B.9 Résumé des mesures de Branch
Mispredict
Fonctions Catégories Valeurs Impacts
gpskcd renum. 67.8 % fort
calcrad rad 64.4 % fort
aduptp maillage 60.0 % médium
gpskck renum. 45.5 % fort
srcrad rad 45.0 % fort
arcsmt modèle arc 44.4 % fort
ddot maillage 40.1 % fort
advord renum. 32.9 % faible
arcprt modèle arc 32.8 % fort
ibbbi rad 32.4 % médium
cfpgas fluide 31.9 % fort
intptp rad 30.6 % fort
sluss AX=Y 27.9 % fort
cfsocs maillage 26.9 % fort
renumber renum. 25.5 % fort
matcrs AX=Y 25.5 % fort
cfsvgc maillage 23.3 % médium
Branch Mispredict :
Catégorie : Bad Speculation
Afin d’accélérer le traitement des instruc-
tions en commençant des tâches à l’avance,
le processeur tente de connaître à l’avance
quelles seront les branches (if...else...) suivies
au fil de l’exécution. L’Unité de Prédiction
de Branches (BPU) est alors mise à contri-
bution. Cependant, lorsque des dépendances
le long du fil d’exécution rendent impos-
sibles ou trop complexes la prise de décision,
l’unité BPU interroge tout d’abord son tam-
pon d’historique et le cas échéant assume la
branche comme suivie. Lorsque trop souvent
de mauvaises branches sont suivies, le pro-
cesseur doit ignorer une part d’instructions
dans son pipeline et recharger les instruc-
tions et les données qu’il lui aurait fallu en
amont. Finalement, le traitement des opé-
rations a été ralenti car des ports (voir Fi-
gure 4.6) du scheduler sont occupés ou mis
en attente inutilement par des instructions
qui sont en phase d’annulation. La métrique du tableau B.9 indique la fraction de ports du
CPU inutilement indisponibles à cause de mauvaises prédictions de branches.
Pour notre cas, trop de branches sont présentes, des découpages de boucles peuvent être
réalisés pour simplifier le débit d’instructions et améliorer le taux de prédictions correctes.
De plus, un ré-ordonnancement des branches les plus souvent prises permet d’améliorer les
performances, le test logique le plus souvent vrai pour sélectionner une des branches doit
apparaître en première position dans le code source.
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Tableau B.10 Résumé des mesures de Machine
Clears
Fonctions Catégories Valeurs Impacts
adugrp maillage 100.0 % fort
arcsmt modèle arc 100.0 % fort
asin maillage 100.0 % fort
cfpstr maillage 100.0 % fort
atan maillage 100.0 % fort
findrg modèle arc 100.0 % fort
surf AX=Y 100.0 % fort
siggrad fluide 100.0 % médium
gpskci renum. 100.0 % fort
intptp rad 97.6 % médium
advind maillage 95.8 % médium
adxlph rad, mag 73.9 % fort
temgrad fluide 71.9 % médium
sluss AX=Y 71.9 % fort
adusnb maillage 57.6 % médium
pow fluide 34.0 % fort
cfsocs maillage 33.2 % fort
cfpdts fluide 30.3 % fort
Machine Clears :
Catégorie : Bad Speculation
Certains événements, comme les viola-
tions d’ordonnancement mémoire (l’exécu-
tion étant réorganisée pour mettre à pro-
fit l’ILP, les données sont traitées dans un
ordre différent du code source et les écri-
tures en mémoire sont réordonnées dans
le bon ordre temporel), les codes auto-
modifiant, les violations d’accès en lecture
dans les tableaux (accès hors des limites du
tableaux,...). La métrique représente la pro-
portion des ports du scheduler inutilement
indisponibles à cause de ces types d’événe-
ments. Dans notre cas, le code n’est pas du
type auto-modifiant. Cette métrique nous in-
dique donc des problèmes potentiels liés aux
accès en mémoire, les événements précités ci-
dessus sont trop fréquents dans les fonctions
listées. La philosophie algorithmique est à re-
voir pour simplifier le déroulement des accès
mémoires. De plus, des algorithmes moins
naïfs seraient à implémenter pour tirer partie
de l’architecture processeur.
B. Mesures de performance du Back-End
Cette section se focalise plutôt sur l’accès aux données nécessaires au front-end, sur les
métriques des unités de calculs logiques et en nombres flottants et sur leurs impacts lors
l’exécution du code.
DTLB Overhead :
Catégorie : Memory Bound
Sous-catégorie : L1 Cache Bound
La traduction d’adresses virtuelles en adresses physiques concernant cette fois-ci les données
est accélérée par les Data Translation Look-aside Buffers (DTLB) qui stockent en cache les
traductions récemment effectuées. Des accès de données en mémoire à des adresses aléatoires
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et très éloignées les unes des autres rendent inefficaces l’utilisation de ces tampons, réduisant
les performances.
Tableau B.11 Résumé des mesures de DTLB
Overhead
Fonctions Catégories Valeurs Impacts
gazsig elec 37.4 % fort
cfprgl fluide 10.3 % critique
cfpror fluide 9.3 % critique
pow fluide 5.3 % fort
La table B.11 nous indique que certaines
fonctions sont sujettes à des changements de
page trop fréquents. La structure de données
du maillage et la façon dont sont numéro-
tées et accédées (aléatoirement) les cellules
le composant sont d’un grand impact sur la
vitesse d’exécution de ces fonctions. Les deux
fonctions dont l’impact est critique sont les
fonctions les plus coûteuses en temps de cal-
cul du programme.
Tableau B.12 Résumé des mesures de Loads
Blocked by Store Forwarding
Fonctions Catégories Valeurs Impacts
fluss AX=Y 3.8 % critique
Loads Blocked by Store Forwarding :
Catégorie : Memory Bound
Sous-catégorie : L1 Cache Bound
Le processeur réorganise le déroulement du
programme (Out-Of-Order execution) pour
l’accélérer, cependant dans certains cas la
lecture d’une donnée dépend d’une écriture amont non encore réalisée. Afin de respecter
l’ordre réel des opérations, la lecture est bloquée jusqu’à ce que l’écriture soit réalisée. La
métrique mesure la pénalité de performance lié à l’événement qui est à éviter fortement pour
une application à haute performance. Dans notre cas, les valeurs stockées en matrice sont
relues et récrites immédiatement à la suite, aléatoirement en espace, causant une dépendance
dans le déroulement des instructions. Une réécriture de la fonction de factorisation peut
corriger le problème, cependant une autre solution sera proposée (section 4.4).
Tableau B.13 Résumé des mesures de Split
Loads
Fonctions Catégories Valeurs Impacts
fluss AX=Y 1.3 % critique
Split Loads :
Catégorie : Memory Bound
Sous-catégorie : L1 Cache Bound
Les données en cache sont stockées selon des
lignes de 64 bytes, lorsque des données sont
à cheval entre plusieurs lignes, la lecture est
faite sur plusieurs lignes à la fois au lieu d’une seule, un gaspillage de bande passante a lieu
et plus d’instructions sont nécessaires pour charger les données. L’effet est très négatif et à
éviter absolument pour une application HPC.
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Tableau B.14 Résumé des mesures de 4K Alia-
sing
Fonctions Catégories Valeurs Impacts
cfprm23 rad 100.0 % fort
cfpmgd maillage 100.0 % fort
gpskcf renum. 100.0 % fort
cfscnd maillage 80.5 % fort
surf AX=Y 75.6 % fort
cfself elec 67.4 % fort
cfpidc fluide 65.9 % fort
cfpdcv fluide 62.1 % médium
fction2 rad 54.6 % fort
calcrad rad 42.1 % fort
advind maillage 36.6 % fort
adiql1 maillage 31.0 % médium
admrfn maillage 28.8 % fort
cfsnra maillage 28.0 % médium
srcrad rad 28.0 % fort
cfsrad rad 28.0 % fort
cfsgeo maillage 22.8 % fort
intvol rad, mag 19.3 % fort
cfsggv maillage 15.6 % fort
calcxy AX=Y 14.6 % fort
ptgauss rad, mag 14.4 % fort
4K Aliasing :
Catégorie : Memory Bound
Sous-catégorie : L1 Cache Bound
Comme le processeur réordonne les opé-
rations et en réalise certaines de manière
concurrente. Lorsque par exemple une va-
riable sert à deux instructions proches dans
le profil d’exécution, l’une réalisant d’abord
une lecture puis la deuxième une écriture :
a = b * c
c = e + f,
si la deuxième instruction prend moins de
temps que la première, elle cherchera à écrire
la valeur c potentiellement avant la lecture
de c par la première instruction, ce qui
est contraire à l’ordre réel du programme.
Le problème est plus connu sous le nom
de WAR (Write-After-Read). Pour détec-
ter ce problème le Memory Order Buffer
(MOB) compare les adresses partielles de
lecture et d’écriture sur seulement 12 bits ce
qui crée des faux-positifs lorsque les adresses
sont séparées par des multiples de 4096 bits
(4K). La métrique de la table B.14 présente
les pénalités de performance pour le traite-
ment des faux-positifs.
Finalement beaucoup de fonction de MC3 souffrent de ce problème qui a un impact très
négatif sur les performances. La fonction dont la pénalité est la plus importante est aussi une
des fonctions les plus coûteuse du programme. Pour ces fonctions, il faut réécrire les parties
du code qui génèrent les problèmes en introduisant des variables temporaires par exemple.
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Tableau B.15 Résumé des mesures de FB Full
Fonctions Catégories Valeurs Impacts
adxlph Helmholtz 100.0 % critique
cfsggv maillage 100.0 % critique
cfsgeo maillage 100.0 % critique
cfpvcs fluide 100.0 % critique
cfpror fluide 100.0 % critique
cfpmgd maillage 100.0 % critique
cfpdts fluide 100.0 % critique
cfsocs maillage 77.3 % fort
calflux rad, elec 43.5 % fort
fluss AX=Y 8.7 % fort
FB Full :
Catégorie : Memory Bound
Sous-catégorie : L1 Cache Bound
Lorsque des données nécessaires à une ins-
truction ne sont pas dans le cache L1, le pro-
cesseur trace ce manque et fait une requête
dans le Fill Buffer (FB) qui se trouve sa-
turé si trop de données sont indisponibles. Le
FB permet de répondre aux requêtes d’accès
mémoire absent du cache L1, lorsque celui-ci
est plein les requêtes ne peuvent être trai-
tées, causant un ralentissement du proces-
seur qui attend les données. Cela peut être
dû à une saturation du débit du cache L1 en latence et à des mauvais patrons d’accès aux
données (mauvaises structures de données et/ou mauvaises numérotations pour le maillage
par exemple). La métrique indiquée à la table B.15 indique la fréquence à laquelle le FB plein
a empêché les requêtes d’accès mémoire d’être satisfaites.
Tableau B.16 Résumé des mesures de L2
Cache Bound
Fonctions Catégories Valeurs Impacts
adygog maillage 100.0 % critique
cfsolv fluide 37.2 % critique
cfpmgd maillage 33.8 % fort
gasrad rad 26.1 % critique
calgrad rad 23.2 % critique
ddot AX=Y 23.0 % critique
cfsocs maillage 22.3 % critique
cfsrad rad 16.0 % critique
arcsmt modèle arc 13.3 % fort
matcrs AX=Y 12.1 % fort
gpskch renum. 11.5 % fort
cfpdts fluide 10.5 % critique
srcrad rad 10.0 % fort
L2 Cache Bound :
Catégorie : Memory Bound
On s’aperçoit dans la table B.16, qu’un cer-
tain nombre de fonctions sont limitées en
performance par la latence du cache de ni-
veau 2. Lorsque les données sont absentes du
cache L1, une requête est faite au cache L2
pour savoir s’il contient les données recher-
chées. Cette métrique représente la fraction
de cycles CPU utilisés pour répondre positi-
vement à une requête de données en prove-
nance du cache L1. Une mauvaise gestion des
données en cache L1 peut facilement saturer
le cache L2. Notamment lorsque les struc-
tures de données sont trop grandes pour être
contenues dans le cache L1 ou que les accès
aux grands tableaux ne sont pas séquentiels.
L’amélioration du taux de présence des don-
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nées dans la cache L1, notamment en réutilisant les données en cache lorsqu’elles sont ré-
centes, permet de diminuer la pression sur le cache L2 et d’augmenter significativement les
performances. La performance d’un cache de niveau X est directement liée aux performances
des niveaux inférieurs, il faut donc optimiser le code en ciblant d’abord les caches de plus
bas niveaux. Actuellement MC3 ne prend pas en considération l’architecture de caches.
Tableau B.17 Résumé des mesures de L3
Cache Latency
Fonctions Catégories Valeurs Impacts
temgrad maillage 100.0 % médium
cfpror fluide 100.0 % critique
sincos maillage 100.0 % fort
cfscfm maillage 100.0 % fort
adunts maillage 100.0 % médium
cfsele elec 100.0 % fort
cfself elec 100.0 % médium
dengrad maillage 100.0 % médium
adusgp maillage 100.0 % médium
srcrad rad 100.0 % fort
cfsctn fluide 100.0 % médium
adugrp maillage 100.0 % médium
gazsig elec 100.0 % médium
adilct maillage 100.0 % fort
cfpsrc fluide 100.0 % fort
siggrad maillage 100.0 % médium
cfpbcd fluide 100.0 % médium
cfpvcs maillage 100.0 % médium
cfpmgd maillage 100.0 % médium
L3 Cache Latency :
Catégorie : Memory Bound
Sous-catégorie : L3 Cache Bound
Cette métrique représente la fraction de
cycles processeur durant laquelle le cache
L3 répondait positivement à des requêtes de
données en provenance du cache L2. L’ac-
cès aléatoire aux grands tableaux, qui ne
tiennent pas dans l’espace disponible dans
les caches de plus bas niveaux, force des re-
quêtes dans les niveaux supérieurs. Le cache
L2 est un miroir partiel du cache L3, si la
donnée ne se trouve pas dans cette copie
partielle, il faut aller la chercher soit direc-
tement dans le cache L3 avec un coût de la-
tence important, soit faire une nouvelle copie
partielle à partir de l’adresse de la donnée.
Les caches chargent généralement les don-
nées 8 lignes par 8 lignes, c’est à dire 8x 64
bytes, c’est à dire des blocs de 64 nombres
à virgule flottante en double précision, lors
d’accès aléatoire peut être une seule valeur
parmi les 64 chargées est utile au calcul, gas-
pillant l’espace restreint du cache (L1 32KB,
L2 256KB). Au fil des itérations, la demande
de données à des adresses aléatoires et éloignées les unes des autres, sature rapidement les
caches en latence, ce qui gaspille aussi une part de débit très importante. Inversement, des ac-
cès par blocs contigus et séquentiels avec des algorithmes adaptés nous assurent que toutes les
données chargées en cache sont réellement utiles aux calculs, ce qui peut réduire d’un facteur
extrêmement important la latence et augmenter les débits de données de manière très signi-
ficative, produisant une accélération très importante de la vitesse d’exécution. Par exemple,
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dans les solveurs linéaires, les re-numérotations des matrices, en réduisant les largeurs de
bandes, ont justement pour but d’augmenter la proximité (en mémoire) ce qui accélère forte-
ment les opérations matricielles. La table B.17 nous indique les principales fonctions réalisant
de nombreux accès aléatoires (notamment à cause de l’utilisation de maillages non-structurés
non re-numérotés après les adaptations successives), la plupart des fonctions de MC3 sont
limitées en performance.
Tableau B.18 Résumé des mesures de Memory
Bandwidth
Fonctions Catégories Valeurs Impacts
adxifs maillage 100.0 % médium
siggrad fluide 100.0 % critique
cfpdcv maillage 100.0 % fort
ddot AX=Y 100.0 % fort
cfparc modèle arc 100.0 % médium
cfscrv maillage 100.0 % fort
adilct maillage 100.0 % médium
cfpsrc fluide 78.4 % médium
cfsadp maillage 76.7 % médium
cfpvcs maillage 69.8 % fort
cfpbcd fluide 69.0 % médium
cfpdts fluide 67.3 % médium
cfself elec 63.0 % médium
surf Helmholtz 54.8 % fort
cfpror fluide 41.3 % médium
intptp rad 35.9 % médium
gasrad rad 33.8 % médium
cfstmc maillage 33.1 % médium
cfsgeo maillage 32.5 % médium
ibbbi rad 32.1 % médium
adusnb maillage 31.9 % médium
cfsrad rad 31.9 % fort
cfpcfl fluide 31.1 % médium
cfsocs maillage 29.7 % médium
Memory Bandwidth :
Catégorie : Memory Bound
Sous-catégorie : DRAM Bound
Pour cette métrique, la table B.18 présente
les fractions de temps durant lesquelles la
bande passante mémoire a limité les perfor-
mances.
Il s’agit d’un comportement normal pour
notre type d’application, toutes les don-
nées ne sont pas contenues dans les caches
qui sont insuffisants pour notre volume de
données correspondant à environ 800 MB.
L’idéal est de saturer de manière plus efficace
la bande passante mémoire en réalisant des
accès contigus par blocs et en minimisant le
volume total de données nécessaires aux cal-
culs (en augmentant le ratio FLOPS/Bytes).
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Tableau B.19 Résumé des mesures de Memory
Latency (LLC Miss)
Fonctions Catégories Valeurs Impacts
sluss AX=Y 100.0 % critique
cfself elec 100.0 % fort
adygog maillage 100.0 % fort
adxifs maillage 100.0 % fort
intptp rad 83.1 % fort
cfpbcd fluide 74.8 % fort
cfpdts fluide 62.8 % fort
cfsggv maillage 57.9 % médium
cfstmc maillage 30.8 % médium
arcprt modèle arc 12.4 % médium
cfpror fluide 8.7 % critique
cfsvgc maillage 7.6 % médium
Memory Latency (LLC Miss) :
Catégorie : Memory Bound
Sous-catégorie : DRAM Bound
Lorsque des données nécessaires ne sont pas
présentes dans le cache de niveau L3, une
requête à la DRAM principale est faite. La
transmission des données est alors régie plu-
tôt par la latence que par le débit de la mé-
moire. Cette métrique représente le pourcen-
tage de cycles durant lesquels il a fallu inter-
roger la DRAM principale pour obtenir les
données. Cela correspond plutôt à des accès
inopinés et non planifiés à l’avance par les
unités de prédiction du processeur.
Au cours du déroulement des itérations, les
quantités de données simultanées nécessaires
aux calculs courants sont suffisamment petites pour être contenues dans le cache L3, excepté
pour la fonction sluss. Cette fonction correspond à la résolution des systèmes matriciels avec
la méthode LU qui est une méthode directe de résolution requérant une grande quantité de
mémoire.
Tableau B.20 Résumé des mesures de FP vec-
tor
Fonctions Catégories Valeurs Impacts
cfpmgd maillage 100.0 % fort
cfpvcs maillage 71.0 % fort
cfparc modèle arc 50.0 % fort
cfpdcv fluide 10.0 % médium
cfpdts fluide 7.1 % critique
fluss AX=Y 5.8 % critique
sluss AX=Y 5.3 % critique
cfsggv maillage 4.0 % médium
cfsgeo maillage 1.0 % critique
cfpror fluide 0.3 % critique
FP Vector :
Catégorie : Retiring
Sous-catégorie : FP arithmetic
La vectorisation est une forme de parallé-
lisme. C’est un parallélisme de données où les
mêmes instructions sont répétées sur des en-
sembles de données différents (SIMD : Single
Instruction Multiple Data). Par exemple, le
calcul de la somme de deux tableaux (a = b
+ c) peut être accéléré en additionnant les
éléments non pas uns à uns mais par blocs de
X éléments consécutifs, sans perte de perfor-
mance. Les unités vectorielles sont en charge
des opérations vectorielles. Sur les proces-
seurs Intel Xeon de génération Skylake, les
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registres des unités vectorielles sont de 512 bits. En utilisant des nombres à virgule flottante
en double précision, l’addition précédente des deux tableaux peut théoriquement être accé-
lérée d’un facteur 8 en utilisant la vectorisation. La métrique présentée à la table B.20 nous
indique le taux d’usage des unités vectorielles au cours des calculs. Dans le but de tirer partie
au maximum des capacités des processeurs, il faut maximiser le taux d’usage des unités vec-
torielles (100 % idéalement). Lorsque la vectorisation (parallélisme intra-coeur) est combinée
avec le parallélisme de threads (multi-coeurs, multi-sockets), les facteurs d’accélération sont
beaucoup plus élevés. Atteindre un haut niveau de vectorisation est extrêmement crucial pour
notre application de calcul à haute performance, des solutions spécifiques seront détaillées
dans la section 4.4.
Pour les fonctions non citées dans la table B.20, les unités de calcul en virgule flottante
ne sont pas utilisées du tout, les unités scalaires sont alors les seules utilisées pour les cal-
culs arithmétiques. Un fort potentiel de puissance n’est pas utilisé, en désactivant lors de la
compilation les instructions vectorielles, la différence de vitesse est de seulement 4− 5%. La
différence de performance ne provient donc pas d’une utilisation inefficace des unités vecto-
rielles mais d’un manque d’instructions vectorielles. Les fonctions de MC3 les plus coûteuses
ne sont pas du tout représentées dans la table B.20. La ré-écriture d’un code plus explicite
pour l’interprétation par le compilateur pourrait favoriser l’auto-vectorisation du code, sinon
l’ajout (dans le code source) de conseils (pragmas) et d’informations supplémentaires pour le
compilateur renforceront ses capacités à saisir les opportunités d’optimisation automatique.
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Tableau B.21 Résumé des mesures de Divider
Fonctions Catégories Valeurs Impacts
arcsmt modèle arc 100.0 % fort
siggrad fluide 100.0 % médium
surf Helmholtz 100.0 % fort
intptp rad 93.2 % fort
cfsprx maillage 69.7 % médium
gasrad rad 67.6 % médium
cfpmgd maillage 63.0 % médium
calcxy AX=Y 62.7 % médium
calflux rad 61.4 % médium
cfpdcv fluide 59.0 % médium
ptgauss rad, mag 53.6 % critique
icompo fluide 46.5 % médium
cfpror fluide 38.6 % critique
cfptsi fluide 33.6 % critique
intvol rad, mag 31.7 % critique
fmod math 31.1 % fort
intsurf Helmholtz 29.3 % fort
cfpgas fluide 28.5 % critique
cfsgeo maillage 27.5 % fort
cfstri maillage 26.6 % fort
cfprgl fluide 24.9 % critique
cfscfm maillage 24.1 % médium
cfpbcd fluide 23.0 % médium
adiql1 maillage 20.4 % médium
fluss AX=Y 14.6 % fort
cfsnrl maillage 14.2 % médium
matcrs AX=Y 10.9 % fort
log fluide 10.7 % fort
cfsvgc maillage 9.3 % médium
adxlap maillage 8.7 % fort
pow fluide 8.6 % fort
cfsggv maillage 4.5 % faible
Divider :
Catégorie : Core Bound
Toutes les opérations arithmétiques ne
consomme pas la même quantité de res-
sources et de temps d’exécution. Les divi-
sions et les racines, toutes les deux réali-
sées par les unités DIV, sont beaucoup plus
coûteuses que les opérations logique, les ad-
ditions/soustractions et les multiplications.
Cette métrique, présentée à la table B.21,
représente la fraction des cycles durant les-
quels l’unité de division DIV était active.
