Abstract. The estimation of the cost of energy of offshore wind farms has a high uncertainty, which is partly due to the lacking accuracy of information on wind conditions and wake losses inside of the farm. Wake models that aim on reducing the uncertainty by modeling the wake interaction of turbines for various wind conditions need to be validated with measurement data before they can be considered as a reliable estimator. In this paper a methodology is evaluated that enables a direct comparison of modeled with measured flow data. To create the simulation data, a model chain of mesoscale model, Large-5 Eddy-Simulation model and wind turbine model is used. Different setups are compared to assess the capability of the method to reproduce the wind conditions at the hub height of current offshore wind turbines. The two-days long simulation of the ambient wind conditions and the wake simulation generally show good agreements with data from a met mast and lidar measurements, respectively. Wind fluctuations due to boundary layer turbulence and synoptic scale motions are resolved with a lower representation of mesoscale fluctuations. Advanced metrics to describe the wake shape and development are derived 10 from simulations and measurements but a quantitative comparison proves to be difficult due to the scarcity and the low sampling rate of the available measurement data. Due to the implementation of changing synoptic wind conditions in the LES, the methodology could be also beneficial for case studies of wind farm performance or wind farm control.
under consideration of the wake losses. Simplified engineering models allow a fast calculation of multiple wind scenarios and an optimization of wind farm layouts (Sanderse et al., 2011) . These steady state models however have a low representation of the flow physics and rely largely on the parametrization of turbulence and on a simplified interaction of turbine and flow.
A high fidelity solution for wind farm simulations are Large-Eddy-Simulations (LES). Coupled with wind turbine models, LES provide a detailed solution of the flow inside of a wind farm with a high representation of the relevant physics. Due to 5 the high computational costs, LES of offshore wind farms have yet been restricted to simulations of idealized atmospheric conditions or to case studies of specific situations, e.g. Churchfield et al. (2012) ; Dörenkämper et al. (2015) ; Lu and Porté-Agel (2011) .
An issue of all wind farm models is the need for validation with measured data to evaluate the capability of the model to reproduce the actual wind conditions and performance of the wind farm under these conditions (Moriarty et al., 2014) . 10 Besides performance measurements from the data acquisition system of wind turbines, that are often kept confidential, flow measurements using the light detection and ranging methodology (lidar) have become a widespread tool for scientific research.
To optimize this technique for model validation, the lidar measurement campaigns have to be designed and postprocessed to allow for a meaningful comparison with simulations. One aspect of the measurement design is the measurement of free flow conditions which can be used as meteorological boundary conditions for the simulations.
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Especially offshore the measurement or derivation of boundary conditions to set up simulations is challenging. For example, onshore LES are often run with boundary conditions derived from near-surface measurements (e.g. heat flux measurements) and are compared to wind profiles derived from lidar devices (Mirocha et al., 2015; Machefaux et al., 2015) or met masts.
This procedure is rarely possible at offshore sites because usually near-surface measurements and wind speed profiles are not available. Furthermore, for many models additional input is required, e.g. the height of the atmospheric boundary layer or a 20 largescale pressure gradient to drive the flow. These properties have to be estimated or set to default values.
In this paper we investigate a methodology to use profiles and boundary conditions derived from a mesoscale simulation for a continuous LES of an offshore wind turbine wake over several hours. The purpose is to evaluate if this model chain can be used to conduct wake simulations in a wind field with the same turbulent properties and the same profile shape as measured.
Measurements from an offshore met mast are used for the evaluation. The model chain is further evaluated by a comparison of 25 the flow distortion by a wind turbine model with the wind field extracted from lidar measurements (van Dooren et al., 2016 ) of a wake during the simulated time period.
Data and methodology

Measurement data
The case study that is analyzed in this paper is based on measurements on 20 February 2014 at the German offshore wind farm alpha ventus. Two independent data sets were used for comparison with the model results. The simulated ambient wind conditions without turbine were compared to measurements from the met mast FINO1 located at N 54
• 01 , E the other one on the converter station of the wind farm (Fig. 1 ).
The line of sight velocities of the lidars were combined and averaged to get a ten-minute mean horizontal vector wind field at hub height (van Dooren et al., 2016) . Measurements were filtered at both ends of the range of the Carrier-to-Noise level to remove low backscatter data as well as reflections from objects. Time periods in which a yaw activity of more than 3
• was observed were removed from the database. Averaging was done on volumes with a diameter of 20 m centered at hub 20 height. Because both lidars scan over a relatively small range of azimuth angles ( Fig. 1) , seven (WLS2) and five (WLS3) sweeps over the scan area contribute to the calculation of the mean velocities. The view of the lidar devices to certain areas of the scan is blocked by other wind turbines, thus a varying total of 100 -350 individual line-of-sight wind speed values contribute to the average at each grid point of the final wind field. Grid points with a lower number of values were removed.
The coordinate system, in which the flow field is presented, is oriented north by scanning the distance to the turbines of the 25 wind farm with known geographical coordinate positions. More information on the calculation of the vector field from the line of sight velocities can be found in van Dooren et al. (2016) .
Model equations
Revision 1928 of the PArallelized Large-eddy simulation Model (PALM) (Maronga et al., 2015) was used for this study with the same numerical schemes as in Vollmer et al. (2016) , using a Deardorff model for the sub-grid-scale (SGS) fluxes. The extension of the model equations to include time-dependent forcing is based on Heinze et al. (2017) with an extension to include largescale advection of momentum. The modified equation of motion before applying any approximations is:
with term 1 representing the momentum advection, term 2 the Coriolis force with the Coriolis parameter f j , term 3 the pressure 5 gradient and term 4 the friction terms with the kinematic viscosity of momentum ν m . Terms 5-7 are the external forcing terms.
For the external forcing a largescale velocity denoted by | LS is defined. Term 5 defines a largescale pressure gradient by prescribing a horizontal geostrophic wind speed u g . Term 6 prescribes a largescale sink or source of momentum and term 7 is a time relaxation of the momentum towards a largescale state (Neggers et al., 2012; Heinze et al., 2017) .
The momentum relaxation has no physical justification but is used to prevent a drift of the model from the largescale state.
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The term depends on the difference between the horizontal average < u i > of each velocity component and the largescale velocity component u i LS , scaled by a relaxation time constant of τ . All largescale properties are horizontally homogeneous to preserve the turbulent structures.
The equation for scalars s ∈ (Θ, q) is:
15 with terms 1, 4, 6 and 7 equivalent to the corresponding terms in eq. 1, with ν s being the molecular diffusivity of the scalar.
Term 8 is the surface flux of either the specific humidity q or the potential temperature Θ. 
Meteorological conditions
The lidar measurements were conducted on 20 February, 2014. After filtering according to the criteria mentioned in Sec. 2.1, 15 ten-minute time periods remained for further analysis. The 15 time periods can be sorted into three periods, with three 5 measurements starting at 01:00 UTC (night period), nine around 06:00 UTC (morning period) and another three starting at 21:40 UTC (evening period) (Fig. 2 ).
The wind direction at FINO1 is south-west during the night and south during the rest of the day with an increase of the wind speed at hub height of the alpha ventus wind turbines (90 m) from about 8 ms -1 to about 16 ms -1 . The day is a rather warm winter day, with the measured temperature at 35 m ranging from 5.5 to 8
• C. Compared to onshore, the diurnal cycle of surface air temperature during the morning hours is thus most likely related to the advection of colder air from the land. The German coast is approximately 45 km to the south of alpha ventus. The advected cold air leads to thermally slightly unstable conditions between about 2 am and 9 am. During the rest of the day the stratification is slightly stable.
Input data from COSMO-DE
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The profiles for the largescale tendencies are calculated from the operational analysis of the COSMO-DE model (Baldauf et al., 2009 ) of the German Weather Service (DWD). COSMO-DE has a horizontal resolution of 2.8 x 2.8 km and 50 vertical levels in total with 20 vertical levels in the lower 3000 m of the atmospheric boundary layer. The DWD delivers hourly model data.
Following Heinze et al. (2017) three-dimensional and surface data are averaged over a horizontal averaging domain of multiple grid points. The nearest grid cell to the FINO1 coordinates is chosen as the center of the averaging domain. Because
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of the necessary spin-up time of the LES for the development of turbulence, 24 hours of simulation time (February 19, whole day) were added. The profile of the geostrophic wind is calculated using the pressure gradient between neighboring averaging domains ( Fig. 3) . The component of the geostrophic wind along the west-east axis is defined by:
with P I,J and ρ I,J the domain-averaged quantities of density and pressure in domain (I,J), f the Coriolis parameter and dX i COSMO-DE averaging domain sizes of (1/8) 2 degrees (COSMO-S), 
We analyzed the influence of the size of the averaging domain on the profiles required by the LES model by comparing three 5 different quadratic domain sizes with grid lengths of 1/8 degree, 1/2 degree and 2 degree. The comparison of the different averaging domains (Fig. 4) shows that the smaller domains contain more fluctuation, but not necessarily at the same time as the measurements. In addition the geostrophic wind that is calculated from the pressure gradients 10 in the model becomes noisier with decreasing averaging domain size (Fig. 4) . Because the geostrophic wind is directly used in the equations of motion we chose to use the middle sized domain. It generally contains less noise than the small domain and in contrast to the large domain, it covers just grid points over the sea, thus representing a horizontally rather homogeneous area. Figure 5 shows Hovmöller diagrams of most of the large-scale forcing data we used for the LES model. As assumed from the measurements, an advection of colder temperature during the morning hours of the second day is visible in the mesoscale simulation ( Fig. 5(f) ). The change of wind direction with height is mostly related to the Ekman turning, which can be seen in the differences between the geostrophic and the effective wind direction (Fig. 5 (b) and (e), respectively).
Comparison with met mast data
To transfer the input profiles from the COSMO-DE time steps and height levels to the LES model, they were linearly inter-5 polated on the vertical LES grid and on the time steps of the simulation. The LES were initialized with the set of large-scale profiles at 19 February, 00:00 UTC and nudging was applied only after six hours to enable a free development of turbulence in the first simulation hours.
All simulations had a domain size of 3200 m x 3200 m x 1700 m and were run with cyclic boundary conditions. The roughness length of momentum was taken from the COSMO-DE model (z 0 = 1.23 · 10 −4 m), the roughness lengths of temperature 10 and humidity were z
Five different simulations with a rather coarse grid were run with different configurations (Table 1) . One of the setups was then run with a finer resolution as basis for the turbine simulations. The chosen setup is regarded as the reference simulation P ref and the simulation with higher spatial resolution is called P hi . Two alternative relaxation time constants were set in P τ1
and P τ2 and advection of either momentum or potential temperature was switched off in P ∂tu=0 and P ∂tΘ=0 .
For evaluation we selected the ten-minute mean wind speed and direction at 70 m, as they are close to the hub height and also available from the COSMO-DE model. For better comparison the raw ten-minute values from the anemometers and wind 5 vanes were smoothed by means of a one-hour running mean. The root mean square error (RMSE) between each simulation time series and the references is compared in Tab. 1.
The evaluation shows that switching off momentum advection appears to have the largest influence on the wind speed and wind direction deviation from the input data. Figure 6 (a) reveals that the impact of momentum advection is largest between 12
and 18 UTC of the second day, after the increase of the mean wind speed during the morning hours. In this period the mean 10 wind speed remains too high when momentum advection is turned off. As illustrated in Neggers et al. (2012) , the flow in the LES contains inertia, that delays the reaction to changing boundary conditions. The nudging term is one option to dampen the inertial fluctuations. Here we find that momentum advection is an complementary option. The advection of potential temperature does not have a large effect on the time series of the wind speed at 70 m. But Fig. 6(b) shows the importance of the temperature advection for the thermal stability as the sign-change of the temperature gradient can indeed be closely related to advection.
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The higher resolved simulation run, that was used as the basis for the turbine simulations, was computed with a relaxation time constant of τ = 4 h, even though the result with a smaller relaxation time provides a slightly lower deviation to the measurements at hub height. We chose the larger relaxation constant to reduce the influence of the unphysical domain-wide relaxation on the wake simulations. Heinze et al. (2017) and Schalkwijk et al. (2015) found that the overall boundary layer properties are quite independent from the relaxation constant, if it is in the magnitude of hours.
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The time series of the domain averaged results of P hi are compared to the measurements and the large-scale forcing data in Fig. 7 . The ten-minute turbulence intensity TI and the standard deviation of the wind direction are calculated and averaged over multiple virtual met masts evenly distributed over the model domain. The power law coefficient is calculated for the FINO1 measurements and the LES from a fit to the data between 33 and 90 m, and for COSMO-DE by using the model levels at 35 and 73 m.
LES Wind speed and wind direction follow the general trend of the input and measurement data. The averaged magnitude of the turbulent fluctuations on the ten-minute scale is also reproduced. The largest discrepancy between simulation and measurements exists in the shear of the vertical wind profile which is almost constantly lower in the LES.
The destabilization of the boundary layer is observable as an decrease of the vertical shear of the LES and the measurements 5 ( Fig. 7 (e) ) on the second day between 00:00 UTC and 06:00 UTC. The event appears to occur earlier in reality than in the simulations, which is likely related to the earlier change of sign of the temperature gradient (Fig. 6 ). The restratification also starts later in the LES and the vertical shear remains constantly lower during the rest of the day. current high resolved mesoscale model output is not able to capture mesoscale fluctuations. As this paper only considers a small time period we relate to Schalkwijk et al. (2015) for a more profound discussion of this topic.
4 Wind turbine wake simulations
Model setup
The wind turbine wake simulations are run with the same domain and setup as the high resolution simulation P hi , just with the added body forces from the wind turbine, placed in the center of the domain. Due to the cyclic horizontal boundary conditions, the wind turbine wake reenters the domain through the southern after having left it through the northern boundary. However,
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as the wind direction in the simulations is never directly from south, the turbine is not subject to its own wake. The turbulence of the wake still modifies the state of the atmospheric boundary layer after some time. Thus, we simulated only intervals of 30 min with wind turbine, preceded by a 3 min precursor phase for the development of the wake. Wind fields from P hi were used as the initial fields of these simulations.
An enhanced actuator disc model with rotation (ADM-R) is used to calculate the forces of the wind turbine on the flow (Witha et al., 2014) . The model divides the rotor surface into annulus segments, and the local velocities at the segments and height, similar to the postprocessing of the lidar data as explained in Sec. 2.1. The slight disagreement of the inflow wind speed was approached by normalizing the velocities of both flow fields. Lidar and LES wind speeds are normalized with the 90 m wind speed measured in the non-wake measurements or simulation data, respectively. To further remove the disagreement caused by the difference in wind direction, the flow fields were rotated in Fig. 10 (rightmost panels), so that the wake propagates along the y-axis. The results show that the unrotated wakes ( Fig. 10(third column) ) match very well during the morning period where the wind direction appears to be nearly identical. In this period an asymmetry in the horizontal profile of the wake is also clearly visible, a phenomena related to the interaction of vertical wind shear with the rotation of the wake as shown for example in Vollmer et al. (2015) . The amplitude of the wake deficit appears to be best simulated in the above-rated region in which the turbine operates during the evening period. The lower thrust leads to a wake that shows no signs of a double minimums in the statistics of the wakes the profiles of all 15 time intervals were fitted to a curve consisting of two Gaussian-like functions:
Comparison with lidar measurements
Within this function, the central region of lower deficit in the near wake is represented by the second exponential function, with e,f ∈ [0, 1]. The wake width (90th percentile) was defined as L def = √ 2 · 1.64 · d, as deficit u def the minimum value of u w was chosen. Figure 11 shows an example of the fits to the data and Fig. 12 the fitted deficit and wake width for all time 5 periods. Minimums of the deficits can be identified in both data sets at a distance of between one and two D downstream for the high thrust situations and at a distance of about three D for the low thrust situations. In general the trajectories from the measurements exhibit much more noise, which makes a comparison especially of the wake widths difficult.
A direct comparison of the wake properties at selected downstream distances is presented in Fig. 13 . Regression through the origin shows quite a good agreement between lidar and LES wake deficit, though the LES shows a tendency to simulate a higher 
Discussion
As demonstrated in this paper the forcing of LES with mesoscale model profiles allows for time-dependent LES that change according to the synoptic meteorological conditions. Thus, a transient state of the atmospheric boundary layer can be used for the analysis of wind farm model performance. This allows for example for a direct validation of wake simulations with measured 20 data, which represents a different approach to the classical statistically derived validation data for wind farm models.
The comparison of the ambient flow created by the model chain with met mast data indicates that the synoptic trend of wind speed and direction is maintained and that the average properties of the simulated wind profile during the two-day period are close to the measured. Time series and power spectra however reveal a gap of energy contained in the mesoscale fluctuation range. These fluctuations might be partly resolved with a much larger LES domain, if they origin from thermal 5 effects (Schalkwijk et al., 2015) . An inclusion of measurement data as relaxation data set (Rodrigo et al., 2016) might also lead to a closer tracking of the measurements, but requires measurements at higher heights than available in this case.
As this paper only looks at a very short time period, we refrain from drawing general conclusions about the model chain's ability to replicate the evolving state of the ABL and refer to Schalkwijk et al. (2015) ; Heinze et al. (2017) , which analyze longer time periods. For wind energy purposes we think that the mesoscale model remains the crucial part of the presented 10 model chain to improve the spectral and vertical representation of the wind field. However, at least for the spectral part, current combinations of models and reanalysis data do not appear to be sufficient (Vincent et al., 2013) .
The comparison of the wake simulations with the measured wakes represents one of the suggested applications of the model chain. Instead of averaging over similar wind profile states, a direct time series comparison is done. The visual comparison of simulated with measured wakes shows a good match, indicating that wind direction and wake profile are well replicated.
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Derived wake statistics of the downstream development, however, reveal that the available measurement data still requires a more statistical treatment to be able to conclude about the goodness of the wake representation in the simulations. initialize the turbulence at the inflow boundary. It also requires to run a mesoscale model in parallel, which is not necessary for the offline coupling approach which can be started from external data sources as shown in this paper by the use of the COSMO-DE data.
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Conclusions
In this paper we introduce and test a method to simulate a wind turbine wake in the offshore atmospheric boundary layer with LES driven by forcing derived from a mesoscale simulation. The methodology enables to simulate a transient state of the atmospheric boundary layer for the evaluation of wind farm performance or the validation of wake simulations. The comparison with met mast data shows that the model chain is able to reproduce the synoptic trends and the boundary layer turbulence of the marine wind field during the analyzed two days. Most of the mesoscale fluctuations found in the measurements are not replicated, which is most likely related to the deficiencies of the mesoscale model. The wake simulations are compared to lidar measurements downstream of a turbine of alpha ventus. In certain periods the modeled and measured wakes are 5 very similar as especially the wind direction matches well. A direct comparison of measures to describe the downstream wake development proves to be difficult with a high scatter of the measured wakes. Thus, the limited data set of the lidar measurements and the still prevailing turbulent structures in the ten-minute averages of the data makes it difficult to validate the performance of the whole model chain. We think that the methodology might be especially valuable for transient nonneutral states of the atmospheric boundary layer, where the boundary conditions to set up LES are difficult to derive. In these 10 case, the presented method might not only be valuable for the comparison of simulations with measurement data but could be also applied to study wind turbine or wind farm control in changing wind conditions.
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