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Abstract
Embedding fields provide a way of coupling a background structure to a theory while preserving
diffeomorphism-invariance. Examples of such background structures include embedded submani-
folds, such as branes; boundaries of local subregions, such as the Ryu-Takayanagi surface in holog-
raphy; and foliations, which appear in fluid dynamics and force-free electrodynamics. This work
presents a systematic framework for computing geometric properties of these background structures
in the embedding field description. An overview of the local geometric quantities associated with a
foliation is given, including a review of the Gauss, Codazzi, and Ricci-Voss equations, which relate
the geometry of the foliation to the ambient curvature. Generalizations of these equations for cur-
vature in the nonintegrable normal directions are derived. Particular care is given to the question
of which objects are well-defined for single submanifolds, and which depend on the structure of the
foliation away from a submanifold. Variational formulas are provided for the geometric quantities,
which involve contributions both from the variation of the embedding map as well as variations
of the ambient metric. As an application of these variational formulas, a derivation is given of
the Jacobi equation, describing perturbations of extremal area surfaces of arbitrary codimension.
The embedding field formalism is also applied to the problem of classifying boundary conditions
for general relativity in a finite subregion that lead to integrable Hamiltonians. The framework
developed in this paper will provide a useful set of tools for future analyses of brane dynamics, fluid
mechanics, and edge modes for finite subregions of diffeomorphism-invariant theories.
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1 Introduction
A number of physical systems can be described in terms of a background structure coupled to
an otherwise generally covariant theory. One example is a local subregion in a gravitational
theory, where the subregion boundary partially breaks the underlying diffeomorphism sym-
metry [1, 2]. Relativistic fluid dynamics provides another example, with the fluid rest frame
determining the background structure [3, 4, 5, 6]. Branes coupled to gravity can similarly be
viewed as a type of background structure [7], as can the preferred frame of Lorentz-violating
gravity theories [8, 9, 10, 11].
In each of these examples, the background structure introduces additional degrees of free-
dom whose kinematics and dynamics require scrutiny. Embedding fields provide a convenient
formalism with which to perform this analysis. An embedding field is a diffeomorphism X
from a reference space M0 into the dynamical spacetime manifold M . It provides a means
for coupling fields living on the different spaces by mapping them between the spaces via
pullbacks. The background structure can be defined as a fixed object on M0, and then
coupled to the dynamical fields on M using the X mapping. Promoting X to a dynamical
object ensures that the coupling is covariant with respect to diffeomorphisms of M . This
restores diffeomorphism symmetry to the theory, and the X field encapsulates the additional
degrees of freedom introduced by the background structure.
Fluid dynamics provides a canonical example of this procedure. The reference spaceM0 is
the so-called Lagrangian frame, and the fixed structure is a congruence of curves describing
the flow of the fluid elements through time. The X field maps this congruence into the
spacetime manifold M , which in this context is also referred to as the Eulerian frame. X
contains the information of how the fluid flow distorts as it evolves through spacetime, and
hence represents the fluid degrees of freedom. This framework for describing relativistic
fluids has found applications in forming covariant Lagrangians for fluid mechanics [3, 5],
describing the phase space for Einstein gravity coupled to a fluid [12, 4], and constructing
effective field theories for fluid dynamics [6, 13, 14].
In other applications, the background structure is a single embedded submanifold, rather
than a foliation. Strings and branes are examples of this type of object, and the embedding
fields define the map from the worldvolume into the target space M [7]. The boundary
of a local subregion is another example of a single-submanifold background structure. Al-
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though such a boundary should not define a dynamical object in the theory, being merely
an arbitrary demarcation for a subregion in a larger space, describing the location of the
boundary nevertheless introduces a background structure into the description. The addi-
tional degrees of freedom that inevitably appear must be eliminated during the process of
gluing adjacent subregions to correctly reproduce the phase space of the larger region. This
construction is particularly relevant when discussing entanglement entropy for a subregion in
a gravitational theory, where the entangling surface serves as the subregion boundary. The
additional degrees of freedom represented by the embedding fields contribute to the entropy
of the subregion, and this edge mode entropy is believed to be an important contribution to
the entropy associated to horizons and black holes [1]. A related construction by Isham and
Kuchař in canonical general relativity extends the usual phase space by additional degrees
of freedom representing the embedding of the Cauchy surface into spacetime [15, 16]. In-
troducing the embedding fields in this context produces a constraint algebra that represents
Diff(M), as opposed to the field-dependent hypersurface deformation algebra that usually
appears in the Hamiltonian analysis.
The entanglement wedge associated with a subregion of a holographic conformal field
theory is another example where embedding fields are used to describe a single submanifold.
The wedge is defined as the domain of dependence of a subregion bounded by a codimension-2
extremal surface in the bulk. This extremal surface is referred to as the RT surface, in honor
of the Ryu-Takayanagi formula, which expresses the entanglement entropy of the boundary
CFT in terms of the area of this bulk surface [17]. In many applications, one is interested
in the response of the RT surface to perturbations of the bulk geometry or the boundary
subregion. Examples include holographic proofs of the quantum null energy condition [18,
19, 20], discussions of bulk reconstruction from modular flow [21] and derivations of the
Einstein equation from entanglement beyond linear order [22]. Embedding fields again can
be applied in these situations, and give a way of cleanly separating perturbations induced by
changing the geometry from those coming purely from varying the embedding into spacetime.
Embedding fields also find applications in situations where the background structure is
a nondynamical metric. One such application is the parameterized scalar field [15], where
the embedding fields impart diffeomorphism invariance on an ordinary scalar field theory.
Another is nonlinear massive gravity, where a background metric appears in the construction
of the mass interactions for the massive spin two field [23]. Embedding fields are sometimes
used as Stueckelberg fields to restore diffeomorphism invariance into the theory, which aids
in establishing the absence of ghosts [24].
Given the abundance of applications for embedding fields, it is desirable to have a sys-
tematic framework in which to perform calculations with them. The present work seeks to
develop this framework, placing specific emphasis on maintaining manifest covariance in all
expressions and derivations. The embedding field X is viewed as a specific type of dynamical
field to be included in the theory, namely, a diffeomorphism from the reference spaceM0 into
spacetimeM . This means it has prescribed transformation properties under diffeomorphisms
of M . Section 2 discusses these transformation properties of X, and describes generally how
to couple X to other dynamical fields in a diffeomorphism-invariant way. Often embedding
fields are viewed as a collection of scalar fields representing the coordinates of the manifold,
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which particularly when performing concrete calculations. In order to connect with this
description, section 2.1 discusses the coordinate expressions for the embedding fields.
Following this, section 3 develops the local geometry associated with foliations and sub-
manifolds. The fundamental object is the normal form to the submanifolds, ν, which is
a differential form that annihilates all vectors tangent to the submanifolds. All geometric
quantities associated with the submanifold and foliation can be constructed in terms of ν
and the metric gab. Section 3.1 performs these constructions explicitly, obtaining formulas
for the normal and tangential metrics as well as the extrinsic curvatures. The normal and
tangential covariant derivatives are introduced in section 3.2, and their associated curvatures
are related to the spacetime curvature via the Gauss, Ricci-Voss, and Codazzi identities in
3.3. In situations where one is only interested in a single submanifold, it is important to
know which quantities constructed for a foliation remain well-defined. Section 3.4 addresses
this question, where it is shown that tensors associated with the intrinsic geometry such as
the induced metric hab and intrinsic curvature Rabcd are invariants of a single submanifold,
as are the extrinsic curvature tensor Kabc and outer curvature Oabcd (defined in (3.45)), but
notably the normal extrinsic curvature L cab (defined in (3.20)) is not invariant. The trans-
formation properties of L cab under a change in foliation are derived in that section, and its
relation to the existence of a normal coordinate system near the submanifold is discussed.
Section 4 then combines the embedding fields with the submanifold calculus of section
3 in order to derive variational formulas for the foliation geometry. Explicitly including
the embedding fields into the description allows one to separate out the variations induced
by changing the metric from variations coming solely from a change in embedding. As
a particular application, section 4.2.1 uses the variational formulas for the mean extrinsic
curvature Ka to derive the Jacobi equation, which describes perturbations of an extremal
surface to a nearby extremal surface. This equation is of particular importance to holography
and RT surfaces, and the geometric description provided in this section will hopefully be
relevant to future holographic calculations.
The constructions of sections 3 and 4 are performed for foliations of arbitrary codimen-
sion. To connect with more common constructions, section 5 analyzes the specific cases of
hypersurfaces (codimension 1), congruences of curves (codimension (d−1)), and codimension-
2 surfaces. In each of these cases, certain simplifications occur, and connections are made
between the usual tensors defined for these foliations and the tensors associated with the
generic case. Following this, section 6 gives an application of the formalism by discussing the
boundary term than appears in the gravitational Hamiltonian for a local subregion. Section
7 concludes with a discussion of possible generalizations of the formalism to the case of null
submanifolds, and points to a number of future applications.
Finally, two appendices are included with additional geometric identities relevant to the
submanifold calculus of the paper. Appendix A generalizes the Gauss-Ricci-Voss-Codazzi
identities associated with the tangential covariant derivative Da by deriving analogous state-
ments for the normal covariant derivative Ða, as well as identities associated with a mixed
commutator between these two derivatives. Some of these identities have appeared be-
fore in the special case of foliations by one-dimensional curves [25, 26, 27, 28]; and general
treatments of arbitrary codimension foliations has appeared before in [29, Ch. V, Sec. 7],
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although appendix A casts these identities in a modern light and derives additional relations
from them. Appendix B gives numerous coordinate expressions for the geometric quantities
associated with a foliation, which can be helpful in concrete computations. This appendix
can be viewed as a generalization of the 3 + 1 decomposition of spacetime to a (d − p) + p
decomposition for aribitrary codimension foliations.
The submanifold calculus developed in this work has been considered before by several
authors, and it is worth pointing out the similarities and differences between this paper and
previous work. The work of Carter [30, 7] provides much of the basis for the formalism
developed here. A notable difference is that Carter was primarily concerned with single
submanifolds, as are applicable to the study of branes, and hence employs a formalism that
does not require an extension of the submanifold to a local foliation. The advantage of
working with a local foliation is that it canonically determines a connection on the normal
bundle to the surface through the normal extrinsic curvature tensor L cab (see section 3.2).
As discussed in section 3.4, L cab is not an invariant tensor on the surface, since it depends
on how the foliation is extended away from the surface. This is just the statement that
there is no preferred connection on the normal bundle in the absence of a local foliation. In
Carter’s work, the analog of the arbitrariness in the foliation is the choice of an orthonormal
basis on the normal bundle, needed in order to define the twist pseudotensor. Section 3.4
shows that this twist pseudotensor coincides with the twist F¯ cab of a foliation whose normal
directions are geodesic. For this reason, the acceleration tensor A cab never appears in Carter’s
formalism. Capovilla and Guven [31, 32] and Armas and Tarrío [33] similarly employ an
orthonormal basis to describe the normal geometry, and compute many of the variational
formulas appearing in section 4 of the present work. The main difference between the present
paper and the above is favoring a choice of local foliation over a choice of orthonormal normal
basis, since the goal is to have a formalism that applies both for single submanifolds and for
foliations. This is more in line with related treatments of submanifold variations employed
by Feng and Matzner [34], and Plebanski and Rozga [35]. A notable cosmetic difference
between this paper and others is the treatment of the embedding field X abstractly as
a diffeomorphism, as opposed to using its coordinate expression Xµ, discussed in section
2.1. This has some advantages in leading to clean variational expressions in terms of the
variational vector field χa that appears in the pullback formula (2.3), and we stress that
the abstract calculus provides concrete computational tools through repeated use of this
formula. Finally, Engelhardt and Fischetti’s recent work [36], which appeared concurrently
with the present one, presents a comprehensive, covariant treatment of submanifolds using
distributional tensor fields, which do not require an extension to a local foliation. Their work
therefore gives a complementary perspective on some of the results obtained in this paper.
1.1 Notation
Throughout this paper, Latin indices from the beginning of the alphabet, a, b, c, . . . are con-
sidered abstract indices [37, Section 2.4], while Greek indices µ, ν, . . . are used as coordinate
indices on M . Since tensor fields on both M0 and on M appear in the calculations below,
it is helpful to distinguish between them. This is done using boldface font, gab, Kabc , for
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M0
X∗gab
M
gab
X
Figure 1: The embedding field X is a map between a reference space M0 and the spacetime manifold
M . The metric gab and other dynamical fields live onM , and can be mapped to pulled-back fields X∗gab
on the reference space using the embedding map.
tensors on the reference space M0, and regular font, gab, Kabc for tensors on M . The same
letter is used for a bolded and unbolded tensor when the two are related by a pullback
by the embedding field, so that in general, ψ = X∗ψ. Finally, many expressions involve
antisymmetrization or symmetrization over multiple indices that are not adjacent. Rather
than using brackets and parentheses, which become cumbersome in these cases, we instead
underline indices to denote antisymmetrization, and overline indices for symmetrization, i.e.
Tab ≡ T[ab] = 12(Tab− Tba) and Tab ≡ T(ab) = 12(Tab + Tba). The spacetime metric gab is always
assumed to have signature (−,+,+, . . .). All tensors are presented as tensors on spacetime,
and as such, the same types of letters are used to describe both normal and tangential indices,
in line with the philosophy of [7]. This has a slight disadvantage of requiring the reader to
remember which indices are normal and tangential (i.e. Kabc is normal on a and tangential on
b and c), but has the advantage of making clear how objects such as the spacetime covariant
derivative ∇a act on these tensors.
2 Overview of embedding fields
This section develops the basic tools for computing with embedding fields. The starting
point is a collection of dynamical fields, collectively denoted φ, which are tensor fields on a
spacetime manifoldM . For this paper, the sole dynamical field will be the metric gab, but the
basic operations for coupling a generic field to the embedding fields is the same for fields of any
type. The diffeomorphism group Diff(M) acts on these fields via pullbacks, sending φ 7→ Y ∗φ
for Y ∈ Diff(M). A theory in which all tensor fields needed to construct a covariant action are
dynamical is diffeomorphism-invariant. An example of a non-invariant theory is a massless
scalar, since its Lagrangian density L = ηab∇aϕ∇bϕ involves a fixed metric ηab which does
not transform under diffeomorphisms. This metric therefore constitutes the background
structure of the theory that prevents diffeomorphism-invariance. Similarly, a theory with an
invariant Lagrangian defined in a finite subregion is still not fully diffeomorphism-invariant,
since the normal form to the boundary of the subregion is again a fixed structure which does
not transform.
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Embedding fields provide a way of modifying theories with background structures to
make them invariant. The embedding field X is a diffeomorphism from a reference space
M0 into M (Figure 1). This reference space can simply be viewed as a second copy of the
spacetime manifold, although for calculations involving coordinate expressions (section 2.1),
it is often useful to take it to be an open subset of Rd. The embedding field transforms under
diffeomorphisms of M by the pullback by Y −1,
X 7→ (Y −1)∗X = Y −1 ◦X. (2.1)
The natural way to couple the embedding field to the other dynamical fields is simply to
form the pulled back fields, φ ≡ X∗φ. Throughout this work, bold font will indicate tensors
that live on the reference space M0, and are related to their non-bold counterparts through
a pullback by X. The fields φ have the property of being invariant under diffeomorphisms
of M , since
(Y −1 ◦X)∗Y ∗φ = X∗(Y −1)∗Y ∗φ = X∗φ. (2.2)
This invariance is intuitive from the perspective that φ live on a different manifold, M0, and
hence should not transform under diffeomorphisms of M .
A central goal of this work is to compute variations of objects constructed using X and
the dynamical fields. For this, the following formula is of central importance,
δX∗φ = X∗(δφ+£χφ), (2.3)
where χa is a vector field representing an arbitrary infinitesimal variation of the embedding
map X (see [1, 2] for derivations of this formula). The coordinate expression for χa is given
in equation (2.14). A related formula involves mapping a field on M0 to a field on M with
the inverse pullback (X−1)∗ ≡ X∗, and reads
δX∗φ = X∗δφ−£χφ. (2.4)
Any expression involving δ should be taken to mean an arbitrary variation of that quan-
tity. To denote a particular choice for the infinitesimal variation, we will write IΦˆ acting on
the expression, where Φˆ then contains the information of which variation is being considered.
For example, we write IΦˆδφ = Φ to denote the infinitesimal variation of the field φ given by
the specific field configuration Φ. This notation stems from viewing δ as the exterior deriva-
tive on the infinite-dimensional manifold of field configurations, in which case IΦˆ denotes
contraction of a differential form with the vector field Φˆ describing an infinitesimal change
on this manifold [1, 2].
A particularly important class of variations are those induced by an infinitesimal diffeo-
morphism of M generated by a vector field ξa. The contraction representing this transfor-
mation is denoted Iξˆ, so that Iξˆδφ = £ξφ, since the Lie derivative gives the transformation
of a tensor field under an infinitesimal diffeomorphism. Note that since the pulled back fields
X∗φ are diffeomorphism-invariant, they must satisfy IξˆδX
∗φ = 0, which implies via equation
(2.3)
Iξˆχ
a = −ξa. (2.5)
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We can also consider diffeomorphisms of the reference space generated by a vector ξa, and
this transformation on the fields will be represented by Iξˆ. These diffeomorphisms of M0
should not transform the dynamical fields which live on M , which implies the relations for
this contraction
Iξˆδφ = 0, Iξˆχ
a = X∗ξa = ξa. (2.6)
Occasionally we will also be interested in second variations of quantities. In these cases,
when δ acts on a tensor that already involves a variation, we take it to mean the antisym-
metric combination of the two variations. This is consistent with the interpretation of δ as
the exterior derivative on the space of field configurations. In particular, it implies δδφ = 0.
Also, any expression involving the product of two variational tensors will similarly always
be assumed to be antisymmetrized in the variations, so that δα δβ = −δβ δα. With this
interpretation, we note the useful formula for the variation of χa, which does not vanish, but
rather satisfies [2]
δχa = δX∗χa = X∗ (δχa −£χχa) = −1
2
[χ, χ]a. (2.7)
2.1 Coordinate expressions
While the abstract definitions of the X field and the vector χa associated with its variation
suffice for formal manipulations, it is also useful to have coordinate expressions for these
objects when performing direct calculations. To obtain these, introduce a coordinate system
on M , which is defined by a collection of functions yµ : M → R, µ = 0, . . . , d− 1, mapping
each point in x ∈ M to its coordinate values yµ(x).1 The coordinate expression for the X
field is simply obtained by pulling the coordinate functions back by X. Taking Rd for the
reference space M0, this leads to a collection of d scalar functions Xµ : Rd → R, defined by
Xµ = X∗yµ = yµ ◦X. (2.8)
The functionsXµ then define a coordinate system on Rd. Promoting X to a dynamical field
in the theory therefore has the interpretation of giving dynamics to the coordinate system
itself. A consequence ofXµ defining a coordinate system is that the gradients∇aXµ yield a
basis for one-forms on Rd. This in turn defines a basis ∂aµ for tangent vectors on Rd satisfying
∇aXν∂aµ = δνµ (2.9)
∇aXµ∂bµ = δba (2.10)
[∂µ,∂ν ] = 0. (2.11)
These basis vectors are just the pullbacks of the coordinate basis vectors ∂aµ on M .
The variations of the functionsXµ again define a collection of d functions δXµ : Rd → R
interpretable as an infinitesimal change of coordinates. From the pullback formula (2.3) and
the requirement that δyµ = 0, this variation is given by
δXµ = X∗£χyµ = χa∇aXµ = χµ, (2.12)
1Since the following analysis deals only with local quantities, it suffices to restrict attention to a single
coordinate patch.
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so that δXµ are simply the components of χa in the coordinate system on Rd defined by
Xµ,
χa = δXµ∂aµ. (2.13)
This leads to the coordinate expression for χa,
χa = (X∗δXµ)∂aµ = (δX
µ ◦X−1)∂aµ, (2.14)
which was presented in [1].
Because ∂aµ depends on Xµ, the antisymmetric variation of the vector field χa does not
vanish; rather, it is given by
δχa = −δXµδ(∂aµ)
= −δXµ∂bµ (∇bXν)δ(∂aν )
= χb∇b(δXν)∂aν
= χb(∇bχa − δXν∇b∂aν )
=
1
2
[χ,χ]a. (2.15)
The second line follows after applying equation (2.9), while the third line uses the identity
∇a(δXµ)∂aµ = −∇aXµδ(∂aµ), obtained by acting with δ on equation (2.10). Finally, the
fifth line uses that χb∇bχa = 12 [χ,χ]a due to the implied antisymmetrization between the
two χa’s in this expression, and also that ∇b can be taken to be the derivative operator
associated with the Xµ coordinate system, which annihilates the vectors ∂aν .2 From this, we
can also compute the variation of the vector field χa defined on M ,
δχa = δX∗χa = X∗δχa −£χX∗χa = 1
2
[χ, χ]a − [χ, χ]a = −1
2
[χ, χ]a, (2.16)
giving a derivation of equation (2.7).
Finally, although this paper refrains from employing explicit coordinate expressions for
the pullback of the metric gab = X∗gab, it can be useful to have them on hand. Letting
gµν = gab∂
a
µ∂
b
ν denote the components of the metric in the yµ coordinate system, and gαβ the
components of gab in a coordinate system xα on the reference space, they are related via
gαβ(x) =
∂Xµ
∂xα
∂Xν
∂xβ
gµν
(
X(x)
)
. (2.17)
3 Foliations by submanifolds
The main application for the embedding fields in this paper is in describing embedded sub-
manifolds and foliations. This section discusses the basic construction of a foliation, and
2With any other derivative operator, one finds that the connection coefficients drop out of this expression,
so this choice is not restrictive.
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M0
ν
M
ν = X∗ν
X
Figure 2: The fixed foliation on M0 is specified through the normal form ν by requiring all tangent
vectors to the foliation annihilate it. X maps ν to the form ν = X∗ν, which defines a foliation in M .
The M foliation can be varied by changing the embedding map X.
derives the local geometric data associated with it. The idea is to fix a specific submanifold
or foliation in the reference space M0, and then use X to map it into spacetime. Variations
of geometric quantities under a change in the foliation are then parameterized by variations
of X. In addition, this setup cleanly separates the effects of varying the spacetime metric
from those coming from varying the embedding.
A common way to define a submanifold of codimension p on the reference space is to
give p functions F A(x), A = 1, . . . , p, which simultaneously vanish on the submanifold.3
These functions also define a foliation via their simultaneous level sets. One disadvantage of
this description is that it is highly redundant: any reparameterization of the form GA(x) =
GA(FB(x)) defines an equivalent foliation. A way to avoid this redundancy is to instead
work with a differential p-form ν, which vanishes when restricted to the submanifolds, i.e. the
tangent vectors va to the submanifolds are precisely the ones which annihilate the p-form,
ivν = 0. One can express ν in terms of the functions F A simply via
ν = dF 1 ∧ . . . ∧ dF p (3.1)
Under the reparameterization GA = GA(FB), ν changes by an overall rescaling from the
Jacobian. Hence, ν and f(x)ν define equivalent foliations for any positive function f(x).
Working directly with ν reduces the redundancy of the description from arbitrary reparam-
eterizations of F A to a single overall rescaling ambiguity in ν.
Going forward, we will forget entirely about the functions F A and instead work only with
ν. It is important to note at this point that an arbitrary p-form is not suitable for defining
the submanifolds; rather, it must satisfy two additional conditions. The first condition is
3By assuming that these functions are defined everywhere in a neighborhood of the submanifold, we are
implicitly imposing that the normal bundle of the submanifold is trivial. This is not overly restrictive for
many applicaitons; however, for the most general class of submanifolds and foliations, the existence of such
functions can only be established locally. A simple example where global existence fails is a circle embedded
in a Mobius strip, since the normal form would return to its negative after going around the circle.
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that the rank of ν must equal p, which means there exists a set of one-forms eA with A
ranging from 1 to p, in terms of which ν can be expressed as
ν = νA1...Ape
A1 ∧ . . . ∧ eAp . (3.2)
A generic p-form requires more than p basis one-forms to express it, so this requirement is
that ν has the minimal possible rank, i.e. it is a simple form. This restriction is an algebraic
condition on ν that must hold pointwise. The reason for it is to ensure the dimension of
the submanifold is precisely (d − p). If ν had rank greater than p, fewer vectors would
annihilate it, and it would therefore define lower dimensional submanifolds. The second
condition is an integrability condition that ensures that the vectors annihilating ν are tangent
to submanifolds. In terms of the vector fields, this means that [v,w]a must annihilate ν
whenever va and wa do. The condition this imposes on ν is
dν = ρ ∧ ν (3.3)
for some one-form ρ [38, Section IV.C]. Occasionally, the stronger condition dν = 0 is
imposed, especially when ν has additional physical meaning, such as a conserved current.
An example of this is ideal fluid mechanics, where ν can represent a conserved particle
number or entropy current [5].
Once ν satisfying the simplicity and integrability conditions has been chosen, it defines
a fixed family of submanifolds in the reference space. It can be mapped to spacetime using
the embedding fields,
ν = X∗ν, (3.4)
and ν defines a foliation in spacetime, since the pushforward preserves the conditions imposed
on ν (see Figure 2). Finally, we can require that ν is held fixed under all variations of
dynamical fields, δν = 0, which fixes the variation of ν to be that induced by the variation
of the embedding fields X,
δν = −£χν. (3.5)
using equation (2.4). Note that this formula ensures that ν transforms as an ordinary tensor
field under spacetime diffeomorphisms, meaning that
Iξˆδν = £ξν, (3.6)
by equation (2.5), which guarantees that any tensor constructed from ν and the dynamical
fields will also have covariant transformation properties. Variations of objects constructed
from ν are treated in detail in section 4.
3.1 Intrinsic and extrinsic geometry
In some applications, such as descriptions of fluids, the unnormalized form ν is treated as a
physical quantity that can be used to build actions and describe dynamics [5, 6]. However,
geometric invariants of the foliation should not involve ν directly, since it contains additional
information beyond the embedding, due to the rescaling ambiguity. Instead, the appropriate
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object to work with is the normalized unit normal. Normalization of ν requires a metric,
which is obtained from the dynamical metric on spacetime by an X pullback,
gab = X
∗gab. (3.7)
Alternatively, we can map the normal form to spacetime, giving ν = X∗ν, which then defines
the foliation on M . The various quantities constructed below from ν are mapped to their
counterparts on the reference space M0 via X∗. Hence, the formulas derived in this section
are valid for both bolded and unbolded tensors.
The unit normal p-form is defined as
na1...ap = Nνa1...ap , (3.8)
which must satisfy the normalization condition
na1...apn
a1...ap = ε p!, (3.9)
where ε = ±1 depending on whether the foliation is spacelike (−1) or timelike (+1).4 N
must therefore be given by
N =
√
p!
(
ε ga1b1 . . . gapbpνa1...apνb1...bp
)−1/2
. (3.10)
The normal metric sab is constructed from the normal form as
sab =
ε
(p− 1)!na a2...apnb b2...bpg
a2b2 . . . gapbp . (3.11)
The normalization of this tensor comes from requiring that sab be a normal projector. One
can verify using (3.11) that if αa is a normal 1-form, then
sabαa = ε(−1)p−1(? ? α)b = αb, (3.12)
where ? is the Hodge dual on the normal space. This is the point where the simplicity of ν
is used: the normalization condition (3.9) and the projector requirement sabsbc = sac cannot
both hold unless ν is simple. More generally, one can form the projector onto the space of
normal q-forms by contracting (p− q) indices of a pair of unit normals,
s
a1...aq
b1...bq
= sa1b1 . . . s
aq
bq
=
ε
q!(p− q)!n
a1...aqeq+1...epnb1...bqeq+1...ep , (3.13)
and its status as a projector also follows by expressing its action on a q-form in terms of
Hodge duals.
The tangential metric hab is then constructed via
hab = gab − sab, (3.14)
4Null surfaces are excluded from this analysis. The inability to normalize the normal form is one of several
reasons the geometric quantities considered in this section cannot be defined for a null surface. A lengthier
discussion of how one might adapt the formalism to null surfaces is given in section 7.1.
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and the tangential projector hab is obtained by simply raising the index with the metric.
When pulled back to the submanifolds, hab defines the induced metric that determines the
intrinsic geometry. The volume forms µb1...bd−p for the surfaces are obtained by contracting
the spacetime volume form a1...ad with the unit normal form, giving the equation
µb1...bd−p = −
ε
p!
na1...apa1...apb1...bd−p . (3.15)
This ensures that the normal form and induced volume form combine into the full spacetime
volume form through the equation5
 = −n ∧ µ. (3.16)
Additional geometric information is contained in the covariant derivative of sab. It is
straightforward to see that ∇asbc vanishes when b and c are both projected in the normal
direction, or both tangentially. Of the remaining components, the ones with a and c tangen-
tial (or equivalently, a and b) encode the extrinsic geometry of the embedding through the
extrinsic curvature tensor, defined as
Kabc = h
d
bh
e
c∇dsae = −hdbhec∇dhae, (3.17)
which is manifestly tangential on b and c and normal on a. An important property of the
extrinsic curvature tensor Kabc is that it is symmetric on its tangential indices, b and c, which
follows from the integrability condition (3.3) for the normal form ν. Integrability implies
that ∇anc c2...cp = ρ˜anc c2...cp for some one form ρ˜a, and so in particular, dn has at most one
tangential component. We can then write out the condition that dn vanishes when projected
tangentially on two indices to derive
0 = (p+ 1)habh
c
d∇anc c2...cp
= habh
c
d
(
∇anc c2...cp −∇cna c2...cp + (p− 1)∇c2nac c3...cp
)
= 2habh
c
d∇anc c2...cp . (3.18)
From this, the symmetry of Kabc follows straightforwardly,
Kabc =
ε
(p− 1)!h
d
bh
e
cn
a c2...cp∇dne c2...cp =
ε
(p− 1)!h
d
ch
e
bn
a c2...cp∇dne c2...cp = Kacb (3.19)
The components of ∇asbc with a and c normal (equivalently, a and b) encode the extrinsic
geometry of the normal planes to the surface through the normal extrinsic curvature tensor,
Labc = −sdbsec∇dsae = sdbsec∇dhae, (3.20)
which is manifestly normal on b and c and consequently tangential on a. Unlike Kabc , the
normal extrinsic curvature Labc is not symmetric on its lower indices, since in general the
5The minus depends on the choice of orientation for both spacetime and the submanifolds. The choice
made here is most convenient for spacelike submanifolds with a future-pointing timelike normal.
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normal planes are not integrable. Hence, Labc further decomposes into its antisymmetric and
symmetric parts
F abc = −2Labc (3.21)
Aabc = L
a
bc
. (3.22)
Aabc is called the generalized acceleration tensor, because its contraction with a normal vector
W b gives
W bW cAabc = −hacW b∇bW c. (3.23)
The second expression is the tangential component of the acceleration of a flow along W a.
Since a symmetric tensor is entirely determined by repeated contractions of this form, knowl-
edge of the accelerations in all possible normal directions completely determines Aabc.
The twist tensor F abc measures the non-integrability of the normal planes. This follows
from viewing the foliation as a fiber bundle, with the leaves of the foliation comprising the
fibers. The tangential directions to the leaves coincide with the vertical directions of the
fiber bundle, and hence the tangential projector hab defines a connection on the fiber bundle.
Its curvature is given by the Frölicher-Nijenhuis bracket of hab with itself, and measures the
obstruction to integrability of the horizontal (i.e. normal) planes. This bracket can be related
to F abc , by noting first that [h, h] = [δ − s, δ − s] = [s, s] since the identity δab has vanishing
bracket with everything, and then computing (see [39, Section II.8])
1
2
[h, h]abc =
1
2
[s, s]abc = 2
(
sdb∇dsac − sad∇bsdc
)
(3.24)
Projecting a onto the normal direction is seen to give something something proportional to
Kabc which vanishes, hence the bracket must be tangential on a, giving
1
2
[h, h]abc = 2h
a
es
d
bs
f
c∇dsef = F abc . (3.25)
Another way to see that F abc measures normal integrability obstruction is to contract with
two normal vector W b and U c, which gives
W bU cF abc = h
a
c[W,U ]
c. (3.26)
Hence when F abc is nonvanishing, the commutator of normal vectors fails to remain normal,
signaling a lack of integrability.
A final note on the normal extrinsic curvature Labc is that although it is a globally well-
defined tensor on the surface, it can become singular if the foliation crosses itself at caustics.
Such behavior is inevitable unless the normal bundle is topologically trivial, and we will
comment below on the effects of this singular behavior when it occurs.
3.2 Covariant derivative operators
Although the induced metric hab is defined as a spacetime tensor, restricting its action to
vectors tangent to the submanifolds of the foliation naturally defines a metric on these
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submanifolds. It therefore is fruitful to discuss the covariant derivative operator compatible
with this induced metric. This tangential covariant derivative operator is denoted Da, and
its action on a tangential vector V b is the tangential projection of the spacetime covariant
derivative of V b,
Da V
b = hcah
b
d∇cV d = hca∇aV b +KbadV d, (3.27)
where the second equality follows from applying equation (3.17). The action of Da on
covectors and multi-index tensors is defined similarly by projecting the covariant derivative
of the tensor tangentially on all indices. A consequence of this definition is that hab is
annihilated by Da, since
Da hbc = h
d
ah
e
bh
f
c∇dhef = hda(heb∇dhec − hfb∇dhfc) = 0. (3.28)
Hence, Da is the unique covariant derivative compatible with the induced metric on the sub-
manifolds. This fact leads to the usual coordinate expressions for the connection coefficients
of Da in terms of derivatives of hab, written in detail in appendix B.2.
It is also interesting to consider derivatives of normal vectors along the tangential di-
rections of the submanifold. The covariant derivative associated with vectors in the normal
bundle will also be denoted by Da, and its action on a normal vector W b is obtained by a
different projection of the spacetime covariant derivative, namely,
DaW
b = hcas
b
d∇cW d = hca∇cW b −K bda W d, (3.29)
where again the second equality follows from equation (3.17). This definition guarantees
that DaW b remains normal on the b index. Da can be extended to act on tensors with
multiple normal indices by projecting all indices in the normal direction after acting with
hba∇b. Hence, using an argument similar to (3.28), one finds that Da sbc = 0. Appendix B.2
derives the coordinate expressions for the normal connection coefficients, and it is here that
one finds that L cab is associated with these coefficients. This follows from the equation
DaW
b = sbdh
c
a∂cW
d + L bac W
c (3.30)
where ∂c is a coordinate derivative for a coordinate system compatible with the foliation,
(see appendix B).
The appearance of L bac as connection coefficients suggests a modified connection on the
normal bundle, D˜b, which acts on normal vectors and covectors as
D˜aW
b = DaW
b − L bac W c, D˜aWb = DaWb + L cab Wc. (3.31)
This connection simply subtracts off the contribution from L bac in (3.30), and so acts like a
coordinate derivative on the components of the normal vectors. It appears in a number of
variational formulas in section 4. D˜b annihilates the tangential metric hab because it agrees
with Db acting on tangential tensors; however, it is not compatible with the normal metric
sab,
D˜asbc = 2Aabc. (3.32)
This equation is directly related to the coordinate expression for the tensor Aabc derived
in appendix B.3. If L bac has singularities due to caustics in the foliation, the modified
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connection D˜a is only well-defined away from these singular points. In particular, D˜a can
be globally defined only for certain normal bundle topologies, including, but not limited to,
trivial normal bundles. This is in contrast to Da, which is well-defined for any normal bundle
topology.
The action of Da on tensors with indices of both normal and tangential type is given
by first acting with hba∇b, and then projecting tangentially all indices that were originally
tangential, and projecting normally all indices that were originally normal. For example, the
extrinsic curvature tensor Kabc is normal on a and tangential on b and c, so its tangential
covariant derivative is
DaK
b
cd = h
m
as
b
nh
p
ch
q
d∇mKnpq . (3.33)
For a tensor with indices that are not definitely tangential or normal, the action of Da is
defined by first decomposing the tensor into tangential and normal pieces, and then acting
according to the above definitions. A straightforward application of this rule shows that the
spacetime metric gab is annihilated by Da since
Da gbc = Da(hbc + sbc) = Da hbc + Da sbc = 0. (3.34)
When working with foliations of submanifolds, it is important to also consider derivatives
in the normal direction. Analogous to the tangential covariant derivative, we define the
normal covariant derivative Ða acting on a normal vector W b by
ÐaW b = scas
b
d∇cW d = sca∇cW b + LbadW d, (3.35)
and on a tangential vector V b by
ÐaV b = scah
b
d∇cV d = sca∇cV b − L bda V d. (3.36)
Its action on multiple indices of mixed tangential and normal type are defined completely
analogously to the tangential covariant derivative Da. The normal covariant derivative Ða
has many properties analogous Da, including annihilating the normal and tangential metric,
Ðasbc = Ðahbc = Ðagbc = 0. A notable difference arises from the fact that the tangent
planes are not necessarily integrable, which means that there are no submanifolds on which
Ða restricts to a genuine affine connection. This means that Ða behaves somewhat like
a connection with torsion. This can be quantified by computing the commutator [Ða,Ðb]
acting on a scalar function,
(ÐaÐb −ÐbÐa)f = 2scasdb∇c(sed∇ef) = F eab De f. (3.37)
Here, the negative twist tensor −F eab is acting like a torsion for the connection Ða. However,
it differs from a usual torsion tensor in that the derivative appearing on the right hand side
of (3.37) is the tangential derivative De, rather than Ðe. This means the torsion points in a
tangential direction rather than a normal direction. The tensor −F eab is sometimes called
the deficiency of the connection Ða, to distinguish it from genuine torsion [40, 28]. Additional
discussion of this interpretation of −F eab as a type of torsion for Ða is provided in appendix
A.2.
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There is also a modification of Ðb acting on tangent vectors that appears in many of the
variational formulas. This modified connection Ð˜b acts on tangential vectors and covectors
as
Ð˜aV b = ÐaV b −K bac V c; Ð˜aVb = ÐaVb +K cab Vc. (3.38)
Similar to Da, this modified connection is compatible with the normal metric sab, but not
the tangential metric,
Ð˜ahbc = 2Kabc. (3.39)
3.3 Gauss, Codazzi, and Ricci-Voss identities
This section describes the curvature tensors associated with the tangential covariant deriva-
tive Da and their relationships to the spacetime curvature tensors. The derivation of these
equations as well as their generalizations to the normal connection Ða are given in appendix
A. Since the tangential connection Da is compatible with the induced metric on the submani-
folds, its curvature gives information about their intrinsic geometry. This intrinsic curvature
Rabcd tensor is defined through the commutator of two covariant derivatives acting on a
tangential vector V a according to the equation
(Dc Dd−Dd Dc)V a = RabcdV b. (3.40)
Its relationship to the ambient spacetime curvature and extrinsic geometry of the surface is
encoded in the Gauss equation, which reads
Rabcd = hmahnbhpchqdRmnpq +KeacKebd −KeadKebc , (3.41)
showing that the tangential components of the spacetime curvature tensor and the extrinsic
curvature determine the intrinsic curvature of the submanifolds.
Da also defines a connection on the normal bundle, and there is an outer curvature tensor
Oabcd associated with this connection. It is defined by the commutator [Dc,Dd] acting on a
normal vector W a via
(Dc Dd−Dd Dc)W a = OabcdW d. (3.42)
It also satisfies an equation relating it to the spacetime curvature and extrinsic curvature
known as the Ricci-Voss equation,
Oabcd = smasnbhpchqdRmnpq +K eb dKace −K eb cKade (3.43)
Since Oabcd is normal and antisymmetric in its first two indices, and tangential and anti-
symmetric in its second two indices, it is trivially traceless on all indices. One can also
straightfowardly see that the traces on the right hand side of the equation drop out as well,
so it can instead be expressed in terms of the spacetime Weyl tensor Cabcd and the traceless
extrinsic curvature K˜abc = Kabc − 1d−pKahbc [30],
Oabcd = smasnbhpchqdCmnpq + K˜ eb dK˜ace − K˜ eb cK˜ade . (3.44)
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From equation (3.30), we know that the tensor L cab fulfills the role of the normal bundle
connection coefficients, and hence there should also be an expression for Oabcd in terms of
L cab . This alternative equation for the outer curvature is derived in appendix A.3, and reads
Oabcd = Dc Ldba −Dd Lcba + L ecb Ldea − L edb Lcea. (3.45)
One can further decompose this expression by separating Labc into its symmetric and anti-
symmetric parts according to equations (3.21) and (3.22), which leads to the final expression
for the outer curvature,
Oabcd = Dc Fd ab + 1
2
F ecb Fdea + 2A˜
e
cb A˜dea, (3.46)
where only the traceless part of the acceleration tensor A˜cea = Acea − 1pAcsea appears.
The modified connection D˜a introduced in (3.31) in principle also has an associated outer
curvature, but appendix A.4 demonstrates that this curvature vanishes. This is consistent
with the interpretation of D˜a treating normal vectors as a collection of scalars, and hence
acting as a tangential partial derivative. Note that for this flat connection to be globally
defined, the normal bundle must satisfy certain toplogical restrictions. In particular, it
requires any topological invariants constructed from the outer curvature, such as the Euler
number, to vanish.
Finally, there is an identity associated with the requirement that (Dc Dd−Dd Dc)V a is
tangential on a for V a tangential, which according to the definition of Dc is trivially true.
However, expressing this condition in terms of the spacetime curvature leads to the Codazzi
equation,
hmah
n
bh
p
cs
q
dRmnpq = DaKdbc −DbKdac. (3.47)
This same equation arises from requiring that (Dc Dd−Dd Dc)W a is normal on a for W a
normal.
There are similar curvature quantities and identities associated with the normal covariant
derivative Ða, which are discussed in more detail in appendix A.2.
3.4 Invariant tensors of a submanifold
For some applications, one is interested only in the properties of a single submanifold of
a foliation. In these cases, it is important to know which quantities are independent of
how the foliation is extended away from the submanifold. These quantities will be called
invariant tensors of the submanifold. This section argues that the invariant tensors consist
of the tangential metric hab, the normal metric sab, the tangential extrinsic curvature Kabc ,
and any quantities constructed from tangential covariant derivatives Da of invariant tensors,
which include the intrinsic curvature Rabcd and outer curvature Oabcd. Of course, tensors
that are defined without reference to the embedding, such as the spacetime Riemann tensor
Rabcd, are also invariant. Notably, the normal extrinsic curvature L cab is not an invariant
tensor, and its transformations under a change in the foliation away from the submanifold is
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derived below. Although it is always possible to set L cab to zero at a point, the fact that the
invariant outer curvature is constructed from L cab means that it cannot vanish everywhere,
as is typical of connection coefficients in the presence of curvature. Nevertheless, there
always exists a choice of foliation such that the symmetric piece Aabc vanishes, and this
coincides with extending the foliation away from the submanifold by flowing radially along
normal geodesics. With this choice of foliation, there is still additional freedom to adjust the
antisymmetric part F abc , which can be used to impose gauge conditions on this tensor.
The analysis of invariant tensors begins by noting that the unit normal n is invariant since
it depends algebraically on the normal form ν, and normalization ensures it does not change
when ν is rescaled. Any tensors constructed algebraically from n are then also invariant,
and these include the normal metric sab, tangential metric hab, and induced volume form µ.
Next we show that the tangential covariant derivative Da acting on an invariant tensor
produces another invariant tensor. This follows immediately from the fact that if two tensors
T a...b... and Ua...b... agree on a submanifold Σ, then the gradient of their difference is tensorial
and normal to the surface. This is because ∇e(T a...b... − Ua...b... ) = ∂e(T a...b... − Ua...b... ) since
the contributions for connection coefficients all involve T a...b... − Ua...b... undifferentiated at
the surface, which vanishes. Furthermore, contracting with a tangent vector on e also gives
a vanishing result since T a...b... − Ua...b... vanishes everywhere on the surface. Now if T a...b...
and Ua...b... are taken to be invariant tensors for different foliations that agree at Σ, their
difference must vanish on Σ, and
De T
a...
b... −De Ua...b... = hde∇d(T a...b... − Ua...b... ) = 0. (3.48)
Hence, De T a...b... defines an invariant tensor. This also implies that the curvatures Rabcd and
Oabcd are invariant, since they can be expressed in terms of Da acting on invariant tensors.
The invariance of the extrinsic curvature Kabc follows from a similar argument. Note
that sab is invariant, and let s¯ab denote the normal projector for a different foliation that
agrees at Σ. Then ∇e(sab − s¯ab) is normal on e, and so
Kabc − K¯abc = hebhdc∇e(sab − s¯ab) = 0. (3.49)
We now turn to the transformation properties of L cab under a change in foliation. First,
consider the expression for the covariant derivative of the unit normal, ∇ena1...ap . This has
no component that is normal on all the ai indices, since this would be proportional to na1...ap
due to antisymmetry, but na1...ap∇ena1...ap = 12∇e(na1...apna1...ap) = 0. Hence, ∇ena1...ap is
tangential on at least one ai index, and by projecting tangentially we derive that
∇ena1...ap = p
(
Kbe a1 − L ba1e
)
nb a2...ap (3.50)
Now take n¯ to be the unit normal of a different foliation that agrees with n at Σ. From the
above formula, we find that their normal gradients differ according to
∇e(n¯a1...ap − na1...ap) = p l ba1e nb a2...ap (3.51)
with
l bae = L
b
ae − L¯ bae . (3.52)
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Hence, the tensor L bae shifts under a change in the foliation by −l bae , which characterizes
the first order change in the unit normal when moving off of Σ by equation (3.51).
The transformation of L bae in (3.52) suggests that it could be set to zero by choosing
l bae ; however, not all tensors l bae define a valid change in the foliation. The new unit normal
n¯ must remain normalized according to (3.9) and satisfy the simplicity and integrability
constraints arising from (3.2) and (3.3). After ensuring n¯ is normalized, the latter two
conditions are equivalent to
s¯abs¯
b
c = s¯
a
c (3.53)
s¯ad[s¯, s¯]
d
bc = 0, (3.54)
where the second condition involves the Frölicher-Nijenhuis bracket (see equation (3.24)).
Taking gradients of these equations with s¯ab expressed in terms of n¯ leads to additional
constraints on the gradients of (n¯−n). In particular, the gradient of (3.54) gives a differential
restriction on l bae . A quicker way to derive this restriction is to note that the outer curvature
Oabcd is an invariant tensor, and hence should be the same whether computed using L cab or
L¯ cab . Using equation (3.45), this implies that
Dc ldba + L
e
cb ldea + l
e
cb Ldea − l ecb ldea = 0, (3.55)
which can be simplified by using the modified connection D˜a (3.31),
D˜cldba + 2l
e
cb Adea − l ecb ldea = 0 (3.56)
or equivalently
D˜cl
a
db − l ecb l ade = 0. (3.57)
(3.57) looks like a condition of vanishing curvature for a connection, and so it is easy
to write down solutions. Choose any tensor m ae with normal indices and require that it be
invertible in the sense that (m−1) eb m ae = s ab for some tensor (m−1) eb . Then
l adb = −(m−1) eb D˜dm ae (3.58)
solves (3.57), which is seen using the identity D˜c(m−1) eb = −(m−1) fb D˜cm gf (m−1) eg , and the
fact that the outer curvature of D˜c vanishes, as shown in appendix A.4. A particularly useful
class of solutions are those in which ld ba = Adba, since this transforms to a new foliation in
which A¯dba = 0 on Σ. Expressing this condition in terms of m ae gives
2Adba = D˜dsba = −(m−1) eb sacD˜dm ce − (m−1) ea sbcD˜dm ce
0 = m eb m
c
a D˜dsec + (D˜dm
e
b )m
c
a sec +m
e
b (D˜dm
c
a )sec = D˜d (m
e
b m
c
a sec) (3.59)
Hence, the matrix m eb must transform sec into a metric ηab = m ca m eb sec that is compatible
with the modified connection D˜d. Since all metrics of the same signature are related by
some GL(p) transformation, such a matrix can always be found pointwise, but there can
be topological obstructions to choosing it smoothly globally. Hence, A¯dba can be set to zero
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everywhere on the surface only for special topologies, although for many applications the
topology is sufficiently trivial that the acceleration can be set to zero globally.
The tensorm eb is not unique; the additional freedom in choosing it consists of transforma-
tions that leave ηab invariant. These comprise an orthogonal group, SO(p− 1, 1) for ε = −1
or SO(p) for ε = +1, and they can be used to change F abc while leaving Aabc invariant. Since
F abc is antisymmetric on its normal indices b and c, it can be viewed on Σ as a vector valued
in the Lie algebra of the appropriate orthogonal group. On the other hand, l cab in (3.58) is a
gradient of a group element, so can be used to cancel a scalar degree of freedom from F abc .
For example, one might use this remaining freedom to impose an axial-like gauge VaF abc = 0
for some fixed tangential covector Va, or a Coulomb-like gauge D˜aF abc = 0.
A tensor m ba that sets the acceleration to zero is closely related to a vielbein for the
normal space. The inverse vielbein is m bA , obtained from m ba by expressing its lower index
in a coordinate basis. It satisfies ηABm aA m bB = sab, where ηAB are the components of the
inverse metric compatible with the flat normal bundle connection D˜a, which can be taken
to be constant. One can further show that the modified normal extrinsic curvature can be
expressed in terms of m ba as
L¯ cab = (m
−1) Ab Dam
c
A , (3.60)
which only involves the twist term −2F¯ cab when m cA defines an inverse vielbein. The use
of vielbeins is common in Carter’s treatment of embedded submanifolds [30, 7], where an
analogous formula to (3.60) is used to define the twist tensor. The above discussion shows
that the acceleration tensor will never appear when vielbeins are employed, which explains
why such an object is not discussed in Carter’s work. Allowing for an acceleration tensor
represents a more general choice of parameterization of the normal bundle, and is indispens-
able when considering a foliation as opposed to single submanifold. This acceleration tensor
can also encode topological information about the normal bundle, since it must be nonva-
nishing somewhere when there is a topological obstruction to choosing m ba smoothly. In
particular, topological invariants constructed the outer curvature Oabcd, such as the normal
bundle Euler number, can be expressed as global integrals in terms of the original F cab and
A cab , but must be generally constructed in local patches when working with an orthonormal
normal basis and F¯ cab .
The coordinate expression (B.26) for Aabc shows that choosing the foliation away from
Σ to set Aabc to zero is equivalent to setting the components sAB of the normal metric
to constant values on Σ. Furthermore, the tensor Aabc measures the acceleration of flows
normal to Σ due to equation (3.23). Hence, a foliation in which neighboring surfaces are
reached by following a normal geodesic necessarily will have Aabc = 0 on Σ. These foliations
therefore define a class of normal coordinates adapted to the surface. In such a coordinate
system, one would like to define the transverse basis vectors to be tangent to a family of
normal geodesics; however, this is generally not possible when F abc is nonzero [30, 7]. This
is because F abc measures the tangential component of the commutator of normal vectors
according to equation (3.26). Since coordinate basis vectors must commute, generically one
cannot choose the coordinate basis vectors to be normal to the surface. At best, the freedom
to shift F abc can be used to set it to zero at a point, and the basis vectors can be chosen to
be normal there. Away from the point where F abc vanishes, some other prescription must be
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given to determine the transverse basis vectors, and the local shift freedom in F abc will lead
to different available choices in this prescription. Hence, unless F abc vanishes everywhere,
which is only possible if the outer curvature Oabcd vanishes, there is no unique set of normal
coordinates.
4 Variational formulas
A central motivation for working with the embedding field X comes from considering vari-
ations of geometric quantities of surfaces. Variations of the spacetime metric gab and the
embedding map both lead to changes in the geometry, and the X field allows one to cleanly
separate the contributions coming from each type of variation. This section works out a
number of formulas for these variations.
The key property that determines the variations is that the normal form ν is fixed in
the reference space, δν = 0. As mentioned in equation (3.5), this sets the variation of the
normal form on spacetime to be δν = −£χν. It receives no contribution from the variation
of the metric, which is expected since the foliation is defined without reference to a metric. ν
transforms as a tensor under spacetime diffeomorphisms by equation (3.6), and this ensures
any object built from ν and spacetime tensor fields will also transform covariantly. On the
other hand, ν is not covariant under diffeomorphisms of the reference space, since Iξˆδν = 0,
which generally differs from £ξν. This means the geometric quantities constructed from
ν will not transform as tensors on the reference space, so some care must be taken when
computing their variations under a change in the embedding X induced by a reference space
diffeomorphism. Nevertheless, it will be shown below that the unit normal n is covariant with
respect to foliation-preserving transformations of the references space, generated by vectors
with a covariantly constant normal component with respect to D˜a defined in equation (3.31).
These include, in particular, purely tangential vectors. Since all other geometric tensors are
constructed from n and gab, their variation under a tangential diffeomorphism will always
be given by a Lie derivative. The variations with respect to normal diffeomorphisms are
generally more involved, and require a careful analysis to determine.
Before doing any calculations, there are a few general rules that help simplify the compu-
tations. First, since the restriction δν = 0 is imposed in the reference space, it often is easier
to compute variations of quantities φ in the reference space first, and from this infer the vari-
ation of the corresponding spacetime quantity using δφ = X∗δφ − £χφ. Second, variations
of tensors with mixed tangential and normal indices tend to be simplest if all normal indices
are taken to be covariant (downstairs) and all tangential indices taken to be contravariant
(upstairs). This is related to the fact that being tangential for a contravariant index depends
only on ν and not the metric, and so the variation will remain tangential. Being normal for
covariant indices is also metric-independent, so these also remain normal when varied. The
variations of tensors with different index placements can then be straightforwardly computed
using δφa = δgabφb + gabδφb and δψa = −δgcbgcaψb + gabδψb.
23
4.1 Intrinsic geometry
We begin with the unit normal n defined in equation (3.8). Its variation comes entirely from
the variation of the norm N from equation (3.10), which is calculated as follows
δN = −1
2
√
p!(ενc1...cpν
c1...cp)−3/2εp δga1b1νa1a2...apν
a2...ap
b1
=
1
2
N 3
p!
εp δgcd ν
ca2...apνda2...ap
=
1
2
Nscdδgcd, (4.1)
where the definition (3.11) was used. This immediately leads to the formula for the variation
of the unit normal,
δn =
1
2
scdδgcdn. (4.2)
It is interesting to single out the contribution to this variation coming purely from a change
in the embedding, encapsulated by the terms involving χa. They appear implicitly in (4.2)
through δgcd since δgcd = X∗δgcd + £χgcd. The terms involving χa in δn will be denoted
Lχˆn ≡ Iχˆδn, employing the notation of section 2 for this variation. It is helpful to decompose
χa = τ a + σa in to its tangential τ a and normal σa pieces,
τ a = habχ
b, σa = sabχ
b. (4.3)
Then (4.2) leads immediately to
Lχˆn = s
cd(∇cχd)n = (Ðcσc + τ cAc)n. (4.4)
It is helpful to compare this expression to £χn. The τ a contribution remains proportional
to n, since £τn = iτdn = τ c(Dc logN+ρc)n with ρc defined by the integrability condition
(3.3) for ν. By expanding out the Lie derivative and contracting with ε
p!
nb1...bp , a different
expression for the n coefficient is derived,
ε
p!
nb1...bp
(
τ e∇enb1...bp + p(∇b1τ e)neb2...bp
)
= sb1e∇bτ e = τ cAc, (4.5)
which matches the term appearing in (4.4). Incidentally, it also gives a relation for ρc,
ρc = Ac −Dc logN . (4.6)
For the σa contribution, there will be a piece proportional to n, and a term with one
tangential index. The purely normal term is isolated as before by contracting with ε
p!
nb1...bp ,
which is seen to give Ðbσb. The term with a tangential index is
ε
(p− 1)!n
c b2...bphbd
(
σe∇enb b2...bp + p(∇bσe)ne b2...bp
)
= Dd σ
c −L ced σe = D˜dσe. (4.7)
Hence the normal Lie derivative is
£σnb1...bp = (Ðcσ
c)nb1...bp + p(D˜b1σ
c)nc b2...bp , (4.8)
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and only matches (4.4) if D˜bσc = 0, which is the condition for the diffeomorphism to preserve
the foliation.6
Next, applying the definition (3.11) for the normal metric, its variation is
δsab =
ε
(p− 1)!(s
cdδgcdnae2...epn
e2...ep
b − (p− 1)δgcdn ce3...epa n db e3...ep)
= scdδgcdsab − ε
(p− 1)!(p− 1)δgcd ε(p− 2)!(sabs
cd − sdascb)
= sdas
c
bδgcd, (4.9)
where the second line applied the identity (3.13) with q = 2. Hence the variation of the
normal metric is simply the normal projection of the full metric variation. The inverse
metric variation is a bit more complicated because it has contravariant normal indices,
δsab = δgcd(s
casdb − scagdb − gcasdb) = −δgcd(scasdb + scahdb + hcasdb) (4.10)
which involves both normal-normal and normal-tangential components of the metric varia-
tion.
The normal and tangential projector variations are closely related since δsab = δ(δab −
hab) = −δhab. Explicitly, this variation is
δsab = δgcd(−gacsdb + sacsdb) = −hacsdbδgcd (4.11)
The inverse tangential metric also has a simple variation, given by
δhab = δgab − δ(gacgdbscd)
= δgcd(−gacgbd + gacsdb + sacgdb − sacsdb)
= −hachdbδgcd. (4.12)
This involves only the tangential components of the metric variation. For the tangential met-
ric with covariant indices, there are additional contributions coming from normal-tangential
components of δgab, similar to how they arose in (4.10),
δhab = δgcd(h
c
ah
d
b + h
c
as
d
b + s
c
ah
d
b). (4.13)
Equations (4.9), (4.11), and (4.12) cover all of the independent components of the metric
variation, and determines its decomposition into normal and tangential pieces to be
δgde = δsde + hdmδh
m
e + henδh
n
d − hdmhenδhmn. (4.14)
6As an aside, it is also interesting to consider when the Lie derivative of the unnormalized form ν
agrees with its variation under a change in embedding, which simply vanishes Lχˆν = 0. For tangential
vectors, £τν = τ cρcν. This vanishes automatically if dν = 0, which is relevant in applications where ν
represents a conserved quantity, such as the entropy current in fluid dynamics. The normal Lie derivative is
£σνb1...bp = Ðc
(
σc
N
)
nb1...bp + p(D˜b1σ
c)νc b2...bp , so for this to vanish, σc must both be foliation-preserving
and satisfy Ðc
(
σc
N
)
= 0, which is interpreted as a volume-preserving condition in the normal directions.
Volume-preserving diffeomorphism symmetry is often used as an organizing principle in treatments of finite-
temperature fluid mechanics [6, 13, 14].
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We also need the variation of the induced volume form µ. From its definition (3.15) we have
(suppressing the (d− p) tangential indices)
δµ = − ε
p!
(δna1...ap
a1...ap − p δgcdnc a2...apda2...ap + na1...apδa1...ap)
= δgcd
(
scdµ
(
1
2
− ε
(p− 1)!ε(p− 1)! +
1
2
)
+
1
2
hcdµ+
ε
(p− 1)!n
c a2...aphdee a2...ap
)
= δgcd
(
1
2
hcdµ+
ε
(p− 1)!n
c a2...aphdee a2...ap
)
(4.15)
The second term can be simplified somewhat by recalling that  = −n ∧ µ and employing
a useful formula for the wedge product,
(α ∧ β)a1...apb1...bq =
min(p,q)∑
n=0
(−1)n
(
p
n
)(
q
n
)
αa1...an bn+1...bpβb1...bn an+1...aq (4.16)
where the antisymmetrization occurs separately for the single-underlined and double-underlined
indices. Applying this to the second term in (4.15) gives
δµb1...bd−p = δgcd
(
1
2
hcdµb1...bd−p + (d− p)scb1µdb2...bd−p
)
. (4.17)
The first term gives the expected expression for the variation of the intrinsic volume form
on the surfaces, and is the only term that remains when δµ is restricted to the surface. The
second term tracks the component that must be added to the original volume form after the
variation to keep it tangential, since tangential covectors do not remain tangential when the
metric is varied.
4.2 Tangential extrinsic curvature
Next we turn to the variational formulas for the extrinsic curvatures. These feature promi-
nently when considering perturbations to extremal surfaces and lead to a derivation of the
Jacobi equation for such surfaces. We begin with the tangential extrinsic curvature tensor
defined by (3.17). As usual, the variation is simplest with the tangential indices up and
normal index down, and applying (4.9), (4.11), and (4.12) leads to
δK bca = δ(sadh
behcf∇esdf )
= δgde(s
d
aK
ebc − hbdK eca − hcdK bea )− δΓfdesafhbdhce (4.18)
where the variation of the Christoffel symbol is
δΓfde =
1
2
gfm(∇dδgme +∇eδgmd −∇mδgde). (4.19)
The contribution of χa to this expression is of particular interest. Since K bca is constructed
from n and gab, the contributions from τ a = habχ
b will be simply given by £τK bca . Hence,
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we focus on the normal contribution involving σa = sabχ
b, denoted LσˆK bca . First, consider
the δΓfde term of (4.18),
−(LσˆΓfde)safhbdhce = −hbdhcesfa(∇d∇fσe +∇e∇fσd −∇f∇dσe)
= hbdhcesfa
(
Rm
edf
σm −∇d∇eσf
)
. (4.20)
The second term here can be expanded by employing the identity (A.5) derived in appendix
A.1 to give
−hbdhcesfa∇d∇eσf = −Db Dc σa −KebcÐeσa +K bea K cde σd (4.21)
The remaining terms in (4.18) involving δgde are straightforward to evaluate, giving
2∇
d
σe(s
d
aK
ebc − hbdK eca − hcdK bea ) = Kdbc(Ðdσa + Ðaσd)− 4KdbeK eca σd (4.22)
Combining (4.21) and (4.22), we arrive at the final expression for the change in K bca under
a change in the embedding,
LσˆK
bc
a = K
bc
d Ðaσ
d −Db Dc σa +
(
hbmhcesfaR
d
emf − 3KdbeK eca
)
σd (4.23)
The full extrinsic curvature variation (4.18) also receives contributions from the spacetime
metric variation in the form X∗δgde. The expression involving these terms can be simplified
by decomposing the metric variation into its normal and tangential components as in (4.14)
and computing each contribution separately. The first thing to notice is that the terms in
(4.18) involving δsde drop out,
δsdes
d
aK
ebc − hdbhecsfa∇dδsef = 0. (4.24)
The terms coming from δhca are
− 1
2
(
Db δhca + D
c δhba +L
c e
a δh
b
e +L
b e
a δh
c
e
)
= −D˜bδhca. (4.25)
Finally, the remaining pieces from δhbc are
δhbeK cae + δh
ecK bca −
1
2
(
K ba eδh
ce +K ca eδh
eb + Ðaδhbc
)
= −1
2
Ð˜aδhbc. (4.26)
Of course, these expressions are simply a rewriting of (4.18), hence still contain contribu-
tions from χa; however, it is straightforward to separate off the spacetime metric variation.
Denoting this contribution X∗κ bca , we have
κ bca =
1
2
Ð˜a(hbdhceδgde)− D˜b(hcdseaδgde). (4.27)
Thus, we have the general formula that δK bca = X∗κ bca + LσˆK bca + £τK bca , with the
individual contributions given by (4.23) and (4.27).
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The formula for δKa then follows from those for δK bca since δKa = hbcδK bca +K bca δhbc.
Applying (4.18) then gives
δKa = δgbcK
bc
a − δΓdbcsadhbc. (4.28)
The contribution involving σa follows in a similar manner from (4.23) giving
LσˆKa = KdÐaσd −Db Db σa + (seahbcRdbce −KdbcKabc)σd, (4.29)
and again the LτˆKa terms are simply £τKa. The remaining parts of δKa involving the
spacetime metric are denoted X∗κa, and since κa = hbcκ bca +K bca δgbc, it is expressed using
(4.27) as
κa =
1
2
Ða(hbcδgbc)− D˜b(hbdscaδgbc). (4.30)
The full variation of Ka is then given by the sum δKa = X∗κa + LσˆKa + £τKa involving
(4.29), (4.30), and the tangential piece.
4.2.1 Jacobi equation
An immediate application of the variational formula (4.29) forKa is a derivation of the Jacobi
equation, which describes deformations of extremal surfaces which leave them extremal.
These surfaces are described by an embedding map X that is a stationary point of the
volume functional,
V =
∫
Σ
µ, (4.31)
where Σ is a fixed (d − p)-dimensional surface in the reference space with normal form ν.
Using (4.17) for δµ, the variation of this functional is
δV =
∫
Σ
δµ =
1
2
∫
Σ
hcdδgcdµ =
∫
Σ
σeKeµ+
∫
∂Σ
τ eµe +
1
2
∫
Σ
X∗(hcdδgcd µ) (4.32)
where in the last expression the variation has been split into a contribution from the space-
time metric variation δgcd, and the contributions from the normal and tangential components
of χa. Hence, for fixed spacetime metric, the embedding must satisfy Ke = 0 to be a sta-
tionary point of V .7
The Jacobi equation involves perturbations to nearby stationary surfaces, so it comes
from demanding that Ke remains 0 after varying the embedding. For a specific choice of
the deformation described by the vector ξa, this is just the statement that LξˆKe = 0. The
tangential component ζa = habξb does not contribute to this equation since it is just given
by £ζKe, which vanishes since Ke = 0 everywhere on the surface. The normal contribution
ηa = sabη
b is nontrivial, and equation (4.29) shows that it must satisfy
Db D
b ηa + (KabcK
bc
d − seahbcRdbce)ηd = 0, (4.33)
7Additionally, boundary conditions should be imposed on the tangential component so that τ eµe
∣∣
∂Σ
= 0.
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which is the Jacobi equation for the vector field ηa. Note that since Ke = 0 on the surface,
the extrinsic curvatures appearing in this equation can be taken to be traceless. This equation
was first derived for embedded surfaces of arbitrary codimension in [41].
It is interesting to express this equation using the modified normal bundle connection
from equation (3.31), which gives
D˜bD˜
b
ηa + 2Lb ac D˜bη
c +
(
DbL
b a
d +LbdeL
bea +KabcK
bc
d − seahbcRdbce
)
ηd = 0. (4.34)
After applying the identity (A.41), this simplifies to
D˜bD˜
b
ηa + 2Lb ac D˜bη
c −ÐdKaηd = 0. (4.35)
An advantage of using the modified connection is that D˜bD˜
b
acts like a scalar Laplacian
as opposed to a vector one. This is because D˜b annihilates the normal basis vectors waA,
defined in appendix B, equation (B.2), so by expressing the deformation vector in terms of
its components ηa = ηAwaA, this equation becomes
Di D
i ηA + 2Li AB ∂iη
B − (ÐBKA)ηB = 0, (4.36)
with Di Di the scalar Laplacian, and ηA are now viewed as a collection of scalar functions.
The drawback of (4.35) is that ÐdKa appears, which involves derivatives of Ka away from
the surface. These derivatives were not specified by demanding that Ka vanish on the
surface, so it seems the only way to make sense of this object is to replace it with the
equivalent expression in (4.34).
4.3 Normal extrinsic curvature
The last set of variational formulas we consider are for Labc. Using its definition (3.20) and
applying (4.11), we find
δLabc = δ(h
a
fs
d
bs
e
c∇dhfe)
= δgdes
d
bK
ea
c + h
a
ms
d
bs
e
c
(−δΓmde +∇d(hmfsneδgmn))
= δgde
(
sdbK
ea
c + s
d
cL
a e
b − hdaLebc
)
+ haesdbsfcδΓ
f
de. (4.37)
This can be simplified by decomposing the metric variation into its normal and tangential
components according to (4.14). First the δsde terms are
δsceL
a e
b +
1
2
(Da δsbc −La eb δsce +La ec δsbe) =
1
2
D˜
a
δsbc. (4.38)
Next, the purely tangential contribution involving δhmn is
δhaeLebc +
1
2
(−Lebcδhea +Lecbδhea) = δhaeAebc. (4.39)
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Lastly, the normal-tangential terms involving δhme are
δhebK
a
ce +
1
2
(Ðbδhac −Ðcδhab −K ab eδhec −K ac eδheb) = Ð˜bδhac (4.40)
The expressions in (4.38) and (4.39) are manifestly symmetric on b and c, and hence con-
tribute only to δAabc, while (4.40) is antisymmetric in b and c and hence contributes to only
δF abc . This then leads to expressions for the contribution of σa to the variations
LσˆA
a
bc = D˜
a
Ðbσc − 2AebcKdeaσd (4.41)
LσˆF
a
bc = 2Ð˜c
(
Da σb −Labeσe
)
. (4.42)
The effects of a pure metric variation also can be read off from (4.38), (4.39), and (4.40).
These are captured by the spacetime variational tensors
αabc =
1
2
D˜
a
(sdbs
e
cδgde)− Aebchadδgde (4.43)
zabc = 2Ð˜c
(
hadsebδgde
)
(4.44)
λabc = α
a
bc −
1
2
zabc. (4.45)
with X∗αabc giving the pure metric variation in δAabc, X∗zabc the contribution in δF abc , and
X∗λabc the contribution in δLabc. As before, the full variation satisfies δAabc = X∗αabc +
LσˆA
a
bc +£τA
a
bc, and similarly for δF abc and δLabc.
Finally, according to the discussion of section 3.2, L cab has an interpretation as the
connection coefficients of the normal bundle connection, and hence one might expect its
variation to be an invariant tensor of the surface, even though L cab is not. This is the case,
provided that its first index is projected tangentially and last index normally. To see this,
note that the expression (4.37) leads straightforwardly to
δL cab = δgde
(
sdbK
ce
a + h
dcL eab + s
d
aL
e c
b
)
+ heas
d
bs
c
fδΓ
f
de, (4.46)
and the projection gives
hams
n
cδL
c
ab = δgdes
d
bK
ne
m + h
e
ms
d
bs
n
fδΓ
f
de. (4.47)
Since δΓfde is expressed solely in terms of the spacetime metric variation and its covariant
derivative, it is an invariant tensor of the surface by the arguments of section 3.4. Knem ,
sab, hab, are also all invariant, and so every term in (4.47) is invariant.
5 Special Cases
This section applies the formalism developed above to special choices for the codimension of
the surfaces. The codimension-1 hypersurface is presented first, since this case is likely the
most familiar and allows an easy comparison between the geometric quantities defined above
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and the usual quantities associated with a hypersurface. Next, one-dimensional submanifolds
are treated, which is the case of a congruence of curves, and again comparisons are made
between the constructions in this work and the expansion, shear, twist, and acceleration
usually associated with such a congruence. Finally, we treat the case of codimension-2,
which exhibits some special features over the generic case.
5.1 Codimension 1
The normal form for a codimension-1 hypersurface is simply a one-form νa, and the unit
normal is given by
na = Nνa. (5.1)
We will take the hypersurfaces to be spacelike, so that ε = −1. A common situation where
a foliation by hypersurfaces is employed is the 3 + 1 split used in the canonical analysis of
general relativity. There, the normal is ν = −dT , with T the time function labelling the
hypersurfaces, and N is the lapse. The normal and tangential metrics are
sab = −nanb, hab = gab + nanb. (5.2)
Since the normal space is one dimensional, the unit normal na provides a natural vielbein
for this space, as the equation for sab shows.
The one dimensional normal space also means that the extrinsic curvature tensor Kabc
is entirely determined by its contraction with na on its normal index. This is seen explicitly
by applying its definition (3.17),
Kabc = −hdbhec∇d(nane) = −nahdbhec∇dne = −naKbc, (5.3)
where the last equality involves the usual extrinsic curvature tensor of the hypersurface,
Kbc = naK
a
bc = h
d
bh
e
c∇dne. (5.4)
For the normal extrinsic curvature tensor Labc, it is completely determined by its contraction
with nb on both of its normal indices. It cannot have an antisymmetric piece, so F abc vanishes
identically, and the symmetric piece is pure trace, Aabc = Aasbc. The tangential vector Aa
can be shown to be the acceleration of na,
Aa = −nbncAabc = −nbnc∇b(nanc) = nb∇bna. (5.5)
The outer curvature tensor Oabcd from (3.45) vanishes identically since it is normal and
antisymmetric on a and b, and consequently all terms in the Ricci-Voss equation (3.43)
vanish separately. Hence, this equation has no content when considering hypersurfaces.
According to the discussion of section 3.4, if one is free to choose how to extend the
foliation away from an initial hypersurface Σ, there exists a choice that sets Aa = 0. From
equation (5.5), this choice simply corresponds to extending the surfaces along geodesics in
the normal direction. This choice defines a Gaussian normal coordinate system, in which the
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lapse N is constant, and can therefore be set to 1, and the shift vector N i = N iT , discussed
in appendix B, vanishes. Applying the formulas in section B.5, we see that the Christoffel
symbols with two or three T components, ΓTT i, ΓiTT and ΓTTT , all vanish in this coordinate
system.
The Jacobi equation for perturbations between maximal volume slices takes a simple form
due to the one-dimensionality of the normal space. The normal deformation vector field must
be proportional to the normal vector, so by writing ηa = Hna, the Jacobi equation (4.33)
becomes a scalar equation for the functionH . Recalling that Danb = 0, the Jacobi equation
reduces to
Da D
aH − (KabKab + nanbRab)H = 0. (5.6)
5.2 Codimension (d− 1)
A congruence of curves is a foliation by one-dimensional submanifolds, and this gives an-
other special case where a number of simplifications occur. This case is relevant to many
applications on global properties of spacetime [42], and is also important for relativistic fluid
mechanics, where the curves define the world lines of the fluid elements. We take the curves
to be timelike, so ε = +1. The normal metric sab is given by (3.11), and has rank d− 1. On
the other hand, the tangential metric is rank 1, and hence is given by
hab = −uaub, (5.7)
where ua is the unit tangent vector to the curves.
Since the tangential space is one-dimensional,Kabc is totally determined by its contraction
with ub on both its tangential indices. This means it must be pure trace, Kabc = Kahbc, and
the normal vector Ka is simply the acceleration of the curves,
Ka = −ubucKabc = ubuc∇bhac = ub∇bua. (5.8)
The normal extrinsic curvature Labc contains the remaining geometric information about the
congruence. It is totally determined by its contraction with ua on its tangential index, and
takes the form Labc = −uaLbc, where
Lbc = −uasdbsec∇d(uaue) = sdbsec∇due. (5.9)
The twist and acceleration tensors defined in (3.21) and (3.22) are similarly determined by
their contraction with ua, which determine the tensors Fbc = uaF abc = −2Lbc and Abc =
uaA
a
bc = Lbc. These are then related to the usual twist ωbc, expansion θ, and shear σbc of
the congruence by
ωbc = −1
2
Fbc (5.10)
θ = sbcAbc (5.11)
σbc = A˜bc = Abc − 1
d− 1θsbc. (5.12)
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The outer curvature Oabcd of (3.45) again vanishes, since it is antisymmetric and tangen-
tial on c and d, and again all terms in the Ricci-Voss equation (3.43) are identically zero.
Similarly, the intrinsic curvature of the curves also vanishes since they are one-dimensional,
and the Gauss equation (3.41) is also trivial. However, as discussed in appendix A.2, there
is an analog of the Gauss relation for the normal connection Ða, and gives an identity (A.12)
that relates the normal curvature tensor Cabcd defined by equation (A.10) to the spacetime
Riemann tensor and Lbc [27, 28].
In the situation where only a single curve is determined and the foliation away from the
curve is freely specifiable, the discussion of section 3.4 shows that Abc can be chosen to vanish.
Furthermore, the additional freedom in changing the foliation after Abc has been set to zero
is enough to also set Fbc to zero. This is just the axial gauge choice uaF abc = 0 discussed
in section 3.4. Hence, when the congruence is extended according to this prescription, the
expansion, shear, and twist all vanish along the central curve. Since Fbc was set to zero,
one can pick a basis of normal vectors which are all commuting, and hence can serve as
coordinate basis vectors. This then leads to the notion of Fermi normal coordinates along
the curve. In terms of the coordinate expressions discussed in appendix B, these coordinates
set the normal metric sAB along the curve to a constant, and set its first transverse derivative
to zero; additionally, they set the shift N0A and its first transverse derivative to zero (here
0 denotes the coordinate along the curve). Applying the formulas in section B.5, the only
nonvanishing Christoffel symbols along the curve in these coordinates are ΓA00 and Γ0A0, and
if the curve is a geodesic, these vanish as well.
The covariant derivative Da is also determined by its contraction with ua, and this con-
traction DF = ua Da is referred to as the Fermi derivative along the curve [42]. From the fact
that DF ua = 0, the Jacobi equation (4.33) for a normal vector ηa that defines a variation
to a nearby geodesic reads
D2F η
a + seaubucRdbceη
d = 0, (5.13)
which is also known as the equation of geodesic deviation.
5.3 Codimension 2
For codimension-2 submanifolds, there are certain simplifications that occur in the expres-
sions for the twist tensor F abc and the outer curvature tensor Oabcd. This is because they con-
tain normal, antisymmetric pairs of indices, which, since the normal space is two-dimensional,
can be simplified by contracting with the unit normal nab. Hence, the twist tensor can re-
duced to a single tangential vector,
F a =
1
2
nbcF abc , F
a
bc = εF
anbc, (5.14)
and similarly the outer curvature reduces to a tangential 2-form,
Ocd = 1
2
nabOabcd, Oabcd = εnabOcd. (5.15)
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This then leads to a simplification in the expression of Ocd in terms of Fa and Aabc, which
follows from (3.46),
Ocd = Dc Fd + nabA˜ ecb A˜dea, (5.16)
which no longer involves a term quadratic in F abc . Further, when the extension of the
foliation away from the initial surface is allowed to be chosen to set A cab to zero, the outer
curvature restricted to the surface is an exact form,
Ocd = Dc Fd. (5.17)
This reflects the fact that the orthogonal group acting on the normal bundle is abelian for
codimension-2 surface. One can then form topological invariants of the surface by wedging
Ocd together to form a top form (when the submanifold is even dimensional), and then
integrating it over the surface [30]. This will result in the Euler number of the normal
bundle. Note that if a global choice of tensor m ba can be found that transforms A cab to zero
everywhere, as discussed in 3.4, equation (5.17) says that the outer curvature is globally
exact on the surface. This would imply that the Euler number vanishes, being the integral
of an exact form. When A cab cannot be set to zero everywhere and equation (5.16) is used
to compute the Euler number, all terms involving Fd are exact and drop out of the integral.
Hence, the acceleration tensor completely determines the Euler number in this case, and,
conversely, the Euler number represents an obstruction to setting A cab to zero everywhere
on the surface.
6 Boundary term in gravitational Hamiltonian
One application of this formalism is in analyzing boundary terms of Hamiltonians that arise
in the covariant canonical analysis of general relativity. Given a finite subregion defined by
a hypersurface Σ with boundary ∂Σ, one can form a symplectic form Ω associated with the
subregion by integrating the symplectic current (d− 1)-form ω over the surface,
Ω =
∫
Σ
ω. (6.1)
The symplectic current is a 2-form on field space, so that δgab appears quadratically, and it is
constructed from the field space exterior derivative of a symplectic potential θ, a spacetime
(d − 1)-form. This potential arises as the boundary term in the variation of the Einstein-
Hilbert Lagrangian for general relativity, L = 1
16piG
R, through the equation
δL = Eabδgab + dθ, (6.2)
where Eab are the field equations, and the expression for θ is [43]
θ = 2aE
abcd∇dδgbc, Eabcd = 1
32piG
(gacgbd − gadgbc). (6.3)
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Time evolution along the flow of a vector field ξa should be generated by a Hamiltonian
Hξ on the phase space. This Hamiltonian is required to satisfy
δHξ =
∫
∂Σ
(δQξ − iξθ), (6.4)
where Qξ is the Noether charge [43], and iξ denotes contraction of the vector ξa into a differ-
ential form. This formula assumes that the vector field ξa is independent of the dynamical
fields, δξa = 0, and we also assume that the embedding X is fixed, so there are no contri-
butions from χa (relaxing these constraints will be discussed later). In general, if ξa has a
transverse component to ∂Σ, this equation has no solutions since θ is not a total variation
[44]. However, one can look for boundary conditions to impose on the fields so that iξθ = δBξ
for some Bξ. In this case the Hamiltonian is equal to
∫
∂Σ
(Qξ −Bξ), up to a constant.
To classify the possible boundary conditions, it is helpful to decompose iξθ
∣∣
∂Σ
in terms
of the geometric quantities associated with the surface ∂Σ. First, note that only the normal
component of ξa is relevant, since any tangential component contracting with θ will lead to
a form that vanishes when restricted to ∂Σ. Then applying  = −n ∧ µ to the formula (6.3)
gives
iξθ
∣∣
∂Σ
= − µ
16piG
ξenae(s
acgbd − sadgbc)∇dδgbc. (6.5)
It is useful now to use the decomposition of the metric variation (4.14), which can be applied
to δgab as opposed to the pullback δgab because the embedding is held fixed. First, the terms
involving δsab are
nce
(
sbd(Ðdδsbc −Ðcδsbd) +Kbδsbc
)
= ncdÐdδsec + nceK
bδsbc. (6.6)
Next, the contribution involving ∇d(hmbδhmc + hmcδhmb) is computed noting that the con-
traction with gbc gives zero since δhmc is normal on its lower index. The remaining terms
involving δhmc are
nce
(
Amδh
m
c + L
b
m cδh
m
b + Dd δh
d
c
)
(6.7)
Finally, the δhmn terms are
nce (Kcmnδh
mn + Ðc(hmnδhmn)) = nce
(
Kcbdδh
bd − 2δKc − 2 Db δhbc − 2L bmc δhmb
)
, (6.8)
where the second expression employed the formula (4.27) for the variation of Kc. Combining
these expressions in (6.5) leads to
iξθ
∣∣
∂Σ
=
µ
16piG
ξence
[
δKc + smch
bdδKmbd + Db δh
b
c
− sbd(Ðdδsbc −Ðcδsbd) + 2L adc δhda − Abδhbc − L db cδhbd
]
(6.9)
Each term on the first line of this expression consists of tensors that are invariant with
respect to changes in the foliation away from ∂Σ, according to the discussion in section 3.4.
The terms on the second line are not individually invariant, due to the appearance of normal
covariant derivatives Ðb and normal extrinsic curvatures L edc ; however, together they form
an invariant object, since
− sbd(Ðdδsbc −Ðcδsbd) + 2L edc δhde − Abδhbc − L db cδhbd = −sbd(∇dδgbc −∇cδgbd). (6.10)
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The expression (6.9) can be organized into a somewhat simpler form by introducing δגabc,
the variation of the connection coefficients for Ða. גabc is defined in appendix B.2 through
equation (B.18), and, in a coordinate system adapted to the foliation, it is given by the
normal projection of the Christoffel symbols, as in equation (B.36). Its variation satisfies
sdaδגabc = −δhebL dec − δhecL deb + sdasebsfcδΓaef , (6.11)
where the relation (B.40) was used. One can then calculate that
nbaδגabe = nce
[−sbd(Ðdδsbc −Ðcδsbd) + 2A adc δhda − 2Abδhbd] (6.12)
so that (6.9) becomes
iξθ
∣∣
∂Σ
=
µ
16piG
ξe
[
nce
(
δKc + smch
bdδKmbd + Db δh
b
c + Adδh
d
c − L db cδhbd
)
+nbaδגabe+sdeδFd
]
(6.13)
Since θ is defined as the boundary term obtained when varying the Lagrangian, it is
ambiguous by the addition of an exact form, θ → θ + dβ. The presence of the divergence
term Db δhbc in (6.9) suggest that some terms may be canceled by the appropriate choice of
β. This is indeed the case, and coincides with the natural choice for this ambiguity suggested
in [2]:
βe2...ed−1 =
1
16piG
cbe2...ed−1δh
b
c (6.14)
gives
(dβ)e1...ed−1 =
1
16piG
[
cbe2...ed−1∇e1δhbc − (d− 2)cbe1e3...ed−1∇e2δhbc
]
. (6.15)
Contracting with the normal component of ξe1 and restricting the form to ∂Σ forces the
indices e2, . . . , ed−1 to be tangential. In the second term above, the only nonzero contribution
then comes from c normal and b tangential in cbe1e3...ed−1 , and the expression simplifies to
iξdβ
∣∣
∂Σ
=
µ
16piG
ξe
[−nce Db δhbc − ncbLdebδhdc]
=
µ
16piG
ξence
[−Db δhbc − Adδhdc + L bd cδhdb] . (6.16)
Adding this term to (6.13) then gives
iξ(θ + dβ)
∣∣
∂Σ
=
µ
16piG
ξe
[
nce
(
δKc + smch
bdδKmbd
)
+ nbaδגabe + sdeδFd
]
(6.17)
This gives a fairy simple expression for the additional boundary contribution to the
Hamiltonian associated with the flow along ξe; however, a word of caution is in order.
Although β defined in (6.14) is an invariant form on the surface, its spacetime exterior
derivative is not, since it involves normal derivatives. The expression (6.16) is similarly
not invariant, which is easily seen due to the explicit appearance of Ldeb in the first line.
Since the original boundary term (6.9) is invariant, the modified one (6.17) necessarily is
not. Although simpler to analyze than (6.9), one should keep in mind that quantities in
equation (6.17) depend on how the foliation is extended away from ∂Σ. Other choices for
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the ambiguity term β generally share this feature of breaking refoliation-invariance of iξθ,
unless β is constructed solely from spacetime-covariant fields, such as gab and δgab, as opposed
to tensors associated with the surface, such as δhab. For pure general relativity, there are no
such choices for β without using derivatives of gab and δgab, hence the expression (6.9) is the
unique refoliation-invariant choice where all terms involve only one derivative of the metric
or its variation.
From here, one could classify the possible boundary conditions that allow (6.9) or (6.17)
to be written as a total variation. We will not attempt this general analysis here, although
this problem has been partially considered before. In particular, [45] found the necessary
boundary conditions under the assumption of fixed normal metric δsab = 0 and a partial
fixing of the the tangential projector variation δhab. These boundary conditions turn out to
be quite stringent: they require either a fixed volume form δµ = 0 or Kc = 0, and also fixing
the traceless extrinsic curvature δK˜abc = 0 or fixing the conformal class of the induced metric
δhab − 1d−2habhcdδhcd = 0. Similar classifications of boundary conditions have appeared in
[46].
For a finite subregion, it can appear overly restrictive to try to demand that this Hamil-
tonian be integrable for a vector field that generates a diffeomorphism transverse to the
surface. This is because one would expect symplectic flux to leak out if the surface is moved
to a different location. However, another application for the above analysis is in the con-
siderations of diffeomorphism edge modes, which characterize the gauge degrees of freedom
that become physical in the presence of the fixed surface ∂Σ [1]. In order to build up a larger
phase space by assembling phase spaces associated with subregions, these edge modes are
necessary in order to implement gauge constraints in the larger space through a symplectic
reduction procedure. This procedure requires a symmetry algebra to act on the edge modes
as Hamiltonian transformations in the local phase space, and hence it is important that inte-
grable Hamiltonians can be found for these transformations, including the diffeomorphisms
transverse to ∂Σ.
The edge mode degrees of freedom are contained in the embedding fields X, and the
Hamiltonian for a diffeomorphism in the reference space must satisfy
δHξ =
∫
∂Σ
(δQξ − iξθ) (6.18)
where θ is now a function of the pulled back metric variation δgab. This case now reduces
to the same analysis as before, and the conclusion that possibly overly strong boundary
conditions are necessary. However, one can generalize the allowed symmetry transformations
by letting the generator ξa depend on the dynamical fields, so that δξa 6= 0. For such a field-
dependent generator, the Hamiltonian variation is instead
δHξ =
∫
∂Σ
(δQξ −Qδξ − iξθ), (6.19)
and the extra freedom in δξa makes it plausible that this equation has solutions without
overly restrictive boundary conditions on the fields. The algebra satisfied by these field-
dependent generators is modified from the Lie bracket of vector fields on spacetime to the
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Lie bracket of the associated vector fields on field space, given in [47, 48, 49]. Additionally,
when the algebra is represented with Poisson brackets of the HamiltoniansHξ, it can acquire
central extensions. Examples of field-dependent generators leading to central charges include
the Brown-Henneaux analysis of asymptotically AdS3 gravity [50], Carlip’s work on near
horizon symmetry algebras of black holes [51, 52], and the Barnich-Troessart analysis of the
extended BMS algebras of asymptotically flat space [47, 53]. We leave further analysis of
such field-dependent generators and their algebras to future work.
7 Discussion
We conclude with a discussion of possible generalizations of the above constructions with
embedding fields and foliations, and point to additional applications for this formalism.
7.1 Null surfaces
A notable deficiency in the formalism developed in this work is that it cannot be applied
unmodified to null surfaces. This is unfortunate, since numerous recent works on asymptotic
symmetries [54, 47, 53, 55], actions for local subregions [56, 57, 58], and degrees of freedom
on null Cauchy surfaces [59, 60, 61], among many others, all utilize null surfaces or null
foliations. There are a number of obstacles in trying to adapt the submanifold calculus of
this paper to null surfaces. First, although a null surface can still be defined by a normal
form ν, it is no longer possible to form a unit normal as in equation (3.8), since nullness
means that ν has norm zero. One can still work with ν directly as an unnormalized normal
form, but it should not be considered an invariant tensor of the folaition, since rescaling ν
defines the same foliation.
The ability to normalize ν led to expressions for normal and tangential projectors, sab
and hab, which defined canonical decompositions of all vectors and covectors into normal
and tangential parts. With a null surface Σ, no such projectors are available, and the
decompositions of the tangent and cotangent spaces are more complicated. For vectors, the
subspace of tangential vectors, TΣ, defined as all vectors which annihilate ν upon contraction,
is well-defined and independent of the metric. Since Σ is a null surface, there is a one-
dimensional subspace in TΣ consisting of all null vectors tangent to Σ. Call this the lightlike
subspace LΣ, and let ka denote a generic null vector in this space. The metric can be used to
define the orthogonal complement LΣ⊥, the subspace of all vectors with zero inner product
with ka. These spaces are related to each other by the following inclusions
LΣ ⊆ TΣ ⊆ LΣ⊥ (7.1)
The second inclusion reflects the fact that ka is a normal one-form, so that ν = k ∧ υ for
some (p−1)-form υ, and hence all tangential vectors must annihilate ka. When dealing with
a congruence of null curves (p = d− 1), the first inclusion is an equality, whereas for a null
hypersurface (p = 1), the second inclusion is an equality.
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LΣ⊥ is the largest subspace in this discussion, and is always (d− 1)-dimensional. Hence,
there are still vectors that do not lie in any of these subspaces, and there is no canonical
subspace to associate with the vectors transverse to LΣ⊥. Instead, one must work with quo-
tients of vector spaces. Two quotient spaces that are particularly relevant are the transverse
space TR = TM/TΣ, where two vectors are equivalent if they differ by a tangential vector,
and the spatial space S = TΣ/LΣ, consisting of tangential vectors to Σ defined modulo
arbitrary multiples of ka.
Similar subtleties exist for the decomposition of the cotangent space T ∗M . There is a
natural one-dimensional lightlike subspace L∗Σ generated by ka, which is contained in the
normal subspace N∗Σ defined by ν. Finally, there is (d−1)-dimensional horizontal subspace
H∗ consisting of all covectors that annihilate ka (which implies H∗ = L∗Σ⊥), and these
subspaces satisfy the inclusions
L∗Σ ⊆ N∗Σ ⊆ H∗. (7.2)
Equality occurs in the first inclusion for the case of a null hypersurface, and in the second
in the case of a null congruence of curves. Again, one must form quotients when performing
general decompositions of covectors. Important quotients are the tangential space T ∗Σ =
T ∗M/N∗Σ, consisting of covectors defined modulo normal covectors which should serve as
the cotangent bundle for the null surface, and the transverse space H∗/L∗Σ, which is used
in discussions of geodesic deviation for null congruences.
Quotient spaces complicate the description of geometric quantities on the surface, since
tensors defined in the quotient space do not give rise to well-defined tensors on M . Instead,
there are conditions a spacetime tensor must satisfy in order for it to define an unambiguous
tensor on the quotient space of interest [37, pg. 222].
Another issue related to the lack of a projector is that not all of the subspaces or quotient
spaces come equipped with a metric. For example, the spacetime metric gab does not induce
a metric on the subspace LΣ generated by the null vector ka on Σ, since the only possible
inner product vanishes, kakbgab = 0. There is a metric induced on TΣ, but it is degenerate,
which means, for one, that a metric-compatible connection on TΣ is not uniquely defined,
and in fact a torsion-free one does not exist in general. Without such an object, it is more
difficult to discuss intrinsic and extrinsic curvatures for the null surface and to formulate
analogs of the Gauss, Ricci-Voss, and Codazzi identities.
In addition to these obstructions to standard geometric analyses of null surfaces, there
are also problems related to the constraint nullness puts on metric variations. For timelike
or spacelike surfaces, one is free to vary the spacetime metric and the embedding fields
independently, since the norm of ν is not fixed, but merely required to be positive or negative.
On the other hand, null surfaces require the norm of ν to be zero, which, after imposing
that ν does not vary, necessarily restricts the allowed variations of the metric. In the case
of a hypersurface, this condition is δgabνaνb = X∗(δgab + £χgab)νaνb = 0, which relates
some components of the metric variation to the variation of the embedding described by
χa. Although one could choose to work only with embedding maps X and metrics gab that
maintain nullness of ν, it is somewhat contrary to the perspective of this work where the
two objects are meant to be varied independently.
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Imposing nullness by hand can also lead to more severe restrictions on the class of metrics
under consideration. For example, null hypersurfaces are generated by geodesics, and there-
fore generically develop caustics and crossovers. These would be reflected in a singularity
in either the embedding or the normal form ν. By not allowing for such singularities, one
is making a strong assumption about the metric, in that it admits a complete, caustic-free,
null hypersurface.
Clearly a different formalism is required in order to discuss the geometry and dynamics
of null surfaces and foliations. This section concludes by offering a number of suggestions on
how the various issues outlined above might be addressed, and leaves full analysis of these
possibilities to future work.
A common way of dealing with the necessary appearance of quotient spaces is to introduce
additional structures that allow these quotients to be canonically identified with subspaces
of the spacetime tangent and cotangent bundles. One way of doing this for the null surface
is to choose an arbitrary slicing of the null surface by spatial sections. Doing so essentially
converts the problem to the analysis of a foliation by spatial submanifolds with codimension
one higher than the null surface. One can then define the intrinsic and extrinsic geometry of
this spatial foliation, and many quantities computed in this way can be argued to produce
well-defined tensors on the quotient spaces. For many applications, this construction is
sufficient, although the issue of caustics and the assumed regularity of the null surface is still
present.
A related approach is to define a Carroll structure on the null surface [62]. This is simply
a choice of preferred spatial subspace to identify with the spatial quotient space by way
of an Ehresmann connection [63]. The Carroll structure is more general than the choice
of spatial slicing since the spatial subspaces are not required to be integrable. A related
construction parameterizes the transverse space to Σ by choosing an auxiliary null vector `a
that satisfies `aka = −1, in terms of which the metric can be fully decomposed (see e.g. [64]).
An interesting question in these approaches is whether these additional structures can be
used to fix a unique connection Da on Σ. Note that it is generically not possible to require
that Da be compatible with the degenerate induced metric on the surface.8 It seems possible
that once a preferred ka and additional Carroll or transverse structure has been chosen, a
connection could be fixed by imposing compatibility conditions with these structures (see,
e.g. [65]).
The issue of nullness overconstraining the metric variations could possibly be addressed
by only imposing that ν is null in the background, and not requiring that variations pre-
serve nullness. This approach was advocated for recently in [66], which provided a physical
interpretation for metric variations that do not preserve nullness of the surface. Note there
are still challenges in this case related to quotient spaces and the inability to construct pro-
jectors. Furthermore, variations of the metric could now produce a surface whose induced
metric changes signature, which can cause the intrinsic geometry to look singular. Such
problems would have to be addressed when pursuing this construction, perhaps along the
lines of [67].
8I thank Rafael Sorkin for pointing this out.
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Finally, a possible way forward with the problem of caustics and crossovers would be to
consider embeddings into the cotangent bundle T ∗M or a tensor product thereof, rather than
into the manifold M [68]. The image of the embedding specifies both the location of the
surface and its normal form. Hence, surfaces with caustics or crossovers can look singular
when embedded in M , but are perfectly smooth as surfaces in T ∗M . There are drawbacks
in this approach in that it allows for immersed surfaces in M as opposed to embeddings,
since the surfaces can now intersect themselves. While this raises additional complications,
it seems to be a promising way forward in analyzing the geometry of generic null surfaces.
7.2 Hamiltonians for field-dependent generators and asymptotic
symmetries
Section 6 examined boundary terms that appear when defining a Hamiltonian in general
relativity for transformations that move the boundary of a finite subregion. Although the
conditions for which this Hamiltonian is integrable were not rigorously analyzed, it was clear
that the necessary conditions are likely overconstraining in that most metric components
must be held fixed. An alternative was suggested that allows for the vector field generating
the flow to be field-dependent, δξa 6= 0, to allow for more freedom in imposing integrability
of the Hamiltonian. Many analyses of asymptotic symmetries employ such field-dependent
generators, since they are necessary when attempting to preserve a privileged asymptotic
structure. Note that field-dependent generators can lead to algebras that differ from the
Lie algebra of the vector fields on M . This occurs for two reasons. First, the Lie bracket
is explicitly modified due to the field dependence [47]. Second, representing the algebra
as a Poisson bracket of Hamiltonians can give rise to central extensions, as found in, e.g.,
[50, 51, 52, 47, 53]. Together, these modifications of the algebra can have important impli-
cations when one considers quantizations of the theory in question. The case of asymptotic
symmetries of AdS3 gravity is a renowned example, where the central charge of the asymp-
totic Virasoro algebra is related to the entropy of black holes in the theory [69].
7.3 Edge modes and entanglement entropy
Another reason to consider field-dependent generators comes from the application of em-
bedding fields to the problem of entanglement entropy in a gravitational theory. The X
field encapsulates the extra edge mode degrees of freedom that must be incorporated into a
finite subregion in order to properly implement gauge-invariance when gluing to an adjacent
subregion [1]. Variations of the embedding transverse to the entangling surface are among
the degrees of freedom encoded in X. In order to analyze the contribution of the edge modes
to the entanglement entropy, one must have a handle on their quantization, for which their
symmetry algebra plays an important role. It may be necessary to include the surface defor-
mations in the symmetry algebra to account for the full diffeomorphism invariance, and such
a symmetry algebra will likely involve field-dependent generators to avoid overconstraining
boundary conditions on the metric.
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7.4 Boundary terms in gravitational actions
An application of the general geometric framework developed in this paper is to the problem
of finding boundary terms in the action of higher curvature gravitational theories. These
boundary terms are added to ensure that the action is stationary only for field variations that
satisfy the appropriate boundary conditions. For general relativity, the Gibbons-Hawking
boundary term is added on spacelike or timelike codimension-1 boundaries to implement
a Dirichlet condition on the induced metric at the boundary [70]. Additional contributions
must be added when the region has null components or corners of higher codimension, as were
recently analyzed in detail in [57, 58]. For higher curvature theories, less is known about
the necessary boundary terms, although see [71, 72, 73, 74] for some results in this area.
One reason these theories are more complicated is that the presence of higher derivatives
in the field equations entails additional boundary conditions on derivatives of the fields in
the variation principal. Nevertheless, a general analysis of boundary terms and boundary
conditions in these theories is lacking at present, and the systematic decompositions described
in this work may lend themselves to addressing this problem in the future.
7.5 Perturbations of RT surfaces
RT surfaces are important objects in holography since they bound subregions in the bulk that
are dual to corresponding subregions in the boundary [75]. Perturbations of these surfaces in
response to a change in the boundary subregion or the bulk dynamical fields are of interest,
since these can be used in perturbative calculations of entanglement entropy [76, 77], proofs of
CFT energy conditions [78, 18, 19, 20], and considerations of bulk reconstruction [21, 79]. The
embedding fields provide a covariant description of these perturbations, and perturbations
to nearby extremal surfaces are controlled by solutions to the Jacobi equation, discussed in
section 4.2.1 (see [80, 81] for a perturbative analyses of solutions to this equation). Recently,
[36] used a similar submanifold formalism to the one developed in this paper to recast
and extend some of these holographic proofs involving RT surfaces in a covariant language.
Further application of the covariant formalism may lead to deeper understanding of the
mechanisms at play in these holographic constructions, and suggest possible generalizations.
7.6 Magnetohydrodynamics and force-free electrodynamics
A final application of the embedding field formalism is to the theory of relativistic magne-
tohydrodynamics (MHD) and force-free electrodynamics (FFE). This application is similar
to the use of embedding fields in fluid dynamics. It differs, however, in that the foliation is
by two-dimensional timelike manifolds, as opposed to the one-dimensional flow lines. MHD
and FFE are thus theories of a string fluid.
This foliation arises since the abundance of free charges tends to short out any electric
fields in the rest frame of the fluid, implying that the electromagnetic field tensor satisfies
Fabu
b = 0, where ub is the fluid velocity. Since ua is a zero eigenvector of Fab, the field
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strength must have rank 2, and is also closed, dF = 0. Hence, Fab is normal to a foliation of
two-dimensional manifolds according to the discussion of 3, which comprise the strings of the
fluid description. In fact, the entire theory can be recast as the theory of this foliation using
embedding fields and a fixed two-form in a reference space M0 [82]. An intriguing relation
geometrical relation holds for the electromagnetic stress tensor, which for a degenerate field
takes the form [82]
TEMab =
1
4
F cdFcd
(
sab − hab
)
, (7.3)
being proportional to the difference of the normal and tangential metrics of the foliation. It
could be useful to express other geometrical tensors associated with the foliation in terms
of the electromagnetic field strength, which could lead to deeper intuition for properties of
MHD and FFE solutions [83].
The string fluid is also the starting point for the effect field theory of MHD and FFE,
where the foliation has an interpretation in terms of the generalized global symmetries [84].
The one-form symmetry of electromagnetism has a conserved charge that is integrated over
codimension-2 surfaces, and this flux counts the number of strings passing through the
surface, which are the fundamental charged paritcles for the one-form symmetry [85]. This
is analogous to the viewpoint that the charge of an ordinary symmetry is the integral over a
spacelike hypersuface, and the flux counts the number of charged particle worldlines piercing
the surface. The effective field theory for the one-form symmetry of electromagnetism should
arise from the most general action consistent with this symmetry, and the string fluid and
embedding fields provide an efficient way of writing terms that are manifestly symmetric
[85, 86, 87].
Force-free electrodynamics is known to be dynamically well-posed if the field strength
is magnetically dominated, B2 > E2, or equivalently, FabF ab > 0. There is considerable
interest in the question of how and when this condition breaks down, signaling the onset of an
instability which can have observable astrophysical consequences. At saturation, B2 = E2,
the foliation becomes null, implying that a singularity develops in its intrinsic geometry.
Additionally, magnetic reconnection events are associated with crossing field lines, which
can be interpreted as the development of a caustic from the foliation perspective. In order to
better characterize how these breakdowns occur, it would be helpful to develop singularity
and focusing theorems for the intrinsic and extrinsic geometry of the field sheets. A possible
useful tool would be a generalization of the Raychaudhuri equation that applies to the two
dimensional foliation. The starting point for such a generalization would be equation (A.31),
which relates the tangential derivative of Lcad to other quantities on the surface. Some initial
analysis of this expression, interpreted as a generalized Raychaudhuri equation, has appeared
in [32]. Further analysis of the force-free equations using the geometric tools developed in
this work could lead interesting and useful results.
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A Curvature identities for Da, Ða
As discussed in section 3.3, there are curvature tensors Rabcd and Oabcd associated with the
commutator of two tangential covariant derivatives [Dc,Dd]. These are related to the space-
time Riemann curvature and extrinsic curvature tensors through the Gauss and Ricci-Voss
equations. Additionally, the Codazzi equation arises from the requirement that [Dc,Dd]V a
remain tangential on a if V a is itself tangential. These three equations relate certain com-
ponents of Rabcd to intrinsic and extrinsic geometrical quantities at the surface. The specific
components of Rabcd covered by these identities are those with all indices tangential, those
with three indices tangential and one normal, and those with the first two indices normal
and second two tangential (or equivalently, second two normal and first two tangential).
A natural generalization of these equations comes from the commutator of two nor-
mal covariant derivatives [Ða,Ðb]. This case is slightly more subtle due to the presence of
torsion-like contributions; however, one can find a tensorial expression that can be called
the curvature of the normal connection, along with the analog of the outer curvature. These
are then related to the purely normal components of Rabcd and its tangent-tangent-normal-
normal components. An analog of the Codazzi equation gives a relation between Labc and
the components of Rabcd with three normal and one tangential index.
The remaining components of Rabcd that are not constrained by these equations are nor-
mal on a and c and tangential on b and d. The desired relation on these components is
obtained by considering the commutator of one tangential and one normal covariant deriva-
tive, [Ðc,Dd]. Mixed curvature tensors associated with this commutator can be constructed,
which are related to Kabc and Labc. Finally, by examining the Codazzi identity for this com-
mutator, a number of additional relations between the various curvature quantities can be
derived, one of which relates the remaining components of Rabcd to Kabc and Labc.
Carrying out the above program leads to six curvature tensors associated with the normal
and tangential covariant derivatives, which are related in various ways to Rabcd, Kabc and
Labc. In addition, three Codazzi identities lead to further relationships between Rabcd, Kabc
and Labc. This appendix systematically derives these identities and works out some of their
consequences. An early treatment of many of the concepts presented in this appendix was
given by Schouten in [29, Ch. V, Sec. 7].
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A.1 Tangential curvatures
The intrinsic tangential curvature Rabcd is defined by [Dc,Dd] acting on a tangential vector
V a by the equation
(Dc Dd−Dd Dc)V a = RabcdV b. (A.1)
The Gauss equation for this curvature can be derived by simply writing out the definition
for the tangential covariant derivative,
Dc Dd V
a = hpch
q
dh
a
m∇p(Dq V m)
= hpch
q
dh
a
m∇p(heq∇eV m +KmqbV b)
= −KecdÐeV a + hpchqdham∇p∇qV m +K amc KmdbV b. (A.2)
Subtracting Dd Dc V a from this expression and recalling that Kecd = 0 and that (∇p∇q −
∇q∇p)V m = RmnpqV n, produces the Gauss equation,
Rabcd = hmahnbhpchqdRmnpq +KecaKedb −KedaKecb . (A.3)
The tangential outer curvature Oabcd is defined by [Dc,Dd] acting on a normal vector W a
through the equation
(Dc Dd−Dd Dc)W a = OabcdW b. (A.4)
To derive the Ricci-Voss equation, we explicitly compute the action of the two derivatives
acting on W a,
Dc DdW
a = hpch
q
ds
a
m∇p(DqWm)
= hpch
q
ds
a
m∇p(heq∇eWm −K mbq W b)
= −KecdÐeW a + hpchqdsam∇p∇qWm +KacmK mbd W b (A.5)
Subtracting the expression with c and d reversed yields the Ricci-Voss equation,
Oabcd = smasnbhpchqdRmnpq +KaceK ebd −KadeK ebc . (A.6)
Finally, the Codazzi equation arises by requiring that [Da,Db]V q is tangential on the q
index. This leads to
0 = sdq Da Db V
q = sdqh
m
ah
n
bh
q
e∇m(Dn V e)
= sdqh
m
ah
n
b∇m(hpn∇pV q +KqncV c) +Kdae Db V e
= −KpabL dqp V q + sdqhmahnb∇m∇nV q + DaKdbcV c +Kdbe Da V e +Kdae Db V e (A.7)
Subtracting the expression with a and b reversed and rearranging terms yields the Codazzi
equation
hmah
n
bh
p
cs
q
dRmnpq = DaKdbc −DbKdac . (A.8)
Note that the identity obtained from requiring that [Da,Db]W q is normal on q forW q normal
is equivalent to equation (A.8).
45
A.2 Normal curvatures
Next we look to define a tensorial quantity to associate with the curvature of the normal
connection Ða. This case is more subtle than the tangential curvature since, as discussed
around equation (3.37), the twist tensor F eab imbues the connection Ða with a property
similar to torsion. This causes the commutator [Ðc,Ðd]W a that to not be tensorial, and an
additional term of the form F ecd DeW a must be subtracted in order to define a tensor. We
take this modified commutator as the definition of the curvature of the normal connection,
and in the process derive the analogue of the Gauss equation for this curvature. Taking W a
to be normal, we start by computing
ÐcÐdW a = spcs
q
ds
a
m∇p(ÐqWm)
= spcs
q
ds
a
m∇p(seq∇eWm + LmqbW b)
= −Lecd DeW a + spcsqdsam∇p∇qWm + L amc LmdbW b (A.9)
When we subtract ÐdÐcW a from this expression, the right hand side still contains the term
F ecd DeW
a, which prevents the commutator from being tensorial. However, we can simply
move this term involving a derivative of W a to the left hand side, and take the definition of
the normal curvature Cabcd to be9
(ÐcÐd −ÐdÐc − F ecd De)W a = CabcdW b (A.10)
This equation for the curvature further justifies the interpretation of −F ecd as a type of
torsion for the connection Ða. For comparison, the definition of the curvature R˜abcd for an
affine connection ∇˜a with torsion T˜ eab is
(∇˜c∇˜d − ∇˜d∇˜c + T ecd ∇˜e)V a = R˜abcdV b. (A.11)
Combining equation (A.9) with the definition (A.10) leads to the Gauss equation for the
normal curvature,
Cabcd = smasnbspcsqdRmnpq + LecaLedb − LedaLecb (A.12)
This expression shows that the normal curvature enjoys the symmetries Cabcd = −Cbacd =
−Cabdc; however, it does not satisfy either of the remaining symmetries associated with a
torsionless curvature tensor, since Cabcd 6= Ccdab and Cabcd 6= 0.
We can also define a normal outer curvature tensor Pabcd by acting with the derivative
operator in (A.10) on a tangential vector V a,
(ÐcÐd −ÐdÐc − F ecd De)V a = PabcdV b (A.13)
Explicitly expanding out the derivatives, we find
ÐcÐdV a = spcs
q
dh
a
m∇p(ÐqV m)
= spcs
q
dh
a
m∇p(seq∇eV m − L mbq V b)
= −Lecd De V a + spcsqdham∇p∇qV m + LacmL mbd V b (A.14)
9The letter C is employed for this curvature tensor in honor of Cattaneo-Gasparini, who appears to have
been the first to consider this quantity in the special case of a foliation by one-dimensional curves [25, 26].
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Using this to form the combination of derivatives in (A.13), we derive the Ricci-Voss equation
for the normal outer curvature,
Pabcd = hmahnbspcsqdRmnpq + LaceL ebd − LadeL ebc (A.15)
= Ocdab −KcaeK edb +KcbeK eda + LaceL ebd − LadeL ebc , (A.16)
where the second expression was obtained by applying the tangential Ricci-Voss equation,
(A.6). Hence we see that the outer curvature for Ða is expressible in terms of the outer
curvature for Da and Kabc and Labc.
Finally, we can derive a Codazzi identity for the normal connection by requiring that
[Ða,Ðb]W q is normal on q. We have
0 = hdqÐaÐbW
q = hdqs
m
as
n
bs
q
e∇m(ÐnW e)
= hdqs
m
as
n
b∇m(spn∇pW q + LqncW c) + LdaeÐbW e
= −LpabK dqp W q + hdqsmasnb∇m∇nW q + ÐaLdbcW c + LdbcÐaW c + LdaeÐbW e. (A.17)
Subtracting the expression with a and b reversed leads to the normal Codazzi identity,
smas
n
bs
p
ch
q
dRmnpq = ÐaLdbc −ÐbLdac + F eabKced . (A.18)
A.3 Mixed curvatures
Additional relations arise from considering the mixed commutator of the two derivatives,
[Ðc,Dd]V a. Taking V a tangent, we compute
Ðc Dd V a = spch
q
dh
a
m∇p(Dq V m)
= spch
q
dh
a
m∇p(heq∇eV m +KmqbV b)
= L edc ÐeV
a + spch
q
dh
a
m∇p∇qV m − LacmKmdbV b. (A.19)
We also need to separately calculate the expression with the derivatives in the opposite order,
DdÐcV a = hqds
p
ch
a
m∇q(ÐpV m)
= hqds
p
ch
a
m∇q(sep∇eV m − L mbp V b)
= K ecd De V
a + hqds
p
ch
a
m∇q∇pV m −K amd L mbc V b. (A.20)
By subtracting these two expressions, we can form a tensor by considering the following
combination of derivatives of V a,
(Ðc Dd−DdÐc +K ecd De−L edc Ðe)V a =MabcdV b. (A.21)
The tangential mixed curvature tensorMabcd then satisfies the identity
Mabcd = hmahnbspchqdRmnpq + LbceKeda − LaceKedb (A.22)
= DbKcad −DaKcbd + LbceKeda − LaceKedb , (A.23)
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where the second line is obtained by employing the tangential Codazzi identity (A.8). Note
that the mixed curvature possesses the following symmetries: Mabcd = −Mbacd, andMabcd =
0.
We can also form a normal mixed curvature tensor N abcd through a definition similar to
(A.21), except acting on a normal vector W a,
(Ðc Dd−DdÐc +K ecd De−L edc Ðe)W a = N abcdW b. (A.24)
Again expanding out the derivatives that appear in this expression, we find
Ðc DdW a = spch
q
ds
a
m∇p(DqWm)
= spch
q
ds
a
m∇p(heq∇eWm −K mbq W b)
= L edc ÐeW
a + spch
q
ds
a
m∇p∇qWm − L amc K mbd W b. (A.25)
DdÐcW a = hqds
p
cs
a
m∇q(ÐpWm)
= hqds
p
cs
a
m∇q(sep∇eWm + LmpbW b)
= K ecd DeW
a + hqds
p
cs
a
m∇q∇pWm −KadmLmcbW b. (A.26)
These expressions then lead to the identity satisfied by the normal mixed curvature,
Nabcd = smasnbspchqdRmnpq +KadeLecb −KbdeLeca (A.27)
= ÐaLdbc −ÐbLdac + F eabKced +KadeLecb −KbdeLeca, (A.28)
where the normal Codazzi identity (A.18) was used to obtain the second line. The only
symmetry that the normal mixed curvature possesses isNabcd = −Nbacd, so in generalNabcd 6=
0.
Finally, we can examine the mixed Codazzi identity, which will lead to a number of
useful relations between various curvature quantities. These arise from requiring [Ða,Db]V q
is tangential on q. Computing in a similar manner as before, we find
0 = sdqÐa Db V
q = sdqs
m
ah
n
bh
q
e∇m(Dn V e)
= sdqs
m
ah
n
b∇m(hpn∇pV q +KqncV c)− L dea Db V e
= L pba L
d
qp V
q + sdqs
m
ah
n
b∇m∇nV q + ÐaKdbcV c +KdbcÐaV c − L dea Db V e. (A.29)
0 = sdq DbÐaV
q = sdqh
n
bs
m
ah
q
e∇n(ÐmV e)
= sdqh
n
bs
m
a∇n(spm∇pV q − L qcm V c) +KdbeÐaV e
= −K pab KdpqV q + sdqhnbsma∇n∇mV q −Db L dca V c − L dca Db V c +KdbeÐaV e. (A.30)
Subtracting these two expressions produces the mixed Codazzi identity,
smah
n
bs
q
dh
p
cRqpmn = −Db Lcad − L eba Lced −ÐaKdbc −K eab Kdec . (A.31)
Note that this relation appeared previously in [32], equation 3.1, where it was presented as a
generalization of the Raychaudhuri equation for foliations with arbitrary dimension for the
leaves. This interpretation takes the submanifolds to be timelike, and views (A.31) as an
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evolution equation for Lcad. In the case of one-dimensional manifolds, the resulting equation
captures the evolution of the expansion, shear, and twist, using the identifications between
these quantities and Labc described in section 5.2.
(A.31) can be unpackaged somewhat by symmetrizing or antisymmetrizing on various
indices. First, consider the antisymmetrization on b and c, which leads to
sqds
m
ah
p
ch
n
bRqmpn = Dc Lbad−Db Lcad+L eca Lbed−L eba Lced+K eac Kdeb −K eab Kdec . (A.32)
The Riemann tensor component in this equation is the same as the one appearing in the
Ricci-Voss equation (A.6), and so we can substitute in the outer curvature tensor to this
equation. This leads to an alternative expression for Oabcd,
Oabcd = Dc Ldba −Dd Lcba + L ecb Ldea − L edb Lcea. (A.33)
Similarly, considering the antisymmetric part of (A.31) on a and d and comparing to the
normal Ricci-Voss equation for Pabcd (A.15) gives an alternative expression for this tensor,
Pabcd = ÐcKdab −ÐdKcab +K ecb Kdea −K edb Kcea + Db Fadc + L ebd Faec − L ebc Faed . (A.34)
The symmetric part of (A.31) gives a relation on the remaining components of the space-
time Riemann tensor that have not appeared in any of the previous identities. Two identities
are thus obtained by symmetrizing on either b and c, or on a and d, and these read
smah
n
bh
p
cs
q
dRqpnm = ÐaKdbc +K
e
ab
Kdec + Db Lcad + L
e
ba
Lced (A.35)
smah
n
bh
p
cs
q
dRqpnm = DbAcad + L
e
ba Lced + ÐaKdbc +K
e
ab Kdec . (A.36)
After symmetrizing on one pair of indices as in the above expressions, the Riemann tensors
appearing are automatically symmetric in their second pair of indices, since Rqpnm−Rmpnq =
Rnpqm = 0. Hence, antisymmetrizing the above expressions on the remaining index pair will
lead to differential identities involving only the Kabc and Labc tensors. These are
ÐaKdbc −ÐdKabc = Db Fcad + L ebd Lcea − L eba Lced (A.37)
DbAcad −DcAbad = L eca Lbed − L eba Lced. (A.38)
which simplify using the modified connection D˜a from (3.31) to
ÐaKdbc −ÐdKabc = D˜bFcad (A.39)
D˜bAcad − D˜cAbad = 0. (A.40)
It is also useful to consider the traces of the above identities, since, for example, the trace of
(A.35) on b and c contains an expression that appears in the Jacobi equation for perturbations
of extremal surfaces. Hence, the traced identities read
smah
bcsqdRqcbm = ÐaKd +K
bc
a Kdcb + Db L
b
ad + L
b c
a Lbcd (A.41)
sadhnbh
p
cRapnd = DbAc + L
ae
b Lcea + ÐaK
a
bc +K
ae
bKaec (A.42)
ÐaKd −ÐdKa = Db F bad + Lb ed Lbea − Lb ea Lbed (A.43)
DbAc −DcAb = 0. (A.44)
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Finally, equations (A.37) and (A.38) can be used in the expressions (A.33) and (A.34) for
the outer curvature tensors to further simplify their expressions and make manifest some of
the index symmetries. The resulting equations are
Oabcd = Dc Fdab + 1
2
F ecb Fdea + 2A
e
cb Adea (A.45)
Pabcd = Da Fbcd + L eac Fbed − L ead Fbec + 2K ecb Kdea (A.46)
= D˜aFbcd + 2K
e
cb Kdea (A.47)
A.4 Modified outer curvatures
The modified connections D˜a and Ð˜a defined in (3.31) and (3.38) also have curvature iden-
tities associated with them. We can define the outer curvatures associated with these con-
nections in analogy with equations (A.4) and (A.13),
(D˜cD˜d − D˜dD˜c)W a = O˜abcdW b (A.48)
(Ð˜cÐ˜d − Ð˜dÐ˜c − F ecd De)V a = P˜abcdV b. (A.49)
These curvatures can be related to Oabcd and Pabcd straightforwardly. Beginning with D˜a,
we have
D˜cD˜dW
a = D˜c(DdW
a − L adb W b) (A.50)
= Dc DdW
a − L acb DdW b −Dc L adb W b − L adb DcW b + L ace L edb W b. (A.51)
Antisymmetrization on c and d then leads to
O˜abcd = Oabcd − 2
(
Dc L
a
db + L
a
de L
e
cb
)
= 0 (A.52)
by equation (A.33). Hence, D˜a is a flat connection on the normal bundle.
The computation for Ð˜a proceeds similarly,
Ð˜cÐ˜dV a = Ð˜c(Ðd −K adb V b) (A.53)
= ÐcÐdV a −K acb ÐcV b −ÐcK adb V b −K adb ÐcV b +K ace K edb V b. (A.54)
Forming the combination of derivatives appearing in (A.49) then gives the relation
P˜abcd = Pabcd − 2
(
ÐcK
a
db +K
a
de K
e
cb
)
= D˜bF
a
dc , (A.55)
using (A.34).
B Coordinate expressions
It is often useful when performing computations to have coordinate expressions for the various
curvature quantities defined for a foliation. In this appendix we will derive the relevant
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quantities for a foliation-adapted coordinate system. This adapted coordinate system splits
the spacetime coordinates yµ into p normal coordinates yA, A = 0, . . . , p − 1, and (d − p)
tangential coordinates yi, i = p, . . . , d − 1, where the normal coordinates are required to
be constant on each surface of the foliation, i.e. ∇ayA are normal forms. This means the
coordinate basis vectors ∂ai are tangential, and so yi define an intrinsic coordinate system
on surface. The remaining coordinate basis vectors ∂aA are transverse to the surface, but
in general are not normal, since determining if a vector is normal to the surface requires a
metric. Once a metric has been specified, we can determine the tangential piece of ∂aA and
subtract it off to form a normal vector vaA = ∂aA +N iA∂ai . This equation determines the shift
vectors NaA = N iA∂ai as simply the tangential vector that must be added to ∂aA to produce a
normal vector. It is then straightforward to see that although ∇ayi are not tangential forms
to the surface, the normal piece is also determined by the shift, so instead the covectors
wia = ∇ayi−N iA∇ayA are tangential. This leads us to define a basis vaµ for the tangent space,
vaµ =
{
∂aµ +N
i
µ∂
a
i for µ = 0, . . . , p− 1
∂aµ for µ = p, . . . , d− 1
(B.1)
so that vaA are a basis for the normal subspace while vai are a basis for the tangential subspace.
Similarly, a basis wµa for the cotangent space is given by
wµa =
{
∇ayµ for µ = 0, . . . , p− 1
∇ayµ −NµA∇ayA for µ = p, . . . , d− 1
(B.2)
with wAa a basis for the normal subspace and wia a basis for the tangential subspace.
B.1 Metrics
The coordinate expressions for the normal and tangential metrics can then be expressed in
terms of these bases,
sab = sABw
A
a w
B
b = sAB∇ayA∇byB (B.3)
hab = hijw
i
aw
j
b = hij(∇ayi −N iA∇ayA)(∇byj −N jB∇byB), (B.4)
where sAB and hij are the components of the normal and tangential metric. Since the
spacetime metric is given by the sum gab = sab + hab, (B.3) and (B.4) lead to the following
expressions for the line element,
ds2 = sABdy
AdyB + hij(dy
i −N iAdyA)(dyj −N jBdyB) (B.5)
= (sAB + hijN
i
AN
j
B)dy
AdyB − 2hijN jAdyAdyi + hijdyidyj (B.6)
The mixed-index projectors can be constructed directly from the basis vectors and covectors,
and depend only on the shift vectors,
sab = v
a
Aw
A
b = (∂
a
A +N
i
A∂
a
i )∇byA (B.7)
hab = v
a
i w
i
b = (∇byi −N iA∇byA)∂ai . (B.8)
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The inverse metrics are constructed in a similar manner,
sab = sABvaAv
b
B = s
AB(∂aA +N
i
A∂
a
i )(∂
b
B +N
j
B∂
b
j) (B.9)
hab = hijvai v
b
j = h
ij∂ai ∂
b
j . (B.10)
Here, sAB must the the matrix inverse of sBC , which follows from the requirement that
sabsbc = s
a
c, using the expressions (B.3) and (B.7). Unsurprisingly, hij must the the matrix
inverse of hjk by an analogous argument. The decomposition of the line element in (B.6)
shows that for a fixed foliation, the metric variation can be parameterized by variations of
sAB, N iB and hij. These match onto the respective terms in the covariant decomposition of
δgab given in (4.14).
The expression for the unit normal form is10
na1...ap = −
√
εs
p!
εA1...Apw
A1
a1
. . . wApap = −
√
εs(dy0 ∧ . . . ∧ dyp−1)a1...ap , (B.11)
where s = det(sAB), and εA1...Ap is the antisymmetric symbol with ε01...(p−1) = 1. The
prefactor
√
εs can be derived by applying the normalization condition (3.9) to na1...ap . The
induced volume form µa1...ad−p on the surfaces has a similar expression,
µa1...ad−p =
√−εh
(d− p)! εi1...id−pw
i1
a1
. . . w
id−p
ad−p (B.12)
=
√−εh [(dyp −NpAdyA) ∧ . . . ∧ (dyd−1 −Nd−1B dyB)]a1...ad−p (B.13)
where again h = det(hij). Finally, since the spacetime volume form  is related to the unit
normal form and induced volume form by  = −n ∧ µ, and since it also has the coordinate
expression  =
√−g dy0 ∧ . . . ∧ dyd−1 with g = det gµν , from (B.11) and (B.13) we find the
relation √−g = √εs√−εh. (B.14)
B.2 Connection coefficients
The next objects to consider are the connection coefficients for the tangential and normal
covariant derivatives, Da and Ða. Beginning with Da acting on a tangent vector V a = V j∂aj ,
the connection coefficients γabc are defined by the equation
Db V
a = hadh
c
b∂cV
d + γabcV
c = (∂iV
j + γijkV
k)vajw
i
b (B.15)
where ∂c is the coordinate derivative operator associated with the surface-adapted coordinate
system yµ. Its action extends to covectors and multi-index vectors in the usual way. From the
relation that Da hbc = 0, we conclude that Da is the unique metric-compatible, torsion-free
10The minus sign is conventional when the normal is timelike, and reflects the fact that −∇ay0 is a future
pointing timelike vector, when y0 is a timelike coordinate. It can be omitted for timelike foliations with a
spacelike normal.
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connection on the surface, and hence the connection coefficients have the usual expression
in terms of derivatives of the intrinsic metric components,
γijk =
1
2
hil(∂jhlk + ∂khlj − ∂lhjk). (B.16)
For Db acting on a normal vectorW a = WAvaA, the connection coefficients can be obtained
by writing
DbW
a = hdbs
a
c(∂dW
c+ΓcdeW
e) = hdbs
a
c∂dW
c+L cde W
e = (∂iW
A+L AiB W
B)vaAw
i
b, (B.17)
where the second equality employs the relation (B.40). This shows that the tensor L cde gives
the connection coefficients for Db acting on the normal bundle.
The normal connection coefficients גabc can be defined by the action on a normal covector
Wc = WA∇cyA,
ÐbWc = sdbs
a
c∂dWa − גabcWa = (∂BWA +N iB∂iWA − גABCWA)wBa wCb (B.18)
which involves both transverse ∂A and tangential ∂i derivatives, due to the form of the normal
projector from (B.7). It is convenient to define a modified transverse derivative
∂∗A = ∂A +N iA∂i, (B.19)
which will appear often in the following formulas. The coordinate expression for גABC again
follows from the fact that Ðasbc = 0. However, since the derivatives appearing in this
expression are ∂∗A rather than ∂A, the formula for the connection coefficients will be the
usual expression except with derivatives of sAB with respect to ∂∗C instead of ∂C ,
גABC =
1
2
sAD(∂∗BsDC + ∂∗CsDB − ∂∗DsBC). (B.20)
The connection coefficients for Ðb acting on a tangent vector V a = V ivai can be obtained
applying (B.39),
ÐbV a = sdbh
a
c(∂dV
c + Γcde)V
e =
(
∂∗AV i + (K iAj − ∂jN iA)V j
)
vai w
A
b , (B.21)
so that K iAj − ∂jN iA are the connection coefficients.
B.3 Extrinsic curvatures
The extrinsic curvatures are the next items to consider. To derive the coordinate expression
for the tangential extrinsic curvature, it is useful to start with the interpretation of Kabc
as measuring the change in the induced metric on the surface under a flow in the normal
direction. Specifically, the projected Lie derivative of hab along a normal vector W c satisfies
1
2
hcah
d
b£Whcd =
1
2
hcah
d
b(W
e∇ehab +∇aW eheb +∇bW ehae) = W eKeab. (B.22)
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This formula can then be converted straightforwardly to a coordinate expression by writing
KAij = w
A
d s
daKabcv
b
iv
c
j = s
ABvaBKabcv
b
iv
c
j =
1
2
sAB(£∂B+NkB∂khbc)v
b
iv
c
j . (B.23)
The first term £∂Ahbc will just produce the partial derivative of the components hij of the
induced metric. For the second term, note that NkB∂ek is a tangent vector, and hence we can
evaluate this Lie derivative using the metric-compatible derivative Da. This results in
KAij =
1
2
sAB(∂Bhij + D˜iNjB + D˜jNiB), (B.24)
where the modified normal connection of (3.31) is used, given by D˜iNjB = ∂iNjB − γkijNkB,
and NjB = hjlN lB. In particular, the tilde means to treat NjB as a collection of covectors
indexed by B, as opposed to a two-index tensor with one tangential index j and one normal
index B.
A slight modification of this argument leads to the coordinate expression for AiAB. It is
straightforward to see that this object measures the change in the normal metric sab when
flowing in a tangential direction, since it satisfies the analog of equation (B.22) for a tangent
vector V c,
1
2
scas
d
b£V scd = V
eAeab. (B.25)
Performing the analogous calculation to equation (B.23) leads to
AiAB =
1
2
qij∂jsAB (B.26)
which involves no shift vectors since the tangential basis vectors vai are defined independent
of N iA.
The coordinate expression for the twist tensor F abc can be obtained using the expression
(B.7) for the normal projector and the direct definition of the twist (3.21). This leads to
F iAB = w
i
av
b
Av
c
BF
a
bc = 2w
i
av
b
Av
c
B∇bsac = 2wiavbAvcB
[
(∂bN
j
C)∂
a
j∇cyC + Γabdsdc − Γdbcsad
]
= ∂∗AN
i
B − ∂∗BN iA. (B.27)
Note this is consistent with with equation (3.62) of reference [1] for the twist tensor.
B.4 Intrinsic curvatures
The coordinate expressions for the curvature tensors are derived directly from their defining
formulas in terms of commutators of derivative operators, which were presented in appendix
A. Equation (A.1) defines the intrinsic curvature Rabcd of the tangential connection Da. To
compute its coordinate expression, we apply the formula (B.15) for the coordinate expression
of Db V c, along with its generalization to covectors and multi-index tensors. This leads to
vakv
b
l Da Db V
c = vakv
b
l Da
[
(∂mV
i + γimjV
j)vciw
m
b
]
=
[
∂k∂lV
i + ∂kγ
i
ljV
j + γilj∂kV
j + γikm(∂lV
m + γmlj V
j)− γmkl (∂mV i + γimjV j)
]
vci
(B.28)
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Subtracting the expression with the derivative order reversed retains only the antisymmetric
piece on k and l, and this leads to the expected formula for the intrinsic curvature compo-
nents,
Rijkl = ∂kγilj − ∂lγikj + γikmγmlj − γilmγmkj. (B.29)
For the intrinsic normal curvature Cabcd , we utilize the definition (A.10) along with the
coordinate expression ÐbW c = (∂∗DWA + גADBWB)wDb vcA and its generalization to covectors
and tensors. This gives
vaCv
b
DÐaÐbW
c = vaCv
b
DÐa
[
(∂∗EWA + גAEBWB)wEb vcA
]
=
[
∂∗C∂∗DWA + ∂∗C גADBWB + גADB∂∗CWB
+ גACE(∂∗DWE + גEDBWB)− גECD(∂∗EWA + גAEBWB)
]
(B.30)
This time when subtracting the expression with the derivatives reversed, the term involving
two derivatives of WA is nonzero due to the shift vectors present in the starred derivatives.
Instead, we find using (B.27)
(∂∗C∂∗D − ∂∗D∂∗C)WA = F iCD ∂iWA = F iCD (DiWA − L AiB WB). (B.31)
The first term here is exactly the piece that must be subtracted from the [Ða,Ðb] commutator
to form the curvature according to (A.10). Adding the second term to the antisymmetric
pieces in (B.30) on C and D then yields the coordinate expression for the normal curvature,
CABCD = ∂∗C גADB − ∂∗DגACB + גACEגEDB − גADEגECB − F iCDL AiB , (B.32)
and the components L AiB come from (B.26) and (B.27) using L amb = A amb − 12F amb . This
coordinate expression for the normal curvature has appeared previously in the special case
of a one-dimensional foliation in [25, 27, 28].
For the remaining curvature tensors, the formulas derived in appendix A.3 lead directly
to the coordinate expressions. For the outer curvature tensors OABkl and PijCD one simply
uses (A.45) and (A.46) along with the expressions (B.24), (B.26) and (B.27) for KAij , AiAB
and F iAB . Similarly, equations (A.23) and (A.28) lead to coordinate expressions for the
mixed curvaturesMabcd and Nabcd.
B.5 Spacetime Christoffel symbols
The final set of formulas will relate the spacetime Christoffel symbols for the metric defined
by (B.6) to the intrinsic connection coefficients γijk, גABC , extrinsic curvatures KAij , LiAB,
and shift vectors N iB. First, note that for the tangential covariant derivative,
Da V
b = hcah
b
d(∂cV
d + ΓdceV
e) = hcah
b
d(∂cV
d + γdceV
e), (B.33)
leading to the conclusion
γabc = h
a
dh
e
bh
f
cΓ
d
ef . (B.34)
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A similar argument applies to the normal connection,
ÐaW b = scas
b
d(∂cW
d + ΓdceW
e) = scas
b
d(∂cW
d + גdceV e), (B.35)
which implies
גabc = saesebsfcΓdef . (B.36)
The remaining components of the Christoffel symbols can be arrived at by examining the
covariant derivative of sab. From its coordinate expression (B.7), we find
∇bsac = (∇bN iA)∂ai∇cyA + Γabdsdc − Γmbcsam, (B.37)
and projecting onto different components yields the following expressions,
sadh
e
bh
f
cΓ
d
ef = −Kabc (B.38)
hadh
e
bs
f
cΓ
d
ef = K
a
cb − (heb∇eN iA)∂ai∇cyA (B.39)
sads
e
bh
f
cΓ
d
ef = L
a
cb (B.40)
hads
e
bs
f
cΓ
d
ef = −(seb∇eN iA)∂ai∇cyA − Labc (B.41)
These four relations along with (B.34) and (B.36) lead to coordinate expressions for all
components of the Christoffel symbols:
Γijk = γ
i
jk −N iAKAjk (B.42)
ΓAij = −KAij (B.43)
ΓiAj = K
i
Aj −Dj N iA +NkAN iBKBkj (B.44)
ΓABi = L
A
iB +N
j
BK
A
ji (B.45)
ΓiAB = −AiAB −ÐAN iB −N jAK iBj + 2N
j
A
Dj N
i
B
− γijkN jANkB −N jANkBN iCKCjk (B.46)
ΓABC = גABC −N jBL AjC −N jCL AjB −N iBN jCKAij . (B.47)
The explicit expressions for the covariant derivatives of the shift vectors appearing in (B.44)
and (B.46) are
Dj N
i
A = ∂jN
i
A + γ
i
jkN
k
A − L BjA NkB (B.48)
ÐAN iB = ∂∗AN
i
B − גCABN iC +K iAj N jB − (∂jN iA)N jB (B.49)
ÐAN
i
B
= ∂AN
i
B
− גCABN iC +K iAj N jB. (B.50)
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