This paper surveys some of the work our group has done in electrical impedance tomography.
INTRODUCTION
There are a variety of medical problems for which it would be useful to know the time-varying distribution of electrical properties inside the body.
By "electrical properties", we mean specifically the electric conductivity and permittivity. The electric conductivity is a measure of the ease with which a material conducts electricity; the electric permittivity is a measure of how readily the charges within a material separate under an imposed electric field. High-conductivity materials allow the passage of both direct and alternating currents; high-permittivity materials allow the passage of only alternating currents. Both of these properties are of interest in medical applications, because different tissues have different conductivities and permittivities.
One medical problem for which knowledge of internal electrical properties would be useful is the detection of pulmonary emboli, or blood clots in the lungs. The development of pulmonary emboli is a common, and often serious, complication of surgery. Unfortunately, at present the diagnosis is rather involved, requiring inhalation of radioactive gas in order to determine the ventilated lung region. This is followed by injection of a radio-opaque dye or a dissolved radioactive substance into a vein to make an image of the blood circulation. The image of the circulation in the lung is compared with the image of the ventilated region; areas that are ventilated but not perfused by blood indicate the presence of emboli.
However, another way to determine the location of gas and blood within the body would be to map the internal electric conductivity and permittivity. These electrical properties are very different for air, tissue, and blood; moreover they vary on different time scales. Thus a time-varying map of the electrical properties should show lung regions that are ventilated but not perfused by blood.
Furthermore, determining the presence of pulmonary emboli from a map of the electrical properties would have a number of advantages over present techniques. It would require no exposure to X-rays or radioactive material. It could be done at the bedside, with a relatively small and inexpensive electrical system. Information about the internal electrical properties of a body could have many other medical uses. Such information could potentially be used for the following [H] : monitoring for lung problems such as accumulating fluid or a collapsed lung, noninvasive monitoring of heart function and blood flow, monitoring for internal bleeding, screening for breast cancer, studying emptying of the stomach, studying pelvic fluid accumulation as a possible cause of pelvic pain, quantifying severity of premenstrual syndrome by determing the amount of intracellular vs. extracellular fluid, determining the boundary between dead and living tissue, measuring local internal temperature increases assoicated with hyperthermia treatments, and improving electrocardiograms [CF] and electroencephalograms.
A variety of non-clinical applications of electrical impedance tomography are also possible. These include imaging multi-phase fluid flow [XHHB, WB] , determining the location of mineral desposits in the earth [DL, P, SSS] , tracing the spread of contaminants in the earth [RDLOC, RDBLR, DR] , non-destructive evaluation of machine parts [ESIC] , and control of industrial processes such as curing and cooking.
In order to map the electric conductivity and permittivity inside the body, our group at Rensselaer has designed and built an electronic system that applies currents through electrodes attached to the surface of the body and measures the resulting voltages. This system uses these electrical measurements to reconstruct and display approximate pictures of the electric conductivity and permittivity inside the body. This process is called Electrical Impedance Tomography (EIT). The term "impedance" comes from circuit theory: it is the ratio of the voltage across a circuit element to the current through the element.
Below we describe the mathematical model for EIT. We use this model to describe some of the theory that gave rise to the design of the Rensselaer system, which we call the Adaptive Current Tomography (ACT) system. Then we survey some reconstruction algorithms, focussing on the one that was used to make the images accompanying this paper.
THE MATHEMATICAL MODEL
The electric potential u in the body Ω is governed by the equation
Here x is a point in Ω, u is the electric potential or voltage, and the admittivity γ is given by γ(x, ω) = σ(x, ω) + iωǫ(x, ω), where σ is the electric conductivity, ǫ is the electric permittivity, and ω is the angular frequency of the applied current. It is the admittivity of a block of homogeneous material that is proportional to the reciprocal of its impedance. Appendix 1 shows how (2.1) can be obtained from Maxwell's equations. In practice, we apply currents to electrodes on the surface ∂Ω of the body. These currents produce a current density on the surface whose inward pointing normal component is denoted by j. Thus
One possible model for EIT is (2.1) and (2.2), together with the conservation of charge condition ∂Ω j = 0 and the condition ∂Ω u = 0, which amounts to chosing a "ground" or reference voltage. This model is the commonly used continuum model.
For the continuum model, we define the operator R by Rj = v, where v denotes the restriction of u to the boundary.
Unfortunately, the continuum model is a poor model for real experiments [CING] , because we do not know the current density j. In practice we know only the currents that are sent down wires attached to discrete electrodes, which in turn are attached to the body. One might approximate the unknown current density as a constant over each electrode (the gap model), but this model also turns out to be inadequate [CING] .
We need to account for two main effects: the discreteness of the electrodes, and the extra conductive material (the electrodes themselves) we have added. We can do this as follows [CING, SCI] .
The integral of the current density over the electrode is equal to the total current that flows to that electrode. Thus we have
where I l is the current sent to the lth electrode and e l denotes the part of ∂Ω that corresponds to the lth electrode. This is combined with γ ∂u ∂ν = 0 in the gaps between electrodes. (2.4)
The conventional way to model the very high conductivity of the electrodes is to impose the constraint that u is constant on each one. These constants, which we denote by V l , are the voltages we measure. We write these constraints as 5) where the quotes are used to remind us that the V l are not specified in advance but are part of the solution of the forward problem. This model we call the shunt model. The shunt model, unfortunately, doesn't give results that agree with experimental data either [CING] . It fails to account for an electrochemical effect that takes place at the contact between the electrode and the body. This effect is the formation of a thin, highly resistive layer between the electrode and the body. The impedance of this layer is characterized by a number z l , which we call the effective contact impedance or surface impedance. We therefore replace constraint (2.5) by
The resulting model we call the complete model. The complete model consists of (2.1), (2.2), (2.3), (2.4), and (2.6), together with the conditions
This model has been shown to have a unique solution [SIC] . It is able to predict the experimental measurements to better than .1%.
3. SOME ISSUES OF SYSTEM DESIGN At present, there is only one commercial EIT system. This is the Applied Potential Tomography (APT) system invented by David Barber and Brian Brown [BB] . This system uses a single current source and sixteen electrodes to make low resolution images of conductivity changes inside the body.
One way to improve this system would be to improve its resolution. How can this be done? Certainly better resolution must involve using more electrodes. To study this idea, we introduce a quantitative measure of the ability of a current density j to distinguish two different admittivities γ and τ . Distinguishing between them means that the voltage difference R(γ)j − R(τ )j ∞ is greater than our measurement precision. (Here · ∞ denotes the supremum.) However, this voltage difference can be made arbtrarily large by applying a sufficiently high current. Since it is not practical to apply all the power in the universe, we need some constraint.
What constraint is appropriate? Researchers have variously constrained the maximum magnitude of the currents [CI] , the sum of the currents [EP, KE, KVKK] , and the power [CI] . The present safety regulations [AAMI] constrain the sum of the currents. However if a current of a given magnitude is applied to a sufficiently small electrode, the current density can become so high as to cause pain. These safety regulations are not appropriate for EIT, and are therefore being re-examined.
For medical applications, there are two physiological effects to consider. At low frequencies, nerves and muscles can respond to electric currents. At high frequencies, organs are subject to damage by heating. We believe that both safety concerns can be addressed by constraining the applied current density, which bounds the applied power as well. Restricting the applied power, moreover, is necessary from an engineering standpoint.
Accordingly we define [I] the "distinguishability" δ of γ from τ by a current density j to be
where R(γ)j denotes the electric potential or voltage on ∂Ω resulting from the application of the current density j to a body containing the admittivity distribution γ. Here, for simplicity, we use the L 2 (∂Ω) norm. A discussion of other norms can be found in [CI] . It was shown in [GIN2] that as the area of ∂Ω on which current is applied shrinks to zero, the distinguishability also goes to zero. In particular, if one increases the number of electrodes while applying current only between a pair of them, the distinguishability decreases.
This suggests that in order to improve resolution by increasing the number of electrodes, one should apply current to all the electrodes. It is for this reason that the Rensselaer ACT system has as many current generators as electrodes [GIN1] .
A similar result [GIN2] also implies that EIT systems should use large electrodes that fill as much of ∂Ω as possible.
For a many-electrode, multiple-current-generator system, the question arises of which current density patterns should be used in order to best distinguish between two admittivity distributions γ and τ .
We say that the current density j is a "best" pattern for distinguishing γ from τ if j maximizes the distinguishability δ. Many readers will recognize (3.1) as the Rayleigh-Ritz quotient; it achieves its maximum when j is the eigenfunction of |R(γ) − R(τ )| corresponding to the largest eigenvalue.
As a simple example [GIN1] , consider the problem of distinguishing a homogeneous annulus from a homogeneous disk with the same conductivity. In this case, the eigenfunc-tions of |R(γ) − R(τ )| are trigonometric functions and the best current density is therefore simply j(θ) = cos(θ − θ 0 ) for any θ 0 . This example can be used to determine the size of the smallest object detectable in the center of an otherwise homogeneous medium by measurements of a given precision. We study the center because objects placed there have the least effect on boundary measurements.
In particular, [GIN1] calculated the size of the smallest centered cylindrical insulator (or conductor) whose presence can be detected in a homogeneous cylindrical tank with roughly the same diameter and conductivity as a human chest, when probed by a 32-electrode system with .1% accuracy. The results of these calculations agree with the experiments [CING, GIN1] . In particular they show that a single current applied between an adjacent pair of electrodes cannot distinguish objects smaller than fist size in the center of a chest-sized tank. A single current applied between diametrically opposed electrodes cannot detect objects smaller than two fingers in diameter, while the "best" cosine pattern can detect an object the diameter of a single finger in the center of a chest-sized tank.
If the conductivity σ is not rotationally invariant, then the cosine is not necessarily the best current density to distinguish σ from a homogeneous conductivity τ . In general, since the best current densities depend on the unknown conductivity σ inside the body, they cannot be known in advance. They can be determined, however, by the adaptive process described in Appendix 2.
The alert reader may be wondering at this point why we pay so much attention to best current densities. After all, the mathematical model is linear, so on a system with a limited number of electrodes, we should be able to apply any linearly independent set of current patterns, and from the corresponding measured voltages, synthesize the result of applying any other current pattern.
The problem is that the measurement process introduces nonlinearities. For example, a nonzero voltage that is smaller than the measurement precision of the voltmeter will register as zero. In other words, the measurement process causes information to be lost. An adaptive measurement scheme for obtaining the most possible information is discussed in Appendix 2.
How many current patterns should we apply? Although in theory, we would need to apply all possible current patterns in order to obtain all possible information, in practice this would take too much time. Because the problem is very close to being linear, we apply only a linearly independent set of patterns that are chosen to have maximal information content (in the sense of being the best for distinguishing the medium from a homogeneous guess).
RECONSTRUCTION ALGORITHMS
The reconstruction problem is to obtain an approximation to γ in the interior from the boundary measurements. This problem is challenging because it is not only nonlinear, but also ill-posed, which means that large changes in the interior can correspond to very small changes in the measured data.
From a theoretical point of view, all possible boundary measurements do uniquely determine the admittivity in the interior [KV, SU, N] . However, in practice we are limited to a finite number of electrodes and a finite number of current patterns.
Many reconstruction algorithms have been proposed. We outline several of the differ-ent approaches and then describe in more detail the methods we used to make the images that accompany this paper. The different approaches fall into several categories. The first are based on linear approximations. These are non-iterative methods based on the assumption that the conductivity does not differ very much from a constant. Examples of linear methods are the Barber-Brown backprojection method [BB] and related methods [SV, BT] , Calderón's approach [C, IC2, II, CII, IC] , moment methods [BAG, CW, AS] , and one-step Newton methods [CINGS, B, ESIC, FCIGN, G, S] . The images in this paper were made with a onestep Newton method that is close to being an approximate linearization; this we discuss in more detail below.
Another class of methods is iterative methods. These include, typically, output least squares for various functionals. Examples include [ESIC, KM, WFN, YWT, H, WWT, BP, J, D, K, SV] . The papers [D] and [K] , in particular, contain rigorous proofs of convergence of Newton-type methods under various conditions.
A related class includes the adaptive methods, in which the applied patterns of current are adjusted to get the best reconstruction [GIN1, GIN2, NGI, S, BP, ICp] One promising method is a layer-stripping algorithm [Sy, SCII] . It is based on the idea of first finding the electrical parameters on the boundary of the body, then mathematically stripping away this outermost known layer. Then the process is repeated, and the medium is stripped away, layer-by-layer, with the electrical parameters being found in the process. This method is appealing because it is fast, addresses the full nonlinear problem, and works well on continuum-model synthetic data. However, no available layer-stripping algorithm works well on complete-model data.
There are also more theoretical papers that present formulas or suggestions for reconstructions, implementations of which have not been published. Such papers are [SU, N, R, R2, C, IC2] .
THE NOSER ALGORITHM AND ITS IMPLEMENTATION
For an L-electrode system, we apply a linearly independent set of current patterns. Because of the constraint (2.7), a full set contains L − 1 current patterns, which we denote by I 1 , I 2 , . . . , I L−1 , where
The corresponding voltage patterns we denote by V 1 , V 2 , . . . , V L−1 . One might think that from voltages measured on L electrodes, for L − 1 current patterns, we would have L(L − 1) independent degrees of freedom. However, by (2.8), the voltages are constrained by the choice of a reference voltage, so in fact we have only L − 1 measurements for each current pattern. Moreover, some of this data is redundant, because the current-voltage map is symmetric. Thus the number of independent degrees of freedom is the number of degrees of freedom of a symmetric (L − 1) × (L − 1) matrix, namely L(L − 1)/2. For our ACT3 system, which has L = 32 electrodes, the number of degrees of freedom is 496.
For simplicity, we consider only the problem of reconstructing the conductivity σ, or, alternatively, the resistivity ρ = 1/σ. We can only hope to recover a limited number of degrees of freedom of ρ; we denote these degrees of freedom by ρ 1 , ρ 2 , . . . , ρ N , where N < L(L − 1)/2. For example, ρ could be represented by specifying its averages over small mesh elements; the average over the nth mesh element would be denoted ρ. Henceforth we will assume that ρ is completely determined by the ρ n . We would like to find a conductivity ρ whose voltage patterns U 1 (ρ), U 2 (ρ), . . . , U L−1 (ρ) are equal to the measured ones. To do this, we attempt to minimize the functional
To minimize this functional, we differentiate with respect to each degree of freedom ρ n , and set the derivatives to zero. This gives us the following set of N nonlinear equations to solve:
A standard method for solving such a system of nonlinear equations is Newton's method; the NOSER code takes one step of a (regularized) Newton's method, from an initial guess of a uniform resistivity, and displays the result. The advantage of taking only one step is that the Jacobian matrix for the uniform case can be calculated ahead of time and stored. Thus the reconstruction is done via the formula [E] 
where C and S k,j are precomputed vectors of length 496 that depend only on known factors such as the geometry and regularization, and where ρ 0 and v k,j are scalars computed from inner products of the data with known vectors.
This algorithm was implemented on a 386 personal computer with an Alacron AL860 AT printed circuit board, which relies on the Intel i860 microprocessor. This board has a data retrieval rate of 160 Megabytes per second and is capable of 80 Megaflops maximum throughput. Our implementation of the above algorithm on this board achieves a rate of 60 reconstructions per second. More details about the implementation are given in [E] .
SOME EXPERIMENTAL TESTS
Our present third generation system, ACT3, incorporates the fast algorithm of section 5 together with electronics that are designed according to the principles of section 2. This system is capable of making 20 images per second with data accurate to one part in 2 15 , using a single array of 32 electrodes.
With this system, we have conducted some experiments on an anesthetized dog to test the feasibility of using electrical impedance tomography to detect pulmonary emboli. The dog was prepared so that the left and right lungs could be ventilated separately. Figure 6 shows the result of closing off the ventilation of one lung at a time.
Then a balloon catheter was used to occlude a major branch of the pulmonary artery, to simulate a pulmonary embolus. Figure 7 shows the result.
FUTURE CHALLENGES
Many challenges still remain to be overcome before EIT will provide a clinically useful device. The challenges can be classified into the areas of electronics, algorithms, and clinical applications.
Because the problem is intrinsically so ill-posed, the measurements must be made very accurately. For clinical applications, they must also be made fast. Finally, a great many electrodes should be used to obtain good images. In particular, because current does not confine itself to a plane, measurements should be made on as large a surface as possible, which means that many electrodes should be used.
The ill-posedness of the problem also makes it unlikely that EIT images, even with many electrodes, will have resolution comparable to that of CT or MRI images. However, EIT is low-cost, noninvasive, and provides information about the electrical parameters of the body, which is information that cannot be obtained by these other methods.
The ill-posedness and nonlinearity of the reconstruction problem also make algorithm development difficult. The NOSER and the backprojection algorithms have the advantage of being fast, but they are not very accurate. Algorithms need to be developed that are fast and accurate and that apply to a wide range of surface geometries.
Finally, specific clinical applications need to be explored.
APPENDIX 1: Derivation of (2.1) from Maxwell's equations. The fixed-frequency version of Maxwell's equations are
where E denotes the electric field, H denotes the magnetic field, and ∇∧ denotes the curl operator. In order to determine whether our parameter ranges are such that we can find a simplifying approximation to these equations, we first write the equations in nondimensional form. To this end, we write
x, and ∇∧ = [x]∇∧ where the quantities in brackets are scalars carrying the units, and the quantities with tildes are nondimensional vectors. With this notation, we can write (A.1) and (A.2) as
If we now choose units for [E] and [H] 2 is negligible. The ACT3 system, for example, operates at 28.8 kHz, and is applied to bodies smaller than 1 meter in which the conductivity generally less than 1 (Ohm-meter) −1 . The system of [ESIC] , although used to examine metals of high conductivity, operated at a very low frequency.
If the right side of (A.5) is negligible, then we can neglect the right side of (A.1) to conclude that E is the gradient of a potential. In particular, we write
where u is the electric potential. Using (A.7) in the equation obtained by taking the divergence of (A.2), we obtain (2.1). To obtain (2.2), we must consider also a current applied to the surface of the body. Thus (A.2) is modified as
Taking the divergence of (A.8) and using (A.7) gives us
We integrate both sides of (A.9) over a pillbox Ω δ of thickness δ enclosing part of the boundary, and use the divergence theorem. In the limit as the thickness δ goes to zero, we find
where ν denotes the outer unit normal vector. We assume that γ outside the body is negligible, so the first term on the left side of (A.10) vanishes. We also assume that the current J appl is applied only on the outer surface of the body, so that J appl in is zero. We define j = −ν · J appl , so that j denotes the applied current entering the body. This gives us (2.2).
Careful computations [Doer] show that for the operating parameters of the Rensselaer ACT3 system, modelling error is about fifteen hundredths of a percent. The electronics of ACT3 are accurate to about three hundredths of a percent. This is accurate enough to detect the modelling error, which implies that the images might be improved by using the full Maxwell's equations.
APPENDIX 2: Adaptive Process for Finding Best Patterns
In order to find the best single current density for distinguishing γ from τ , we can use the following adaptive process [Ip, IC] . 1) Guess any current density j 0 for which ∂Ω j 0 = 0 and j 0 = 1. Set k = 0.
2) Measure the voltage on δΩ V
Compute the new estimate j k+1 to the best current density by
If the change in j is less than the measurement precision ǫ, i.e., j k+1 − j k < ǫ, stop; otherwise increment k and repeat, starting with step 2.
This algorithm is essentially the power method for finding the largest eigenvalue and corresponding eigenvector of a matrix [IK] .
Numerical and experimental tests of this adaptive process by 32-electrode ACT systems [NGI, GIN1, ESIC] have shown as much as a 30-fold improvement in distinguishability within 5 iterations. Now, suppose we wish not merely to determine whether γ is distinguishable from τ , but to obtain all possible information that will enable us to distinugish between the two, perhaps for the purpose of forming an image of the difference γ − τ . We could do this by using the above algorithm to find the best pattern, then searching the orthognal complement for the next best pattern, etc. Alternatively, we can find all the best patterns at once by the following procedure.
We denote by ℜ the boundary map for the complete model, i.e., ℜI = V , where I and V are now L-dimensional vectors of currents and voltages. We denote by δℜ the difference map ℜ(γ) − ℜ(τ ). We want to determine the eigenvectors of δℜ, without knowing τ in advance.
Suppose we first apply any orthonormal set {T l , l = 1, 2, . . . , L−1} of current patterns, and denote the corresponding voltage patterns by {(δℜ)T l , l = 1, 2, . . . , L − 1}. We wish to find vectors I such that (δℜ)I = ρI, (A2.1)
where the eigenvalue ρ is a scalar. We assume that we can write I as a linear combination of the T s:
we need only determine the qs. On both sides of (A2.1) we use the expression (A2.2) for I, thus obtaining
We now take the inner product of (A2.3) with the vector T k , using the orthonormality of the T s. This results in
where we have used ·, · to denote the inner product. Equation (A2.4) tells us that the desired qs are the eigenvectors of the matrix whose elements are T k , (δℜ)T l ; this matrix, moreover, is one that we can compute from experimental measurements! The subtle point is that this process must be iterated. This is because the operator δℜ is not known exactly; our knowledge of it depends on the current patterns we apply.
