The introduction of invasive species to new locations (that is, biological invasions) can have major impact on biodiversity, agriculture and public health. As such, determining the routes and modality of introductions with genetic data has become a fundamental goal in molecular ecology. To assist with this goal, new statistical methods and frameworks have been developed, such as approximate Bayesian computation (ABC) for inferring invasion history. Here, we present a model of invasion accounting for multiple introductions from a single source (MISS), a heretofore largely unexplored model. We simulate microsatellite data to evaluate the power of ABC to distinguish between single and multiple introductions from the same source, under a range of demographic parameters. We also apply ABC to microsatellite data from three invasions of bumblebee in New Zealand. In addition, we assess the performance of several methods of summary statistics selection. Our simulated results suggested good ability to distinguish between one-and two-wave models over much but not all of the parameter space tested, independent of summary statistics used. Globally, parameter estimation was good except for bottleneck timing. For one of the bumblebee species, we clearly rejected the MISS model, while for the other two we found inconclusive results. Since a second wave may provide genetic reinforcement to initial colonists, help relieve inbreeding among founders, or increase the hazard of the invasion, its detection may be crucial for managing invasions; we suggest that the MISS model could be considered as a potential model in future theoretical and empirical studies of invasions.
INTRODUCTION
The introduction of species to new locations can have substantial ecological and evolutionary consequences for both the non-native species and the receiving ecological community. Furthermore, some introduced species became invasive, a major environmental challenge threatening natural ecosystems (Lankau et al., 2009) , the services provided by ecosystems to humans such as agricultural production (Boubou et al., 2013) and human health (Fonseca et al., 2010) . As climate changes and globalization increases in the future, introductions and invasions will also increase (Diez et al., 2012) .
In the past decade, genetic data have increasingly been used to successfully describe invasion processes, especially population dynamics early in an introduction, including the source and number of introduced individuals (Clegg et al., 2002; Ficetola et al., 2008) , the time during which introduced populations remain small (bottleneck duration or lag time, Lye et al., 2011) and adaptive evolutionary changes (Lee 2002; Phillips et al., 2006) . Elucidating the details of these invasion processes can aid in controlling particular species, such as choosing biological or chemical controls specific to the source or designing monitoring and inspection programs for particular trade routes or expected propagule size (Lodge et al., 2006; Estoup and Guillemaud, 2010) . As more invasions are described, a clearer picture is developing regarding characteristics of successful and unsuccessful invasions, including typical propagule sizes, number of introductions, admixture rates and rate of spread (Wilson et al., 2008) , though the demographic, ecological and evolutionary factors contributing to invasions are still unresolved and are a major area of research.
Accumulated genetic evidence not only suggests that invasions often feature complex histories, but also highlights several key and relatively simple components (Guillemaud et al., 2011) . For example, a common finding is that multiple invading populations may originate from multiple geographically distinct sources (Miller et al., 2005; Keller, 2009; Guillemaud et al., 2010) . An alternative and also common scenario for the origin of multiple invading populations is a spatial expansion/serial founding from a single source, for example, an invasion front (Clegg et al., 2002; Estoup et al., 2004) or a bridgehead process (Guillemaud et al., 2011; Lombaert et al., 2012) , in which one successfully established population is the source for many other populations. Lastly, admixture between distinct source populations is common between invaded populations that have existed for some time due to migration exchange or merging (Besnard et al., 2014) .
An additional possible scenario, which is rarely considered is a model that we term 'multiple introductions from the same source' (hereafter called MISS). This scenario concerns one invasive population. An introduced species establishes at a single site. After a small number of generations, a second wave of introduced individuals arrives to the site. The novel aspect of this model is that the second wave originates from the same source as the first; most models of multiple introductions consider a second wave originating from a geographically and genetically different source than the first (Miller et al., 2005; Estoup and Guillemaud, 2010) . (The MISS model could also include multiple introductions from separate geographic sources if the introduced species is entirely genetically homogenous in its native range.) The MISS scenario is plausible and perhaps likely; if an introduction via a particular pathway or vector happens once (deliberately or accidentally) and the pathway or vector (movement of cargo, escape of a cultivated species) persists, a second introduction may occur (Lodge et al., 2006) .
For example, bumblebees were introduced from the United Kingdom to New Zealand in two waves, in 1885 and 1906 . In this case, Lye et al., 2011 asserted that this MISS scenario may be difficult to detect: 'preliminary power analysis based on simulated data sets indicated that it would not be possible to produce accurate parameter estimates from a two-step introduction scenario (results not shown)'. Guillemaud et al., 2010 also recognized the second wave as a possibility but their model nonetheless 'assume(s) that no repeated introductions occurred at the same location'. In addition, the 'late second wave' was considered in human colonization of the Americas (Ray and colleagues, 2010). A secondary introduction has also been discussed with respect to crop domestication (Olsen and Gross, 2008) , and may have occurred during recent cactus invasions (Marsico et al., 2010) . Biocontrol agents, escaped pets or pests may be especially likely to establish in two or more distinct waves over time. To our knowledge, while the MISS model has been acknowledged as a possibility, it has not been widely explored in models of invasive species.
Our goal in this paper was to evaluate the ability of genetic data jointly with the approximate Bayesian computation (ABC, explained in Methods section) framework to detect a second wave from the same source. To achieve this goal, we simulated genetic datasets of an invasion produced by a single wave (null model) and two waves (alternative model) of colonization, across a wide range of parameters (time of introduction, length of bottleneck and number of colonizer individuals). Simulated data have been used successfully to test other invasion models (for example, ghost populations) and the power of different analyses and sampling strategies (Pascual et al., 2007; Muirhead et al., 2008; Guillemaud et al., 2010) . We tested whether ABC analysis can establish statistical support for the second-wave scenario by calculating power and type I error. We expected that some second waves may be more easily detectable than others, so our first aim was to roughly define the parameter space in which the secondwave model can be distinguished. We then quantified how well parameters can be estimated, and we tested moderate and large numbers of loci. We also compared methods for choosing summary statistics. Lastly, we applied the ABC method to a microsatellite dataset with three invading bumblebee species in New Zealand.
MATERIALS AND METHODS

Approximate Bayesian computation
We used ABC to obtain the posterior probability of the demographic models under investigation and the posterior distribution of each parameter characterizing the models given the genetic data (Beaumont et al., 2002; Bertorelle et al., 2010) . ABC can be applied to study models for which the likelihood function is not available or too hard to compute. Under ABC, millions of genetic datasets with particular features (for example, number of individuals and number/type of genetic markers) are generated according to specific demographic models by drawing model parameters from the associated prior distributions. The pattern of genetic variation in the observed (or pseudo-observed, for our study) and simulated data, captured by a number of summary statistics, is then compared. Only the demographic parameters (that is, simulations) that generated summary statistics closest to the observed ones are considered to calculate parameters posterior distribution and model posterior probabilities (for extensive explanation of ABC, see Beaumont, 2010; Bertorelle et al., 2010) . We used ABCsampler in the software ABCtoolbox (Wegmann et al., 2010) for generating reference tables and custom scripts for parameter and models probability estimation.
The model
Our model is shown in Figure 1 , with parameters listed in Table 1 . Briefly, at some time in the recent past (TS), a number of colonizers (small or moderate number, NB) is introduced from a single source population, and experiences a time (of short or moderate length) at small and constant population size (a bottleneck, TB). Following this time period, a second wave of colonizers arrives (TM) and mixes with the first. The number of individuals of the two waves is assumed to be equal; while this is unlikely to be exactly true, in many cases, if the waves arrive by the same pathway (for example, ship's ballast), the size of the waves might be similar. Thereafter, the invasive population grows exponentially to the present time (NI, some multiple of NB). The time point at which exponential growth begins is referred to as TG, and the population growth rate is GROWTH. A bottleneck period and subsequent exponential growth are common features of invasion models Guillemaud et al., 2011) . Meanwhile the source population remains at constant size (NS). All population sizes refer to effective sizes. The null model includes the same series of events (introduction, bottleneck and growth) but no second wave. We assumed that the correct source is sampled and that no structure is present in the source population, there is no connection via migration to other invading populations, and equal sample sizes are taken from the invading and source population. Implications of not sampling the true source and of sample size are explored by other authors (Muirhead et al., 2008; Guillemaud et al., 2010) . Simulations were made with simcoal2 (Excoffier and Foll, 2011) , which explicitly allows multiple coalescent events when population sizes are small. Our simulated data are similar to a range of empirical datasets (Supplementary Document 1).
Prior distributions
We concentrated on a widely used marker in conservation genetics (that is, microsatellites/short tandem repeats), simulating all scenarios with either 20 or 100 unlinked loci. Although 100 loci are many, genomic resources for many species are rapidly expanding, particularly for species of high economic concern (for example, invaders such as rat, Argentine ant, honey bee, rainbow trout and loblolly pine), so this number is reasonable. Locus-specific mutation rates for short tandem repeats were drawn from a gamma distribution (mean = 0.0005, shape parameter = 2) to cover a range of mutation rates Neuenschwander et al., 2008) . The mean mutation rate we refer to as MU.
First, we used coalescent simulations to create 1000 pseudo-observed datasets (PODs) under each of eight possible MISS scenarios (Table 2; Figure 2 )-all combinations of moderate and small introduction, long and short bottleneck, and older and more recent introductions. Considering the wide parameter space of these eight scenarios should help determine how robust the ABC . In these PODs, parameter values are fixed. Nonetheless each simulated dataset was distinct due to mutational, genealogical and sampling stochasticity.
Second, we analyzed each of the 16 000 PODs (1000 for each of the eight scenarios, for two models) with an ABC procedure to quantify statistical support for one of two models (single introduction or second wave), and to estimate the associated demographic parameters. Thus for each scenario our results include power for model choice and measures of performance (for example, bias) for parameter estimation.
To analyze each of the PODs created under our scenarios mentioned above ('local' scenarios), the ABC procedure requires a reference table covering plausible values (priors) for the invasion. We simulated one million datasets for the null model reference table and one million datasets for the second-wave reference table. Priors (Table 1) were chosen to widely encompass all scenarios considered, with the lower bound as one-half the minimum value considered in the eight scenarios and the upper bound as twice the maximum value considered. We used uniform priors because the plausible parameters covered at most two orders of magnitude. The reference table will also be used to estimate performance 'globally', for example, across the entire range of plausible parameters, see Performance section.
Summary statistics
We compiled a large number of summary statistics (Supplementary Document 3) , which, a priori, we expected may be influenced by the bottleneck, migration and growth scenario. We used Arlequin 3.5 (Excoffier and Lischer, 2010) , in-house code and R packages mmod (Winter 2012) and pegas (Paradis 2010) 
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A Benazzo et al to calculate statistics. We chose the following 'within-population' and 'betweenpopulation' statistics, sometimes called one-sample (or diversity) and two-sample (or differentiation) statistics: number of alleles, allelic range, expected heterozygosity, the Garza and Williamson's M-ratio (Garza and Williamson, 2001 ), number of private alleles, number of shared alleles, Fis, assignment likelihood ratio (Paetkau et al., 1995) , Rst, delta mu squared, Jost's D, Nei's GST, Hedrick's GST and Weir and Cockerham's FST and FIT. We calculated mean and s.d. of each.
From this large set, we then chose a small number that were found to be common in a review of recent ABC studies (Bertorelle et al., 2010) . Hereafter, we refer to these as the 'full set' and 'minimal set' of summary statistics (Supplementary Document 3). We also created a 'ranked' set of 5 and 10 statistics, as we describe in the next paragraph. We performed power calculation (see below, with a range of decision thresholds) with each of the four sets.
Choosing an appropriate set of summary statistics is a current area of interest in ABC methodology (Csilléry et al., 2010) . As argued in Veeramah et al., 2012 , powerful statistics may be the statistics having the least overlap in their distributions under the two opposing models. We therefore performed a Kolmogorov-Smirnov (a Kruskal-Wallis test on distribution means was also performed yielding highly similar results) test to compare these distributions for each statistic (Supplementary Figure 1 ) and obtain a P-value (as in Veeramah et al., 2012) . We ranked statistics by P-value and chose the 5 and 10 most significant.
Model choice/power calculation
For each POD, we determined the posterior probability for the two opposing models (null and second wave) through a polychotomous logistic regression (Beaumont, 2008) for the 20 000 best simulations. We determined power to choose the correct model for each of the eight scenarios, created under both the null and the second-wave model, as the proportion of PODs that were assigned to the correct model (that is, rate of true positives). To assign each POD to a model, we defined a set of probability thresholds, that is, the threshold at which one model is chosen as the true one. When this threshold was 0.5, the model with the higher probability was considered the supported model even though the difference between the two posterior probabilities can be extremely low (that is, 0.51 vs 0.49). When higher thresholds were considered (for example, 0.7; Table 3), power was computed as the proportion of PODs that exhibited, in one of the two compared models, posterior probabilities higher than the threshold. We also calculated power with the full range of possible decision probability thresholds (0.5 and 0.7 shown in Table 3 ; from 0.55 to 0.95 in Supplementary Document 4). Higher decision thresholds are more statistically conservative, and thus higher thresholds should result in a decrease in power.
Further simulations
We identified high error rates in model choice for two null and two secondwave scenarios (see Results section). Therefore, we performed further analyses to explore these scenarios in detail (explained more in Supplementary Methods). First, we performed simulations with Bayesian Serial SimCoal (Anderson et al., 2005) in order to inspect summary statistics variation through time, and to determine if high drift might erase genetic signals of a second wave. Second, we performed additional simulations with TB = 5 and TB = 10 generations to see if moderate bottleneck times show performance in between the 2-generation and 20-generation bottlenecks (our main simulation scenarios).
Parameter estimation and summary statistics
As in model choice, during parameter estimation we searched for a best set of summary statistics. We tested two alternative methods for choosing a best set of summary statistics and one method for data reduction; these are just three examples of methods developed to improve parameters estimation in ABC (see also Aeschbacher et al., 2012 and Stocks et al., 2014, described in Supplementary Methods) . (1) Using all datasets in the reference table, we calculated the coefficient of determination (R 2 ) of a linear regression of each summary statistic on each model parameter (Hamilton et al., 2005) . We then ranked statistics by their R 2 values and used statistics with the highest values for parameter estimation. (2) We used the minimum entropy selection criterion, implemented in the R package ABCme (Nunes and Balding, 2010) . Under this framework, for each parameter, all factorial combinations of a given set of statistics are tested iteratively to estimate the set that minimizes the entropy (that is, the square root of the sum of squared errors) of the resulting posterior distribution (for details see Supplementary Methods). (3) We transformed all summary statistics into a vector of partial least square (PLS) components (Tenenhaus et al., 1995; Mevik and Wehrens, 2007) . The PLS method transforms summary statistics (that is, predictor variables) in a reduced set of orthogonal components maximizing the covariance matrix of predictor and response variables, to better explain the variance of the parameters. This transformation may avoid the 'curse of dimensionality', arising when too many summary statistics are used to under the ABC framework. To determine the appropriate number of PLS components for each parameter in our model, we visually examined the graphs of root mean squared error (RMSE) against the number of components, as suggested by Wegmann et al., 2010. 
Performance
The summary statistics/PLSs from these three methods were used to estimate parameters and compare estimates to known values using various measures of performance. To measure performance, we used relative bias, RMSE, coverage, range and factor 2. Measures of performance were calculated globally (estimating parameters for 1000 randomly chosen simulated datasets for each model) and locally (estimating parameters for the 1000 PODs created under each of our eight scenarios, for each model). Global performance reflects how well the second wave can be described across the wide range of parameters considered (the entire range of priors), while local performances show how well the second wave can be described for each specific scenario (for example, short bottleneck and large second wave; Table 1 ).
Application to bumblebee introduction in New Zealand
Bumblebees were introduced into New Zealand, for pollination purposes, in two documented events in 1885 and in 1906 from Britain. No information are available about the exact composition of the introduced individuals but it is believed that they belonged to at least six species. Four species became established (Bombus terrestris, Bombus hortorum, Bombus ruderatus and Bombus subterraneus) increasing their number from few hundreds to thousands of individuals. Three species (B. terrestris, B. hortorum and B. ruderatus) are currently present in Britain and can be considered as the 'source' populations. By using this case study, Lye et al., 2011 studied the demographic history of the three species in New Zealand using nuclear microsatellite data assuming a single introduction event for each. The authors state that a power analysis indicated no power to correctly estimate the parameters of a two-step introduction scenario using ABC. We explicitly quantified support for single vs multiple introduction models (MISS), under the ABC framework, for the three bumblebee species, using the eight microsatellite from Lye et al., 2011 available in Dryad (doi:10.5061/dryad. sk22v). For each species, we generated one million simulated datasets for the single and multiple introduction models using sample sizes described in Table 5 , a generation time of 1 year (Lye et al., 2011) and using the default set of priors present in Table 2 . The polychotomous logistic regression approach based on the best 20 000 simulations was used to obtain an estimate of the posterior probability for the two tested models.
RESULTS
Model choice
Use of 20 loci and 100 loci considering all summary statistics showed highly similar results (Table 3 ; Supplementary Document 5), though with slightly higher power at 100 loci for stricter thresholds for some scenarios (Supplementary Document 4) . We found that, of the eight possible scenarios, two scenarios were problematic for identifying the second wave and two were problematic for the null scenario (explored in detail below); the rest allowed very good ability to choose the correct model, for data simulated under both the null and alternative model (those not allowing good choice are underlined in Table 3 ; see also Supplementary Documents 4 and 5). For these situations, for the second-wave datasets, power at the 0.5 threshold was always 40.80, and for the null datasets, power was always 40.95 using the full set of statistics. High power was still present using 20 loci (40.90) except for the NB10_TS30_TB2 (abbreviations in Table 1 ), where we detected a slight decrease in power until 0.53. At a stricter threshold (0.80; Supplementary Document 4), four second-wave scenarios still performed very well (power always 40.85), as do four null scenarios (power ⩾ 0.95). Several even performed well at 0.90 or 0.95 thresholds. The NB10_TS30_TB20 scenario was the easiest scenario for detecting a second wave, as it was identified correctly even at the strictest threshold, for both models. Globally, long bottleneck duration (TB20) facilitated the detection of the null (single wave) model with a power always higher than 0.98 and 0.79, considering a threshold of 0.5, for both 100 and 20 loci. However, models with large bottleneck size (NB200) were always well selected, with a power 40.93 for a threshold of 0.5, irrespective to the number of loci that were considered.
As expected, when the bottleneck period was small (TB = 2), it was very difficult to support the true model; in these cases, indeed, the ABC procedure identified with high confidence the other (incorrect) scenario as having generated the simulated data. In one situation (NB10_TS100_TB2), the analysis of PODs produced under the second-wave model supports with high confidence (power 40.99) the NULL model, indicating that the drift period was too short to leave a detectable signal even with 100 loci. An identifiability issue also appeared for two parameter combinations (NB200_TS30_TB2 and NB200_TS100_TB2) where the second-wave model was highly supported when the PODs came from the null scenario.
For error-prone situations (that is, cases in which the wrong model was supported by the ABC procedure), a stricter threshold helped somewhat, especially for simulations under the null model: with a 0.8 threshold, the probability to erroneously support the second-wave model was only 0.331 and 0.514, while for five of the eight scenarios simulated under the null model power remains 40.75. Unfortunately this threshold did not help for datasets under the second-wave scenario (Table 3 ; Supplementary Documents 4 and 5). Following results will mainly concern 100 loci.
Interestingly, though we used both intuition and established methods to choose smaller sets of summary statistics, our minimal, five-statistic and 10-statistic sets showed little difference in power with the all-statistic set, with difference in power rarely exceeding 0.05 across the range of thresholds (Supplementary Document 4) . The five-statistic set provided slightly higher power for identifying second-wave scenarios while simultaneously slightly decreasing power for the null scenarios. Specifically, for the NB10_TS30_TB2 and NB200_TS100_TB2 situations, power was much higher (0.92 and 0.996) at the 0.80 threshold with the five-statistic set than any other set. However, power to detect the null scenario correctly was substantially reduced for the NB200_TS100_TB20 scenario, from 0.424 to 0.009, and very slightly reduced under other scenarios. Importantly, for the error-prone situations, the smaller sets of summary statistics actually increased the error rate, making it more likely the incorrect model would be supported.
Further simulations
For several summary statistics, we observe that high genetic drift in two scenarios (few founders and long bottleneck) may reduce genetic diversity so severely as to erase any possible signal of two waves. Summary statistics under the null and second-wave simulations showed distinct distributions over time under the NB10_TS30 (allowing to distinguish between the null and second-wave model) but not the NB10_TS100 situation (Supplementary Methods).
Simulations of moderate bottlenecks (TB = 5, 10) also showed predicted results (increased power over TB = 2). With simulated data created under the null model of NB200_TS30_TB5, NB200_TS30 _TB10 and NB200_TS100_TB10, the null model was correctly chosen, with power of 0.77, 0.974 and 0.802, respectively (at a decision threshold of 0.5). However, the second wave was incorrectly chosen for NB200_TS100_TB5. It is apparent that as TB increases, for these large introductions, the ability to distinguish between models increases (Supplementary Document 4).
Parameter estimation and summary statistics
Overall, the regression, PLSs and minimum entropy approaches to choosing summary statistics were in agreement (Table 4) . A number of parameters were precisely and correctly inferred for all the three approaches, while other parameters were poorly predicted.
Regression: For the second-wave model, MU (see Table 1 for all abbreviations), NB, NS, TS, TG and TM were well predicted (high R 2 ), while NI, GROWTH and TB showed increasingly poor prediction, with essentially no ability for the latter two (Supplementary Documents 6 and 7). Depending on the parameter, between 5 and 15 summary statistics had coefficients of determination 40.20. Each parameter had its own 'best' set of statistics, but the following commonly had high R 2 : assignment likelihood ratio for population 1 and 2, Garza and Williamson's M-ratio of population 2, GST, FST and number of alleles shared between populations. For the null model, MU, NB, NS and TB were well predicted, while TS, TG, NI and GROWTH showed increasingly poor prediction, with essentially no ability for the latter two. Similar to the second-wave model, depending on the parameter, between 5 and 20 summary statistics had R 2 40.20.
Minimum entropy: Similar to the regression approach, each parameter had particular families of statistics that minimized entropy (Supplementary Documents 8 and 9). Number of alleles, number of shared alleles and FST were commonly in the top ranking, while M-ratio, assignment likelihood and heterozygosity were less common. Importantly, for all parameters except MU, the family of statistics with minimum entropy contained at least one diversity and one differentiation statistic. Typically, the best family also contained statistics that also ranked highly under R 2 (Supplementary Document 6). Usually, minimum entropy was achieved using just two or three of the six families of summary statistics (Supplementary Document 8) .
PLSs: The number of PLS components, chosen by graphical examination (Figures 3 and 4) , was~10 for each parameter (although sometimes as few as two) for both models as RMSE does not considerably decrease with additional components. Notably, RMSE remained quite high for several parameters (NI and GROWTH, and a lesser extent TB); these parameters also corresponded to those with low R 2 values and are likely difficult to estimate.
Performance in estimating parameters
The mode usually had lower bias and RMSE, and better coverage, than mean and median values (Supplementary Document 10) , so the following results focus on performance relating to the mode. Our three methods (MBFV, PLSs and R 2 ) generally resulted in highly similar performance (that is, if PLSs show high bias, the other methods also do), though very minor differences were apparent (Supplementary Document 11): for example, in the second-wave model, the R 2 method had often the highest factor 2 and lowest RMSE, while for the null model, the MBFV usually performed best, with the PLS method performing second best in both cases. Here, we present which parameters were estimated well for each model, globally and for the eight local scenarios.
Global (based on 1000 random datasets): Several parameters were estimated well, by multiple measures of performance. At the global level, RMSE for the modal value was~1 or below and bias o0.20 for the null models for GROWTH, MU, NS, TG and TM, and for the second-wave model for GROWTH, MU, NB, NS, TG and TS. The factor 2 was also very good, at or near 0.90 for these parameters. Generally, parameters with poorest estimation were NI and TB. Coverage was very good for all parameters except NI under the null model (Supplementary Document 10) .
Local: Overall the worst problems for the second-wave scenario occurred in small and recent introductions (NB10_TS30), in which a high upward bias was seen in some T and N parameters. Overall, the worst problems for the null scenario occurred for small introduction and short bottleneck (NB10_TB2), in which a high upward bias was seen especially in TB and NB. The quality of estimation of each parameter across particular scenarios is explained in much more detail in Supplementary Methods and in Supplementary Document 10.
Application to bumblebee introduction in New Zealand
Posterior probability associated to the single and multiple introduction models for each species are reported in Table 5 . Substantial support to the single introduction model was detected for B. ruderatus with a probability of 0.74, suggesting that only one of the two documented introductions played a role in the introduction process. For B. horotum and B. terrestris, the compared models obtained a similar probability and hence it was not possible to discriminate between them.
DISCUSSION
In biological invasions, the genetic variation carried by the invading population arises as a consequence of historical and demographic features of its introduction, including the genetic composition of the source(s), number of introduction events and dynamic of the demographic expansion (Dlugosch and Parker, 2008) . In this light, it is fundamental to accurately reconstruct the details of population invasion dynamics, which helps to understand the environmental and evolutionary factors responsible for biological invasions and to facilitate the design of invasion prevention strategies. ABC (Beaumont et al., 2002) methods are increasingly used to draw inferences about the complex evolutionary scenarios typically encountered in the introduction histories of invasive species. This process has been recently favored by the development of user-friendly tools that help to model and statistically compare alternative invasion routes and estimate related parameters (for example, DIYABC, Cornuet et al., 2008) , though such software does impose limits on the summary statistics that can be selected and/or on the complexity of the models that can be tested. Therefore, there is an ongoing need to examine the power and reliability of ABC-based methods to correctly choose models and estimate parameters of introduction processes. Examples include Guillemaud et al., 2010 , who evaluated the ability of ABC to identify non-sampled (ghost) populations in a multiple-source scenario, and Sousa et al., 2012 who evaluated ABC for quantifying gene flow during population divergence. In this paper, we proposed a model of invasion accounting for multiple waves of introduction from a single source population, and we evaluated the ability of ABC to correctly recognize the second wave based on simulated microsatellite data. We explicitly compared the null case of a single introduction to a model of two independent waves of migration from the same source. As with any model, the real world is surely more complex than the simulations; however, our goal was to determine, under ideal circumstances of sampling and a simple scenario, if distinguishing a second wave would be possible. If so, the MISS model may be a valid possibility for future investigators to consider when testing invasion hypotheses on empirical data.
Overall, we found good ability to distinguish a single from a twowave scenario even with 20 loci, over much but not all of the parameter space tested, which should cover many realistic invasions. Different sets of summary statistics led to only minor differences in power. Further exploration suggested that if the introduction was of small size and long ago (high drift) or large size and with very little time between waves, we were unable, with the ABC procedure, to effectively choose the true model. This situation persisted even using 100 loci, suggesting that when a wrong model is chosen as more likely than the real one, using more loci does not help solving the problem, but rather increases the confidence in the (incorrect) estimates. In the first case, small population size for many generations results in high erosion of diversity and therefore little information content in the genetic data. In the latter case, there is likely insufficient drift after the initial introduction to allow the second wave to contribute a detectable signal.
Nonetheless, the evidence toward the second-wave model when the amount of drift is small was unexpected. We expected that model choice could be difficult, but did not expect strong support to the second-wave model. The erroneous conclusion was likely caused by the effect of specific summary statistics under the ABC procedure. For example, the low levels of differentiation (measured by FST) between the source and the invading population, caused by a short bottleneck period, are easily homogenized by migrants under the second wave model. Specifically, even though the distributions of FST for the two models tend to be well differentiated (small overlap, see FSTWC, Supplementary Figure 1 ), they were both at extremely low FST values. The same behavior was detected for other differentiation statistics, number of shared/exclusive alleles and expected heterozygosity. Thus, summary statistics seem to confound the two models under the ABC model choice procedure when the amount of drift is low. This result confirmed the utility of the ABC inferential framework to distinguish one from two waves of colonization on the condition that the amount of time between the two waves is not too small (at least 5-10 generations). Usefully, simulations at TB = 5 and TB = 10 showed that second waves with small introductions and bottlenecks of moderate length can be correctly detected. A stricter decision threshold also helped in some problematic situations but is not a universal solution. Most parameters were well estimated globally, whether simulated data was created under the null (single wave) or two-wave model. The most problematic parameter was TB (length of bottleneck, high upward bias), followed by NI (current invasion size). In exploring the local scenarios, it was apparent that poor estimation of TB is primarily in cases of both small introductions and short bottlenecks. It is unsurprising that NI is also a difficult parameter-the current large size of the invading population and its recent expansion may leave little genetic signal. The parameters of highest practical interest, the timing and size of the introductions (TS and NB), were most reliably estimated for moderate to large introductions and either moderate to long bottlenecks or older introductions. In these situations, estimates always had RMSEo1 and are nearly always within a factor of 2 of the true value. This performance should be sufficient for some management applications.
We applied ABC to explicitly compare the MISS model to a single introduction event for the three Bombus species introduced to New Zealand a century ago, in two document events. For two species, we were unable to support either scenario. This may be due to the lack of genetic information contained in eight loci; power to identify the right model might be improved by increasing the number of loci to ⩾ 20. For a third species, B. ruderatus, we clearly supported a single introduction event. Since more than 20 generations separate the two waves, the amount of drift should be sufficient to discriminate among models and hence avoid strong support toward the wrong model. From this result we can infer that even though B. ruderatus may have been present among the assorted bumblebees introduced in 1885 and 1906, in fact only one of these introductions successfully contributed to the invasion for this species. As Lye et al., 2011 reported, mortality was likely high for the bumblebee introduction, and thus it may not be surprising that only one of the introductions contributed to the invasion.
Comparison to past work ABC analyses of invasion scenarios are increasingly sophisticated and complex, including the use of a nested approach to compare potentially dozens of models (Boissin et al., 2012; Boubou et al., 2013; Konečný et al., 2013) , some of which feature admixture, ghost populations and other features. However, the MISS scenario is rarely, if ever, considered as a competing model in invasions. In some situations MISS will not be a relevant model to consider, but the mention of a possible second wave in some investigations (see Introduction section) suggests it sometimes warrants serious consideration. In the few discussions of the second-wave model that we are aware of (see Introduction section), investigators have postulated that distinguishing a second wave from a single-wave model may not be possible. We demonstrated otherwise; across a range of parameter values, the second wave was distinguishable, and several parameters were well estimated using 100 or 20 microsatellites. Notably, the number of individuals in each wave was well estimated. This is a particularly important parameter for management decisions such as eradication or detection (Ficetola et al., 2008) .
It is notable that we did not observe a 'best' set of summary statistics for model choice using either intuition or previous methods (Veeramah et al., 2012) . Different subsets of statistics only minimally altered power in most cases. Importantly, we observed good results using all statistics (no issues of dimensionality) for model choice or estimating parameters. In MISS, and possibly in other ABC investigations, choosing statistics whose distributions show least overlap (KS test) in the opposing models may not help identify the 'best' summary statistics; these statistics may not necessarily contain the most information about the processes occurring in the model. In an investigation of early divergence of modern humans in Africa, Veeramah et al., 2012 , using the KS P-value ranking procedure we used, found that various sets of summary statistics all provided quite similar power, and in fact a single summary statistic provided the highest power. We observed that in two of our scenarios, the smallest set (five statistic) provided increased power over the other three sets; this was balanced, however, by an increase in error rates for the null model PODs. It is possible that, as demonstrated by the few families in the minimum entropy sets, two to four summary statistics may contain nearly all of the relevant information, but small sets could also produce misleading signals.
Summary statistics for model choice are clearly still a major challenge for ABC work. Still, for our situation, minimum entropy sets (normally containing some combination of number alleles, heterozygosity, FST and number shared alleles) performed nearly as well as PLS or R 2 methods; differences between the three methods were all quite small. We recommend always to use at least one diversity-based combined with one differentiation-based statistic. Furthermore, statistics calculated on the invasive population seem to contain most of the useful information. Lastly, we note that sometimes top R 2 statistics included those that are little used in ABC, such as Jost's D. Future MISS investigators should probably test an array of summary statistics and various combinations.
Additional remarks and caveats
It may be important to distinguish one from two waves of colonization from a single source for several reasons. A second wave may provide demographic or genetic reinforcement to the initial colonists, or help relieve inbreeding among founders (Lodge et al., 2006) . Such reinforcement has been suggested as a possible reason for the lag time often observed in invasions (Lee 2002; Boubou et al., 2013) . Knowledge of whether second (or third and so on) waves occurred in invading populations can contribute to understanding evolutionary and ecological dynamics of invasions. In the MISS model, it is explicitly recognized that a second wave may come from the same, rather than a geographically distinct, source to provide reinforcement. From a practical perspective, detecting a second wave and quantifying the number of individuals in each wave has implications for monitoring and management, which are most effective if tailored to the invading species, propagule size, source and so on Guillemaud et al., 2011) . If second waves are common, managers could use this information to decide whether, how and when to isolate or eliminate small introduced populations, for example, before subsequent waves occurs (Dlugosch and Parker, 2008) . There are also implications for inspection and interception; if second waves commonly occur, strict inspection would be important to continue even after first establishment to prevent further waves.
We only considered a simple situation of no admixture with other invading populations, no spatial expansion and so on. Indeed, two important assumptions of the MISS model are that meaningful levels of migration do not occur between the focal invasive population and other invasive populations, and the two waves are of similar size; whether these assumptions are met in real invasions is not currently well known. Our model may be most directly applicable to cases of crop pest outbreaks, introduction of biological controls or rare intercontinental introductions in which MISS might be a likely mechanism (Miller et al., 2005; Lye et al., 2011) . In addition, the MISS model might be a component of more complex models of invasion, though migration from another population (especially if it occurs early in the invading population's history) could possibly swamp signatures of the second wave, if one occurred. This hypothesis, and the ability to detect a second wave in complex situations of later admixture or multiple sources, will need to be tested.
A final point is that we attempted to estimate all parameters including those regarding timing (such as TS, time of the split), with quite broad priors. In some real invasions, timing or other parameters may be known with a small degree of error. Inclusion of such information as priors in empirical ABC studies (Estoup et al., 2004 and 2010) may likely improve both model selection and parameter estimation for MISS, over the already good results we observe with broad priors.
CONCLUSION
With this work, we demonstrated that it is often possible, using the inferential power of ABC and under a range of realistic demographic conditions, to distinguish between one or two waves of invasion from the same source, and to infer some important parameters. We suggest that it may be fruitful to consider the MISS model in future investigations of biological invasions.
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