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Percussion Instrument Modelling








This work is concerned with the numerical simulation of percussion instruments based on phys-
ical principles. Three novel modular environments for sound synthesis are presented: a system
composed of various plates vibrating under nonlinear conditions, a model for a nonlinear double
membrane drum and a snare drum. All are embedded in a 3D acoustic environment. The ap-
proach adopted is based on the finite difference method, and extends recent results in the field.
Starting from simple models, the modular instruments can be created by combining different
components in order to obtain virtual environments with increasing complexity. The resulting
numerical codes can be used by composers and musicians to create music by specifying the
parameters and a score for the systems. Stability is a major concern in numerical simulation.
In this work, energy techniques are employed in order to guarantee the stability of the numeri-
cal schemes for the virtual instruments, by imposing suitable coupling conditions between the
various components of the system.
Before presenting the virtual instruments, the various components are individually analysed.
Plates are the main elements of the multiple plate system, and they represent the first approx-
imation to the simulation of gongs and cymbals. Similarly to plates, membranes are important
in the simulation of drums. Linear and nonlinear plate/membrane vibration is thus the starting
point of this work. An important aspect of percussion instruments is the modelling of collisions.
A novel approach based on penalty methods is adopted here to describe lumped collisions with
a mallet and distributed collisions with a string in the case of a membrane. Another point
discussed in the present work is the coupling between 2D structures like plates and membranes
with the 3D acoustic field, in order to obtain an integrated system. It is demonstrated how
the air coupling can be implemented when nonlinearities and collisions are present. Finally,
some attention is devoted to the experimental validation of the numerical simulation in the
case of tom tom drums. Preliminary results comparing different types of nonlinear models for
membrane vibration are presented.
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1.1 Brief historical background on sound synthesis
Digital sound synthesis is the process of generating sound using electronic devices (either hard-
ware or software). Starting from the 1950s, several techniques were used to this aim, like
additive synthesis, subtractive synthesis, wavetable synthesis and AM/FM synthesis, just to
mention a few. More on these approaches can be found in [132, 71, 150]. All these techniques
share a very simple implementation and an extreme efficiency, although they often depend on
many parameters that are perceptually difficult to interpret. Such methods can be defined
abstract, as they lack an underlying physical interpretation.
An alternative to these abstract methods is given by physical modelling synthesis. This
approach requires the knowledge of the physical description of a musical instrument, together
with a numerical method to simulate it. The goal is to produce realistic simulations of the target
systems that can be controlled in a simple way by a musician or composer. Several methods
have been proposed in the past 60 years, and the interested reader is referred to [191, 19] for a
complete overview.
Historically, the first physical model in the context of musical acoustics is that of a vocal
tract by Kelly and Lochbaum [112] in 1962, while the first simulation of a vibrating string
is due to Ruiz [156] and to Hiller and Ruiz [104, 105] in the early 70s. Lumped networks
of interacting masses with springs and dampers were proposed by Cadoz in 1979 [41] and
became the basis for the CORDIS and CORDIS-ANIMA synthesis environments [42]. A later
approach based on modal decomposition was first developed by Adrien at IRCAM [1]. Broadly
speaking, each vibrating mode of the instrument is associated with a frequency and with a
damping coefficient, and their evolution can be calculated independently (in the linear case)
based on the initial conditions. This method was at the basis of the MOSAIC-Modalys system
[133, 76]. Digital waveguides were introduced in the 1980s by Smith [162, 164], and became
probably the most popular synthesis technique for the following twenty years. Improvements
and generalisations, like the use of wave digital filters, originally developed by Fettweis [82] in
the context of digital filter design, favoured the application of this technique to a wide variety of
systems [163, 64, 194], but see also [191] for a more comprehensive list. Commercial products
based on digital waveguides were soon developed, the most notable of which is perhaps the
Yamaha VL1 synthesiser. Finally, grid-based methods like finite difference, finite elements
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and finite volumes have been gaining momentum in the last years. Although the first work
employing this approach is the already cited Ruiz model, new significant advances in this field
had to wait a couple of decades, until the works by Chaigne and collaborators (see below for
further details). The new goal, beside sound synthesis, was to produce numerical models to
help the physical investigation of real instruments. This approach is now becoming widespread
due to the availability of more powerful computational resources.
1.2 Finite difference method
Acoustical simulation using the finite difference method is today an important topic of research.
The idea behind this approach is very simple: the model describing the instrument at hand
is first discretised over a spatial and temporal grid; then, the spatial differential operators are
substituted with combinations of neighbouring grid points; finally, the time integration of the
partial differential equation is performed as a recursion on the previously computed values of
the grid functions. A detailed analysis of this method is given in the classic textbooks by
Strikwerda [168] and by Gustafsson, Kreiss and Oliger [92].
The concept of finite differences is very old, and is related with the very definition of deriva-








which defines the derivative df/dx of a function f(x), it is straightforward to devise a finite
difference calculation in terms of a fixed (and small) value for h. Some important attempts at
solving partial differential equations with finite differences are due to Richardson in the context
of weather prediction, and date back to 1922 [148]. It was only in 1928, however, that this
method became popular, thanks to the seminal work of Courant, Friedrichs and Lewy [65].
From a historical point of view, it is interesting that the Second World War provided a great
impetus to the development of time domain finite differences, thanks to the appearance of the
first digital computers [38]. Important contributions were also given by Lax and Rycthmyer
[122] and von Neumann [199]. This was well before the invention of the so-called finite difference
time domain (FDTD) method by Yee [208], popularised later by Taflove [172]. Other historical
developments are reported in [178], to which the interested reader is referred.
In the field of musical acoustics and sound synthesis, finite difference methods were used
sporadically at first, with the Ruiz [156] and Hiller and Ruiz [104, 105] model of a string being the
first attempt of this kind. Other important contributions are the works of Portnoff [143], Bacon
and Bowsher [10] and Boutillon [36]. In more recent years, the increase of computational power
has allowed more complex models to be developed, namely plucked stringed instruments [48]
and piano string/hammer interaction [49, 50], later extended with the inclusion of a soundboard
[89]. Finite difference methods were then successfully applied to the simulation of percussion
instruments such as xylophones [51, 72], while a hybrid finite element/finite difference approach
was adopted in the simulation of timpani drums [146, 52]. As this thesis is concerned also with
3D simulation, it is important to acknowledge the contribution of Botteldooren in room acoustic
modelling [33, 34]. Since the 2000s, advances in the field have been rapid and diverse, so no
attempt is made in this section to track the vast literature that has been produced. The works
relevant to this thesis will be acknowledged in the introductions to the various chapters. The




Percussion instruments have been an interesting topic of research in musical acoustics for a
long time. At the end of the 19th century, Lord Rayleigh was probably the first to report
quantitative observations regarding the vibration of timpani drum membranes in his Theory
of sound [169]. The pioneers in systematic percussion instruments studies are Fletcher and
Rossing, who collected the findings of their many works in their classic textbooks [84, 154, 152].
As far as simulation is concerned, the design of a numerical model can be a particularly
challenging task for at least three reasons. First of all, the instrument to be modelled must be
considered as a 3D object—the membrane of a timpani drum, e.g., interacts with the volume
of air enclosed by the cavity. Related to this is the fact that many disparate components
are present at the same time. In a snare drum, for example, two membranes are coupled
together by a shell enclosing an air cavity, with a set of thin metal wires in contact with the
lower membrane. Finally, percussion instrument simulation is complicated by the presence of
multiple strong nonlinearities, both in the collision interactions with mallets and snares, as well
as in the drumhead vibration itself. Several previous attempts have been made in the past
to simulate drums and percussion in general, and they are acknowledged in the introductory
remarks to Chapter 6. This manuscript gives a novel contribution to this particular field of
research.
1.4 Thesis objectives and outline
This thesis is concerned with the simulation of percussion instruments in 3D. The aim is to
produce virtual instruments based on the physical behaviour of gongs and drums that are
embedded in a 3D space and are coupled with the surrounding air. This work also presents
original contributions to the modelling of distributed collisions [27]. It is demonstrated how
different components can be combined together in a modular way in order to create three
different virtual instruments: a system composed of several plates vibrating under nonlinear
conditions in 3D, the nonlinear double membrane drum and the snare drum.
Although several approaches are possible to the modelling of musical instruments, all the
numerical codes presented here rely for their design on energy techniques [128]. Every algorithm
has, in fact, an associated numerical quantity, which can be related to the energy of the system
in the continuous case. By ensuring the non-negativity of the discrete energy, the stability of
the numerical scheme can be guaranteed. This approach finds extensive use in the work of
Bilbao and collaborators [19, 96, 69], van Walstijn and Chatziioannou [58], Chabassier [46],
Falaize, Lopes, Hélie and collaborators [81, 80], albeit with some important variations.
Being subject to the “tyranny of energy”1, according to Chabassier’s witty definition [46,
p. 219], might seem an excessive burden, given that several alternative schemes are generally
available. Energy methods, however, offer several advantages, and they are particularly useful
when strong nonlinearities are present and other numerical analysis techniques (like frequency
domain analysis) cannot be applied. Furthermore, without this tool the stability of the algo-
rithms in the presence of many interacting components could hardly be ascertained. In this
case, the numerical energy of the scheme becomes a powerful debugging tool which can be used
1“La dictature de l’énergie”, in the original manuscript in French.
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to identify the possible sources of error. Conservation ideas here are not limited to the semi-
discrete spatial problem, as in the case of the already cited [46], but require the calculation of
a discrete energy in both time and space.
The basic ideas regarding the functioning of the finite difference method have been discussed
in the previous section. Most of the finite difference schemes that will appear in the rest of this
manuscript can ultimately be written as a recursion which takes the following form [23]
Anwn+1 = Bnwn −Cnwn−1 + kn
for each single component of the scheme. Here, w represents the values of the grid function,
in vector form. This could be, e.g, the displacement of a drum membrane, or the pressure
of the acoustic field. An, Bn and Cn are square matrices, possibly dependent on time, that
incorporate the action of the finite difference operators, and kn is a vector that depends on
known quantities. When An is the identity matrix, then the resulting scheme is explicit,
otherwise the solution of a linear system is needed, and the scheme is said to be implicit.
An important exception to this representation is given by schemes that involve collisions—in
this case, the solution of a nonlinear equation is required at every time step. Note that the
update is second order, reflecting the order of the differential equation, and is thus minimal in
terms of memory requirements. Such is not the case when standard integration techniques like
Runge-Kutta are used. This is done to improve the efficiency of the numerical implementations.
One disadvantage of finite difference simulations is their computational cost, both in terms
of memory requirements and operation count. For this reason, large scale problems have been
out of the capabilities of computers for a long time, and even smaller systems generally require
some time to be computed. Recent works [159, 202, 99] aim at exploring strategies to speed up
the computation of finite difference schemes in sound synthesis applications. In recent years, in
fact, the increased availability of graphical processing units (GPUs) has opened new avenues of
research in this sense. Even the simulation of large 3D spaces at audio rate is becoming tractable,
and this has been the subject of a recent work by Webb [201]. With clever implementation
strategies, smaller problems, like networks of plates and strings, have also been implemented as
a real-time plug-in for commercial laptops [203]. The virtual instruments presented in this work
have been successfully ported to a hybrid GPU/CPU implementation, speeding up considerably
the run time with respect to the original prototyping code designed by the Author [28, 142].
This topic, however, will not be discussed in detail, though further insights are provided in
Chapter 6.
The outline of this manuscript is given below. Each chapter is accompanied by an individual
introduction that describes the topic and acknowledges the previous works. Supplementary




Chapter 2 - Linear plate vibration
The basic equations describing the transverse linear vibration of thin plates according to the
Kirchhoff model are discussed for rectangular and circular geometries, and particular attention
is devoted to the link between energy and boundary conditions in the continuous case. Then,
a brief introduction on the finite difference method is presented, together with the notation
adopted throughout this work. Finite difference schemes for rectangular and circular plates are
presented. A complete discussion of energy-based stability techniques including the derivation
of boundary conditions is provided, together with simulation results demonstrating the stability
of the numerical implementations.
Chapter 3 - Nonlinear plate vibration
Two different models for the nonlinear vibration of thin plates are discussed. First, the Berger
model is presented, together with the continuous time equations and one possible finite dif-
ference implementation. Numerical results are presented. A second, more extended section is
devoted to the von Kármán nonlinearity. The underlying model is presented in continuous time
first, together with a discussion on its energy properties. An energy conserving finite difference
scheme is then presented. Different implementation strategies are evaluated, and their results
compared. The relevance of this model for musical acoustics is also discussed. Finally, a brief
section explores the extension of the von Kármán model to membranes, which is necessary to
obtain more realistic sounds from virtual drums. This constitutes one of the contributions of
this work.
Chapter 4 - Collisions
In this chapter, a recently presented model for the simulation of collisions is explored. In the
first section, the simple case of a lumped object colliding with a rigid barrier is presented as
a test case, in order to introduce the notation and the basic concepts. The energy conser-
vation properties of this new implementation are tested. A second section is devoted to the
lumped/distributed collision, which models the interaction between a mallet and a plate or
membrane. Finally, the distributed/distributed collisions between a string and a membrane
will be discussed. The continuous time model is derived, together with an energy balance for
the system. A finite difference scheme and its implementation is given. Particular attention
is devoted to the stable termination of the string on the membrane. Simulation results are
presented. The extension of the collision model to the distributed/distributed case and its
numerical implementation is one of the contributions of this work.
Chapter 5 - Coupling with the acoustic field in 3D
The 3D wave equation for the acoustic field is the main subject of this chapter. The basic
equations in terms of an acoustic velocity potential are first discussed in the lossless case.
Then, the numerical discretisation of this model is performed. The core of the chapter deals
with embeddings, that is the coupling between 2D structures and the 3D field. After describing
the simple case of a linear membrane, air coupling is extended to several different systems,
including Berger nonlinearity, von Kármán nonlinearity, the mallet/membrane collision and
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the string/membrane collisions. Air coupling in the presence of von Kármán nonlinearity and
collisions is one of the contributions of this work.
Chapter 6 - Virtual instruments
This chapter presents the ultimate contribution of this thesis. Three different virtual instru-
ments are presented: a system of multiple plates in 3D, the nonlinear double membrane drum
(a model for bass drums and tom toms), and finally the snare drum. All these instruments are
embedded in the 3D acoustic field. They are obtained by combining together in a modular way
the components presented in the previous chapters. As such, the resulting numerical schemes
possess a numerical energy that can be used to guarantee their stability. For each of these vir-
tual instruments, a description of the physical model is given, together with the implementation
details and simulation results. The implementation of these instruments as energy conserving
algorithms is original.
Appendix A - Experimental investigation of nonlinearities in drum membranes
In this short appendix, a preliminary investigation on nonlinearities in drum membranes is
presented. This work has been conducted in collaboration with M. Newton at the University of
Edinburgh, and has been the subject of a recent conference article. Some data not previously
published are considered here, as well.
Appendix B - Finite precision effects in FDTD schemes
This appendix presents some preliminary considerations regarding the role of round off errors
in finite difference time domain schemes. Different implementation strategies are compared for
the simulation of simple systems, such as the harmonic oscillator. Heuristic recipes for the




The behaviour of gongs and cymbals falls within the realm of thin stiff structures. It is thus
natural to begin the study of these objects with an examination of linear plate vibration. Plates
are flat structures, with intrinsic stiffness, and with a thickness H much smaller than the lateral
dimensions, such that a two dimensional model is sufficient to describe their behaviour. The
first works in plate vibration theory can be traced back as far as the 18th century with Euler
[79]. Needless to say, the literature on the subject is vast. A historic survey of the matter will
not be attempted here, but the interested reader is referred to [196, 4].
It is useful, now, to introduce some terminology and to discuss some preliminary points.
A first distinction can be made between “thin” and “thick” models. Depending on the ratio
between the thickness and the typical dimension of the plate, in fact, different assumptions can
be adopted. Thin models were presented in their final form by Kirchhoff [114] and Love [129],
using underlying hypotheses similar to those of the Euler-Bernoulli bending theory of beams
[91]. Dropping some of these assumptions led Reissner [145] and Mindlin [131] to a more general
(thick) model. In this work, only the thin models will be discussed.
In stiff objects, longitudinal and transverse wave propagation coexist, the former generated
by in-plane vibration of the plate, the latter by the motion perpendicular to the plate itself.
In musical acoustics, one is generally interested in the transverse vibrations of plates, as it is
this motion that most strongly interacts with the air. In thin models, the transverse motion
decouples from the longitudinal vibrations, and these are usually neglected. This is not the
case, however, for more general models, like that of Mindlin and Reissner mentioned above.
Longitudinal vibrations are also to be taken into account when nonlinearities are considered,
see Chapter 3.
Limiting the attention to the transverse vibration of plates for the moment, different regimes
can be found depending on the relative size of the displacement w compared to the thickness
H, where w is a measure of the maximum amplitude of vibration. When w is small (w  H),
simplifying assumptions can be adopted in order to reduce the complexity of the equations,
which become linear in w. This case will be dealt with in this chapter. When the displacement
is comparable to the thickness, the resulting equations in w are nonlinear [136]. This will be
the subject of the next chapter.
The behaviour of real gongs and cymbals departs significantly from that of the simple models
described above in that they often incorporate irregularities or variations in their geometry (see
[174] and references therein for a short but detailed survey.) Crash cymbals, for example,
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are better approximated by a spherical cap, and they often have a small dome at the centre.
Gongs and cymbals sometimes exhibit a decreasing thickness along their radius, from the centre
towards the rim. Local defects due to the manufacturing process are also quite common, and
can have a strong impact on the modal analysis of the structure [43]. It is clear, then, that
flat homogeneous structures cannot reproduce these features. A thorough analysis of these
instruments would require the study of shells [125, 180], or curved plates, which can become
very involved from a simulation point of view. This problem will not be touched upon in this
work.
The numerical simulation of plate-like structures is of pivotal importance in many branches
of engineering, especially in the design of vehicles and buildings. In this context, the most
adopted approach is the finite element method [55, 210]. In musical acoustics, simulations of
plates have been performed to model soundboards in guitars [77, 68], pianos [89, 46], violins
[107], as well as gong-like structures for sound synthesis [118, 73] and reverberation [5, 16].
In this chapter and in the next, only thin models of flat homogeneous plates will be discussed,
and it will be clear that these are able nonetheless to reproduce the main features of gongs and
cymbals. The underlying theoretical models will be presented first, while numerical simulation
and results will be discussed in the following section.
2.1 Preliminaries I: Notation
This preliminary section provides a short mathematical foundation for the systems described
in the first chapters of this work.
2.1.1 Domains and coordinate systems
Consider a 2D region D ⊆ R2, subset of the real plane R2, endowed with a set of orthonormal
coordinates. In continuous physical models, it is customary to adopt either Cartesian (x, y)
or polar (r, θ) coordinates, depending on the geometry of the domain. From a finite difference
simulation point of view, however, Cartesian coordinates are generally preferred as they lead
to algorithmic simplicity, regardless of the particular geometry of the plate. In acoustical
applications, typical domains of interest are rectangles DLx,Ly , with sides Lx and Ly, or circles
of radius R. Other useful domains for general analysis purposes are the real plane R2, the
half planes Hx and Hy, the quarter plane Q (not to be confused with the mathematical set of
rational numbers). The mathematical definition of these domains is the following:
• Rectangle: DLx,Ly =
{
(x, y) ∈ R2, 0 ≤ x ≤ Lx, 0 ≤ y ≤ Ly
}
• Circle: CR = {(r, θ) ∈ R2, 0 ≤ r ≤ R, 0 ≤ θ < 2π}
• Real plane: R2
• Half plane, x-direction: Hx = {(x, y) ∈ R2, x ≥ 0}
• Half plane, y-direction: Hy = {(x, y) ∈ R2, y ≥ 0}
• Quarter plane: Q = {(x, y) ∈ R2, x ≥ 0, y ≥ 0}.
These are represented in Figure 2.1.
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(a) Coordinate systems
(b) Rectangle DLx,Ly (c) Circle CR (d) Real plane R2
(e) Half x-plane Hx (f) Half y-plane Hy (g) Quarter plane Q
Figure 2.1: Coordinate systems and domains of interest in the 2D case.
2.1.2 Scalar, vector and tensor fields
Scalar fields, or scalar functions, over D ⊆ R2 are maps f : D → R that associate a real number
to each point of the domain. In this work, they will be denoted by lower case letters.
A 2D vector field over D is a map v : D → R2, where each point of the domain is related
to a 2D vector, that is an object in the Euclidean space R2 that has both a magnitude and a
direction. Given two vectors v and u, and denoting by θ the angle between them, it is possible
to define the inner (scalar) product as
v · u = |v| |u| cos θ, (2.1)
where | · | denotes the magnitude of the vector. It follows from this definition that the Euclidean
length of the vector is given by
|v| =
√
v · v. (2.2)
Let {e1, e2} be the standard orthonormal basis of R2. With a slight abuse of notation, it is
possible to identify the vector with its components,
v = (v1, v2)
T , vj = v · ej for j = 1, 2, (2.3)
where the superscript T denotes the transposition operation. The scalar product (2.1) can thus
be expressed as
v · u = v1 u1 + v2 u2. (2.4)
Another important operation involving vectors is the outer (tensor) product. Given v and u,
the result T of this operation is defined as
T = v ⊗ u, with Tij = vi uj , i, j = 1, 2. (2.5)
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Tensors will be denoted here by bold upper case Latin letters. A basis for the space R4 is given




Tij ei ⊗ ej . (2.7)
The product between a vector t and the tensor (2.6) can be defined using the dyadic notation
as [123]
t · (v ⊗ u) = (t · v)u, (v ⊗ u) · t = (u · t)v. (2.8)
It is evident that left- and right-multiplying a vector by a tensor generally yields different
results. A special tensor is the identity 1, defined by requiring that, for any vector v,
1 · v = v · 1 = v. (2.9)
Another useful operation involving tensors is the doubly contracted product, generalising
the scalar product for vectors, which is defined for any two tensors T and U as
T : U = T11U11 + T12U12 + T21U21 + T22U22. (2.10)
Associated with this product is the Frobenius norm defined as
|T| =
√
T : T. (2.11)
This notation will be used in order to distinguish this tensor norm from the L2 norm defined




where tr( · ) represents the trace operator. The trace of a tensor is defined as the sum of the
diagonal terms,
tr(T) = 1 : T. (2.13)
A tensor field over D assigns a tensor to each point of the domain.
2.1.3 Differential operators and PDEs
The physical description of the systems presented in this work is given in terms of partial
differential equations (PDEs). These involve partial differentiation with respect to time, in the
form ∂/∂t and its powers, and space. In the Cartesian case, the spatial partial differential
operators are written as ∂/∂x and ∂/∂y, or combinations of the previous. In this work, these
10
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operators will be denoted simply with ∂t, ∂x and ∂y, respectively.
Two combinations of the spatial derivatives will play a crucial role in the remainder of this
work. The Laplacian and the biharmonic operators, indicated with ∆ and ∆2, respectively, are
defined in 2D as follows:
∆ = ∂2x + ∂
2
y , ∆







Additional operators will sometimes appear, namely the gradient ∇ and the divergence ∇·.
When applied to a scalar function w(x, y) and to a vector field v(x, y) they give
∇w = (∂xw, ∂yw)T , ∇ · v = ∂xv1 + ∂yv2. (2.15)













When written in terms of these operators, the physical equations remain the same under a
change of coordinate system.
Identities
Some useful identities are given here, without proof, for scalar, vector and tensor fields intro-
duced Section 2.1.2:
∇ · (fv) = f∇ · v + v ·∇f (2.17a)
∇ · (Tv) = T : ∇v + (∇ ·TT ) · v. (2.17b)
2.1.4 Integral relations
The definition of energy plays an important role in plate theory, as in all physical systems.
Energy analysis of 2D systems relies on an inner product, a bilinear mapping that, given two




f g dσ, (2.18)
where dσ = dxdy denotes the differential area element. The more compact notation on the left
will be used to simplify the energy expressions in the various cases, while calculations will be
performed using the more standard notation on the right. Associated with this inner product
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A key tool in energy manipulations is integration by parts, and for functions f and g vanishing
at infinity one can write∫
R2










Similar relations hold for the second derivatives, leading to the following equation involving the
Laplacian: ∫
R2




When the domain is finite, Green’s theorem can be used to transform a surface integral into
a line integral of a flux, in the following way:∫
D
∇ · v dσ =
∮
∂D
n · v ds, (2.22)
for any vector function v defined over a domain D, where n is the outward unit vector normal
to the boundary. When combined with (2.17a) and (2.17b), one obtains∫
D
f∇ · v dσ = −
∫
D
v ·∇f dσ +
∮
∂D
n · (fv) ds (2.23a)∫
D
v · (∇ · S) dσ = −
∫
D
S : ∇v dσ +
∮
∂D
n · (Sv) ds (2.23b)
for S a symmetric tensor.













which holds for any function f(t). For any function g(x, y, t), the previous equation can be
extended to the integral identity∫
D








2.1.5 A useful tensor mapping
Consider the tensor mapping φν : R4 → R4 defined as [173]:
T→ φν(T) = (1− ν)T + ν tr(T)1, (2.26)
with 0 < ν < 1, 1 the identity tensor and tr the trace operator defined in (2.13). This will
be useful in the derivation of the equations of motion for a plate in the next section. φν is
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When doubly contracted with T, this gives




(1 + ν) |T|2 − ν(tr(T))2
]
, (2.28)
where the norm of a tensor has been defined in (2.11). Using the identity











T : φ−1ν (T)
)
. (2.30)











T : φ−1ν (T) dσ. (2.31)
Similar relations can be written when φ−1ν is replaced with φν .
Finally, taking the trace of φν yields
tr(φν(T)) = (1− ν) tr(T) + 2ν tr(T) (2.32a)
= (1 + ν) tr(T). (2.32b)
2.1.6 Frequency domain analysis
It is sometimes useful to analyse a particular PDE in the frequency and wavevector domain.
When the domain is infinite, this can be done by means of a Fourier transform. An equivalent
approach in Cartesian coordinates consists in inserting in the PDE the following ansatz [92]
w(x, y, t) = eiωt+iβxx+iβyy. (2.33)
This corresponds to a wave with temporal frequency ω/2π and spatial wavevector β = (βx, βy)
T .
The action of the partial differential operators on this test function can thus be rewritten in
terms of simple multiplications:
∂tw = iωw, ∂xw = iβxw, ∂yw = iβyw,
∂2tw = −ω2w, ∂2xw = −β2xw, ∂2yw = −β2yw, ∂x∂yw = −βxβyw.
(2.34)
For the Laplacian and biharmonic operators (2.14), one obtains
∆w = − |β|2 w, ∆2w = |β|4 w. (2.35)
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2.2 Thin plate model
2.2.1 Equations of motion
Consider a two dimensional region D, with D ⊂ R2, delimited by a smooth boundary ∂D,
and let it define the mid-surface of the plate in its reference configuration. The 3D volume Γ
occupied by the plate can be expressed as Γ = D × [−H/2 ,+H/2], where H is the thickness
of the plate itself. Then, let (e1, e2) be an orthonormal basis of D, and let x ∈ D denote the
position of a point in this coordinate system. A third unit vector ez can be introduced, which
is normal to the surface at all points, such that (e1, e2, ez) be an orthonormal basis of R3. Let
u(x, t) = (u1(x, t), u2(x, t))
T and w(x, t) be the in-plane and transverse displacements of the
plate at position x and time t ∈ R+.
The classic theory of linear thin plate vibration is based on Kirchhoff and Love hypotheses
[114, 129]:
1. Any normal to the plate mid-surface before deformation remains normal to the deformed
mid-surface.
2. Transverse stresses and transverse shear stresses are neglected.
3. The material is linear (the relation between strains and stresses in the material is of
Hooke’s type), homogeneous and isotropic.
4. Rotatory inertia is neglected.
Under these assumptions, the second rank tensor E representing the plane part of the
Green-Lagrange strain tensor can be written as
E = ε+ zκ, (2.36)







, κ = −∇∇w. (2.37)
Using hypothesis 3, for a material of Young’s modulus E (in Pa) and dimensionless Poisson’s






where φν is the linear tensor mapping defined in (2.26). The bending tensor M can be obtained




zS dz = Dφν(κ), (2.39)
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Note that the contribution from ε has disappeared.
Let now q = (q1, q2)
T be the vector of the shear forces along the principal axis. Two
additional equations can be derived by requiring the equilibrium of the forces along the vertical
axis and of the moments along the two principal directions [196, 91]. Finally, the Kirchhoff
equations for thin plate vibration can be written in condensed form as
ρH ∂2tw = ∇ · q (2.41a) q = ∇ ·M (2.41b) M = Dφν(κ), (2.41c)
where ρ is the surface density of the plate (in kg/m2). In the literature [196], (2.41a) is referred
to as the kinematic equation, (2.41b) is the equilibrium balance, and (2.41c) is the constitutive
equation, relating the moments with the plate curvatures. It can be inferred from (2.41c) and
from the definition of the tensor mapping φν (2.26) that the tensor M is symmetric.
In a simulation setting, it is useful to rewrite this system in a first order form, as in the case
of the so-called Yee’s FDTD scheme [208, 172]. By introducing the transverse velocity v = ∂tw
and the vector of angular velocities ω, the system (2.41) then becomes
ρH ∂tv = ∇ · q (2.42a)
q = ∇ ·M (2.42b)
∂tM = −Dφν(∇ω) (2.42c)
ω = ∇v (2.42d)
At the boundary of the region D, appropriate conditions must be supplied. One possible way
of extracting suitable boundary conditions is by means of energy methods, see Section 2.2.2.
Fourth order equation
The system of equations presented before can be combined into a single, fourth order equation
in w, which reads
∂2tw = −κ2∆∆w = −κ2∆2w, (2.43)
with κ =
√
D/ρH; ∆2 is the biharmonic operator defined in (2.14).
Dispersion relation
The dispersion relation for the plate equation can be obtained by inserting (2.33) into (2.43),
together with the phase velocity vφ and the group velocity vg
ω = ±κ|β|2 =⇒ vφ =
ω
|β|
= κ|β| , vg =
dω
d|β|
= 2κ|β| , (2.44)
where ω is the angular velocity and β is the wavevector (see Section 2.1.6). The system is
thus dispersive, with high frequency waves travelling faster than low frequency ones. As a
consequence of this hypothesis, this model predicts infinite group velocity in the limit of high
frequencies, a result which is obviously non-physical. In order to correct this behaviour, different
models must be adopted, like that of Mindlin and Reissner mentioned earlier [131, 145]. The
15
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Gcf |β|2 + ρH2Gcf
)
ω2 +GcfHD|β|4 = 0, (2.45)
where all the constants have been defined before, except for the shear modulus G = E/2(1 + ν)
and the shear correction factor cf ≈ 5/6. It is now possible to solve this fourth order equation
in terms of ω2, from which two different branches appear, well separated in the frequency range,
see Figure 2.2. The lower one is of interest in the context of musical acoustics, and is plotted
in Figure 2.3 as a function of |β| for steel plates of different thickness. The Mindlin-Reissner
dispersion relation is compared with the Kirchhoff relation (2.44), and a deviation in cents
between the two models is given. It is clear that for small values of H, the two models have
a similar behaviour, with a maximum deviation in cents over the human hearing range that
does not exceed 30 cents. Different is the case of a 1 cm thick metal plate, for which the
difference between the two models is more pronounced. As the computation effort required by
the Mindlin-Reissner model far overcomes the benefits when very thin plates are involved, only
the Kirchhoff model will be discussed here. Notice, however, that the results of Figure 2.3 are
strictly limited to metal plates. Other materials, in fact, have different physical parameters















Figure 2.2: Dispersion relation for the Mindlin-Reissner model for a 1 cm thick steel plate. Two
different branches are present, one of which lies above the range of human hearing (marked with
a black horizontal line at 20 kHz).
Initial conditions
The solution of the plate equations described so far requires the specification of initial conditions.
The displacement and velocity of every point of the plate at t = 0 must be supplied. A spatial
distribution that will be often used in this work is the so-called raised cosine [19]. It is specified




(x− x0)2 + (y − y0)2, (2.46)







1 + cos(π o(x, y)/r)
]
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(a) H = 1 mm





























(b) H = 1 cm
Figure 2.3: Dispersion relations for the Kirchhoff and Mindlin-Reissner plate models for a steel
plate with thickness as indicated and ρ = 7800 kg/m3, E = 200 GPa and ν = 0.33. The
variation in cents between the two models across the range of human hearing is also plotted.
For a 1 mm thick plate, the two curves are very similar, but more significant differences can be
noted for thicker plates.
Such a function is represented in Figure 2.4, with parameters as indicated in the caption, and
can be used to initialise both the displacement and the velocity of the plate. More realistic
models require the inclusion of a striking mechanism like a mallet, as discussed in Chapter 4.
Figure 2.4: Raised cosine distribution positioned at the centre of a square plate with Lx =
Ly = 0.5 m, amplitude A = 1 mm and width r = 0.05 m.
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2.2.2 Energy analysis and boundary conditions
It is possible now to derive an energy balance for the system (2.42). Starting from (2.42a),




v ∂tv dσ =
∫
D





∇v · q dσ +
∮
∂D






ω · (∇ ·M) dσ +
∮
∂D





M : ∇ω dσ −
∮
∂D
n · (Mω) ds+
∮
∂D







M : φ−1(∂tM) dσ −
∮
∂D
n · (Mω) ds+
∮
∂D




















n · (Mω) ds+
∮
∂D
n · (vq) ds, (2.49)
where n is a unit outer normal vector on ∂D, and groups together the boundary terms for the
plate. Making use of (2.24) to modify the left hand side of the equation, it is possible to rewrite

















The expression for Hpl corresponds to the energy found in the literature [180, 196].
When a finite domain is taken into account, energy analysis yields in a natural way the
correct boundary conditions, as will be seen shortly. Every time integration by parts is used,
in fact, a new term is produced which is resolved at the boundary. By requiring these terms to
vanish identically, energy conservation can be guaranteed.
Boundary conditions
At any point of the boundary ∂D, let s denote the arc-length and (n, τ ) be the normal and
tangent unit vectors, respectively. Using (2.42d) and the fact that every vector v can be
decomposed into an orthonormal basis as
v = n(n · v) + τ (τ · v), (2.52)
18
CHAPTER 2. LINEAR PLATE VIBRATION




n ·Mn(n ·∇v) ds−
∮
∂D
n ·Mτ (τ ·∇v) ds+
∮
∂D










v qn ds, (2.53b)
with Mnn = n ·Mn, Mnτ = n ·Mτ and qn = n · q. In the second line, integration by parts
has been used to swap the tangential gradient, while no extra boundary term is produced for
a smooth contour. Extra terms are produced, however, when the boundary is not smooth, as
in the case of, e.g., a rectangular plate. In this case, in fact, corner conditions appear (see
Section 2.2.4). Three sets of conditions are generally found in the literature, which allow Bpl
to identically vanish.
a) Clamped conditions. The plate is held fixed at the boundary with vanishing slope.
v|∂D = 0, and ∂nv|∂D = 0. (2.54)
b) Simply supported conditions. The plate is held fixed at the boundary, but the edge is free to
rotate. In this case, the bending moment normal to the boundary is required to be zero.
v|∂D = 0, and Mnn|∂D = 0. (2.55)
c) Free conditions. The plate has no constraints applied at the ends.
Mnn|∂D = 0, and qn + ∂sMnτ |∂D = 0. (2.56)
2.2.3 Losses and tension
Equation (2.43) can be modified in order to take into account losses and tension. Losses play
an important role in physical systems, and have a crucial effect in determining the perceptual
features of musical instruments. In plate vibration, an important contribution to this topic has
been given by Lambourg and Chaigne [118, 53, 119] and, more recently, by Humbert et al. [106].
Three sources of losses are generally considered, namely thermal effects, viscoelasticity and air
radiation, and their relative importance depends on the type of material considered.
Radiation effects can be modelled by considering the coupling of the plate with the surround-
ing air and by including this in the simulation. These effects will be discussed in Section 5.4.
On the other hand, modelling thermal and viscoelastic effects in the time domain requires the
introduction of fractional derivatives [53]. Even though numerical simulations involving these
operators have been performed (see, e.g., [22] and references therein, but also [141] for recent
advances), their use can become rapidly unwieldy in terms of memory requirements. In sound
synthesis applications, one can adopt a different approach which is loosely based on physical
and perceptual considerations, but is in turn very simple to implement numerically. In this
case, Eq. (2.43) can be modified in the following way:
∂2tw = −κ2∆2w − 2σ0∂tw + 2σ1∆∂tw, (2.57)
where the last two terms account for frequency independent and frequency dependent damping,
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respectively. The parameters σ0 and σ1 that govern losses can be set in terms of decay times
at some chosen frequencies (see [19]).
Energy analysis techniques can be applied to (2.57) in order to derive an energy balance.
Multiplying (2.57) by ∂tw and integrating over the domain D gives
dHpl
dt
= Bpl − 2σ0ρH
∫
D















∂tw(n · ∂t∇w) ds
)
(2.58b)
= Bpl −Q + Bloss (2.58c)
where Hpl is the total energy of the plate defined in (2.51), Bpl represents the boundary terms
(2.49) and
Q = 2σ0ρH ‖∂tw‖2D + 2σ1ρH ‖∂t∇w‖
2
D . (2.59)
The loss term Q is clearly non-negative, meaning that the total energy of the system Hpl is
decreasing. The reason why the boundary terms Bpl have been reinstated is that an additional
boundary term, Bloss, is created by integration by parts from the loss term. It is clear that this
new term disappears under clamped and simply supported conditions. This is not the case,
however, for free conditions, which must be modified due to the presence of Bloss. Remembering
that v = ∂tw, the conditions in (2.56) become
Mnn + 2σ1ρHv|∂D = 0 and qn + ∂sMnτ |∂D = 0. (2.60)
Assuming now that the boundary terms are zero, the energy balance (2.58) can be integrated




Qdt = Hpl(0). (2.61)
In other words, the energy dissipated up to any time T summed to the residual energy returns
the initial energy of the system. This rather obvious observation can be exploited in the discrete
scheme to ensure energy conservation even in the lossy case.
Another extension of the thin plate equation is the inclusion of a tension applied at the rim.
Plates with a very small thickness H compared to the lateral dimension L have generally a low
flexural rigidity D, and thus require a tensile force along the middle surface in order to carry
the loads they are subject to. These plates are generally referred to as membranes [196]. The
equation of motion in this case can be written as
ρH∂2tw = −D∆2w + T∆w, (2.62)
where T is the tension (in N/m) and ∆ is the Laplacian operator introduced in (2.14). This
equation will be referred to as the stiff membrane equation in the remainder of this work [84].
When D = 0, (2.62) reduces to the 2D wave equation for an ideal membrane [135].
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An energy balance for (2.62) can be easily arrived at, which has the form
dHsm
dt




where Hsm represents the energy for the stiff membrane and Hpl is the energy for the plate (2.51).
An additional boundary term, not shown in the equation, is also produced by the new term.
However, as drum membranes are usually fixed at the rim, both fixed conditions introduced for
the plate equation also satisfy the new boundary term, which automatically disappears. This
would not be the case for a free membrane1, which will not be discussed here.
Losses, tension and stiffness can be used together in the same equation, in order to describe
a lossy stiff membrane. As all these terms are linear, they can be grouped under an operator
Om defined as
Om(T,D, σ0, σ1, ρ,H) = T∆−D∆2 − 2σ0ρH∂t + 2σ1ρH∆∂t. (2.64)
This operator represents all the possible combinations of the four terms, and will be extensively
used in the following chapters in order to simplify the notation.
2.2.4 Rectangular plates
For a plate defined over a rectangular region DLx,Ly (see Section 2.1.1), it is convenient to write
the equations of motions in Cartesian coordinates (x, y) ∈ DLx,Ly . The moments tensor M can







where mx and my are the bending moments per unit length along the x and y axis, respectively,
and mxy is the twisting moment per unit length.
With this representation, and after having eliminated q and ω, the system (2.42) can be
rewritten as



















∂tmxy = −D (1− ν)∂x∂yv. (2.66d)
This form of the system lends itself to an easier implementation of the boundary conditions.













1Although difficult to realise in practice, this configuration is technically possible. Imagine, e.g., a trampoline
surface, tensioned by ropes, whose boundaries are able to move freely in the transverse direction.
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Although the energy expression (2.51) derived in the general case is perfectly valid here, it is
useful to redo the analysis in the Cartesian case, as the mathematical manipulations closely
resemble those of the discrete case (see Section 2.4.1).
Consider an infinite domain first, such that boundaries need not be taken into account. In




























2∂x∂yvmxy dσ︸ ︷︷ ︸
= dU2/ dt
. (2.69b)
The two terms containing U1 and U2, which are the contributions to the total potential energy













































By rearranging all the terms on the left hand side of the equation, and by using the definition




















When written in Cartesian coordinates, the energy Hpl derived in (2.51) is equivalent to Hrpl.
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Finite domains and boundary terms
In order to analyse boundary conditions, consider now the quarter plane Q defined in Sec-




= Brpl, Brpl = B1 + B2. (2.74)




















respectively. By applying again integration by parts on the last term of B2, an extra condition














In order for the energy to be conserved, Brpl must identically vanish. This can be obtained by
imposing suitable boundary conditions.
Boundary conditions
Boundary conditions in Cartesian coordinates can be obtained by comparing (2.75) and (2.77)
with the general conditions (2.54), (2.55) and (2.56). Over the side at y = 0, e.g., these become
(clamped) w = 0, ∂xw = 0 (2.78)
(simply supported) w = 0, mx = 0 (2.79)
(free) mx = 0, ∂xmx + 2∂ymxy = 0. (2.80)
Note that v = 0 implies w = 0. At the corner (x = 0, y = 0), two conditions can alternatively
be used, which correspond to a fixed or free corner:
(fixed corner) w = 0 (2.81)
(free corner) mxy = 0. (2.82)
In the case of a finite rectangular domain DLx,Ly , the boundary conditions along the other
edges can be obtained by symmetry.
Modes
Modal shapes for rectangular plates are generally difficult to obtain analytically [124]. Consid-
ering a harmonic solution of the form W (x, y)eiωt, one is interested in solving the eigenvalue
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equation
∆2W (x, y) = γ4W (x, y), (2.83)
with γ2 = ω/κ. One can attempt separation of variables to W (x, y) = X(x)Y (y) in order to
find the modes, but this method only works when two opposite simply supported edges are
present [124, 91]. The simplest possible case is that with four simply supported edges—the
modal shapes Wa,b(x, y) can be written as









where a and b are positive integers and Aa,b is an appropriate normalising constant. The














, a, b ≥ 1. (2.85)
In all other cases, given the lack of an analytic solution, numerical methods become an attractive
option [73]. Figure 2.5 shows the first five modes for a square plate under three different
boundary conditions. In the free case, three zero-frequency modes exist, corresponding to rigid





increasing mode number −→
Figure 2.5: First five modes in the modal series of a square plate in order of increasing frequency
for three different boundary conditions: a) clamped, b) simply supported, c) free. In the free
case, the first three modes corresponding to rigid body motion are not represented.
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2.2.5 Circular plates
Circular plate vibration is of great importance for the simulation of gongs and linear drum
vibration. The natural choice of coordinates for a problem defined over a circular domain is
of course polar coordinates. Equation (2.43) used for the rectangular plates remains valid,
provided one expresses the biharmonic operator in the new coordinates.
Consider harmonic functions of the form w(r, θ, t) = eiωtW (r, θ), for a given eigenfrequency
ω. Assuming any of the boundary conditions given in Section 2.2.2, the solution W (r, θ) to the
eigenvalue equation (2.83) can be expressed using separation of variables as
W (r, θ) = R(r)Θ(θ). (2.86)
It is well known that solutions to this equation can be written as a linear combination of Bessel’s
functions Jm and Im in the radial coordinate, multiplied by a (co-)sinusoidal function in the
angular variable:








for m ≥ 0 integer, scaling constants A and B and γ2 = ω/κ [124, 134, 91]. The presence of
sine and cosine determines a degeneracy for all the modes with m > 0. In this case, in fact,
two modal shapes are present which are identical, apart from a spatial phase shift, and are
associated to the same modal frequency. This is similar to what happens in the case of a square
plate.








+ (x2 −m2)Jm(x) = 0, (2.88)
while Im(x) is the modified Bessel’s function defined as
Im(x) = i
mJm(ix). (2.89)
In order to find modal frequencies and modal shapes, one has to apply boundary conditions
to (2.87), and solve transcendental equations involving Bessel’s functions and their derivatives.
In the clamped case, for example, conditions (2.54) can be rephrased as
W |r=R = 0, ∂rW |r=R = 0, (2.90)
where R is the radius of the plate. Applying these conditions leads to the following equations:
AJm(γR) +BIm(γR) = 0 (2.91a)
AγJ ′m(γR) +BγI
′
m(γR) = 0, (2.91b)
where the prime denotes differentiation with respect to the argument. Solving for A in the
first equation and substituting it back into the second, leads to the following transcendental
25







This equation has an infinite number of solutions in γ, which in turn give the allowed frequencies
ωm,n for given values of R and κ. Hence, every modal shape depends on two integers, m
and n, which represent the number of nodal diameters and nodal circles, respectively. In the
literature, it is customary to indicate the values for the square of the nondimensional frequencies
ζ2 = γ2R2, from which the frequencies ωm,n can be inferred. Table 2.1 shows the first values
of ζ2, calculated numerically by solving (2.92).
nm 0 1 2 3 4 5 6
0 10.22 21.26 34.88 51.03 69.67 90.74 114.21
1 39.77 60.83 84.58 111.02 140.11 171.80 206.07
2 89.10 120.08 153.82 190.30 229.52 271.43 316.00
3 158.18 199.05 242.72 289.18 338.41 390.39 445.09
4 247.01 297.76 351.34 407.73 466.93 528.90 593.64
Table 2.1: Values of the nondimensional frequencies squared ζ2 = γ2R2 for a clamped circular
plate. Note that in this table, the number of nodal circles n does not include the boundary
circle.
2.3 Preliminaries II: Finite difference method
In this section, some basic facts about the finite difference method are presented. Here, the
notation used in the remainder of this work is established.
2.3.1 Grid functions and domains
The numerical simulation of PDEs with the finite difference method [92] requires the use of
grid functions that approximate their continuous counterparts at discrete locations in space
and time. Let wnlx,ly represent an approximation of the plate displacement w(x, y, t) at position
(x = lxh, y = lyh) and time t = nk, where h and k are the spatial and temporal grid steps,
respectively. In acoustical simulation it is useful to define the sampling rate Fs of a simulation
a priori. The time step k is then obtained as the inverse of Fs,
k = 1/Fs. (2.93)
For any of the domains D described in Section 2.1, the spatial indices lx, ly will be restricted
to integer numbers such that, for each couple, the point (lxh, lyh) ∈ D. This set of points
will be denoted by D, with D ⊆ Z2. In some instances, infinite and semi-infinite domains
will be considered for analysis purposes, as in the continuous case. The set of integer indices
representing the infinite domain R2 will be denoted by DR2 , or equivalently by Z2. The discrete
half plane will be denoted with DH, while the discrete quarter plane will be denoted with DQ.
For a rectangular region with sides Lx and Ly, it is useful to consider the number of intervals
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along the x and y axis, Nx and Ny, that satisfy the relations
Lx = hNx, Ly = hNy, (2.94)
with DNx,Ny = {(lx, ly) ∈ Z2, 0 ≤ lx ≤ Nx, 0 ≤ ly ≤ Ny}. The number of grid points along
each axis will then be Nx + 1 and Ny + 1, respectively.
2.3.2 Finite difference operators
Differential operators can be substituted with discrete operators that act on the grid functions
just introduced. Consider, first, the simple forward and backward shift operators in time, whose












Continuous derivatives can be approximated in various ways by using combinations of these












while the second difference operator may be written as
δtt = δt+δt− =
st+ − 2 + st−
k2
. (2.97)










































with the operators along the y axis defined in analogous way. Finally, second differences are
defined as
δxx = δx+δx− =
sx− − 2 + sx+
h2
, δyy = δy+δy− =
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The discrete approximation δ∆ of the continuous Laplacian ∆ is obtained by combining these
operators,
δ∆ = δxx + δyy =
sx− + sy− − 4 + sx+ + sy+
h2
. (2.103)
Fourth difference operators can be defined as
δxxxx = δxxδxx =
s2x− − 4sx− + 6− 4sx+ + s2x+
h4
, (2.104)
with analogous definition for δyyyy. The discrete approximation of the biharmonic operator ∆
2
can be built as follows:
δ∆,∆ = δ∆δ∆ = δxxxx + 2δxxδyy + δyyyy. (2.105)
The spatial stencils for the Laplacian and biharmonic operators are shown in Figure 2.6, together
with the coefficients of the various nodes, scaled by h2 and h4, respectively. Notice that these
are but the simplest ways to discretise the Laplacian and biharmonic operators, and other




























Figure 2.6: Stencils for the Laplacian operator (2.103) and for the biharmonic operator (2.105),
scaled by a factor h2 and h4, respectively. The node at which the difference operator is calculated
is marked in gray.
Accuracy of finite difference operators
The analysis of the error that is produced when a differential operator is discretised with finite
differences is an important issue, which is dealt with in detail in several works [92, 168, 19]. The
classic approach is to apply the discrete operator to an infinitely differentiable function, and to
estimate the truncation error through a Taylor series expansion. In this way, it is possible to
show that the centred operators introduced before are second-order accurate. Assuming f(t)















+ . . . (2.106)
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As such, the error committed in the evaluation of the first derivative with a centred discrete
operator is proportional to k2. A similar reasoning can be applied to the second difference δtt,
and can be extended to spatial operators, as well.
It is clear from this analysis that for any scheme, increasing the sampling rate of the simula-
tion (thus reducing the time and spatial steps) leads to progressively more accurate approxima-
tions of the problem at hand. This, however, is achieved at the expense of a larger number of
grid points and, consequently, of higher memory cost and operation count. The rate at which
these scale depends on the particular system under consideration. In the worst case, that of 3D
room acoustics simulations, memory locations and number of operations grow with the third
and fourth power of the sampling rate, respectively [19]. One must then weigh very carefully
the possibility of oversampling the numerical simulation, and maybe try the use of different and
more accurate schemes first. However, when balanced with the disadvantages coming from the
increased computational cost, this strategy can always be applied to ameliorate the behaviour
of the scheme.
Some useful identities
Some identities involving discrete operators are sometimes useful in energy manipulations. Here
















2.3.3 Discrete inner products
A discrete analogue of the continuous inner product (2.18) can be introduced in order to perform
energy analysis on the system. Given two grid functions flx,ly and glx,ly , defined over any




h2flx,lyglx,ly , ‖f‖D =
√
〈f, f〉D. (2.108)
Notice that the same notation is used for the continuous and discrete inner product and norm.
The context and the indication of the domain where these are calculated should clearly suggest
which instance is considered. In the discrete case, summation by parts has the role of inte-
gration by parts. When the domain of integration is finite, boundary terms appear every time
summation by parts is used [19]. Consider, e.g., the half plane DHx , with x ≥ 0. The following
relations hold:
〈f, δx−g〉DHx = −〈δx+f, g〉DHx − {f, sx−g}0,Z, (2.109a)
〈f, δxxg〉DHx = 〈δxxf, g〉DHx − {f, δx−g}0,Z + {δx−f, g}0,Z. (2.109b)
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The notation {·, ·} introduced in [19] indicates a 1D sum over the boundary of the region DHx ;





As is apparent, the function g is evaluated at a location outside the half plane DHx . These
locations are referred to as “ghost” or virtual points, and their values can be determined from
the numerical boundary conditions. Many such examples will be discussed in the remainder of
this work.
Some useful inequalities
Some useful relations are now presented, which hold for any two discrete functions f and g
defined over the infinite discrete domain Z2 (see [19]):




















where αlx,ly is a coefficient that depends on Nn, the number of nearest neighbours of the grid
point that lie outside of the grid, in the following way:
αlx,ly = 2
−Nn , with Nn = 0, 1, 2. (2.113)
Here, Nn = 0 for an interior point, Nn = 1 for an edge point, and Nn = 2 for a corner point.
The coefficient αlx,ly can be related to the area of the cell surrounding the grid point near the
boundaries [96] in a finite volume framework, leading to more precise boundary conditions (see
Section 2.4.1).
2.3.4 Matrix interpretation of finite difference schemes
For the sake of generality and ease of programming, it can be useful to recast finite difference
schemes in a state-space form. Regardless of their dimensionality, grid functions can be easily
written in vector form. Consider, for example, Figure 2.7, where a rectangular plate is approx-
imated with a 2D grid: the values of wnlx,ly can be arranged into a vector w
n by concatenating
columns along the y-axis with increasing value of x. For 3D grids, as those involving, e.g., wave
propagation in air, the same approach can be repeated for successive slices with increasing
vertical coordinate.
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It is now possible to express discrete spatial operators in terms of matrices [92]. Consider
first a 1D strip of contiguous points along the x axis. Leaving aside boundary conditions for










2 Dxx = Nx + 1 rows
Nx + 1 columns
(2.114)
A similar definition holds for Dyy operating along the y axis, which this time will be of side
length Ny + 1.




yy operating over the entire 2D grid can be constructed
in the following way:
D(2)xx = Dxx ⊗ 1Ny+1, D(2)yy = 1Nx+1 ⊗Dyy, (2.115)
where 1N represents an identity matrix of size N and the symbol ⊗ denotes the Kronecker
product of two matrices. The superscript (2) will be avoided whenever there is no risk of
confusion about the dimension of the matrix. The Laplacian and biharmonic operators D∆





yy , D∆,∆ = D∆D∆. (2.116)















Figure 2.7: Illustration of the vectorisation of a 2D grid function. A vector is created by
concatenating successive stripes along the y axis.
2.4 Finite difference schemes for rectangular plates
In this section, the simulation of rectangular plates is presented. In order to simplify the
discussion, a finite difference scheme is derived first for the infinite domain Z2, such that
the energy analysis be not complicated by the presence of boundary conditions. These are
introduced and dealt with in a second stage.
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yy (c) D∆ (d) D∆,∆
Figure 2.8: Sparsity plots for the finite difference operators in matrix form for a 2D grid with
6× 6 points.
2.4.1 Interleaved scheme and energy analysis
As anticipated in Section 2.2.4, a numerical discretisation of (2.66) can be the starting point




, mnx lx,ly , m
n




defined over interleaved grids in space and time (see Figures 2.9 and 2.10). The discrete variables
v, mx and my are placed at the nodes of the main grid, while the values of mxy lie at the nodes of







which is defined as the discrete time derivative of the plate displacement wn, is placed at
interleaved time steps with respect to the other variables, in order for the scheme to be centred
at time nk. A discrete approximation of system (2.66) can be written as











δt+mxy =−D (1− ν) δx+,y+v, (2.118d)
where the spatial and time dependence of the variables has been omitted for readability. Here
and in the remainder of the section, every instance of v stands for v
n+1/2
lx,ly
, and a similar notation
is used for the other variables defined in (2.117). When all the variables at time step nk are
supposed known, the update can be obtained by solving (2.118a) first, and then using the result
to calculate the moments using the other three equations.
A discrete analogue of the energy (2.73) can be obtained by taking an inner product of µt−v
with (2.118a) over the infinite domain Z2
ρH〈µt−v, δt−v〉Z2 = 〈µt−v, δxxmx + δyymy + 2δx−,y−mxy〉Z2 (2.119a)
= 〈µt−δxxv,mx〉Z2 + 〈µt−δyyv,my〉Z2︸ ︷︷ ︸
= δt+u1
+ 2〈µt−δx+,y+v,mxy〉Z2︸ ︷︷ ︸
= δt+u2
, (2.119b)
where, as in the continuous case, the potential energy u = u1 + u2 is given by the separate
contributions of u1 and u2. Similarly to the analysis done in Section 2.2.4 for the continuous
32
CHAPTER 2. LINEAR PLATE VIBRATION















































δt+〈mxy, st−mxy〉Z2 . (2.122)
Thus, the discrete energy of the plate hrpl ≡ hn+1/2rpl , a scalar time series, is conserved:
δt+hrpl = 0, (2.123)

















































n− 1 n n+ 1
n− 1/2 n+ 1/2
t = nk
Figure 2.9: Staggered grid in space (left) and time (right) for the plate equation.
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Figure 2.10: Staggered grid in space and time. The black nodes represent the main grid for the
variables mx and my at integer multiples of the time step, the blue nodes represent mxy on the
dual grid while the red nodes represent v over the main grid but at half integer time steps.
2.4.2 Boundary conditions
The finite difference scheme (2.118) must be accompanied by appropriate boundary conditions.
These may be derived by applying energy techniques, as in the continuous case. To this end,
consider the discrete quarter plane DQ. Starting from (2.119a), the summation by parts per-
formed using (2.109b) in order to arrive at (2.119b) now produces the boundary terms b1 and
b2, defined as
b1 = {µt−v, δx−mx}0,Z − {δx−µt−v,mx}0,Z + {µt−v, δy−my}Z,0 − {δy−µt−v,my}Z,0 (2.125)
and
b2 = −2{µt−v, δy−mxy}0,Z + 2{δx−µt−v,mxy}Z,0. (2.126)
This last expression can be modified by applying summation by parts on the second term,
b2 = −2{µt−v, δy−mxy}0,Z − 2{µt−v, δx−mxy}Z,0 − v|0,0mxy|−1/2,−1/2 . (2.127)
The energy balance in this case becomes
δt+hrpl = brpl, brpl = b1 + b2, (2.128)
which is analogous to (2.74) in the continuous case. Once again, in order for the scheme to be
lossless, all the boundary terms must identically vanish. This can be achieved by imposing the
appropriate boundary conditions, as discussed in the next paragraph.
Non-centred boundary conditions
Boundary conditions analogous to (2.78)-(2.80) in the continuous case must be imposed in the
numerical scheme. These can be deduced by requiring the boundary terms b1 + b2 to vanish.
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Over the side at ly = 0, e.g., three physically meaningful conditions may be derived:
(clamped) v|ly=0 = 0, δx−v|ly=0 = 0 (2.129)
(simply supported) v|ly=0 = 0, mx|ly=0 = 0 (2.130)
(free) mx|ly=0 = 0, δx−mx|ly=0 + 2 δy−mxy|ly=−1/2 = 0. (2.131)
A set of similar conditions may be deduced for the side at lx = 0. In the free case, the corner
conditions (2.81) and (2.82) become
(fixed corners) v|lx=0,ly=0 = 0 (2.132)
(free corners) mxy|lx=−1/2,ly=−1/2 = 0. (2.133)
It is interesting to note that the clamped and free conditions are non-centred around the side of
the plate. More precise, centred conditions can be arrived at using the weighted inner product
(2.108).
Centred boundary conditions
In order to improve the accuracy of the numerical scheme, centred conditions can be imple-
mented at the boundaries. Such conditions can be arrived at by applying energy techniques
similar to those used before, but for a different choice of inner product. One possibility is the
use of the weighted inner product defined in (2.112). When energy analysis is performed on
the system using this modified inner product, different conditions which are centred over the
boundaries are produced, while the rest of the calculation remains the same. Over the side at
ly = 0, these may be written as
(centred clamped) v|ly=0 = 0, δx·v|ly=0 = 0 (2.134)
(simply supported) v|ly=0 = 0, mx|ly=0 = 0 (2.135)
(centred free) mx|ly=0 = 0, δx·mx|ly=0 + 2µx+δy−mxy|ly=−1/2 = 0. (2.136)
In the free case, the corner conditions (2.81) and (2.82) become
(fixed corners) v|lx=0,ly=0 = 0 (2.137)
(centred free corners) µx+,y+mxy|lx=−1/2,ly=−1/2 = 0. (2.138)
Notice that, since v and mx are defined on the boundary, simply supported conditions (2.135)
are always centred, regardless of the choice of inner product. Analogous conditions can be
applied on the other sides of the domain.
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2.4.3 Matrix implementation and fourth order scheme
When all the variables are consolidated into vector form and all the operators are expressed as





































The time indices have been reinstated here, as this formulation now bears strong resemblance
with how the scheme is actually implemented. The matrices D† and D‡ with the relative
subscripts are the matrix representation of the finite difference operators appearing in (2.118).
Their construction has been briefly discussed in Section 2.3.4. Boundary conditions can now
be incorporated in each individual matrix, and the biharmonic operator can thus be obtained
























The presence of ν seems to contradict the simple expression (2.105) for the biharmonic operator.
It is to be noted, however, that the terms multiplying Poisson’s ratio in (2.140) exactly cancel
in the interior of the plate, leaving unbalanced terms only near the boundaries. These are
necessary in the free case for the correct boundary conditions to appear.
Simple scheme
As demonstrated in the continuous case, the first order system in v and the moments is math-
ematically equivalent to the fourth order equation (2.43). It is not surprising, then, that such
an equivalence exist in the discrete case, as well. By combining the equations in (2.139) and
remembering the relation v = δt+w between the velocity and the displacement in vector form,
it is possible to arrive at the recursion
ρHδttw = −DD∆,∆w. (2.141)
The explicit update for wn+1 can be thus obtained as







D/ρH and 1 the identity matrix. This scheme has the undoubted advantage of
requiring only a single variable to be updated, using just a matrix-vector multiplication and
one addition, and is therefore very easy to implement. Looking at (2.142) in more detail, the
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where µ = kκ/h2 is a dimensionless parameter that will be set according to stability conditions
(see below). Figure 2.11 shows the diagram of the grid points required for the update of the
scheme. The spatial stencil for the biharmonic operator was given in Figure 2.6b, and can be
compared with the coefficients in (2.143).
Figure 2.11: Update diagram for the plate scheme, showing the spatial and temporal depen-
dency of the unknown grid point (red) with respect to the known values (blue).
An energy expression for this one-variable scheme can be obtained from (2.124) by substitut-
ing the expressions for mx, my and mxy given in (2.118b), (2.118c) and (2.118d), respectively.














ν〈δ∆wn+1, δ∆wn〉D + (1− ν)
(
〈δxxwn+1, δxxwn〉D + 〈δyywn+1, δyywn〉D
)]
. (2.144)
This coincides with that given in [19] using ad hoc considerations.
Stability of the scheme
Given a particular value of the time step k, in order for the scheme (2.141) to be stable, the
spatial grid step must be chosen according to the condition
kκ
h2
= µ ≤ µmax =
1
4
=⇒ h ≥ hmin = 2
√
kκ. (2.145)
Energy techniques can be applied in order to arrive at this inequality, and the full calculation
is postponed to the next paragraph. The idea is to bound the energy expression (2.144) from
below with a positive quantity, in order to guarantee the non-negativity of hrpl. This approach
leads to the same condition as von Neumann analysis, which is discussed in [19].
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Proof of stability
Consider the discrete energy hrpl for the rectangular plate defined in (2.144). This can be







































































where in the second line, the relations (2.111b), (2.111c) and (2.111d) have been used. Using















ν ‖µt+δ∆w‖2D + (1− ν) ‖µt+δxxw‖
2





A stability condition for the scheme can now be derived by requiring the non-negativity of the






≥ 0 ⇒ h4 ≥ 16κ2k2. (2.149)
This is equivalent to the condition (2.145) given above.
Accuracy of the finite difference scheme
The scheme (2.141) is second-order both in time and space, in other words the truncation error
of the scheme is O(k2) +O(h2). This, however, only holds in the hypothesis of reducing both
the time and spatial steps at the same rate. In reality, the stability condition (2.145) requires
that h be proportional to
√
k. Thus, the overall accuracy of the scheme reduces to a first-order
in time [118]:
O(k2) +O(h2(k)) (2.145)= O(k2) +O(k) = O(k). (2.150)
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In order to recover a second-order accurate scheme, Lambourg proposes the use of a fourth-order
accurate spatial discretisation for the biharmonic operator [118]. This improvement, however,
leads to a scheme that is twice more computationally expensive at the same sampling rate, and
for which a numerical energy is difficult to derive.
2.4.4 Energy conservation
In the continuous case, the energy of the plate under lossless conditions is exactly conserved. A
similar property can be verified for the discrete scheme as well, as is shown in this section. In the
present case, however, the energy conservation holds to machine precision, with small variations
which can be attributed to round off errors. More information can be found in Appendix B.
As a simple example, consider the lossless scheme (2.141) for the plate, initialised with a
raised cosine initial deformation. In order to evaluate the energy properties of the scheme, the






where the quantity bh0c2 = 2e ≥ 0 for some integer exponent e denotes the nearest power of
two to h0, rounding towards zero.
When the scheme is well designed, normalised energy variations en are on the order of
machine accuracy, which for double precision arithmetic is ε = 2−52 ≈ 2.22 × 10−16. This can
be seen in Figure 2.12, where en is plotted for a typical simulation with duration one second.
It is apparent that energy jumps are quantised in multiples of ε. See also Appendix B for
































Figure 2.12: Left: Normalised energy variations for the plate with free boundary conditions
under an initial raised cosine deformation over 1 s of output. Right: Zooming in on the initial
portion of the graph reveals the machine precision quantisation of the energy jumps. Horizontal
lines represent multiples of ε. The sampling rate is 44.1 kHz.
Linearity and numerical errors
The numerical scheme (2.141) inherits the linearity of the continuous equation (2.43). This
property, however, does not exactly hold in general due to the presence of round off errors [103].
Consider, in fact, a square plate with L = 0.5 m initialised with a raised cosine deformation of
amplitude 10 mm and diameter 10 cm applied at the centre. Figure 2.13 shows the normalised
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energy variations of a simulation where the initial amplitude is multiplied by 1, 2, and 3 times.
Doubling the original amplitude does not affect the energy variations, which are exactly the
same. This holds for any scaling which is a power of 2. Tripling the initial amplitude, however,
reveals that a different pattern is produced, meaning that the outputs are not exactly scaled by
3. Linearity is broken at machine accuracy. This phenomenon can be explained by the presence
of round off errors in the numerical representation of numbers. Multiplying by a power of 2, in
fact, requires simply a change in the exponent in the floating point representation. Any other
factor, instead, produces rounding that generates slightly different outputs.
t (s)



























Figure 2.13: Linearity of the discrete plate equation. Normalised energy variations are plotted
for scaling factors of 1, 2, and 3 times the initial amplitude (left, centre and right, respec-
tively). Doubling the initial amplitude produces the same normalised variations as the original
amplitude, as required by linearity. This property, however, is not exactly preserved when the
excitation is three times the original value. Different errors, and thus different outputs, are
produced. The sampling rate of the simulations is 44.1 kHz.
Normalised energy variations as random walks




n+1 − en. (2.152)
The quantity e
n+1/2
∆ is a measure of the energy jumps between two consecutive time steps.
These energy variations for the simulation plotted in Figure 2.12 are presented in Figure 2.14.
As can be seen, the values of e∆ follow a Gaussian distribution centred around zero.
This observation seems to hint at an underlying random walk behaviour of the energy
trajectories. Some recent works are available on this subject [197, 63], as this problem is
extremely important in the long-term stability of numerical integration. This interpretation is
based on the seminal work of Henrici [101] on round off errors as random variables, and can be
traced back to the works of Brouwer on astronomical calculations [39].
Random walks in 1D [121, 155] are paths that can be defined in the following way. Starting
from an arbitrary value (typically x0 = 0), the value of xn after n steps is given recursively by




where υj ∈ Z is a series of random values. A particularly simple case is that with υj = ±1 for
every j. The values of υj can also be defined by a Gaussian distribution, which is the scenario
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that is found in the present case. The quantities en∆ introduced above then act as the variables

























Figure 2.14: Left: Step-by-step normalised energy variations en∆ for the simulation presented
in Figure 2.12. Right: Histogram of the step-by-step energy variations in multiples of ε, en∆/ε.
A Gaussian distribution of the random values is apparent, hinting at a random walk behaviour
of the energy variations. The mean value of this set of data is −0.0004ε, while the standard
deviation is 3.82ε. A Gaussian distribution (in red) with these parameters and scaled by the
total number of time steps (44100) is superimposed to the graph.
Figure 2.15: Achieving Brouwer’s law with the finite difference scheme for the linear plate.
Energy variations from 332 different simulations with random initial parameters are plotted in
gray over 44100 time steps; the various trajectories average to zero, and such average is plotted





Looking at a single energy variation plot as that in Figure 2.12 could not be enough to deter-
mine if a numerical scheme behaves correctly, due to the statistical nature of round-off errors.
More convincing conclusions can be drawn if several simulations are run with different initial
parameters, as suggested by Hairer and other researchers [94, 197]. If the energy variations over
various simulations average to zero, and their standard deviation grows with a rate proportional
to
√
n, where n is the simulation time index, then Brouwer’s law is satisfied, and the scheme
behaves correctly.
Figure 2.15 shows the energy variations for 332 simulations with different initial parameters.
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Simply supported case, ζ/π2
Mode n. 1 2 3 4 5 25 50 75 100 Nx ×Ny
η = 1.0
2.00 4.99 4.99 7.99 9.97 39.57 71.64 103.66 138.31 51 × 51
2.00 5.00 5.00 8.00 9.99 39.89 72.66 105.41 143.30 101 × 101
2.00 5.00 5.00 8.00 10.00 39.97 72.91 105.85 144.57 201 × 201
2.00 5.00 5.00 8.00 10.00 40.00 73.00 106.00 145.00 Theoretical
η = 1.5
1.44 2.78 4.44 4.99 5.77 25.62 48.66 69.84 92.01 51 × 76
1.44 2.78 4.44 5.00 5.78 25.74 49.25 70.77 93.09 101 × 151
1.44 2.78 4.44 5.00 5.78 25.77 49.40 71.03 93.35 201 × 301
1.44 2.78 4.44 5.00 5.78 25.78 49.44 71.11 93.44 Theoretical
η = 2.0
1.25 2.00 3.25 4.24 4.99 19.91 36.58 52.21 71.13 51 × 101
1.25 2.00 3.25 4.25 5.00 19.98 36.89 52.80 71.79 101 × 201
1.25 2.00 3.25 4.25 5.00 19.99 36.97 52.95 71.95 201 × 401
1.25 2.00 3.25 4.25 5.00 20.00 37.00 53.00 72.00 Theoretical
Table 2.2: Values of ζ/π2 for a simply supported plate. The calculation is performed for various
aspect ratios η. The modal frequencies ωmod can be obtained by multiplying these numbers by
κπ2, see (2.154).
A square metal plate with thickness H = 0.001 m and Lx = Ly = 0.5 m has been initialised with
a raised cosine deformation with random amplitudes, ranging over four orders of magnitude.
The normalisation of energy variations obtained with (2.151) allows for a correct comparison
between simulations with very different initial energies. It is possible to see how energy varia-
tions average to zero over a second of simulation (44100 time steps)—the value at the last time
step is −0.06ε. The standard deviation grows proportionally to σ
√
n, with σ = 0.19.
2.4.5 Modal frequencies
As discussed in Section 2.2.4, analytic solutions for the biharmonic equation (2.83) are available
only for the simply supported case. One possible way to calculate the modes and associated
frequencies of the plate is by analysing the behaviour of the discrete biharmonic δ∆,∆ in its
matrix representation D∆,∆. The modal frequencies ωmod are related to the square root of the
eigenvalues of the biharmonic operator by the following equation
ωmod = κζ, ζ =
√
eig(D∆,∆). (2.154)
Once the eigenvalues are known, the modal shapes are the associated eigenmodes for the bi-
harmonic matrix.
In the simply supported case, where analytical solutions exist, the modal frequencies given
in closed form by Eq. (2.85) can be compared with the numerical simulation. The results are
shown in Table 2.2, where the eigenvalues ζ are calculated for various aspect ratios η = Ly/Lx
and for different grid sizes. These are scaled by a factor of 1/π2, in order to be more easily






] for a, b = 1, 2, . . . , see Eq. (2.85). It is
evident that the numerical discretisation produces slightly detuned frequencies, especially at
large mode numbers. These, however, converge to the theoretical values in the limit of high
grid density, as expected.
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A similar comparison can be performed for the clamped and free plate, for which no ana-
lytical solution is available. The results are reported in Table 2.3 and 2.4, respectively. These
values can be compared with those reported by Ducceschi in [73], which were obtained with a
modal scheme and constitute an upper limit to the values of the exact modal frequencies.
Clamped case, non-centred conditions, ζ/π2
Mode n. 1 2 3 4 5 25 50 75 100 Nx ×Ny
η = 1.0
3.51 7.15 7.15 10.54 12.80 44.28 77.29 109.85 144.90 51 × 51
3.57 7.29 7.29 10.75 13.07 45.42 79.70 113.44 152.54 101 × 101
3.61 7.36 7.36 10.86 13.20 45.94 80.71 114.93 154.93 201 × 201
3.65 7.44 7.44 10.96 13.33 46.43 81.60 116.2 156.7 Ducceschi
η = 1.5
2.64 4.09 6.44 6.54 7.80 29.33 53.78 75.21 97.00 51 × 76
2.69 4.16 6.57 6.64 7.94 30.05 55.39 77.44 99.40 101 × 151
2.71 4.19 6.63 6.69 8.01 30.38 56.08 78.19 100.43 201 × 301
2.74 4.22 6.70 6.74 8.09 30.69 56.69 78.89 101.40 Ducceschi
η = 2.0
2.40 3.12 4.41 6.23 6.26 22.09 40.79 57.22 74.45 51 × 101
2.44 3.17 4.47 6.34 6.36 22.40 41.60 58.84 76.44 101 × 201
2.47 3.20 4.50 6.38 6.42 22.55 42.05 59.54 77.14 201 × 401
2.49 3.22 4.54 6.42 6.49 22.69 42.49 60.17 77.64 Ducceschi
Table 2.3: Values of ζ/π2 for a clamped plate. The calculation is performed for various aspect
ratios η. The modal frequencies ωmod can be obtained by multiplying these numbers by κπ
2.
Non-centred conditions are applied at the boundaries. Results are compared with those reported
by Ducceschi [73] as upper limits.
Free case, non-centred conditions, ζ/π2
Mode n. 1 2 3 4 5 25 50 75 100 Nx ×Ny
η = 1.0
1.30 1.91 2.36 3.35 3.35 20.67 48.45 73.88 101.81 51 × 51
1.33 1.95 2.41 3.44 3.44 21.22 49.99 76.57 105.91 101 × 101
1.35 1.97 2.43 3.48 3.48 21.52 50.71 77.82 107.71 201 × 201
1.36 1.99 2.47 3.53 3.53 21.86 51.49 79.16 109.6 Ducceschi
η = 1.5
0.87 0.94 2.00 2.16 2.51 13.93 31.68 50.27 68.18 51 × 76
0.89 0.95 2.04 2.20 2.56 14.19 32.37 51.65 70.41 101 × 151
0.90 0.96 2.07 2.23 2.58 14.32 32.68 52.24 71.39 201 × 301
0.91 0.97 2.09 2.25 2.60 14.50 33.11 52.92 72.46 Ducceschi
η = 2.0
0.53 0.65 1.43 1.48 2.14 11.14 23.73 37.65 51.16 51 × 101
0.54 0.66 1.45 1.49 2.19 11.31 24.31 38.36 52.35 101 × 201
0.54 0.67 1.47 1.50 2.21 11.39 24.60 38.65 52.81 201 × 401
0.55 0.67 1.48 1.51 2.23 11.52 24.93 39.10 53.83 Ducceschi
Table 2.4: Values of ζ/π2 for a free plate. The same considerations of the clamped case hold
here, see the caption to Table 2.3. The first three rigid body modes of zero frequency are not
reported.
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Centred conditions
Consider the same meshing for the rectangular plate used before (see Figures 2.9 and 2.10).
This time, however, centred conditions are applied at the boundaries. The eigenfrequencies ζ
of the biharmonic operator can be recalculated for the clamped and free cases, and the results
are collected in Tables 2.5 and 2.6. These appear to be in better agreement with those reported
in the literature [124, 73]. Centred conditions, in fact, match better the actual area of the
plate, while non-centred conditions overestimate it. It is always possible, however, to choose a
different mesh, such that non-centred conditions align exactly with the boundary. This issue
will not be discussed here.
Clamped case, centred conditions, ζ/π2
Mode n. 1 2 3 4 5 25 50 75 100 Nx ×Ny
η = 1.0
3.64 7.41 7.41 10.92 13.25 45.64 79.43 112.60 148.35 51 × 51
3.64 7.43 7.43 10.95 13.31 46.23 81.05 115.27 154.98 101 × 101
3.65 7.43 7.43 10.96 13.33 46.38 81.46 115.97 156.30 201 × 201
3.65 7.44 7.44 10.96 13.33 46.43 81.60 116.2 156.7 Ducceschi
η = 1.5
2.73 4.22 6.68 6.72 8.06 30.29 55.41 77.11 99.08 51 × 76
2.74 4.22 6.69 6.74 8.08 30.59 56.37 78.52 100.76 101 × 151
2.74 4.22 6.70 6.74 8.08 30.67 56.61 78.80 101.19 201 × 301
2.74 4.22 6.70 6.74 8.09 30.69 56.69 78.89 101.40 Ducceschi
η = 2.0
2.49 3.22 4.53 6.40 6.46 22.53 41.85 58.86 75.79 51 × 101
2.49 3.22 4.53 6.41 6.48 22.65 42.30 59.83 77.10 101 × 201
2.49 3.22 4.54 6.42 6.48 22.68 42.45 60.08 77.50 201 × 401
2.49 3.22 4.54 6.42 6.49 22.69 42.49 60.17 77.64 Ducceschi
Table 2.5: Values of ζ/π2 for a clamped plate. The calculation is performed for various aspect
ratios η. The modal frequencies ωmod can be obtained by multiplying these numbers by κπ
2.
Centred conditions (2.134) are applied at the boundaries.
Numerical dispersion
Frequency-domain analysis can be applied in order to find a dispersion relation analogous to
(2.44) for the numerical scheme (2.141). By introducing the quantities px = sin
2(βxh/2) and
py = sin

















where ωtheor is the theoretical frequency obtained from the dispersion relation (2.44) in the
continuous case. It can be seen that waves along the diagonal and axial directions travel at
different speeds. Notice that the numerical dispersion of the scheme is not to be confused with
the original dispersive character of the continuous plate equation.
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Free case, centred conditions, ζ/π2
Mode n. 1 2 3 4 5 25 50 75 100 Nx ×Ny
η = 1.0
1.36 1.98 2.46 3.52 3.52 21.69 50.53 77.55 105.25 51 × 51
1.36 1.98 2.46 3.52 3.52 21.79 51.18 78.63 108.50 101 × 101
1.36 1.99 2.46 3.53 3.53 21.82 51.34 78.90 109.13 201 × 201
1.36 1.99 2.47 3.53 3.53 21.86 51.49 79.16 109.6 Ducceschi
η = 1.5
0.90 0.96 2.09 2.24 2.59 14.37 32.56 51.80 70.33 51 × 76
0.90 0.96 2.09 2.25 2.60 14.42 32.86 52.51 71.86 101 × 151
0.90 0.96 2.09 2.25 2.60 14.44 32.94 52.69 72.17 201 × 301
0.91 0.97 2.09 2.25 2.60 14.50 33.11 52.92 72.46 Ducceschi
η = 2.0
0.54 0.67 1.48 1.51 2.23 11.42 24.66 38.31 52.15 51 × 101
0.54 0.67 1.48 1.51 2.23 11.45 24.82 38.74 52.92 101 × 201
0.54 0.67 1.48 1.51 2.23 11.46 24.86 38.85 53.11 201 × 401
0.55 0.67 1.48 1.51 2.23 11.52 24.93 39.10 53.83 Ducceschi
Table 2.6: Values of ζ/π2 for a free plate. The same considerations of the clamped case hold
here, see the caption to Table 2.5. The first three rigid body modes of zero frequency are not
reported. Centred conditions (2.136) and (2.138) are applied at the boundaries.
The anisotropy of the numerical scheme has important perceptual effects. One possible
way to ameliorate the behaviour of the Cartesian scheme is by using implicit schemes, which
require the solution of a linear system in the update [19]. Another possibility is the use of














Figure 2.16: Relative numerical dispersion ∆ω of the simple plate scheme (2.141). Each contour
denotes a 5% error of the numerical frequency ωnum relative to the theoretical value given in
Eq. (2.44).
Relation between numerical and modal frequencies
One interesting question that arises is what is the relation between the modal frequencies ωmod
defined in (2.154) and the numerical frequencies defined in (2.155). It is possible to show that
the time integration performed with the scheme (2.141) causes the modal frequencies ωmod to
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where k is the discrete time step. The numerical frequencies are those that effectively appear,
e.g., in a Fourier spectrum of the simulated signal of the plate.
The values of ωnum become increasingly larger than the corresponding values of ωmod. This
can be seen in Figure 2.17, where the output spectrum of a numerical simulation is compared
with the eigenfrequencies ωmod of the system and with the numerical frequencies ωnum. In the
upper part of the spectrum, eigenfrequencies and numerical frequencies split, with the latter
being increasingly sharper.
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Figure 2.17: Top: Output spectrum for a square plate with free boundary conditions, initialised
with a raised cosine deformation, over 1 s of simulation. The sampling rate is 44.1 kHz. Bottom
left: Zoomed portion of the spectrum over the range 0-100 Hz. Modal frequencies ωmod (blue)
and numerical frequencies ωnum (red) almost coincide. Bottom right: Zoomed portion of the
spectrum over the range 1370-1470 Hz. The splitting of the two frequencies becomes apparent,
with the numerical scheme reproducing the numerical frequencies ωnum.
Bandlimiting effects away from the stability condition
The stability condition (2.145) dictates a minimum value hmin for the spatial grid step for a given
time step k. In some circumstances, it might be tempting to choose a grid step h ≥ hmin—this,
in fact, determines a lower number of grid points, leading to a less computationally expensive
scheme. This seemingly appealing strategy has however some drawbacks, the most important
of which are bandlimiting effects.
Consider to this end a rectangular steel plate with Lx = 0.5 m and Ly = 0.3 m, with
thickness H = 5 mm and κ = 0.77, simulated at a sampling rate of 44.1 kHz. When the grid
step h = hmin is chosen according to (2.145), the output produced simulates frequencies up to
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the Nyquist frequency. When a value for h larger by 1% is chosen, the spectrum of the output
obtained is considerably modified. Furthermore, an increase by 10% in the value of h produces
an output that is bandlimited by more than 30%. The results of these simulations are plotted in
Figure 2.18, where the various spectra are compared. For linear systems, it is therefore always
wise to operate right at the stability of the scheme to achieve the best results in terms of output
bandwidth.








(a) h = hmin.








(b) h = 1.01hmin.








(c) h = 1.1hmin.
Figure 2.18: Output spectra from a plate simulation with different values of the grid step h.
Top: h chosen at the stability condition (2.145). Centre: h by 1% larger than the stability
limit. Bottom: h by 10% larger than the stability limit. The progressive bandlimiting effect
or working away from the stability limit is apparent. A larger portion of the high frequency
spectrum is lost.
2.4.6 Losses and tension
A finite difference approximation of the lossy plate equation (2.57) can be written as
δttw
n = −κ2δ∆,∆wn − 2σ0δt·wn + 2σ1δt·δ∆wn, (2.158)
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where all the parameters have been introduced before. Notice that the time differences adopted
are centred around t = nk, and it is possible to show that the stability condition (2.145) for












rpl is the energy for the lossless plate (2.144). One major drawback of this scheme,
though, is that it requires the solution of a linear system at every time step, given the presence
of the Laplacian operator δ∆ in the frequency dependent loss term. Given the small values of
σ0 and σ1 that are generally adopted in musical acoustics, however, iterative methods can be
successfully used in order to speed up the computation. These also give better results in terms
of energy conservation, for the reasons outlined in Appendix B. The energy balance (2.159)
implies that at every time step, the energy lost is equal to the loss term. In other words, a new











Here, the total energy in the simulation at time step N + 1/2, given by the sum of the energy
of the plate and the accumulated dissipated power, is equal to the initial energy of the plate.
Figure 2.19 shows the conservation of the total energy for a square plate under lossy conditions.
The plate progressively loses energy, but the total stored energy in the system is conserved to
machine accuracy. Details of the implementation, however, can have a decisive impact on the
reduction of round off errors. See Appendix B for more details.
A simpler approach, that does not require the solution of a linear system, is to use a non-
centred time difference in the frequency dependent loss term. The previous equation can be
modified as
δttw = −κ2δ∆,∆w − 2σ0δt·w + 2σ1δt−δ∆w, (2.161)
thus avoiding the matrix inversion. This requires the alteration of the stability condition, which
now becomes




(4σ1k)2 + 16κ2k2. (2.162)
Finally, to conclude this section, the implementation of tension in the discrete case will be
discussed. A finite difference scheme for the stiff membrane equation (2.62) can be written as
ρHδttw = −Dδ∆,∆w + Tδ∆w, (2.163)
where T is the tension applied at the rim of the membrane. The energy balance in this case
reads




〈δx−w, st−δx−w〉D + 〈δy−w, st−δy−w〉D
)
(2.164)
where hsm is the discrete energy for the stiff membrane. This balance is similar to the continuous
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Figure 2.19: Left: Energy variation for the lossy plate. The energy for the plate (blue) decays
with time, while the accumulated loss (red) increases. The total energy of the system (black)
remains constant. Right: Normalised energy variations at machine accuracy. The simulation
was run for a square plate with Lx = Ly = 0.5 m, κ = 1.24, σ0 = 1 and σ1 = 0.0005 and
sampling rate of 44.1 kHz.
counterpart (2.63).
It is now useful to introduce the linear operator Om, analogous to (2.64), which is defined
as
Om = −Dδ∆,∆ + Tδ∆ − 2σ0ρHδt· + 2σ1ρHδt−δ∆. (2.165)
The finite difference scheme for the linear stiff membrane can thus be written as
ρHδttw = Omw, (2.166)


















The right hand side of the last equation can be condensed in a single term w̃, which represents
the quantities known from the previous time steps. This notation will be extensively used in
the remainder of this work in order to present the matter in a more compact way. The stability
condition for the scheme requires the minimum value of the grid step to be
h ≥ hmin =
√
c2k2 + 4σ1k +
√
(c2k2 + 4σ1k)2 + 16κ2k2. (2.168)
2.5 Simulation of circular plates
The simulation of circular plates is of paramount importance in many engineering applications.
In this context, finite element methods [210] are generally adopted in order to solve the under-
lying differential equations of the problem. In some cases, this approach is used to calculate the
modes of the system, thus obtaining a modal problem where the original PDEs are converted
into a set of (possibly coupled) oscillators [68, 46]. In this work, however, the emphasis is given
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to finite difference methods, as they are easier to implement and require a relative lower amount
of memory storage.
In this context, the natural approach for the simulation of circular plates would be a finite
difference scheme in polar coordinates. As a matter of fact, polar schemes do exist [19], but
they are hardly usable for sound synthesis purposes, given the severely bandlimited output
that they generally produce. Part of the Author’s work was concerned with finding alternative
methods to simulate circular plates using finite difference approaches, possibly with the use of
unstructured grids. One possible method has been devised and discussed in [98]—here, a finite
volume implementation for a circular plate is presented, using square or hexagonal grids in the
interior of the domain, and fitted cells at the boundary. This approach, however, only works for
a plate with clamped boundary conditions, while no satisfactory method is available for simply
supported and free conditions. For this reason, although novel, this methodology will not be
presented in this work.
After discussing the limitations of finite difference schemes in polar coordinates, one alterna-
tive approach based on staircase approximations is presented in the remainder of this chapter.
Although still unsatisfactory, the latter approach can serve as a first, simple and very efficient
way to simulate circular plates.
2.5.1 Limitations of polar grids
Polar grids are the first option that is considered when discretising a problem defined over a
circular domain. Finite difference polar schemes are in fact available for the plate equation
(see [19]), and require a grid with Nr and Nθ points along the radial and angular directions,
respectively. A typical grid is plotted in Figure 2.20a. As can be easily seen, the spacing is not
the same over the entire domain, but adapts to the geometry of the problem. In particular,
the points become more and more separated in the angular direction as the distance from the
centre is increased. Remembering the discussion on page 46 about the effects of increasing the
spatial step of a grid, it is reasonable to expect that the outputs produced with polar grids be
severely bandlimited.
Without dwelling upon the implementation details, which can be found in [19], Figure 2.20b
shows the spectrum of the output of a circular plate simulation in polar coordinates obtained
with an explicit scheme at a sampling rate of 44.1 kHz. The simulated plate has radius
R = 0.5 m, thickness H = 1 mm and κ = 1.5. As can be seen, the frequencies produced
are severely bandlimited, with only a few modes appearing above 5 kHz. As such, this scheme
cannot be used in sound synthesis applications.
In order to address this problem, the use of implicit schemes in polar coordinates has been
explored by Bilbao [19]. Although this approach can ameliorate the overall behaviour of the
system, the distribution of the modes obtained does not match the theoretical values except at
low frequencies. This fact and the higher computational cost associated with implicit schemes
therefore discourages from using this approach for sound synthesis purposes.
2.5.2 Staircase approximation
One simple alternative approach in the simulation of a circular plate is the use of Cartesian
coordinates over a staircase approximation of the domain. Starting from a square grid, as
discussed in the previous sections, one can select only the points that lie within a given radius
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(a) Polar grid












Figure 2.20: Left: Typical grid in polar coordinates, with Nr = 5 and Nθ = 10 points. Notice
the progressive increase in the angular grid spacing. Right: Output spectrum for a simulation
at 44.1 kHz. Except for a few spurious modes, the frequencies produced are limited below
5 kHz.
R. The resulting jagged patch is a so-called staircase approximation to the circular region
(see Figure 2.21). Although it is evident that refining the grid leads to increasingly accurate
approximations to the domain, some numerical artefacts do appear, due to the irregularly
terminated grid used for the simulation. An extensive numerical analysis of these errors for
the wave equation can be found in the works of Cangellaris et al. [44] and of Häggblad et al.
[93]. Furthermore, for plates in the simply supported case, some inconsistencies arise at the
boundaries when a circular domain is approximated with a convex polygonal shape, a problem
known as the Sapondzhyan-Babuška paradox [158, 9, 147, 59]. The limiting distribution in this
case does not satisfy the boundary conditions in the continuous case.
Despite these limitations, staircase approximations are very attractive for the simplicity of
the implementation—the algorithm is only slightly different from that of a rectangular plate.
The efficiency of the resulting numerical code, therefore, outweighs the problems deriving from
the presence of spurious artefacts, as will be seen shortly. It is clear, however, that this must only
be considered as a first step towards the simulation of curved geometries, and more satisfactory
solutions are desirable.
=⇒ =⇒
Figure 2.21: Staircase approximation for a circular region using Cartesian coordinates. The
radius of the circle is R = 1 m, and the grid spacing is h = 0.2, h = 0.15 and h = 0.1 m from
left to right.
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Construction of a staircased grid
Consider a circular plate of radius R, and start by constructing a square grid of side 2R, with a
central point O. A staircased grid can be obtained by retaining only the points that lie within
a radius R from O, and will be denoted by C. This domain near the boundary is plotted in
Figure 2.22, where regular corners and reentrant corners can be seen. In the interior of the grid,
nothing changes with respect to the Cartesian case, and the scheme (2.141) can be used. The
boundary of this region is given by the set of points with one or two neighbours lying outside
the circle. With this definition, reentrant corners, are considered interior points, with a regular
update. Since the scheme is defined on a Cartesian grid, boundary conditions can be applied
as in the case of the rectangular plate.
Both non-centred and centred conditions can be applied in the clamped case, leading to
distinct modal frequencies for the system, which can be compared with the theory. The theo-
retical non-dimensional frequencies for the clamped case are reported in Table 2.1. Figure 2.23
shows the behaviour of the frequency of the first mode of a clamped plate under non-centred
and centred conditions. Contrary to the rectangular case, a non-centred condition is more ac-
curate, assuming that the meshing of Figure 2.21 be used in both cases. As a matter of fact,
centred conditions approximate better the actual area of the jagged region. As this is already
underestimating the actual area of the circle, centred conditions lead to higher frequencies than
non-centred ones. In the free case, instead, only non-centred conditions lead to a stable scheme.
In this case, in fact, when centred conditions are applied, instabilities arise at the reentrant cor-
ners. These can be explained with a finite volume interpretation of the finite difference scheme,
as discussed in [96].
Corner
Reentrant corner
Figure 2.22: Zoomed portion of a staircase approximation of a circular region. A corner and a
reentrant corner are indicated in blue and red, respectively.
Analysis of the numerical modes
Consider now the simulation for a circular metal plate with clamped conditions with the follow-
ing parameters: R = 0.25 m, H = 1 mm, ρ = 7800 kg/m3. At a sampling rate of 44.1 kHz, the
corresponding grid has 43 × 43 points. The numerical frequencies produced by the staircased
finite difference scheme are listed in Table 2.7, together with the corresponding theoretical val-
ues. The numerical frequencies of the scheme are obtained from the eigenvalues of the discrete
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Grid points









Figure 2.23: Comparison between non-centred (blue dots) and centred (red crosses) conditions
for the first mode of a clamped plate. The theoretical frequency, as given in Table 2.1 is marked
in black. Non-centred conditions are more accurate.













while the theoretical frequencies ftheor are calculated from the values for ζ






The deviation in cents between the numerical and theoretical values of the frequencies is also
calculated.
It is possible to notice from the results that in some cases the degeneracy of the modes
with one or more nodal diameters is broken at the numerical level. The identical frequencies
predicted by the theory split into a doublet of peaks with slightly different values. This spurious
splitting is a well known artefact created by the staircase approximation, and can be attributed
to the not perfect symmetry of the domain along different diameters. The most pronounced
effects can be observed for the modes with an even number of nodal diameters—the (2,0) and
(6,0) modes, e.g., have a relative splitting of 13 and 30 cents, respectively. Another effect which
can be noticed is the sign change in the frequency difference between theory and simulation.
Contrary to what happens for the rectangular plates, where the frequency values are increasingly
underestimated by the finite difference scheme (see Section 2.4.5), here the frequencies of the
lowest modes are overestimated by the numerical algorithm. As has been already remarked, in
fact, the area of the jagged domain is less than that of the circular domain. This behaviour
changes between 750 Hz and 900 Hz. Above this value, the numerical dispersion dominates,
and the scheme increasingly underestimates the real frequencies of the system. Increasing the
simulation sampling rate has the effect of pushing this sign change towards higher frequencies.
As an additional check, it is possible to analyse the convergence of the various modes with
increasing sampling rate. Figure 2.24 shows the behaviour of the difference in cents between
the theoretical and numerical frequencies for the first 200 modes for the circular plate whose
parameters are given in the previous paragraph. As already noticed from the results in Table 2.7,
low frequency modes converge to the theoretical value from above, while at high frequency they
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converge from below. Regardless of this, however, it is possible to see that increasing the
sampling rate progressively reduces the discrepancy between theoretical and simulated values
for all the modes. At a sampling rate of 200 kHz, the differences fall between -20 and 20 cents,
while at 600 kHz the variations range from -5 to 10 cents.
Figure 2.24: Convergence of the first 200 modes for a clamped, circular metal plate with
R = 0.25 m and H = 0.001 m. The values for the simulated frequencies converge to the
theoretical ones at high sampling rate. Convergence is from above at low frequencies, and from
below at high frequencies.
Energy balance
An energy balance analogous to (2.128) can be written for the linear circular plate under
a staircase approximation. The energy expression is similar to (2.124), provided the inner
products are evaluated over the region C. Figure 2.25 shows energy conservation for a circular
plate under clamped conditions, subject to an initial deformation. Energy variations in the































Figure 2.25: Left: Normalised energy variations for the circular plate with clamped boundary
conditions under an initial raised cosine deformation over 1 second of output. Right: Zooming
in on the initial portion of the graph reveals the machine precision quantisation of the energy
jumps. Horizontal lines represent multiples of ε. The sampling rate is 44.1 kHz.
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Mode (m,n) Theoretical Numerical Cent Dev.
(0,0) 40.28 41.30 42.93
(1,0) 83.83 85.82 40.57
(1,0) 83.83 85.82 40.57
(2,0) 137.53 140.02 31.07
(2,0) 137.53 141.08 44.15
(0,1) 156.83 160.16 36.38
(3,0) 201.22 205.20 33.91
(3,0) 201.22 205.20 33.91
(1,1) 239.86 244.29 31.66
(1,1) 239.86 244.29 31.66
(4,0) 274.71 279.41 29.35
(4,0) 274.71 279.53 30.11
(2,1) 333.53 337.64 21.20
(2,1) 333.53 339.51 30.75
(0,2) 351.36 356.50 25.14
(5,0) 357.81 362.97 24.80
(5,0) 357.81 362.97 24.80
(3,1) 437.78 442.74 19.49
(3,1) 437.78 442.74 19.49
(6,0) 450.37 451.63 4.86
(6,0) 450.37 459.43 34.50
(1,2) 473.50 478.41 17.84
(1,2) 473.50 478.41 17.84
(7,0) 552.28 555.80 11.01
(7,0) 552.28 556.64 13.62
(4,1) 552.48 556.64 12.98
(4,1) 552.48 556.86 13.67
(2,2) 606.53 609.16 7.50
(2,2) 606.53 610.60 11.57
(0,3) 623.76 626.90 8.69
(8,0) 663.43 663.44 0.04
(8,0) 663.43 669.74 16.39
(5,1) 677.46 679.53 5.28
(5,1) 677.46 679.53 5.28
(3,2) 750.41 749.68 -1.69
(3,2) 750.41 749.68 -1.69
(9,0) 783.74 785.52 3.92
(9,0) 783.74 785.52 3.92
(1,3) 784.92 784.22 -1.53
(1,3) 784.92 784.22 -1.53
(6,1) 812.59 804.74 -16.80
(6,1) 812.59 816.93 9.22
(4,2) 905.05 899.96 -9.77
(4,2) 905.05 901.19 -7.41
Table 2.7: Comparison between theoretical and simulated frequencies for a clamped circular
plate. The theoretical frequencies are as per Table 2.1, and are labelled according to the number
of nodal diameters m and nodal circles n. The value for n does not include the nodal circle at
the rim. The simulated frequencies are obtained according to Eq. (2.169) from the eigenvalues
of the biharmonic operator constructed using a staircase approximation at a sampling rate of
44.1 kHz and for a plate with radius R = 0.25 m.
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Final remarks
It is worth now weighing the advantages and disadvantages of the staircase approximation in
the light of the analysis performed above. It should be clear that this approach offers a simple
strategy to simulate circular plates, which is only slightly different from that of the rectangular
plates. It is very easy, in fact, to create the discrete meshing, and no particular care must be
taken to ensure the stability of the algorithm, which is inherited from the rectangular case. The
presence of a numerical energy is an additional bonus that is useful when this model is coupled
to other components (see, e.g., Sec. 6.4).
The weak point of such approach is the accuracy of the simulation, which suffers from the
artefacts that have been described in the previous sections. In a sound synthesis framework,
however, these may be tolerated in the light of the benefits outlined above, given also the
already inharmonic character of the plates’ sound. Should a better accuracy be required in the
simulation, a higher sampling rate can always be used, as can be seen in Figure 2.24.
For these reasons, this approach will be used in the remainder of this work whenever the
domain of interest is circular. It is clear, however, that such approximation is only made in the
interest of computational efficiency, and that more work is required towards a more satisfactory




Nonlinearities play an important role in percussion instruments, and particularly in gongs and
cymbals, even at normal playing conditions. Some experimental studies have been performed
on the subject, highlighting the presence of subtle mechanisms of energy transfer between
different frequency ranges leading, ultimately, to turbulence. Amongst the first of such studies
in the context of musical acoustics, there is the work by Fletcher and Rossing, collected in their
classic textbook [84]. In more recent years, the experimental and theoretical work of Touzé,
Thomas and Chaigne [187, 174] has focussed on the analysis of gongs and cymbals within the
mathematical framework of nonlinear plate and shell vibration. This topic is still a very active
field of research [73].
Nonlinear models of plates and shells play are intensively studied in engineering, as these
structures are ubiquitous, e.g., in vehicles and buildings design. A brief introduction on the
applications of these models can be found in the textbooks by Nayfeh and Pai [137] and Amabili
[4], together with a brief account of the historical development of the theory.
The most widely adopted model for nonlinear plate vibration is probably that due to von
Kármán [198]. His contribution was to consider only the lowest nonlinear terms in the Green-
Lagrange strain tensor ε, while retaining a linear stress-strain relation. The model that follows
accounts for a nonlinear coupling between in-plane and transverse displacements (u and w, re-
spectively), and is sometimes referred to as the full von Kármán model [209]. Another important
contribution was given by Föppl [85] who, according to Bažant [11, p. 441], was responsible for
introducing a stress function which simplifies the equations. The Föppl-von Kármán, or simple
von Kármán model describes the behaviour of plates undergoing large amplitude displacements
and moderate rotations when subject to static external loads. A similar model was arrived at
by Herrmann in 1956 [102] in the dynamic case, and is sometimes referred to as the von Kármán
evolution equations [61]. In 1954, a simplified model was proposed by Berger, in which the first
invariant of the strain tensor is neglected [14].
Formally, the dynamic von Kármán plate can be described by a system of three PDEs with
three variable functions (w and the two components of u), involving several nonlinear terms
[102]. When in-plane inertia is neglected and in-plane external forcing is absent, however, a
simpler system can be written involving only two variables, the transverse displacement w and
an auxiliary variable called Airy’s stress function Φ [136], where the nonlinearity is introduced
in a very simple and elegant way. This formulation has been validated against measurements
with excellent results (see, e.g., [4, 176, 177]), and has thus been adopted in many applications.
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This simplified approach will be presented in this work. The Berger model, instead, can be
defined by a single equation that can be considered as the 2D extension of the Kirchhoff-Carrier
equation for nonlinear string vibration [45].
In the present context of musical acoustics, both models have the ability to produce pitch
glides, i.e., variations of the perceived pitch at high striking amplitudes, which are typical of the
sounds of gongs and cymbals. The Berger nonlinearity has also been used in sound synthesis
applications to describe tension modulation effects in drum membranes [7, 29]. The Berger
model, however, is unable to reproduce the most dramatic features of the sound of gongs and
cymbals, namely crashes and the migration of energy towards high frequencies, for which the
von Kármán model is required.
From a numerical simulation point of view, several approaches have been used in the past.
Finite element techniques [3, 144], pseudospectral methods [113] and symplectic methods [126]
have been adopted. Modal methods have been successfully used for this problem recently [73].
Energy conserving finite difference methods for the simulation of the simplified [17] and full [25]
von Kármán system have also been presented.
In this chapter, the first section will describe the model by Berger together with its numerical
implementation, while a second, more extended section will be devoted to the von Kármán
model. For the sake of completeness, nonlinear membranes will be presented as an extension
of nonlinear plates in the third section.
3.1 The Berger model
A simplified model for nonlinear plate vibration was derived by Berger in 1954 under simplifying
assumptions [14]. Over a domain D, Berger’s equation takes the form





The first part of the equation represents the transverse vibration w of a linear plate under
frequency independent loss, as discussed in the previous chapter (see Eq. (2.57)). The last
term represents the nonlinearity, with ∆ the Laplacian operator and T, a scalar, autonomous
nonlinearity, which is an averaged measure of the plate displacement over D:
T = ξ ‖∇w‖2D = ξ
∫
D
|∇w|2 dσ, ξ = 6D
|D|H2
, (3.2)
where |D| is the total area of the plate. Since the Berger term depends on the plate displacement,
its contribution disappears in the limit of low amplitude (linear) vibrations. A loss term is
included in the equation, such that the initial energy introduced by the blow is dissipated and
the amplitude of plate vibration decreases. In this way, the influence of the nonlinear term is
gradually attenuated, and a pitch glide effect takes place.
An energy balance for this model can be readily obtained by applying the techniques in-
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where Hpl is the energy for the linear plate defined in (2.51), Bpl represents boundary conditions
(2.49) and
Q = 2σ0ρH ‖∂tw‖2 (3.4)




∂tw∆w dσ = −T
∫
D
∂t∇w ·∇w dσ + T
∮
∂D

























‖∇w‖4D , BBerger = T(t)
∮
∂D
∂tw n ·∇w ds. (3.6)









= −Q + Bpl + BBerger. (3.7)
A new boundary term is generated by applying integration by parts to the Berger term. When
the plate is clamped or simply supported, however, this term disappears identically, due to the
fact that ∂tw = 0|∂D at the boundary. In the case of a free plate, however, boundary conditions
(2.56) no longer hold. New conditions, which now depend on T and are thus non-local, can be
derived in this case in order to obtain an energy conserving scheme (see [19]). However, the
validity of Berger’s assumptions in the free case have been questioned by several researchers
[139, 195], so its use in this case may not be completely justified. As this model will be used
in this work primarily in conjunction with drum membranes, which are held fixed at the rim,
this issue will not be discussed further.
3.1.1 Discrete approximation
Consider for the moment the infinite domain Z2. A finite difference scheme for (3.1) is discussed
in [19], and can be written as
ρHδttw
n = −Dδ∆,∆wn − 2σ0ρHδt·wn + tnδ∆wn, (3.8)
where tn represents a discrete approximation to T(t). Notice that the explicit time depen-
dence of the scheme has been indicated for clarity. Several possibilities are available for the
discretisation of tn, but one is particularly useful as it leads to a stable scheme:
tn = ξ µt+
(
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Note that the presence of µt+ makes the scheme implicit, in that t
n depends on the unknown
quantity wn+1.
A discrete analogue of the energy balance (3.7) can be obtained by multiplying (3.8) by δt·w
and by taking an inner product over the domain:
δt+hrpl = −q + t 〈δt·w, δ∆w〉Z2 . (3.10)
Here, hrpl and q are the energy and loss power for the linear plate, as defined in (2.144) and































〈δx+w, st−δx+w〉Z2 + 〈δy+w, st−δy+w〉Z2
)2
. (3.12)






similarly to the continuous case.
Boundary terms
When the domain is limited, boundary conditions are generated by summation by parts. Con-
sider, e.g., the discrete half-plane DHx ; the summation by parts in the first line of (3.11),
performed with (2.109a), produces an additional term bBerger evaluated at the boundary of the
region
bBerger = t{δt·w, δx−w}0,Z, (3.14)
where the 1D inner product has been defined in (2.110). As in the continuous case, a fixed
condition at the boundary (either clamped or simply supported) makes this extra term vanish.
3.1.2 Numerical implementation
Consider now a finite domain DNx,Ny . An efficient implementation of (3.8) can be obtained
by writing the scheme in matrix-vector form. First, though, it is necessary to recast tn into a
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Notice that boundary terms are produced in this case, too. As before, however, these are
identically zero when fixed conditions are applied, such that they need not be considered. Now,
express wn and the Laplacian operator δ∆ as vector and matrix, respectively, as discussed in







where D∆ is the matrix form of the Laplacian operator δ∆, see (2.116). Thus, the Berger term













The additional factors h and k which appear in the definition of qn are needed to take into
account the factor h2 that comes from the discrete inner product and the factor k2 that is
present in the operator δtt. The scheme (3.8) can now be written as
Anwn+1 = Bwn −Cnwn−1, (3.18)
where the update matrices A, B and C have this form
A = (1 + σ0k)1+ qq
T , B = 21− κ2k2D∆,∆, C = (1− σ0k)1 + qqT . (3.19)
Notice that A and C depend on the time step n, while B does not. The update of the scheme
requires the solution of a linear system, with the matrix A depending on known values of wn
at the previous time step. Furthermore, A is symmetric positive definite. As such, existence
and uniqueness of a solution is guaranteed. An exact expression for the inverse matrix A−1 is
given by [160, 130]:
A−1 = (1 + σ0k)
−11− (1 + σ0k)−1
qqT
1 + σ0k + qTq
. (3.20)
Notice that qqT is a matrix, while qTq is a scalar. This expression leads to a particularly
efficient implementation, since the A−1 need not be computed explicitly. When applied to
a vector u, in fact, the quantity qqTu can be calculated by performing the vector-vector
multiplication qTu first.
3.1.3 Energy conservation
Energy conservation for the Berger plate can be shown in the lossless case. Figure 3.1 shows
energy variations in the total energy on the order of machine accuracy.
3.1.4 Pitch glide effect
As anticipated, the Berger model is able to produce pitch glides. An example of this is shown
in Figure 3.2, where results obtained with a clamped square plate with L = 0.5 m, thickness
1 mm and κ = 1.5 for three different striking amplitudes are plotted. A long raised cosine
centred at x = (0.075, 0.025) m with duration 2 ms is used in all three the simulations. At low
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Figure 3.1: Left: Normalised energy variations for a rectangular Berger plate under lossless
conditions, initialised with a raised cosine deformation. Right: Zooming in on the initial portion
of the graph reveals the machine precision quantisation of the energy jumps. Horizontal lines
represent multiples of ε. The sampling rate is 44.1 kHz.
excitation amplitudes (here, Fexc = 50 N), the system behaves as a linear plate. At moderate
amplitudes (Fexc = 300 N), a weak pitch glide can be noticed. A larger effect can be achieved
with increasing values of Fexc—at Fexc = 600 N, the frequency bending is evident.







































Figure 3.2: Pitch glide effect for the Berger plate. Spectrograms for 1 s of simulation for three
different striking forces. Top: Low excitation amplitude (Fexc = 50 N). Centre: Moderate
amplitude (Fexc = 300 N). Bottom: Large amplitude (Fexc = 600 N). Increasing values of Fexc
produce a larger pitch glide, as expected. The sampling rate for the simulations is 44.1 kHz.
62
CHAPTER 3. NONLINEAR PLATE VIBRATION
3.2 The von Kármán model
3.2.1 Theory
The derivation of the von Kármán equations is based on several hypotheses [175]:
1-4. The classical theory of thin plates is considered (see Section 2.2.1).
5. Only lower order nonlinear terms are considered in the Green-Lagrange strain tensor.
6. In-plane inertia is neglected.
7. The in-plane external forcing is neglected.
By hypothesis 5, the membrane strain tensor ε in the Green-Lagrange strain tensor E (see





∇u + ∇uT + ∇w ⊗∇w
)
, (3.21)
where the last term represents the lowest nonlinear correction, while the curvature tensor κ
(see (2.37)) remains the same. The Hookean stress-strain relation (2.38) remains valid, leading





with N the membrane forces tensor and φν the tensor mapping defined in (2.26).
By applying the variational principle [88], one can arrive at the following equations [174, 73]
ρH∂2t u = ∇ ·N (3.23a)
ρH∂2tw = ∇ · (∇ ·M) +∇ · (N∇w). (3.23b)
When in-plane inertia is neglected, that is when ∂2t u = 0 (hypothesis 6), the two equations
become
0 = ∇ ·N (3.24a)
ρH∂2tw = ∇ · (∇ ·M) + N : ∇∇w. (3.24b)
The usual approach now is to substitute N with the so-called Airy stress function, defined
implicitly as
∆Φ1−∇∇Φ = N, (3.25)
where 1 is the identity matrix. Inverting (3.22), it is easy to show that
∆ tr ε−∇ · (∇ · ε) = 1
EH
∆2Φ, (3.26)
while, at the same time
∆ tr ε−∇ · (∇ · ε) = 1
2
(∇∇w : ∇∇w −∆w∆w) . (3.27)
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Finally, this leads to a simplified form of the system (3.23):




which is the well known von Kármán system that is usually found in the literature [136, 4]. As
anticipated, this is a system of two PDEs in the unknown scalar functions w(x, t) and Φ(x, t).
The nonlinearity is introduced by the bilinear operator L(·, ·), which is sometimes referred to
as the “Monge-Ampère form” or simply the “von Kármán operator”. For any two functions f1
and f2, it is defined as
L(f1, f2) = ∆f1∆f2 −∇∇f1 : ∇∇f2. (3.29)
More on this operator will be said in the next section.
3.2.2 L operator
As can be readily seen from the definition (3.29), the von Kármán operator L(f1, f2) is bilinear
and symmetric, such that for any constant c one has
L(cf1, f2) = cL(f1, f2) = L(f1, cf2), L(f1, f2) = L(f2, f1). (3.30)
One further has
∂tL(f1, f2) = L(∂tf1, f2) + L(f1, ∂tf2), (3.31)
that in the special case f1 = f2 = f reduces to
1
2
∂tL(f, f) = L(∂tf, f). (3.32)
Another interesting property which was first noted in [17] for a rectangular plate, and extended
to arbitrary domains in [175], is the “triple self-adjointness”. This property will be useful in
the following energy analysis, and states that for any three scalar functions f , g and r defined
over D, one has ∫
D
L(f, g)r dσ =
∫
D





n · [(∆g1−∇∇g)(f∇r − r∇f)] ds. (3.34)








(fn ·∇r − rn ·∇f)− (∇∇g)nτ (fτ ·∇r − rτ ·∇f) ds, (3.35)
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with
(∇∇g)nn = n · (∇∇g)n, (∇∇g)nτ = n · (∇∇g)τ . (3.36)
In the simple case when
f = 0 and n ·∇f = 0 =⇒ τ ·∇f = 0 (3.37)
at the boundary, then the line integral in (3.33) identically vanishes. This will be useful in
ensuring the conservation of energy in the model.
3.2.3 Energy
Energy analysis for the nonlinear plate can be carried out in a similar manner to the linear case







vL(Φ, w) dσ + Bpl, (3.38)
where Hpl and Bpl are the energy and boundary terms for the linear case defined in (2.51) and




































|∆Φ|2 dσ + Bpl + Bnonlin + B′nonlin.
(3.39)




is recovered, with total energy Hvkp and boundary terms Bvkp defined as
Hvkp = Hpl +
1
2EH
‖Φ‖2D , Bvkp = Bpl + Bnonlin + B
′
nonlin. (3.41)
As is apparent, the total energy is a positive quantity, which is conserved when the boundary
terms vanish.
Boundary conditions
Boundary conditions for Φ and w can be extracted by examining the boundary terms produced
by the energy analysis. In particular, Bnonlin is similar to the term J in (3.35), with Φ playing
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the same role as f while w and v have the same role as g and r, respectively. The second term







(vn ·∇Φ− Φn ·∇v)−






n · (Φ∇∆∂tΦ−∇Φ∆∂tΦ) ds. (3.43)
A condition for Φ which is widely accepted in the literature to describe free in-plane vibration
of the plate is mathematically expressed as
Φ|∂D = 0, and n ·∇Φ|∂D = 0, (3.44)
at the boundary of the domain, which is in agreement with (3.37). These conditions allow both
Bnonlin and B
′
nonlin to vanish identically. No additional condition must be applied to w. It is
to be noted that these are not the only possibility, and different conditions can lead to energy
conservation [175]. Given their particularly simple expression, however, conditions (3.44) on Φ
will be adopted throughout this work.
3.2.4 Rectangular plates
For a rectangular plate defined over DLx,Ly , Cartesian coordinates are the natural choice. The
expression for the von Kármán operator in this case becomes
L(f, g) = ∂2xf∂2yg + ∂2yf∂2xg − 2∂x∂yf∂x∂yg, (3.45)
for any two arbitrary functions f(x, y, t) and g(x, y, t).
Boundary conditions over, e.g., the side of length Ly at x = 0 can be obtained from (3.42)





















As is apparent, the conditions (3.44) become
Φ = 0, and ∂xΦ = 0 (3.48)
over the side, and they allow both boundary integrals above to be identically zero. Analogous
conditions can be derived by symmetry over the other sides.
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3.2.5 Finite difference scheme
A finite difference discretisation of the von Kármán equations has been proposed by Bilbao in
[17]. There exists a family of different possible schemes, depending on two free parameters,
which exhibit a diverse variety of behaviours in terms of performance and stability. All of them
are implicit (i.e., they require a linear system inversion), given the elliptic character of (3.28b),
which is due to the omission of the in-plane inertia terms.
One amongst all possible discretisations which are provably stable is the following:





where l is the discrete approximation of the von Kármán operator L defined, for any two grid
functions f and g, as
l(f, g) = δxxfδyyg + δyyfδxxg − 2µx−,y−(δx+,y+fδx+,y+g). (3.50)
Similar properties to the continuous operator L can be proven for its discrete counterpart l
which will eventually lead to energy conservation.
3.2.6 l operator and energy conservation
The discrete von Kármán operator (3.50) conserves the bilinearity of its continuous counterpart.
As such, a property analogous to (3.32) can be derived using (2.107a):
δt+l(f, st−f) = 2 l(f, δt·f). (3.51)
The discrete approximation of (3.33) over a domain D can be written as
〈r, l(f, g)〉D = 〈f, l(r, g)〉D + j, (3.52)
for any three grid functions f , g, and r, where j represents the boundary terms. When D = DHx ,
the semi-infinite plane with x ≥ 0, this term is equal to















Similarly to the continuous case, an energy balance for the discrete system can be arrived
at by taking an inner product between (3.49a) and δt·w:
δt−h
n+1/2
rpl = 〈δt·w, l(µt·Φ, w)〉DHx , (3.54)
where hrpl is the discrete energy for the linear plate defined in (2.124). Using the identities
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discussed above, it is straightforward to perform the following manipulations:
δt−hrpl
(3.52)









〈µt·Φ, δt·δ∆,∆Φ〉DHx + blin + bnonlin
= − 1
EH









Therefore, an energy balance of the form
δt−h
n+1/2









µt+ ‖δ∆Φn‖2DHx , bvkp = brpl + bnonlin + b
′
nonlin. (3.57)
The nonlinear contribution to the energy is non-negative, so no modifications need to be made
to the stability conditions derived in the linear case.
Boundary conditions for the Airy’s function in the discrete case can be readily obtained
from (3.53). By choosing
Φ = 0, and δx−Φ = 0 (3.58)
over the boundary of the domain, j identically vanish. Similar conditions can be derived over
the other sides in the case of a rectangular plate.
3.2.7 Numerical implementation
In order to write the update equation for the scheme (3.49), first expand all time operators









n+1 + EH l(wn+1, wn) = −δ∆,∆Φn. (3.59b)
Notice that the scheme is implicit, as the biharmonic operator and the l operator are applied
to the unknowns. The latter, in particular, given any grid function wn, can be considered as a
function of a single variable, such that
l( · , wn) = lwn( · ). (3.60)
This newly defined operator inherits the linearity of the original, thus the implicit character of
the scheme as a whole is that of a linear system. As is apparent, however, lwn( · ) depends on wn,
and thus it must be recomputed at every time step. One can then foresee some complications
in the implementation of the scheme.
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Vectorised implementation
Let w and Φ be the vector representations of the grid functions wlx,ly and Φlx,ly , then concate-







that will serve as the combined unknown of the update. It is to be noted, however, that only the
non-zero values of this vector must be retained for the calculations. The fixed conditions applied
on Φ imply that all the boundary points must be set to 0, and must then be removed from
the linear system. The same holds for w under clamped and simply supported conditions. The
matrices involved in the scheme must also be modified accordingly, by removing the unneeded
rows and columns. Regardless of these details, the update for the scheme given by (3.59) can
be written as a linear system of the form
Anfullx














Here, Anfull is a square block matrix, with 1 the identity matrix and D∆,∆ the biharmonic
operator, and bn a vector of quantities known from the previous time step. The blocks ΛnΦ
and Λnw are the matrix representations of the operator lwn( · ), acting on Φ and w, respectively,
together with the scaling constants:
k2
2ρH
lwn acting on Φ←→ ΛnΦ, EHlwn acting on w←→ Λnw.
Apart from the multiplicative coefficients, these operators are possibly different depending on
the boundary conditions applied. Referring back to the bilinear form of the discrete von Kármán
operator defined in (3.50), the new operator lwn can be written as







nδx−,y+( · ) + δx+,y−wnδx+,y−( · ) + δx−,y−wnδx−,y−( · )
]
, (3.64)
where the last term in (3.50) has been expanded into four different terms. In order to cast this
operator into matrix form, each discrete operator must be substituted with the corresponding
matrix, and since different boundary conditions might in principle be applied to w and Φ,
different matrices must be adopted.
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Reduced matrix approach
A slightly different approach consists in exploiting the upper left identity block in Anfull, solving
for wn+1 and then obtaining a single equation in Φn+1:
wn+1 = ΛnΦΦ
n+1 + bn1 (3.65a)
AnrdcdΦ
n+1 = bn2 −Λnwbn1 , (3.65b)
where the new matrix Anrdcd is given by





and bn1 and b
n
2 are the known quantities defined in (3.63). Once (3.65b) is solved, Φ
n+1 can
be inserted into (3.65a) in order to obtain the update for wn+1.
From a computational point of view, this method has the advantage that the system to be
inverted is smaller, with half of the initial unknowns, in fact, and has been proposed by the
Author in [183].
Iterative methods
As a further step in reducing the computation time of the code, different approaches to the
solution of the reduced system (3.65b) can be sought. Direct methods, like Gaussian elimination
or its variations, lead to a solution in a finite number of steps (generally on the order of N3,
where N is the size of the matrix). For large values of N , this computation becomes rapidly
very expensive. One possible alternative to this approach is given by iterative methods [157].
Starting from an initial guess, the algorithm produces several successive solutions until some
specified tolerance is reached. The convergence of such methods can be quite fast, especially
when preconditioning is used, but is generally not guaranteed a priori. One then needs to test
several types of iterative methods in order to find that with the best behaviour.
The field of iterative solution of linear systems is vast, and several different algorithms are
available. In order not to interrupt the discussion on nonlinear plate vibration, the presentation
of some of them will be delayed to the Appendix C. The interested reader is referred to [157]
for a complete discussion.
In the present case, methods based on Krylov subspaces are particularly useful, and can
speed up the computation considerably, as will be discussed in Section 3.2.10. The idea is to
use the reduced implementation discussed before, and to solve (3.65b) with the Biconjugate
Gradient Stabilised (BiCGSTAB) method [192]. At every time step, the algorithm produces a
vector that is as close to the exact solution of the system as desired by the user, at the price
of increasing the number of iterations required. To reduce the complexity of the calculation, a
less stringent tolerance can be used (typically 10−9 instead of machine ε), in order to find an
approximate solution that still retains the perceptual features of the exact numerical solution.
Notice that this comes at the price of altering the energy conservation properties of the scheme.
One difficulty with methods based on Krylov subspaces is that the convergence of the algo-
rithm is not guaranteed. This problem, however, can be reduced with the use of preconditioning
(see Appendix C). In this case, a Cholesky decomposition of the biharmonic matrix D∆,∆ is
the choice that gives the best results in terms of accuracy and computational speed.
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Summary of the different methods
It is perhaps worth pausing the discussion for a moment to recapitulate the different approaches
proposed to solve the linear system required in the implementation of the von Kármán scheme.
Three methods have been discussed in this section. The first consists in solving the system (3.62)
with a direct method, such as Gaussian elimination, obtaining simultaneously the update for
wn+1 and Φn+1. This approach will be referred to as the full matrix implementation. A second
strategy, labelled reduced matrix implementation, requires the system (3.65b) to be solved first
in order to find the updated value for Φn+1, and then to substitute it back into (3.65a) in order
to find wn+1. In this case, the solution of the linear system is performed with a direct method.
Finally, the iterative approach is similar to the reduced one, except that the solution of the
linear system (3.65b) is found with an iterative method, typically BiCGSTAB. In this case, the
user can specify the tolerance with which the system is solved.
These three methods have different properties which are analysed in the following sections.
3.2.8 Energy conservation
The three implementations described above show different properties in terms of energy conser-
vation. The behaviour of the scheme, in fact, is very sensitive to the type of the linear system
solution chosen.
Consider, first of all, a square metal plate with thickness H = 1 mm, κ = 1.5 and Lx =
Ly = 0.3 m under lossless conditions, initialised with a raised cosine impulsive excitation with
velocity 0.01 m/s. The maximum displacement produced by the strike in this case is about
the same as the thickness. Simulation results in terms of outputs and energy can be compared
for the three different implementations described before. Figure 3.3a shows a comparison of
the normalised energy variations for the three implementations. As is apparent, compatible
patterns are produced in all cases.
Consider now the same plate, but initialised with a velocity of 0.5 m/s, corresponding to
maximum displacement of about eleven times the thickness. In this case, the energy calculation
starts to drift for the reduced and iterative implementations. Energy variation patterns are
plotted in Figure 3.3b, with the iterative method exhibiting larger variations than the reduced
method. This might be hinting at a poor convergence of these two implementations, and
possibly to a tendency to larger numerical errors.
Statistical analysis of the energy
The behaviour of the three implementations may be explored in a statistical way over a wide
range of displacement to thickness ratios. Consider therefore the normalised step by step energy
variations e∆ defined in (2.152) in terms of the normalised energy variations e. As discussed in
Section 2.4.4, for a typical simulation the values of e∆ should average to zero. Large variations
in this expected behaviour could hint at a possible problem with the numerical scheme. The
average avg(e∆) over the entire simulation can thus be considered as a first parameter to analyse
the behaviour of the implementations.
Figure 3.4 shows the results of this analysis over the range of output/thickness ratios between
0.1 and 100. A set of 76 random velocities have been chosen and used to initialise identical
simulations with the three different implementations. Each simulation lasted 0.2 s (8810 steps
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(a) Energy variations at low excitations.




















(b) Energy variations at high excitations.
Figure 3.3: Comparison of the three implementations of the linear system for the von Kármán
system in terms of energy conservation. Top: Plate excited with a raised cosine velocity of
0.01 m/s, corresponding to an output to thickness ratio of one. Energy variations are on the
order of machine precision. Bottom: Plate excited with a raised cosine velocity of 0.5 m/s,
corresponding to an output to thickness ratio of eleven. A linear drift can be noticed in the
reduced and iterative patterns. The simulations were run with identical parameters for the
plate and at a sampling rate of 44.1 kHz.
at a sampling rate of 44.1 kHz). The average variations avg(e∆) in multiples of machine ε
are plotted for each run as a function of the output to thickness ratio. Note that a correct
normalisation of the energy variations is necessary in order to be able to compare the results
of the simulations over a wide range of initial conditions.
As can be seen, the full implementation shows the least jitter in the energy average. The
reduced and iterative implementations, instead, show a similar behaviour up to a ratio of ten,
when they start to exhibit a clear drift. The reduced implementation, in particular, shows a
negative drift between ratios of 10 and 35, while for larger ratios a positive drift can be noticed.
A similar behaviour can be seen for the iterative implementation, but in this case much larger
drifts can be observed.
From this discussion, it is clear that the full implementation exhibits the best behaviour over
a wide range of output to thickness ratios. Even at ratios of a hundred, where the validity of
the physical model itself is questionable, this numerical implementation is stable and produces
good results. The reduced and iterative implementations, on the other hand, can be safely used
up to ratios of ten, with analogous results to the full implementation. This can constitute a
major advantage from the computational point of view, as will be explained shortly.
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Figure 3.4: Average energy variations for the various implementations in multiples of ε. Left:
Comparison between the full and reduced implementations. Right: Comparison between the
full and iterative implementations. Larger variations can be seen for both the reduced and
iterative implementations. The three approaches, however, give similar results for output to
thickness ratios up to ten. The simulations were run at a sampling rate of 44.1 kHz and for
0.2 s.
3.2.9 Outputs
The outputs corresponding to the simulations of Figure 3.3 are plotted in Figure 3.5. At low
excitation amplitudes (Figure 3.5a), the displacement at the centre of the plate obtained with
the full implementation is on the order of the thickness, as anticipated. The differences between
the output calculated with the full method and the other two approaches are also plotted. In
this case, the differences are tiny, at least twelve orders of magnitude smaller than the amplitude
of vibration.
Consider now the case of high amplitude excitations described in the previous section.
The output for the full implementation is plotted in Figure 3.5b, together with the difference
between this trajectory and those produced with the reduced and iterative implementations. As
anticipated, the maximum displacement in this case is about eleven times the thickness. Here,
the differences between the outputs calculated with the different methods can even become
larger than the output itself!
Despite the previous discussion on energy conservation for the three implementations, it
is difficult to attribute the different outputs totally to numerical errors. The dynamics of the
von Kármán model, in fact, is inherently turbulent. This means that small differences in the
initial conditions produce trajectories that separate at a rate that is proportional to the inverse
of the largest Lyapunov exponent of the system [189]. Therefore, as soon as small numerical
variations are produced in the solution of the linear system, they start to increase, eventually
producing totally different behaviours. The rate at which this happens depends on how strongly
the nonlinearity is activated.
Musical acoustics simulations
The numerical issues broached in the previous sections, though important when it comes to
numerical analysis, seem less urgent in sound synthesis applications. The discrepancy between
the three implementations, in fact, is large when impulsive initial conditions are used, but when
smoother excitations are adopted, the differences between the various outputs take more time
to build up, and are not perceptually relevant.
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(b) High amplitude excitation.
Figure 3.5: Comparison of the outputs obtained with the three different implementations at low
and high excitation amplitudes. Left: Output obtained with the full implementation. Centre:
Difference between the outputs calculated with the full and reduced implementations. Right:
Difference between the outputs calculated with the full and iterative implementations. The
sampling rate of the simulations was 44.1 kHz.
Consider a square steel plate with Lx = Ly = 0.5 m with thickness H = 1 mm, excited with
a long raised cosine strike, as defined in Section 6.5.1. The outputs from such simulations are
presented in Figure 3.6. It is possible to see that the differences between the two implemen-
tations are very limited. As a further step, the tolerance used in the iterative method can be
dropped from the original machine ε in double precision to a less stringent value (for example
10−9). In all three cases, the outputs generated are very similar—the differences, although
present, are several orders of magnitude smaller than the signals themselves. The huge benefit
of using the reduced implementation, however, comes from the increase in computation speed,
which is illustrated in the next section.
3.2.10 Computational cost
The main drawback of the full implementation is its computational cost, with the solution of the
linear system (3.62) being the dominant part of the code. The reduced and iterative implemen-
tations presented before can somehow alleviate this problem by speeding up the computation.
As a crude measure of the increase in computation speed obtained with the reduced and
iterative implementations, one can compare the run times for identical simulations, differing only
in the solution of the linear system. Table 3.1 shows the computation times for the simulations
presented in Figure 3.6, i.e., the times required to produce 1 second of output at the sampling
rate of 44.1 kHz. The full implementation is the most computationally expensive—it is 1.6
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Figure 3.6: Comparison between the outputs obtained with the three implementations (full,
reduced, and iterative with a tolerance of 1 × 10−9). Left: Output obtained with the full
implementation. Centre: Difference between outfull and outrdcd. Right: Difference between
outfull and outiter. All the displacements are expressed in millimeters. Notice that the difference
between the various outputs is several orders of magnitude smaller than the outputs themselves,
thus justifying the use of the reduced and iterative implementations. All simulations are run
for a square steel plate with Lx = Ly = 0.5 m and thickness 1 mm, under lossy conditions
(σ0 = 1.34, σ1 = 0.001) and with a long raised cosine strike with duration 4 ms and force
2000 N.
times slower than the reduced implementation and more than 2 times slower than the iterative
implementation. A tolerance of 10−9 has been used in the iterative solution.
Although in some sense this is not a fair comparison, as the results obtained are different, it
can nonetheless give an idea of the benefits of using the iterative method in musical acoustics
applications. The advantage in terms of reduction of computation time becomes more and
more pronounced with increasing state size of the system. This corresponds to a lower grid
step, or equivalently to a higher sampling rate. Considerable savings of time can be obtained
for nonlinear membranes, as discussed in [183]. See also Chapter 6.
Full Reduced Iterative
Computation time 839 s 512 s 361 s
Speedup ×1 ×1.6 ×2.3
Table 3.1: Computation times for the simulations presented in Figure 3.6. The codes used
are identical, except for the lines that concern the solution of the linear system. Speedups
are calculated with respect to the full implementation. Simulations have been run on an Intel
Core i7 CPU with processor speed of 2.8 GHz.
3.2.11 Pitch glide and crashes
One of the most prominent features of the von Kármán model is the ability to produce pitch
glides and crashes at high excitation amplitude. Pitch glides have already been discussed in
the Berger case (see Section 3.1.4), and a similar phenomenon can be seen in Figure 3.7. Here,
an external force fext with a raised cosine shape (see Section 6.5.1) has been adopted for the
excitation of a square steel plate with Lx = Ly = 0.5 m, thickness H = 1 mm and κ = 1.5. The
duration of the strike is 4 ms in all cases, whereas the maximum force Fmax is as indicated in
the captions. Pitch glides are not the only effect that is produced by von Kármán equations.
At large excitation amplitudes, a migration of energy towards the high frequencies is activated,
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which produces crashes typical of gongs and cymbals. This is apparent from the spectrograms
of Figure 3.8, which refer to the same simulations discussed above.
(a) Fmax = 10 N.
(b) Fmax = 200 N.
(c) Fmax = 1000 N.
Figure 3.7: Spectrograms for the outputs of a square steel plate with von Kármán nonlinearity
at excitation amplitudes as indicated. Pitch glide effects can be noticed at high excitation
amplitudes. The simulation sampling rate is 44.1 kHz.
3.2.12 Quasi-periodic and turbulent behaviour
One of the most interesting features of the von Kármán model is the richness of phenomena
that it can produce. Fletcher and Rossing [84] studied the vibration of cymbals subject to
a harmonic excitation, and they reported various behaviours depending on the amplitude of
the signal injected. More complex phenomena, ultimately involving turbulent behaviour, have
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(a) Fmax = 10 N.
(b) Fmax = 200 N.
(c) Fmax = 1000 N.
Figure 3.8: Spectrograms for the same simulations as Figure 3.7, highlighting crashes phenom-
ena at increasing excitation amplitude.
been observed experimentally by Touzé, Thomas, Chaigne et al. [187, 54, 190], with bifurcations
appearing at particular frequencies and for particular amplitudes of the injected signal.
Numerical simulations performed with the scheme presented before are able to reproduce
the kind of phenomena demonstrated by the experiments. Similar studies have been reported
before in [188]. Recent works [43, 73] based on modal methods are also available. Consider, for
example, a plate excited with a sinusoidal force with frequency fexc and increasing amplitude
Aexc. The response of the plate depends on the force applied, and generally falls into three
different regimes: periodic, quasi-periodic and turbulent. At very low amplitudes, the system
behaves almost linearly, and a single frequency (the excitation) appears in the spectrum. A
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weakly nonlinear behaviour is soon noticeable, which is characterised by spectral lines at odd
multiples of fexc. This behaviour is attributed to the cubic nonlinearity that appears in the von
Kármán equations [188]. When the excitation is increased, more energy is available, which can
then be shared between different modes that have particular relations between their frequencies.
A bifurcation to a quasi-periodic regime is said to happen at this stage. Finally, at larger
amplitudes, a turbulent regime is reached, where the entire spectrum of the plate is activated. At
this point, it is difficult to distinguish single peaks, and more complex mathematical techniques
must be applied in order to extract information from the spectra [187]. There are however some
exceptions to this general behaviour. In some circumstances, especially at low fexc, a direct
transition to turbulence can be observed, without the quasi-periodic regime [188].
Figure 3.9 shows the behaviour of a simply supported metal square plate with L = 0.5 m,
κ = 1.5 and thickness H = 1 mm excited with a sinusoidal force with fexc = 69 Hz and variable
amplitude Aexc from 0 to 50 N. This particular frequency is not very close to any eigenfrequency
of the system, the (2,1) and (2,2) modes being at 49 Hz and 78 Hz, respectively. Losses are
included in the model, with σ0 = 0.75 and σ1 = 0.001. A linearly increasing force is applied
from t = 0 to t = 16 s, when it suddenly stops. At that point, the plate vibrates freely for 4 s,
for a total duration of the simulation of 20 s.
The displacement of the plate can be seen in Figure 3.9a. The sudden jump in signal is
evident at about 9 s, corresponding to an excitation amplitude of about 28 N. This represents
the onset of turbulent behaviour. The spectrum of the velocity signal up to 10 kHz is plotted
in Figure 3.9b. The activation of the entire frequency range here is apparent. A slow build up
of high frequency energy is also noticeable, which is typical of the turbulent behaviour.
Additional information can be gathered by looking at a zoomed portion of the spectrum up
to about 1500 Hz. Here the four regimes described above can be clearly distinguished. The
initial portion represents the periodic regime, where lines associated with odd multiples of the
excitation frequency (fexc, 3fexc, 5fexc, . . . ) are visible. At about 7 s, subharmonic frequencies
appear, which signal the onset of the quasi-periodic regime. A second bifurcation takes place
at t = 8.8 s, when a turbulent regime sets in. At t = 16 s, the external forcing is switched off,
and the plate vibrates freely. The energy of the system is dissipated by the loss terms in the
equations, giving rise to a downward pitch glide that can be clearly noticed.
78
CHAPTER 3. NONLINEAR PLATE VIBRATION
(a) Displacement of the central point of the plate
t (s)













(b) Spectrum of the velocity signal up to 10 kHz.
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(c) Spectrum of the velocity signal up to 1.5 kHz.
Figure 3.9: Numerical simulation of the nonlinear behaviour of a square plate under an external
sinusoidal force with increasing amplitude. The sampling rate is 44.1 kHz. In the last figure,
the various regimes are indicated (Periodic, Quasi-Periodic, Turbulent and Free).
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3.3 Extension of the nonlinear models to membranes
In this section, the nonlinear models for plate vibration are extended to membranes. Although
short, this section is fundamental for the modelling of drums described in the later chapters.
3.3.1 Berger nonlinearity
The linear behaviour of membranes has been briefly presented in Section 2.2.3. In order to
account for nonlinear phenomena in drum membranes, some authors [7, 29] have included in
the stiff membrane equation (2.62) a tension modulation term similar to the Berger nonlinearity
discussed in Section 3.1. In this case, the equation of motion becomes
ρH∂2tw = Omw + T∆w, (3.67)
where Om is the linear operator defined in (2.64) and T has been defined in (3.2). It is clear
that, in this case, the additional Berger term is responsible for changing the tension of the
membrane, such that
T −→ T + T (3.68)
thus increasing the equilibrium value T by a quantity T that depends on the displacement of
the membrane.
One possible finite difference scheme for (3.67) can be written in terms of the schemes





where Om is the discrete linear operator defined in (2.165) and t
n is the tension modulation
term defined in (3.9). The discrete energy for the system in this case can be written as
htot = hsm + uBerger, (3.70)
where the energy hsm for a stiff membrane under linear conditions has been defined in (2.164)
and the expression for uBerger can be found in (3.12). This energy is conserved under lossless
conditions.
3.3.2 von Kármán nonlinearity
A different approach, which is often used in engineering applications [109, 108], but has never
been adopted so far in acoustical applications, is the inclusion in the membrane equation of
a nonlinear term of von Kármán type. This leads to a system similar to (3.28), but with the
additional membrane term. The new equations read
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A similar system applied to membranes has been proposed by Yasuda and Asano [207] and
by Nayfeh [136], although in both cases the fourth order linear term was discarded. Given
the fixed conditions used for the membranes, no additional boundary terms are needed besides
those presented in this chapter.
A finite difference scheme for the above system can be easily written by combining the










following the energy conserving scheme used in (3.49).
The total energy in this case can be written as
htot = hsm +
1
2EH
µt+ ‖δ∆Φ‖2D , (3.73)
where the norm in the last term is calculated over the discrete domain D.
3.3.3 Further remarks
One interesting question that arises is if the two models lead to comparable results when applied
to membrane vibration. In the case of plates, it has been seen that although both models are
able to replicate pitch glide effects, the von Kármán model produces more complex and richer
phenomena, which ultimately lead to a more realistic synthetic sound. It is therefore important
to evaluate up to which point the simple Berger model can be used in the case of nonlinear
membrane vibration, and when the von Kármán model is needed, instead.
A preliminary study [186] regarding this particular issue has been performed by the Author




Many musical instruments rely on collisions for sound generation. Typical examples are reeds
in wind instruments, the hammer-string interaction in pianos or the slapping gesture in a
bass guitar. Percussion instruments, however, are probably the most salient example of this
type of phenomena. In drums and gongs, for example, the sound is generally produced by
striking these instruments with a mallet. A physical model must then take into account the
subtle phenomena that occur during the short period (generally a few milliseconds) of contact.
Experimental investigations of collisions in tom tom drums have been performed by Dahl et al.
[66, 200], and they confirm the complex shape of the collision force during the impact.
When it comes to numerical simulation, collisions play an important role in many branches
of science and engineering. The main challenge is to detect an interaction between two objects
given some physical and geometrical constraints, and to correctly model the ensuing reaction.
To this end, two different approaches are generally adopted. The first method consists in
including the constraint in the total energy of the system through Lagrange multipliers. A
second approach, generally referred to as penalty or regularisation method, allows some inter-
penetration between the objects, and includes in the equations of motion a repelling force term
proportional to it. In this work, this latter approach will be adopted, and its description in
the particularly simple case of a mass colliding against a rigid barrier is discussed in Section 1.
More information on both methods and on collision simulation can be found in [206].
In acoustical applications, penalty based methods have been used extensively to describe
collisions in musical instruments. These generally depend on a collision force fc that can be
defined as
fc = K [ζ]
α
+,
where ζ is a measure of the interpenetration between two objects (e.g., a hammer and a string,
or a mallet and a membrane), and K and α > 1 are two parameters, usually determined
experimentally. The force is active only when a positive interpenetration is detected (hence the
symbol [ · ]+, see Section 4.1). This penalty method can be viewed within the mathematical
framework originated by Hertz and his contact law [120]. The original formulation set down
for a sphere can be extended to more complex systems, and the validity of this approach can
be confirmed experimentally a posteriori. At first, many works used this approach with piano
hammers [171, 36, 95, 49, 50], combining both experimental analysis and numerical simulation.
This has soon been extended to collision modelling in many different cases, such as xylophones
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[51], plates [53, 119] and drums [146]. Since then, this approach has been adopted extensively
for a wide variety of systems (see [27] for a recent review).
The interpretation of the collision force fc and its physical model can be twofold. On the
one hand, the interpenetration ζ can be thought of as an elastic deformation appearing on the
material as a consequence of the collision, which disappears as soon as the two objects separate.
This corresponds to the original Hertzian formulation. Hysteresis effects can also be taken into
account [36, 170, 8]. On the other hand, fc can be interpreted as a mathematical device to
obtain rigid body collisions. In a strict physical sense, allowing interpenetration to occur in
rigid bodies clashes with their very definition as non-deformable objects. It can be shown,
however, that the value of ζ can be made arbitrarily small with a sensible choice of K and α,
thus leading to a rigid collision in the limit. This particular framework is useful in the case of
percussion instruments, where the mallets and sticks used are generally made of solid wood.
It is also relevant in the distributed collisions between the strings and the membrane that can
be found in snare drums [153]. In this case, in fact, it would be hard to justify deformation
or interpenetration of the materials. Therefore, this mathematical interpretation is adopted in
this work.
One drawback in the use of a power law collision force in a numerical scheme is stability.
Explicit and semi-implicit schemes, which are particularly simple to implement [19], suffer how-
ever from the lack of an associated energy. As such, the stability of the numerical scheme cannot
be guaranteed. A possible alternative is the use of a collision potential Π which leads directly
to a conserved energy for the system (see [110] for an analysis of this method in the continuous
case). This, however, comes at the price of complicating the numerical implementation, by
requiring the solution of a nonlinear equation in order to update the scheme.
This approach has first been proposed by Chaigne and collaborators in [52], in the case
of a lumped mallet colliding against a timpani membrane. The important issue of existence
and uniqueness of a solution is discussed and solved therein in the discrete case. A similar
approach has been adopted by Chabassier for a piano hammer striking a string [46], and by
Chatziioannou and van Walstijn to model lumped collisions [56] and string/bridge interactions
[58]. This method has been applied to the triple interaction between string, fretboard and
player’s finger by Bilbao et al. [26] and to bowed string instruments by Desvages et al. [69].
Extensions of these ideas to the case of distributed collisions in 2D, as in the case of a string
striking against a membrane, have been presented by the Author in [185, 184]. See also [27] for
a recent review analysing all these cases.
4.1 Collision of a mass against a rigid barrier
Consider a lumped object of mass M and vertical position z(t) at time t ≥ 0, colliding from
below against a rigid barrier positioned at z = 0. A penalty approach prescribes the introduction
of a force f(t) that acts whenever some penetration is detected, and that can be defined as







This expression for the collision force is particularly useful, and has been adopted in many
previous works (see [27] for a recent review). Here, the parameters K and α are obtained
experimentally, and depend on the particular model at hand. The symbol [ · ]+ represents the
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positive part of the argument. The action of f can be understood as follows. Whenever the
position of the mass lies above the barrier level, the positive part of z is different from zero,
hence the collision potential is activated. A repelling force is then generated, which pushes the
mass downwards, away from the barrier. At this point, [z]+ = 0 and the collision force is no
longer active.





and this is the equation that will be simulated numerically. In implementation, it is conve-












When the object is deformable, the penetration can be interpreted as a compression without
loss of energy. When the collision is meant to be perfectly rigid, however, this model is physically
inconsistent, at least at the philosophical level, as it contradicts the definition of rigid bodies
as non-deformable objects. Nonetheless, in practical applications the parameters K and α can
be chosen such that the amount of spurious penetration be controlled and be made arbitrarily
small (at least within the limits of numerical computation). More on this will be said later.
4.1.1 Energy balance















This directly leads to an energy balance of the form
dHtot
dt








where Htot is the total energy of the system and HM is the (kinetic) energy of the mallet. It is
now possible to derive some bounds on the velocity and position of the mass, by exploiting the
fact that the energy is non-negative:













Thus, when a rigid collision is to be simulated, the amount of penetration allowed can be
controlled by a sensible choice of α and K.
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4.1.2 Finite difference scheme
A finite difference scheme for (4.2) can be written as follows. Let k be the discrete time step,
and zn an approximation for z(t) at time step nk. The discrete equation for the colliding mass
is
Mδttz
n = −fn (4.7)





, Πn+1/2 = µt+Π(z
n). (4.8)
As before, the discrete collision force depends on the potential Π defined in (4.3) evaluated for
the discrete variable zn. This scheme is similar to that used by Chatziioannou and van Walstijn
in [56].
4.1.3 Discrete energy balance and bounds










which leads directly to
δt−h
n+1/2












where htot is the discrete total energy of the system and hM is the discrete energy of the mallet.
Thus, htot is conserved and is non-negative.

















Notice that the factor 21/α+1 makes the second bound slightly wider than that of the corre-
sponding continuous case.




where the time averaging operator now acts directly on zn, or even a parameterised combination
of the two expressions. The energy balance for the scheme would not be modified by this, but
different and less stringent bounds on the solution would derive from the new expression1.




The numerical implementation of (4.7) can be obtained by expanding it as














Thus, the update of the scheme requires the solution of a nonlinear equation of the form
Γ(r) = r +m
Π(r + a)−Π(a)
r
+ b = 0, (4.14)
where the new variables




have been introduced to simplify the notation. Once r is determined, the scheme can be updated
immediately. As is always the case with nonlinear equations, the existence of a solution is not
generally guaranteed. In this particular case, however, a proof of existence and uniqueness can








K xα, for x ≥ 0
0, for x < 0
(4.17)
Hence, Γ(0) is continuous and well defined at r = 0, given the continuity of the function Π′.
Furthermore, the derivative Γ′ of (4.14) can be calculated as




−Π(r + a) + Π(a) + rΠ′(r + a)
]
. (4.18)
This function is also well behaved at r = 0, as long as α ≥ 1, with
lim
r→0




αK xα−1, for x ≥ 0
0, for x < 0
(4.20)
The heart of the uniqueness proof lies in the fact that Γ′(r) ≥ 1, meaning that Γ is bounded




rΠ′(r + a) ≥ Π(r + a)−Π(a), (4.21)
which holds given the particular choice of Π.
4.1.5 Newton-Raphson method
As discussed in the previous section, the implementation of the collision model just presented
relies on the solution of a nonlinear equation. This is a problem frequently encountered in every
branch of science: given a function f(x), one wishes to compute its roots, that is the solutions
x̄ to the equation f(x) = 0.
One possible way to tackle this problem is the use of an iterative method such as Newton-
Raphson [100]. Starting from a guess solution x0, one can compute successive approximations
to x̄ as




where f ′ is the derivative of f . In order to find the solution of f(x) = 0, then, the derivative of
f must be known beforehand.
For the particular choice of Π (4.3), the derivative for r 6= 0 is available, as discussed in the
previous section. Starting from an initial value r0, Newton-Raphson method applied to (4.14)
gives successive approximations to the solution as




In implementation, particular care must be taken when evaluating Γ and its derivative at r = 0.
In this case, the alternative expressions (4.16) and (4.19) must be used, instead.
4.1.6 Simulation results
Consider a mass M = 10 g, with initial position z0 = −8 mm and velocity v0 =
√
3 m/s,
colliding against a barrier positioned at z = 0. The trajectory followed by the mass is plotted
in Figure 4.1, together with the normalised energy variations of the scheme for K = 108 and
α = 2.5 at sampling rate of 44.1 kHz. The activation of the collision force is marked in red.
As can be noticed from the trajectory, the position of the mass lies above the barrier for a
period of about 3.5 ms, meaning that penetration takes place, as expected. Energy variations
are exactly zero before the contact. Then, small quantised jumps in the discrete energy can be
seen when the collision is taking place. Other types of progressively bigger energy jumps can
be noticed when the mass moves away from the barrier and is not in contact with it. These
can be interpreted as a loss of accuracy in the calculation of the kinetic energy due to the
increasingly larger value of z, as the mass moves away from the barrier. Notice, also, that such




































Figure 4.1: Left: Trajectory of a mass M = 10 g colliding against a barrier positioned at z = 0.
Right: Normalised energy variations for the numerical scheme. The color red in both plots
signals that collision is taking place. The sampling rate is 44.1kHz.
4.2 Lumped 2D collision
The case of a mallet colliding against a membrane or a plate is particularly useful in the context
of percussion instruments. Consider, as a more general situation, a stiff linear membrane as
described in Section 2.2.3, defined over a region D endowed with Cartesian coordinates, together
with a lumped object of mass M acting as a mallet from above. This system can be described
by the following set of equations:





where as usual, w denotes the transverse vibration of the membrane, ρ andH are the density and
thickness, Om represents some combination of 2D linear operators (see (2.64)), and z represents
the position of the mallet. Fc and fc represent the collision force acting on the membrane and
on the mallet, respectively. The term “force” for Fc is a slight abuse of language, since it is
really a force density. These two quantities are related by the condition
Fc = g fc, (4.25)
where g(x, y) represents a spatial distribution centred around the impact point on the 2D
surface. It is useful to normalise g to unity, such that∫
D
g dσ = 1. (4.26)
Notice the different sign of the collision forces, given the fact that in one case the force points
upwards, and in the other downwards.







g w dσ − z (4.27)
where ζ is now a measure of the penetration of the mallet—notice that ζ is positive when the
mallet lies below the portion of the 2D surface averaged over the distribution function g. The
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where K and α are the collision coefficient and exponent, respectively. A similar approach has
been used by Rhaouti et al. in [146].
As in case of the mass colliding against a rigid barrier, this system possesses an energy which
is conserved in the lossless case. The usual multiplication by the velocity and integration over













where Hsm is the energy for a stiff membrane defined in (2.63) and HM is the kinetic energy of























Thus, an energy balance is obtained with
dHtot
dt
= 0, Htot = Hsm + HM + Π. (4.31)
4.2.1 Finite difference scheme
The system (4.24) can be discretised as follows
ρHδttw = Omw − gfc (4.32a)
Mδttz = fc, (4.32b)
where g is a discrete distribution normalised such that 〈g, 1〉D = 1, and Om is the discrete






, ζn = 〈g, wn〉D − zn, Πn+1/2 = µt+Πn. (4.33)
A discrete energy balance is easily arrived at through the usual techniques. Summing
together the energy for the mallet and for the membrane, one obtains









leading to an energy balance analogous to the continuous case of the form
δt−htot = 0, htot = hsm + hM + Π. (4.35)
The implementation of this scheme requires the solution of a nonlinear equation. First,
write the update for the system (4.32):








where w̃ and z̃ represent the quantities known from the previous time steps, see (2.167), and σ0
is the loss parameter defined in Section 2.2.3. Notice now that fnc depends on ζ
n+1, which in
turn depends on both wn+1 and zn+1. Taking an inner product of the first equation with g and
subtracting the second equation, leads to a nonlinear equation in the unknown r = ζn+1−ζn−1
of the form
Γ(r) = r +m
Π(r + a)−Π(a)
r
+ b = 0, (4.37)
which is formally identical to (4.14). In this case, however, the various quantities are defined
as








Consider a linear steel plate with thickness 1 mm and κ = 1.5, excited with a lumped mallet
of mass 0.1 kg. Figure 4.2 shows the results of a simulation with K = 1010 and α = 2.5. The
position of the mallet and the averaged striking location on the plate is presented, together
with the profile of the collision force generated by the impact, the energy curves for the various
components and the normalised variations of the total energy. For illustration purposes, a
particularly large value for α has been chosen, which is far from a perfectly elastic collision—the
maximum interpenetration here (the difference between the mallet and the membrane position)
is about 0.8 mm. A smaller value can be achieved with smaller values for α. It is interesting to
analyse the force profile obtained. The initial portion of the signal resembles that of a raised
cosine strike that has been used before. However, rather than reaching zero after the maximum,
the profile shows two additional bumps, that considerably lengthen the duration of the impact.
4.3 Distributed 2D collisions
In this section, the interaction between a distributed 1D object, like a string, and a 2D surface
is studied. First, however, it is necessary to make a short detour in order to introduce the
equation for a stiff string. The energy techniques adopted for the plates and membranes can

























































Figure 4.2: Simulation results for an interacting system of a mallet (M = 0.1 kg), and a linear
rectangular steel plate (Lx = 0.4 m, Ly = 0.7 m, thickness H = 1 mm, κ = 1.5) under lossless
conditions. From top to bottom: Displacement of the mallet and of the corresponding striking
location on the plate; profile of the generated force; contributions to the total discrete energy
(black) from the mallet (red) and plate (blue) energy; normalised energy variations for the
numerical scheme. The sampling rate is 44.1 kHz.
4.3.1 Stiff string equation
Consider the transverse displacement u(χ, t) of a stiff lossy string defined over a 1D region
Ds = {χ ∈ [0, L]} and with t ∈ R+. The equation of motion can be written as
ρsA∂
2
t u = Osu, Os = Ts∂2χ − EsIs∂4χ − 2σ0,sρsA∂t + 2σ1,sρsA∂2χ∂t (4.39)
with ρs the density, A the cross sectional area, Ts the tension, Es Young’s modulus, Is the
moment of inertia, and σ0,s and σ1,s the loss coefficients for the string. The linear operator
Os will considerably simplify the notation in the next sections. Notice that this equation is
formally very similar to that of a stiff membrane. Similar models for the string have been used
before, particularly by Hall [95] and Chaigne and Askenfelt [49, 50]. With respect to the latter
case, a different choice has been made here for the frequency dependent loss term. This is
to avoid the use of third order derivatives, which often lead to instabilities in the numerical
scheme.
An energy balance can be shown to exist for this particular system as well. Multiplying by
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the velocity ∂tu and integrating over the domain Ds gives [19]
dHs
dt


















Qs = 2σ0,sρsA ‖∂tu‖2Ds + 2σ1,sρsA ‖∂tχu‖
2
Ds (4.41b)
Bs = Ts∂tu ∂χu− EsIs∂tu ∂3χu+ EsIs∂tχu ∂2χu+ 2σ1,sρsA∂tu ∂χu. (4.41c)
Here, Hs represents the total energy of the system and Qs the dissipated power. Bs groups
together the boundary terms, which must be evaluated at the end points. As in the case of the
plate, this fourth order equation requires two conditions at each end, and several possibilities
are available. For the purpose of this work, only the case of simply supported conditions at
both ends is considered, which can be written as
u|0 = 0, ∂
2
χu|0 = 0, u|L = 0, ∂
2
χu|L = 0. (4.42)
The interested reader is referred to [19] for other types of conditions.
Consider now a finite difference implementation of this equation. Let unl be a discrete
approximation to u(x, t), with n ∈ Z+ and 0 ≤ l ≤ N positive integers, over a 1D domain
Ds with spacing h. The time step is indicated with k, as usual. A finite difference scheme
simulating (4.39) can be written as follows
ρsAδttu = Osu, Os = Tsδχχ − EsIsδχχχχ − 2σ0,sρsAδt· + 2σ1,sρsAδt−δχχ (4.43)
where δχχ and δχχχχ are the second order and fourth order difference operators, see (2.102)
and (2.104). As in the continuous case, the introduction of the operator Os will considerably
simplify the notation in the next sections.
The energy balance for this scheme is
δt−hs = −qs − b0 + bN (4.44)





















b0 = Tsδt·u0δχ−u0 − EsIsδt·u0δχ−δχχu0 + EsIsδt·δχ+u0δχχu0 + 2σ1,sρsAδt·u0δt−δχ−u0
(4.45c)
bN = Tsδt·uNδχ+uN − EsIsδt·uNδχ+δχχuN + EsIsδt·δχ−uNδχχuN + 2σ1,sρsAδt·uNδt−δχ+uN .
(4.45d)
Notice that an additional energy term with negative sign has appeared, due to the non-centred
discretisation of the time operator in the frequency dependent loss term.
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When the discrete boundary conditions
u = 0, δχχu = 0 (4.46)
are applied at both ends of the string, the boundary terms b0 and bN disappear identically.
These correspond to the conditions (4.42) given in the continuous case.
A stability conditions for the scheme can be obtained either via energy techniques or von
Neumann analysis. In both cases, the minimum grid step is given by [19]




















The interaction between a string and a stiff membrane is described in this section. Consider a
string defined over the 1D region Ds with coordinate χ ∈ [0, Ls], with transverse displacement
u(χ, t), and a membrane defined over a region Dm with Cartesian coordinates x = (x, y),
with transverse displacement w(x, t), and t ∈ R+. The string interacts with the membrane
by colliding against it from below. It is also assumed that the string be very thin, such that










t u = Osu−F , (4.48b)
where the operators Om and Os have been defined in (2.64) and (4.39), respectively. By setting
Tm = 0 or D = 0 in the membrane equation one can simulate either an ideal membrane or a
linear plate, without changing the core of the following derivation. The same holds for Ts and Es
in the string equation. This system of equations must be complemented with suitable boundary
conditions. Boundary conditions for the stiff membrane have been presented in Section 3.3, and
they are still valid in this case. Although the conditions for the string in isolation have been
discussed in Section 4.3.1, the present case is more delicate, and is given special attention
below. As a matter of fact, different possibilities arise depending on where the ends of the
string are fixed. One can either fix them at the rim of the membrane, or attach them directly
to the interior of Dm. Another possibility is to introduce a bridge that connects the string to
the rim of the membrane, as in the case of the snare drum, but this option would require an
even more elaborate model, and will therefore not be considered here. The term F = F(χ)
appearing in (4.48) is the distributed collision force density defined along the string, and g(χ,x)
is a distribution function that maps the points along the string onto the membrane, and vice
versa. This requires the introduction of a function π = (πx, πy) : Ds → Dm that projects every
point of the string onto the corresponding point on the membrane, as shown in Figure 4.3. The
natural choice for the distribution g then becomes
g(χ,x) = δ2(x− π(χ)), (4.49)
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where δ2 is the two dimensional Dirac delta. The integral in (4.48a) is necessary in order to take
into account the contribution from the entire length of the string. The collision force density
F may be related to a distributed potential Π(ζ) in a similar way to the lumped cases
F = dΠ
dζ
, ζ = u−
∫
Dm
g w dσ, (4.50)
where ζ(χ) is a measure of the string/membrane interpenetration at position χ along the string.
The integral in the second expression is required to select the point on the membrane corre-
sponding to the projection π(χ), such that∫
Dm
g(χ,x)w(x, t) dσ =
∫
Dm
δ2(x− π(χ))w(x, t) dσ = w(π(χ), t). (4.51)
An energy balance for the system can be obtained by multiplying each equation in (4.48)


















Here, Hsm is the energy for a stiff membrane defined in (2.63), Hs is the string energy (4.41a),
while Qm and Qs represent the loss terms produced by the energy analysis of the membrane








































where the order of integration in the second equation has been switched. An energy balance
can be recovered with the form
dHtot
dt
= −Qtot, Htot = Hsm + Hs + Π, Qtot = Qsm + Qs. (4.54)
4.3.3 Finite difference scheme
A finite difference scheme for the system (4.48) can be written as
ρmHδttw = Omw + 〈g,F〉Ds (4.55a)











Figure 4.3: Function π projecting a point of the string onto the corresponding point on the
membrane.
where the operators Om and Os have been defined in (2.165) and (4.43), respectively. The inte-
gral in (4.48a) has been replaced by a discrete inner product, and F is the discrete counterpart
of the collision force density F . As for the explicit expression for the discrete distribution g,
several possibilities are available, and they will be discussed shortly. Regardless of the particular
choice of g, however, this inner product can be expressed as a linear operator
〈g, · 〉Ds = i1D→2D. (4.56)
The operator i1D→2D maps the variable F defined over the 1D string domain Ds onto a quantity
which is defined over (a portion of) the 2D membrane domain Dm.





, ζn = un − i2D→1Dwn, Πn+1/2 = µt+Πn, (4.57)
where the operator i2D→1D is a shorthand for the discrete inner product with g over the domain
Dm,
〈g, · 〉Dm = i2D→1D. (4.58)
Energy techniques can be applied also in this case, in order to arrive at an energy balance
of the form
δt−htot = −qtot, (4.59)
where htot represents the total energy of the system and qtot is the total dissipated power.
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Summing together the contributions from the membrane and the string gives
















where the change in the order of the inner products descends from the properties of a finite
sum, and corresponds to the change of order of integration in the continuous case. Hence, an
energy balance similar to (4.54) is recovered.
4.3.4 Implementation
The implementation of the string/membrane interaction using the finite difference scheme de-
scribed in the previous section requires a matrix/vector representation of the variables and of
the operators. This useful representation in the 2D case has been discussed in Section 2.3.4.
The system (4.55) can be written as
wn+1 = w̃ + ηmI
1D→2Dfn (4.61a)
un+1 = ũ− ηsfn (4.61b)
where the vectors w and u represent the membrane and string displacements and f is the vector
of the collision force. The term w̃ represents the quantities known from the previous time step in
the update for wn+1, see (2.167), and analogously for ũ. Finally, the matrix I1D→2D represents













, ζn = un − I2D→1Dwn (4.63)
where I2D→1D is the matrix representation of the operator i2D→1D. The division between the
two vectors in the definition of fn is to be interpreted as a pointwise operation involving the
entries of the vectors. Notice that, as in the previous cases, the collision force depends on the
values for wn+1 and un+1 yet to be calculated. In order to solve (4.61), one can left multiply
(4.61a) by I2D→1D and subtract this from (4.61b). This leads to the following equation:
un+1 − I2D→1Dwn+1 = ũ− I2D→1Dw̃ −Gfn, (4.64)
where
G = ηmI
2D→1DI1D→2D + ηs1, (4.65)
96
CHAPTER 4. COLLISIONS
where 1 is the identity matrix. Rearranging all the terms on the left hand side, it is possible
to arrive at the following nonlinear vector equation in the unknown r = ζn+1 − ζn−1:
Γ(r) = r + G
Π(r + a)−Π(a)
r
+ b = 0, (4.66)
which is formally similar to (4.37). Here, the various quantities are defined as
a = ζn−1, b = −ũ + I2D→1Dw̃ + ζn−1. (4.67)
The solution of this equation is discussed in the next section.
4.3.5 Newton-Raphson method for a vector equation
The key to the numerical simulation of the string-membrane interaction resides in the solution
of the nonlinear equation (4.66). Newton-Raphson method can be adopted in this case as well,
but it requires a slight variation with respect to the 1D approach presented before. Starting
from an initial guess r0 for the solution of Γ(r) = 0, successive approximations can be obtained
as
rj+1 = rj − J−1(rj)Γ(rj), (4.68)
where J(rj) represents the Jacobian of Γ.
The problem of existence and uniqueness of a solution in the vector case has been discussed
in [27]. The matrix G defined in (4.65) is symmetric and positive definite, therefore invertible.
The problem of solving Γ = 0 is thus equivalent to the following:






The system Γ̃ possesses a unique solution if its Jacobian J̃ is positive definite. This, in turn,
can be written as
J̃ = G−1 + Ω, (4.71)
where Ω represents the Jacobian of ω and is a diagonal matrix. Each diagonal entry is either
positive or zero, such that Ω as a whole is non-negative. Thus, the Jacobian J̃ is positive
definite, and the solution is unique.
4.3.6 String boundary conditions
One thing that so far has been overlooked is the boundary conditions for the string. One
possibility is to attach the string at the rim of the membrane, such that fixed conditions (4.42)
may be applied. In this case, the displacement of the string at those points is simply zero, and
does not need to be updated.
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A more delicate case is when the string is attached directly to the membrane, as this requires
a more involved treatment. The equation of motion for the membrane needs to be modified




tw = Omw +
∫
Ds
g(χ,x)F dχ+ g0f0 + gLsfLs , (4.72)
where g0(x, y) and gLs(x, y) are the distribution functions normalised to unity that represent
the point of contact. The explicit expression for the force terms can be derived by applying
once more energy methods. Summing together the contributions to the energy from the two
components, the new energy balance reads
dHtot
dt




Now, the string boundary terms and the pointwise force terms at both ends must sum to zero,
in order for the balance to be consistent. Considering for the moment only the end point at
χ = 0, one has
〈∂tw, g0f0〉Dm −
(




As a first condition, one can impose ∂χχu
∣∣∣
0
= 0 for the string, in line with the simply supported








As a second condition, it is legitimate to assume that, when the string is attached to the
membrane, its position at χ = 0 is the same as the contact point on the membrane, or
u|0 = 〈w, g0〉Dm ⇒ ∂tu|0 = 〈∂tw, g0〉Dm . (4.76)
This condition determines the value of f0 in terms of the string position as
f0 = Ts∂χu− EsIs∂3χu+ 2σ1,sρsA∂χu. (4.77)
When these three conditions are used, (4.74) is identically zero. Analogous conditions may be
derived at the end point at χ = Ls.
This analysis can guide in the implementation of a stable connection in the numerical case.










where g0 and gLs are vectors that represent the constant distribution functions g0 and gLs .
Considering now the end point at χ = 0, the discrete counterparts of the three conditions
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presented before for the continuous case now read
δχχu
n
0 = 0 (4.79a)
un0 = 〈wn, g0〉Dm (4.79b)
fn0 = Tsδχ−u
n
0 − EsIsδχ−δχχun0 + 2σ1,sρsAδt−δχ−un0 . (4.79c)
These can be easily derived through energy analysis techniques, similarly to the continuous
case. Since the expression for fn0 involves ghost points, its value cannot be calculated yet, but
can formally be treated as an unknown.
The first step in the implementation of the numerical scheme is to consider (4.61b). At the
end point, the update for un+10 requires access to ghost points, which can be set in terms of
(4.79a) and (4.79c). Notice that no collision force acts on this point, as it is attached to the







where υn0 represents the terms known from the previous time step and the factor of hs comes










where hm is the grid step for the membrane grid and the inner product in (4.79b) has been
rewritten in terms of a vector multiplication. Assuming that the end points of the string are
sufficiently far apart and that gT0 gLs = 0, one possible strategy is to left multiply (4.78) by
h2mg
T
0 and to compare it with (4.81). Removing the left hand side from both equations, it is
possible to express fn0 in terms of the collision force f
















where ν0 is a constant vector and φ
n
0 is a scalar that depends on known values from the previous
time steps. A similar relation between fnLs and f




can be substituted into (4.78), and at this point the process outlined in Section 4.3.4
can be repeated. One arrives at the following nonlinear vector equation:
Γ†(r) = r + G†
Π(r + a)−Π(a)
r
+ b† = 0, (4.83)
with a new constant vector b† that depends on additional terms coming from the definitions of
the end forces fn0 and f
n
Ls




















Consider an ideal square membrane with Lx = Ly = 0.3 m and wave speed cm =
√
Tm/ρmH =
62 m/s with attached an ideal string with Ls = 0.2 m and wave speed cs =
√
Ts/ρsA = 50 m/s.
The parameters K = 1011 and α = 1.5 are used for the collision potential. The system is
lossless, is simulated at a sampling rate of 44.1 kHz, and is initialised with a very short raised
cosine strike (duration 0.3 ms) on the membrane. The evolution of the system in the very first
instants is plotted in Figure 4.4, together with a close up of the string and of the portion of the
membrane in contact with it. At first, the wave front generated by the raised cosine starts to
propagate, and reaches the string after about 1 ms. When this happens, the string acts as an
obstacle, with the wave bouncing back, while at the same time launching downwards a portion
of the string. After 2.3 ms, the string is completely detached from the membrane, except of
course for the two end points, where it is possible to notice the small ripples created by the
downward pull of the string. Notice that the profile of the wave front is still very regular. At
t = 5.9 ms, the string in its entirety collides against the membrane, generating a very complex
pattern on the surface. The collision pushes the string away from the membrane again, reaching
a maximum displacement at about 8 ms, with a new collision happening at t = 10.4 ms.
Energy conservation
From an energetic point of view, the system exhibits a continuous exchange of energy between
the different components (membrane, string and collision potential), while the total energy
remains constant to machine accuracy. This is shown in Figure 4.5, where the results for the
first 0.1 s of simulation for the system described above are presented. Notice, in particular,
that some portions of the initial part of the collision potential signal are missing, indicating
that collision is not occurring. This is confirmed by the behaviour presented in Figure 4.4.
Spectrograms
The inclusion of a snare in contact with the drum membrane dates back at least to the Middle
Ages, when the tabor, a forefather of the modern snare drum, was commonly adopted [31].
This expedient adds a buzzy and noisy timbre to the sound of the membrane in isolation. The
rattling of the snare against the drumhead creates high frequency components that can be easily
seen in the spectrogram.
Consider, therefore, the system presented above, in the lossy case, and with a raised cosine
excitation (see Section 6.5.1) with duration 3 ms and Fmax = 100 N. Figure 4.6 shows the
spectrogram of the output for the single membrane and for the membrane/snare system. As is
apparent, a noisy sound is produced when the snare is present.
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(a) t = 0.5 ms
(b) t = 1.4 ms
(c) t = 2.3 ms
(d) t = 3.2 ms
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(e) t = 5.9 ms
(f) t = 7.7 ms
(g) t = 10.4 ms
Figure 4.4: Evolution of the system described in Section 4.3.7, at times as indicated. Snapshots
of the entire systems (left) are accompanied by the close up of the string deformation (right),
together with the displacement of the membrane portion in contact with it. The simulation is


































Figure 4.5: Left: Energy contributions from the various components of the string-membrane
system under lossless conditions. Notice the different orders of magnitude of the energy values.
Collisions can be detected by looking at the presence of the collision potential signal. Right:
Normalised energy variations for the total energy of the system, calculated right after the end
of the initial raised cosine excitation.
(a) Isolated membrane.
(b) Snare/membrane system.
Figure 4.6: Spectrograms of the output for the isolated membrane (above) and for the
snare/membrane system (below). Including the snare in the system adds a noisy character
to the membrane sound. The sampling rate of the simulation is 44.1 kHz.
103
Chapter 5
Coupling with the acoustic field
in 3D
Musical instruments are never heard in isolation, and always rely on the presence of air for sound
generation and propagation. The study of sound propagation in 3D is thus an important subject
in musical acoustics. Several experimental investigations have been conducted on the sound
radiation of various musical instruments, including drums. Studies conducted by Fleischer (as
reported by Fletcher and Rossing in [84]) on timpani drums and by Rossing et al. on snare
drums [153] confirm that the various modes produce different radiation patterns. These, in
turn, are related to the efficiency with which energy is dissipated, and thus determine the decay
rate of the various modes.
The presence of air coupling, besides providing a means for the instrument to radiate the
sound, has also an influence on the frequencies produced. It is well known, in fact, that the
modal frequencies of a circular membrane in isolation are not harmonically related. This,
however, is in contrast with the sound that a timpani drum is able to produce, which has a
determined pitch. Rayleigh was probably the first to recognise such phenomenon [169]. In this
case, air loading effects and the presence of the cavity are responsible for altering the ratios
between the (m, 0) modes1, with m = 1, 2, 3 . . . , bringing them close to a harmonic series. This
has been the subject of a theoretical and experimental work by Christian et al. [60].
Numerical simulation has been adopted to study air coupling effects. This requires the in-
strument at hand to be modelled within a 3D acoustic space, with which it is coupled. Such
process can be referred to as embedding. Not only does the acoustic field influence the be-
haviour of the embedded instrument, but also is the sound so generated more realistic. One of
the first contributions focussing on the coupling between a 2D plate and the acoustic field is
due to Botteldooren [32]. More complex interacting systems were later proposed, starting from
the timpani drum model by Chaigne, Rhaouti and Joly [146, 52]. Here, the air/membrane cou-
pling is implemented using the fictitious domain method. Other examples of coupling between
percussion and air can be found within the framework of digital waveguides in the works of
van Duyne [193], Laird [117] and Aird [2]. A modular percussion environment was proposed by
Avanzini [6] to simulate a snare drum, where the interaction between the air and the membrane
1The modes that have m nodal diameters and a single nodal circle at the rim. A similar notation has been
used in Section 2.2.5 for the modes of circular plates.
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is simulated with a piston model. In recent years, other drum models have been proposed by
Bilbao [20] and Bilbao and Webb [30] in the context of finite differences.
This chapter starts with a preliminary discussion on 3D notation and a brief introduction on
the 3D wave equation and its numerical implementation. The coupling between a 2D structure,
such as a stiff membrane, and the acoustic field is presented next—the linear case is discussed
first, with a detailed analysis of the finite difference discretisation and the numerical imple-
mentation. This model is then extended to more complex systems involving the presence of
nonlinearities and collisions.
5.1 Preliminaries III: 3D notation
In this section, the notation used in 2D is extended to 3D. Both the continuous and discrete
cases are discussed here.
5.1.1 Continuous case
A 3D region of the Euclidean space R3 is denoted by V. In this work, only regular, rectan-
gular domains with sides Lx, Ly and Lz are considered, and a set of Cartesian coordinates
(x, y, z) ∈ R3 is adopted. The Laplacian operator in 3D is defined as





As done in the previous chapters, whenever the dimension of the space is clear from the context,
the superscript (3) will be dropped from the Laplacian symbol. The divergence and gradient
operators can be defined in an analogous way to 2D (see (2.15)) for any vector v = (vx, vy, vz)
T
and function f(x, y, z), respectively, as
∇ · v = ∂xvx + ∂yvy + ∂zvz, ∇f = (∂xf, ∂yf, ∂zf)T . (5.2)





f g dx, ‖f‖V =
√
f, fV , (5.3)
where dx is the infinitesimal volume element.
5.1.2 Discrete case
Numerical simulation of 3D spaces using the finite difference method can be performed using
an analogous notation to the 2D case, see Section 2.3. Here, a 3D discrete function fnlx,ly,lz
represents an approximation of f(x, y, z, t) at position (x = lxh, y = lyh, z = lzh) and time
t = nk, where h and k are the usual notation for the spatial and temporal grid steps, respectively.
The indices (lx, ly, lz) are restricted to the set of integers such that (lxh, lyh, lzh) ∈ V, and the
finite difference domain is denoted by V. Let Nx + 1, Ny + 1 and Nz + 1 be the number of grid
points along each direction.
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can be combined to obtain the various difference operators in the z direction. The discrete
counterpart of the Laplacian operator ∆(3) can be defined as
δ
(3)
∆ = δxx + δyy + δzz =
sx− + sy− + sz− − 6 + sx+ + sy+ + sz+
h2
. (5.5)










lx,ly,lz , ‖f‖V =
√
f, fV. (5.6)
Notice the presence of the factor h3 that takes into account the volume of a grid cell.
In implementation, it is sometimes convenient to recast the schemes into matrix-vector form,
as has been explained in Section 2.3.4. The vector form for the discrete grid variable can be
obtained by rearranging the values into a column vector, and the matrix representation of the
finite difference operators can be constructed using the Kronecker product of simple matrices.
Starting from the simple matrix Dxx given in (2.114), and constructing Dyy and Dzz in a
similar way, the operators δxx, δyy, δzz and δ
(3)
∆ acting on a 3D grid can be transformed into
matrix form as
D(3)xx = 1Nz+1 ⊗ (Dxx ⊗ 1Ny+1) (5.7a)
D(3)yy = 1Nz+1 ⊗ (1Nx+1 ⊗Dyy) (5.7b)






























Figure 5.1: Sparsity plots for the finite difference operators in matrix form for a 3D grid with
4× 4× 4 points.
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5.2 Basic equations
Consider a 3D space with Cartesian coordinates (x, y, z). It is customary to describe the acoustic
field by two variables, p(x, y, z, t) and v(x, y, z, t), a scalar field and a vector field, respectively,
both functions of space and time. The former is the pressure variation from atmospheric, while
the latter represents the particle velocity of air. The equations of motion relating these two
variables are given in all classic textbooks [135, 84], and can be written as
∂tp = −ρac2a∇ · v (5.8a)
ρa∂tv = −∇p, (5.8b)
where ρa is the density of air and ca is the sound speed. In this work, the values ρa = 1.21 kg/m
3
and ca = 340 m/s will be used. These two equations can be combined together in a single
equation, involving p only:
∂2t p = c
2
a∆p, (5.9)
where ∆ is the 3D Laplacian operator (5.1). This model can be obtained as a simplified version
of a more complex system, involving temperature as an extra variable [135, 40], but it is an
adequate starting point for many applications, including the present work. Following Morse
and Ingard [135], it is useful to introduce the velocity potential Ψ(x, y, z, t), a scalar function
of space and time, whose relation with p and v is given by
v = −∇Ψ, p = ρa∂tΨ. (5.10)
The equation of motion (5.9) in terms of the velocity potential Ψ has still the form of a wave
equation
∂2t Ψ = c
2
a∆Ψ, (5.11)
and will be used in the remainder of this work as it considerably simplifies the implementation
of coupling conditions.
5.2.1 Energy and lossless boundary conditions
When a finite 3D domain is considered, (5.11) must be complemented with suitable boundary
conditions. Two types of conditions, reflective and absorbing, will be considered in this work.
In the first case, a wave travelling towards a wall of the domain is completely reflected, while in
the second case it is totally absorbed. This latter case is useful when one is to model an infinite,
boundless space with numerical methods. In real spaces, a combination of both behaviours is
found, with sound waves being partially reflected and partially absorbed by the walls. This
obviously produces several challenges from a simulation point of view, and the research on this
topic is still very active [115, 21, 96].
Energy methods can be applied to derive suitable boundary conditions. Consider a 3D
domain V, with boundary surface ∂V. In order to find an energy balance for the system, multiply
(5.11) by (ρa/c
2
a)∂tΨ (the factor ρa/c
2
a is added to obtain the correct physical dimensions for
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ρa∂t∇Ψ ·∇Ψ dx +
∮
∂V







|∇Ψ|2 dx + Ba, (5.14b)
where n is the unit vector normal to the boundary surface and pointing outwards. Combining
















n · (∂tΨ∇Ψ) dσ. (5.17)
In order for the energy to be conserved, Ba must identically vanish over the boundary ∂V. To
this end, either a Dirichlet or Neumann type condition satisfies this requirement
Ψ|∂V = 0 Dirichlet, (5.18a)
n ·∇Ψ|∂V = 0 Neumann. (5.18b)
The reflective condition (5.18a) will be often used in the remainder of this work to check the
energy conservation of the numerical scheme. Neumann condition can be applied to simulate
the presence of a rigid wall, and will be used for modelling the cavity of drums in Chapter 6.
5.2.2 Absorbing boundary conditions
In some circumstances, the simulation of an unbounded domain is required, while only finite
spaces are amenable to numerical computation. In these cases, the classic approach is to use
a bounded domain, and apply some conditions at the walls such that waves travelling towards
the boundary are ideally totally absorbed, without being reflected back. One popular choice
in acoustics and electrodynamics is the use of perfectly matched layers (PMLs), due in their
original formulation to Berenger [13]. Another widely adopted approach is the use of Enguist-
Majda absorbing boundary conditions (ABCs) [78]. Consider the real half space R3,x+, such
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that x ≥ 0, and define the d’Alembert operator as








The 3D wave equation (5.11) is then equivalent to the following:
Ψ = 0. (5.20)
The d’Alembert operator can be factored into two components,















Over the surface at x = 0, the operator − completely absorbs any wave travelling towards the
boundary, no matter the angle of incidence [172]. Thus,
−Ψ|x=0 = 0 (5.22)
is an exact analytical absorbing boundary condition, and corresponds to Sommerfeld’s radi-
ation condition [166]. For a finite box, this condition can be easily extended by symmetry
considerations to the various faces.
First order approximation
The presence of a square root in the definition of − prevents it from being implemented
straightforwardly in a numerical simulation [172]. The operator, in fact, is non-local both
in space and time [78]. The idea of Engquist and Majda [78] was to consider a family of
increasingly accurate conditions based on different approximations of the square root. As well
known, a Taylor series expansion of the function
√
1− x2 around zero gives
√







A first order approximation to (5.22) at x = 0 can be obtained by retaining only the first term





Ψ|x=0 = 0. (5.24)
Over the face at x = 0, the boundary term (5.17) produced by the energy analysis performed




∂xΨ ∂tΨ dσ. (5.25)





Higher order absorbing conditions can also be adopted [78]. In this case, however, it is
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difficult to devise a way to implement them within an energetic framework, where the resulting
boundary terms Ba are manifestly dissipative.
5.3 Numerical simulation
5.3.1 Finite difference scheme and implementation








∆ represents an approximation for the Laplacian operator. Various stencils can be
adopted [116], the simplest of which is the standard leapfrog scheme defined in (5.5).
In order to simplify the implementation, the 3D discrete variable Ψn can be rearranged into
a vector, which will be denoted by Ψn, as discussed in Section 2.3.4. The update for the scheme
can thus be written as
Ψn+1 = BΨn −Ψn−1, B = 21+ c2ak2D
(3)
∆ , (5.28)
where 1 is the identity matrix and D
(3)
∆ is the 3D Laplacian matrix defined in (5.7d).
5.3.2 Energy and boundary conditions
The numerical energy associated with this scheme can be obtained with the usual technique, by
multiplying (5.27) by δt·Ψ and taking an inner product over the entire space. For the infinite
domain Z3, this leads to an energy balance of the form















δz−Ψ, st−δz−ΨZ3 . (5.30)
When the domain is finite, however, boundary conditions appear. Consider, e.g., the semi-
infinite space Z3,x+ = {(lx, ly, lz) ∈ Z3|lx ≥ 0}. The new energy balance in this case becomes
δt+ha = −ρa〈δt·Ψ, δx−Ψ〉Z2,lx=0 = ba, (5.31)
where ba is the new boundary term. Two conditions can now be applied, corresponding to the
Dirichlet (5.18a) and Neumann (5.18b) conditions given in the continuous case
δt·Ψ|lx=0 = 0 discrete Dirichlet, (5.32a)
δx−Ψ|lx=0 = 0 discrete Neumann. (5.32b)
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Notice, in fact, that the discrete Dirichlet condition is equivalent to Ψ|lx=0 = 0 when the
initial acoustic potential is zero at the boundaries. In both cases, the resulting scheme is
perfectly lossless. These types of conditions will be referred to as reflective boundaries. The
stability condition for the scheme can be derived with either energy methods or extensions of





Consider the 3D scheme (5.27) over a box with Lx = Ly = 0.4 m and Lz = 0.3 m, initialised
with a Dirac delta at the central point. Figure 5.2 shows the normalised energy variations for
one second of simulation at sampling rate of 44.1 kHz with Dirichlet and Neumann boundary
conditions. As expected, energy variations exhibit a random walk behaviour in both cases.
In order to avoid rounding errors, however, care must be taken in implementation. See Ap-
































Figure 5.2: Energy conservation for the lossless 3D scheme (5.27) under Dirichlet (left) and
Neumann (right) boundary conditions, see (5.32a) and (5.32b), respectively. The sampling rate
is 44.1 kHz.
5.3.3 Absorbing conditions
A finite difference implementation of the first order absorbing boundary condition (5.24) can
be written as
(caδx−Ψ− δt·Ψ)|lx=0 = 0. (5.34)
Similarly to the continuous case, when this condition is inserted into the boundary term defined







Rigid boundary conditions can be approximated by applying the Neumann condition (5.32b)
to the points near the boundary. When the domain to be modelled has a circular geometry,
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as in the case of a drum shell (see Chapter 6), a staircase approximation can be used, similar
to that described in Section 2.5.2. Figure 5.3 illustrates the problem. The update at the point
labelled with A requires access to the points that lie outside of the domain, which are marked




A = 0, and δy+Ψ
n
A = 0 (5.36)
at A.
Alternative approaches, like the fictitious domain method [52] and the finite volume method
[21] can also be adopted in order to achieve more accurate approximations.










Figure 5.3: Staircase approximation for the acoustic field within a rigid circular boundary. The
update for the point labelled with A requires two ghost points that lie outside of the cavity.
Neumann conditions specify the values of these ghost points in terms of the value at A.
5.4 Embeddings
In the following sections, the coupling between the acoustic field and 2D structures is presented.
5.4.1 Air coupling with a linear membrane
Energy techniques can be applied in order to describe the coupling between a 2D flat structure,
like a plate or a membrane, and the surrounding 3D acoustic field. A similar approach has
been adopted by Rhaouti et al. [146] and by Bilbao [20, 29]. A lossy stiff membrane can be
considered as the most general case, see Section 2.2.3. Let such 2D surface be defined for the
moment over the infinite plane parallel to the xy region at vertical coordinate z0. The equation
of motion can be written as
ρH∂2tw = Omw + p+ + p−, (5.37)
where the left hand side is the inertial term of the equation, with ρ the density and H the
thickness. The symbol Om groups together all the linear terms acting on w, and has been
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defined in (2.64). Finally, p+ and p− represent the air pressure acting above and below the
structure, respectively. The geometry of the problem is schematically represented in Figure 5.4.
The energy Hsm for the stiff membrane can be obtained using the techniques described in











The energy variation for the membrane is not zero in this case, rather, it is related to the power













Figure 5.4: Representation of the air coupling geometry. Membrane profile at z = z0, with
pressures p+ and p− acting at positions z+0 and z
−
0 , respectively.
Consider now the acoustic field. The 3D space is split in half by the presence of the 2D
structure, and this fact must be taken into account in the energy analysis. Following the










where the two integrals are calculated over the two infinite regions immediately above and
below the coordinate z = z0, where the 2D structure is defined.
Considering the air and the 2D structure as a whole system, it is clear that the total energy










In order for this to happen, the terms on the right hand side of equations (5.38) and (5.39)












ρa∂tΨ∂zΨ dσ = 0. (5.41b)
Given the relations (5.10) between velocity, pressure and acoustic field Ψ, it is natural to impose
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the following conditions on Ψ and w
∂tw = − ∂zΨ|z=z+0 and p
+ = − ρa∂tΨ|z=z+0 , (5.42a)
∂tw = − ∂zΨ|z=z−0 and p
− = + ρa∂tΨ|z=z−0 . (5.42b)
Their physical interpretation is straightforward—the first of each pair requires the transverse
velocity of the 2D structure to be equal to the velocity of the acoustic field, whereas the second
defines the pressure acting on the structure in terms of Ψ, with different signs depending on
the direction (p+ acts from above, p− from below).
Finite 2D domains and boundary conditions
When the membrane is defined over a finite domain D, the previous argument can be repeated,
with coupling conditions appearing only over D. Outside this region, in fact, the integration
of Ψ along the z direction finds no barrier. For a fixed membrane, no additional boundary
conditions need be applied over ∂D, as no pressure is exerted by the acoustic field there.
5.4.2 Finite difference scheme
The numerical implementation of air coupling follows the reasoning of the continuous case.
Here, however, the spatial steps for the 2D and 3D grids, approximating the two regions of
interest, are in general different, due to the different stability conditions in place. This problem
has been acknowledged before by several authors [117, 2, 52]. The use of the same step for
both grids, in fact, is unwise, as it would cause bandlimiting effects on one of the two grids, as
discussed on page 46 for the plate equation. Rhaouti et al. [146, 52] exploited the particular
values of the wave speeds in air and in the membrane in order to construct the membrane mesh
as a refinement of the air’s, while minimising at the same time the dispersion artefacts. It
is clear that such specialised approach could potentially introduce severe bandlimiting effects,
if general values of the wave speeds be chosen. One possible alternative solution is the use
of interpolation matrices between the two grids. This approach, which has the additional
advantage of preserving the energy conservation of the numerical scheme in an elegant way, has
been proposed by Bilbao in [20], and will be adopted here, as well.
Returning now to the case of an infinite membrane, let wnlx,ly be the discrete approximation
of w(x, y, t), with (lx, ly) ∈ Z2, over a grid with spatial step hsm. It is convenient to place
this 2D grid at vertical coordinate z0, half way between neighbouring horizontal slices of the
3D field. This can always be done for the single membrane in isolation. The finite difference
scheme for (5.37) can be written as
ρHδttw = Omw + p
+ + p−, (5.43)
where Om is the finite difference counterpart of the operator Om. An energy analysis can be
performed according to the particular choice for Om, but leads invariably to the energy balance
δt+hsm = 〈δt·w, p+ + p−〉Z2 , (5.44)
where hsm represents the energy for the stiff membrane.
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The finite difference scheme (5.27) for the acoustic field remains unaltered everywhere,
except for the two horizontal slices above and below the 2D structure, see Figure 5.5. Let l+z
and l−z be the indices for these slices, respectively. Here, a direct update is prevented by the
presence of the membrane, which acts as a partial barrier—the Laplacian stencil requires the
value of a ghost point on the other side, which is to be determined via coupling conditions. The
energy analysis reveals the presence of additional terms produced by the summation by parts,
such that
δt+ha = −ρa〈δt·Ψ, δz−Ψ〉Z2×{l+z } + ρa〈δt·Ψ, δz+Ψ〉Z2×{l−z }, (5.45)
where the two inner products on the right hand side are calculated over the 2D slices of the
acoustic field grid at l+z and l
−
z , respectively. Note that the two inner products appearing in
(5.44) and (5.45) have slightly different characters. Although being both 2D inner products,
they are calculated over the grids for w and Ψ, respectively. Thus, the grid spacings that must
be used according to the definition (2.108) are hsm in the first case, and ha in the second. As
for the continuous case, when one considers the system as a whole, the total energy must be
conserved, and the terms on the right hand side of (5.44) and (5.45) must sum to zero, such
that
〈δt·w, p+〉Z2 − ρa〈δt·Ψ, δz−Ψ〉Z2×{l+z } = 0, (5.46a)
〈δt·w, p−〉Z2 + ρa〈δt·Ψ, δz+Ψ〉Z2×{l−z } = 0. (5.46b)
Here, a problem arises, as anticipated at the beginning of this section. As the grids for w and
Ψ do not align due to the different spatial step, interpolation must be used. Let I3D→2D be the
interpolant from (a 2D slice of) the 3D grid to the 2D grid, and I2D→3D be the interpolant from
the 2D grid to (a slice of) the 3D grid. Denoting with Ψ+ and Ψ− the slices of the acoustic field
directly above and below the 2D structure, respectively, one could write the following coupling
conditions
I2D→3Dδt·w = − δz−Ψ|l+z and p
+ = −ρaI3D→2D δt·Ψ|l+z (5.47a)
I2D→3Dδt·w = − δz+Ψ|l−z and p
− = +ρaI3D→2D δt·Ψ|l−z , (5.47b)
which are analogous to those derived in the continuous case. As these two sets of conditions are
independent, different interpolants could in principle be used for the upper and lower slice of
the acoustics field. However, in order for the scheme to be stable, a condition must be imposed
on these operators, which can be more easily derived when Eqs. (5.47) are cast into vector form.
Take, e.g., the first of (5.46), and let w, Ψ+ and p+ be the vectorised representations of w,
Ψ|l+z and p
+, respectively. The coupling condition now becomes
h2smδt·w
Tp+ − h2aρaδt·(Ψ+)T δz−Ψ+ = 0. (5.48)






− h2aρaδt·(Ψ+)T δz−Ψ+ = 0, (5.49)
where I3D→2D is the matrix representation of the interpolant I3D→2D. Gathering together the
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where the superscript ( · )T denotes matrix transposition. In order for this equation to hold,







for both equalities to hold at the same time. This condition on the interpolants guarantees the
energy conservation of the scheme, regardless of the particular choice of interpolation adopted.









Figure 5.5: Vertical cross section of the acoustic field grid (dashed-dotted lines) and of the
stiff membrane grid (solid line). Horizontal slices of the acoustic field above and below the
membrane are marked as Ψ+ and Ψ−, respectively. The discrete steps ha and hsm for the
acoustic field and membrane are also indicated.
Interpolants
Given a grid function wlx,ly , interpolation is the necessary tool to extract the value of w at an
output position (xo, yo) not belonging to the grid. The simplest (and crudest) way to achieve
this is by nearest neighbour interpolation, where the value at (xo, yo) is the same as that of the
nearest grid point.
Better results can be achieved through bilinear interpolation. Consider Figure 5.6, where the
value at position (xo, yo) depends on the four neighbouring points A, B, C, and D. Let the inte-
gers representing the grid point A be lxA and lyA . Then, define the remainders αx = xo/h − lxA
and αy = yo/h− lyA , normalised measures of the distance between the output location and the
grid point (0 ≤ αx < 1, 0 ≤ αy < 1). Finally, the interpolated value for the function w at
(xo, yo) can be obtained as a weighted average of the four nearest neighbouring values as
I(xo, yo)w = (1− αx)(1− αy)wA + αx(1− αy)wB + (1− αx)αywC + αxαywD. (5.52)
Interpolation is also necessary when two grids with different spacings are required to com-
municate between one another, as in the case of air coupling. In this case, interpolation must
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be performed for every point of the output grid in terms of the input grid. When the output
grid function is stored as a vector of size No, the interpolant can be expressed as an No × Ni
rectangular matrix, where Ni is the size of the input grid function. Given the bilinearity of the
operation, interpolants can be constructed by means of Kronecker tensor product between the
x- and y-axis interpolants. Typical sparsity patterns for the interpolation matrices are shown
in Figure 5.7.
Higher order interpolants are of course possible, like bicubic or sinc interpolation, provided
that they satisfy the condition (5.51). These, however, require a larger stencil of points and
come at higher computational cost. Thus, it is easier in many applications to adopt bilinear









Figure 5.6: Bilinear interpolation at a point (xo, yo) over a grid with spacing h. The values at

















Figure 5.7: Sparsity patterns for the interpolation matrices introduced in the previous section,
together with the number of non-zero entries (nz) in the matrix. Interpolation is performed
between the 2D grid for a square stiff membrane (which has Nx = Ny = 11 points) and a slice
of the 3D acoustic field grid (which has 81 points). Apart from a scaling factor, I3D→2D and
I2D→3D are transpose matrices. Note that, as some points of the acoustic field lie outside of
the region determined by the membrane, they do not intervene in interpolation. The product
of the two interpolants is also presented.
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5.4.3 Numerical implementation
The numerical implementation of the air coupling scheme described above depends on the nature
of the system, and in particular, whether it is linear or nonlinear. The air coupling with a linear
membrane has been discussed by Bilbao in [20], while the coupling with a membrane with a
Berger nonlinearity has been treated in [30]. The coupling with a von Kármán nonlinearity
and with a distributed collision model will be presented here, and can be considered one of the
original contributions of this work.
Consider first the case of a stiff membrane in the linear regime. Equation (5.43) becomes
ρHδttw = Omw + p
+ + p−, (5.53)
where Om is the operator defined in (2.165) acting on w
n only, such that the update of the
scheme without air would be explicit, and let w̃ be the set of quantities known from the previous
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∆ is the 2D discrete Laplacian defined in (2.105). Defining the composition of the
interpolants as
E = I3D→2DI2D→3D, (5.56)
introducing the constant ηc which will be defined shortly and bringing the unknown terms on
the left hand side, one finally obtains




which can now be used to calculate wn+1. When written in vector-matrix form, this scheme
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takes the form
Awn+1 = Bwn + Cwn−1 + kn, (5.58)
where kn is a known vector that depends on Ψ. All the matrices appearing here are constant,
with






and with E the matrix representation of the operator E . Here, A is positive definite, given
the relation (5.51) between the interpolants and ηc is a coupling constant that depends on the
parameters of the system. This scheme is thus implicit, as it requires the solution of a linear
system. Once wn+1 is known, the values of the acoustic field at positions l+z and l
−
z can be
updated by relating the ghost points of Ψ to wn+1.
Algorithm structure
It is worth now pausing the discussion in order to analyse the details of the numerical im-
plementation outlined above. The update for the scheme can be schematically performed as
follows:
1. Update the acoustic field. The update for the points in contact with the membrane is
partial, and does not take into account the ghost points on the other side of the mem-
brane. The update for all the other points, instead, will not be modified by the following
operations.
2. Calculate K according to (5.55).
3. Update the membrane using (5.58). At this stage, a linear system solution is required
(see below).
4. Calculate the missing derivatives of the acoustic field through
I2D→3Dδt·w = −δz−Ψ+, I2D→3Dδt·w = −δz+Ψ−, (5.60)
which are the matrix-vector form of (5.47a) and (5.47b).
5. Update the acoustic field over the 2D slices in contact with the membrane.
5.4.4 Iterative methods
The finite difference scheme presented above depends on the solution of the linear system (5.58),
which has the form
Ax = b, (5.61)
where x is the unknown wn+1 and b is the known vector. In a typical simulation, this opera-
tion can represent a considerable portion of the computation time. Furthermore, in a parallel
implementation, this part of the code can become the bottleneck, as this is a serial operation
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if standard iterative methods are used. Using a direct linear system solution, like Gaussian
elimination, on an N ×N system requires on the order of N3/3 operations [167], and this task
becomes rapidly very computationally expensive. Storing the inverse is also not a possibility,
given the large number of grid points generally involved, and the fact that such inverse would
be a dense matrix.
One possible way to overcome this issue is the use of iterative methods [167, 157]. Additional
information and few important results are collected in Appendix C. For the linear system at
hand, one simple possibility is the Gauss-Seidel method. This requires the matrix A to be split
into two matrices A1 and A2 such that
A = A1 −A2. (5.62)
Starting from a guess solution x0 to (5.61), the original system can then be transformed into
the following recursion:
A1xi+1 = A2xi + b. (5.63)
It is possible to show that this method converges to the exact solution when every eigenvalue
λ of the matrix A−11 A2 satisfies |λ| < 1 [167] (see also Appendix C).
In the present case, the natural choice for such splitting is probably the one derived from
the definition of A (5.59), that is
A1 = 1, A2 = −ηcE. (5.64)
The key point is that the matrix E representing the product of the interpolants in (5.56), has
maximum eigenvalues near unity, which can be easily verified with a numerical check. Thus,
one obtains with a very good approximation that the spectral radius r of the matrix A−11 A2 is
r(A−11 A2) = ηc, (5.65)
and this parameter governs the rate of convergence of the algorithm. For typical simulations,
the coupling coefficient ηc is quite small. Substituting the stability condition (5.33) into (5.59),









Considering fixed the parameters for the air, ηc depends only on the sampling rate and on the
thickness and density. For a 1 mm thick metal plate at sampling rate of 44.1 kHz, the value of
the coupling coefficient is ≈ 3.4× 10−4. It is found that this value leads to convergence of the
algorithm in 5-6 iterations.
5.4.5 Energy conservation
Consider a square metal plate with Lx = Ly = 0.3 m and thickness 1 mm coupled with the
acoustic field under lossless conditions and with reflective boundaries on the 3D box. Figure 5.8
shows the results in terms of energy for a simulation performed at sampling rate of 44.1 kHz.
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The plate is initialised with a raised cosine deformation of amplitude 3 mm and width 3 cm. It is
possible to see the conservation of the total energy, while exchanges of energy take place between
the plate and the air. A dynamic equilibrium is soon attained between the two quantities, which
oscillate around constant medium values. This seems to suggest that there is no favoured






































Figure 5.8: Energy conservation for the linear plate coupled with the acoustic field under lossless
conditions and with reflective boundaries over the 3D box. Left: Contributions to the total
energy from the plate and the air. Their sum, i.e., the total energy of the system, is conserved.
Right: Normalised energy variations for the system. The sampling rate is 44.1 kHz.
5.4.6 Air loading effects
When a 2D plate or membrane is coupled with the acoustic field, the frequencies of the modes
for the object in isolation are shifted downwards, as the presence of air effectively acts as an
added mass [84]. This phenomenon is generally referred to as air loading, and is important in
determining the modal frequencies of drums [60].
Consider, for example, a simply supported steel plate, with Lx = 0.4 m and Ly = 0.3 m,
thickness H = 0.5 mm and κ = 0.77, coupled with the acoustic field. The frequencies for
the plate in isolation are known theoretically, and are given in (2.85). Figure 5.9 shows the
spectrum of the output taken over the plate coupled with the air up to 200 Hz. It is possible
to see a downward shift of all the modes with respect to the theoretical values, as expected.
The values of these peaks, obtained by zero-padding the signal and interpolating the spectrum,
are reported in Table 5.1, together with the relative cent deviations from the theoretical values.
A similar study has been performed by the Author in a previous work [181], with analogous
results.
Without air With air Cent dev.
44.52 Hz 43.73 Hz -30.97
86.28 Hz 85.17 Hz -22.38
136.33 Hz 134.62 Hz -21.80
155.87 Hz 154.11 Hz -19.67
178.08 Hz 176.18 Hz -18.59
Table 5.1: Frequencies for the first five modes of the simply supported plate with parameters as
in the caption of Figure 5.9. The theoretical values for the isolated plate are reported together
with the results of a simulation with air coupling included and the relative cent deviations.
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Figure 5.9: Spectrum of the output for a simply supported steel plate, with Lx = 0.4 m and
Ly = 0.3 m, thickness H = 0.5 mm and κ = 0.77 coupled with the acoustic field. The peaks
are shifted downwards with respect to the theoretical values for a plate in isolation (marked
with vertical lines), indicating the presence of air loading effects. The simulation sampling rate
is 65536 Hz.
5.4.7 Air coupling with Berger nonlinearity
The coupling between the air and a lossy plate with a Berger type nonlinearity will be discussed
in this section. The continuous equation for this system can be written as
ρH∂2tw = −D∆2w − 2σ0∂tw + T∆w + p+ + p−, (5.67)
where the first part represents the equation for an isolated plate with Berger nonlinearity, as
in (3.1), while the last two terms represent the pressure of the acoustic field acting above and
below the plate, respectively. A finite difference implementation for this scheme will combine
that of the simple plate with the one described in the previous section. This approach has
been adopted by Bilbao and Webb in [30], where a nonlinear membrane of a timpani drum
embedded in a 3D space has been modelled. The finite difference scheme for the present case
can be written as
ρHδttw
n = −Dδ∆,∆wn − 2σ0δt·wn + tn δ∆wn + p+ + p−, (5.68)
where all the quantities have already been defined in Section 3.1. It is easy to show that,
ultimately, this scheme can be written in vector-matrix form as
Anwn+1 = Bwn + Cnwn−1 + kn. (5.69)
with kn a vector that depends on known values of Ψ. Here, the matrix An is defined as
An = (1 + σ0k)1+ q
nqn,T + ηcI3D→2DI2D→3D (5.70)
with qn as in (3.16) and depends on the time step n. Given the small value of ηc, iterative
methods are again an attractive way of solving the linear system, as suggested in [30].
Energy conservation
The system presented has an associated energy which is conserved in the lossless case and with
reflective boundaries. The total energy is simply the sum of the contributions from the plate,
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the Berger nonlinearity and the air:
htot = hrpl + uBerger + ha, (5.71)
where the notation has been introduced in Section 3.1.1. Figure 5.10 shows the energy conser-
vation of the scheme for a simulation with identical parameters and initial conditions as Figure





































Figure 5.10: Energy for the Berger plate coupled with the air under lossless conditions and with
reflective boundary conditions over the 3D box. Left: Contribution to the total energy from
the plate (hbgp = hrpl + uBerger) and the air. Right: Normalised variations for the total energy.
The sampling rate is 44.1 kHz.
5.4.8 Air coupling with von Kármán nonlinearity
Air coupling for a von Kármán nonlinear plate described by the system of equations (3.28)
follows the same reasoning as the previous cases, and is an original contribution of this work.
This constitutes the basis for the multiple plate virtual environment that will be presented in
Section 6.2. Equation (3.28a) must be augmented with the air pressure terms, giving
ρH∂2tw = −D∆2w + L(w,Φ) + p+ + p−, (5.72)
while (3.28b) remains unaltered.
A finite difference scheme is readily obtained as





The implementation requires this scheme to be cast into matrix-vector form, as it relies on
the solution of a linear system, as discussed in Section 3.2.7. Such a system is similar to (3.62),
and can be written as
Anax
n+1 = bna (5.74)
The unknown x is still the concatenated vector of w and Φ, see (3.61). The matrix A and
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vector b, however, must be modified in order to include air coupling effects as
Ana =
 1 + ηcE −ΛnΦ
Λnw D∆,∆
 , bna =
[




where E is the air coupling matrix and kn is a vector of known terms which depend on the
acoustic field Ψ. Notice now that the upper left part of the matrix Ana is not the identity matrix
as in (3.63), thus another strategy must be adopted to solve the system. One possibility is to
solve the system as it appears. Another possibility is the use of iterative methods, exploiting
once again the fact that the coupling constant ηc is small [183].
Energy conservation
The energy conservation for the coupled von Kármán/air scheme is presented in Figure 5.11.
The simulation is run with the same parameters as the two simulations presented before (linear
and Berger plate), under lossless conditions and with reflective conditions over the boundaries




































Figure 5.11: Energy of the von Kármán plate coupled with the air, under lossless conditions
and with reflective boundaries over the 3D box. Left: Contribution to the total energy from
the plate and the air. Right: Normalised variations for the total energy of the system. The
sampling rate is 44.1 kHz.
5.4.9 Air coupling with a linear membrane and a mallet
The triple coupling between the air, a linear stiff membrane and a mallet striking from above
will be discussed here. The equation for the membrane now reads
ρH∂ttw = Omw − gfc + p+ + p−, (5.76)
which must be coupled with the equation for the mallet, see (4.24), and with that for the
acoustic field, Eq. (5.11). As before, two extra terms representing the action of the acoustic
field are included in the membrane equation. The collision force fc can be expressed in terms of
a potential, see Eqs. (4.27) and (4.28). No direct interaction is considered between the mallet
and the air, given the lumped nature of the object.
A finite difference discretisation for the membrane can be written as
ρHδttw
n = Omw
n − gfnc + p+ + p− (5.77)
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where, again, all the symbols have been introduced in the previous chapter (see also the List
of symbols on page viii). The numerical implementation resembles that for the membrane/air
coupling in Section 5.4.3. Casting the various terms into matrix-vector form yields the following
update
Awn+1 = w̃ − k
2
ρH(1 + σ0k)
gfnc , w̃ = Bw
n + Cwn−1 + kn (5.78)
where all the terms are the same as Eq. (5.58) and are known from the previous time step,
except for the last one. The vector g represents the discrete distribution of the impact point,
while fnc is the collision force. Thus, apart from the presence of the matrix A defined in (5.70),
the implementation can proceed as for the mallet and membrane in isolation. Using the notation
of Section 4.2.1, the implementation requires the solution of the following nonlinear equation
Γ(r) = r +m
Π(r + a)−Π(a)
r
+ b = 0, (5.79)
in the unknown r = ζn+1 − ζn−1, which is formally identical to (4.37) but for the definition of
b and m, that now become












Here, the variable ζn = h2mg
Twn − zn as defined in (4.33) represents the interpenetration of
the mallet, and z̃ groups together the known terms in the update for zn+1. Notice now the
presence of the inverse of the matrix A in the definitions. The scalar m is a constant, and
can be easily computed before the loop and stored, while the quantity A−1w̃ can be computed
using iterative methods (see Section 5.4.4).
Energy conservation
Consider a Mylar membrane under linear conditions with thickness 0.1 mm and wave speed
107 m/s, excited with a lumped mass of 25 g travelling with an initial speed of 5 m/s. The
collision parameters chosen are α = 2.5 and K = 109. The system is coupled with the acoustic
field. In order to introduce the case of a drum head which will be presented in the next chapter,
a circular domain is chosen for the membrane. Figure 5.12 shows the energy conservation results
for this particular simulation at sampling rate of 44.1 kHz. The initial energy of the mallet is
exchanged with the membrane and the air, with a peak at about 5 ms. The final energy of the
mallet is lower than the initial one, as some is transferred to the membrane/air system. Energy
variations are on the order of machine accuracy during the impact. A few discrete jumps can
be seen when the mallet moves freely, and can be attributed to the loss of accuracy in the
calculation of the mallet position—see Section 4.1.6 and Appendix B.4.
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Figure 5.12: Energy conservation for the membrane/mallet system coupled with the 3D acoustic
field. Left: Contributions to the total energy from the various components (htot = hM + hsm +
ha + ΠM). Right: Normalised variations of the total energy. Contact interaction is marked in
red. The sampling rate is 44.1 kHz.
5.4.10 Distributed air coupling with a linear membrane and a string
The interaction between a string and a membrane has been discussed in Section 4.3.2. In this
section, the coupling between the string/membrane system and the air will be presented. The
equation for a membrane attached to a colliding string (see Eq. (4.72)), can be extended to
include air coupling by adding the pressure terms:
ρmH∂
2
tw = Omw +
∫
Ds
g(χ,x)F dχ+ g0f0 + gLsfLs + p+ + p−, (5.81)
while the equation for the string given in (4.48) remains unaltered. This must be accompanied
by suitable boundary conditions, as explained in Section 4.3.6.
The numerical implementation of the system follows that of the non-coupled equations (see
Sections 4.3.4 and 4.3.6), but the presence of air coupling requires (4.78) to be modified as






where all quantities have been defined before. Notice now the presence of the matrix A defined
in (5.70). Inverting A in the previous equation leads to an expression that lends itself to be
treated in a similar way to (4.78). First, write the pointwise forces fn0 and f
n
Ls
in terms of fn,
and then substitute them back into (5.82). At this point, following the procedure indicated in
Section 4.3.6 leads to a nonlinear vector equation formally identical to Γ† = 0 in (4.83). The
difference here resides in the presence of A−1 in the calculation.
Simulation results
Consider a circular membrane with the same parameters as in Section 5.4.9, in contact with a
metal string with tension Ts = 3 N. The string is fixed at the boundaries of the membrane and
stretched along its main diameter. An initial raised cosine deformation on the membrane, with
amplitude 1.2 mm and width 2 cm is adopted. Figure 5.13 shows the energy conservation of the
scheme under lossless conditions and with reflective conditions over the boundaries of the 3D
box at 44.1 kHz sampling rate. The initial energy of the membrane is gradually transferred to
the air and, in minor portion, to the string and the collision potential (summed together here).
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Normalised energy variations are on the order of machine accuracy. Larger variations can be








































Figure 5.13: Energy conservation for the string/membrane system coupled with the 3D acoustic
field, under lossless conditions and with reflective conditions over the boundaries of the 3D box.
Left: Contribution to the total energy from the membrane, string and air (htot = hsm +hs +ha).
The string collision potential is summed to the string energy. Right: Normalised variations of




The ultimate goal of physics-based sound synthesis is to build virtual instruments that musicians
and composers can use to create music. These instruments need to be flexible enough to produce
the large variety of sounds generally looked for by the musicians, while at the same time, as
numerical algorithms, must be robust and stable over a wide range of parameters. When losses
are not predominant, dissipation cannot be of great help in designing stable algorithms, and
hence different approaches must be employed. The energy techniques presented in this work
can thus be a valid candidate to ensure the stability of complex algorithms.
Frameworks for the construction of virtual instruments have been in existence for some time,
starting from the well known CORDIS-ANIMA [42] and MOSAIC/Modalys [133, 76] systems
to the more recent BlockCompiler [111]. As far as percussion instruments are concerned, digital
waveguides have been successfully applied by van Duyne [193], Laird [117], Aird [2] and Gärder
[87]. Modular sound synthesis environments have been proposed by Bilbao [18]. Modal methods
have been applied to the sound synthesis of gongs by Ducceschi [74]. A hybrid approach based
on finite elements and far-field acoustic transfer functions has been adopted by Chadwick et al.
for the simulation of nonlinear thin shells [47]. A snare drum model has been recently proposed
by Avanzini [6]. Finite difference methods have been adopted for the simulation of timpani
drums in [146, 30] and snare drums [20], but also for xylophones [51, 72] and plates in the linear
regime [53, 119].
The Author’s contribution to this field is given by a novel modular sound synthesis envi-
ronment composed of several plates vibrating under nonlinear conditions and coupled with the
acoustic field [182], a novel model for the simulation of nonlinear double membrane drums [183]
and a snare drum model [184]. These will be described in this chapter.
The instruments presented here are all based on the simple physical and numerical models
developed in the previous chapters, which can be combined together in order to create complex
systems. Since these technical aspects have already been discussed in detail, they are not
repeated here. The emphasis is instead given to some musical and artistic aspects, with general
remarks about the structure of a sound synthesis code and the control strategy for the various
instruments.
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6.1 Structure of a sound synthesis code
The sound synthesis environments that are presented in this chapter share a common structure.
The core of each program is a numerical algorithm that solves the underlying equations for the
system with a finite difference approach. The structure of this algorithm remains unchanged
between different runs, and the user has no ability to modify it. This can be thought of as a
“black box” that can be fed with input parameters and that produces sounds as output. Many
similarities between the different sound synthesis environments can be found also at the level
of numerical algorithm. Every code, in fact, can be divided into two parts, the precomputation
phase and the main loop. The former is the setup stage of the code, whose main goal is
to compute the finite difference operators necessary for the calculation and to initialise the
algorithm, while the latter is the core of the code, where the equations describing the system
are solved numerically and the sound is generated. More details regarding the various parts of
the codes can be found in the next sections.
6.1.1 Input files
Each sound synthesis code requires the user to provide an instrument and a score file as in-
puts. The instrument file specifies the various parameters of the simulation. These include the
sampling rate and all the physical quantities that describe the system, such as the size of the
plates or membranes, their thickness, and their density. The read-out positions for the sound
outputs are also specified here.
The score file specifies how the instrument is to be played. The simulation duration is
indicated, and each strike is defined by the time of impact, the duration, the maximum force
and the coordinates of the impact point on the 2D structure. Additional comments on scores
and controls will be given in Section 6.5.
6.1.2 Precomputation stage
The precomputation stage can be further divided into several parts, which are represented in
Figure 6.1.
System parameters generation
The initial part of the code is devoted to the generation of the parameters that describe the sys-
tem. The physical parameters provided by the user are first converted into derived parameters
(e.g., for a membrane, the tension, the density and the thickness are combined into the wave
speed). These are then used to determine the grid spacings based on the stability conditions of
the schemes and the number of grid points.
Geometry
The following step consists in defining the geometry of the system. First, the grids in Cartesian
coordinates for the various components are created. These can be used to determine the location
of the various grid points, and as a reference between different grids. Interpolation matrices are
built according to the relative geometries of the grids, and different lists of points that satisfy
certain conditions are also created at this stage. The latter can be used to identify which
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points of the acoustic field interact with the plate/membrane, or which grid points lie on the
boundaries.
Finite difference matrix generation
The construction of finite difference matrices is at the heart of the precomputation stage. Here,
the differential operators used in the simulation are approximated, taking into account boundary
conditions. For example, the construction of the biharmonic operator in matrix form for the
plate equation is given in (2.140). Additional matrices that combine together several operators
are also built, in order to simplify the numerical implementation. These are generally indicated
with A, B and C in the previous chapters.
Input/output
At this point, the program can compute the input/output vectors of the system. First, the
raised cosine strikes that excite the instrument are created as external force vectors based on the
parameters supplied by the user in the score file. The vectors representing the strike locations
are also built. Then, vectors representing read-out positions are created, using interpolation,
based on the parameters given in the instrument file. These are used to select from the entire
state of the system the grid points from which the output waveform will be read and saved.
Initialisation
Finally, memory is allocated for the vectors representing the finite difference variables, and
these are created according to the initial conditions of the problem specified by the user. At
this point the precomputation stage ends, and the program enters the main loop.
6.1.3 Main loop
The main loop is where the PDEs describing the system are actually solved by updating the
variables using the recursion determined by the finite difference schemes. Several different
implementation strategies have been presented in the previous chapters which can be readily
translated into numerical schemes.
In order to obtain the update, a loop over the time step is used. This encloses the entire
calculation, which consists of several sequential operations involving matrices and vectors. The
same operations are performed at every time step. At the end of each iteration, the variables of
interest (like the displacement of a membrane, or the pressure of the acoustic field) are stored
in a pre-allocated vector and the variables are reinitialised for the next time step.
6.1.4 Output sounds
At the end of the calculation, the user obtains the output files, computed at the specified
positions. As the entire acoustic field is computed at every time step, the output sounds can be
read simultaneously at several different locations, at no additional computational cost. Another
possibility is to read the vibration of the plate/membrane directly over the 2D surface.
The outputs produced are arrays of numbers representing, e.g., the time history of the
velocity of a membrane or the pressure of the acoustic field. These can be readily converted
into sounds.
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Figure 6.1: Diagram of a typical sound synthesis code. Two files created by the user, the
instrument and score (in blue), are fed into the numerical algorithm (represented as a gray
box). The various stages of the precomputation phase are marked with orange boxes, while the
main loop is represented in red. At the end of the calculation, sound outputs are produced in
the form of arrays of numbers (green ellipse).
6.2 Multiple plate environment in 3D
The multiple plate environment in 3D (MP3D) [182] is a virtual modular instrument composed
of several rectangular plates vibrating under nonlinear conditions and embedded in a 3D box
of air, with which they are coupled. The plates can be placed parallel to one another at any
position within the box, and they can be thought of as “floating” in the air. Inputs are given
by raised cosine strikes that can be injected at any position of the plates. The output sounds
can either be taken directly from the velocity of the plates, or from the pressure of the acoustic
field at many simultaneous locations within the box.
6.2.1 Description of the system
Consider a 3D box of parallelepipedal shape of dimensions Lbox × Lbox ×Hbox with Cartesian
coordinates (x, y, z). This contains the main components of the MP3D, which are Npl plates,
each of which is defined over a rectangular region Pi, with i = 1, . . . , Npl, parallel to the xy
plane. The position of the centre of each region is specified by a vector x
(i)
c = (x(i), y(i), z(i)).
The physical variable of interest is the transverse displacement wi(x, y, t) of each plate. These
are governed by the equations of motion for a von Kármán plate with losses and air coupling
described in Section 5.4.8. The air is described by a 3D wave equation in the velocity potential
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Ψ, see (5.11). At the walls of the air box, the absorbing boundary conditions described in
Section 5.2.2 are employed. Figure 6.2 is a schematic representation of the geometry of a
typical MP3D system. Three plates with different physical parameters are embedded in a finite
box of air. Their position is defined by the location of their centres. Several different outputs
can be specified within the box, at no additional computational cost.
Figure 6.2: Geometry of a typical multiple plate environment in 3D. Three plates with different
thickness are embedded in a box of air, with centres marked in blue. Several output locations
(in red) can be taken simultaneously.
6.2.2 Numerical implementation
The numerical implementation for a single plate embedded in a box of air has been discussed in
Section 5.4.8. The extension to Npl plates in the same box can be obtained in a straightforward
way by looping the algorithm over the different plates. One thing to notice is that different plates
communicate with different slices of the 3D field. This issue is dealt with in the “geometry”
phase of the precomputation stage of the code (see Section 6.1.2), where specific matrices are
created in order to select the portion of the acoustic field that is in contact with each plate.
One possible problem is that this approach holds as long as the plates are independent from
one another. In other words, each plate needs to be coupled to different points of the acoustic
field, such that no direct interaction occurs.
6.2.3 Output
In order to obtain sounds from this environment, the user must specify “virtual microphones”
where the vibrations are to be recorded. In this code, there are two possibilities. The first is to
choose some locations over the surface of the plate and to record the instantaneous velocity, as
one would do by attaching a pick-up on a real world instrument. The second possibility is to
save the pressure of the acoustic field at any point within the computational box. As the entire
state of the system is computed at every time step, the output writing is not computationally
expensive, and several “virtual microphones” can be used at the same time.
6.2.4 Computational cost
In a simulation, the main computational cost lies in the main loop. The precomputation stage,
in fact, is performed only once and its cost is negligible with respect to the rest of the code.
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The computational cost of the MP3D code and some possible ways to speed it up by means of
parallel implementation has been the object of a recent work [142]. In this paper, the prototype
code written in Matlab by the Author has been ported to C and then CUDA by J. Perry, who
also benchmarked the new versions against the original. Some of the results obtained in [142]
are summarised here.
In the main loop of the MP3D code, the run time can be roughly divided into three parts:
the air field update, the linear system solution for the plates and the remainder of the code.
When the air box is small, the run time for these three parts is comparable, and none of them
dominates the code. In order to obtain the maximum possible speed up, a hybrid approach
involving CPUs and GPUs simultaneously was adopted. The air box, given the simple structure
of the update, was a perfect candidate for parallelisation, as discussed in detail in the work
of Webb [201]. The plate updates, instead, were calculated in parallel on different CPUs.
The solution of the linear system (3.65b), in fact, being a serial operation, was not suited for
parallel implementation. Finally, the remainder of the code, which consists mainly of matrices
construction, could be sped up by adopting an alternative matrix format to Matlab’s sparse.
The final optimised version of the code was between 60 and 80 times faster than the original
version. Additional comments can be found in [142].
6.2.5 Energy
The energy analysis techniques presented in the previous chapters can be applied in order to
ensure the stability of the numerical scheme. The worst case scenario, that of a system where
no losses are present, must be checked first. This is to ascertain that no anomalous growth or
leakage of energy be present in the code, which could potentially indicate the instability of the
numerical simulation.
The total energy hMP3D of the multiple plate system is given by the sum of the energy of
the acoustic field and the energy of the various plates,






where ha has been defined in (5.30) and the energy for a single plate with von Kármán nonlin-
earity hvkp has been given in (3.57).
Figure 6.3 shows the energy for a system of three plates, similar to that in Figure 6.2, under
lossless conditions and with reflective conditions over the walls of the 3D box. The upper plate
is excited with a raised cosine initial deformation, while the other two plates are set into motion
through the wave propagation in air. The initial energy of the upper plate is transferred to the
surrounding air and to the other plates, while the total energy of the system remains constant
to machine precision.
6.2.6 Simulation results
Consider a system of three interacting plates within a box of air. Figure 6.4 shows the config-
uration of the system at successive time steps for a typical simulation. A strike on the upper
plate generates a pressure wave that propagates through the box and reaches the other plates.
The middle and lower plate are then excited and they start to vibrate, although the vibration
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Figure 6.3: Energy for a typical simulation with the MP3D system. Left: Contributions to the
total energy from the various components of the system in the lossless case and under reflective
conditions over the boundaries of the 3D box. Right: Normalised variations of the total energy.
The sampling rate of the simulation is 44.1 kHz.
amplitude is orders of magnitude smaller than the upper plate one. Absorbing conditions have
been applied at the boundaries of the box.
6.3 Nonlinear double membrane drums
Double membrane drums like the tom-tom and the bass drum are an important component of
Western music. Drums with two heads are also found in the Eastern tradition, like the Indian
mridangam and the Japanese taiko. A physical model of such instruments can then be a very
versatile tool in the hands of a composer.
Previous attempts to create virtual models of drums have already been mentioned in the
introduction to this chapter, and include timpani drums [146, 117, 2, 30] and snare drums
[20, 6]. To the knowledge of the Author, physical models of drums with nonlinearities have
been presented only in [6, 29, 30] so far.
Nonlinearities in drums have a less dramatic importance than in gongs (see Section 3.2).
Still, they can add a perceptually salient character to the simulated sound. Some remarks in
this direction have been made by Fletcher et al. in [83], where pitch glides for the bass drum are
reported at high striking amplitudes. An increase in the high frequency content of the spectrum
of a tom-tom has been reported in [66]. More recently, a preliminary experimental study on
nonlinearities in tom-toms has been performed by the Author in collaboration with M. Newton
[186]. More on this topic will be said in Appendix A.
From a sound synthesis perspective, the type of nonlinearity included in the model can have
a major influence on the quality of sound that is generated. The two nonlinear models described
in Chapter 3, those of Berger and von Kármán, exhibit different behaviours at high striking
amplitude. The Berger model, in particular, is not able to produce the bright attacks typical
of real drums. For this reason, the nonlinearity included in the present model is of von Kármán
type. In the engineering literature, there is ample consensus on the use of von Kármán equations
for a membrane, and a complete review can be found in [109, 108]. Additional remarks on the
dynamic von Kármán model applied to membranes can be found in [136]. To the knowledge of
the Author, however, this physical description has never been applied to drum heads before in
the context of musical acoustics.
The present model for a double membrane drum consists of two von Kármán membranes
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(a) t = 0.45 ms (b) t = 1.00 ms
(c) t = 1.50 ms (d) t = 2.60 ms
(e) t = 4.00 ms (f) t = 6.00 ms
Figure 6.4: Snapshots of the configurations of the multiple plate system in 3D after a raised
cosine strike on the upper plate, at times as indicated. The vertical slices along the xz and yz
planes at the centre of the box are displayed on the walls of the box. Notice how the pressure
wave generated by the blow propagates inside the box and reaches the middle plate first, and
then the lower one. Both plates are then set into motion, although the vibration amplitude is
smaller than that of the upper plate. The scale of the plate displacements is altered by a factor
300 for illustration purposes. The sampling rate is 44.1 kHz.
coupled by a rigid shell and immersed in air. The implementation shares some similarities with
the MP3D code described before (Section 6.2).
6.3.1 Description of the system
The physical model of a drum requires several interacting components: two membranes, a
rigid cavity, and a finite enclosure of air. A schematic representation of the model is given in
Figure 6.5. The two membranes are obviously the main components of the drum. The upper
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membrane, called batter head, is struck with a stick or a mallet, while the second membrane,
called resonant or carry head, is set into motion by the pressure inside the cavity generated by
the blow. The drumheads are defined over two 2D circular regions Mb and Mc with radius
R, placed at vertical coordinates zb and zc, respectively. The centres of the two regions are
aligned at (x, y) = (0, 0). The transverse displacement wi(x, y, t) for each membrane (i = b, c)
is governed by the 2D wave equation for a stiff nonlinear membrane described in Section 3.3,
with air coupling defined in Section 5.4.8. A rigid shell S with height Hshell = zb − zc encloses
the cylindrical region between the two membranes.
The acoustic field is described by the velocity potential Ψ and is governed by the 3D wave
equation (5.11). At the walls of the computational box V, absorbing boundary conditions are
applied, see Section 5.2.2. Coupling conditions between the membranes and the air have been
discussed in Section 5.4.
Figure 6.5: Geometry for the double membrane drum model. Two membranes Mb and Mc
are positioned at vertical coordinates zb and zc, respectively, with axes aligned. A rigid shell
connects the two heads, delimiting the air cavity between them. The system is embedded in a
3D box of air, with which it is coupled.
6.3.2 Numerical implementation
The numerical scheme for a nonlinear stiff membrane coupled with the air has been discussed
in Section 3.3. Here, however, the difference lies in the circular geometry of the drum heads.
A simple solution is the use of a staircase approximation for the circular boundary, as that
presented in Section 2.5.2 for the plates. Clamped conditions are applied at the boundaries of
the two membranes. A similar procedure must be applied to the rigid boundary of the shell,
where Neumann conditions are applied. This has been discussed in Section 5.3.4.
The stability conditions determine the grid spacings for the two membranes and for the
air. These are, in general, different, therefore interpolation becomes necessary when coupling
conditions are to be implemented. This issue has already been dealt with in Section 5.4.2.
6.3.3 Energy conservation
The total energy hDMD of the double membrane drum is given by the sum of the contributions
ha from the acoustic field, and hb and hc from the two membranes, such that
hDMD = ha + hb + hc. (6.2)
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The discrete energy for the acoustic field has been given in (5.30), while the energy for a
membrane with von Kármán nonlinearity has been given in (3.73). Figure 6.6 shows the results
in terms of energy conservation for a tom tom drum with radius R = 10 cm, height 12 cm
and Mylar membranes with tensions Tb = 2000 N/m and Tc = 1500 N/m, excited with an
initial raised cosine with diameter 1 cm and strike position (x0 = 5, y0 = 0) cm. It is possible
to see how the initial energy of the membrane is gradually transferred to the acoustic field.






























Figure 6.6: Energy for the double membrane drum. Left: Contributions to the total energy
from the membranes and the acoustic field. Right: Normalised variations for the total energy
of the system. The simulation sampling rate is 44.1 kHz.
6.3.4 Computational cost
The main challenge of this model resides in the solution of the linear system presented in
Section 5.4.8 for both membranes. Here, the same considerations broached in Section 6.2.4
for the MP3D system hold. Given the smaller grid size of a membrane with respect to that
of a plate, however, the state size in this case is generally much larger than in the previous
system. As discussed in [183], the solution of the linear system for the bass drum can take a
considerable portion of the run time. Possible ways to increase the performance of the code
have been presented in Section 5.4.8, and these apply also in the present case. The approach
adopted by J. Perry for the porting of the MP3D system described in Section 6.2.4 can be
extended to the present case, with the same benefits in terms of computational time. In fact,
the two systems have been recently combined into a unique framework.
6.3.5 The bass drum
The bass drum is probably the biggest percussion instrument commonly used in the Western
orchestra—the drumheads can have a radius of more than half a meter! Experimental investi-
gations on this drum have been performed by Fletcher and Bassett [83], and have demonstrated
the presence of strong nonlinear effects in the drumheads.
From a sound synthesis point of view, a linear simulation cannot reproduce the most salient
features of the sound of this instrument, and a nonlinear model is therefore necessary. Figure 6.7
shows a comparison between the linear and the von Kármán model, for a typical rolling gesture
performed on a bass drum with radius R = 0.27 cm and cavity height of 30 cm. Pitch glide
effects and sharper attacks can be noticed in the spectrogram of the nonlinear simulation. These
137
CHAPTER 6. VIRTUAL INSTRUMENTS
determine more dramatic and ultimately more realistic attacks for the high amplitude strikes.
More on the influence of different nonlinear models on the quality of the simulated drum sounds
will be said in Appendix A.
(a) Linear model.
(b) Nonlinear model.
Figure 6.7: Comparison between a linear and a nonlinear model for the membrane equations
in the case of a bass drum with radius R = 27 cm and shell height of 30 cm. The von
Kármán nonlinear model is able to produce pitch glide effects that are perceptually important
in characterising the sound of a low pitched drum.
6.4 Snare drum
The snare drum is distinguished from other double membrane drums by the presence of a set of
thin wires that are in direct contact with the lower membrane, which lend it its characteristic
rattling sound. The first and probably still most important study on the acoustical properties of
the snare drum is that of Rossing et al. [153]. Recent studies include [161, 204]. The Author has
contributed to this topic with a preliminary experimental study on a simplified system done
in collaboration with M. Newton [185] aimed at investigating the snare/membrane collision
mechanism.
From a simulation point of view, the snare drum is a very challenging target, as components
of all possible dimensions are present at the same time: the membranes are defined over 2D
regions, the snares are described by 1D equations, the mallet is a lumped or “zero-dimensional”
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object, and of course the acoustic field is defined in 3D.
The main challenge here is to model the collisions between the snares and the lower mem-
brane. This issue has been addressed in [184], where a novel energy conserving scheme for the
simulation of distributed collisions has been proposed.
6.4.1 Description of the system
The description of the system is similar to that of the double membrane drum presented earlier
(see Section 6.3.1), and the same notation can be adopted. Here, however, the nonlinearity in
the membranes is not present. On the other hand, a set of snares is placed in contact with the
lower membrane (see Figure 6.8). In a real snare drum, the snares end at a plastic or metal
bridge which is connected to the rim of the membrane, and are kept in contact with the drum
head by a tensioning mechanism (see Figure 6.8.) In order to simplify an already complicated
system, in this model both ends of the snares are attached directly to the membrane. The Ns
snares are modelled as a set of 1D objects, defined over regions D(i)s , for i = 1, . . . , Ns, each
described by the equation for a stiff string discussed in Section 4.3.1. The triple interaction
between the snares, a membrane and the air has been analysed in Section 5.4.10, and the same
considerations hold here.
6.4.2 Numerical implementation
The numerical implementation for the model follows that of the double membrane drum pre-
sented before. The complication here resides in the simulation of the collisions between the
mallet and the batter head, and between the snares and the carry head. These have been
dealt with in detail in Sections 5.4.9 and 5.4.10, respectively, to which the interested reader is
referred. See also [184].
Figure 6.8: Left: Geometry of the snare drum. Two stiff membranesMb andMc are positioned
at vertical coordinates zb and zc, respectively, with axes aligned. A rigid shell connects the two
heads, delimiting the air cavity between them. A set of snares D
(i)
s is placed in contact withMc.
A lumped mallet M strikesMb. The system is embedded in a 3D box of air. Right: Picture of
a real snare drum. Notice the metal bridges connecting the snares and the membrane.
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6.4.3 Energy conservation
The total energy of the system is given by the contribution from the different components. In
particular,
hSD = ha + hb + hc + hs + hM + Πs + ΠM. (6.3)
where the various terms on the right hand side are the energy of the acoustic field, the batter
membrane, the carry membrane, the snares, the mallet, and the collision potentials, respectively.
The energy ha for the acoustic field has been given in (5.30), while the energy for a stiff
membrane can be found in (2.164). The energy hs for a stiff string has been given in (4.45),
while the energy for the mallet is the kinetic energy of a mass. Finally, Πs and ΠM represent
the collision potentials for the string and the mallet, respectively.
By combining the energy conserving schemes discussed in Sections 5.4.9 and 5.4.10, it is
possible to obtain an energy balance for the full drum that can be written as
δt−hSD = 0, (6.4)
in the lossless case. Figure 6.9 shows an energy plot for a typical simulation. The snare
drum under consideration has two Mylar membranes with radius 15 cm, thickness 0.1 mm and
tensions Tb = 2000 N/m and Tc = 1410 N/m, respectively. The air cavity is 15 cm in height.
The mallet has mass M = 15 g and initial velocity 10 m/s. Five steel snares with Ls = 24 cm
are in contact with the lower membrane. It is possible to see how the initial energy of the mallet
is transferred to the other components, while the total energy of the system remains constant.









































Figure 6.9: Evolution of the energy quantities for a snare drum simulation. Left: Contributions
to the total energy (plotted in black) from the various components of the snare drum. The col-
lision potentials are summed to the mallet and string energies, respectively. Right: Normalised
variations of the total energy.
6.4.4 Evolution of the system
Consider now a snare drum in the lossy case, with absorbing conditions over the boundaries of
the 3D box. The two membranes are now tensioned with Tb = 3000 N/m and Tc = 2000 N/m,
and nine snares are in contact with the lower membrane. Figure 6.10 shows the configuration
of the system at times as indicated. Also plotted is the pressure of the acoustic field over a
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vertical central slice along the y-axis, thus perpendicular to the direction in which the snares
are aligned. When the mallet hits the membrane and starts to push it downwards, a region of
positive pressure forms inside the drum. The build up of pressure inside the cavity causes the
carry membrane to move downwards, pushing and launching the snares in the same direction.
At t = 7.3 ms, the snares bounce against the lower membrane for the first time, creating a
wave front of positive pressure that propagates inside the drum. Notice how an opposite wave
front is generated on the other side of the snare membrane, as well. At t = 9 ms the mallet
detaches from the batter membrane, and at t = 11.6 ms a second collision takes place between
the snares and the membrane. Notice that up to this point the movement of the various snares
is fairly coherent. Finally, at t = 14 ms the snares are launched again, and their motion starts
to be randomised.
Pa
(a) t = 0.9 ms
Pa
(b) t = 4.0 ms
Pa
(c) t = 7.3 ms
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Pa
(d) t = 9.3 ms
Pa
(e) t = 11.6 ms
Pa
(f) t = 14.0 ms
Figure 6.10: Evolution of the snare drum simulation at times as indicated. For each set of
figures, a snapshot of the snare drum configuration (including the lumped mallet) on the left
side, is accompanied with the correspondent state of the pressure variation along a vertical
cross section of the box. A color bar indicates the pressure scale in Pa.
6.5 Control and scores files
So far, only the structure of the models and their numerical implementation has been discussed,
but little has been said about what the user/composer can do in order to create sounds. In this
section, some aspects about control and score generation are discussed.
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6.5.1 Raised cosine strikes and score files
The first and perhaps the simplest possibility to control the instruments presented above is the
use of raised cosine strikes. The user has the ability to inject strikes into the plates/membranes,
which are modelled as raised cosine excitations in time, and are specified by two parameters,
the maximum force Fmax and the duration τ . Regardless of the particular sound synthesis
environment, the strikes are fed into the equations of motion as an external force fexc, whose




2 (1− cos(2πt/τ)) for 0 ≤ t ≤ τ
0 otherwise.
(6.5)
It is assumed that this force starts at t = 0 s, but with obvious modifications this expression
can be translated at any time t ∈ R. This lumped force can act at any point over the membrane
or over a spatial distribution g, which is typically chosen as a spatial raised cosine as defined
in (2.47). The equation for a stiff membrane with the external forcing term acting over a
distribution g can thus be written as
ρH∂2tw = Omw + g fexc. (6.6)
By varying the amplitude and the duration of the strikes, the composer is able to change
the sounds created by the plates or drums. As a rule of thumb, shorter impulses create a
brighter sound richer in high frequencies. Figure 6.11 shows two examples of raised cosine












Figure 6.11: Different raised cosine strikes created with different values for Fmax and τ . Shorter
strikes determine a brighter output sound.
It is straightforward to extend the implementation of a single excitation to many consecutive
strikes. Each of these is characterised by a maximum force Fmax and a duration τ , together
with the striking location (xs, ys) and the time of impact. All these parameters constitute a
score file that is fed into the algorithm in order to create complex gestures, as anticipated in
Section 6.1. An example of this is discussed in the next section.
143
CHAPTER 6. VIRTUAL INSTRUMENTS
6.5.2 Graphic interface for gesture generation
From a composer’s point of view, the task of specifying a large number of parameters for
a typical gesture can be daunting. To this end, the use of breakpoint functions has been
explored. A simple graphic interface has been designed by the Author, together with S. Bilbao
and P. Graham, and has then been implemented by P. Graham. Starting from a few numbers,
the user can specify the profiles for the various parameters, thus obtaining a score which can
be fine-tuned in a second stage.
The user has to insert the initial parameters:
• the sampling rate of the simulation (default value is 44.1 kHz);
• the start time of the gesture (default value is 0 s);
• the duration of the gesture (default value is 4 s);
• the granularity of the graph (default value is 2 points/s);
• the maximum number of strikes per second (default value is 20 BPS).
The value for the granularity determines the “degrees of freedom” of the gesture, by specifying
how many equally spaced points can be found for each second of the gesture profile.
At this point, several graphs are generated, one for each of the following variables:
• density of strikes;
• randomness factor for the density;
• amplitude of the strikes;
• duration of the strikes;
• strike location along the x-axis;
• strike location along the y-axis;
• randomness factor for the strike location.
Each of the initially flat profiles can be modified by dragging the points of the breakpoint
function up and down with the mouse, thus increasing or decreasing the value of the associated
variable (see Figure 6.12). The inclusion of two randomness profiles introduces more flexibility
in the gesture design.
Finally, the interface plots the graphs of the various parameters of the generated strikes, and
the user can visually check the results for the final gesture. In particular, the system displays
the values of the various strikes for each of the four parameters: amplitude, duration and x and
y position. Figure 6.13 shows the results of the amplitude profile of the gesture for a typical
case. Furthermore, a low sampling rate simulation is run on a linear steel plate, in order to allow
for an auditory check of the gesture. A score file similar to that in Figure 6.14 is generated,
and can be fed to the codes as explained in Section 6.1 in order to synthesise the sounds.
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(a) Initial flat profile
(b) User modified profile
Figure 6.12: (a) Portion of the gesture generator web page. The user is invited to select a
few basic parameters that are then used by the system to generate a flat breakpoint function.
(b) The user can drag the position of the points in order to specify the desired profile for the
variable (the density of strikes, in this case). Similar graphs appear for all the other strike
parameters.
6.5.3 Mallet excitation
Percussion instrument players are used to a wide variety of striking mechanisms to generate
sounds with their instruments, such as drumsticks, brushes and soft mallets. A detailed simu-
lation of such delicate interactions is of course desirable to achieve a high level of accuracy in
the simulation. One first step in this direction is available for the snare drum, and it is the use
of a mallet excitation. Although more physically accurate, however, this method presents some
challenges from the control point of view.
It is easy to specify initial velocity and position for the mallet in order to generate a single
strike, but it is more challenging to create complex gestures with it. One obvious way to
proceed, in fact, is to drive the mallet with an external force. This, however, must be supplied
both during the hitting phase, as well as in the release phase, when the mallet bounces off
the instrument away from it. The force must, therefore, both accelerate and decelerate the
mallet, in order to prevent the mallet from going too far from the surface. This challenge
requires further investigation and a close work with the composer, in order to find the best
implementation strategy. For these reasons, the mallet excitation does not currently fit into the
score file framework that has been presented above.
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Figure 6.13: Amplitude profile for a typical gesture. Each point in the graph represents a strike,
with parameters specified in the score file.
duration 4.000
strike 0.065 plate1 0.670 0.551 0.0011 751.591
strike 0.139 plate1 0.673 0.563 0.0012 726.996
strike 0.202 plate1 0.598 0.547 0.0015 705.989
strike 0.271 plate1 0.589 0.590 0.0019 683.260
strike 0.338 plate1 0.552 0.612 0.0022 660.809
strike 0.394 plate1 0.541 0.630 0.0025 642.286
strike 0.469 plate1 0.513 0.652 0.0029 617.427
strike 0.534 plate1 0.495 0.633 0.0029 603.725
strike 0.600 plate1 0.477 0.622 0.0026 597.195
strike 0.657 plate1 0.511 0.546 0.0023 591.555
...
Figure 6.14: Portion of the score produced with the gesture generator web page and represented
in Figure 6.13. The first line determines the duration of the simulation. After this, each line
starts with the word “strike”, followed by the impact time, the label of the plate where the
strike acts (when multiple plates are present in the virtual environment), the x and y normalised




This chapter contains the summary of the results obtained in this thesis, as well as some
concluding remarks and the directions of future work.
7.1 Summary
The papers cited in this section refer to the List of publications on page iv.
Chapter 2 - Linear plate vibration
In this chapter, the linear vibration of thin plates is presented. The governing equations are
discussed in the continuous case first, and it is shown how boundary conditions can be derived
by requiring the total energy of the system to be conserved. Rectangular and circular plates
are considered. Then, an approach for solving numerically the equations of motion with the
finite difference method is discussed. It is shown how energy techniques can be used in order to
design a stable scheme, and how to derive consistent boundary conditions. Simulation results
highlighting energy conservation and the behaviour in the frequency domain are presented.
An original contribution of this chapter is the analysis of the numerical energy variations
patterns in terms of random walks. Additionally, it is shown how to apply energy analysis
when dissipation is present, by adding back to the total energy of the system the accumulated
dissipated power. Although similar ideas have been suggested before, it is shown how a careful
implementation is required in this case to minimise round off errors.
Chapter 3 - Nonlinear plate vibration
The nonlinear vibration of thin plates is discussed in this chapter. Two well-known physical
models are presented, those of Berger and von Kármán. The Berger model is described first
in the continuous case, and then one possible finite difference discretisation of the equations of
motion is presented. Some details about an optimised implementation are given.
More space is devoted to the von Kármán model. The equations of motion in the continuous
case are presented in detail, with remarks about energy conservation and boundary conditions.
One possible finite difference scheme is then analysed. Different implementation strategies are
compared in terms of energy conservation and computation speed. One contribution of this
work is the idea to use iterative methods to solve the linear system that is required in the scheme.
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Although this approach produces less accurate results, the gain in terms of computation speed
can be justified in sound synthesis applications.
Finally, an extension of these two nonlinear models to the case of membranes is discussed.
The use of the Berger model in conjunction with membranes is common in the literature, but
the von Kármán model has never been used in this context in the field of musical acoustics.
This is another contribution of this work, which has been broached in Refs. A and E.
Chapter 4 - Collisions
In this chapter, the simulation of collisions is discussed. Penalty-based methods are applied to
derive a collision force that depends on the mutual interpenetration of the colliding objects. A
recently developed approach is explored in the case of lumped/lumped, lumped/distributed and
distributed/distributed collisions. It is shown how energy techniques can be applied in these
cases to design stable numerical schemes.
The basic ideas are broached first for the very simple case of a mass colliding against a rigid
barrier. Then, the same approach is adapted to the simulation of the interaction between a
lumped mallet and a membrane.
The original contribution of this work is in the design and implementation of a stable
numerical scheme for the interaction between a distributed string and a stiff membrane (Refs. D
and G). Particular attention is devoted to the boundary conditions applied at both ends of the
string. It is explained how to derive a stable scheme when these are attached directly onto the
membrane. Simulation results showing the conservation of the numerical energy in the three
cases are presented.
Chapter 5 - Coupling with the acoustic field in 3D
The first part of this chapter constitutes a primer on 3D acoustics simulation. The basic
equations for 3D wave propagation are discussed in terms of the acoustic velocity potential.
Energy considerations are used to derive stable boundary conditions. A finite difference scheme
is presented, together with the associated discrete energy.
A more extended section is then devoted to the coupling of 2D structures, like plates and
membranes, with the acoustic field. Coupling conditions are derived from energy considerations
both in the continuous and discrete case. In the particular form adopted here, this approach
was developed by S. Bilbao in the case of linear and simple Berger-type nonlinear 2D structures.
It is the first time, however, that such analysis is presented with full details.
The main original contribution of this work is the extension of air coupling to the plates
in the presence of von Kármán nonlinearities (Refs. A and C) and with mallet and string
collisions (Refs. D and G). Energy techniques must be carefully employed in order to obtain a
stable scheme in these cases.
Chapter 6 - Virtual instruments
This chapter focusses on the construction of virtual instruments embedded in 3D by combining
the energy conserving finite difference schemes presented in the previous chapters. Before
discussing the three original virtual instruments which constitute the main contribution of this
work, some general remarks about the structure of a typical sound synthesis code are given.
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Then, an original sound synthesis environment is presented which is based on a set of thin
plates under nonlinear conditions immersed in a 3D acoustic field with which they are coupled
(Ref. C). Results showing the energy conservation of the scheme and the evolution of the
model in a typical simulation are presented. Here, the design and numerical implementation
in Matlab of the prototype code has been performed solely by the Author. All the results
presented in this chapter are obtained with this code. The porting of this program to CPU and
GPU mentioned in this section has been done by J. Perry (Ref. L).
The second original instrument is a model for a double membrane drum with von Kármán
nonlinearities included in the drumhead equations (Ref. A). The continuous and discrete models
are discussed, together with the results showing the energy conservation of the schemes. As for
the previous model, the design and numerical implementation in Matlab of the prototype code
has been performed solely by the Author. All the results presented in this chapter are obtained
with this code. The porting of this program to CPU and GPU mentioned in this section has
been done by J. Perry (Ref. L).
Finally, the third virtual instrument is an energy conserving model for a snare drum excited
with a mallet (Ref. G). Results showing the energy conservation of the scheme and the evolution
of the system during a typical simulation are presented.
Additional remarks regarding the control of these instruments conclude this chapter. In
this section, a graphic interface for the generation of score files is referred to. This has been
designed jointly by the Author, S. Bilbao and P. Graham. Its implementation as a web-based
interface is due to P. Graham.
Appendix A - Experimental investigation of nonlinearities in drum membranes
In this appendix, a preliminary study on nonlinear effects in drum membranes is presented.
This has been conducted in collaboration with M. Newton at the University of Edinburgh and
has been the topic of a previously published paper. The data analysis performed in Ref. E is
revisited here, with an additional set of data at very high striking excitations not previously
considered. Pitch glide effects can clearly be seen in the experimental data.
An improved numerical simulation is also presented, which compares the models of Berger
and von Kármán for nonlinear membrane vibration. Pitch glide effects are produced at high
excitation amplitude, as expected, but the two models present slightly different features. The
Berger model, in particular, produces pitch glides that are much wider than the von Kármán
case. It is argued that the von Kármán model might give results in better agreement with
experiments, although further investigation is needed for a conclusive answer. In terms of
sound synthesis, however, the outputs generated with the von Kármán model are more realistic
that those with the Berger model.
Appendix B - Finite precision effects in FDTD schemes
This appendix offers novel insights on some round off effects that appear in finite difference
schemes. First, it is clarified what is meant by conservation of energy “to machine precision”,
and how energy variations should be calculated in order to highlight the correct quantisation.
This is an original contribution of this work.
Then, the implementation of a numerical scheme for the simple harmonic oscillator is anal-
ysed, both in the lossless and lossy case. A second order implementation is compared with the
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corresponding first order system. It is found that the first order system behaves better than
the second order implementation from an energy conservation point of view, and that some
numerical errors can be avoided with a different implementation.
The case of a free particle is analysed after. The second order implementation and the first
order system are compared numerically, and an explanation for the quantised jumps that can
be seen in the second order energy plot is proposed.
Finally, round off errors are analysed in the case of the 3D wave equation. It is demonstrated
how a näıve implementation can lead to a linear drift in the energy calculation, and how it is
possible to cure this artefact.
7.2 Concluding remarks
In this work, it is demonstrated how physics-based finite difference simulations can be used to
produce provably stable algorithms for sound synthesis. The techniques presented here rely
heavily on a discrete energy quantity that is conserved in the lossless case, and that is non-
negative when the stability conditions for the scheme are satisfied. This approach is obviously
not new, but is based on a vast literature of previous works, which have been acknowledged
throughout this work.
Why finite differences?
After the extensive treatment of finite difference schemes given in this work, it is perhaps worth
trying to weigh the advantages and disadvantages of this method, specifically when applied
to the simulation of percussion instruments. Different approaches are in fact available, and
have been successfully adopted in the past. Digital waveguides, for example, have been chosen
by several researchers to simulate embedded drums [2, 117] and plates [193]. Although some
attempts at incorporating nonlinear effects have been made, it is still unclear how to simulate
strong physics-based nonlinearities as those of the von Kármán model in this context.
For some problems, modal methods are an attractive option, particularly when the system
to be simulated is linear. Recent advances in the field by Ducceschi and Touzé [73, 74], however,
have produced modal simulations even for the von Kármán plate equation, both for scientific
and sound synthesis purposes. In this case, the particular structure of the problem has allowed
for an efficient numerical implementation, that is just a few times beyond real-time for typical
plates [75]. Another advantage of this approach is the versatility in the implementation of losses
in the system—a different coefficient can, in fact, be chosen for each individual mode. Here,
the difficulty resides in the calculation of the nonlinear coupling coefficients that govern the
evolution of the system. These must be recomputed every time the physical parameters of the
plate are changed, and require a large amount of computer memory for storage. A more general
difficulty with modal methods is the lack of flexibility to handle non-standard geometries and
coupling with different components.
A well-known alternative approach to numerical simulation is the finite element method
[210]. This has been adopted in several occasions in musical acoustics and sound synthesis
applications (see, e.g., [146, 37, 68, 46]). The starting point of this approach is the use of
shape functions that approximate locally the solution to the problem in the spatial domain,
by considering the initial problem under a variational formulation. Time-integration is then
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performed using standard techniques, such as Runge-Kutta methods, which can become very
expensive in terms of memory storage when many past steps are considered for accuracy. Finite
element methods are very attractive whenever the problem at hand is defined over an irregular
domain. The downside, however, is the lengthy process that is required to set up the discrete
mesh, which is generally carried out using external software packages over which the user has
little or no control. Given the delicate problems generally found in sound synthesis applications,
such as numerical bandwidth and dispersion, this may not always be a wise choice. It is not
uncommon, in fact, for these software packages to produce grids with large variations in the
elements’ size and shape. This can severely harm the quality of the synthesised sound, as the
discussion on polar grids in Section 2.5.1 should clearly illustrate.
Finite difference methods have several advantages, which should be clear from the models
presented in this work. First of all, they are fairly simple to program. The various schemes
can generally be written as simple matrix-vector multiplications. An additional strength is the
possibility to simulate interacting elements of various nature. In this sense, the snare drum
model presented here is an example of how different components, ranging from the lumped
mallet to the 3D acoustic field, can be combined together in the presence of collision nonlin-
earities. The precomputation stage of a typical simulation, as described in Section 6.1, is also
relatively inexpensive in terms of memory storage, given that the finite difference operators in
matrix form have generally a very sparse structure. This, however, only holds in the case of
very simple geometries, such as those presented here.
One problem that is often encountered in practical applications is the simulation of geome-
tries that are not well described by Cartesian coordinates. As discussed before, circular domains
are very common in drums and gongs, but their simulation within the finite difference frame-
work can be done only at the price of some approximations. A new direction that is emerging
is that of finite volume methods. Although not new (see, e.g., the classic book by LeVeque
[127]), these techniques appear to be the natural extension of finite difference methods, without
being restricted to regular grids. Unstructured meshes, for example, can successfully be applied
near curved boundaries to better model the domain under investigation. Applications of this
approach to room acoustics have been reported recently by Bilbao [21] and Hamilton [96, 97],
while preliminary studies on plates [98] have also been performed. One challenge that remains
open to this date is the application of the finite volume method to the case of circular plates
in the presence of free and simply supported boundary conditions. Preliminary attempts per-
formed jointly by Bilbao and by the Author have so far proven inconclusive. It is beyond doubt,
however, that a successful implementation of this method, incorporating also a von Kármán
type nonlinearity, would greatly improve the accuracy of the models presented in this work.
Computational cost
One issue that still hampers the full usability of the virtual instruments presented in this
work is their high computational cost. At audio rate, in fact, the numerical codes can take
hours to generate a second of output. A successful case study has been presented, that of
the multiple plate environment in 3D and the double membrane drum, where a huge increase
in computation speed has been obtained with a hybrid approach using a combined CPU and
GPU implementation. A speed-up of 60-80 times against the original prototype code has been
obtained for typical simulations. In this form, the code has been used by composers G. Delap
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and C. Chafe for their works.
The development of new techniques similar to those presented here is obviously desirable
to increase the computation speed of these algorithms, with the ultimate goal being their use
in real time. Although still a long way ahead, at least for the models presented in this work,
recent advances in finite difference simulation of complex systems by Webb and Bilbao [203]
give hope that this goal may become a reality.
Energy conservation and round off errors
Several different PDEs have been analysed in this work, and the numerical behaviours of the
finite difference schemes that discretise them have been discussed. These can be combined
together in order to create complex systems with several interacting components, with coupling
conditions determined again by energy considerations. One question that remains open is
how to extract more information from the energy variation patterns that are produced. In
many occasions throughout this work, it has been pointed out how round off errors can play a
considerable part in the energy conservation of the scheme.
An interesting perspective that is followed in this work is that proposed by Henrici in his
seminal work [101], and pursued recently by Hairer and other researchers [94, 197]. Within this
framework, different energy variation patterns are caused by the propagation of random round
off errors in the scheme. As long as the energy patterns behave like random walks, the scheme
can be considered well designed. This approach requires that a statistical analysis over a large
number of simulations be performed, in order to ascertain the average behaviour of the scheme.
This is obviously a lengthy process, as it requires hundreds or thousands of simulations to be
run. Alternative approaches, based ideally on a single run of the code, and currently (to the






The experimental investigation of percussion instruments has a long history, which dates back
at least to the works of Lord Rayleigh [169]. The most systematic and extensive contribution in
this field, however, has been given by Rossing and Fletcher, who performed several studies on
various types of percussion. Their results are collected in the classic textbooks [84, 154, 152].
Many experimental studies on drums are available—target systems include bass drums [83],
tom-toms [66, 149], timpani drums [151, 60] and snare drums [153]. Recent works by Worland
et al. [205] have analysed the vibrations of a circular membrane and compared them with the
theoretical predictions.
Nonlinearities play a major role in gongs and cymbals, and an intensive investigation has
been conducted, both experimentally and theoretically, by Touzé, Thomas and Chaigne in re-
cent years [187, 174, 54]. One interesting question is if such nonlinearities are present in drums,
and what importance they have in determining the perceived sound. Nonlinearities in drum
membranes, in fact, have not received much attention, apart from sporadic comments in the
works of Fletcher and Rossing (see, e.g., [83] and [84, p. 608]). The Author has performed a pre-
liminary experimental investigation on a floor tom drum [186] in collaboration with M. Newton
at the University of Edinburgh. The aim of the experiment was to obtain quantitative mea-
surements from the real drum to compare with the results of numerical simulations. This study
and its results are described in the remainder of this chapter.
A.1 Preliminaries
A.1.1 Experimental setup
The tom-tom used for the experimental investigation has a radius R = 20 cm and height
42 cm. The measured thicknesses of the two membranes were 0.175 mm for the batter head,
and 0.19 mm for the carry head. The drum was then positioned over a flat surface, with
drumheads aligned vertically and perpendicular to the surface itself. In order to reduce rigid
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body movements during the strikes, rubber strips were positioned at both sides of the drum.
This provided a stable seat for the instrument, while at the same time increasing the friction
against slipping. The batter head was oriented towards the edge of the support surface, and
a small patch of reflecting material was attached at the centre of it. On the opposite side, a
Polytec OVF-5000 laser Doppler vibrometer (LDV) was pointed at the reflecting patch, such
as to measure the displacement of the drum head. Sounds were recorded with a Bruel & Kjaer
Type 4134 near field microphone, positioned at half a radius of distance from the centre of the
membrane, at about 5 cm from the surface. The data acquisition was achieved with a Bruel
& Kjaer PULSE system connected to a PC. This setup allowed for the synchronous recording
of the various streams of data, such that the microphone signal could be exactly aligned with






Figure A.1: Left: Picture of the experimental setup, showing the drum, the LDV and the
microphone. Right: Scheme of the equipment used. The microphone (MIC) and the LDV are
connected to the digital acquisition system (DAQ) and then to the PC.
A.1.2 Striking mechanism
Different mechanisms for striking the drum in a consistent way were tested. A pendulum-like
device was initially adopted, consisting of a thin wire with attached a heavy spherical weight.
This was hanging from a fulcrum that was suspended by a heavy support, while being able to
rotate freely along a predefined direction. By lifting the weight from its equilibrium position
and letting it go under gravity, the device could be used to strike the drum at a given location.
Preliminary data were collected, but the force generated by the pendulum was found to be
insufficient to trigger the nonlinear effects to a considerable level. For this reason, this strategy
was discarded, and it was decided to strike the drum with a drum stick. Several different force
levels were recorded and studied, from the linear to the strongly nonlinear regime, with repeated
strikes for each level.
A.1.3 LDV signals
As no calibrated striking device was available, a quantifiable relation between the striking
force and the displacement of the membrane cannot be given. The recorded signals, however,
could be grouped together a posteriori based on the similarities that they display, hinting
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at compatible initial conditions. From the original data, collected with the LDV and the
microphone, four different sets of signals can be identified, each corresponding to different
striking amplitudes: low, medium, high, and very high. For each of these sets, three signals are
taken into consideration, and can be considered three distinct repetitions at the same striking
amplitude. All measurements were recorded independently one from the other.
The first challenge in the data analysis is that strikes with a similar amplitude need to be
temporally aligned in order for all three to have the same starting point. Finding the exact
initial sample of the strike within the signal is almost impossible, especially at low amplitudes,
when the initial slope of the curve is almost zero. The strategy adopted, therefore, is to find
the sample corresponding to the first maximum for each signal, and to align the vibrometer
signals based on that. The same trimming can be applied to the microphone signals, as well,
since these data are synchronised with the vibrometer.
The data used for the analysis are plotted in Figure A.3. Here, the first 1.5 s of the signals
are shown, together with a zoomed portion over the first 0.1 s. The different amplitudes of the
signals are apparent from the plots on the left hand side, corresponding to the four different
striking amplitudes adopted. The compatibility of the initial conditions used between different
strikes at similar amplitude can be checked by noticing the similarity between the different
signals on the right hand side of Figure A.3.
A quantitative evaluation of the intensity of the strikes can be obtained by analysing the
displacement of the membrane recorded with the LDV. Figure A.2 shows the initial part of the
vibrometer signal for four different striking forces. As in the previous case, the various signals
need to be aligned along the temporal axis. This time, the minima have been aligned at t = 0 s,
as they correspond to the maximum displacements of the membranes. As expected, larger
vibration amplitudes are produced by stronger blows. At low striking force, the maximum
displacement recorded was of about 2 mm, at medium force of just below 4 mm, at high force
5 mm, and about 6 mm at very high striking force. Another interesting fact that can be noticed
in Figure A.2 is the shorter wavelength of high amplitude signals. This hints at a change of
frequency in the initial portion of the drum sound depending on the excitation amplitude. This
is typical of pitch glide effects.
























Figure A.2: Comparison of the vibrometer signals for different striking amplitudes. As expected,
strong blows cause the membrane to vibrate at larger amplitude than low ones. Nonlinear effects
depend on the ratio between the displacement and the thickness of the membrane.
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(a) Low amplitude






































































































(d) Very high amplitude
































Figure A.3: Data from the vibrometer signals at different striking amplitudes. Three repetitions
are shown in black, blue and red for each amplitude. Left: First 1.5 s of the signals. The same
scale has been used in the vertical axis, in order to render apparent the different amplitude of
the signals. Right: Zoomed portion of the first 0.1 s of the signals. Here, the similarities between
the different repetitions are visible, meaning that comparable strikes have been injected.
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A.2 Data analysis
A.2.1 Linear modes
A first step in the present study is the determination of the frequencies at which the upper
membrane vibrates in the linear regime. These can be obtained by plotting a Fourier spectrum
of the entire vibrometer signal at low amplitude excitation. In this case, as will shortly be seen,
the peaks in the spectrum do not shift position over time, thus signifying that the vibration is
in the linear regime. The results of this analysis are plotted in Figure A.4.
Peak frequency determination
Given the finite precision of the Fourier transform and the limited number of data points
available, interpolation techniques must be used in order to extrapolate the frequency of the
various peaks. A very simple approach consists in zero-padding the original signal [165]. Zero-
padding can be thought of as a cheap way of interpolating a signal as it introduces more
resolution in the Fourier transform without changing the information that it carries. This
produces smoothed out peaks, that near the maximum can be approximated by a parabolic
function. Depending on the level of zero-padding used, the frequency of the maximum can be
assumed to be the frequency of the peak.
Better results, however, can be achieved through quadratic interpolation near the maximum.
It has been noticed, in fact, that near the maximum the peak has a parabolic shape. Thus,
by fitting a parabola through the maximum and its two neighbouring points, it is possible to
achieve results with a considerable degree of accuracy. This is the approach adopted in the
remainder of this chapter.
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Figure A.4: Spectrum of the upper membrane, obtained from a Fourier analysis of the averaged
vibrometer signals at low amplitudes. The frequencies of the peaks up to 400 Hz are reported
in the Figure. The peaks at multiples of 50 Hz up to 250 Hz have been ignored as they are
related to background noise.
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Results
Three first peaks appear in the linear spectrum of the low amplitude signal at frequencies of
8.8 Hz, 11.2 Hz and 18.6 Hz, and might be due to the interaction between the drum and the
supporting table. Then, a doublet of peaks appears with very close frequencies of 71.6 Hz and
77.9 Hz. The most prominent peak of the spectrum is located at 157.3 Hz. Up to 400 Hz, several
other peaks appear at frequencies indicated in Figure A.4. Sharp spikes can also be noticed at
multiple frequencies of 50 Hz, up to 250 Hz. These represent background noise coming from
interferences with the electrical equipment, and can be disregarded from the analysis.
It is convenient, for the following analysis, to label the peaks or groups of peaks with letters1.
As some of them are very close in frequency, it is sometimes easier to refer to pairs or triplets
of peaks with the same letter, differentiating them by using a subscript number. These labels,
together with the frequencies of the various peaks, are indicated in Figure A.4.
A.2.2 Pitch glide effects
In order to estimate pitch glide effects, one possibility is to analyse an initial portion of the
signal and to compare it with a later portion, and to repeat the process for all the different
striking amplitudes. The strategy adopted consists in averaging the vibrometer signals for every
striking amplitudes, thus obtaining four signals from the initial twelve. Then, for each signal,
a portion of 0.25 s (16384 samples at the acquisition rate of 65536 Hz) at t = 0.02 s is selected,
and compared with one of equal length at t = 1 s. The choice of ignoring the first 0.02 s of
the signal is to prevent the analysis from being altered by the presence of the mallet, which at
that point has already detached from the drumhead. The results of this analysis are plotted in
Figure A.5.
Low amplitude
At low amplitudes, the peaks simply decay in intensity, without changing position. This is typi-
cal of linear systems, whose behaviour can be well described by a superposition of modes. Here,
excitation amplitudes were not enough to trigger nonlinear effects. An interesting phenomenon
involves the peak B. The initial frequency is 77.9 Hz, while the final one is 71.6 Hz. That this
is not a pitch glide is confirmed by plotting a Fourier spectrum over a longer window. Both
peaks can be seen simultaneously in this case, with B1 gradually prevailing over B2.
Medium amplitude
In the medium amplitude case, a slight shift can be noticed in all of the peaks above C. The
deviations observed are between 6 and 11.2 cents. The analysis on peak B shows an initial
frequency of 76.5 Hz, which is 1.4 Hz lower than the linear value. In this case it is not clear
what caused the discrepancy, and additional investigations would be required.
The values of the initial frequencies for the various peaks together with the relative variations
in cents are reported in Table A.1.
1There is obviously no connection between the frequency of the peaks and the musical notes!
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Peak Linear Frequency (Hz) Initial Frequency (Hz) Cent deviation
C 157.3 158.4 11.2
D2 231.6 232.5 6.5
E 298.0 299.5 9.1
F 319.5 321.2 9.0
G2 360.1 362.1 9.6
G3 370.6 372.1 6.8
H2 391.8 393.7 8.4
Table A.1: Frequencies for the shifted peaks at medium excitation amplitude, together with
the variations in cents from the linear values.
(a) Low amplitude
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(b) Medium amplitude
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(c) High amplitude
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(d) Very high amplitude
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Figure A.5: Spectra for the averaged vibrometer signals at striking amplitudes as indicated.
For each plot, the spectrum of a portion of 0.25 s of the signal at time t = 0.02 s is plotted
with a thin line, while the spectrum for a later portion with identical duration at t = 1 s is
plotted with a thick line. The vertical dotted lines represent the frequencies of the peaks in the
linear regime. The shift of some peaks in the initial spectra at increasing excitation amplitude
indicates the presence of pitch glide effects.
High amplitude
At high amplitude, a change in frequency becomes noticeable for most of the peaks. All the
groups from C to H, in fact, exhibit a glide, even though for the doublet D it is difficult to
resolve between the two frequencies, and a single maximum appears. Only the upper peak in
the triplet G is clearly present. Pitch glides in this case range from 32.6 to 44.1 cent deviations
with respect to the linear peaks. The behaviour of the peak B is again puzzling. The initial
frequency appears to be at 77.5 Hz, therefore still below the frequency of B2 measured in the
linear case. No clear explanation to this phenomenon can be suggested.
The values of the initial frequencies of the peaks which can be most clearly identified are
reported in Table A.2, together with their relative difference from the linear values.
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Peak Linear Frequency (Hz) Initial Frequency (Hz) Cent deviation
C 157.3 160.5 33.9
D2 231.6 236.5 36.2
E 298.0 305.7 44.1
F 319.5 326.8 38.8
G3 370.6 377.7 32.6
Table A.2: Frequencies for the shifted peaks at high excitation amplitude, together with the
variations in cents from the linear values.
Very high amplitude
At very high excitation amplitude, the frequency shift becomes even more apparent. Here, the
doublet B presents a single peak appearing at 80 Hz, with a deviation of 46.1 cents with respect
to the frequency of B2. Frequency shifts of up to 66.6 cent deviation can be observed. Notice
that at this stage, hysteresis effects seem to be present. As a matter of fact, some peaks (C, E
and F) set onto a final frequency that is shifted from the value in the linear regime.
The values of the frequencies for the initial spectrum of the signal are reported in the
following table, together with the cent deviations with respect to the linear values.
Peak Linear Frequency (Hz) Initial Frequency (Hz) Cent deviation
B2 77.9 80.0 46.1
C 157.3 162.9 60.0
D2 231.6 237.0 39.7
E 298.0 309.7 66.6
F 319.5 328.8 49.5
G1 350.0 363.2 63.6
G2 360.1 371.0 51.4
G3 370.6 380.9 47.3
Table A.3: Frequencies for the shifted peaks at very high excitation amplitude, together with
the variations in cents from the linear values.
A.2.3 Comments
The analysis in the previous sections has highlighted the presence of pitch glide effects in drum
membranes. These appear to be present at high striking amplitudes, when the corresponding
vibrations of the drumhead are large. This is in line with what has been reported by previous
researchers (see, e.g., [83] and [84, p. 608]). The data presented before show that pitch glide
effects start to appear even at moderate amplitudes for high frequency peaks. Shifts of up to
11.2 cents have been observed in this case (see Table A.1). Wider glides were reported at high
and very high frequencies, with a maximum values of 66.6 cents for the peak E at very high
striking amplitudes (see Table A.3).
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A.3 Numerical simulation
The experimental results discussed in the previous sections can be compared with numerical
simulations performed using the finite difference model for nonlinear double membrane drums
presented in Section 6.3. A similar study has been done in [186], with the aim of comparing
two different nonlinear models for membrane vibration, those of Berger and von Kármán.
As some of the parameters of the experimental system could not be measured, namely
the density and the tension of the two membranes, an exact comparison between experiment
and simulation cannot be made. Besides, the striking mechanism used in the experiment
is fundamentally different from the raised cosine excitation injected in the numerical model.
Therefore, the following analysis is to be considered only as a starting point for future, more
elaborate investigations. Nonetheless, it is possible to tune the virtual drum such that it behaves
in a similar way to the tom tom used in the experiment.
Given these limitations, the density of Mylar has been chosen according to values found in
the literature. The missing values for the tensions have then been chosen in order to match the
recorded sounds of the upper and lower membrane. This strategy, although very crude, can
still provide interesting information about the physical behaviour of the system.
A.3.1 Physical model
The aim of the present analysis is to compare the different nonlinear models presented in
Section 3.3, in the light of the data gathered with the experiment. Consider, therefore, a
double membrane drum excited with a long raised cosine strike as described in Section 6.5.
The physical model for this system has been discussed in detail in Section 6.3. Here, however,
two different types of nonlinearities in the membrane equations are considered: the Berger
model and the von Kármán model. The equations of motion in both cases are discussed in
Section 3.3 for the isolated membranes, and in Sections 5.4.7 and 5.4.8 for the complete system.
The parameters used for the simulation can be found in Table A.4. Some of them, like the
dimensions of the drum and the thickness of the membranes, have been measured from the
real instrument. Others, like the density and Young’s modulus for Mylar membranes, have
been chosen according to values found in the literature [84]. Finally, the values for the tension
have been deduced from the recordings. The simulations have been run at a sampling rate of
44.1 kHz, producing 1.5 s of output.
Parameter Simulation value
sampling rate 44100 Hz
radius R 0.20 m
shell height 0.42 m
density of Mylar 1400 kg/m3
Young’s modulus of Mylar 3.5 GPa
batter membrane thickness Hb = 0.175 mm
carry membrane thickness Hc = 0.19 mm
batter membrane tension Tb = 1140 N/m
carry membrane tension Tc = 954 N/m
Table A.4: Parameters used in the numerical simulation of the virtual drums.
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A.3.2 Simulation data
The data obtained from the numerical simulation using the Berger and von Kármán models are
plotted in Figure A.6. Two excitation amplitudes are compared, which generate displacements
that are comparable to the low and very high amplitude cases for the experimental data. As
has been done for the experimental data in Figure A.3, a portion of 1.5 s of both signals has
been plotted, together with a zoomed version of the first 0.1 s.
At low amplitude, the maximum displacement of the membrane in both cases is less than
2 mm. At high excitation amplitudes, the same striking force produces different maximum
displacements for the two models—the first negative peak has a maximum displacement of
5.1 mm and 6.7 mm for the Berger and von Kármán case, respectively.
(a) Low amplitude


































(b) Very high amplitude


































Figure A.6: Output signals obtained with a numerical simulation of a double membrane drum
with Berger and von Kármán nonlinearities. The displacements of the upper drumhead at a
point near the centre are plotted at striking amplitudes as indicated. Left: Plot of the entire
signal. Right: Zoomed portion of 0.1 s of the signals. Notice the change of scale in the upper
right plot. The Berger nonlinearity is plotted in blue, while the von Kármán nonlinearity is
plotted in red.
A.3.3 Linear spectrum
In order to analyse the frequencies in the nonlinear case, it is first useful to plot a spectrum for
the membrane under linear conditions. In this case, it is very simple to run a simulation with
the same excitation parameters used before, but without the presence of the nonlinearities. The
results of this analysis are plotted in Figure A.7. Although there are some clear differences with
the experimental results of Figure A.4, the parameters chosen are probably not far from those
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of the real instrument. The various peaks or groups of peaks are labelled with letters from A
to H.
A first peak, marked with A, appears at a frequency of 2.5 Hz. Then, a prominent peak
appears at 77.3 Hz, which is labelled with B. Notice that, contrary to the experimental data,
only a single peak appears here. This could be due to a not perfect tuning of the membrane in
the experimental drum, leading to the mode splitting in the measurements. The peak C has a
frequency of 157.6 Hz, which is close to the 157.2 Hz found in the experimental data. The next
two peaks in the spectrum appear at frequencies of 231.1 Hz and 262.6 Hz, and are labelled with
D. Notice that D1 falls in the range of the doublet D which appears in the experimental data,
while no corresponding peak to D2 can be found in the experimental measurements. Seven
other peaks appear below 450 Hz—a single peak E, a single peak F, a doublet G and a triplet
labelled H—whose frequencies are indicated in Figure A.7.
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Figure A.7: Spectrum for the upper membrane under linear conditions. The peaks are marked
with a vertical dotted line. The various peaks are marked with a label, and the values of their
frequency are reported in Hz.
A.3.4 Data analysis
The signals in Figure A.6 have been analysed in a similar way to the experimental case. An
initial portion of the signals at t = 0.005 s, with length 8192 steps (corresponding to a duration
of approximately 0.19 s), has been compared in the frequency domain with a later portion of
identical length at t = 1 s. Zero-padding and interpolation have been used in order to obtain
the frequencies of the peaks.
Low amplitude
Figure A.8 shows the comparison between the initial spectra and those for a later portion of
the signals at low amplitudes for both the Berger and the von Kármán models. For the von
Kármán case, the deviations from the linear peaks range from 5.9 to 9.2 cents, with the only
exception of the peak B that is shifted only by 1.6 cents. The Berger case, instead, produces
pitch glides that are a third of a semitone wide for all peaks except for the peak B, which is
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shifted by 17.6 cents. Notice that no pitch glide was reported in the experimental measurements










B 77.3 78.1 17.6 77.3 1.6
C 157.6 160.6 33.2 158.1 5.9
D1 231.1 235.7 34.7 231.9 6.6
E 300.3 305.9 32.4 301.5 7.1
F 330.4 336.1 29.7 331.9 7.9
G1 366.9 373.1 28.7 368.4 6.8
H1 410.4 417.7 30.4 412.6 9.2
Table A.5: Results from the analysis of the data at low excitation amplitude. The initial
frequencies for the Berger and von Kármán cases are reported, together with the linear frequency
of the peaks. Cent deviations from the linear frequencies are calculated before rounding the
values to one decimal figure.
Very high amplitude
At very high excitation amplitudes, only four peaks are clearly distinguishable in both simula-
tions. As is apparent, however, the two models exhibit quite different features. The peaks in
the Berger case have a much higher frequency than the corresponding peaks in von Kármán.
Frequency shifts of up to 136.4 cents can be observed for the peak C. This fact causes wider
and faster pitch glides in the Berger case, that are not in line with the experimental results.
For the real tom tom, the maximum variation observed was 66.6 cents for the peak E at very
high amplitudes.
For the von Kármán model, the frequency shift for the peak B is only 7.4 cents, which is
also considerably different from the experiment. The other peaks, however, show a behaviour
that is compatible with that of the real drum. For the peak C, e.g., the deviation here is of











B 77.3 80.8 77.8 77.6 7.4
C 157.6 170.5 136.4 161.2 39.5
D1 231.1 249.5 132.8 238.2 52.6
E 300.3 320.5 112.7 307.5 41.0
Table A.6: Results from the analysis of the data at very high excitation amplitude. The
initial frequencies for the Berger and von Kármán cases are reported, together with the linear
frequency of the peaks. Cent deviations from the linear frequencies are also calculated.
A.4 Final remarks
In this chapter, an experimental investigation on a tom tom performed in collaboration with
M. Newton is compared with numerical simulations. The experiment highlights the presence
of pitch glide effects in drum membranes at high striking amplitudes. This is not a novel
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(a) Berger model
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(b) von Kármán model
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Figure A.8: Spectra for the simulated signals at low striking amplitudes. Top: Berger model.
Bottom: von Kármán model. The spectrum for the initial portion of the signal at t = 5 ms is
compared with a later portion at t = 1 s. The Fourier transform is computed over 8192 time
steps, corresponding to approximately 0.19 s at the simulation sampling rate of 44.1 kHz.
observation, but it is the first time to the Author’s knowledge that such an investigation is
performed over several peaks in the spectrum. The experimental data show in fact that many
peaks exhibit pitch glide effects, with relative variations of up to a semitone for the lowest
modes.
Numerical simulations are also presented in this chapter with the aim of comparing the
models at hand with the experiment. This analysis has several limitations that have already
been discussed. The most important is the fact that the membrane tensions of the real drum
could not be measured, and their values could not be used in the simulation. Some ad hoc
approximations based on the sound recordings of the strikes have been used to reconstruct the
original values, but this somehow limits the validity of the results. Another possible source of
discrepancy between the experimental and simulated data is the position of the real drum during
the experiment. The tom tom was positioned over a table, lying on a side, and held still in
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(a) Berger model
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(b) von Kármán model
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Figure A.9: Spectra for the simulated signals at very high striking amplitudes. Top: Berger
model. Bottom: von Kármán model. The spectrum for the initial portion of the signal at
t = 5 ms is compared with a later portion at t = 1 s. The Fourier transform is computed
over 8192 time steps, corresponding to approximately 0.19 s at the simulation sampling rate of
44.1 kHz.
order to prevent it from moving. This might have inevitably interfered with the vibrations of the
drum in isolation, which is what the numerical model simulates. Furthermore, no information
about the striking parameters of the drumstick were recorded, which makes the comparison
with a simulated raised cosine strike even more questionable. Finally, an additional source of
error in the numerical model could be the choice of the dissipation coefficients, which should
also be determined experimentally.
Despite these limitations, however, some useful insights can be drawn from the simulation
regarding the difference between the Berger and the von Kármán model. Both models are able
to produce pitch glide effects at high striking amplitudes. Under identical initial conditions and
with the same physical parameters, however, the frequency shifts produced by the Berger model
are wider and faster than those of von Kármán. In terms of sound synthesis applications, this
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determines outputs that are perceptually not accurate. In this respect, the von Kármán model
offers a valid alternative. The pitch glides produced by this model are in fact more compatible
with those from the experiment. These findings confirm those reported in [186]. It is clear,
however, that further investigation is required in order to improve this analysis.
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Finite precision effects in FDTD
schemes
Numerical errors are an unavoidable effect of working in finite precision arithmetic. The study
of these artefacts and their minimisation is the subject of numerical analysis [103, 138]. Some
incidents involving numerical errors are recorded in the history annals.1 One of the most
dramatic is probably the Patriot Missile failure, which occured in 1991, when an American
missile battery in Saudi Arabia failed to intercept an incoming Iraqi missile, causing the death
of 28 American soldiers and the wounding of around 100 other people. The failure was caused
by an inaccurate calculation of time due to the propagation of round-off errors.2
Even if numerical errors can hardly produce such dire consequences in the context of musical
acoustics, nonetheless they can potentially harm the stability of a simulation. Their study
seems therefore very important, but to the Author’s knowledge, no previous analysis has been
performed yet in this field. In this appendix, a brief account of some of the errors that can be
encountered in a finite difference code is given, with an emphasis on simple systems such as the
harmonic oscillator. This study can form a basis for the application of these methods to more
complex models. A few basic ideas about floating point calculations and energy variations are
discussed first.
B.1 Floating point calculations and energy variations
In this work, it has been stated several times that the discrete energy balances presented hold
to machine precision of the computer, which has been denoted by ε. In this section, this notion
will be clarified. First, however, a few basic facts about floating point computation are needed.
B.1.1 Floating point numbers
As is well known, modern computers use a binary floating point system to represent numbers.
A fixed number of bits, depending on the precision adopted, are used to represent a signed
mantissa and an exponent that specify the value of the number. A short primer on this topic is
1See, e.g., http://ta.twi.tudelft.nl/users/vuik/wi211/disasters.html
2For the full details, the interested reader is referred to http://www.ima.umn.edu/~arnold/disasters/
patriot.html
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given by Goldberg in [90]. What is important to note here is that, given the finite bits available,
only a finite number of values can actually be represented in a computer.
The term machine precision indicates that quantity ε such that 1 + ε is the smallest number
bigger than 1 that can be represented. Any real number r ∈ R such that 1 < r < 1 + ε cannot
in general be exactly represented as a floating point number, and must then be rounded to
either 1 or 1 + ε according to a rule. In any case, however, its floating point representation
fl(r) satisfies the following relation [103]
fl(r) = r(1 + δ), with |δ| ≤ 1
2
ε. (B.1)
In other words, the relative error between r and its representation fl(r) is bounded by 1/2ε,
or ∣∣∣∣fl(r)− rr
∣∣∣∣ ≤ 12ε. (B.2)
The IEEE standard defines ε for single precision, ε = 2−23 ≈ 1.19× 10−7, and double precision,
ε = 2−52 ≈ 2.22× 10−16 [103]. Double precision is considered in the remainder of this chapter.
Consider now a positive floating point number a, with 2e ≤ a < 2e+1 for some integer
exponent e. The notation bac2 ≡ 2e will be used to indicate the nearest power of two to a,
rounding towards zero. With a slight abuse of notation, it is possible to introduce for any
floating point number a the function ε(a) that returns the spacing between a and the smallest
floating point number bigger than a, that is a+ε(a). Of course, ε(1) = ε, the machine precision.
The gap ε(a) is given by the formula [140]
ε(a) = bac2ε = 2eε. (B.3)
B.1.2 Discrete energy variations
In this work, energy techniques have been applied to the numerical schemes in order to evaluate
their behaviour. In practice, a discrete quantity is defined and calculated, which plays the role
of the total energy of the system. One then wishes to monitor the variations of this numerical
energy with respect to the initial value, in order to ascertain that no artificial energy is added
into the system, nor that any unexpected leakage is present.
Consider a numerical scheme with total energy hn at time step n, and let the energy at





is often used in the literature [19] to rescale the energy differences down to machine precision.
This operation, however, does not lead to the results that one wishes. The difference in the
numerator, in fact, is generally proportional to ε(h0) ≤ ε · h0. Dividing by h0 in the previous
definition of e causes the machine precision quantisation to be “shrunk”. The above definition
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where the notation b·c2 has been defined in the previous section, in order to obtain the cor-
rect quantisation. This is the definition used throughout this work. Figure B.1 shows this
phenomenon for a typical simulation. As is apparent, calculating the difference with the first
expression causes the quantisation to be rescaled, whereas with (B.5) the machine precision































Figure B.1: Difference between the energy variations calculated using the definitions (B.4) and
(B.5) for a typical simulation. Left: graph of e = h
n−h0
h0 . Right: graph of e =
hn−h0
bh0c2 . As is
apparent, the first expression fails to reveal the machine precision quantisation in the energy
variation. Horizontal lines represent integer multiples of ε = 2−52.
Alternative definition







where the parentheses indicate the operation order. A similar definition has been used, e.g.,
in [70]. Although mathematically equivalent to (B.4), numerically this formula produces quan-
tised jumps in multiples of ε, when e∗ > 0. Jumps that are multiples of ε/2 appear for negative
values of e∗, i.e., when hn < h0.
Figure B.2 compares e∗ with the definition of e given in (B.5). The results given by the
two definitions appear to be different, although an explanation for this behaviour is not readily
available.
B.2 Simple harmonic oscillator
Consider now the simple harmonic oscillator (SHO) with mass M and stiffness constant K





where u(t) is the position of the mass at time t ∈ R+. This equation must be accompanied by
two initial conditions, namely u0 = u(0) and v0 = du/dt|t=0, the initial position and velocity
of the mass. As is well known, the most general solution for (B.7) when ω0 > 0 can be written
171































Figure B.2: Difference between the energy variations calculated using the definitions (B.6) and





− 1. Right: graph
of e = h
n−h0
bh0c2 . The first expression gives energy quantisation jumps on the order of machine
ε when e∗ > 0. Half-ε steps, however, appear when e∗ is negative. Horizontal lines represent
integer multiples of ε = 2−52.
as






K/M is the natural frequency of the system. Using basic algebraic manipulations,
the solution u(t) can be rewritten as






and tan(φ) = − v0ω0u0 .
A perhaps more fundamental way to write the equation is in terms of a first order system.








It is easy to be convinced that (B.7) and (B.10) represent indeed the same physical system. In
both cases, the energy for the oscillator can be obtained by multiplying the equation by the
velocity v. The energy balance that is obtained is
dHsho
dt








The simulation of an SHO can provide useful insights on the behaviour of numerical schemes,
and can serve as a guide in the implementation of more complicated models, as those presented
in this work.
The simplest discretisation of (B.7) can be obtained by introducing a time step k and the
variable un ≈ u(nk) approximating the position of the mass at integer multiples of the time
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step k. The simplest finite difference scheme can be written as
Mδttu
n = −Kun, (B.12)
where δtt is the second difference operator (2.97). The update is given by
un+1 = (2− k2ω20)un − un−1. (B.13)
A detailed analysis of this scheme is given in [19], so only few details of interest will be treated
here. An energy balance for (B.12) can be obtained by multiplying the equation by δt·u, thus
arriving at the following balance
δt−h
n+1/2













The first order formulation has an interleaved character similar to Yee’s FDTD algorithm
[208, 172]. It is formally equivalent to the previous second order equation, and can be written
as
Mδt−v
n+1/2 = −Kun (B.15a)
δt−u
n+1 = vn+1/2, (B.15b)
where vn+1/2 is the discrete approximation to v(t). The update for this scheme is
vn+1/2 = −ω20kun + vn−1/2 (B.16a)
un+1 = kvn+1/2 + un. (B.16b)
Notice here that velocity and position are interleaved, meaning that they are calculated at
integer and half integer time steps, respectively. In this way, the resulting scheme is explicit.
The energy expression (B.14) obtained from the second order scheme remains valid for (B.15)
as well, provided that δt+u
n be substituted by vn+1/2.
Through the determination of non-negativity conditions for h
n+1/2
sho , it is easy to show that




where Fs is the sampling rate of the scheme. The discretisation causes the scheme to oscillate




sin−1 (kπf0) . (B.18)
B.2.2 Oscillations in the numerical energy
One interesting question that arises regarding the simple harmonic oscillator presented above
is if the first order scheme (B.15) gives the same numerical results as the second order one
(B.12). As a matter of fact, their mathematical equivalence in infinite precision arithmetic
does not prevent numerical errors from appearing in floating point calculations. Similar studies
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have been performed by Botts [35] for the wave equation, with the conclusion that the two
schemes are numerically equivalent, although no comparison is presented on the actual numbers
produced by the two schemes. Figure B.3 shows the outputs and the energy calculations for
an oscillator with M = 0.1 kg and f0 = ω0/2π = 2 Hz, with a sampling rate of 44.1 kHz.
At the plot scale, the two schemes are indistinguishable, with potential and kinetic energy
summing up to a constant total energy, and with the mass vibrating at 2 Hz as expected
(the effect of dispersion is negligible at such low f0, see (B.18).), although different numbers
are produced for the outputs. An analysis of the energy variations in the two cases, in fact,
is revealing, see Figure B.4. While the normalised energy variations calculated with the first
order implementation (B.15) present the usual machine precision quantisation, the second order
implementation (B.12) exhibits oscillations well above machine ε. These appear to be at twice
the numerical frequency fnum (B.18) of the scheme. A slight change in the implementation of
(B.13) reveals that rounding errors are (at least partially) to blame for this behaviour. The term
k2ω20 which appears in the update can be be considerably smaller than 2, given the presence of
the factor k2. Thus, when the quantity 2−k2ω20 is computed, several least significant digits can
be lost due to floating point representation, thus degrading the overall accuracy of the scheme.
A simple alternative approach is to perform the update in this form:
un+1 = 2un − k2ω20un − un−1, (B.19)
where the multiplications are performed before the subtraction. This has the effect of breaking
the oscillations, as can be seen in Figure B.4c. The resulting energy presents variations which
are more than an order of magnitude smaller than implementation (B.12). These are, however,
still three orders of magnitude bigger than those of the system implementation (B.15), thus
hinting at the fact that the first order implementation might behave better than the second
order one.
The problem of accumulation of errors in numerical integration is an old one [39], and is
particularly relevant when the long-term behaviour of lossless systems is of interest (for example,
in astronomical simulation). Recent works by Hairer et al. [94, 62] have concentrated on the
stability of numerical integration, and some recipes have been proposed to reduce the harm of
round-off errors in the simulations [197, 63].
B.3 Lossy oscillator








where σ0 ≥ 0 is a loss coefficient. Obviously, when σ0 = 0 the equation reduces to the lossless





































Figure B.3: Comparison between the first order system and the second order equation imple-
mentation of the SHO scheme. Left: total energy of the system, with kinetic and potential
energy plots. Right: comparison between the outputs (black: first order system, blue: second
order equation). The results look identical at this scale. The oscillator has a mass M = 0.1
kg, f0 = 2 Hz, and has been initialised with x0 = 0.01 m and v0 = 1 m/s. The sample rate is
44.1 kHz.
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Figure B.4: Comparison between the normalised energy variations obtained with the first order
scheme (B.15) and with the second order equations (B.12). While the first order system presents
energy quantisation errors (Figure a), the second order equation implemented as (B.12) exhibits
oscillations at twice the numerical frequency of the scheme (Figure b). Notice the different scale
in the two plots. With a slight change in the implementation, using (B.19), it is possible to
reduce the energy variations of the scheme (Figure c). The parameters for the system and for
the simulation are as in Figure B.3.
This time, a dissipation term appears in the energy balance for the system, which becomes:
dHsho
dt






As expected, the total energy of the system diminishes in time. Integrating this equation




Q(t) dt = Hsho(0). (B.23)
In other words, adding back to the energy at time T what has been dissipated by loss, one can
recover the initial energy of the system. This can be exploited in a simulation to ensure the
conservation of the total energy even in the lossy case.
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B.3.1 Numerical simulation
A finite difference scheme for (B.20) can be easily written as
Mδttu
n = −Kun − 2σ0Mδt·un. (B.24)
Taking into account (B.19) and the previous discussion on numerical errors, the update becomes
(1 + σ0k)u
n+1 = 2un − k2ω20un − (1− σ0k)un−1. (B.25)








sho is as in (B.14). At every time step, then, the energy variation should match the












sho is the initial energy of the system, calculated using the values for the initialisation.
The quantity on the left hand side will be referred to as the accumulated energy of the oscillator.
Finally, the first order system is
Mδt−v
n+1/2 = −Kun − 2σ0Mµt−vn+1/2 (B.28a)
δt−u
n+1 = vn+1/2, (B.28b)
with update given by
(1 + σ0k)v
n+1/2 = −ω20kun + (1− σ0k)vn−1/2 (B.29a)
un+1 = kvn+1/2 + un. (B.29b)
As in the lossless case, different implementations of (B.25) and (B.29) can lead to different
results. Consider, in particular, a simulation with M = 0.1 kg, f0 = 1000 Hz and σ0 = 0.1 s
−1
at a sampling rate of 44.1 kHz. Figure B.5 shows the normalised variations for the accumulated
energy over a 10 s output. In both cases, the accumulated energy calculated with (B.27) is not
conserved as one would expect. This is due to rounding errors related to the magnitude of the
parameter σ0. Simulations with a lower value for the loss coefficient, in fact, tend to give the
worst results in terms of energy conservation. On the other hand, a short simulation with a
large damping coefficient (see, e.g., [57]) will not be able to highlight this behaviour. Note that
the second order update (Figure B.5b) presents the oscillations discussed above, when the new
update form is not used.
Regardless of the choice for the update, the origin of these numerical errors lies in the
factors (1 + σ0k) and (1 − σ0k) appearing in the recursion. The difference on the right hand
side, (1−σ0k), presents the same difficulties as the lossless case. Here, σ0k can be several orders
of magnitude smaller than 1, thus causing a loss of accuracy. This can be solved by performing
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the multiplication before the difference, see (B.19). The term on the left hand side, (1 + σ0k),
presents similar challenges. Simply dividing the right hand side of the update by this quantity
gives rise to losses of accuracy for the reasons outlined before. One possible way to circumvent
this problem is by using iterative methods. The alternative update for (B.24), e.g., could be
performed as follows:
temp← 2xn − k2ω20xn − xn−1 + σ0kxn−1 . Calculate the right hand side
un+1 ← temp . Initialise un+1
for i = 1→ Niter do
un+1 = temp− σ0kun+1 . Iterative method for un+1
end for
Here, Niter is the number of iterations required to achieve machine accuracy, typically on the
order of 4-5 for values of σ0 that are usually found in musical acoustics simulation. A similar
approach can be applied to the first order system (B.28). When the update is performed in this
manner, the first order implementation shows conservation of energy to machine accuracy, even
for a long simulation (see Figure B.6a). Some improvements can be noticed also in the second
order update (Figure B.6b), although the energy variations are far from machine accuracy.








































Figure B.5: Normalised variations in the accumulated energy (B.27) using the first order update
(B.29) (Figure a) and using the second order update (B.25) (Figure b). In both cases the
accumulated energy is not conserved to machine accuracy, as one would expect. Notice the
oscillations appearing in Figure b, which have been discussed in the previous section.
B.4 Free particle
Consider now the apparently banal case of a free particle of mass M travelling on a straight
line with constant velocity v0, with position u(t) at time t ∈ R+. The equations of motion in




















































Figure B.6: Normalised variations in the accumulated energy (B.27) using the improved update
for the first order system (Figure a) and for the second order equation (Figure b). Energy
variations in the first case are on the order of machine accuracy, while in the second case they
are not.
which must be complemented with the initial conditions v(0) = v0 and u(0) = u0. The energy








Two possible finite difference discretisations for the equations of motion are
Mδttu







where staggered variables in time have been chosen in the first order system in order to keep
the scheme explicit. Supplying u0 and u1, or equivalently u0 and v1/2, allows both schemes to










Notice that, given the non-negativity of hfree, no condition on k is required for the schemes to
be stable. Once again, the two schemes behave differently from a numerical point of view. The
energy variables in the two cases for typical simulation parameters (indicated in the caption)
are plotted in Figure B.7. The energy for the first order scheme is indeed constant as expected.
This is hardly surprising, given that the velocity remains strictly the same at every iteration.
On the other hand, the energy evolution for the second order implementation presents jumps
with increasing amplitude. These are similar to the energy gaps reported in the mallet collision
case (Section 4.1), after the impact with the barrier. Energy variations in the second order
scheme are easy to explain. Here, the velocity vn+1/2 is calculated at every time step from
the values un+1 and un of the position. Starting from a negative position −u0 < 0, the mass
eventually reaches and passes the value u0 > 0. At this point, every time the position u
n+1
crosses a power of two, one bit is lost in the representation with respect to the value un. Thus,
round off errors appear in the calculation of the velocity and propagate in the energy expression,
causing it to change.
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Figure B.7: Energy for a free particle simulation with finite difference implementation (B.32b)
(blue) and (B.32a) (red), respectively. Simulation parameters are M = 0.5 kg, v0 = 2 m/s,
u0 = −10 m, and the sampling rate is 1 kHz.
B.5 3D wave equation
Round off errors are present also in the implementation of the 3D wave equation scheme (5.27).
Consider, in fact, the simulation presented in Section 5.3. When the scheme is implemented
as in (5.28), where the matrix B = 21 + c2ak
2D
(3)
∆ is computed first and then applied to the
vector Ψn, a linear drift can be seen in the energy pattern for both Dirichlet and Neumann
conditions applied at the boundary. This behaviour can be seen in Figure B.8, where the same
parameters of Section 5.3 are used.
A simple way to correct this problem is to perform the calculation as follows









where the parentheses indicate the correct order of the operations. This produces the plots in
Figure 5.2. Particular attention must be given to the factor c2ak
2, that is combined with the








For the best results in implementation, it is worth checking that the term on the left hand side
be exactly 1/3. One can treat D
(3)
∆ as a matrix of integer values, performing the matrix-vector
multiplication first. The result can then be divided by 3, thus eliminating possible sources of
errors.
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Figure B.8: Energy variations for a naive implementation of the 3D wave equation scheme
(5.28) with Dirichlet (left) and Neumann conditions (right) applied at the boundaries. A linear
drift in the energy pattern is apparent in both cases, and it is due to the presence of round off
errors in the scheme.
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Iterative methods for linear
systems
In many fields of science, an often encountered challenge is the solution of linear systems of the
form
Ax = b, (C.1)
where b is a known vector of length N and A is a square invertible matrix with dimensions
N×N . A common approach to the numerical solution of this set of equations is the use of direct
methods. One example is Gauss-Jordan elimination, which can be used to achieve an exact
solution in a finite number of steps, typically on the order of N3/3 [167]. One major drawback
with this technique is that the calculation of the j-th entry xj of the unknown vector x requires
the knowledge of the values x1, . . . , xj−1, and is therefore an intrinsically serial operation.
An alternative approach is the use of iterative methods [167, 157]. Starting from an initial
guess x0 to the exact solution x, these techniques produce a better approximation xi at every
i-th iteration, and they stop once a desired tolerance is achieved. In this case, the convergence
properties can vary significantly between different methods, but a considerable speed-up can
often be achieved over direct methods.
C.1 Gauss-Seidel method
One of the simplest iterative methods is Gauss-Seidel. Starting from an initial guess x0 and
given a splitting of A into two matrices such that A = A1 − A2, the solution of the linear
system can be obtained recursively using the following equation:
A1xi+1 = A2xi + b. (C.2)
Denoting with x the theoretical exact solution to the linear system, it is easy to show that the
error ej = x− xj is governed by the relation
A1ej+1 = A2ej . (C.3)
181
APPENDIX C. ITERATIVE METHODS FOR LINEAR SYSTEMS
Therefore, Gauss-Seidel method converges to the exact solution when every eigenvalue λ of the
matrix A−11 A2 satisfies |λ| < 1 [167]. Furthermore, the rate of convergence of the algorithm
depends on the spectral radius r(A−11 A2) of the matrix A
−1
1 A2, defined as
r(A−11 A2) = max|λi|, with i = 1, . . . , N. (C.4)
The quantity − log10(r), in particular, is defined as the rate of convergence of the algorithm,
that is the increase in the number of correct decimal places in the solution per iteration [67].
The smaller is r, the faster is the convergence of the linear system solution.
C.2 Krylov subspace methods
Alternative approaches to the solution of linear systems are methods based on Krylov subspaces
[67, 157]. Many different solution methods exist which are based on projection procedures that,
starting from the residual r0 = b − Ax0, with x0 an initial guess for the solution, create a
subspace Km(A, r0) defined as
Km(A, r0) = span{r0,Ar0,A2r0, . . .Am−1r0}, (C.5)
where m is the dimension of the matrix, and span{ · } indicates the space spanned by the
vectors. The linear system solution proceeds by repeating simple matrix-vector operations that
do not involve the inversion of A, until the residual rj at the j-th iteration is made small to
the desired accuracy. The choice of the norm used to estimate the magnitude of rj and the
properties of the matrix A determine which of the various Krylov subspace methods can be
adopted (a decision tree for choosing the appropriate technique based on the problem at hand
is given by Demmel in [67, p. 321]). When A is symmetric and positive definite, the conjugate
gradient (CG) method is often used. For non-symmetric matrices, methods such as GMRES,
BiCGSTAB, CGS and QMR are generally used. The algorithms for these methods can be found
in the classic text by Saad [157].
The typical problem with these methods is that the convergence of the algorithm is generally
not guaranteed. This, in fact, depends on the condition number of the matrix A, and is thus
very sensitive to the particular problem at hand. One way to overcome this difficulty is the
use of preconditioners. Preconditioning attempts to increase the stability of the algorithm by
replacing the original problem Ax = b with the equivalent M−1Ax = M−1b. Here, M−1 is a
matrix that approximates A and has the following properties [67]:
• M is symmetric and positive definite;
• M−1A is well conditioned;
• Mx = b is easier to solve than the original problem.
Preconditioning of iterative methods is now a very active field of research (see the work of
Benzi [12] for a recent survey). Several possibilities are available for the choice of M−1, that
range from considering only the diagonal elements of A, to sparse approximate inverses such
as incomplete Cholesky or LU factorisations [12]. When a factorisation such as M = M1M2 is
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available, the system to solve can be written as
M−11 AM
−1
2 u = b, x = M
−1
2 u, (C.6)
for an auxiliary variable u.
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[198] T. von Kármán. Festigkeitsprobleme im maschinenbau. Encyklopädie der Mathematischen
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