Nonlinear differential equations (DEs) are used in a wide range of scientific problems to model complex dynamic systems. The differential equations often contain unknown parameters that are of scientific interest, which have to be estimated from noisy measurements of the dynamic system. Generally, there is no closed-form solution for nonlinear DEs, and the likelihood surface for the parameter of interest is multi-modal and very sensitive to different parameter values. We propose a fully Bayesian framework for nonlinear DEs system. A flexible nonparametric function is used to represent the dynamic process such that expensive numerical solvers can be avoided. A sequential Monte Carlo in the annealing framework is proposed to conduct Bayesian inference for parameters in DEs. In our numerical experiments, we use examples of ordinary differential equations and delay differential equations to demonstrate the effectiveness of the proposed algorithm. We developed an R package that is available at https://github.com/shijiaw/smcDE. interactions between variables x(t) and a time delay τ . Ordinary differential equations (ODEs) are often presented by dx(t)/dt = g(x(t)|θ), which can be regarded as a special case of DDEs with τ = 0. The form of g(·) is generally proposed by specialists with scientific intuition. For example, ecologists proposed the simple Lotka-Volterra model (Rosenzweig and MacArthur, 1963) to understand and predict the population of predators and preys in ecosystems. Given a concrete form of the function g(x(t), x(t − τ )|θ), the parameters θ and τ are unknown and required to be estimated using y(t) observed at some data points. We say that a DE is observed with measurement error. The observed y(t) is often assumed to link with variables x(t) though a linear regression such that y(t) = x(t) + , where is measurement error. The estimation of parameters in DEs is of great interest and usually requires us to solve the DEs dx(t)/dt = g(x(t), x(t − τ )|θ).
Introduction
Nonlinear differential equations (e.g. nonlinear ordinary or delay differential equations) are commonly used in modelling dynamic systems in ecology, physics and engineering. Delay differential equations (DDEs) are described by equations dx(t)/dt = g(x(t), x(t − τ )|θ), where θ is the vector of unknown parameters and τ is the time delay parameter. These are continuous time models for based on smoothing splines. Cao et al. (2012) proposed a method to estimate time-varying parameter in ODEs, in which the ODE parameters are also modelled by smoothing splines. Wang and Cao (2012) defined a semiparametric method with smoothing spline to estimate DDE parameters.
Using smoothing splines to model DEs are computationally efficient since we do not require to numerically solve DEs. Most methods based on data smoothing to estimate parameters of DEs are derived from a frequentist perspective, which means they are only able to provide point estimates for the DE parameters. Bayesian methods are of interest since they provide the uncertainty of parameters. Campbell and Steele (2012) proposed a smooth functional tempering algorithm to conduct posterior inference for ODEs parameters. This idea originates from parallel tempering and model based smoothing. Zhang et al. (2017) proposed a high dimensional linear ordinary differential equation (ODE) model to accommodate the directional interaction in brain areas.
Parallelized schemes for Markov chain Monte Carlo have been proposed to estimate the model. Bhaumik et al. (2015) investigated a two-stage procedure to estimate the parameter by minimizing the penalized ODEs.
There are several lines of work involved in estimating DEs parameter from a Bayesian perspective based on numerical DE solver. Dass et al. (2017) proposed a two-step approach to approximate posterior distributions for parameters of interest. They first applied a numerical algorithm to solve ODEs, then integrated nuisance parameters using Laplace approximations. Bhaumik et al. (2017) proposed a modification of Bhaumik et al. (2015) by directly considering the distance between the function in the nonparametric model and that obtained from a four stage Runge-Kutta (RK4) method. Calderhead et al. (2009) presented a novel Bayesian sampler to infer parameters in nonlinear delay differential equations, the derivatives and time delay parameters were estimated via Gaussian processes. To make the DE estimation more consistent, Dondelinger et al. (2013) proposed an adaptive gradient matching approach to jointly infer the hyperparameters of a Gaussian process as well as ODE parameters. Barber and Wang (2014) simplified previous approaches by proposing a more natural generative model of data using Gaussian process, which directly links state derivative information with system observations. Standard sequential Monte Carlo (SMC) methods (Doucet et al., 2001 (Doucet et al., , 2000 Liu and Chen, 1998 ) are popular approaches for estimating dynamic models (e.g. state space models). SMC methods combine importance sampling and resampling algorithms. Under mild conditions, con-sistency properties and asymptotic normality hold (Chopin et al., 2004) . Del Moral et al. (2006) proposed a general SMC framework, to sample sequentially from a sequence of intermediate probability distributions that are defined on a common space. Several SMC methods have been proposed to estimate parameters in ODE models. Zhou et al. (2016) presented an adaptive sequential Monte Carlo sampling strategy to estimate parameters and conduct model selection. They used an example of ODEs to demonstrate the performance of model selection using their proposed algorithm. Lee et al. (2018) introduced additive Gaussian errors into numerically solved ODE trajectory, and they proposed a particle filter to infer ODE parameters. In addition, Gaussian process has been used to avoid numerical integration. These works are based on numerically solving ODE models.
In this article, we propose to use an efficient annealed SMC to conduct Bayesian inference for parameters in nonlinear DEs. The proposed method is a Bayesian semi-parametric approach in which DE trajectories are represented using a linear combination of basis functions. Consequently, our method avoids expensive numerical solvers, especially those for DDEs. It instead needs to estimate the basis coefficients together with other parameters in the DEs. In other words, the parameters of interest include the DE parameters and basis coefficients of smoothing spline functions.
In addition, the tuning parameter is estimated using a fully Bayesian approach, which avoids tuning through expensive cross-validation. We propose an annealed sequential Monte Carlo algorithm to effectively sample parameters with multiple isolated posterior modes and basis function coefficients of high dimensionality. The proposed annealed SMC adopts the adaptive scheme in Zhou et al. (2016) to choose the sequence of the tempering parameters that determine the intermediate target distributions of the SMC. Our numerical experiments demonstrate the effectiveness of our algorithm in estimating parameters and DE trajectories for both ODEs and DDEs cases.
The rest of article is organized as follows. In Section 2, we construct a fully Bayesian framework for nonlinear DEs. In Section 3, we introduce our new algorithm for Bayesian inference for nonlinear DEs. In Section 4 and Section 5, we use numerical experiments to show the effectiveness of our method. We conclude in Section 6.
Hierarchical Bayesian differential equations
In this section, we introduce a hierarchical Bayesian structure for DE models. In Section 2.1, we introduce the likelihood function for DEs. In Section 2.2, we construct a fully Bayesian model for the DE model. In Section 2.3, we introduce selection of the tuning parameter λ.
DE models
We use x(t) = (x 1 (t), . . . , x I (t)) to denote the DE variables, where x i (t) denotes the i-th DE variable, and I denotes the total number of DE variables. Each DE variable x i (t), i = 1, . . . , I, is a dynamic process modelled with one differential equation
where θ denotes the vector of unknown parameters in the DE model, τ is the delay parameter in DDE model (τ = 0 in ODE model), and x i (0) is the initial condition for the i-th DE variable, which is also unknown and needs to be estimated. Delay differential equations (DDEs) are timedelayed systems, with a delay parameter τ . The time delay in DDEs considers the dependence of the present state of the DE variable based on its past state. In DDEs,
We refer readers to Section 4 for a more detailed description of DDE models.
We do not observe the DEs directly, instead we observe them with measurement error. We let y i = (y i1 , . . . , y iJ ) denote the observations for the i-th DE trajectory. The j-th observation of y i is assumed to be normally distributed with mean x i (t ij |θ, τ, x i0 ) and variance σ 2 i ,
where x i (t ij |θ, τ, x i0 ) denotes the DE solution given θ, τ and initial condition x i0 .
The joint likelihood function of θ, τ , x(0) and σ 2 i admits the following form
We use a figure (see Figure 1 (b)) to show an example of the log-likelihood surface over DEs parameters θ, and for the setup of this model we refer to Section 5.1. The log-likelihood surface for θ has multiple isolated modes, and it is very sensitive to different parameter values.
A fully Bayesian structure for DE model
Numerically solving DEs can be computationally extremely intensive, especially for DDE models.
We propose to solve differential equations by penalized smoothing. More specifically, we repre- Figure 2 for an example of cubic B-spline functions (Ramsay, 2004; De Boor, 1972) ),
where c i denotes the vector of basis coefficients. The initial condition for the i-th DE function is x i (0) = Φ(0) c i . One advantage of using smoothing spline functions to model DE trajectories is that we can avoid estimating the initial condition x(0); instead, it is estimated usingx i (t) = Φ(t) ĉ i , whereĉ i is the vector of estimated basis coefficients. Figure 1 (a) represents the graphical structure for the proposed DE model. The unknown parameters in our DE model include spline coefficients c i , the delay time parameter τ (which is known in ODE with τ = 0), the DE parameter θ, and variance parameter σ 2 i . In Bayesian smoothing approaches, we give x(t) a prior density proportional to the "partially improper" Gaussian process (Berry et al., 2002) . We let λ denote the smoothing parameter for the penalty term. This smoothing parameter λ controls the trade-off between fit to the data and fidelity to the DE model. Given λ, the prior distribution for x(t) is
This prior distribution measures how well the estimated DE variablesx(t) satisfy the DE system. Details on selecting a proper λ will be discussed in Section 2.3.
In the fully Bayesian framework, we need to assign appropriate priors for model parameters θ, τ , c i , σ 2 i , i = 1, . . . , I. The following priors are specified:
where σ 2 θ , σ 2 c , g 0 and h 0 are the hyper-parameters in prior distributions, and D is the dimension of the vector θ. The vector of all zeros is represented by 0, and I is an identity matrix. Their subscripts denote the vector/matrix dimension. We introduce a new notation β = (τ, θ, c, σ) to denote all the parameters of interest. Let p(y|β) denote the penalized likelihood function as follows
The integral
usually does not have a closed-form expression. However, it can be evaluated by numerical quadrature approximation. We approximate the integral by using the composite Simpson's rule (Burden et al., 2001 )
where M is the number of quadrature points, t jm is the m-th quadrature point in [t j , t j+1 ], and v jm is the corresponding quadrature weight.
Let π 0 (β) denote the prior distribution, which is specified in Equations (3) to (6). We are interested in the normalized posterior distribution for β
where γ(β) = π 0 (β)p(y|β) is the unnormalized posterior distribution of β, and Z = π 0 (β)p(y|β)dβ is the marginal likelihood. The unnormalized posterior distribution of β can be written as
The marginal likelihood Z = γ(β)dβ is intractable.
The choice of λ
The tuning parameter λ is important in balancing between fit to the data and fidelity to the DE model. A small value of λ does not impose much information about the DE fitting. If λ → 0, we end up fitting least squares for spline coefficients with the data. If we choose a large value of λ, the prior information of DE system is too strong and not much information about the data is taken into consideration. Hence, it is crucial to choose a proper value of λ to balance the DE fitting and data information.
One approach to choose λ is through cross-validation (Wang and Cao, 2012; Reiss and Todd Ogden, 2009 ) from a range of reasonable choices of λ. However, this approach is infeasible in Bayesian frameworks as it significantly increases the computational cost. We propose to treat λ as an unknown parameter by specifying a prior distribution on λ and estimating its posterior distribution through a fully Bayesian method. This idea is adapted from Berry et al. (2002) , in which they automatically select a smoothing parameter for splines. We choose the prior distribution for the smoothing parameter to be Gamma(a λ , b λ ).
Methodology
One classical methodology for Bayesian inference of nonlinear DE parameters is Markov chain Monte Carlo (MCMC). In MCMC, we construct an ergodic Markov chain which admits the normalized posterior as its stationary distribution. If we run the chain long enough, convergence to the posterior is guaranteed. We show the details of this method in the Appendix. DEs, which is computationally expensive. Third, the convergence of MCMC is generally difficult to assess.
In Section 3.1, we propose an SMC method for nonlinear DE inference based on the Bayesian hierarchical structure proposed in Section 2. In Section 3.2, we discuss some properties of our SMC method. In Section 3.3, we introduce an advanced scheme to adaptively determine the intermediate target distributions in SMC.
An annealed sequential Monte Carlo for Bayesian DE inference
As described in Section 2.3 that λ is treated as an unknown parameter of the model, we define β = (τ, θ, c, σ, λ) . To better cope with the inadequates of MCMC, we propose a sequential Monte The SMC algorithm in the static setting approximates the target distribution π(β) in R steps.
At each step r, we use a list of K samples to represent π r (β), denoted by {β k,r } k=1,2,...,K . Each of these K samples is called a particle. There is a positive weight associated with each particle β k,r . We use w k,r to denote the unnormalized weight of β k,r and use W k,r to be the corresponding normalized weight. From iteration r to r + 1, we move particles from {β k,r } k=1,2,...,K to {β k,r+1 } k=1,2,...,K by using a Markov kernel, denoted by T r+1 (β k,r , β k,r+1 ). Then we compensate the difference between the particles β k,r+1 proposed from {T r+1 (β k,r , β k,r+1 )} k=1,...,K and π r (β) by the updated weights W k,r+1 . To get W k,r+1 , we first compute the incremental importance weight
where L r (β k,r+1 , β k,r ) is the artificial backward kernel (Del Moral et al., 2006 , denoting the probability of moving from β k,r+1 to β k,r . Then we calculate the unnormalized weight by using the previous unnormalized weight and the incremental importance weight as follows
The normalized weights W k,r+1 are obtained by W k,r+1 = w k,r+1 /( K k=1 w k,r+1 ). The selection of the backward kernel L r (β k,r+1 , β k,r ) is important as it will impact the variance of {W k,r+1 } k=1,...,K . We refer readers to Del Moral et al. (2006) for a more detailed discussion of this artificial backward kernel. One typical approach in the SMC framework for the static setting is to select T r+1 (β k,r , β k,r+1 ) to be a π r+1 -invariant MCMC kernel. A convenient backward Markov kernel that allows an easy evaluation of the importance weight is
With this backward kernel, the weight update functionw k,r+1 becomes
Thus, we do not require pointwise evaluation of the forward kernel T r+1 (β k,r , β k,r+1 ) and the backward kernel L r (β k,r+1 , β k,r ) to compute the weight function.
In this article, we propose a sequence of annealing intermediate target distributions (Neal, 2001; Wang et al., 2019) {π r (β)} 0≤r≤R to facilitate the exploration of posterior space, such that such that α 0 = 0, α 1 = 1/R, α 2 = 2/R, . . . , α R−1 = (R − 1)/R, α R = 1.
We now introduce an SMC algorithm with a defined sequence of intermediate targets. First, we initialize particles {β k,0 } k=1,2,...,K . At each step r −1, we keep a list of K particles {β k,r−1 } k=1,2,...,K in memory. We let {β k,r−1 } k=1,2,...,K denote particles after resampling step (see Step 3). We iterate between the following three steps to obtain the approximated intermediate target posterior
W k,r · δ β k,r (β), (r = 1, . . . , R).
Step 1. We compute the weight function for particles at iteration r with W k,r ∝ w k,r = w k,r−1 · γ r (β k,r−1 ) γ r−1 (β k,r−1 ) = w k,r−1 · p(y|β k,r−1 ) αr−α r−1 .
Note that the weight update function for particles at the r-th iteration only depends on particles at the (r − 1)-th iteration, which is different from the standard SMC algorithm (Doucet et al., 2000 (Doucet et al., , 2001 .
Step 2. We propagate new samples {β k,r } k=1,...,K via π r -invariant MCMC moves, {β k,r ∼ T r (β k,r−1 , ·)} k=1,...,K . The conditional posterior distributions, π r (σ 2 i |c i ), π r (τ |c, θ, λ), π r (θ|c, τ, λ) and π r (c i |τ, θ, σ, c −i , λ) admit the following forms • The full conditional distribution for σ 2 i admits π r -invariant is
• The conditional distribution π r (τ |c, θ, λ) does not admit a closed form.
We conduct a random walk MH with a Gaussian kernel to propose τ .
2. compute the acceptance probability
3. sample u ∼ U (0, 1), we accept τ (n+1) = τ if u < p M H , otherwise we set τ (n+1) = τ (n) .
• The existence of closed-form conditional posterior distributions π r (θ d |c, τ, λ) and π r (c i |θ, σ, c −i , λ) depends on g i (i = 1, 2, . . . , I). If all g i are linear functions of θ d (or c i ), there exists closedform conditional posterior distribution π r (θ d |c, τ, λ) (or π r (c i |θ, σ, c −i , λ)), which is Gaussian distributed. Otherwise, we conduct a random walk MH algorithm with a Gaussian kernel.
• If the conditional distribution π r (c i |τ, θ, σ, c −i , λ) does not admit a closed form. We conduct a random walk MH with a Gaussian kernel with
random walk MH with a Gaussian kernel with
Step 3. We conduct a resampling step to prune particles with small weights. The particles after the resampling step are denoted by {β k,r } k=1,...,K , and all particles are equally weighted.
The simplest resampling method is multinomial resampling based on the normalized particle weights. However, advanced resampling schemes such as stratified resampling (Hol et al., 2006) , residual resampling (Douc and Cappé, 2005) are more preferable than multinomial resampling, since multinomial resampling will create more variance for the SMC estimator compared with advanced resampling algorithms. In our numerical experiments, we use systematic resampling.
It is not recommended to conduct resampling at every iteration as resampling will creates additional variation to the estimator (Chopin et al., 2004) . Our resampling scheme is typically triggered when the effective sample size (ESS) falls below a given thresholds . The ESS at iteration r can be computed by
ESS K,r denotes the number of "perfect" samples used to approximate the intermediate distribution π r . Effective sample size takes value between 1 and K. It takes value K if all particles are equally weighted, and it takes value that is close to 1 if one of particles has a much larger weight compared with the rest. If we never conduct resampling, the annealed SMC algorithm degenerates to the annealed importance sampling (Neal, 2001) .
After conducting the annealed SMC algorithm, we obtain a list of weighted samples to empirically represent the posterior distribution π(β),
Properties of the annealed SMC algorithm
We discuss some properties of our annealed SMC method. First, our annealed SMC method can provide consistency representation of intermediate target posterior distributions. This is illustrated by the following Proposition 1.
Proposition 1. For K > 1, the annealed SMC method provides asymptotically consistent estimates. We have
where the convergence is in L 2 norm, and ψ is a target function that satisfies regularity conditions, for example ψ is bounded. Del Moral (2004) and Chopin et al. (2004) discussed more general conditions which include the case of our annealed SMC algorithm.
Proposition 2 shows the central limit theorem, which can be used to assess the total variance of Monte Carlo estimators.
Proposition 2. Under the integrability conditions given in Theorem 1 of Chopin et al. (2004 ), or Del Moral (2004 , pages 300 − 306 in Section 9.4,
where the convergence is in distribution. The form of asymptotic variance σ 2 r (ψ) depends on the resampling scheme, the Markov kernel K r and the artificial backward kernel L r . We refer readers to Del Moral et al. (2006) for details of this asymptotic variance.
The second advantage of our SMC method is that it can provide an unbiased marginal likelihood estimator, with a fixed sequence of annealing parameters.
This is a well known property of SMC methods (Theorem 7.4.2 of Del Moral (2004)). This unbiased marginal likelihood estimateẐ K,R is based on the unnormalized importance weights from all iterations of the SMC, which can be computed without extra cost. The computation for the marginal likelihood of MCMC based methods are generally challenging, and the unbiasedness property depends on the convergence of powered MCMC chains, which is difficult to assess in reality.
In addition, the annealed SMC algorithm can be easily parallelized, by allocating particles across different cores.
Adaptive annealing parameter scheme in SMC
In the annealed SMC algorithm, one challenge is to properly select the sequence of annealing parameters. If we choose α 0 = 0 and α 1 = 1, the annealed SMC degenerates to importance sampling. A large number of annealing parameters improves the performance of algorithm, but it will be computationally more intensive. If we select an insufficient number of annealing parameters or an improper annealing scheme, the algorithm may collapse. We propose an adaptive annealing parameter scheme based on the seminar work of Del Moral et al. (2012); Zhou et al. (2016) ; Wang et al. (2019) . Note that the weight function (Equation 7) for iteration r only depends on particles of the (r−1)-th iteration, and the difference between two successive annealing parameters α r − α r−1 . This indicates that we can "manipulate"w r,k by changing the annealing parameter α r .
If α r is close to α r−1 , the incremental weight functionw k,r = p(y|β k,r−1 ) αr−α r−1 is close to 1, and the variance ofw k,r is smaller than it would be if we chose a larger value of α r . This provides the intuition that we are able to control the discrepancy between two successive intermediate target distributions by manipulating α r .
In this article, we use the relative conditional effective sample size (rCESS) (Zhou et al., 2016) to measure the discrepancy between two successive intermediate targets. The rCESS is defined as
which takes a value between 1/K and 1. The rCESS is equal to the relative ESS if we conduct resampling at every SMC iteration. Using the fact thatw k,r = p(y|β k,r−1 ) αr−α r−1 , rCESS r is a decreasing function of α r , where α r ∈ (α r−1 , 1]. We control rCESS over iterations by selecting the annealing parameter α such that
where φ is a value between 0 and 1. A small value of φ will lead to a high value of α r , while a large value of φ will lead to a low value of α r . It is impossible to obtain a closed-form solution of time studied in Nicholson (1954) . The time unit is one day. The oscillations displayed in blowfly population is caused by the time lag between stimulus and reaction (Berezansky et al., 2010) . May (1976) proposed to model the counts of blowflies with the following DDE model
where x(t) is the blowfly population, ν is the rate of increase of the blowfly population, P is a resource limitation parameter set by the supply of food, and τ is the time delay, roughly equal to the time for an egg to grow up to a pupa. Our goal is to estimate the initial value, x(0), and the three parameters, ν, P , and τ , from the noisy Nicholson's blowfly data y(t). The observed counts of blowflies y(t) is assumed to be lognormal distributed with mean x(t) and variance σ 2 .
The counts of blowfly x(t) is a positive function. Instead of modelling the constrained function x(t) by a linear combination of cubic B-spline basis functions x(t) = Φ(t) c i , we transform
x(t) = e W (t) and use B-spline basis functions to model the unconstrained function W (t) = Φ(t) c i , equivalently we solve delay differential equation
with noisy observations log y(t) ∼ N (W (t), σ 2 ).
We approximate the DDE solution using cubic B-splines with 34 equally spaced interior knots over the time span. The total number of knots is equal to 36. The total number of cubic B-spline functions is L = 38. Selection of the number of basis functions will be explored in Section 5.1.3.
Our prior distributions for parameter of interest (c, ν, P, τ, σ 2 ) are ν ∼ N (0, 5 2 )I(ν > 0), P ∼ N (0, 5 2 )I(P > 0), τ ∼ U nif (0, 50), Gamma(1, 1) .
In our adaptive SMC, we set rCESS = 0.9 and resampling threshold = 0.5. The number of particles is K = 500. Under this setting, the number of SMC iteration R = 227. In Section 5.1.2, we will compare the performance of our method using different values of rCESS and K. Figure 4 displays the estimated DDE trajectory. The left panel of Figure 4 shows the estimated W (t) and the 95% credible bands; the right panel of Figure 4 shows X(t) = e W (t) , in which the blue points are observed data. Wang and Cao (2012) , in which the same nonparametric function expressed using B-splines is estimated by maximizing the DDE-defined penalized likelihood function. However, the uncertainty of these parameters is significantly underestimated using their frequentist approach. In contrast, our Bayesian approach can provide more reasonable estimates for the parameter uncertainty. More concretely, we compare the estimates for the main parameter of interest, the delay parameter τ , which can be interpreted as the time for an egg to grow up to a pupa. From Table 3 , our posterior mean of τ and its 95% CI is 8. 368 (5.656, 9.916 ) while the maximum likelihood estimate for τ is 8.781 and the standard error is 0.039 in Wang and Cao (2012) . Figure 5 displays the pairwise scatter plots of the posterior samples of ν, τ and P . We also calculate the correlation between posterior samples: corr(ν, τ ) = 0.139, corr(ν, P ) = 0.598, corr(P, τ ) = 0.008. Recall that ν is the rate of increase of the blowfly population and τ is the time delay, roughly equal to the time for an egg to grow up to a pupa. The small positive value of the correlation between τ and ν indicates that the blowfly population will increase if eggs take their time to well develop to pupas. The parameter P is related to a resource limitation. The relative large positive correlation between ν and P can be easily understood: the blowfly population grows faster when there is a larger food supply. The tiny positive value of the correlation between τ and P implies that the amount of food supply has a small impact on the period of being a pupa. 
Simulation Study
We use simulation studies to demonstrate the effectiveness of our proposed model and method.
The experiments include both ODE and DDE examples. We use the R package deSolve (Soetaert et al., 2010) to simulate differential equations. 
A nonlinear ordinary differential equation example
In this section, we use a nonlinear ODE example to illustrate the numerical behaviour of SMC algorithm. We generate ODE trajectories according to the following ODE system,
where θ 1 = 2 and θ 2 = 1, and initial conditions x 1 (0) = 7 and x 2 (0) = −10. The observations y i are simulated from a normal distribution with mean x i (t|θ) and variance σ 2 i , where σ 1 = 1 and σ 2 = 3. We generate 121 observations for each ODE function, equally spaced within [0, 60] (see Figure 6 ). Under this setting, the posterior distribution of θ 1 and θ 2 will have multiple local modes (see Figure 1 ).
We use cubic B-spline functions (see Figure 2 ) to represent ODE trajectories. We put equally spaced knots on each of eight observations. The total number of knots is 16, including 14 interior knots. The total number of cubic B-spline functions is L = 18. We select weak prior distributions of β for the SMC algorithm, Gamma(1, 1) .
One bimodal example
We first alter Equation (14) to produce a symmetric, bimodal posterior for θ 1 ,
In our adaptive SMC, we set rCESS = 0.9 and resampling threshold = 0.5. The total number of particles we use is K = 500. Under this setting, the number of annealing parameters is 752. We show the approximated intermediate posterior distributions for θ and σ when r = 1 (grey points), 50 (orange points), 300 (light blue points) and 752 (dark blue points) (see two panels in the first row of Figure 7 ). With the increment of annealing parameters, the particles gradually move to the posterior distribution. We create two main modes for θ 1 in Equation (15). The SMC algorithm is able to find these two global modes of θ 1 while avoiding being stuck in local modes. We reported the estimated ODE trajectories and the 95% credible bands in the two bottom panels of We compare the performance of SMC with the MCMC illustrated in Appendix. With given samples θ (n) , x(0) (n) at the n-th MCMC iteration, we use deSolve (Soetaert et al., 2010) to solve ODEs, to obtain x(t ij |θ (n) , x(0) (n) ). We select weak prior distributions for θ and x(0). We run an MCMC algorithm with 400, 000 iterations, which is close to K · R in SMC. The acceptance rate of MH algorithm is 25.2%. Figure 8 displays 
Comparison of using different rCESS and K
We conduct experiments to investigate the performance of the SMC algorithm with different thresholds of rCESS and K using the ODE system showed in Equation (14). We simulate 20 datasets according to Section 5.1. We compare the performance of the SMC algorithm in terms of estimated θ, σ and estimated ODE. With estimated basis coefficientsĉ i , we are able to compute the estimated i−th ODE trajectoryx i (t) = Φ(t) ĉ i . We define the distance between the estimated i−th ODE trajectoryx i (t) and the true ODE x i (t) that we use to simulate data as
We select three different levels of rCESS (rCESS = 0.8, 0.9, 0.99). We put equally spaced interior knots on each of the 12 observations. The total number of basis function is 13. The number of particles we use is K = 500. For each level of rCESS, we run the SMC algorithm 20 times (once for each dataset). Figure 9 displays Figure 9 : ODE parameter estimates with different rCESS in SMC.
We select three different levels of K (K = 10, 100, 2000) . We also put equally spaced interior knots and the total number of basis function is 13. We set rCESS = 0.9. For each level of K,
we run the SMC algorithm 20 times (once for each dataset). Figure 10 displays boxplots for θ, σ and RMSE(x i (t)) from SMC with different levels of K. It indicates that the proposed SMC method performs better when we use a large number of particles. The consistency of the SMC algorithm holds when the number of particles goes to infinity (Chopin et al., 2004; Wang et al., 2019; Del Moral et al., 2006) . However, we cannot use an arbitrarily large value of K as the computational cost of the SMC algorithm is a linear function of K. We recommend increasing rCESS in the SMC (using a larger number of intermediate distributions R), as increasing R does not increase the memory burden. Figure 10 : Boxplots for ODE parameter estimates with different values of K in SMC.
Number of basis functions and selection of λ
In this section, we first conduct experiments to investigate the performance of the SMC algorithm with different numbers of basis functions in terms of estimating θ, σ and the RMSE of the estimated ODE trajectories. The knots for basis function are equally spaced. We choose five different numbers of basis function, nbasis = 7, 11, 16, 31, 61. We set K = 500 and rCESS = 0.9 for the SMC algorithm. For each level of number of basis function, we run the SMC once for each of the 20 datasets simulated in Section 5.1.2. Figure 11 displays The second experiment we conduct is a comparison between the performance of the SMC algorithm with different choice of λ (λ = 0.1, 1, 10, 100) and the full Bayesian (FB) scheme. We put equally spaced knots and set the number of basis functions to 16. We set K = 500 and rCESS = 0.9 for the SMC algorithm. For each choice of λ, we run the SMC algorithm with one replicate for the 20 datasets simulated in Section 5.1.2. Figure 12 displays the ODE parameter estimates with different choices of λ. The fully Bayesian scheme performs satisfactorily in terms of parameter estimates and RMSE of the ODE trajectories. Figure 13 displays the posterior samples of λ for one SMC replicate. where τ , ν and P are parameters of interest in the DDE. We set x(0) = 3500, τ = 3, ν = 0.8 and P = 2 to simulate the DDE trajectory. The DDE trajectory is observed with measurement error.
The error is lognormal distributed with mean 0 and standard deviation σ = 0.4. We simulate 3 data sets, with 101, 201 and 401 observations respectively, equally spaced in [0, 100].
We transform the positive constraint function x(t) = e W (t) and use B-spline basis functions to model the unconstrained one W (t) = Φ(t) c i . This is equivalent to solving the delay differential equation displayed in Equation (13). We put 51 knots equally spaced in [0, 100], including 49
interior knots. The total number of cubic B-spline functions is L = 53. The hyper-parameters in DDE parameter prior and sequential Monte Carlo setups are the same as Section 4. Table 2 displays the estimated parameters (ν, P, τ ) and RMSE defined in Equation (16) Figure 13 : One example of posterior samples of λ.
A nonlinear delay differential equation example
In this section, we investigate a nonlinear delay differential equation model proposed by Monk (2003) to model the feedback inhibition of gene expression. The nonlinear DDE is described as follows:
In Equation (17), x 1 (t) denotes the expression of mRNA at time t, and x 2 (t) denotes the expression of a protein at time t. There is a delayed repression of mRNA production by the protein.
The DDE system depends on the transcriptional delay τ , and degradation rates µ m and µ p , the expression threshold p 0 and the Hill coefficient n. As noted in Monk (2003) , there is significant nonlinearity in the DDE system when the Hill coefficient n > 4.
We simulate a delay differential equation system with τ = 25, p 0 = 100, µ m = 0.03, µ p = 0.03, and n is set to 8. The observations y i (t) are simulated from a normal distribution with mean
x i (t|θ) and variance σ 2 i , where σ 1 = 1 and σ 2 = 5. We generate 101 observations for each DDE function, equally spaced in [0, 500]. Figure 14 represents the simulated DDE system, which exhibits oscillations in mRNA and protein expression.
We allocate equally spaced knots within [0, 500]. The total number of cubic B-spline basis function is L = 28. We select the weak prior distributions of β for the SMC algorithm, θ 1 ∼ N (0, 5 2 ), θ 2 ∼ N (0, 5 2 ), τ ∼ U nif (0, 50), c 1 ∼ M V N (0 L , 100 2 I L ), c 2 ∼ M V N (0 L , 100 2 I L ), σ 2 1 ∼ IG(1, 1), σ 2 2 ∼ IG(1, 1), λ ∼ Gamma(1, 1).
In our adaptive SMC, we set rCESS = 0.9 and resampling threshold = 0.5. The total number of particles we use is K = 300. Under this setting, the number of annealing parameters is R = 850.
We show the parameter estimates and the corresponding 95% credible interval (CI) in Table 3 .
The mean of parameters are fairly close to the true values, and the 95% credible intervals cover the true values. The estimated posterior mean of λ is 0.225.
We reported the estimated DDE trajectories and the 95% credible bands in Figure 15 . The estimated mean DDE trajectories are generally very close to the true DDE trajectories. The 95% confidence bands cover the true DDE trajectories.
Discussion
We proposed an adaptive semi-parametric Bayesian framework to solve nonlinear differential equations and estimate the DE parameters using an efficient annealed sequential Monte Carlo method. Figure 15 : Estimated DDE trajectories and the 95% confidence bands using L = 28 basis functions. x 1 (0) 7 6.874 (4.392, 9.137) x 2 (0) -10 -10.745 (-16.664, -5 .061)
The main idea is to represent DE trajectories using a linear combination of basis functions and to estimate the coefficients of these basis functions together with other DE parameters using an annealed sequential Monte Carlo algorithm. The proposed method avoids using DE solvers which can be computationally expensive and sensitive to the initial state and model parameters. Our work is a fully Bayesian method with two obvious advantages over the counterpart using a frequent method. First, our Bayesian method can easily achieve more reasonable uncertainty estimates, illustrated by the real data analysis on the Blowfly data. Second, we avoid expensive tuning for the global smoothing parameter by treating it in the same way as other parameters.
We developed a sequential Monte Carlo in an annealing framework to estimate the model parameters. The annealed SMC considers the same parameter space for all the intermediate distributions. Consequently, the MCMC moves used in the literature on Bayesian inference for differential equations can be repurposed to act as the SMC proposal distributions in the annealed SMC. However, annealed SMC is preferred than the MCMC algorithms due to several reasons.
First, the developed SMC method can fully explore the multi-modal posterior surface of DEs parameters. Second, the annealed SMC is an embarrassingly parallel method. Unlike running an MCMC chain for a super long time until it converges, the annealed SMC is more efficient because a large number of particles can be run on different CPUs or GPUs simultaneously. Third, an unbiased estimator for the marginal likelihood is readily obtained based on the unnormalized importance weights from all iterations of the SMC. The calculation of the marginal likelihood is important for model selection but is challenging to estimate from an MCMC algorithm. Fourth, the proposed method is a semi-automatic algorithm that requires minimum tuning from the user;
given a criterion for the relative conditional effective sample size and the number of particles, it can adaptively choose a scheme for the sequence of the temperature parameters that determine the intermediate target distributions of SMC.
We used different simulation scenarios to explore the numerical behavior of our model and method, and demonstrated it can perform well in both ODE and DDE parameter estimation.
Our simulation studies provide some guideline for choosing the value of rCESS and the number of particles. To ensure more accurate estimates of the DE parameters from the annealed SMC, a rule of thumb is to choose a large number for rCESS and to avoid using an extremely small number of particles. We also applied our method to a real data example to model the population dynamics of blowflies with a delay differential equation. The delay parameter in DDE is usually challenging to estimate. But our application shows that our method is superior to the previous frequentist method.
There are several improvements and extensions based on our proposed method for future work.
In all of our current numerical experiments, we put equally spaced knots for smoothing splines and the number of knots are pre-determined before running experiments. In future work, we will explore using a smaller number of knots that are well placed, and let the data determine the number of knots and their locations. The adaptive control of knots in smoothing spline for DEs will benefit the estimation of DEs, especially those with sharp changes. Recall that the annealed SMC can provide an unbiased estimator for the marginal likelihood. In practice, it is often the case that there are several DE models that are proposed to describe the same dynamic system.
This requires selection among various differential equations models. One direction of future work is to explore model selection for DEs using the marginal likelihood obtained from the annealed SMC. Another line of future work is to develop more scalable SMC algorithms for estimating parameters in a large series of differential equations.
