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Abstract. Edge replacement systems provide a simple mechanism for generating raph languages. 
They generalize context-free (string) grammars to the case of graphs. This paper summarizes some 
recent results on graph languages generated by edge replacement. In particular, we shso’v~ that the 
lauguages are fixed points of their productions (considered as equations) and that they can be 
generated by language operations (substitution and iteration) from finite graph languages. 
Introduction 
In many fields of computer science, information is frequently represented by all 
kinds of diagrams rather than by texts so that information processing means manipu- 
lating graphs rather than strings. The ger_eral idea is to develop a graph grammar 
and graph language theory as a counter-pan of ordinary formal (string) language 
theory. Therefore, the research on graph grammars ranges from various applications 
in pattern recognition, data base systems, semantics of programming languages, etc. 
to the boundary between graph grammars and string grammars (see [3,6,2O] for 
an overview). 
In this paper we explore the latter side of the graph grammar spectrum. We are 
interested in the bridges between string grammars and graph grammars, where they 
are, what they look like, and also where they cannot be spanned. 
A systematic development of a graph grammar and graph language theory requires 
a notion of context-free graph grammars and languages. For this purpose, edge 
replacement is introduced in Section 2. It provides a simple mechanism for deriving 
graphs from graphs by applying productions. Edge replacement works absolutely 
locally without any effect on the context of the edges replaced. This result, formulated 
in Lemma 2.8, provides evidence that edge replacement systems represent a graph 
grammar version of context-freeness. (Node replacement provides a possible alterna- 
tive notion for context-freeness that is preferred by some authors. 
favored, seems to be mainly a matter of taste.) 
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example, where well-structured flow diagrams (which are used for data flow analysis 
by Farrow, Kennedy, and Zucconi [7]) are generated b a context-free graph 
grammar, is given in Section 3. Edge replacement system are closely related to 
other concepts in computer science and linguistics. Pratt’s graph grammars in [21], 
which a+ a special kind of node replacement systems, and the well-known recursive 
transition etworks (see, e.g., 122)) can be simulated by edge replacement. Finally, 
edge rephcement systems can be considered as a special case of the algebraic 
approach to graph grammars (see, e.g., [S]). 
The generative power of edge replacement systems is comparable to that of 
context-free grammars in the string case. As a matter of fact, edge replacement 
systems generalize context-free string grammars to graphs as underlying data 
structure. Now, obvious questions are the following: 
0 How should formulations be modified and proof techniques adapted to generalize 
theorems? 
0 Is it at all possible to adapt all results for context-free string languages to 
context-free graph languages? 
0 Which differences between strings and graphs Bead to different results comparing 
context-free string grammars and context-free graph grammars? 
In Section 4 two well-known characterizations of context-free string languages 
are generalized and adapted to edge replacement systems. Gruska [9] and Yntema 
[23], too-developed a context-free analogon of Kleene’s characterization f regular 
languages. Ginsburg and Rice [8] proved that context-free languages are the least 
fixed points of their generating productions (considered as a system of language 
equations). For both results we present graph grammar versions providing alternative 
mechanisms togenerate context-free graph languages. 
In Section 5 it L shown that not all results for context-free string languages can 
be adapted to edge replacement systems. For instance, there exists no analogon to 
al form. This obsezzagtion is due to Manfred KZVB III!] and is 
retical properties. Moreover, in Section 5 some specific (decida- 
bility) aspects of edge replacement systems are discussed which are also based on 
graph-theoretical properties. They are no longer mere adaptions from the string 
case and it also does not make any sense to consider corresponding situations for 
the string case. 
In view of our investigation, which continues ome work of the second author 
(see [16, IT]), we claim that the development ofgraph grammar and graph language 
theory can profit from the guidance of formal (string) language theory as well since 
it need not e more complicated than the widely explored string case. The simplicity 
comes partly from the fact that the subject of replacement is one of the smallest 
units of a graph In ;his respect (and also in some other respects), our first steps 
toward a systematic theory of edge replacement systems are a counterpart to the 
h grammars developed by Dirk Janssens and 
out proofs can be found in [ 
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reli 
This section provides basic not ions concerning graphs and operations on graphs 
used in the rest of the paper. 
General assumption 1.1. Let C be an arbitrary, but fixed alphabet, called set of 
kbels (or colors). 
Remarks. (1) The symbols of C will be used as edge labels. 
(2) As usual, the set of all strings over C will be denoted by C*, E denotes the 
empty string, and uw the concatenation of strings v, w E C*. C+ will be the set 
c* -{E}. 
Definition I.2 (graphs). (1) A (directed, edge-labeled) graph is a system (E, V, s, t, I), 
where 
0 E is a set of edges; 
0 V is a set of nodes (or vertices); 
0 s, t : E + V are maps from E into V, assigning source and target to each edge; 
0 I : E + C is a mapping, called labeling. 
(2) A doubly pointed graph, abbreviated griiph, is a system G = 
(E, V, s, t, I, begin, end) where 
e (E, V, s, t, I) is a graph, called underlying graph and de!-loted by U(G); 
0 begin, end E V are two distinct nc lee i
(3) The set of all griphs over a given set of labels C is denoted by gc. The set 
of grgphs which are labeled only in a subset Tc 6’ is denoted by %T. 
(4) A subset Lc %& is called a graph language (over C). .& denotes the class 
of all graph languages L c_ &. Accordingly, JZT denotes the class of graph languages 
ES %&-. 
Remarks4 (1) Components of a griph G are denoted by EG, V,, sG, tG, lG, b, 
endG respectively. 
(2) begin and end are just two nodes. Their naming is motivated by some examples 
and special cases (cf, Definition 1.5 and Sections 3.1-3.6). They provide some extra 
information which will advantageously be used in the derivation process (cf. 
Definition 2.1); the distinguished nodes also have a great effect on the results in 
Section 4. 
(3) There are no restrictions with respect o parallel edges and loops. 
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(graph morphism). (1) Let G and be graphs. A grap 
denoted by f: G + H, consists of a p ofmaps (SE:&+ 
VH ) satisfying fVsG = sH fE, fvtG = tHfE, lc = lHfE1 
(2) A graph orphism f is called injective (surjective) if fE and fv both are 
injective (surjec e). An injective and surjective graph morphism is called a graph 
isomorphism. 
(3) Two grgphs G and H are called isomorphic, denoted by G = H if there e 
a graph isomorphism f: U(G) + U(H) with fv( = beg&, fv(endG) = e 
Corresponding to labels and strings of labels we get special grgphs, called ‘handles’ 
and ‘string graphs’. 
itio (1) A handle is a gr5ph of the form H = ({e,}, { vO, v~), s, t9 I, vo, vl) 
with s( e,) = vi, t( e,) = vl . If I( e,) = A E C, then H is called the handle induced by A 
and is denoted by A”. 
(2) A string graph is a gr&ph of the form S=({e,,...,e,), 
1 VO, . . . , v~}, S, t, I, ~0, v,,) with n E N, s( ei) = vi-l, t( ei) = Vi for i = 1, . . . , n. If w = 
l(e,) . . . l(e,,) E C+, then S is the string graph induced by w and is denoted by w’. 
. (1) Obviously, handles are string graphs where the corresponding strings 
tons. 
sregarding the names of edges and nodes, there is a one-to-one correspon- 
dence between (nonempty) strings over C and string graphs as well as between 
symbols of C and handles. 
We will use two operations on grgphs. REMOVE(G, B) removes a subset B of the 
set of edges from a gr5ph G. The second operation, INSERT allows the insertion of 
grgphs into grgphs. 
. (1) Let G be a grgph and B c EC 9 set of edges in G. The result of 
movement of B from G is the grliph 5) = (ED, V”, SD, CD, lD, ‘DeginG, end& 
where ED = k, - B 2and SD, to, 1D are the restrictions of sG, &, lG to ED respectively. 
The gr5ph D will be denoted by REMOVE( 6, B). 
(2) LetDbeagr~phand(u,v)=((u,,...,u,),(v,,...,v,))beapairofsequen- 
ces of nodes in D. ivioreover, let R = (RI, . . . , R,) be a sequence of grgphs. The 
result of the insertion or R at (u, v) in the grgph D is the gr%ph H = 
(&, 3 sH, fH, lH, 
H’ Ri 1) 
i=l i=l 
* Let A, 
al composition gf: A-, C reads from right to left: $: A -, B followed by g : B+ C’. 
B be sets. Then A - denotes the set {Q E A 1 Q @ B] and A + B denotes the disjoint union of 
I:=, Ai denotes the disjoint union of sets Ai for i = 1,. . . , n. 
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and SH, fH, lH are defined as follows: 
(SD(e) force E,, 
for e E ERi with sRi (e) = 
for e E ERi with tRi (e) = 
[ sRi( e) for e e ERi otherwise; 
tH (e) is defined analogously; 
lHW = 
l&e) for eE E,, 
lRi(e) for eE ERi. 
The griiph H will be denoted by INSERT( D, (u, v), R). 
emarks. (1) REMOVE( G, B) is the subgr5ph of C3 obtained by deleting all edges 
e E B from G. INSERT( D, (u, v), R) contains D as subgrgph; it is obtained from l3 
by adding all griphs RI 3 . . . , R, of the sequence R im such a way that, for i = 1, . . . , TI, 
the distinguished nodes beg&, endl R, in Ri are identified with the nodes fCi, Vi in 
D respectively. If Ui = vi for some i, then Ri are identified. 
(2) The operations REMOVE and INSERT will ble used in the definition of edge 
replacement. 
The following lemma concerns the interaction between REMOVE and INSERT. 
1.7. (1) Let G = ( EG, V,, sG, tG, k;, G)E~~andB=(e,,...,e”} 
be a set of edges in G. Let (u, v) =((sG(el), . . .) s&e”)), (t(e*), . . . , t(e,))) and 
R = (l&e 1 )’ , . . . , l&e,)“). Then INSERT(REMovE( G, B), (84, v), !?) = G. 
(2) Let DE 9&, (u, u) E V’,, and R E %&. 
(a) Let B E ER. 7Ien 
REMOVE(INSERT(D, (U,V), R), B) 
=INSEIW(D,(U,L~),REMOVE(~~, B)). 
(b) Let (u’, V’)E Vi and R’E C!!&. Then, 
INSERT(INSERT(D,(U,v), R),(u), v’),R’) 
= INSERT(D,(u, V), INSERT(R,( U’,V’), R’)). 
Lemma I.7 immediately follows from efinition 1.6. cl 
In this section we introduce the concept of edge replacement as a simple 
mechanism for derivirg graphs from graphs by applying productions. 
86 A. Habet H.-J. Kreowski 
ition 2.1. (1) Let N c_ C be a subset of C. Then a (context-free graph grammar) 
production over N is an ordered pair p = (A, R), where 
TV A E N, called the left-hand side of p; ” 
R E 5!&, called the right-haad side of p. 
(2) Given griiphs (3 and %I, a production p = (A, R), and an edge e E EG with 
k;(e) = A, G directly derives H ( through p applied to e) if H is isomorphic to the gr%ph 
INSERT(REMOVE(G,{e}),(~&),t&)),R). 
(1) A direct derivation from G to H (through p applied to e) is denoted 
e H. A sequence of direct derivations 
GO~GI~--==~G,,, 
PI81 p282 h, em 
is called a derivation from GO to G,,,. If P is a set of productions and pl,. . . , pm E P, 
this is abbreviated by GO a$ C’i, or just GO a* G,,,. If the length of the derivation 
is of interest, we also write GO mp Gm or GO am G,. 
(2 j The application of a production p = (A, R) to a gr%ph G consists of three steps: 
9 choose an edge E of G with label Zc;( e) = A; 
0 remove e; 
0 insert R at (s&e), t&e)). 
n particular, there is no additional application condition. 
(3) REMOVE deletes edges only, INSERT adds items. Hence, edge replacement 
preserves nodes. 
Using the introduced conce 
grammars and languages are d 
s and derivations, context-free graph 
noring the axiom of a graph grammar 
leads to the notion of a graph grammar scheme. 
.2. (1) A (context-free) graph grammar 
C is a set of nonterminals; 
T c C is a set of terminals; 
scheme is a system GGS = 
is a finite set of context-free productions over N. 
(2) A (context$ee) graph grammar is a system GG = (N, T, E Z), where 
) is a graph grammar scheme; 
ZE N is the axiom. 
(3) Let GGS = ( N, T, ) be a graph grammar scheme and I E &. Then the graph 
language L(GGS, I) generated by GGS with initial grtiph P consists of all terminal- 
hs derivable from I: 
en the graph 
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(5) A graph language L E & is called context-jkee if there is a context-free graph 
grammar GG with L(GG) = L. 
ema . (I) Usually we will omit the attribute ‘context-free’ for graph grammars 
and graph grammar schemes because we do not consider other types of grammars 
in this paper. 
(2) Graph grammar schemes are introduced in addition to graph grammars 
because specially the Fixed-point Theorem 4.10 concerT:ls anguages generated with 
initial handles A’ for all nonterminals A. 
(3) The language generated by a context-free graph grammar scheme (with initial 
gr%ph I) is context-free. (Add the production (2, I) and use 2 as axiom.) 
(4) It is not assumed that N and T are disjoint sets. Hence, edges with terminal 
labels may also be rewritten. The terminals only serve as a filtering mechanism to 
define the generated languages; they do not influence the derivation process at all. 
(5) Without loss of generality, we can also consider ‘usual’ graph grammars, i.e., 
graph grammars GG = (N, T, P, 2) where N and T are disjoint sets and P contains 
only productions (A, R) whose right-hand sides are labeled in N u T only. For 
each graph grammar GG there is a ‘usual’ graph grammar GG with L(m) = L(GG). 
For technical reasons we are going to generalize the notion of derivations to that 
of parallel derivations which allows the replacement of an arbitrary collection of 
edges instead of a single edge. We use the notion of a base to determine the choice 
of edges to be replaced as well as the assignment of productions to be applied. 
Definition 2.3. Let P be a set of productions (over N). 
(I) LetGE~~beagr~phandBc,E,beasetofedgesinG.Amappingb:B~P 
is called base in G if, for each e c B, the label k&e) coincides with the left-hand 
side of the production b(e). The right-hand side of the production b(e) will be 
denoted by R(e). 
(2) Let G, I-i E & be g.riiphs and b: B + P be a base in G. Let 21, 2 be the ..Of R 
edges of B, 
and R =(R(e,), . . . , R ( e, )). Then G directly derives H in parallel (through b) if H 
is isomorphic to the graph INSERT(REMOVE( 6, 
s. ( 1) A direct parallel derivation from G to (through b) is denoted by 
N. A sequence of direct parallel derivations 
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(2) e definition above is eant to include the case of a 
n = 0. In this case, U, v, and are the empty sequences, a 
INSERT have no effect. Therefore, the derived gtiph is isomorphic to 6. 
Parallel derivations generalize the usual ‘sequential’ derivations, but 
increase the generative power. 
ucc”ions (over Iv). 
applied to e be a direct derivation. ‘Ihen there is a 
b N through the base 6: {e} + P with b(e) = p. 
b : B + P be a direct pm!?!el derivation with B = 
( e13 l . . , en}. ‘I’hen there is a derivudon of the form 
f. (1) Immediately follows from Definitions 2.1 and 2.3. Since (2) is a con- 
sequence of the Parallelism Theorem in [S], we omit a direct proof at this place. Cl 
Lemma 2.4 justifies not distinguishing between parallel derivations and 
detivatibns. Hence, we will use the symbol “a” for all knds of derivation and 
” only if we want to stress the fact rlf parallel replacement. 
Now we are going to study some fundamental aspects of context-free derivations. 
Roughly speaking, context-free derivations cannot interfere with each other as long 
as they handle different edges. This is shown in three steps. The Joint-Embedding 
Lemma 2.6 states that n derivation sequences seqi : Gi e* Hi can be simul- 
taneously applied leadin to a single sequence seq: G a* 46i f G is the insertion 
ofthe Cl,.. G, into a common context D. The Restriction Lemma 2.7 provides 
a procedure r restricting a derivation sequence to an inserted subpart. Finally, 
the Context-freeness Lemma 2.8 shows that first restricting a derivation sequence 
each nonterminal edge, and secondly joining the again returns the original 
sequence. In other words, context-free rivation steps can be distributed to the 
edges of a gr5ph without losing inform 
. or the rest of the section let set of context-free 
Gi, 4” l a 
‘2 
‘=F=+ 
‘m 
Gim 
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rivation sequences with Gh = Gi. there is a ~e~~v~tion s 
with Go=G, q=Cy=, bijs3 S,=(Gl I ,... , G",), UPId Gj=INS 
em . (1) The Joint-Embedding Lemma provides a procedure for constructing 
a joint-derivation sequence (see Fig. 1). 
(2) The 
Fig. 1. 
joint-derivation sequence seq wili 
JOIN<G (u, 4, (seq,, . . . , seq,)). 
be denoted by 
(3) The length of a derivation sequence can be increased by adding dummy steps 
with the empty base b : fb Hence, Lemma 2.6 works for derivation sequences 
seq,,-, seq, of different lengths, too. 
(4) For n = 1, the Joint-Embedding Lemma is a reformulation of the embedding 
lemma in [ 161 for the case of edge replacement. 
Let G and D be grgphs, S = (G, T . . . , 6, j a sequence of 
%),(~1,*-, v,,)) a pair of sequences of nodes in D su 
e = INSERT( D, (u, v), S). We will consider derivation sequences seq, , . . . , seq, 
which are related to G, , . . . , G, respectively. We will prove Lemma 2.6 by induction 
on the length of the derivation sequence. 
The basis, m = 0, obviously holds. 
Assume now that Lemma 2.6 is true for some m 2 0. Lzt, 
be derivation sequences of length m + 1 with 
step for each derivation we get derivation se 
aatin 
se b=7+“’ ‘m '1 
’ xi”=, b,, denotes the mapping from cr=, B,, to P which is defined by Cr=, hi,(e) = b,,(e) for eE Bk,. 
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of length m and, by the inductive hypothesis, a joint-derivation sequence 
seq’=++--*& 
Cl %I 
with the desired properties. In particular, we have G,,, = INSERT( D, (u, II), Sm), where 
&I = (G1,, l l l 9 G&. Consider now the direct derivations 
through bi,,, . Since, for i = 2, D . . , n, bi,+, : Bi,,, + P is a haze in Gi,,, and 
n 
CB i= 1 im+, s C EGi, C E&S i=l 
at cb, bi,,, :& Bi,+,+ P with Cy=, hi,,,+,(e) = bj,,,+,(e) for eE B’,+l is a 
base in G,,,. 
ence there is a direct derivation 
seq”: C, _ Gm+l 
through C:=, bi,,, :x7=, Bi,+, + R We can assume that 
G?l+* = INSERT( REMOVE (Gm, i, Bi,,,+,)g (5 fi), R), 
where&,..., & is an enumeration of the edges of 1 r= 1 Bi,,, , ( ii, 0) is the correspond- 
ing pair of sequences of nodes in &, and R is the corresponding sequence of 
right-hand sides. Moreover, we can assume that, for i = 2, . . . , n, 
Gi,+l = INSERT( REMOVE( Gi,,,, Bi,+,), (&, fii), Ri), 
where i2i, fiij 
Using the 
assumptions 
/; 
and Ri are the sequences corresponding to the enumeration of 
construction of Gm+1, the inductive hypothesis, Lemma 2.7, and the 
we get 
U,+I = INSERT(REMOVE(Gm, C B,,,), (4 0)~ E) 
= INSERT(REMOVE(INSERT( D, (U, U), Sm), C Bi,,,), (a, 6), R) 
= INSERT(INSERT( D, (24, 0)s REMOVE(Sm, C Bi,,,,)), (& fi), R) 
= INSERT( (U, U), INSERT( REMOVE( Sm, C Bi,,,), (& fi), R)) 
= INSERT( (% u), &+A, 
where REMOVE( S,, C m+,) denotes the sequence 
REMOVE( GI m, REMOVE(Gnm, B,,+,); 
INSERT(REMOVE(&, c 
INSE 
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and sn+1 means the sequence (G1,+,  . . . , G,m+,). Cl 
.7 (Restriction Lemma). Let 
Eq=G~~G,*-*-*G~ 
Cl c2 cm 
be a derivation sequence. Let Go and D be griiphs and (u, v) a pair of nodes in D 
such that Go = INSERT( D, (u, v), Go). Then there is ti derivation sequence 
seq =G0_=3G1=>. 9 l :=>G,, 
bl h bm 
where EGj C_ ~~~ for j = 0, . . . , m and bj+, is the restriction of Cj+l : Cj+l + P to Bj+, = 
Cj+lnEGjforj=O,...,m-l. 
emark. (1) The Restriction Lemma provides a procedure for restricting a derivation 
sequence to a subpart. The obtained derivation sequence seq will be called restriction 
of seq to Go and will be denoted by RESTRICT(S~~, (u, v), Go). 
(2) A restriction of a derivation sequence may lead to a derivation sequence with 
dummy steps. 
Proof of Lemma 2.7. Lemma 2.7 is proved by induction on ~2. The basis, m = 0, 
obviously holds. Go = INSERT( D, (u, v), Go) implies &,, r> EGO. 
Assume now that Lemma 2.7 is true for some m 3 0. Let 
be a derivation sequence of length m + 1. Then, by the inductive hypothesis, there 
is a derivation sequence seq’ : Go --lb, l l l abm G, with the desired properties. 
In particular, EG, s EGO so that the restrictisn !J,+, of cm+) : C’,,,+* + P to B,,,+, = 
&+I n EG, is a base in G,. 
Now, let B,,,+1 ={e,, . . . , er} be the basic set in G,,,, let 
( &?I, %I) = (Me,), 9 l l 9 s(erh (t(6), l ’ l 9 W)) 
air of sequences of nodes in G,,,, and let R,+1 = (R(e,), . . . , 
sequence of right-hand sides. Then there is a direct derivation G,,, ‘b,+, G,,,+, , 
where Gm+* = INSERT(REMOVE(G,,,,B,+l),(U,, V,), 
EGm+,=(EGm -&I+,)+ c (e)r(.iIB, . 
Thus, there is a derivation sequence 
seq= G,-,T 9 9 l 7 G,,, “b’;” Gm+, 
m m+l 
, for j= 9 l l * 9 c 
forj=O,..., m. This completes the inductive step. 
+I= Cj+I n EG, 
cl 
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(Context-freeness Lemma). Let ii& e e* R be a derivation sequence. 
et s = se, t = tr; and 1 = 2~ for short. Let B = {e, , . . . , e,,} c JE~ be a set of edges 
in e including all edges with a nonterminal kbel and (u, v) = 
((s(e,), l l l 9 s(e,)), Mel), - ’ l 9 t( e,))) be the pair of sequences of the source and target 
nodes in c. 
Let, for i = 1,. . . , n, SeQi = RESTRICT&, (s(ei), t(ei)), l(ei)‘) be the restriction of 
seq to the handle 1( ei)g. Then (up to isomorp ) JOf4c, (4 v), (seq,, . . . 9 seqA = 
seq. 
Lemma 1.7 guarantees that the restrictions to the handles as well as the 
edding of the restricted sequences are defined. 
. Let 
seq:G()==+“*Gnq 
=I Cm 
with Go = G and G,,, = e the original derivation sequence. Let, for i = 1,. . . , n, 
seqi:GbF* l ‘_a’Girn 
‘I ‘m 
with Gio = I(ei)’ be the restriction of seq to the handle J(e,)” and 
~q:G(J=+*-&~ 
4 
A 
=rn 
be the derivation sequence obtained from G0 and seql, . . . , seq, by joint ennbed- 
ding. (Lemma 1.7 guarantees that the restrictions are defined and that G is of 
the form INSERT(REMOVE( e, B), (u, v), S), where B = {e, , . . . , e,), (u, v) = 
((s(eA l l l 9 s(e,)), (t(eA l l l 9 t( e,))), and S = (I( e#, . . . , I( e,)“).) Then we have 
(1) & = INSERT(REMOVE( & B), (u, v), SO) = GO with So = S. 
(2) Let Gj = pj for some j 3 0. Let e+* : C;+l + P be the constructed base in Gj. 
Then we have Cj+l = zy=, B,,, = zy=, ( G+l n FsG,~) = q+l because 
and all edges in REMOVE( G, B) are terminal-labeled. Moreover, 
n n I 
q&J = Cb i.t = c &li+l =Cj+lm i = 1 ! i = 1 I B 'j+l 
Since Gj = Gj and the bases G+l and q+i 
and Gj+l 
are equal, also the derived grgphs Gj+l 
are equal (up to isomorphism). This completes the proof. El 
ekes are closely 
generating 
linguistics. 
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3.1. Con text-free (string j gram a#*$ and languages 
Derivation steps in context-free (string) grammars can be simulated by direct 
derivations in context-free graph grammars using the one-to-one correspondence 
between strings and string graphs in Definition 1.5. 
Let p = (A, U) be a context-free string production with A E N (IV s C) and v E C+; 
let U, w E C*; and let UAW +p uvw denote the resulting derivation step. Furthermore, 
Set (UAW)‘, (uvw)‘, and v’ be the string graphs corresponding to UAW, uvw, and v 
respectively. Then the production p’ = (A, v”) is applicable to (UAW)* with the result 
(uvw)! This situation is depicted by the diagram in Fig. 2. 
UAW 
TRANSFORM 
Fig. 2. 
This means that each context-free string grammar G = (N, T, P, 2) (without 
e-rules) induces a graph grammar Gg = (N, T P’, Z) with Pg = (p” Ip E P} such that 
there is a one-to-one correspondence between the derivations in G and the ones in 
Gg and the graph language L(G’) generated by G’ is obtained from the string 
language L(G) generated by G just by transformation: 
L(G”)= L(G)“=(w”)wE L(G)}. 
In this sense, context-free graph grammars generalize context-free Chomsky gram- 
mars. Hence, some results of the string case can directly be carried over to the graph 
case-for example all undecidability results known for context-free string grammars. 
In Section 4 we will discuss further aspects of the relationship between context-free 
string grammars and our graph grammars (cf. also [17]). 
3.2. Fbw charts 
Well-structured flow diagrams, which are used for data flow analysis by Farrow, 
Kennedy and Zucconi [7], can be generated by a context-free graph grammar. 
Consider the seven context-free productions in Fig. 3. STAT, 
and LOOP are nonterminals. Furthermore, there is mea 
al edges are sufficient 
as initial sy 
in this way. 
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STMT 
COMP 
COND 
LOOP 
. .= . . 
:: = 
begin begin 
begin 
STMT 
9 
1 
STMT 
0 
end 
begin 
end 
STMT 
begin 
. .= . . 
end 
begin 
Fig. 3. 
The griphs generated by this graph grammar are flow diagrams of a simple type. 
For instance, the derivation in Fig. 4 can be constructed applying the given 
productions. 
Further examples of this kind for existing programming languages are 
by Lichtblau in [ 181. 
3.3. tt’s graph grammar approach 
Pratt 1211 studies a special kind of node replacement systems which work as 
follows: Pr-graphs G = (E, V, s, t, I, m, ii ), where the prefix Pr refers to the 
author, are graphs (E, V, nal node labeling m : V+ C and with 
two distinguished nodes ctions p = (A, R) consist of a non- 
to a node v of G with m(v) = A in 
(1) remove v from G; 
corresponds to a direct derivation in the 
are transformed to grfphs 
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1 --t. 
1 COMP 
eYld 
begin begin 
3 
ST ST 
end end - end 
begin 
end end end 
Fig. 4. 
by a node-to-edge stretching, called STRETCH. The operation STRETCH replaces each 
labeled node v of a Pr-graph X by two unlabeled nodes vS, vt and a connecting 
edge such that incoming and outgoing edges as well as labels are inherited according 
to the following picture in Fig. 5 !r.ote that i 
STRETCH 
c r- 
Fig. 5. 
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The relationship between both kinds of derivations is represented by the (com- 
mutative) diagram in Fig. 6. 
Obviously, this leads to a corresponding relation between both kinds of graph 
grammars and their generated graph languages. It turns out that node replacement 
systems as introduced by Pratt can be considered as a special case of our edge 
replacement systems. 
This applies in particular to Della Vigna”s and Ghezzi’s investigations in [4] 
because they deal with Pratt’s graph grammars (assuming in addition that the 
right-hand sides of productions are connected graphs). Hence it is no longer 
mysterious that the Pumping Lemmata in [4,17] look so similar although they are 
formulated for graph languages which contain quite different kinds of graphs and 
are generated by quite different kinds of derivations-at first sight. 
3.4. Recursive transition networks 
Recursive transition networks (see, e.g., [22]) deal with state graphs of nondeter- 
ministic finite automata given by G = (E, V, s, t, 1, hit, FIN), where (E, V, s, t, 1) is 
a graph, init E V a special node, and FIN c_ V a subset of nodes. Recursive transition 
networks, which are also known as recursive flowchart schemes, are systems of the 
form RTN = (N, T, I?, Z), where I\r’ is IE. set of nonterminals, T a set of terminals, 
2 E N an initial symbol, and P a set of rules p = (A, R) with A E N and a state 
graph R. They are used-for example, in natural language analysis-to define string 
languages in the following way. 
Let RTN = (N, T, P, Z) be a recursive transition network. Then a word w E C* is 
sccepted with respect to A E N if there is a decomposition w = w1 . . . w2n+l of w 
into a number of subwords wi E C*, a rule p = (A, R) E P. and a path e, . . . e,,, in R 
leading from init, to some fin E FINR such that 
h(e,) . . . lR( em) = w,A2w3A4. . . A2n~2n+l 
and W2i s accepted with respect to A2i for i = 1, . . . , n. The language of all strings 
accepted with respect o 2 is dckioted by ACC(RTN). 
Without loss of generality we can assume FIN = {fin} for all involved state graphs. 
Hence, the definition of recursive transition networks meets that of context-free 
graph grammars syntactically. But there is also an interesting relationship between 
the string language ACC(RTN) and the graph language L(RTN) defined by a 
G- 
p=(A,R) 
)H 
STRETCH(G) 
p=(A,STRETCH(R)) 
STRETCti(H) 
Fig. 6. 
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recursive transition etwork RTN which is a graph grammar at the same time. To 
express this, we have to extract strings from graphs and graph languages: given a 
(G) collects all strings of labels along paths in G from G to 
en&; given a graph language L, re ) is defined accordingly by the union of all 
read( G)‘s for G E L. Using this ring mechanism we obtain ACC(RTN) = 
(L( RTN)). This means that context-free graph grammars provide an alternative 
process for defining the string languages accepted by recursive transition etworks 
(which are exactly the context-free languages). 
3.5. Algebraic approach to graph grammars 
Let G __jp H through p = (A, R) be a direct derivation. Then all the graphs 
involved can be grouped together in the way depicted in Fig. 7, where 2 is the 
discrete graph with two nodes (without edges) and D is obtained 
from U(G) just by removing t dge which is subject to the replacement. The 
arrows denote how the graphs are included into each other according to the 
construction. It is simple to see that squares (1) and (2) form pushout or gluing 
diagrams o that edge replacement turns out to be a special case of the algebraic 
approach to graph grammars (see, e.g., [S]). 
Mence, all results known in the algebraic approach apply to our graph gra 
For example, it follows from the so-called Church-Rosser and Parallelism 
Theorems (cf. [5]) that 
G *, H if and only if G 
P P 
Consequently, parallel derivations, which are helpful technical tools, do not increase 
the generative power of context-free graph grammars. 
U(A 5 )- 2-U(R) 
U(G) c--------D-U(H) 
Fig. 7. 
3.6. Remark 
The relationships pointed out in Section 3.1-3.5 provide many examples for edge 
replacement systems. 
It should be mentioned that also syntax- 
context-free graph grammar CC such that the 
to ) retur tactically correc 
conditions). 
In this section two well-known characterizations of context- 
are generaEked and adapted to 
1231 developed a context-free 
Ianguages. Ginsbu 
fixed points of their generating productions (con 
equations). For both results we present rammar version 
mechanisms for 
use of the Conte 
context-free Chomky 
The reason is that the 
derivations whose restri 
ordinary derivations. 
Kleene [15] characterized the re UEl th 
iteration’. 
P 
100 A. Habe1, H.-J. Kreowski 
a corresponding derivation A” 
a 2.8, each direct deriv 
s2 GZ. Using the Conte 
replaced by the corresponding derivation 
* 
Se 
(A,&) 
i-G2 
p2 
such that we obtain a derivation G1 
a derivation 
* 
p2 
t-e, there exists 
with N E %&T+(A)9 i.e,, E L(GG). 
(2): Now, let H E L(GG). Then there 53 a derivation 
Now we will make use of the fact that so 
tion steps (cf. Section 3.5) can be inter& 
[S, 161.) In the special case of e 
tially independent if and only 
not just created by the first step. Conse 
of PI are sequentially independent of pr 
of P2u {(A, 2:)) because N, n ( N2 
tially independent of previous derivat 
(A} A ( N2 v T2) = 0. Hence, there is a d 
Since H E %lr,uTz)_{AI, we have 
%(T,k,T2)-(A) implies that, for each r 
no 
iO2 A. Habd, H.-J. Kreowski 
f. Let L be an arbitrary context-free graph language over 7% C. Then there 
e graph grammar GG = (N, T, P, Z) generarirg L. We may assumrF; 
. . p A,} with A, = 2.. Now the proof is organized in the following 
way: 
(a) we inductively define graph languages L,j E CFL for 1 s i sj s n; 
(b) we define graph grammars GG1, GGz, . . . , GG, with GG1 = GG such that 
L(GGj) = LiJ$ hence, L(GG,) E CFL and especially, L = L(GG) = L(GG,) E CFL. 
(a): The graph languages L,j for I- I -J < ’ C ’ s n are inductively defined (doubly 
downward) by 
&” ={RE(cJ,,,1(Ai,R)EP} for1sM.n. 
L (j-1 = SUB,( L&j, Lf’j) for iCjS n. 
The Li,‘s are finite graph languages and hence, Li,” E CFL for 1 s i s n. The Li,j-1’s 
for i <j s n are constructed from graph languages in CFL by iteration and substitu- 
tion. Hence, all graph languages Li,j witli I s i Gj s m are in CFL. 
(b): The graph grammars 66, for 1 <j s n are defined with regard to the graph 
grammar GG = (N, T, P, 2). Let GGj = (Nj, q, pi, Ai) be the graph grammar with 
Nj=N-{AiIlSiCj}, ~=TU{AillSiCj}, and k”j={(A, R)E PIAE Ni). 
Obviously, GG1 = GG and hence, L(GGI) = L(GG) = L. 
It remains to be proved that L(GGj) = Lfj for 1 s j s n. This follows from the 
following facts : 
(1) L. = ‘.J G E %+{A,} 1 Af T R forlSi<jSn; 
1 pj+r 
(2) Lj+j = , 
I 
for16j<ii. 
For the case j = n, (1) only makes sense if we assume Pn+, =cli. (1) and (2) will be 
proved by induction on k = n -j. 
Basis step: Let k = 0, that is, j = n. Then (1) follows by definition because T u N = 
T,t u (A,} and P,+I = 0. 
p”+I 
Equation (2) follows from (I) and Lemma 4.2 becuse P(A,, t,J = P,: 
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inductive hypothesis, 
Li j-1 = SUB,,( Li i, LT’) * 9 
The last equality holds because q = q_, u {Aj-1), Ik’,,, G pi, and each derivation 
R $, W can be transformed into a derivation R x+, G $, H, where 
G E %,u(A,]* 
In the case i =j - 1, we have 
by P G P,_, an8 Lemma 4.2. 
the form 
__
 
_ 
c -FJ 
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a= 
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In contrast to many other graph grammar approaches, ed 
provide a technically simple mechanism to generate 
they behave very much like context-free Chomsky 
our view that edge replacement may play a cent 
grammars imilar to the role of context-freeness within the theory of formal 
es. But, clearly, this heavily depends on the success of future irrvesti 
which may follow various lines: 
(1) Almost all graphs in a language generated by edge replacement are bound 
to be at most 2-fold connected. In which way can one get rid of this restriction 
without losing the simplicity of the approach? 
(2) Which concepts can be nicely combined with edge replacement to increase 
the generative power and to meet more reaiistic applications? 
(3) Which criteria are appropriate to indicate and justify the attribute ‘context- 
free’? Are there other classes of graph grammars which are more geaeral or more 
natural and should be referred to as ‘context-free’? 
(4) At least some classes of grammars within the framework of NLC grammars 
(see [I I, 121) may be called ‘context-free’ with the same right as edge replacement 
systems Hence, one may like to recognize and reformulate the duality between 
nodes and edges on the level of grammars .-?ad languages. 
(5) The positive decidability results in Section 5 immediately raise the question 
about the complexity of the treated problems (or similar other graph problems). 
The hope is that even hard problems become feasible if they are considered for the 
graphs of a context-free graph language. 
Our paper is very much rtmut Ehrig’s work on the algebraic 
approach to graph grammai9 and by Janssens’s and Grzegon Rozenberg’s 
e-label-controY graph grammars. We wish to thank them. We are 
ful to Jam%?5 lbury for various valuable suggestions and to our 
referees whose comments led to various improvements. 
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