ABSTRACT: Developments occurring in electronics and instrumentation promise to lower the cost and improve the reliability of electronic systems to monitor geotechnical instrumentation. The miniaturization of electronics, reduction of power consumption, reduced component cost, and improved component reliability all help to make new instruments possible and geotechnical instrumentation more cost effective. This paper describes the application of some of these developments to three problems and summarizes the potential benefits to the engineer from their use. The increased capabilities of instrumentation and data acquisition equipment combined with their improved reliability and lower cost will make future applications of geotechnical instrumentation more cost effective.
Introduction
The geotechnical practitioner faces many unknowns in design. In many cases, the effort required to remove these unknowns during design is too costly. Construction must proceed anyway. As a result, geotechnical engineers rely on field instrumentation to monitor the constructed facility and forewarn them of adverse performance resulting from these unknowns. Where required, the design or construction method is adjusted to avoid unacceptable performance. On most major geotechnical projects, field instrumentation constitutes an important element of the engineer's overall design. The results from field instrumentation programs have contributed in a major way to many of the advances in our profession.
The potential benefits of good field instrumentation programs are many and varied. Evaluated data from field monitoring programs can reduce risks, avoid failures, avoid litigation, reduce delays and reduce costs. While our profession learns more each day about geotechnical behavior and pushes the envelope of knowledge further out, we are also faced with increasingly complex site conditions, tighter restrictions, new construction materials and processes, pressure to cut costs, and concerns about litigation. Field instrumentation can many times help us deal with these requirements.
With all these potential benefits, field instrumentation systems are not as widely used as one might expect. Cost has always been a hindrance. The costs to procure the equipment, install the instrumentation, collect the data, and interpret the results can become substantial. On the other hand the benefits cannot always be quantified. In a strict cost-benefit picture, it becomes hard to justify many of these systems, especially the automation component. A second hindrance to more widespread use of field instrumentation has resulted from problems with reliability. Many clients have experience where they spent a lot of money only to obtain confusing and contradictory data. These clients become reluctant to spend money for field instrumentation on their next project. Thirdly, inexperience is a major hindrance to more use of instrumentation. I am speaking of the inexperience of some who try to do instrumentation projects without the knowledge and experience to do the job properly, the inexperience of those procuring instrumentation systems who do so solely on the basis of price, and the inexperience of those who don't recognize the benefits of a well conceived and executed instrumentation program. Some of the new technology discussed in this paper help us overcome some of these hindrances by lowering the cost and increasing the reliability of field instrumentation systems.
Characteristics of Typical Applications of Automated Systems
Cost considerations have previously limited the use of data acquisition systems for field instrumentation. Typically a data acquisition system can only be justified in one or more of the following circumstances: large number of sensors . more than 50 need for frequent readings . more than once per day need for simultaneous readings . take all readings within seconds of each other difficult access . safety issues or long access time The given numbers are rough guidelines from my experience.
Most automated field data acquisition systems being installed in the US employ variations on two systems. The CR10 unit from Campbell Scientific is highly adaptable to geotechnical requirements and forms the backbone for systems provided by GEO-KON, RockTest and Slope Indicator. Geomation has released a new product that reads up to 20 channels of voltage, current, or frequency input and provides a variety of ways to transmit the data to a central location. These units have been adapted to readily accept input from the commonly available geotechnical instruments.
The typical costs of an automated instrumentation system are revealing. Table 1 summarizes these in a general way for a typical installation on a per sensor basis. These costs are just those costs for automation. The costs of support services to get the sensor in place, such as drilling costs, are not included as these costs more-or-less apply equally to automated and non-automated instruments. Install sensor, excluding drilling $50 -$500 6 -17
Install wire $100 -$500 13 -17
Install data acquisition system $50 -$200 6 -7
Maintain system $50 -$300 6 -10
The costs in Table 1 are only approximate and typical. There are plenty of exceptions. Nevertheless in a general way, Table 1 shows typical cost components and some conclusions are possible. The cost of components makes up 50-70% of the cost of automating a field instrument. Installing the system makes up about 25-35% and maintenance of the system during operation consumes 5-10% of the total cost. New technology can potentially lower each of these cost elements by lowering the cost for the electronic components, reducing the cost of installation and reducing the need for maintenance by providing more reliable systems. The total cost in Table 1 is significant. If we consider that a typical field technician charged with manually reading sensors might cost $50 per hour, we would have to save 15 to 60 person hours per instrument to recover the cost of automation. Clearly a large number of readings per instrument, a large amount of time to get a reading per instrument, or factors that preclude manual readings push the decision to automation.
Merely committing the money to automate an instrumentation system does not insure success of the field monitoring program. I am aware of recent situations where large sums of money were spent to automate the instrumentation in embankment test sections placed on soft ground with drains added to accelerate consolidation. While these projects used current products, they failed to produce the data required for a meaningful assessment of the test sections. Problems with installation and system operation produced too many obstacles to interpreting the data. Perhaps even more than with conventional systems, automated field monitoring systems must follow the 25 links to success set forth by Dunnicliff (1988) for implementing a field instrumentation system.
Current Developments
Recent electronics has considerably lowered the cost of data loggers, increased their capabilities, and improved reliability. Availability of compact and low-cost computers with high reliability to log and process data provide additional opportunities. New types of piezoresistive pressure transducers provide highly stable readings but cost considerably less than vibrating wire sensors. These transducers may help reduce the sensor cost for piezometers, total stress cells and settlement monitoring gages. Strain gage technology has improved considerably as has the data acquisition equipment to read strain gage output. Advances in electronics for wireless communications are dropping the cost and improving the reliability to send data through the air rather than through a wire. This makes installation easier, troubleshooting faster, and lowers costs.
Whole new classes of low-cost sensors are being developed to measure groundwater chemistry, flow rates, changes in position, pressures, and forces to name a few. I fully expect the next five years to provide the geotechnical community with an entirely new set of sensors and readout equipment that costs considerably less than today's equipment, is easier to install and has higher reliability. We have been working with some of these new approaches. The next three cases describe some of our experiences.
Case 1 -Concrete Form Carrier for Chicago Tunnel
The 73-060-2H Contract on the North Branch Chicago River of Chicago's TARP project consisted of 50,000 ft of machine bored tunnel lined with concrete. For concreting, the Contractor assembled a set of five cars which carried collapsible forms. Each car was 35 ft long and rode on four wheels running over a curved concrete invert. The wheels consisted of a 17-inch diameter steel drum covered with a 2 inch thick, 10 inch wide solid polyurethane tire.
Within the first 2,000 ft of concreting, several of the tires experienced catastrophic failure. The polyurethane tire was separating from the steel hub. Each failure completely stopped concreting operations for several hours until the wheel could be changed. This problem posed a major threat to the project schedule and cost.
Our evaluation of the problem indicated three unknowns. What loads were being exerted on the tires? What stresses did those loads cause in the tires? What was the strength of the polyurethane and the bond between the polyurethane and steel hub? Visual observations of the cars during a move cycle indicated a widely varying load distribution on the wheels. The start of the cycle involved collapsing the forms onto the car. Sometimes the form would be frozen to the cured concrete. By manipulating the hydraulic system, the operator could set the form into a dynamic oscillation that would produce more force to jar the form loose. While moving, the car would tend to weave from side to side over the curved invert. Since the wheels had no suspension, this would cause a wheel to lose contact with the invert. At times during a move, a wheel was observed to experience sudden slip sideways of as much as one inch. Substantial lateral loads were developing that were causing unknown shear stresses in the polyurethane. Clearly the load in each wheel was far different than the weight of the car divided by the number of wheels.
We decided to instrument the wheel support system to measure the force in each wheel during a complete move cycle. Due to the dynamic nature of the move cycle, the measuring system needed to be capable of collecting data quite rapidly. The Contractor was anxious that this work not disrupt his normal production. We decided to use strain gages welded onto the struts for each wheel and read them with a laptop-based data acquisition system. The entire system would sit on the car and operate while the car was moved from one setup to the next. One strain gage was welded to each side of each steel strut. We intended to use the average strain in each of the four gages on a strut to compute axial force and the difference in strain on two opposite sides to compute a moment from which we could determine the lateral force acting on the tire. This made a total of 16 strain gages. In addition each wheel was supported by a hydraulic cylinder contained within the strut that transfers the weight of the forms to the wheel. Each cylinder was instrumented with a pressure transducer.
The sensors were connected into a signal conditioning box which provided excitation to the sensor and gained the sensor output to the voltage level required by the A/D. We used a standard signal conditioning box normally used for laboratory test equipment. The strain gages were 120 ohm 1/4" single element weldable strain gages coupled with a microchip Wheatstone bridge from all from Micro Measurements. The A/D was a Computer Boards PPIO-AI08 external card with a 32 channel add-on multiplexor card. The A/D connected to the parallel printer port of a laptop. We modified some in-house data acquisition software to read the 20 channels of input and save them to a data file. The entire system was assembled, calibrated and debugged in our facilities prior to shipping them to the site. All wires running from the data acquisition system to the individual sensors were precut, fitted with connectors and labeled prior to delivery to the site.
The complete pour cycle was taking 24 hours if everything went well. It would take about eight hours to make the pour, eight hours for the pour to cure, and eight hours to move and reset the forms. We had a window of about 16 hours during which we could install the instrumentation. By preparing as much of the system in advance as possible, our main task in the tunnel was mounting the strain gages. This required grinding the struts at each gage location to fresh steel, cleaning the steel, then welding the gage. Figure 1 shows a typical installation. For scale the leg is approximately 18 inches by 10 inches (460 by 250 mm). The installation was greatly hampered by the working conditions. Water, grease and dirt prevail in a tunnel. These elements ruin strain gaging operations quickly.
We spread the work over two move cycles. During one cycle, we installed the gages and tested their output with a standard readout box. During the next cycle we
FIG. 1 S Strain gages on two sides of strut.
added the wires from the gages to the data acquisition system and monitored the readings during the move. We were frequently barraged with water from every direction. This made it very difficult to protect the wiring connections and data acquisition components. We kept the data acquisition components boxed as long as possible, then covered them with plastic to try to keep water away.
We decided to read each channel 10 times per second. With 20 channels of data and a move time of up to 30 minutes, the data file would become unwieldily with more than 300,000 individual readings. However, the move was not one continuous operation. The operator usually halted several times to deal with unexpected problems or difficulties. We adapted the data collection to these starts and stops. Just before the operator would begin an activity, we would start the data logging. When move operations stopped we would stop the data logging. In the interim we would keep a written log of what was happening to the car so that we could later compare the data we were collecting to the operations of the car. During the stopped periods we could check that the data logging operation was working correctly and that the sensors were continuing to give output. Figure 2 gives a sample output obtained from the strain gages. It shows the axial force in the strut determined by taking the average strain measured in the four strain gages on that strut times the cross sectional area of steel on the strut times the modulus of elasticity of steel. From examining the data for the entire move, we were able to determine two important conclusions. First, whenever the operator manipulated the hydraulics to try to jockey a stuck form loose, he would create a large force in one or more wheels. The hydraulic jacks were pushing the forms against the obstruction with more force than the weight of the car. Second, on several occasions during the move, the full weight of the car would be carried mostly by only two wheels. This happened when the axis of the car did not align with the axis of the curved invert. Since the car had no suspension, the entire weight would be transferred to one front tire and the rear tire on the opposite side. Contrary to our expectations, measured lateral forces were not substantial. While lateral forces of several tons would develop, the side slip that we observed occurred when the vertical weight was suddenly reduced on the tire which then allowed it to easily slip over the invert to relieve any lateral forces.
The end result of this effort was a determination that the tires were being loaded to as much as 150,000 lb., a value which far exceeded the apparent design load of approximately 80,000 lb. The maximum force was developed during the jockeying of the car to free it from an obstruction. We recommended that the hydraulic system be altered to limit the force that could develop in the tires from the hydraulics. The measured forces were used to assess the stresses in the polyurethane with which a revise wheel geometry and polyurethane molding process was developed. New wheels were placed on each car. The remaining 46,000 ft of tunnel were completed with only a few additional tire failures. Those failures were attributed to the cars running over sharp steel objects and not to overstressing.
This case illustrates several important points. Field measurements can be essential to determining the cause of failure and what corrective actions to take. Fairly elaborate measuring systems can be deployed relatively quickly and successfully operated in severe conditions. Portable electronics now makes it possible to instrument many construction operations without hampering the Contractor's activities. These capabilities give us intelligent ways to help Contractors identify the cause and formulate the cure for unexpected behavior instead of relying solely on the traditional tool box containing a bigger hammer, a cutting torch and welding rod.
Case 2 -WDAS for tilt of building facade
This opportunity arose from a need to determine whether the brick facing of historical buildings will be deformed by underground construction activities in the vicinity of the building. Previous monitoring methods such as crack gages and visual inspections were not sufficiently sensitive and reliable to prevent construction related cracks. From a safety perspective, the damage of concern is primarily architectural in nature, i.e., minor cracks and limited differential settlement. The structural integrity of the buildings and their foundations is not expected to be impacted by construction activities. However cracks and differential settlement are things owners can see. They cause high levels of concern to the people involved. Hence the need to find some means to measure impact of construction activities on adjacent buildings before the visual damage appears.
Other instrumentation methods such as plumb lines dropped from the roof, inclinometer casings attached to the building face, and tiltmeters attached to the face of each building, were considered. Each of these had serious problems, such as: having to bother building residents to gain access to read the instrument, vandalism, overall expense for the equipment or the time to take readings, and the limited number of readings that could be obtained considering the necessity to arrange for readings in advance.
Of the options available, we concluded that tilt meters connected to data loggers using radio telemetry of the data offered a possible solution. Multiple units would be required on each side of a building to increase the chances of measuring localized movement of the building face. However, putting multiple units of commercially available data loggers onto each of the large number of buildings involved would be expensive. We located a less expensive data logger with built in wireless capability but its resolution was only one part in 256. This was no where near the required resolution for the project of one part in 10,000.
After considering the scope of the project, we decided to build a system to meet the job requirements. Our goal was to have a system with the following capabilities:
-read data to at least one part in 10,000 -read temperature at the sensor location -transmit the data to a handheld data logger in the street upon command -operate for several months without servicing Figure 3 shows basic components. The design concept is an integrated CPU -A/D -RF (central processing unit -analog to digital converter -radio frequency transceiver ) on a single board. All electronic components are standard, off-the-shelf items. The CPU controls all components and can operate in a sleep mode to conserve power. The A/D is a 22-bit unit with an input range of five volts. That means that an optimally configured unit can read the sensor to an accuracy of one part in 4,000,000. However it is almost impossible to remove sources of small levels of noise so we use the 22 bit A/D but ignore the lowest 6 bits of the reading which contain the noise. This gives us an accuracy of one part in 65,500, which more than meets the requirements for the project. An electronic temperature sensor mounted on the board provides temperature readings directly to the digital inputs of the CPU. An off-the-shelf radio transceiver placed directly onto the board receives incoming signals requesting readings and transmits outbound data. To avoid having to obtain an FCC broadcast license, the transmitting power is limited to 10 micro watts. This limits the broadcast range to a theoretical line-of-sight range of 1,000 ft (300 m) and a practical working range of about 300 ft (100 m). The system is referred to as the WDAS unit, which stands for Wireless Data Acquisition System. 
FIG. 3S WDAS components.
The electronics are normally shut down to conserve power. The CPU looks at the RF transceiver every few seconds to see if a request to read has been received. If a request has been received, the CPU checks to see if the request is for it. If the request is for this cell, it wakes up all components, powers the sensor and takes a reading. The reading is transmitted out the RF transceiver to be picked up by the host data logger. Figure 4 shows a typical cell. The board is mounted inside a 4 in. by 6 in. by 3 in. (100 by 150 by 75 mm) NEMA enclosure. An Applied Geomechanics Model 800 tilt meter sensor is also placed inside along with batteries to supply power. Figure 5 shows the unit installed on the side of a brick-faced building. Figure 6 shows a readout unit, in this case a hand-held Psion Workabout. This ruggedized computer has a serial port that connects to a host communications unit. The host communications unit contains the same radio transceiver as those on the individual cells. The software on the Psion sends a request to read a particular cell ID. The cell receives the request, wakes up and powers the sensor, takes the reading, and broadcasts the reading. The Psion receives the reading and adds it to its data base.
The original concept was that a technician would drive by the instrumented buildings every few days and read each cell. Figure 7 shows a sample of the type of data received with this approach from two units mounted on the sides of a brick faced building. The data show considerable variation with a range of over 300 arc seconds. Data on a similar unit located on a concrete slab and kept at constant temperature varied less than five arc seconds of tilt. We suspected that the sensors were picking up movements of the building face caused by temperature changes and wind blowing against the building. These effects were probably being amplified by the type of mounting brackets used for the trial installation.
Cracking of panel walls shows up
FIG. 4 S Components of WDAS.

FIG. 5 S WDAS installed on brick wall.
FIG. 6 S Handheld readout unit for WDAS.
at tilts of 1/300 which equates to 700 arc seconds. Standard practice to avoid cracking of panel walls is to keep tilt below 1/500, or 400 arc seconds. Since the trial installation showed changes of over 300 arc seconds. from environmental effects, i.e., temperature and wind, the measurement system and approach of taking a reading every few days would not work. It would create a situation where separating construction effects from normal environmental effects at tilt levels below those which cause cracking would be impossible. Construction effects should be less time dependent than temperature and wind effects. We also expected that temperature and wind effects should be recoverable, i.e., there should be a response signature for the building that reflects temperature and wind effects. Any measured response outside this signature, excepting that from an unusual condition, would more likely be related to construction. These considerations lead us to conclude that the tilt readings had to be taken at close enough intervals to measure the environmental response envelope for the building. Since the building goes through a thermal cycle each day, we concluded that we needed to take readings hourly every day. These readings should be taken for some time prior to the start of construction in the vicinity of the building to establish the response signature for the building to normal environmental effects. With readings taken each hour of every day it was no longer cost effective to have a technician collect data with a hand-held data logger. Fortunately the design of the system permitted this new requirement to be easily met. By making use of a rebroadcast feature of each cell, we can use the cells to transmit reading requests and data over considerable distances. As long as each cell is within 300 ft of another cell and at least one cell is within 300 ft of the host unit, each cell in a group can be automatically read by the group host as frequently as we desire. Figure 8 shows a typical set of data from the revised system. These data come from a unit rigidly mounted to the face of a brick wall using a three point mounting system with anchor bolts inserted into the mortar. The data clearly show a cyclic response of up to 50 arc seconds that correlates with temperature. Analysis of the data shows another 10-20 arc seconds of variation that does not correlate with temperature. We think it results from wind effects and extraneous vibrations of the building. By correlating the tilt reading with temperature to obtain a temperature correction, removing the temperature effect and averaging the resulting data for each 24 hour period, we obtain one reading per day which is called the corrected daily average. For the case shown in Figure 8 , the corrected daily average fluctuates less than 10 arc seconds over the eight day reading period. This is a major improvement over the 300-400 arc second variation obtained on the original system and the 70 arc second range in the raw data show in Figure 8 . It is important to recall that these variations are coming from the building itself and its response to environmental conditions, and not from the instrumentation. In separate tests, we measured the variations due to instrumentation to be less than 10 arc seconds. This project illustrates several important points. First, electronics are available today which permit us to inexpensively collect data from inaccessible locations. I expect wireless technology to permit us to greatly expand the situations where monitoring is cost effective. Second, we face increasingly strict limits on how construction activities can affect adjacent facilities. Some of these restrictions approach levels of normal environmental change. Monitoring these situations requires round-the-clock readings to define the response signature to normal environmental events. Taking a reading every few days does not provide sufficient data to make meaningful evaluations. 
Case 3 -Groundwater monitoring
We frequently encounter situations which involve tens of observation wells and/or piezometers to monitor effects of construction on groundwater levels. For extensive dewatering applications, each sensor may have to be read daily. This is a potential application for automation. However, time and again we have found that the cost of automating the job is not competitive with dedicating a person full-time to data collection.
Some recent developments have changed the cost equation. One development is the wireless system described in the last case. The wireless cells remove the cost for wire and multiplexers to get the signal or readings back to the host unit. These are significant costs. Wire connections and multiplexers are prone to fail with time. Problem resolution requires a site visit by a trained technician, further increasing the cost. The wires always seem to "attract" construction equipment and become damaged. The wireless units can be prefabricated and tested. Field installation consists of installing the sensor, mounting the cell and plugging the two together. These tasks do not require a data acquisition expert. A defective unit can be quickly replaced by site personnel. By using a hand-held readout unit, each cell can be checked when it is installed. This greatly simplifies problems and system troubleshooting.
The other development is the availability of new low cost piezoresistive pressure sensors made for industrial applications. These sensors use silicon circuitry etched directly onto the stainless steel sensing diaphragm. The result is a sensor with exceptional accuracy, stability, repeatability and temperature response. Several manufacturers are offering sensors with combined linearity and hysteresis less than 0.1%, long term stability of span and offset over one year less than 0.1% and repeatability less than 0.01%. These values are an error in the reading as a percent of the full scale reading. Table 2 provides the approximate error in measured water level using various ranges of these transducers. We have used some of these sensors in laboratory applications for about one year and can confirm their excellent stability. We are just beginning to deploy them in field applications. Figure 9 shows a model that has a water proof cable. It has a maximum outside dimension of 1 inch. The wire can be fitted with a connector to plug it directly into a data acquisition system such as the WDAS described above. This combination can be calibrated as a complete system, then sent to the field for installation. The complete assembly, including pressure transducer, cable and wireless cell costs less than just the sensor for some piezometers.
A low air entry stone can be fitted to the sensor end to conveniently obtain a closed deaired system for longterm monitoring of pore water pressure. This particular model has a thin plastic tube embedded in the wire that normally serves to vent the back side of the transducer diaphragm to atmospheric pressure. Readings with the transducer are relative to atmospheric pressure. This tube can be used to check the sensor. By applying gas pressure to the tube, we can return the diaphragm to its zero condition, (i.e., increase the pressure until the reading of the transducer equals the original reading at zero pressure). The required gas pressure should equal the reading of the transducer.
It is useful at this point to review some historical information. Piezoresistive pressure transducers were first used in geotechnical applications about 30 years ago. That initial experience was not always successful, particularly in situations requiring measurements over several months or years. Readings from these sensors tended to drift with time. For field applications, voltage losses in cable extensions altered the sensor calibration which produced errors in the measurement. Many installations experienced serious electrical noise problems. These problems led geotechnical engineers to exploit the benefits of vibrating wire strain gage sensors. Vibrating wire sensors transmit a frequency that does not change with cable length. Vibrating wire sensors available in the 1970s gave much better stability than the piezoresistive sensors. With time the geotechnical community has come to rely heavily on vibrating wire type sensors. Essentially all of the electrical piezometers, strain gages, and load cells on the Boston Central Artery Tunnel are vibrating wire sensors.
The problem with the piezoresistive sensors lay in their method of manufacture. A strain gage was bonded to a thin metal diaphragm with epoxy resin. Pressure on one side of the diaphragm caused the diaphragm to bend. The sensitive strain gage responded to the bending with a change in resistance which could be read as a change in voltage. The problem was that the epoxies tended to creep with time. This creep led to drift in the output of the transducer. This problem has been solved by etching the strain gage circuits in silicon directly onto the back of the thin metal diaphragm. There is no longer any epoxy to creep. The new process was not only better but less costly. Manufacturing quantities have also increased dramatically to supply sensors for the automotive and industrial control markets. Consequently the cost of piezoresistive pressure sensors has dropped more than 50% over the past 30 years.
I believe we will see an increase in the use of these sensors in geotechnical field applications in the coming years. It is much easier, with off-the-shelf equipment, to excite and read a voltage-based device than it is for a frequency-based device. Additionally, the problem of line losses in voltage type devices can be solved by using current loop versions of these sensors. In this case the sensor gives a current output that is proportional to pressure. At the reading end, the current can be passed through a resistor and the voltage drop across the resistor input to off-the-shelf readout equipment. Electrical noise problems have been greatly reduced by using shielded cable and noise canceling readout techniques. By using the vent tube to pressurize the back of the diaphragm, it is possible to obtain a check on the reading of a suspect sensor. Finally, today's piezoresistive type sensors cost less than the alternatives.
Summary and Conclusions
The cases described in this paper illustrate some of the benefits of a good automated field instrumentation system. There is no substitute for the right data from a field instrumentation system to give the geotechnical engineer control over field performance. Recent developments in electronics, sensors and software provide the tools to help us implement automated field instrumentation systems that are reliable, responsive and affordable. However, automation systems have previously suffered from problems of cost, reliability and ignorance.
Many new low-cost sensors are available and more are coming. Cost of sensors, readout equipment and related materials are dropping. Off-the-shelf software, sometimes as simple as using a spreadsheet, provides low cost but powerful ways of reducing and reporting data to meet project needs. Off-the-shelf hardware components are making it easier to automate data collection from field instrumentation. These components are becoming more reliable and easier to use.
For projects with a lot of instruments and/or lot of readings, it may be cost effective to design a project specific data collection/management system tailored to the specific needs of the project (Hawkes and Marr, 1999) . Such systems can save many man-hours and more importantly can get accurate data to the place where it is needed when needed. These systems involve knowledge beyond the domain of the typical geotechnical engineer. To effectively use today's technology in automated field instrumentation systems requires individuals with current knowledge and experience in software, instrumentation, electronics, signal processing as well as geotechnical engineering. A team with a weakness in any of these areas can create the opportunity for failure.
Once an instrumentation system is automated, the cost of collecting data more frequently is relatively low. Frequent data collection, i.e., several times a day, can help us establish a response signature for the facility that includes the normal fluctuations from temporal environmental effects. With this response signature, it becomes much easier to separate the true effects of our activities from the normal response of the facility. This more complete data set helps us avoid the difficult situation of what to do when we have a single reading that has suddenly changed and there is no explanation for the change.
