Abstract-Source localization of primary users (PUs) is a spectrum awareness feature that can be very useful in enhancing the functionality of cognitive radios (CRs). When the cooperating CRs have limited information about the PU, weighted centroid localization (WCL) based on received signal strength measurements represents an attractive low-complexity solution. This paper proposes a new analytical framework to accurately calculate the performance of WCL based on the statistical distribution of the ratio of two quadratic forms in normal variables. In particular, we derive an analytical expression for the root mean square error and an exact expression for the cumulative distribution function of the two-dimensional location estimate. The proposed framework accounts for the presence of independent and identically distributed shadowing as well as correlated shadowing with distance-dependent intensity. The methodology is general enough to include the analysis of the one-dimensional error, which leads also to the evaluation of the bias of the position estimate. Numerical results confirm that the analytical framework is able to predict the performance of WCL capturing all the essential aspects of propagation as well as CR network spatial topology.
paradigms that aim to combat the issue of radio frequency spectrum scarcity. Cognitive radio (CR) is one of the emerging technologies that has been developed and studied over the past decade to enable efficient utilization of the spectrum resources [4] [5] [6] . In CR networks, spectrum sensing is a key enabler in identifying spectrum holes and monitoring of the primary user (PU) activity so as to avoid any potential harmful interference [7] [8] [9] [10] .
However, it should be noted that sensing functionality includes any kind of technique that allows the CRs to gather useful radio environment information and enhance the functionality of the network. Therefore, geo-location of PU is one such spectrum awareness technique that not only plays an important role in preventing harmful interference to the incumbent spectrum users, but allows for better spectrum resource allocations in the spatial domain [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . It is worth noting that most of the aforementioned work has predominantly focused on a single PU scenario, with very limited work investigating the multiple PU localization problem [28] , [29] . The accessibility of geo-location information is not only crucial for CR networks but essential for other emerging next generation wireless applications, e.g., automotive radar technology, Internet of Things, in-vehicle connected devices and MIMO radar systems [19] , [30] [31] [32] [33] [34] [35] [36] [37] [38] . Since many of these systems are usually equipped with small low-cost, low-powered sensors, it is often of utter importance to develop localization algorithms that are very simple and scalable, e.g., [39] and [40] . Additionally, in the presence of nodes mobility, e.g., connected devices (sensors) in cars, it is often of interest to keep track of those devices [33] , [41] . However, the actual position of sensors can be affected by errors due to imperfect knowledge as well as delays in the position update. This imperfection should be noted as it can be detrimental to the accuracy of the localization algorithm.
Bearing in mind the challenges posed by the uncooperative (blind) nature of the PU in CR networks, weighted centroid localization (WCL) represents an attractive low complexity solution which can rely only on, e.g., received signal strength (RSS) measurements. 1 It should be noted that localization of non-cooperative PU is not limited only to RSS measurements, but other measurements such as direction of arrival (DoA) and time difference of arrival (TDoA) can also 1 The term blind captures the notion that location estimate is performed without any knowledge of the PU transmitted waveform. In particular, the cooperating receivers (SUs) have limited knowledge about the PU, and such blind estimators determine the location of the emitter with the only available data.
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be adopted [42] [43] [44] . However, the drawback of TDoA and DoA approaches is that they are computationally expensive techniques [5] , [45] . The WCL technique has been investigated in several papers assuming the secondary users (SUs) have limited information about the PU [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] . The original coarse-grained centroid localization algorithm used to estimate the position of a transmitter using only the coordinates of the receiving devices in an outdoor environment was studied in [46] . An indoor localization with a low complexity weighted centroid approach combined with signal strength measurements was analyzed in [47] . In [48] , WCL algorithm in outdoor sensor networks was proposed, where the link quality indicator has been used as weight. The work in [49] extends the result presented in [48] and the considered WCL algorithm with normalized values of the link quality indicator. Relative span weighted localization and relative span exponential weighted localization (REWL) mechanisms, which assign linear weights and exponential weights, respectively, were introduced in [50] . Chen et al. [51] adopted WCL in conjunction with the estimation of the path-loss exponent. The work in [52] characterized the indoor propagation channel, and further analyzed the accuracy of WCL and REWL algorithms. Several work adopted WCL under different network scenarios including distributed implementation, node selection, geometric constraints and clustering [45] , [53] [54] [55] [56] [57] . Most of the aforementioned existing works evaluate the WCL performance only numerically, in terms of the root mean square error (RMSE), under varying environment conditions, i.e., factors such as node placement, node density, shadowing variance and node spacing. The fundamental theoretical framework for WCL analysis was presented in [53] , assuming that the two-dimensional localization errors are jointly Gaussian. In particular, the authors derived analytical expressions for the error distribution of WCL in the presence of shadowing. A very promising extension of WCL with the adoption of cyclic autocorrelation of the received signals as weights to robustify WCL under the presence of interference have been proposed very recently in [59] . In the same work, the authors provide the analysis of the RMSE degradation due to co-channel interference.
In this work, we put forth a new analytical framework to calculate the exact performance of WCL in the presence of independent and identically distributed (i.i.d.) as well as correlated log-normal shadowing, based on results on the ratio of two quadratic forms in normal random variables (r.v.) [59] [60] [61] [62] . To the best of our knowledge, the characterization of the performance of WCL in terms of the cumulative distribution function (CDF) has not been investigated before. The main contributions of this paper can be summarized as follows:
• We propose a general analytical expression for the RMSE of the two-dimensional location estimation.
• We derive the expression for the CDF of the error of the two-dimensional location estimation.
• We provide an expression for the bias of the localization error based on the fractional moment of the one-dimensional location estimate. Based on this, we prove that WCL estimation is bias dominated.
• The exact expressions are based on the statistical distribution of the ratio of quadratic forms in normal variables and apply for arbitrary covariance matrices, accommodating also distance-dependent shadowing intensity.
• We propose a coarse but very simple RMSE formula that considers only the mean received signal strength which provides fairly accurate performance estimation in weakly shadowed scenarios. The remainder of this paper is organized as follows. In Section II we present the system model. The derivation of the analytical expression for the RMSE is provided in Section III. In Section IV we derive the CDF of the estimation error. We analyze a case study to quantify the effectiveness of the proposed approach in Section V. Section VI concludes the paper. For the sake of conciseness, Table I summarizes the notations and symbols used. Throughout this paper, the terms slow-fading and shadow fading will be used interchangeably.
II. SYSTEM MODEL We consider a CR network with N SUs at positions i = [x i , y i ] T , with i = 1, . . . , N , and a PU at position p = [x p , y p ] T . The propagation environment is characterized by a distance-dependent path-loss channel model and log-normal shadowing. Thus, the RSS (in dBm) at the i-th SU node from the PU is given by
where P T is the transmit power in dBm, 2 We begin by presenting the WCL algorithm used to estimate the location of the PU in two dimensions [48] 
2 Note that, both the correlated shadowing case and the independent shadowing case, can accommodate a distance-dependent shadowing intensity, i.e., the diagonal elements of Σs can be unequal (see Section V).
where w i = (p i −P min )/(P max −P min ) is the weighting coefficient for the i-th SU node, with P max the maximum received power among sensor nodes, and P min an arbitrary reference power level which can be, e.g., the minimum measurable received power by the SU. 3 The localization error is defined as
, where x p and y p are the one-dimensional position estimates along the x-axis and y-axis, respectively
with g i = p i − P min . Finally, the distance error under the l 2 -norm is given by
For notational convenience we define
In the following section, the square of the distance error (4) will be interpreted as the ratio of two quadratic forms, leading to a new theoretical framework for the performance analysis of WCL.
III. CALCULATION OF THE ROOT MEAN SQUARE ERROR
In this section we derive an accurate expression of the RMSE of the two-dimensional location estimate in the general setting with correlated shadowing, and we then provide an analytical expression for the RMSE in the i.i.d. case. We analyze the bias and the one-dimensional error, and we also propose a simplified RMSE predictor which can provide fairly accurate results in scenarios characterized by weak shadowing.
Defining ξ x = x p − x p and ξ y = y p − y p as the errors in the x-dimension and y-dimension, respectively, the RMSE can be written as
The argument of the expectation in (5) can be rewritten as
where
.
It should 3 In general, P min has to be chosen such that p i − P min is positive with very high probability. In fact, a negative weight, w i , is equivalent to flipping the i-th SU position from i to − i , degrading estimation performance.
be noted that A is symmetric. Therefore, using matrix-vector notation we obtain the following compact form of the squared error
where B = 1 is the all-ones matrix, from which the mean square error (MSE) simply follows
Note that the expression (8) is the first order moment of the ratio of quadratic forms in normal variables, extensively investigated in [60] , [61] , and [63] . According to the second condition in [61, Proposition 1] , when the matrix B is not positive definite, the first order moment of (8) does not exist. Unfortunately, in our case the matrix 1 is positive semi-definite and nullifies the existence of (8) . To obtain a finite value of the MSE in (8) we propose a weak perturbation of the matrix 1 which consists of adding a small constant > 0 to its diagonal elements, i.e., we substitute B = 1 with the matrix B = 1 I · + 1. With this approach now the matrix B is positive definite and we can proceed to calculate the first order moment. It is important to remark that the choice of is far from being critical. In scenarios of practical interest, values of in the range 10 −5 − 10 −1 provide almost coincident numerical results, confirming the robustness of this approach. 4 Moreover, as it will be explained in Section V, this approach predicts the RMSE with very high accuracy matching perfectly Monte-Carlo simulations.
In [61] it is possible to find the exact expression of expectation in the form of (8) when g is a vector of i.i.d. Gaussian r.v.'s with unit variance. More precisely,
is the joint moment generating function (MGF) of the ratio terms, t is the nuisance parameter, R = L T AL,μ = L T μ, and C(t) = LL T = (I + 2tB) −1 .
A. Non-i.i.d. Shadowing: Correlated and Distance-Dependent Slow-Fading
To calculate the RMSE in a general setting we first extend (9) to encompass the non-i.i.d. case, g ∼ N (μ, Σ s ), through the following transformation
where 1 μ, I) . Therefore, the noni.i.d. scenario can be analyzed by applying (9) to
In this case, C(t) = LL T = (I + 2tB) −1 andμ = L T V −1 μ, so the terms within the integral (10) becomes, respectively
and
leading to the expression of the form
Noting that in our setting
1 + 2tb j whereb 1 , . . . ,b N are the eigenvalues of matrixB, the joint MGF in (10) becomes
Substituting (14) and (15) into (9) we obtain the desired expression for the MSE (12) as shown at the top of this page, and consequently the RMSE in (5). We again emphasize that in our setting, Σ s is a general covariance matrix, i.e., it can either model correlated shadowing or independent shadowing with distance-dependent intensity.
B. Independent and Identically Distributed Shadowing
The general expression (12) can be simplified in the i.i.d. shadowing scenario, where g ∼ N (μ, σ 2 s I). In particular, V =
In this case, the matrix C(t) = LL T = (I + 2t1 ) −1 becomes
which in turn can be expressed in the form of Sherman-Morrison formula [64] as 5
with
Note that the last term has been obtained considering that is always negligible (at least more than one order of magnitude) with respect to N. Furthermore, using matrix operations to reduce (C(t)) −1 into a triangular matrix, we obtain
Therefore, the MGF (10) reduces to
After some algebraic manipulations and considering that μ = L T μ/σ s , the second term within the integral (10) can 5 The Sherman-Morrison formula states that
where D is an invertible square matrix, and u, v are column vectors. In our setting D = (1 + 2 t)I, u = 2tv, and
be rewritten in an easy to handle form
Finally, substituting (20) and (21) into (9) we obtain a simplified expression for the MSE (13) as shown at the top of the previous page, for the i.i.d. shadowing case which does not require matrix inversion and eigenvalue decomposition. Note that for convenience, in (13) we reported the coefficients Υ i , with i = 1, . . . , 7, which are simple scalar constants.
C. Bias and One-Dimensional Localization Error
While the two-dimensional error represents the most important performance metric, it is also interesting to decompose the error along the axes to better understand the behavior of WCL. In this case, it is possible to calculate the bias of the estimate components, E[ξ x ] and E[ξ y ]. In particular, for the x-axis (and similarly for the y-axis)
whereȂ x = Vdiag(x )V,1 is a column vector of ones,
). Note that (22) is a fractional moment of the ratio of quadratic forms in normal variables, for which recently an efficient computational procedure readily available as MATLAB code was found [61] . Similarly, we can also investigate the MSE of ξ x , i.e.,
and thereafter use (9) and (10) . We remark that we can compute (23) for non-i.i.d. as well as i.i.d. shadowing using (12) and (13), respectively. It is worth mentioning that knowing the bias (22) along the two directions, it is possible to decompose the MSE (23) 
, and also the MSE of the twodimensional estimate (8) in the form
This decomposition allows to derive the variance of the estimate and to evaluate the bias-variance tradeoff.
D. Coarse RMSE Predictor in Weak Shadowing Regime
To complete the detailed analysis which leads to a very accurate performance assessment, it is interesting to note that a coarse prediction of the RMSE of WCL can be obtained by neglecting the effect of shadowing. Such rough approximation is justified by the fact that in some scenarios the expected value μ i of the received power is usually greater than its standard deviation, σ s,i , so it is reasonable, to some extent, to ignore the effect of slow-fading. In this case, we replace g with its mean μ, so from (8) the RMSE can be approximated as
The effectiveness of (25) will be assessed in Section V. N (μ, Σ s ) .
IV. CUMULATIVE DISTRIBUTION FUNCTION OF THE LOCALIZATION ERROR
The distribution function of ξ can be derived as follows [60] 
The expression (26) shows that the distribution of the ratio of quadratic forms reduces to the distribution of an indefinite quadratic form g T Wg, where W is an indefinite matrix. Since the covariance of g is Σ s , we can also rewrite (26) as
where V = Σ s 1/2 , z = P T V −1 g and P is an orthogonal matrix formed by eigenvectors of VWV such that Λ = P T VWVP is a diagonal matrix whose entries are the eigenvalues λ 1 , . . . , λ N of VWV. Note that, although not explicitly denoted, the eigenvalues λ j and the eigenvectors contained in P depend on q 0 .
Note now that z ∼ N (μ z , I) with μ z = P T V −1 μ, so (27) is simply
is a noncentral chi-squared distributed r.v. with one degree of freedom and noncentral parameter μ 2 zi . 6 A numerical integration representation of (28) was presented by Imhof [65] , which is based on the Gil-Pelaez [66] inversion formula for the indefinite quadratic form,
where {·} represents the imaginary part and is the characteristic function (CF) of z T Λz. Alternatively, it has been shown in [65] that (29) can be written as
and r j 's are the multiplicities of the nonzero distinct eigenvalues λ j . We remark that both (29) and (30) are exact expressions, however, the latter does not involve the use of complex numbers. We also remark that despite the non-existence of the moments of the two-dimensional error when B is positive semi-definite, the CDF of ξ 2 is always well defined, so there is no need for the perturbation of B.
V. CASE STUDY ANALYSIS
In this section, we exploit the methodology provided in Sections III and IV, respectively, to investigate the performance of WCL. 7 In particular we compare analytical and Monte-Carlo simulation results of the RMSE and CDF of location estimation in three different settings:
• RF-SU) random, but fixed, SU positions. In particular, we consider a single snapshot (realization) of SU positions.
• R-SU) random SU positions. In particular, a semianalytical approach which combines our analytical expressions with Monte-Carlo simulation.
• RE-SU) random SU positions with location uncertainty/error. In this case we assume that the generic i-th SU position, u i , is a Gaussian distributed random vector, i.e., u i ∼ N ( i , σ 2 u I). The case study scenario is a square area with side S = 100 m. Fig. 1 depicts the considered randomly distributed SUs and the PU located in three different positions: 
where P T = 20 dBW, p 0 = 50 dB is the path-loss at a reference distance d 0 = 1 m, α is the path-loss exponent ranging between α = 3 and 4. Unless otherwise specified, the shadowing parameter (or intensity) is σ s = 4 dB, 5.5 dB and 8 dB.
The considered standard deviations of the SU locations uncertainty are σ u = 10 m and σ u = 30 m. As far as shadowing is concerned, we investigate three different situations: 7 Note that we do not present the analysis of communication overhead in WCL in this work. Such analysis can be found in [53] . 
• I.i.d. shadowing. In this case Σ s = σ 2 s I. To validate the analytical approach we used Monte-Carlo simulation with 10 6 runs. In particular, with the only exception of Fig. 8 , in all figures lines and symbols refer to analytical and simulation results, respectively. The discussion of our numerical results will be based on the following effects: PU location, imperfect knowledge of SU positions, shadowing and path-loss. For the sake of clarity and completeness we will organize our numerical analysis as follows. The RMSE and CDF numerical results are discussed in Sections V-A and V-B, respectively. Unless stated otherwise, the case study analysis will be based on the i.i.d. shadowing assumption.
Additionally 
A. RMSE Analysis
In this section, we quantify the performance of WCL in terms of the RMSE of position estimation in different scenarios by varying the PU locations, the path-loss exponent, the shadowing standard deviation, the number of SUs and their location. Throughout this section, unless specified otherwise, the path-loss exponent and shadowing parameter are α = 4 and σ s = 8 dB, respectively.
Impact of PU location and correlated shadowing: In Fig. 2 we depict the WCL performance for the i.i.d. and correlated shadowing scenarios using the analytical approach and Monte-Carlo simulation results in the RF-SU case for the aforementioned PU locations. As can be noticed, there is an increase in the RMSE as the PU moves from the center at A p towards the edge of the area at C p . This behavior is due to the nature of WCL which tends to be biased towards the center of the network, as was also observed through numerical simulations in [45] and [56] . It is also evident that for the PU locations B p and C p , the WCL does not benefit from increasing the number of SUs and as a result the localization performance remains almost constant when N increases from 120 to 240. The fluctuation in the RMSE in a relatively low number of SUs regime is due to the specific nodes locations, chosen randomly, in which the geometric configuration among SUs relative to the PU impacts the RMSE. That is, the topology in Fig. 2 comprises a single realization of SU positions and in contrast to Fig. 3 we did not average over independent realizations of SU positions. This means that for, e.g., N = 20 may result in favorable SU positions around the PU than say N = 60, and consequently leading to the non-monotonical behavior depicted in Fig. 2 , Fig. 4 and Fig. 7 . However, averaging over SU positions results in the error scaling monotically with N as shown in Fig. 3 and Fig. 4 . It is also worth noting that Fig. 4 demonstrates both the non-monotonical behavior (no averaging) and the monotonical behavior (averaging).
When PU is in the center, correlation appears to degrade the performance of WCL. However, in other locations the impact of correlation seems to be minor mainly because the error is dominated by the WCL bias as demonstrated in Table II .
In Fig. 3 we illustrate the WCL performance using the averaged RMSE of the two-dimensional position estimation for the R-SU and RE-SU scenarios. The results are semi-analytical in the sense that we perform a Monte-Carlo simulation over (13) to obtain averaged results. It is now evident that, compared to Impact of uncertainty in SU locations: For the RE-SU scenario, we introduce uncertainty in the SU position with σ u = 30 m. As shown in Fig. 3 this level of uncertainty degrades the performance of WCL and the impact is more noticeable as the PU moves away from location A p . We expect the performance gap to widen for higher values of σ u .
Path-loss analysis: In Fig. 4 we show the impact the variation of the path-loss exponent α has on the RMSE, and we considered the following scenarios: PU locations A p and B p , RF-SU and R-SU settings, α = 3 and 4, σ s = 5.5 dB. Interestingly, the RMSE improves with an increase in α, as was observed numerically in [45] . Basically, increasing α in a way induces a node selection strategy which effectively reduces the impact of the SUs with low RSS on location estimate [45] , [56] . This means that only SUs closer to the PU will contribute more in the localization and effectively improving the RMSE, especially when the PU is away from the center. We again remark that results in the RF-SU setting experience fluctuation in the WCL performance due to the impact of the specific node topology. However, in the R-SU case curves become smooth and consequently the accuracy of the WCL depends on the node density to some extent.
Effect of parameter mismatch: Fig. 5 and Fig. 6 provide results in the presence of mismatched channel model parameters, e.g., shadowing standard deviation σ s and path-loss exponent α between the simulation and our analytical tool. of overestimating (Δα > 0) and underestimating (Δα < 0) the path-loss exponent when using the analytical results. As a general rule, it is better to underestimate the path-loss exponent so as to avoid giving misleading and overly pessimistic or too optimistic results depending on Δα/α, according to the general rule that the design of the localization algorithm has to satisfy the worst-case scenario. For example, when the PU is in position A p , the role of α is less critical (though slightly optimistic for the latter) until the overestimation reaches the 67% mark above which it results in overly pessimistic RMSE values. Regarding the impact of a mismatched σ s on the RMSE, Fig. 6 highlights the following behavior; when the PU is in position A p , for σ s > σ s , the analytical approach overestimates the RMSE by up to 8% and for σ s < σ s , the deviation from the true RMSE is less than 3%. 9 We observe a similar behavior when the PU is in position B p . Based on these observations, we can conclude that it is better to overestimate σ s than to underestimate it so as to avoid presenting optimistic results.
Coarse RMSE predictor: The performance of the proposed simple estimator (25) is depicted in Fig. 7 . Remarkably it provides a very good performance estimate as the analytical RMSE, which in a way further demonstrates the strong dependence of the RMSE on the mean path-loss than σ s in weak shadowing regime. 10 Bias-variance tradeoff: Table II shows the relationship between the MSE (12) and bias terms in (24) across all the three locations of interest with N = 100. The ratio of the 9 Note that since ΔRMSE = mismatch RMSE−true RMSE true RMSE , ΔRMSE > 0 means that we are overestimating the error, and ΔRMSE < 0 implies that we are underestimating the error. 10 We performed numerical analysis demonstrating the RMSE deviation between the coarse method and the accurate method as a function of σs . For example, when considering σs = 6 dB, the RMSE deviation between the coarse predictor and the accurate approach is about 5% and 0.2% for A p and B p , respectively. bias to MSE expressed as a percentage clearly demonstrate that the WCL estimation is bias dominated, and this is even more apparent at locations B p and C p experiencing a position estimation where more than 90% of the MSE is due to bias.
RMSE map: Fig. 8 depicts the WCL performance when considering the RF-SU scenario, with N = 10, and for varying positions of the PU on a regular grid within the area with spacing of 1 m. As expected, the WCL performance radially deteriorates as the PU moves away from the center of the area.
B. Localization Error Probability Analysis
In this section, we describe the performance of the WCL in terms of the CDF of the error, F(q 0 ) = Pr [ξ ≤ q 0 ], known as localization error probability (LEP). Fig. 9 -Fig. 12 summarize the CDF analysis when considering the RF-SU and R-SU positions. 
Impact of PU location and correlated shadowing:
In Fig. 9 we show the CDF using the exact analytical expression (29) and Monte-Carlo simulations, for different PU locations, N = 50 fixed SU positions, i.e., the RF-SU setting, α = 4, and correlated shadowing with σ s = 8 dB and β = 1/30 m −1 , as well as distance-dependent shadowing with σ s,i evaluated by (32) . The curve that refers to PU position A p reaches a high probability faster than the other curves, which confirms that the PU in the center is the most favorable situation.
We also investigated the effect of correlated shadowing and for PU at A p , the correlation degrades the performance (in accordance to the increase in the RMSE in Fig. 2) . For PU at B p and C p the correlation makes the CDF less sharp. Hence, the performance is degraded and improved for high LEP and low LEP, respectively. It is usually interesting to look for high values of the LEP, e.g., 0.8−1, and in this range correlation degrades the performance. Interestingly, for q 0 = 15 m and q 0 = 32 m the LEP is independent of shadowing distance for locations B p and C p , respectively. It can also be observed that for all the three locations, distance-dependent shadowing have negligible impact on the performance.
In Fig. 10 we provide results for a scenario similar to the one considered in Fig. 9 , except that now performances are averaged over R-SU positions, and we also introduce results for N = 10. The node density improves the performance of the WCL, especially for high LEPs. However, for PU locations B p and C p we observe a crossing point between LEP curves for q 0 = 13 m and q 0 = 30 m, respectively.
Impact of uncertainty in SU locations: Fig. 11 depicts the performance of WCL for the R-SU scenario, when considering uncertainty in the SU position with σ u = 30 m and σ u = 10 m. The results in Fig. 11 highlight similar performance behavior as revealed by the analogous results in the RMSE analysis in Section V-A. Increasing σ u appears to result in performance degradation in all PU location scenarios. Fig. 11 also demonstrates the effect of reducing σ u -the curves converge to the case of no-uncertainty.
Path-loss analysis: In Fig. 12 we show the impact the variation of the path-loss exponent α has on the CDF, in the same scenarios considered for investigating the impact of path-loss on the RMSE in Section V-A. According to Fig. 12 , the LEP improves with an increase in α and this is due to the same reasoning outlined in Section V-A, i.e., induction of a node selection strategy. For A p scenario, there is lack of dependency on α as it can be observed from the tightness of the CDF curves. However, for B p scenario, the impact of α is apparent and the estimation is more sensitive to this parameter.
VI. CONCLUSION
In this paper, we proposed a new analytical framework to calculate the performance of WCL in the presence of i.i.d. and non-i.i.d. log-normal shadowing, based on results on the statistical distribution of the ratio of two quadratic forms in normal variables. In particular, we derived an analytical expression for the RMSE of the two-dimensional location estimation in the presence of non-i.i.d. shadowing, accommodating also the distance-dependent slow-fading intensity. We also provided an analytical expression for the RMSE in the presence of i.i.d. shadowing. The methodology is general enough to include the analysis of the one-dimensional error, which leads also to the calculation of the bias of the position estimate. Such investigation unfolded some peculiarities of WCL which were not known in the literature, e.g., leading to the proposal of a coarse but simple RMSE predictor which only depends on the mean received signal strength, and providing a proof that the position estimate is highly biased. To complete the analysis, a tractable expression for the calculation of the CDF of the localization error is also provided, giving a rather complete statistical description of WCL. The case study analysis confirm that the statistical framework is able to predict the performance of WCL very accurately, capturing all the essential aspects of propagation, SUs location and is well suited for both small and large networks.
