proposed and demonstrated to be predictive of outcome in breast cancer. In the present article we address the following issues: Do these signatures perform similarly? Are there (common) molecular processes reported by these signatures? Can better prognostic predictors be constructed based on these identified molecular processes?
Introduction
Breast cancer is composed of distinct diseases with different outcomes. Clinical and pathological factors are currently employed to determine the prognosis of patients. The Saint-BCSS: breast cancer-specific survival; DMFS: distant metastasis-free survival; ER: estrogen receptor; HR: hazard ratio; LN: lymph node; PCR: polymerase chain reaction; RT: reverse transcriptase.
Gallen guidelines [1] , National Institute of Health guidelines [2] and Nottingham Prognostic Index guidelines [3] as well as the AdjuvantOnline! decision-making tools [4] use a combination of these prognostic factors to adapt adjuvant treatment based on the prognosis prediction . Owing to insufficiently accurate prognosis predictions, however, a substantial proportion of breast cancer patients with breast cancer of inherently good outcome receive adjuvant systemic therapy without gaining any benefit [5] .
High-throughput technologies such as gene expression microarrays can offer new opportunities to improve the ability to determine individual prognosis. After confirmation of their performance in validation studies, classifiers such as the 70-gene signature developed at the Netherlands Cancer Institute [6, 7] and the 76-gene signature developed at the Erasmus Medical Center [8, 9] may become of use in clinical practice. Similarly, Paik and colleagues built a 16-gene classifier for paraffinembedded tissues (OncotypeDX © ; Genomic Health, Redwood, California, USA) using quantitative RT-PCR [10] . The ongoing MINDACT trial [11] and TAILORx trial [12] aim to confirm the performance of the 70-gene and the OncotypeDX signatures on large populations of 6,000 patients and 10,000 patients, respectively. In the meantime, it has become commonplace for research groups to define new classifiers with a potentially higher level of performance than existing classifiers [13] [14] [15] [16] [17] [18] [19] [20] [21] .
Publications have raised several concerns about microarray studies that would potentially impair the use of gene expression classifiers in clinical routine [22] [23] [24] . We performed a comprehensive analysis of gene-expression-based classifiers on a collection of 1,127 breast cancer samples all hybridized on the Affymetrix © platform. To the best of our knowledge, this represents the largest, single platform dataset employed to evaluate prognostic classifiers to date.
Nine gene expression signatures derived using diverse methodological approaches and focusing on various aspects thought to be associated with breast cancer outcome were selected: the 76-gene signature employed to compute the Relapse score [8] ; the 52-gene and 17-gene signatures employed to compute the Molecular Prognostic Index (T52 and T17) [20] ; the Intrinsic/UNC gene set used to define the molecular subtypes [15] ; the 70-gene and 25-gene Chromosomal Instability signatures (CIN70 and CIN25) [13] ; the Core Serum Response signature [14] ; the Invasiveness Gene Signature [16] ; and the 97-gene signature used to derive the Gene expression Grade Index [25] . (Note that there are nine signatures in total, but T17 and CIN25 are smaller versions of T52 and CIN70, respectively. T17 and CIN25 were therefore not included in the enlargement and enrichment analyses.) Two well-known signatures, the 21-gene Genomic Health signature [10] and the 70-gene signature from the Netherlands Cancer Institute [6, 7] , were not included. The Genomic Health signature was not included since it is not a micro-array-based gene expression signature but is designed for RT-PCR assays. The 70-gene signature was not included since the 295 sample dataset on which this signature was developed was employed as a completely independent validation set. Throughout the text we use signature to refer to both the gene set as well as the classifier, which, based on this gene set, assigns a sample to an outcome group.
While some signatures were designed for specific subgroups of patients, we applied the signatures to the complete, unstratified set of breast cancer samples. We followed this approach for several reasons. First, a large dataset maximizes power to detect common prognostic factors, while stratification into subtypes results in smaller groups and, therefore, in reduced power. Second, there is mounting evidence that classifiers designed within a specific subgroup also perform well in other subgroups. For example, the 70-gene classifier developed by van 't Veer and colleagues was developed for lymph-nodenegative patients [6] , but performs very well on lymph-nodepositive patients as demonstrated by van de Vijver and colleagues [7] . In fact, patients with up to three positive lymph nodes are now included in the MINDACT trial [26] . Similarly, the 21-gene OncotypeDX signature, which was developed for node-negative disease, has also been shown to be a good predictor of disease outcome in node-positive patients [27] . These facts indicate that breast cancer subgroups as defined by classical markers are currently being re-evaluated, and that the signatures have some common core of biological/molecular processes involved in the development of breast cancer that is critical for predicting good outcome or poor outcome. Finally, an analysis performed on the complete dataset provides a benchmark against which subtype specific signature performance can be gauged and also reveals whether predictors designed on the whole cohort have any predictive value in subgroups.
We addressed the following issues: Do these nine separate signatures perform similarly? Are there (common) molecular processes reported by these signatures? Can better prognostic predictors be constructed based on (a combination of) these identified molecular processes? 
Materials and methods

Data preprocessing
Six breast cancer datasets [9, [17] [18] [19] 28, 29] -all arrayed on the same platform (HGU-133A Affymetrix © Santa Clara, California, USA) to avoid cross-platform discrepancies -for which the raw data (.CEL files) were publicly available were downloaded from the Gene Expression Omnibus and ArrayExpress repository websites [30, 31] . This resulted in a total of 1143 microarrays. Of these, 1,127 were deemed to be of sufficient quality and were kept in the current study. Sixteen micro-arrays were rejected due to major artifacts in the original .CEL files.
To ensure comparability between the different datasets, they were all subjected to the same preprocessing procedure. Microarray quality-control assessment was carried out using the AffyPLM R-package [32] . Selected arrays were normalized using the RMA expression measure algorithm [33] . For 724 samples, distant metastasis-free survival (DMFS) data were available; while for 403 samples, breast cancer-specific survival (BCSS) data were available. For some samples both DMFS and BCSS information is available. For the performance analyses, where the results per endpoint are reported separately, the overlapping samples were analyzed twice (once for each endpoint).
For the enlargement of the signatures and the construction of the functional classifiers, only the Chin and Loi datasets were used -resulting in a total of 450 samples. We will refer to this combined dataset as the Chin-Loi training set. Clinical and histopathological features for all samples are summarized in Table 1 .
Figure 1
Detailed overview of the datasets, gene sets and analysis steps employed Detailed overview of the datasets, gene sets and analysis steps employed. PPV, positive predictive value; NPV, negative predictive value; PA, predictive accuracy.
Signature validation
To the complete dataset of 1,127 samples, we applied the 76gene signature [8] , the Intrinsic/UNC signature [15] , the Chromosomal Instability signatures (CIN70 and CIN25) [13] , the Core Serum Response signature [14] , the Invasiveness Gene Signature [16] , the Molecular Prognosis Index signatures (T52 and T17) [20] , and the Gene expression Grade Index signature [25] . Survival analyses were performed using the Kaplan-Meier estimate of the survival function. Comparison between survival curves was performed using the log-rank test. Hazard ratios were estimated using the Cox proportional hazard model. P values were considered significant when <0.05. Only variables with a significant P value in univariate analyses were included in a multivariate model. Time-censoring analyses were performed using right censoring of the events from 1 to 12 years. The performance analysis (sensitivity, specificity, positive predictive value, negative predictive value, and predictive accuracy) of the signatures was carried out using the ROCR package [32] . For these analyses, the outcome was dichotomized into a poor outcome group (samples with an event before 5 years of follow-up) and a good outcome group (samples with no event and a follow-up of at least 5 years). The analyses were performed using R software [32] and Matlab software [34] .
Enlarged signatures
We created enlarged signatures by including all probes with an absolute Spearman rank order correlation >0.7 with at least one of the genes in the original signatures. This calculation was performed on the Chin-Loi training set. Sixty-six patients out of 1,127 samples were excluded from the survival analysis due to missing information (time or event censoring).
Enrichment analyses of signatures
For all signatures, we evaluated whether specific gene sets (that is, functional groups), are overrepresented. We gathered a collection of 5,480 gene sets from four databases: Gene Ontology [35] , Kyoto Encyclopedia of Genes and Genomes [36] , Reactome [37] and the Molecular Signatures Database [38] (see Materials and methods in Additional data file 1) . The hypergeometric test was employed to test the significance of the overlap between each signature and gene set. Multiple testing adjustment was performed by applying the Benjamini-Hochberg correction (per signature) [39] .
Discovery and validation of module classifiers
The gene sets that were enriched in at least one signature were grouped into modules based on common functional annotation. The only exception was the group of proliferationrelated gene sets. This group was split into two groups, the first containing gene sets common to either five or six enlarged signatures while the second contained the remaining proliferation gene sets. This resulted in 11 functional modules. For each of these modules we constructed a nearest mean classifier using the genes common between the enlarged signatures and the group of genes in the module. The classifier was trained using the Chin-Loi training set. For each module, the poor outcome centroid was derived from samples with a metastatic event before 5 years of follow-up; the good outcome centroid was derived from samples with no metastatic events and a follow-up longer than 5 years. Based on the genes associated with a given module, the Spearman rank correlation between each sample and the centroid values of the poor outcome and the good outcome centroids were determined. Each sample in the training set was then assigned to the centroid with which it showed the highest correlation (the nearest centroid).
We then created classifiers by combining the output of every pair of module classifiers. For each pair of modules, this results in a three-class classifier: samples with two poor (good) group labels are assigned to the poor (good) group, while samples with discordant labels are assignment to the intermediate group. The performance of these classifiers was evaluated, based on the log-rank test, on the time-to-event data on the Chin-Loi training set. The best module-pair classifier was selected to enter the validation stage.
We validated the best module-pair classifier on independent data. Validation was performed for DMFS on the datasets of Desmedt and colleagues [9] and Minn and colleagues [19] , while for BCSS the datasets of Pawitan and colleagues [28] and Miller and colleagues [18] were used . In addition, we validated the best module-pair classifier on the dataset of van de Vijver and colleagues [7] . The gain in predictive accuracy of the classifier, as compared with common clinical staging systems, was investigated on the dataset of van de Vijver and colleagues using the method of Schemper and Henderson [40] , implemented in the R package software [41] . Dunkler and colleagues have also recently used this approach in the context of gene signatures [42] . Briefly, predictive inaccuracy is calculated as the average of the absolute difference between observed outcomes and the model predictions. The explained variation is also computed and represents a measure equivalent to R 2 in linear regression. Standard errors were obtained by bootstrapping 200 resamples.
Results
Prognostic performance
Cox proportional hazard analyses using clinical and histological features with DMFS and BCSS as endpoints are summarized in Additional data file 1. Nine gene signatures were applied to the complete dataset of 1,127 breast cancer samples ( Figure 2 ). Each of the signatures was used to define a poor outcome group and a good outcome group. For both clinical endpoints (DMFS, BCSS), the Kaplan-Meier curves obtained for each of the nine signatures were very similar -the exception being the Intrinsic/UNC gene set, which, per definition, defines five molecular subtypes (Figure 2a ; see also Additional data file 2, Figure S1a ). The log-rank test for differences in survival between the different groups as classified by the individual signatures was significant (P < 0.05) in all cases.
In addition, multivariate Cox proportional hazard models were fitted with lymph node (LN) status, size, estrogen receptor (ER) status (DMFS only) and each signature separately (see Additional data file 1, Table S2 ). All nine signatures remained as significant variables in the multivariate models for DMFS. Tumor size was the most significant, in terms of P value, in all models except for those including the Intrinsic/UNC gene set signature and the 76-gene signature. When considering BCSS, three signatures remained significant: Intrinsic/UNC gene set (P = 0.01), Invasiveness Gene Signature (P = 0.02) and Core Serum Response signature (P = 0.039). The clinical variables LN and size were significant in all models considered.
The data were then divided into subsets according to LN status, ER status, grade and origin, and the signatures were compared in terms of their association with survival in these clinical subgroups (Figure 2b (top panel); see also Additional data file 2, Figure S1b (top panel)). With DMFS as the endpoint, no signature was significantly associated with survival in the ERnegative subgroup. In the LN-positive subgroup, some signatures were significantly associated with survival -while in the high-grade subgroup, only a single signature was significantly associated with DMFS. The sample sizes in these subgroups are relatively small (<200 patients); however, the individual hazard ratios (HRs) for the signatures within these subgroups are of similar magnitude. For BCSS, only the ER-positive subgroup showed association and was the largest subgroup available for this endpoint (n = 297). Other clinical subgroups in this analysis have small sample sizes (between 80 and 160 (page number not for citation purposes) patients). We also applied the signatures to the individual datasets, and found that no signature showed association with survival in the Minn dataset ( Figure 2b This might be explained by the fact that some of the signatures were generated using a 5-year cutoff point to define the good and poor outcome groups. Two validation series of the 76-gene signature [9] and of the 70-gene signature [43] also showed strong time-dependent performance variability. The hazard ratio adjusted for clinical parameters, however, was still significant for the censoring time ranging from 1 year to 10 years.
Classification concordance
For each signature, every sample was labeled either good outcome or poor outcome. Figure 3a provides an overview of the assignments of the samples to either outcome group by all signatures for DMFS (left panel) and for BCSS (right panel). [20] ; IGS, Invasiveness Gene signature [16] ; HU, Intrinsic/UNC gene set [15] -resulting in the Luminal A (blue), Normal-like (coral), Luminal B (red), Basal (grey) and Her2 (purple) subtypes -CSR, Core Serum Response signature [14] ; CIN70 and CIN25, Chromosomal Instability signature [13] ; GGI, Gene expression Grade Index [25] ; and Wang, 76-gene signature [8] . [15] ; IGS, Invasiveness Gene signature [16] ; CIN70 and CIN25, Chromosomal Instability signatures [13] ; GGI, Gene expression Grade Index [25] ; T17 and T52, Molecular Prognostic Index signature [20] ; CSR, Core Serum Response signature [14] ; and Wang, the 76-gene signature [8] . gate the effect of sample heterogeneity on the discordance, we repeated this analysis for subgroups based on ER status, LN status, and their combinations. The results are depicted in Additional data file 3. This analysis revealed that the concordance/discordance percentages within these subgroups are always similar. That is, the discordance ranged from 52% to 62% for DMFS and from 44% to 60% for BCSS, leading to the conclusion that the concordance/discordance is not due to these clinical parameters.
Several clinical parameters are associated with the number of poor outcome assignments. The results for DMFS are depicted in Figure 4 To further investigate the impact of the number of poor outcome classifications, the samples were divided into four categories: all good (no poor outcome), mainly good (one to three poor outcomes), mainly poor (four to six poor outcomes), and poor (seven or more poor outcomes). Using this grouping, Kaplan-Meier analysis was performed using DMFS as the endpoint (Figure 3b (left panel) , log-rank, P = 5.1 × 10 -7 ). A univariate Cox proportional hazard model showed significantly increased HRs when comparing the all good group with the other groups (versus mainly good group, HR = 2.15 (1.11 to 4.14); versus mainly poor group, HR = 3.49 (1.73 to 7.01); versus poor group, HR = 4.12 (2.27 to 7.49)). Using BCSS as the endpoint, the log-rank test was again significant (P = 9.4 × 10 -7 ; Figure 3b (right panel)) and the HRs increased significantly when comparing the all good group with the other groups (data not shown).
The sensitivity, specificity, positive predictive value, negative predictive value and predictive accuracy were very similar for all signatures -except for the Core Serum Response signature, which showed higher sensitivity and lower specificity (see Additional data file 1). The predictive accuracy (fraction of correctly assigned samples) of each signature was analyzed as a function of the number of times a sample was assigned to the poor outcome group. For both endpoints, the predictive accuracy is very high for the samples always classified as good outcome (DMFS, 87%; BCSS, 96%) and decreases dramatically with the number of poor outcome assignments. The predictive accuracy for the samples with nine poor out-come labels was only 45% for DMFS and 36% for BCSS (see Figure 4 and Additional data file 4).
Enlarged gene signature analysis
The intersection of seven gene signatures showed that no probe set was present in more than four signatures and that most of the probe sets were found in only one signature. In order to better reveal the common processes associated with the signatures, each of the signatures was enlarged by augmenting them with highly correlated probes (absolute Spearman correlation >0.7). These enlarged signatures contain, on average, three times as many probes as the original signatures. We identified a group of 72 probe sets present in at least five enlarged gene signatures. This overlap is highly significant, since observing an overlap of 72 or more probes between the two enlarged signatures with the smallest number of genes (164 genes, enlarged Invasiveness Gene Signature; and 189 genes, enlarged Gene expression Grade Index signature) is already highly significant (P <2.2 × 10 -16 , hypergeometric test). The chance of observing an overlap of 72 or more probes among all seven enlarged signatures will be even smaller, and thus even more significant. An enrichment analysis of these 72 probe sets showed an overrepresentation of genes related to DNA replication, cell cycle, and proliferation.
Constructing and validating module classifiers
Functionally related gene sets were merged to define functional modules. This resulted in the following 11 modules: Immune, KRAS, Proliferation1 (defined by genes common to two to four enlarged signatures), Proliferation2 (defined by genes common to five or more enlarged signatures), RNA splicing, Rb pathway, Sterol biosynthesis, Extracellular matrix constituent (ECM), Focal adhesion, Negative regulation of proliferation, and Apoptosis (Figure 5a ). For each of these modules we determined a nearest centroid classifier on the Chin-Loi training set. On this training set, with DMFS as the endpoint, all modules except Sterol biosynthesis had a significant association with outcome (log-rank test P value ranging from 4.4 × 10 -3 to 6.8 × 10 -9 ; Figure 5b ).
We then set out to construct a classifier that combines the binary class assignments of the module classifiers into a single, three-valued (low-risk, intermediate-risk and high-risk) classification output. We restricted the search to pairs of modules, since the size of the discordant groups (where at least one module classifier output differs from the others) grows as the number of modules combined increases, leading to difficulty in interpretability. The separate classifiers were combined in a pairwise fashion (55 possible combinations) and the resulting classifiers were evaluated on the Chin-Loi training set. The classifier with the most significant log-rank test (lowest P value) on the training data was selected. This classifier was based on the Immune and RNA splicing modules (see Additional data files 5 and 6). Samples that are assigned to the good outcome (poor outcome) category by both the Immune and the RNA splicing module classifiers are classified as low (high) risk, while the discordant cases are assigned to the intermediate risk category. On independent data, this classifier was a significant prognosis predictor (data not shown) of DMFS (dataset of Desmedt and colleagues [9] ) and BCSS (datasets of Pawitan and colleagues [28] and Miller and colleagues [18] ).
The Immune and RNA splicing classifier was then validated using the dataset of van de Vijver and colleagues [7] . For both DMFS and BCSS, we found a highly significant association between the classifier and outcome (log-rank test: DMFS, P = 2.28 × 10 -8 ; BCSS, P = 1.8 × 10 -10 ) (Figure 5c) group versus the low-risk group is 6.1 (3.3 to 11.4). The known clinical predictors Elston Ellis grading, age at diagnosis, size (mm) and ER status, as well as the Immune and RNA splicing classifier, were then included in a multivariate analysis. For both endpoints, the combined classifier was the most significant variable in the model (see Additional data file 1).
The gain in predictive accuracy from adding the RNA splicing/ Immune signature to each of the three common clinical staging systems is presented in Table 2 . The largest decrease in predictive inaccuracy is seen when the RNA splicing/Immune signature is added to the St Gallen index, as this has the worst individual performance for both DMFS and BCSS (0.31 and 0.287, respectively). In this case, the predictive accuracy is reduced from 0.287 to 0.254 for BCSS (DMFS, from 0.310 to 0.282). In terms of explained variation, the St Gallen index is again the worst, explaining only 1% to 2% of the variation in this dataset. With 6% to 8% of the explained variation being attributable to the Nottingham Prognostic Index dataset, it is the best of the clinical staging systems. In contrast, the RNA splicing/Immune signature explains a larger amount of the variation (10% to 13%) on its own, and including it with one of the three staging systems improves on this only marginally. For this dataset, there is a gain in the predictive accuracy when adding the RNA splicing/Immune classifier to existing predictors. Additional data file 7 shows the prognostic capacity of the signature conditional on the levels of the different clinical staging systems. (page number not for citation purposes)
Discussion
The analyses performed here demonstrate that each of the nine gene expression signatures have similar classification performance based on the sensitivity, specificity, negative predictive value, positive predictive value and predictive accuracy. All gene expression signatures added independent information to a multivariate model including standard pathological and clinical criteria. Although the gene expression classifiers were mostly defined to determine the risk of distant metastasis events and not the risk of death from breast cancer, we found similar results for each gene classifier when using either DMFS or BCCS as the endpoint.
The Gene expression Grade Index [25] and the molecular prognostic index signatures (T17 and T52) [20] were developed for ER-positive breast cancer, while the 76-gene expression classifier signature [8] was defined for LN-negative tumors. Despite these prerequisites, we applied the nine gene expression classifiers to the same dataset without any consideration for the heterogeneity of these samples as our first goal was to compare these different classifiers when applied to the same dataset. More importantly, the generalization of subgroup-specific classifiers (for example, LN0 classifiers) across a complete cohort of breast cancer samples (both LN0 and LN1) hints at the existence of common biological processes determining the outcome. We were interested in revealing these processes. Furthermore, when evaluating the signatures in specific subgroups of patients, we showed similar behavior for each of these nine gene signatures. No signature showed strong association with survival when applied to LN-positive, ER-negative or high-grade subgroups. These results are potentially explained by the fact that these factors identify a set of intrinsically poor outcome cases; that is, they contain no good outcome cases. This emphasizes the fact that gene expression classifiers should, in our opinion, not be regarded as a tool to replace standard pathological and clinical criteria, but should instead be integrated with clinical parameters. Gene expression classifiers can be employed to improve stratification in subgroups of breast cancer patients with good prognosis, where the groups are defined based on standard pathological and clinical criteria.
Fan and colleagues [24] showed similar performance and significant concordance between the 70-gene signature [6, 7] , the Core Serum Response signature [14] , the Genomic Health signature [10] and the Intrinsic/UNC gene set [15] when applied to the dataset of van de Vijver and colleagues [7] . In contrast, we show here that agreement between gene expression signatures is low, with >50% of the samples having at least one discordant class assignment. We showed that the predictive accuracy dramatically decreases with the number of poor prognostic assignments a sample receives. The best classification performance was obtained for the group of patients with only good outcome assignments. These results immediately reveal the dilemma faced by a patient diagnosed with breast cancer, and determines consultation of a collection of signatures to predict disease outcome. The result obtained is uncertain in almost 50% of the cases. As our results were less optimistic than those of Fan and colleagues [24] , we repeated our analyses as described above but this time used the dataset of van de Vijver and colleagues [7] and the following signatures: the 70-gene signature [6, 7] (employing Fan and colleagues' labeling [24] ), the Core Serum Response signature [14] , the Genomic Health signature [10] , the Intrinsic/UNC gene set [15] , and the Gene expression Grade Index [25] . The results recapitulated our earlier results.
In particular, only 42% of the samples received a concordant class assignment, while the ER status, HER2 status, pathological grading and tumor size were all correlated with the number of times a sample was classified as poor outcome by the signatures. As was demonstrated earlier, the predictive accuracy decreased with the number of poor outcome assignments.
Larger datasets (such as those acquired in the TAILORx and MINDACT trials [11, 12] are required to shed more light on the cases where the signatures give discordant class assignments.
To gain more insight into the small degree of overlap between the genes comprising the different classifiers, we generated an enlarged signature for each signature. The intersection of the enlarged signatures identified a core of 72 genes significantly enriched in DNA replication, cell cycle and mitosis ontology annotations, which we consider the common background of these gene signatures. Proliferation genes are a major component of many prognostic signatures in breast carcinoma and other tumor types [44] . Among the 72 genes we found AURKA, BIRC5, CCNB1, MKI67 and MYBL2, which define the complete set of proliferation genes from the Genomic Health signature [10] . The proliferation modules also contain genes frequently described as markers of proliferation in different types of cancer [45] : PLK1, BUB1, CCNA2, CCNB1, CCNB2, CCNE2, FOXM1, and TOP2A. These genes are derived from the functional intersection of the enlarged gene expression signatures, indicating that proliferation is a major driver of the prognosis gene signatures.
The enrichment analysis of the enlarged signatures revealed 11 gene ontology modules. Identification of distinct biological processes correlated with survival or other clinicopathological features is a major step towards improving our understanding of tumor development and to providing accurate information to develop new targeted therapies. Yu and colleagues generated 500 gene signatures of ER-positive and ER-negative tumors [46] , and found the following pathways to be overrepresented in the signatures: apoptosis, proliferation, focal adhesion, RNA splicing and immunity. They emphasized that similar pathways are common to different gene signatures, whereas the individual genes defining these pathways can still have varying degrees of association with outcome.
We showed that the combination of the Immune and RNA splicing modules define a classifier that is highly accurate in predicting both DMFS and BCSS. In addition, the classifier showed an improvement in predictive accuracy when combined with commonly used clinical staging systems. This indi-cates that not only proliferation but also other functional processes have prognostic power. Teschendorff and colleagues recently showed that the overexpression of a sevengene immunity module is associated with good outcome in 186 ER-negative breast cancers [21] . No significant correlation between lymphocyte infiltration and this immunity module was found. Two of these seven genes (XCL2 and HLA-F) are also in our classifier. Recent clinical and experimental studies have revealed that not only cancer cell intrinsic processes, but also cancer cell extrinsic processes -including angiogenesis, remodeling of the extracellular matrix, and inflammation -are critical in determining malignant outcome. The role of the immune system during cancer progression has recently gained much attention [47] . The reciprocal interaction between the immune system and cancer can be regarded as a double-edged sword: whereas certain interactions inhibit or prevent cancer growth, other interactions actually contribute to tumor progression. For example, in situ analysis of tumorinfiltrating lymphocytes in human colorectal cancer samples revealed that the influx of T lymphocytes is associated with improved survival, and the immunological data were found to be a better predictor of patient survival than the histopathological methods currently used to stage colorectal cancer [48] .
The RNA splicing process is a key molecular event in the generation of protein biodiversity. Alteration of the normal process results in the production of altered mRNA or in an off-balance production of tissue-specific mRNA isoforms [49] [50] [51] . The main consequences of this abnormal RNA splicing process are a reduction of the normal protein level or the production of abnormal proteins. Aberrant mRNA splicing variants are found in many cancers and can interfere with major biological events such as apoptosis, cell-cycle control, adhesion, differentiation or angiogenesis. Mutations in splicing cis-acting sequences have been associated with the BRCA1 gene in breast cancer [52] and the KIT oncogene in gastrointestinal stromal tumor [53] . The RNA splicing module we identified contains several genes that are individually strongly associated with survival. More specifically, SFRS10 is significantly overexpressed in breast cancer and might be responsible for splicing of CD44 isoforms associated with tumor progression and metastasis [54] . SRPK1 is upregulated in breast cancer and its expression level is proportional to the tumor grade. Inhibition of SRPK1 results in reduced phosphorylation of MAPK3, MAPK1 and AKT [55] . Targeted SRPK1 treatment seems to be a promising way to increase apoptosis, to decrease proliferation and to enhance the sensitivity to chemotherapeutics drugs [56] . LSM1 is located at 8p11-12 loci and is amplified in almost 20% of breast cancer cases [57] . Streicher and colleagues showed that overexpression of hLsm1 transforms mammary epithelial cells, and inhibition of its expression in breast cancer cells reduces anchorage-independent proliferation [58] . Yang and colleagues similarly showed the same ability of LSM1 to transform human mammary epithelial cells in vitro [57] .
Conclusion
In the present article we set out to address three questions regarding the signatures considered in the study. First, we can conclude that the nine gene expression signatures had similar performance. This was observed for both the accuracy with which samples were assigned to the dichotomous poor/good outcome groups as well as the level of association with survival found. Nevertheless, the concordance of outcome assignment between gene expression signatures is low, with 50% of the samples receiving at least one outcome assignment that is discordant with the assignments of the other signatures. This relatively high level of gene expression classification instability is associated with a dramatic decrease in predictive accuracy with an increase in the number of poor outcome assignments. The heterogeneity in the outcome assignments of the different classifiers can most probably be attributed to the different approaches that were followed to construct the classifiers, the heterogeneity in the sample populations employed to construct the classifiers, and sample size issues [59] .
In the present study we showed that the common background of the nine gene signatures investigated is a 72-gene cluster. Eleven gene ontology modules were overrepresented in the enlarged signatures. These modules revealed a wide array of functional groups that were overrepresented in gene sets highly correlated with the probes contained in the original signatures. Finally, we demonstrated that the combination of the Immune and RNA splicing modules defined an efficient classifier for breast cancer. This result shows that pathway-level analysis of microarrays is able to provide a functionally coherent and highly efficient prognosis classifier, which will most probably be more stable than the classifiers from which it originates.
