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Summary
Steming from the pivotal idea of Feynman to use quantum degrees of
freedom for computing substantial effort in condensed matter theory is
nowadays aimed at the theoretical understanding of systems which can
be harnessed as solid state qubits. As many of solid state systems under
investigation like Josephson junctions and cold atoms have for the time
being clear limit in scaling towards reliable many-qubit architectures we
aim our effort towards one of the simplest qubits at hand being lateral
quantum dots.
Lateral quantum dots are fabricated by confining electron or hole
two-dimensional electron gas in the semiconductors by patterned metal-
lic gates and their quantum states can be understood in terms of discrete
harmonic-oscillator-like states. In order to operate such qubits, it is vital
to understand how states interact with external fields applied in the sam-
ple, as well as describe all the effects coming from hosting heterostruc-
ture, mainly effects of spin-orbit interaction in the semiconductors.
As introduced by Rashba and Dresselhaus spin-orbit interaction in
semiconductors can be understood within the framework of k · p theory
and considering the point group of the specific lattice structure.
In the second chapter of this thesis, we employ this approach in or-
der to describe cross-coupling of hybrid qubit to multiple other types of
qubits. We start from the k ·p description of the underlying semiconduc-
tor, and we introduce a capacitive coupling via the floating gate adjacent
to both qubits. We show that sufficient coupling strength can be pro-
vided in this scenario between the two hybrid qubits, as well as between
the hybrid qubit and single-triplet, single-spin qubit.
In the third chapter of this thesis, we provide a detailed theory in or-
der to understand g-factor contributions for the electrons in GaAs. Based
on the theory of invariants, we use a Hamiltonian up to the fourth order
in k including also terms up to the second order in the in- plane magnetic
field B. We show that the leading contribution to the g-factor comes from
the Rashba term and so-called H43 term, which is nowadays not consid-
v
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ered in most of the studies.
The main challenge for spin qubits is to overcome decoherence due to
the coupling to external noise. Apart from thorough understanding of
all possible sources of local noise, we can also form a new type of qubit
as proposed by Kitaev. So-called topological qubits are based on non-
local properties of degenerate ground states of topologically non-trivial
phases and are inherently immune to all sources of local noise. The main
challenge here remains to reliably identify Majorana fermions, which are
the manifesatation of topological phase and are used to define topologi-
cal qubits.
In the fourth chapter of this thesis, we adress this issue by looking
at a realistic model of a nanowire hosting Majorana fermions, and try to
find other signatures of the topological phase transition, not relying on
the presence of Majorana fermions. We find that boundary spin along the
direction of the applied magnetic field can be used as a reliable signature
of the topological phase transition.
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Introduction
In this Introduction we would like to recall the basic concepts relevant
for our work and put our research into a broader context.
In the first section, we review the concept of quantum computing,
motivate its vital importance for future applications and give a short
overview of quantum systems harnessed nowadays for this purpose.
In the second section, we move our attention to low-dimensional quan-
tum systems, namely two-dimensional electron gases (2DEGs) and nano-
wires (NWs). We first give a broader overview of various platforms and
materials used to fabricate these systems and we motivate why these sys-
tems are supposed to be ideal platforms for quantum computation. We
then introduce basic theoretical concepts to describe these systems and
review the current state-of-the-art in this field.
In the third section, we would like to introduce the concept of a quan-
tum dot (QD) as a zero-dimensional quantum system and focus on their
realizations in 2DEGs and NWs. Based on that, we review the notion of
spin qubit, give an overview of their properties, introduce terminology
and also characterize them as a platform for quantum computing.
In the fourth section, we introduce the notion of topological phases
and argue, why such systems should host an ideal candidate for qubit
immune against local noise. We give an overview of platforms for topo-
logical quantum computation and introduce the Kitaev model of topo-
logical superconductor. Based on that, we describe realistic systems cur-
rently used to realize topological superconductors in proximitized NWs.
1
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1.1 Quantum computing
The notion of quantum computing was pioneered by R.P. Feynman in his
seminal paper [1] and even before at his lecture ”There’s Plenty of Room
at the Bottom” in 1959. He introduced the idea that in order to simulate
quantum systems efficiently, one should also rely on using quantum de-
grees of freedom, and therefore build a quantum computer. He proposed
a lattice of nearest-neighbour interacting spins 1/2, which is expected to
simulate any given quantum system. Since that time quantum comput-
ing expanded into a field on its own.
In simulation of interacting many-body quantum systems, we have to
face the following issue. Imagine we have a system composed of the N
interacting spin-1/2 particles and thus the dimension of the total Hilbert
space is 2N . In order to diagonalize such Hamiltonian by classical com-
puter and draw some conclusions about the thermodynamical limit, one
needs to overcome the exponential growth of Hilbert space with system
size by the plethora of specific methods. Feynmans idea to overcome
this issue was to use quantum systems themselves to simulate any given
quantum system. This should at least theoretically provide us with an
exponential speed-up and make such simulations routinely tractable.
Figure 1.1: Bloch sphere representation of a single qubit [2].
The central concept is the one of a qubit. In contrast to the classical bit,
which can be either in a state 0 or 1, qubit is a two-level quantum system
(always equivalent to spin 1/2), which can be in any superposition |ψ〉
therefore in general (leaving out normalization) |ψ〉 = a |0〉 + b |1〉 , a, b ∈
C. The standard way to depict a single-qubit state is using the Bloch
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sphere representation, see Fig. 1.1. In this representation angles are given
as following a = cos
(
θ
2
)
, b = eiφ sin
(
θ
2
)
(a can be chosen real due to the
normalization). So in this representation, states allowed by classical bit
are only the north and south pole of the Bloch sphere.
Furthermore, we need that our qubit can be operated and manip-
ulated in a reliable way. We now list basic properties necessary for a
”good” qubit [3]. Firstly, qubit must be reasonably decoupled from its
environment, living long enough to perform desired computation. Sec-
ondly, we need a reliable way of initialization of the qubit into the given
state. Thirdly, we need to manipulate it in order to access any state on a
Bloch sphere and we need to implement coupling to other qubit. Finally,
we need to read out the quantum state. We will explain this properties in
greater detail later for a specific example of the spin qubit. Naturally, as
we typically need rather big number of qubits to implement any specific
task, we need that quantum computer is designed in a scalable way. For
that reason, we need a single design in which we can essentially fabricate
a device with (reasonably) any number of qubits.
The following natural question arises: Which of the two level sys-
tems are good candidates for qubits? Here we would like to give a brief
overview of qubit platforms currently pursued in research. First group
of devices fits into the class of superconducting qubits [4]. Their com-
mon feature is using Josephson junctions (JJs) as a key building block of
the qubit. Currently their main advantage lies in the fact that systems of
50 qubits can be already fabricated, what has a fundamental importance
for testing of theoretical proposals of quantum protocols on real systems.
Main challenge for this class of devices seems to currently be the scalabil-
ity, giving practically no hope for devices of around 108−109 qubits with
current designs, as well as reliable fabrication of exactly identical qubits
necessary for reliable operation of scalable qubit network.
Second group of proposals is based on ions trapped in optical lat-
tices [5]. Their main advantage is preparation of identical qubits, as well
as extremely good isolation from enviroment. Therefore, their main dis-
advantage lies in slow operation times demonstrating usual trade-off
between isolation from environment and operation times. Most stable
qubits in these systems are typically based on hyperfine levels of elec-
tron/nuclear spins. For current architectures we also cannot expect scal-
ability beyond 103 qubits.
Finally, third group of devices is based on spin qubits in solid state
quantum dots [6], which stemmed out of seminal paper [7]. Quantum
dot can be simply imagined as an artificial atom, featuring discrete en-
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ergy levels caused by spatial confinement in a potential trap. By tuning
the confinement and fields in the sample we can reach regimes with var-
ious fillings by electrons and holes, which can be used to define multiple
types of qubits. We will discuss QDs in the greater detail later in the fol-
lowing sections. Their main advantage lies in fast operation and control
of the qubit by external fields as well as in a reasonable hope for scala-
bility. Realistic proposal for CMOS on-chip network of 480 qubits [8] is
already available. The main challenge remains to be decoherence from
the surrounding environment.
We would also like to briefly explain in which sense can be quantum
computer ”better” than classical one. Apart from simulation of quantum
systems various problems have been shown to have lower complexity
when solved by quantum computer. Pivotal among them was an inte-
ger factorization algorithm by Shor [9]. Theoretically this allows one to
solve instead of a problem with sub-exponential complexity on classi-
cal computer one with polynomial complexity on quantum computer.
As currently broadly used RSA cryptosystem is based on the complex-
ity of this specific problem, this result boosted a tremendous interest in
the field of quantum algorithms. Other prominent example is an algo-
rithm by Grover [10], which provides quadratic speed-up for a database
search problem. Search for different quantum algorithms expanded into
a field by itself [11]. To sum up, quantum computer is not automatically
supreme to classical one in all tasks. But, for a specific class of problems
which are of general interest, it provides us with as much as exponential
speedup.
1.2 Low dimensional quantum systems:
2DEGs and NWs
One of the goals in theoretical physics is to describe the complexity of
our reality by the simplest model which explains our observations. In
the condensed matter systems we have the luxury at our disposal: we
can design systems which are easier to describe and at the same time use-
ful for practical applications. With an advance of fabrication techniques
and nanoscience of semiconductors, it became possible to obtain systems
behaving as their lower-dimensional model counterparts.
First result of this process are 2DEGs [12]. From many of examples
we will focus on ones which will be used further to create quantum
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dots within them and which we describe theoretically in our work. With
an advance of the semiconductor technology 2DEG platforms based on
Si/SiO2 metal-oxide-semiconductor (MOS) [13] were among the first broadly
used devices. On Fig. 1.2 we present an example of such structure. It
consists of a sandwich of p-doped Si covered by insulating SiO2 with
metallic gate on top. Once we apply VG we create a depletion layer un-
der the oxide. As VG reaches a specific treshold thin inversion layer of
the negative charge carriers is created directly under the oxide. This is
the result of a well-known band-bending by the applied gate voltage in
semiconductors.
Figure 1.2: Example of a MOS structure [14].
The other frequently used platform for 2DEG is based on heterojunc-
tions of two semiconductors with different band gaps, therefore creating
also the desired band-bending. As a typical example we can take GaAs/
AlxGa1−xAs heterostructure [15], where the band gap difference is tun-
able by the concentration of Al atoms, see Fig. 1.3.
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Figure 1.3: Example of a heterojunction used for 2DEG fabrication [16].
In the last 30 years fabrication of nanostructures reached another mile-
stone by reliable growth of semiconducting quasi-1d NWs [17], and more
recently of core/shell NWs [18]. As both aforementioned cases 2DEGs
and NWs can be used to fabricate quantum dots as well as in case of
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NWs used to engineer topological states in topological superconductors,
we turn now our attention towards a suitable theoretical description of
electron states in semiconductors.
Method of our interest is k · p theory [19] as it can successfully ex-
plain relevant spin-orbit interaction (SOI) phenomena. Our goal is to
obtain an effective Hamiltonian for both cases of interest (valence band
and conduction band). So we start from the Hamiltonian of free electrons
in a crystal lattice potential V0(r). In the empty lattice Hamiltonian and
its Bloch solution are given by
Hemp =
pˆ2
2m0
+V0(r), ψnk(r) = unk(r)e
ik·r, unk(r + R) = unk(r), (1.1)
where R is an arbitrary lattice vector. Momentum operator acts on the
Bloch states as
pˆψnk(r) = (p˜ + ~k)ψnk(r), (1.2)
where now p˜ acts on the crystal periodic part unk(r) only. We would like
to to obtain the perturbation theory close to the point k = 0 therefore
using the notation from before pˆ2 → p˜2 + 2k · p˜ + k2 and then close to
k = 0
Hemp = H0 +Hk·p˜, H0 =
p˜2
2m0
+
~2k2
2m0
+ V0(r), Hk·p˜ =
~
m0
k · p˜. (1.3)
Theoretically, one should include all the bands labeled by n. In practice,
one usually includes the set of bands closest to the conduction band min-
imum/valence band maximum at a given point k0. In our case, we focus
on the case k0 = 0 (Γ point) relevant in GaAs or valence band Si. One
can thus expand the lattice-periodic part of the wave function as |νk〉 =∑
n,σ cνnσ (k) |nσ〉 in terms of band-edge wave function |nσ〉 = |nσ,k = 0〉
with energies En (0). Then, at the moment without spin-orbit interaction
one gets
∑
n′,σ′
((
En′ (0) +
~2k2
2m0
)
δnn′δσσ′ +
~
m0
k ·Pnn′σσ′
)
cνn′σ′ (k) = Eν (k) cνnσ (k) ,
(1.4)
Pnn′σσ′ = 〈nσ| p˜ |n′σ′〉 . (1.5)
Now one chooses a reasonable subset of states and treats k · p as a per-
turbation. In our case as we are also interested in SOI effects, we have
to substitute p˜ by pi = p˜ + ~
4m0c2
σ × ∇V0, where σ is a vector of Pauli
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matrices. One also gets the additional term on LHS of Eq. 1.4 ∆nn′σσ′ =
~
4m20c
2 〈nσ| p˜ ·σ× (∇V0) |n′σ′〉. Here we can already see that this term will
influence splittings at k = 0 and give rise to the split-off band. The same
procedure applies when one wants to include external fields into the cal-
culation. In that case one substitutes ~k → (−i~∇+ eA), where A is the
gauge field corresponding to external magnetic field and adds Zeeman
coupling and potential corresponding to external electric field V (r) in
each band n. In this scenario is k · p theory usually called as envelope
function approximation (EFA), since fields act only on the crystal peri-
odic part, which is well-justified if applied fields change on a scale much
bigger than lattice spacing.
Another crucial step in the development of k · p theory is to exploit
symmetries of the underlying lattice potential V0. Semiconductors of our
interest Si,GaAs are known to have point groups Oh and Td respectively.
Td is symmetry group of the tetrahedron and Oh symmetry group of the
cube which includes all the elements of Td plus full spatial inversion and
its combinations with all other elements of Td. Therefore Td has 24 ele-
ments and Oh has 48 elements.
Now we recall the well-known scenario of symmetries in quantum
mechanics. If our system is symmetric under an action of a finite group
G then for the HamiltonianH of our system it means Dα(G)−1HDα(G) =
H, where Dα(G) is a matrix from the representation of G labeled by in-
teger α. For each crystallographic group, one has at hand tables of its
elements, characters and representations see for example [20].
One continues as follows: chooses the number of bands included in
the calculation, for each band obtains to which representation of the un-
derlying point group it belongs (from spectral data or density functional
theory), and based on these assumptions construct the resulting Hamil-
tonian. This approach was pioneered by Kane [21] and systematically
formulated by Bir, Pikus [22]. These models need experimental inputs
in order to determinate free parameters which can not be obtained from
any symmetry argument.
As an example we will now discuss one case relevant for our work,
what is EFA for conduction band of GaAs in external magnetic field. So
starting point is the band structure of GaAs labeled by respective rep-
resentations, see Fig. 1.4. Furthermore, we follow analysis of this case
presented by Braun, Ro¨ssler [23].
We begin by writing the most general Hamiltonian invariant under
the Td group and time-reversal symmetry. In our case, including ex-
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Figure 1.4: Band structure of GaAs [24].
ternal magnetic field, one has three ingredients to ”cook” the Hamilto-
nian namely three vectors k,B,σ (and identity in the spin-space). Time-
reversal symmetry acts as following : k,B,σ → −k,−B,−σ, so only
terms invariant under this transformation are allowed. Resulting Hamil-
tonian is 2 × 2 due to spin, therefore it can be decomposed into basis
matrices σ, I and functions of k,B. Both matrices and functions can be
characterized by the representation of Td to which they belong and the
only way to obtain a scalar under any action of the group is to com-
bine matrices and functions belonging to the same representation (this is
based on Wigner-Eckart theorem). Following this procedure one obtains
the resulting invariant Hamiltonain up to the given order in k,B. Up to
the fourth order in k (we recall [ki, kj] ∼ ijkBk thus Bi counts as being
second order in k, {} stands for anticommutator):
HCB = H1 +H4, H1 = I
(
c11 + c12k
2 + c13k
4 + c14
({kxky}2+
{kykz}2 + {kzkx}2
)
+ c15B
2
)
, H4 = c41B · σ + c42k2B · σ+
c43
(
k2xBxσx + k
2
yByσy + k
2
zBzσz
)
+
c44
({(k2y − k2z) kx}σx + {(k2z − k2x) ky}σy + {(k2x − k2y) kz}σz)+
c45 (({kxky}By + {kxkz}Bz)σx + ({kykz}Bz + {kykx}Bx)σy+
({kzkx}Bx + {kzky}By)σz) . (1.6)
We can immediately distinguish many familiar terms, for example c44
term corresponds to Dresselhaus spin-orbit term in inversion-asymmetric
CHAPTER 1. INTRODUCTION 9
semiconductor (such term is prohibited in cubic semiconductors like Si,
as it changes sign under spatial inversion). In the second step, Kane’s
14 × 14 model is taken and fourth-order Lo¨wdin partitioning is used to
decouple the 2×2 subspace of conduction band from the other bands. Re-
sulting Hamiltonian is then compared with Eq. 1.6 and all the constants
are obtained in terms of band-structure parameters. This provides us
with the compact description of spin states in conduction band of GaAs.
Depending on the context, the same method can be used to obtain
effective Hamiltonians in other materials and also up to the order nec-
cessary to describe desired effects. In practice, people usually include
terms up to the second order in k (effective mass approximation, where
bare mass m0 is renormalized by k · p interaction), and lowest-order SOI
terms, whats means Dresselhaus SOI in inversion-asymmetric materials
and Rashba SOI resulting from inclusion of also electric field as an ex-
ternal field. By the same symmetry analysis, one can also include ad-
ditional terms coming from strain within the sample, especially at the
interfaces of MOS strutures, which are not lattice matched in contrast to
GaAs/AlxGa1−xAs heterostructures.
As can be seen from the presented band structure of GaAs, physics of
holes around valence band maximum at k = 0 is expected to be much
richer due to the degenerate heavy hole, light hole valence band provid-
ing therefore 4×4 subspace and proximity of SOI split-off band. This gap
is particularly small in Si providing thus a rich playground for the field
of spin qubits.
1.3 Quantum dots and spin qubits
Since the seminal paper [7] it is well-understood how quantum dots can
be used as a building block of the quantum computer. It was shown that
within a simple scenario of two coupled quantum dots one can perform
all single-qubit gates and a two-qubit entangling gate, which is known
to be a complete set of gates necessary to perform any quantum com-
putation [25]. Typically, this sets consists of three single-qubit gates and
one two-qubit entangling gate. For the set of single-qubit gates there are
many choices, important point is to reach any point on a Bloch sphere
by composition of such gates. For two-qubit gates, typical choice is a
CNOT-gate or
√
SWAP gate.
In the following we will focus on one specific type of quantum dots
fabricated by confining carriers in 2DEGs by metallic gates, so-called lat-
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eral quantum dots [26]. On the Fig. 1.5 we can see a typical example of
such structure fabricated in GaAs 2DEG sample.
Figure 1.5: Scheme of a typical lateral double quantum dot in GaAs [26]
In a) we see a generic scheme of such device and in b) and c) real samples
of fabricated single- and double-quantum dots respectively. In c) we also
see quantum point contacts (QPCs) which can be used to measure charge
occupation within the neigbouring dots.
From there, we can see that we have a great amount of control over
the sample by tuning the various gates fabricated within the sample. We
can tune depletion in each single dot, shape of the dot as well as inter-
dot tuneling. Moreoever, we can use QPCs to detect charge occupation
within the neighbouring dots. In practice, this amount of tunability can
be also problematic as it can be time-intensive to reach a desired regime.
Recently, great progress was done in order to use computer algorithms
to tune the sample into a desired regime [27]. With current lithography
one can get quantum dots of this kind with diameter ∼ 100nm [6].
In order to theoretically describe electron states in these structures,
one has to include potentials created by gates into the calculations. Re-
markably, in most cases one gets satisfactory results by treating confine-
ment creating the dot as a parabolic potential in case of single QDs and as
bi-parabolic in case of double QDs. In these cases, one can employ exact
analytical solutions. If one aims at more precise treatment of surround-
CHAPTER 1. INTRODUCTION 11
ing gate potentials, self-consistent solving of Schro¨dinger and Poisson
equations is necessary [28].
As an example we provide one of the effective Hamiltonians used
extensively in the literature for a single quantum dot
HQD = H0 +HZ +HSOI (1.7)
with
H0 =
p2x + p
2
y
2m∗
+
m∗ω2
2
(
x2 + y2
)
, (1.8)
HZ =
gµB
2
B · σ, (1.9)
HSOI = α (pxσy − pyσx) + β (pxσx − pyσy) . (1.10)
In this case,H0 represents an effective-mass approximation for carriers in
the semiconductor 2DEGs grown along [001] direction, HZ is a Zeeman
term with material-dependent g-factor and HSOI represents Rashba and
Dresselhaus SOI (higher-order terms and other forms can be found in the
literature depending on the 2DEG growth-direction and material).
At this moment, we can introduce the notion of a spin qubit. We can
think about a QD modeled as a parabolic potential and fill it by a single
electron (hole). Zeeman-split spin state of this electron (hole) with known
orbital state can be now used as a qubit. To characterize any realistic
qubit we have to introduce a few important timescales.
Usually for any qubit one defines |0〉 as a ground state of the qubit
and |1〉 as an excited state of the qubit. In an ideal case of a qubit sepa-
rated from the environment state |1〉 has an infinite lifetime since it is an
eigenstate. In a real system, qubit is weakly coupled to multiple external
fluctuations, namely nuclear spins, phonons, gate voltage fluctuations
and can also interact via SOI. Due to this fact excited state has always
only a finite life-time. This timescale is usually called T1 in the literature
and referred to as relaxation time. As we can see this timescale provides
us an absolute upper-limit in the ”memory” sense, since one cannot store
any quantum information for a scale longer than T1.
In general, one processes and stores quantum information in super-
positions. Therefore, another relevant time scale is the decay of state
1√
2
(|0〉+ |1〉) into state |0〉 called usually decoherence time T2. Since many
of the fluctuation sources behave as random white-noise, one needs to
also average over an ensemble of spin qubits in order to obtain a de-
scriptive timescale. This is usually referred to as dephasing time T ∗2 . As
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expected, for spin qubits we typically get T1 > T2 > T ∗2 . On the Fig. 1.6
we provide an extensive review of these timescales from the current lit-
erature on solid state spin qubits.
Qubit type T1[ns] T2[ns] T2*[ns] 
GaAs spin ½ 10^9 [1] 300 [2] 61 [3] 
GaAs ST 2.1*10^6 [4] 8.7*10^5 [5] 2*10^3 [6] 
GaAs exchange 10^5 [7] 100 [7] 25 [7] 
Self assembl InGaAs electron 2*10^7 [8] 3*10^3 [9] 2 [9] 
Self assembl InGaAs 2electron     200 [10] 
Self assembl InGaAs hole 10^6 [11] 10^3 [12] 460 [12] 
Nat SiGe spin ½ 3*10^9 [13] 3.7*10^4 [14] 920 [14] 
Nat Si spin ½ 10^9 [15] 50*10^3 [16] 10^3 [16] 
Purif Si spin ½   2.8*10^7 [17]  1.2*10^5 [17] 
e in P donor in nat Si 7*10^8 [18] 2*10^5 [18] 55 [18] 
P donor nuclear spin in nat Si 65*10^10 [19] 6*10^7 [19] 3.3*10^6 [19] 
e in P donor in pur Si   9.5*10^7 [20] 2.7*10^5 [20] 
P donor nuclear spin in pur Si   1.8*10^9 [20]  6*10^8 [20] 
NV Center 10^6 [21] 1.8*10^6 [22] 2.7*10^3 [23] 
Nuc spin close to NV 6*10^6 [24] 0.4*10^6  [24]   
Si vacancy in diamond 2.4*10^6 [25]   45 [25] 
[1] Gossard PRL 100, 046803 (2008), [2] Vandersypen PRL 100, 236802 (2008), [3] Tarucha  
PRL 113, 267601 (2014), [4] Hanson PRL 94, 196802 (2005), [5] Marcus Nat. 
Nanotechnology 12, 16 (2017) , [6] Yacoby Nat. Com. 5, 5156 (2014), [7] Marcus Nat. 
Nanotechnology 8, 654 (2013),  [8] Finley Nature 432, 81 (2004), [9] Bayer Science 313, 341 
(2006), [10]  Imamoğlu PRL 109, 107401 (2012), [11] Warburton Nature 451, 441 (2008), [12] 
Warburton Nat. Materials 15, 981 (2016), [13] Eriksson PRL 106, 156804 (2011), [14] 
Vandersypen Nat. Nanotechnology 9, 666 (2014), [15] Dzurak Nat. Com. 4, 2069 (2013), [16] 
Vandersypen PNAS 113, 42, 11738 (2016), [17] Dzurak Nature 526, 410 (2015) , [18] Morello 
Nature 489, 541 (2012), [19] Morello Nature 496, 334 (2013), [20] Morello Nat. 
Nanotechnology 9, 986 (2014), [21] Hanson Science 330,  6000, 60 (2010), [22] Wrachtrup 
Nat. Materials 8, 383 (2009), [23] Corry PRL 105, 200402 (2010), [24] Meriles Nature 
Communications 4, 1651 (2013), [25] Jelezko PRL 113, 263602 (2014) 
Figure 1.6: Overview of qubit time scales for current solid state spin qubit
platforms under investigation.
One can appreciate the tremendous progress which happened in this
field in the recent decade and broad range of systems studied for this pur-
pose, among them various types of qubits (single spin, singlet-triplet, ex-
change), various hosting materials and also harnessing the nuclear spins
to define the qubit. In the following we will focus exclusively on lat-
eral QDs, but from this example one can see well how extensive current
research on this topic is.
At this point, we can also comment why most of the experimental
interest is recently shifting towards Si platforms [29] for lateral QDs. In
GaAs one has to inevitably face the issue of decoherence by nuclear spins
within the sample as both isotopes in natural Ga have nuclear spin 3/2.
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On the other hand, natural Si is composed of 92% from nuclear spin-free
isotope. By further isotopal enriching of the sample material one can
reach T ∗2 = 1.2× 105ns [30] what is two orders of magnitude longer than
for any qubit in GaAs.
Last topic to address in this section is spin qubit operation and re-
spective timescales. We will discuss the two most broadly used types
of qubits, single spin qubits and singlet-triplet (ST) qubit. For the single
spin qubit states are split by magnetic field (both from an Overhauser
field coming from within the sample due to nuclear spins and due to
external magnetic field BZ).
So we can identify the qubit states as |0〉 = |↑〉 , |1〉 = |↓〉. One axis on
the Bloch can be realized by coherent rotations 1√
2
(|↑〉+ |↓〉)→
1√
2
(|↑〉 − |↓〉). These transitions are very fast on the order of ~
2gµBBZ
, times
reported for GaAs are in sub-nanoseconds scale governed by effective g-
factor, therefore not also problematic in Si.
Second axis corresponds to the transitions |↑〉 → |↓〉 driven by electric-
dipole-induced spin resonance (EDSR). Due to the SOI, applied oscil-
lating electric field E(t) leads to the induced oscillating magnetic field
BIND, in general with components perpendicular to applied static mag-
netic field BZ . This can then drive the desired transition on the timescale
of ∼ 10ns in GaAs. Due to weaker SOI this remains challenging in Si and
can be resolved by switching to hole based devices, which provide richer
SOI physics.
Two-qubit SWAP corresponding to |↑↓〉 → |↓↑〉 can be realized by
controlling the overlap of electrons in the neighbouring dots by gates.
Times on sub-nanosecond scales were obtained, not imposing thus any
severe limits on operations of such qubits. Initialization and read-out of
this qubit can be performed via spin-to-charge conversion. In this sce-
nario, dot is electrically tuned into a regime where the residing electron
does or does not tunnel out of the dot depending on its state. Single-shot
readout of such tunneling events is performed through the QPC near the
dot as shown on Fig. 1.5c).
Other broadly used qubit is based on the two-electron states in the
double QD. One takes |0〉 = |S〉 = 1√
2
(|↑↓〉 − |↓↑〉) and |1〉 = |T0〉 =
1√
2
(|↑↓〉+ |↓↑〉). Transitions |0〉 → |1〉 can be achieved by magnetic field
gradient within the QD from a nearby micromagnet on sub-nanosecond
scale. Other axis given by transitions 1√
2
(|0〉+ |1〉) → 1√
2
(|0〉 − |1〉) can
be implemented by tuning the tuneling within the double QD by gates,
controlling thus the overlap of the electron states. This manipulation can
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be also achieved on sub-nanosecond scale. Finally, entangling CPHASE
gate was demonstrated in four dot devices by capacitive coupling be-
tween the different charge states in respective double QDs on the scale of
30ns.
For initialization DQD is gated into the detuned regime given by the
occupation (2, 0), where one of the dots has a substantially lower energy,
therefore once the second electron tunnels in, it creates a singlet state
with both electrons in the orbital ground state. Same principle is used
after operation in (1, 1) regime to perfrom the readout via spin-to-charge
conversion as in the triplet state second electron can not tunnel into the
detuned dot due to the Pauli exclusion principle.
As we can see from the presented overview, spin qubits are practi-
cally limited by the timescales corresponding to various sources of noise
due to to nuclear spins, SOI, phonons and fluctuating fields necessary
for their operation. In order to overcome these limitations completely,
we have to think about other platforms for quantum computation.
1.4 Topological superconductors and Majorana
Fermions
Topology is mostly known as a field of mathematics studying invariant
properties of spaces under any continuous deformation. This can be used
in physics [31] as following: we have a Hamiltonian of our system, which
depends on the set of parameters and for each set of parameters we can
obtain its solutions. Can solutions for arbitrary parameters be always
continuously deformed into each other (having the same ”topology”) or
are there multiple so-called ”topological phases” which cannot be con-
tinuously deformed into each other, being as a result separated by ”topo-
logical phase transition”?
First example of such system was found to be the quantum Hall ef-
fect [32]. Approach taken is very similar to the one in topology. In order
to prove that two phases are not topologically equivalent one has to find
an integer topological invariant, which has a different value in respective
phases. We will now present an elementary example of such topological
invariant and we begin by introducing the Berry phase and the Berry
connection.
We recall a generic Bloch Hamiltonian for a band insulatorH(k) |un(k)〉
= En(k) |un(k)〉. Here k serves as parameter of the Hamiltonian. One
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then defines Berry connection as following (note the similarity with gauge
field)
Anj (k) = i 〈un(k)| ∂kj |un(k)〉 . (1.11)
Intuitively, Berry connection measures change of the wave function
along an infinitesimal step in the k-space. Due to the phase freedom in
the wave function this quantity is not gauge invariant with respect to
the change of the phase of the wave function. In order to obtain gauge
invariant quantity we proceed in the same way as is known from electro-
magnetism and we define field strength tensor as
Fnij(k) = ∂kiAnj (k)− ∂kjAni (k). (1.12)
In this language one can now easily rephrase the original TKNN in-
teger [32]. Firstly, we introduce the Chern number for n-th band of a 2d
system, where BZ denotes the Brioullines zone, ∂R is a boundary of a
region R including possible singularity inAnj (k) at k0 , φn(k) is the phase
factor following from ”gauge” freedom |un(k)〉 → eiφn(k) |un(k)〉 which
is used in order to get rid of a singularity in the region R and by using
Stokes theorem (if there is no singularity in Anj (k) we get trivially zero)
Chn =
1
2pi
∫
BZ
dkxdkyFnxy(k) =
1
2pi
∫
∂R
dk · ∂kφn(k). (1.13)
Because eiφn(k) is a unique function on ∂R, Chn must have integer
value. One then defines total Chern number as a sum through the oc-
cupied states Ch =
∑
En<EF
Chn and this can be connected to Hall con-
ductance as σxy = − e2h Ch. Now we can already obtain non-trivial result
considering time-reversal symmetry in the system. As can be seen from
Eqs. 1.11, 1.12Fnij(k) is odd under time-reversal therefore one obtains that
under time-reversal Ch → −Ch. So we show that Hall conductance is
trivially zero in time-reversal invariant system and non-zero when time-
reversal symmetry is broken by magnetic field. We stress that this anal-
ysis was performed for spinless case, thus it does not imply anything for
quantum spin Hall effect.
From this example we can see that in order to get topologically non-
trivial phases of matter one has to analyze possible topological invariants
of a generic given Hamiltonian considering its dimensionality and sym-
metries. This is a starting point for multiple classification schemes of
topological phases [33, 34].
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In case of topological superconductors, one has to include particle-
hole symmetry essential for the description of superconductors. We start
by considering generic spinless 1d Hamiltonian
H = 1
2
∑
k
(
c†k, c−k
)
H′(k)
(
ck
c†−k
)
H′(k) =
(
ε(k) d(k)
d∗(−k) −ε(−k)
)
. (1.14)
This Hamiltonian can be diagonalized obtaining E(k) =
√
ε2(k) + |d(k)|2
and then recast into the following form, where τ denotes the vector of
Pauli matrices
H(k) = E (k) x (k) · τ , x1 (k) = Re d (k)
E (k)
, (1.15)
x2 (k) = −Im d (k)
E (k)
, x3 (k) =
ε (k)
E (k)
. (1.16)
It follows that x2(k) = 1, therefore x(k) lives on the 2d sphere S2 and
maps the Brillouines zone onto a circle on the sphere. Particle-hole sym-
metry provides constraint d(k) = −d(−k) and thus d(k) = 0 at k = 0, pi.
This has interesting consequences since then x3(0) = x3(pi) or x3(0) =
−x3(pi). In the first case, one gets an image which passes the same pole of
the sphere and can be thus shrunk to a point, in the latter case one gets an
image which passes through different poles and is then not contractible
to a point. So as we see, one obtains two topologically distinct phases
based on the sign on the product ε(0)ε(k).
We will now discuss Kitaevs toy model Hamiltonian [35] of a 1d spin-
less p-wave superconductor, which features topological phase transition.
Model is given by the following Hamiltonian
H = −t
N−1∑
i=1
(
c†ici+1 + h.c.
)
− µ
N∑
i=1
(
c†ici −
1
2
)
−∆
N−1∑
i=1
(cici+1 + h.c.) ,
(1.17)
where ∆, t, µ are real and N is even. This model is in the topological
phase when 2 |t| > |µ| ,∆ 6= 0 and in the trivial phase in the opposite
regime. This can be seen from the same argument as shown before.
Another interesting feature of the topological phases is the so-called
bulk-boundary correspondence. It roughly means that the singularity
coming from the structure of the bulk states is canceled by the presence of
modes localized at the boundaries of the system where the topologically
CHAPTER 1. INTRODUCTION 17
non-trivial system is interfaced with the topologically trivial system (vac-
uum), thus resolving the mismatch in topologies. This can be also seen
in the Kitaev model. In the first step one considers splitting the complex
operators into real and imaginary part as following ci = 12 (γi,1 + iγi,2),
therefore to each physical site we get two operators to represent its states.
If one for simplicity considers now regime µ = 0, t = −∆ > 0 and in-
troduces following operators c˜i = 12 (γi+1,1 + iγi,2), Hamiltonian Eq. 1.17
reduces to H = 2t
∑N−1
i=1 c˜
†
i c˜i. Both trivial and topological phases are de-
picted on Fig. 1.7
Figure 1.7: Pictorial representation of Kitaev model in the trivial phase
(upper figure) and in the topological phase (lower figure) [36]. In the
trivial phase operators defined at the same lattice sites are paired. In the
topological phase operators across sites are paired leaving first and last
γ operators unpaired.
We obtained the sum of N − 1 mutually commuting terms, thus the
ground state is given by c˜†i c˜i = −1. But in that case γ1,1 and γN,2 do not
appear in the Hamiltonian, so it follows that [H, γ1,1] = [H, γN,2] = 0.
This means that we obtained a twofold-degenerate ground state labeled
by iγ1,1γN,2 = ±1 and that both modes have zero energy. These states are
localized at the boundary of the system providing us therefore with an
example of bulk-boundary correspondence in this specific model. In or-
der to further understand the properties of obtained states we introduce
now the notion of Majorana fermion.
Majorana fermion has been proposed by E. Majorana [37] in the con-
text of quantum field theory as the real field solution of the Dirac equa-
tion i~γµ∂µψ − mcψ = 0. Then it follows that ψ = ψ†,m = 0 so the
solutions is massless. Ideal candidates for such states are neutrinos, but
from the recent experimental data we cannot satisfactory conclude nei-
ther their massless property nor the self-conjugation [38]. One can ask
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whether such state would be also possible to obtain in the condensed
matter physics as a quasiparticle excitation.
Obvious systems to look at are BCS supercoductors where particle-
hole symmetry occurs naturally. Here one has two choices in order to
obtain a fermionic state with desired properties. One either has conven-
tional s-wave superconducting pairing of electrons obeying Dirac equa-
tion or exotic p-wave pairing of conventional electrons with parabolic
dispersion. Due to the recent successful realization of the latter class of
systems, we will further focus on systems with p-wave pairing.
We have already discussed Kitaev model, where we found zero-energy
states in the topological phase being ideal candidates for Majorana fermions.
Problem is that such toy model is not easy to realize in the current exper-
iments. We have to look for a more complicated realistic model showing
the same properties, or having Kitaev model as an effective limit. This
was resolved in the seminal paper [39].
It was shown that Majorana fermions can be obtained in systems cur-
rently at hand. Main ingredients are provided by semiconducting NW
with strong Rashba SOI placed on the top of bulk s-wave superconduc-
tor in the presence of magnetic field along the NW. In [40] exact solution
of such realistic model for the Majorana state in the semi-infinite wire
was obtained, so we will now briefly introduce the model and discuss
the results.
Aforementioned hybrid system of semiconducting NW in proximity
to bulk superconductor can be modeled in the continuous limit by the
following Hamiltonian
H = Hkin +HSOI +HZ +HSC, (1.18)
Hkin =
∑
σ
∫
dx Ψ†σ(x)
[
(−i~∂x)2
2m
− µ
]
Ψσ(x), (1.19)
HSOI = −iαR
∑
σ,σ′
∫
dx Ψ†σ(x)(σ3)σσ′∂xΨσ′(x), (1.20)
HZ = ∆Z
∑
σ,σ′
∫
dx Ψ†σ(x)(σ1)σσ′Ψσ′(x), (1.21)
HSC =
1
2
∑
σ,σ′
∫
dx ∆SC(Ψσ(iσ2)σσ′Ψσ′ + h.c.), (1.22)
where m denotes effective mass of the carriers in the 1d NW, µ denotes
chemical potential, αR denotes Rashba SOI coupling constant, ∆Z = gµBB/2,
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where g is the g-factor and µB the Bohr magneton denotes Zeeman gap,
σi are Pauli matrices and finally ∆SC denotes proximity-induced super-
conducting gap in the NW. Solving this Hamiltonian one obtains the fol-
lowing 4 bands as depicted on Fig. 1.8
E2±(k) =
(
~2k2
2m
)2
+(αRk)
2+∆2Z+∆
2
sc±2
√
∆2Z∆
2
sc +
(
~2k2
2m
)2
(∆2Z + (αRk)
2).
(1.23)
Figure 1.8: Energy dispersion of Hamiltonian Eq. 1.18. In the case a) with-
out superconductivity and in the case b) including proximity induced
superconductivity [40].
We see that Rashba SOI causes the splitting of two degenerate spins
and shifts parabolas away from k = 0 where the Zeeman gap is opened.
Once superconductivity is introduced, another so-called exterior gap opens
at kF given by ∆e = 2 |E−(kF )| and the interior gap at k = 0 is renormal-
ized as ∆− = ∆SC −∆Z serving as a gap defining the topological phase
transition. When ∆SC > ∆Z system is in the trivial phase and in the
regime ∆SC < ∆Z is in the topological phase. Therefore, for a system
with boundaries one expects Majorana fermions to be present and local-
ized at the boundaries.
In the regime of strong SOI, which is also experimentally relevant for
the current experiments in InSb NWs, one can also find exact solution for
the Majorana fermion localized at the boundary of a semi-infinite system,
solving first for zero-energy states and then imposing boundary condi-
tion on the edge. This procedure leads to the following Majorana wave
function
ΦM(x) =

i
1
−i
1
 e−k(i)− x −

i eikF x
e−ikF x
−i e−ikF x
eikF x
 e−k(e)x, (1.24)
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with kF = 2kso = 2mαR~2 , k
(e) = ∆SC
αR
, k(i)− =
|∆SC−∆Z |
αR
. From this relations we
can see that Majorana mode has two localization lengths k(e), k(i)− . If one
drives the topological phase transition by changing the magnetic field,
the former scale is fixed and the latter changes depending on how deep
in the topological phase one drives the system, and the deeper in the
topological phase the more Majorana mode is localized.
In order to conclude this section, we would like to mention the latest
results from state-of-the-art experiments in proximitized NWs and show
that provided theoretical model can explain behaviour observed. First
one has to ask how one can probe Majorana modes. As we have seen,
they reside at zero energy therefore one can measure differential con-
ductance in the trivial and topological phase and see if there is a zero-
energy state appearing in the topological phase. Main problem here is
that there are also other zero energy bound states known which are not
Majoranas (like Andreev bound states). One has to then perform addi-
tional checks of how this zero-bias peak behaves with respect to parame-
ters like temperature and external fields. Such transport simulations can
be done within the framework of the presented model.
Latest results [41] performed at 20mK show, that one obtains the zero-
bias peak in the topological phase reaching theoretical quantized value
due to the perfect Andreev reflection 2e
2
h
resolving thus a long-standing
issue of observing such peaks with much lover value due to the dissipa-
tion and quasiparticle poisoning through the soft gap.
CHAPTER 2
Long-range Interaction Between
Charge and Spin Qubits in
Quantum Dots
Adapted from:
Marcel Serina, Christoph Kloeffel and Daniel Loss
“Long-range interaction between charge and spin qubits in quantum dots”,
Phys. Rev. B 95, 245422 (2017)
We analyze and give estimates for the long-distance coupling via float-
ing metallic gates between different types of spin qubits in quantum dots
made of different commonly used materials. In particular, we consider
the hybrid, the singlet-triplet, and the spin-1/2 qubits, and the pairwise
coupling between each type of these qubits with another hybrid qubit in
GaAs, InAs, Si, and Si0.9Ge0.1. We show that hybrid qubits can be capaci-
tively coupled strongly enough to implement two-qubit gates, as long as
the distance of the dots from the metallic gates is small enough. Thus,
hybrid qubits are good candidates for scalable implementations of quan-
tum computing in semiconducting nanostructures.
2.1 Introduction
One of the most promising ways to implement the concept of quan-
tum computation [1] is to use the spins of electrons in quantum dots as
qubits [7]. Quantum dots fabricated in semiconductor nanostructures are
21
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used to confine electrons, which can then be manipulated and measured
by electrical gates [42]. Many generalizations of qubits in quantum dots
have been proposed and explored over the years [6,43,44]. A recent inter-
esting addition is a proposal for a so-called hybrid qubit [45–48] formed
in a double quantum dot (DQD) by different states of three electrons,
where both charge and spin degrees of freedom of the electrons play a
role. Since all types of spin qubits have their specific weaknesses and
strengths, it is useful to ask if one can combine various types of such
qubits to make optimal use of their particular advantages.
Furthermore, to successfully implement quantum computation, scal-
able architectures consisting of many qubits are needed. One of the pos-
sibilities to achieve such a goal is to couple the qubits in quantum dots
over a long distance by using a metallic floating gate [49]. In this pro-
posal, quantum dots could be hundreds of micrometers apart from each
other, coupled in a similar way as electronic components are coupled by
wires.
Here, we extend the proposal of Ref. [49] and study the long-distance
coupling between the newly introduced hybrid qubit [45–48] and other
types of qubits theoretically. For this, we consider two lateral DQDs
[6,26,42,50,51] that are separated so far from each other that tunnel cou-
pling is impossible. A floating metallic gate enables a capacitive coupling
that depends on the positions of the DQDs with respect to the gate and
that can therefore be controlled electrically. We study different host mate-
rials such as Si or GaAs, analyze the dependence of the qubit-qubit inter-
action on several system parameters, and find that strong interactions are
achievable which can be used to implement entangling two-qubit gates
with short operation times.
There are three different qubit combinations we consider. First, we
study the case of two hybrid (H) qubits [45–48]. In the second case, one
DQD contains two and the other DQD three electrons, i.e., one DQD
hosts a singlet-triplet (ST) qubit [50, 52, 53] and the other one a hybrid
qubit. In these two cases a spin-orbit interaction (SOI) is not required,
since the qubit-qubit coupling can be induced solely by the Coulomb in-
teraction and the Pauli exclusion principle. In the third case, we consider
a system where one of the DQDs is singly occupied forming the spin-
1/2 (LD) qubit [7,54] and the second one is triply occupied, i.e., a hybrid
qubit. Each of these three cases will be studied separately. However,
it is important to mention that experimentally it is possible to realize the
different schemes within the very same experimental setup by only mod-
ifying the voltages on the gates.
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The paper is organized as follows. First in Sec. 2.2 we focus on the
H-H and H-ST qubit-qubit couplings in GaAs. Then, in Sec. 2.3 we cal-
culate the H-LD coupling in GaAs, and in Sec. 2.4 we analyze the de-
pendence on the setup geometry and compare all the couplings in four
different semiconducting materials commonly used for the fabrication of
quantum dots, namely GaAs, InAs, Si, and Si0.9Ge0.1. Finally, in Sec. 2.5
we summarize and give some conclusions. A detailed derivation of the
electrostatic coupling via floating gates, the expansion of the electrostatic
potential and details of a used Schrieffer-Wolff transformation are ap-
pended.
2.2 H-H and H-ST coupling
The DQD hybrid qubit, introduced recently in Ref. [46], operates on three
different three-electron-states as illustrated in Fig. 2.1. In order to imple-
ment a universal set of quantum gates, one must be able to couple such
qubits to each other pairwise [55].
The idea pursued here is to couple two such hybrid-qubits over a
(possibly long) distance via a floating gate in the way proposed in Ref. [49]
and to estimate the strength of the resulting coupling between them.
This setup is promising due to its simplicity and scalability and provides
a pathway for implementing large-scale quantum computing architec-
tures. The coupling is mediated through the Coulomb interaction of the
induced charges on the floating gate caused by the charge distributions
in the qubits. As the different states of the hybrid qubit have different
charge distributions (in contrast to qubits based on the spin states of a
single quantum dot when SOI is absent), it is sufficient to take into ac-
count the Coulomb interaction in order to estimate the coupling. Thus,
one may assume that the hybrid qubit is a charge qubit and may disre-
gard the spin degrees of freedom (which are on the other hand important
for the noise and decoherence description).
Following Refs. [49, 56], we now describe the setup analytically. The
induced charge in a disc of the floating gate due to an electron at position
r is
Qind(r) =
2e
pi
arcsin(R/ξr), (2.1)
where e is the elementary positive charge and R is the radius of the disc.
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|0〉 |1〉 |E〉
Figure 2.1: States of the double dot hybrid qubit [45–48]. The logical state
|0〉 is defined as |0〉 = |S〉 |↓〉, where |S〉 is the singlet of the two electrons
in the ground state of the first dot and |↓〉 denotes the electron with spin
down in the second dot. The logical state |1〉 is |1〉 = √1/3 |T0〉 |↓〉 −√
2/3 |T−〉 |↑〉, where |T0〉 (|T−〉) is the two-electron triplet state in the first
dot with spin projection zero (−1) along the quantization axis, and |↑〉
denotes the electron with spin up in the second dot. Our diagram for
|1〉 is a simplified sketch of |T0〉 |↓〉. The state |E〉 = |↓〉 |S〉 depicted on
the right is used as an intermediate state to prepare the logical states.
We note that each of these three states can be written in the simple form
“orbital part × spin part”, because additional corrections are negligible
in our calculations of the coupling strengths.
The ellipsoidal coordinate ξr is given by 1
2ξ2r = R
2 + d2 + x2 + y2 (2.2)
+
√
(R2 + d2 + x2 + y2)2 − 4R2 (x2 + y2).
Assuming that the electron occupies a quantum dot (or DQD in our case)
within the two-dimensional electron gas (2DEG) of a heterostructure,
the vertical distance d between the electron and the disc corresponds to
the distance between the floating gate and the 2DEG, as illustrated in
Fig. 2.2a. The coordinates x and y describe the in-plane position of the
electron, where the origin 0 = x = y was chosen below the center of the
disc.
1We note that ellipsoidal coordinates found in the literature sometimes have differ-
ent underlying definitions. Details about the ξr used here are provided in Ref. [56].
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Figure 2.2: a) Setup consisting of a floating metallic gate (blue) and two
DQDs (red dots). b) Sketch of the confinement potential of a DQD. Here,
a0 is an in-plane distance between the floating gate disc center and the
DQD, d is the vertical distance between the floating gate disc center and
the DQD, R is the radius of the floating gate disc, L is the length of the
section connecting the discs, Rw is the radius of this section (modelled as
a wire), λ is the length of the DQD and l is the distance between the DQD
minima.
When one electron is located near the first disc of the floating metallic
gate and another electron is located near the second disc, the two elec-
trons are electrostatically coupled and the associated potential energy is2
v(r1, r2) =
αqQind(r1)Qind(r2)
8r0R
, (2.3)
where r1 and r2 are the positions of the two electrons with respect to their
nearby disc, 0 is the vacuum permittivity, r is an effective relative per-
mittivity that depends on the details of the setup, and αq = Cd/(Cw+2Cd)
is a charge-distribution factor that is determined by the capacitances Cd
and Cw of the discs and the connecting wire, respectively, of the floating
gate [49]. A detailed derivation of Eq. (2.3) is provided in Appendix 2.A.
In order to obtain an estimate of the interaction we need to model the
charge distributions in the DQDs for the different logical states. Electrons
in the DQDs are trapped inside the two overlapping two-dimensional
(2D) parabolic potential wells (see Fig. 2.2b), thus their orbital states in
each quantum dot are in good approximation the same as the eigenstates
of the 2D simple harmonic oscillator (SHO) [57]. The electron density in
2Our formula differs from the one given in Ref. [49] by a factor of 1/2. For the
details see Appendix 2.A
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a quantum dot, which differs from the charge density only by the fac-
tor −e (electron charge), can therefore be modeled by summing up the
probability densities of the occupied SHO states.
The probability density in the ground state of a SHO is Gaussian and
in the first excited state [58] we have two disjoint peaks shifted with re-
spect to the center of the well to both sides by λ0 =
√
~/(m∗ω), where
~ω is the single-particle level spacing in the quantum dot and m∗ is the
effective mass of the electron. We define λ = l + 2λ0 as the length of the
DQD, where l is the distance between the minima of the potential (see
Fig. 2.2b). Using a model as described above, with 2D continuous charge
distributions in the plane of a 2DEG, we obtain the following expression
for the electrostatic coupling of the two states |i〉, |j〉with electron densi-
ties ρi(r1), ρj(r2),
Vij =
αq
8r0R
(2.4)
×
∫
d2r1
∫
d2r2Qind(r1)Qind(r2)ρi(r1)ρj(r2).
These four-dimensional integrals can be evaluated numerically. How-
ever, in order to gain more insight, we will also evaluate the Vij analyt-
ically by substituting the Gaussian wave functions by delta functions,
thus considering the interaction of point charges.
The electron densities in Eq. (2.4) depend not only on the DQD poten-
tials but also on the positions of the DQDs with respect to the discs of the
floating gate. For our estimate of the feasible coupling strengths, we as-
sume that the two DQDs have the same dimensions and the same relative
positions. More precisely, we choose the two minima of a DQD potential
to lie on the x axis (which can be an arbitrary in-plane direction due to
the circular symmetry of the discs and which may, in fact, be different for
each disc), with the first minimum at x = a0 and the second minimum
at x = a0 + l. The parameter a0 corresponds to the in-plane distance
from the disc center, as sketched in Fig. 2.2. In order to enable two-qubit
gates with short operation times, this distance should be chosen such
that the energies Vij differ strongly when changing the qubit states. In
Ref. [49], it was shown that the floating-gate-mediated coupling between
two charges is most sensitive to small variations in their positions when
the charges are placed below the edges of the discs. Therefore, we set
a0 = R in our model, and in our case of DQDs we choose the dots below
the edges of the discs (x = R) to be the ones whose charge distributions
depend strongest on the qubit states. Our assumptions are illustrated
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in Fig. 2.3, which shows both the point charge approximation and the
continuous charge distribution for a hybrid qubit.
|0〉 |1〉 |E〉
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Figure 2.3: Charge distributions in the logical states of the DQD forming
the hybrid qubit. In the point charge approximation we model the charge
distribution via delta functions localized at the positions (x coordinates)
shown by dotted lines, with the corresponding charges written in multi-
ples of the elementary charge e− = −e. In the numerical integration we
use for the charge distributions the corresponding eigenfunctions of the
parabolic potential.
Now we are prepared to calculate the matrix elements of the electro-
static coupling
V =
∑
m,n
v(rm, rn) (2.5)
between the different states of two DQDs. In Eq. (2.5), the sum over m
and n runs over all possible pairs of electrons that do not occupy the same
DQD and v is the electrostatic electron-electron coupling introduced in
Eq. (2.3). As the Coulomb interaction does not contain any spin opera-
tors, the spins of the states are always conserved. Thus, because the log-
ical states are orthogonal in spin space, we get (where i, j, k, l = 0, 1, E)
〈i, j|V |k, l〉 = δikδjlVkl. (2.6)
The used notation |k, l〉 for a two-qubit state means here that the qubit at
the first (second) disc is in state |k〉 (|l〉). As an example we can write the
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expression for one of the matrix elements in the point charge approxima-
tion as follows
〈0, 1|V |0, 1〉 = v(R− b, R) + 1
2
v(R− b, R + l)
+v(R + b, R) +
1
2
v(R + b, R + l)
+2v(R,R) + v(R,R + l)
+2v(R + l, R) + v(R + l, R + l), (2.7)
where v(x1, x2) denotes the Coulomb interaction of two electrons placed
at the positions x1, x2. The charge in the hybrid qubit is equal to three
elementary charges, thus the sum of the prefactors of all terms in Eq. (2.7)
must be nine.
Due to the aforementioned orthogonality in spin space, projection of
V onto the subspace spanned by the two-qubit states |0, 0〉, |0, 1〉, |1, 0〉,
and |1, 1〉 yields a diagonal 4×4 matrix
V = diag (V00, V01, V01, V11) , (2.8)
where we used V01 = V10. We can construct a two-qubit gate that is equiv-
alent to the CNOT gate up to single-qubit operations as follows [59],
H = Cσz1σz2, (2.9)
eiH
pi
4C = ei
pi
4

1 0 0 0
0 −i 0 0
0 0 −i 0
0 0 0 1
 . (2.10)
When the matrix in Eq. (2.8) is rewritten in terms of Pauli matrices, one
obtains
V =
V00 + V11 + 2V01
4
+
V00 − V11
4
(σz1 + σ
z
2)
+
V00 + V11 − 2V01
4
σz1σ
z
2. (2.11)
The last term in this decomposition enables us to implement the CNOT
gate [7], and from comparison with Eqs. (2.9) and (2.10) we therefore
identify
CH-H =
V00 + V11 − 2V01
4
(2.12)
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as the qubit-qubit coupling in the H-H setup.
We choose the parameters of the setup as follows. For the spatial di-
mensions of the DQDs we assume λ = 250 nm and l = 150 nm, further-
more d = 100 nm for the vertical distance and R = a0 = 4d. We estimate
αq = 0.19 from [49]
αq ≈ 4R ln(L/Rw)
piL+ 8R ln(L/Rw)
, (2.13)
with L = 10 µm and Rw = 30 nm as the length and radius, respectively,
of the thin wire that connects the two discs. Considering GaAs as the
host material, we use r = 13 (the effective value may in fact be smaller,
which would increase the coupling) and note that λ0 = 50 nm and the
effective electron mass result in ~ω ' 0.5 meV. With these values, which
are similar to those in Ref. [49], we obtain CH-H = 2.0 × 10−10 eV from
the point charge approximation, while CH-H = 2.6 × 10−10 eV from the
continuous charge distributions.
Since these results agree very well, we conclude that the numerical in-
tegration is well reproduced by the point charge approximation. One can
significantly increase the coupling by varying the setup parameters. The
coupling is most significantly dependent on the vertical distance d. As-
suming that d = 10 nm can be realized, we are able to obtain a coupling
strength of CH-H = 1 µeV (see Sec. 2.4).
Next we study the interaction between the ST qubit, i.e., singlet-triplet
states of two electrons in the DQD, and the hybrid qubit, i.e., three elec-
trons in the DQD with states |0〉, |1〉, and |E〉, see Fig. 2.3. We assume
the DQD for the ST qubit to be in the strongly detuned regime, thus the
singlet state is effectively a (2,0) charge state and the triplet state is ef-
fectively a (1,1) charge state (excited orbital states of the dots that form
the DQD cannot be occupied). Then we are able to calculate the matrix
elements, for instance
〈S, 1|V |S, 1〉 = 2v(R,R) + v(R,R− b)
+v(R,R + b) + 2v(R,R + l). (2.14)
Proceeding analogously to the case of two H qubits, we find a qubit-qubit
interaction of the form CH-STσz1σz2 , where we obtain CH-ST = 5.5× 10−9 eV
for the point charges and CH-ST = 1.4×10−8 eV for the continuous charge
distributions. As a check of the numerics we additionally calculate the
ST-ST coupling with the continuous distributions and compare it to the
expected value of 10−5–10−6 eV obtained from Ref. [49]. We get [58]
CST-ST = 7.5× 10−7 eV.
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It is then interesting to ask why the obtained H-H and H-ST cou-
plings are much smaller than in the ST-ST case. When we look at the
logical states |0〉 and |1〉 of the hybrid qubit, we can see that the charge
distribution in the second quantum dot is the same in both logical states,
thus the second quantum dot gives us no contribution to the coupling,
in contrast to the states of the ST qubit. Moreover, the charge differ-
ence between the singlet and the triplet states in the single dot is small,
δq = 4.7 × 10−5e according to the calculations in Ref. [60], in contrast to
the charge difference between the singlet and triplet states in the ST qubit
where δq = 2.7× 10−2e.
It is worth mentioning that when we use the state |E〉 instead of |1〉 as
a computational basis state for the hybrid qubit, we obtain much larger
couplings due to the different charge configurations in both wells in the
different logical states. For H-H and H-ST we get about the same cou-
pling strengths, CH-H ≈ CH-ST ≈ 0.1 µeV, which is on the order of what
one would expect for the charge qubit. In the next section we will pursue
this idea further, because in order to implement the H-LD coupling it will
be necessary to work in the |0〉, |E〉 basis.
Finally, we note that a magnetic field is not needed to obtain the H-H,
H-ST, and ST-ST couplings. However, a magnetic field is usually applied
in order to energetically separate the qubit subspace from other states.
The presence of an out-of-plane field, if required, can easily be included
by using states of Fock-Darwin type, whose spatial extent decreases (ef-
fective confinement increases) with increasing field strength [61,62]. When
the magnetic field lies in the plane of the 2DEG, which is the case in most
present-day experiments [45,51,53,63,64] , its effects on the orbital states
are negligible because of the strong and narrow vertical confinement po-
tential. As a consequence, neither magnetic fields nor SOI are important
for the estimates of this section and we can omit them in the calculations.
This is in stark contrast to the LD qubits discussed in the next section,
where the qubit-qubit coupling depends strongly on both the SOI and
the magnetic field.
2.3 H-LD coupling
In this section we want to evaluate the coupling between the hybrid qubit
in a DQD and the LD qubit in a single quantum dot. Given the coordinate
system introduced in the previous section, we assume that the center of
the quantum dot that hosts a LD qubit is located at x = a0 and y = 0.
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For the sake of simplicity in the notation, the coordinate system which
we use in the present section is shifted such that its origin 0 = x = y and
the center of the quantum dot coincide.
The Hamiltonian of the single quantum dot reads
HLD = H0 +HZ +HSOI (2.15)
with
H0 =
p2x + p
2
y
2m∗
+
m∗ω2
2
(
x2 + y2
)
, (2.16)
HZ =
gµB
2
B · σ, (2.17)
HSOI = α (pxσy − pyσx) . (2.18)
The px and py are kinetic momentum operators, g is the effective electron
g-factor, and σ is the vector of Pauli matrices σx,y,z. Let us assume that
the magnetic field lies in the plane of the 2DEG, i.e., B = (Bx, By, Bz) =
B (cosφ, sinφ, 0), where B = |B|. In this case, orbital effects due toB are
negligible and one can simply use px,y = −i~∂x,y. The Zeeman energy
induced by B is EZ = gµBB. The Rashba SOI parameter is defined as
α = ~
m∗λSO
, where λSO is the spin-orbit length. We assume that the SOI is
relatively weak and are interested in the regime 1  |EZ |~ω  λ0|λSO| . (We
allow EZ and λSO to be positive or negative depending on the sign of g
and α, respectively. As these signs, however, cannot affect the absolute
values of the qubit-qubit couplings in our model, the parameters in our
calculations will always be chosen positive.) In order to remove HSOI in
the first order, we can therefore employ a Schrieffer-Wolff (SW) transfor-
mation [61]. The details are described in Appendix 2.B.
The floating gate couples the three electrons forming the hybrid qubit,
labeled by positions r1, r2, r3, to the electron of the LD qubit, labeled by
re, via the potential
V (re, r1, r2, r3) = v(re, r1) + v(re, r2) + v(re, r3) (2.19)
from Eq. (2.5). By expanding this electrostatic potential around the posi-
tions where the confining potential of the dots is minimal, we obtain an
effective term Hint that describes the floating-gate-mediated interaction
between the electrons,
Hint = ηxe(x1 + x2 + x3), (2.20)
η =
αq
8r0R
(
∂Qind
∂x
)2∣∣∣∣∣
rmin
. (2.21)
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The details of this expansion are provided in Appendix 2.C. Remarkably,
the term Hint is equivalent to that of an electric field applied along the
DQD axis, and the strength of this electric field depends on the coordi-
nate xe of the electron in the quantum dot for the LD qubit. We are now
interested in the energy difference
J01 = 〈0|Hint |0〉 − 〈1|Hint |1〉 (2.22)
which Hint causes between the logical states |0〉 and |1〉 of the hybrid
qubit. As sketched in Fig. 2.3, the charge distributions of the states |0〉
and |1〉 differ only in one valley of the DQD, because one of the two elec-
trons that occupy this valley is raised to an excited orbital state when |0〉
changes to |1〉. Consequently, we find J01 = 0 in our model, as it is known
that an electric field applied to a SHO leads to a constant shift of all en-
ergy levels. It has already been proposed [46] to use the state |E〉 instead
of |1〉 to perform a two-qubit gate as the charge difference between those
states is large and one can easily pulse the state |1〉 into |E〉. One finds
that
J0E = 〈0|Hint |0〉 − 〈E|Hint |E〉 (2.23)
is non-zero, as a qubit based on the states |0〉 and |E〉 is effectively a
charge qubit, see Fig. 2.3.
The orbital wave functions of the states |0〉 and |E〉 in the DQD are
well approximated by
ψ0 = ψL(x1, y1)ψL(x2, y2)ψR(x3, y3), (2.24)
ψE = ψL(x1, y1)ψR(x2, y2)ψR(x3, y3), (2.25)
where
ψL(x, y) =
√
m∗ω
pi~
e−
m∗ω
2~ (x
2+y2), (2.26)
ψR(x, y) = ψL(x− l, y). (2.27)
Using these orbital wave functions one gets J0E = −ηlxe/2 which corre-
sponds to an interaction of the form
Hint = −ηlxeτz
4
, (2.28)
where the Pauli operator τz satisfies τz |0〉 = |0〉 and τz |E〉 = − |E〉.
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Finally, we can calculate the H-LD qubit-qubit coupling by consider-
ing the aforementioned SW transformation [61]. As explained in detail
in Appendix 2.B, the antihermitian operators
S1 =
i
λSO
(xσy − yσx) , (2.29)
T1 =
EZλ
2
0
i~2ωλSO
(px cosφ+ py sinφ)σz (2.30)
are chosen such that the eigenstates of the perturbatively transformed
Hamiltonian HLD + [S1 + T1, HLD] are eigenstates of the Pauli opera-
tor σz′ = σx cosφ + σy sinφ, apart from small (higher-order) corrections.
When we apply the same transformation to Hint, keeping in mind that xe
in Eq. (2.28) corresponds to x in Eqs. (2.29) and (2.30), we identify
[T1, Hint] = CH-LDσy′τz (2.31)
as the H-LD coupling. We note that the form of this qubit-qubit coupling
differs from those in Sec. 2.2 because the axes of the Pauli operators σz′
and σy′ = σz are perpendicular to each other. The strength of the H-LD
coupling is
CH-LD =
αqλ
2
0lEZ cosφ
32r0RλSO~ω
(
∂Qind
∂x
)2∣∣∣∣∣
rmin
, (2.32)
and we recall that λ0 =
√
~/(m∗ω).
In this calculation we included Rashba SOI only. One can perform the
SW transformation including both Dresselhaus and Rashba SOIs with
the following modifications. If the magnetic field is in the plane and
if the angle γ between the crystallographic [100] axis and the x axis of
our coordinate system is tuned to pi/4, it then follows from Eq. (B10) in
Ref. [49] that the Dresselhaus SOI coefficient β induces a simple shift of
the Rashba SOI as α˜ = α + β. The same effect can also be achieved by
choosing the in-plane magnetic field along the x axis, regardless of the
value of γ, and in this case we have α˜ = α + β sin(2γ).
2.4 Dependence on setup geometries and host
materials
As evident from Eq. (2.32), we can obtain a stronger H-LD coupling by
using a quantum dot material with a stronger SOI (like InAs). To verify
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this statement, we calculated the couplings for the fixed setup param-
eters mentioned before for different materials, with the following ma-
terial parameters: for GaAs [49] λSO = 2.0 × 10−6 m, m∗ = 0.067me,
~ω = 0.5 meV, r = 13, for InAs [65] λSO = 1.64× 10−7 m, m∗ = 0.023me,
~ω = 1.3 meV, r = 15.15, in Si [66] λSO = 2.6 × 10−5 m, m∗ = 0.26me,
~ω = 0.1 meV, r = 11.7, and for Si0.9Ge0.1 [67] λSO = 2 × 10−5 m,
m∗ = 0.19me, ~ω = 0.2 meV, r = 12.2. We have chosen ω in every
material such that it is experimentally well accessible and keeps λ0 close
to 50 nm. The Zeeman energy is always set to EZ = 0.5~ω. Given
these parameters, the results for the qubit-qubit couplings CH-H, CH-ST,
and CH-LD are listed in Table I. However, the couplings for this setup are
rather small. If we want to further enhance them, we need to consider
smaller geometries. The simplest way is to equally shorten the distance
d, the disc radius R, and the horizontal distance a0 between the centers
of disc and dot, such that a0 = R = 4d is preserved. Reducing R also
results in a small decrease of αq, which however does not dominate the
parameter dependence of the qubit-qubit couplings. As expected from
Eqs. (2.1)–(2.3), the couplings depend strongest on the vertical distance
d between the dots and the metallic gate. To quantify this dependence,
we calculated the couplings again for two smaller setups. In Table II,
we present the results for currently feasible [43] fabrication parameters
with d = 57 nm, R = a0 = 228 nm, and αq = 0.13, and in Table III for
d = 10 nm, R = a0 = 40 nm, and αq = 0.03 to demonstrate the strong de-
pendence on d. The parameters λ = 250 nm and l = 150 nm of the DQD
and the angle φ = 0 of the magnetic field in the H-LD case are always
fixed.
As anticipated, a strong SOI is needed for implementing the H-LD
coupling, which is why the calculated CH-LD in Tables I–III are largest
for InAs. In order to enhance the relatively weak H-LD couplings in Si
and Si0.9Ge0.1, one can add a micromagnet [68–70] to the setup, because
the magnetic field gradient caused by a micromagnet can result in a very
strong effective SOI. Considering the transformation discussed in Sec. 2.3
and Appendix 2.B, one obtains [71–73][
S1,
gµB
2
B · σ
]
=
gµBB
λSO
(x cosφ+ y sinφ)σz, (2.33)
where S1 is the antihermitian operator of Eq. (2.29) andB ·σ = B(σx cosφ
+σy sinφ) due to the in-plane magnetic field. In particular, when we
choose φ = 0 as in our calculations for CH-LD in Tables I–III, the trans-
formed Zeeman term is simply gµBBxσz/λSO, which corresponds to the
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effect of an out-of-plane magnetic field that increases linearly with the
coordinate x. Assuming that the micromagnet provides such a magnetic
field bMMx along the z axis, with bMM as the gradient, the total (effective)
gradient btot is therefore [70]
btot = bMM +
2B
λSO
. (2.34)
Consequently, even if a material does not feature Rashba or Dresselhaus
SOI at all, a spin-orbit length of the order of 2B/bMM can be induced by
a micromagnet (the estimate presented here applies when |λSO|  λ0).
Experimental setups with bMM ∼ 1 T/µm are already well feasible [70],
which results in an effective spin-orbit length λSO ∼ 2× 10−6 m when we
keep our other parameters for the Si and Si0.9Ge0.1 setups unchanged. In
both Si and Si0.9Ge0.1, we find that the considered gradient from the mi-
cromagnet increases the H-LD couplings by an order of magnitude. For
instance, using the setup with d = 10 nm and micromagnets to enhance
the SOI, one can reach CH-LD ∼ 0.5 µeV for Si 2DEGs.
For a comparison of the H-H and H-ST couplings in Tables I–III, it is
important to keep in mind that the materials differ from each other only
in the relative permittivities r and effective masses m∗ in the context of
this calculation. As we chose different values of ω for the different mate-
rials, such that the confinement length λ0 is approximately constant, we
find that the listed values of CH-H and CH-ST are quite similar, because it
is evident from Sec. 2.2 that the couplings CH-H and CH-ST are indepen-
dent of m∗ when λ0 is fixed. Thus, the small differences that remain in
the H-H and H-ST cases between the couplings obtained for the various
2DEGs are solely caused by the small variations in λ0 and the relative
permittivity.
In our analysis of the charge distributions in the states of single and
double quantum dots, we assumed that all wave functions of excited
states have an excited orbital part. In Si, we therefore assume that the
orbital level spacing ~ω = 0.1 meV is smaller than the valley splitting,
which is reasonable because reported valley splittings are of the order
of 0.1–1 meV [29, 74–76]. For instance, Ref. [76] reports an electrically
tunable valley splitting in the range of 0.3–0.8 meV for a quantum dot in
Si/SiO2. Consequently, forming Si quantum dots with sufficiently large
valley splittings is clearly possible (analogous for Si0.9Ge0.1).
At the end of this section, we would like to summarize some impor-
tant dependences of the qubit-qubit couplings on the sample parame-
ters. For the H-H coupling, we can conclude from Eqs. (2.1)–(2.3) that
CHAPTER 2. LONG-RANGE INTERACTION BETWEEN CHARGE
AND SPIN QUBITS IN QUANTUM DOTS 36
CH-H ∼ 1d2 , 1R , and the same applies of course to the H-ST coupling CH-ST.
Moreover, Eq. (2.32) reveals that CH-LD ∼ B,α, ω−2 for the H-LD cou-
pling.
Finally, we wish to emphasize that additional electric gates, which are
used to control and manipulate the qubits in an experimental setup, were
not yet included in our calculations. As shown in Ref. [49], the influence
of these surrounding gates can increase the qubit-qubit couplings by an-
other two orders of magnitude, which makes the hybrid qubit a highly
promising platform for quantum computation.
Coupling C [µeV] InAs GaAs Si0.9Ge0.1 Si
H-H 2.8× 10−4 2.6× 10−4 2.2× 10−4 4.7× 10−4
H-ST 1.3× 10−2 1.4× 10−2 1.3× 10−2 1.9× 10−2
H-LD 3.5× 10−2 3.0× 10−3 2.8× 10−4 3.3× 10−4
Table 2.1: Calculated strengths of the coupling between the three dif-
ferent types of qubits [spin-1/2 (LD), singlet-triplet (ST), and hybrid (H)
qubit] in DQDs for d = 100 nm, αq = 0.19, R = a0 = 400 nm (see Fig. 2.2)
for four different semiconducting materials commonly used for the real-
ization of DQDs. We note that in the H-LD case, the two-qubit gate is
assumed to be performed in the |0〉 , |E〉 basis of the hybrid qubit. In all
these calculations we used the continuous charge densities.
Coupling C [µeV] InAs GaAs Si0.9Ge0.1 Si
H-H 2.7× 10−3 2.6× 10−3 2.2× 10−3 4.5× 10−3
H-ST 6.5× 10−2 7.0× 10−2 6.5× 10−2 9.5× 10−2
H-LD 1.3× 10−1 1.1× 10−2 1.0× 10−3 1.2× 10−3
Table 2.2: Same as in Table I for d = 57 nm, αq = 0.13 and R = a0 =
228 nm.
2.5 Conclusions
We have studied an experimentally realizable setup which allows differ-
ent types of qubits in DQDs to be coupled over long distances. In par-
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Coupling C [µeV] InAs GaAs Si0.9Ge0.1 Si
H-H 3.3× 10−1 3.7× 10−1 3.7× 10−1 4.4× 10−1
H-ST 1.3 1.5 1.6 1.5
H-LD 5.6 4.7× 10−1 4.5× 10−2 5.2× 10−2
Table 2.3: Same as in Table I for d = 10 nm, αq = 0.03 and R = a0 =
40 nm. In this setup, as λ = 250 nm the point charge approximation
would be very imprecise and should not be expected to be comparable
with our results obtained with the continuous densities.
ticular, we have shown that using a metallic floating gate, it is possible
to capacitively couple the hybrid qubit to a single spin 1/2, to a singlet-
triplet qubit, or to another hybrid qubit. First we employed a simple ap-
proximation, where the charge density within the quantum dot is treated
as a point charge distribution, and calculated the couplings between two
hybrid qubits as well as between the ST and the hybrid qubit. Further-
more, we have verified the validity of the point charge approximation by
numerically integrating over the continuous charge distribution within
each quantum dot. Next, we have calculated perturbatively the coupling
between the LD and the hybrid qubit, assuming that the latter is based on
the states |0〉 and |E〉. In order to investigate the influence of the quantum
dot material and the setup geometry, we have calculated the couplings
for the four semiconducting materials GaAs, InAs, Si, Si0.9Ge0.1, and the
three different setups of Tables I–III.
As anticipated, the strongest H-LD coupling is obtained with InAs,
which features the strongest SOI. Nevertheless, as explained in Sec. 2.4,
micromagnets enable a strong, effective SOI (and therefore strong H-LD
couplings) even in materials where the intrinsic SOI is weak, such as Si
or Si0.9Ge0.1.
For setups with a small distance d = 10 nm between the 2DEG and
the floating gate, our calculated H-LD, H-ST, and H-H couplings are of
the order of one microelectronvolt (see Table III), which leads to very fast
two-qubit gates with subnanosecond operation times. In fact, such short
time scales may already be possible with present-day samples (see Ta-
ble II, d = 57 nm), assuming that the qubit-qubit couplings increase by
two orders of magnitude, as simulated in Ref. [49], when all elements of
the sample, especially all the electric gates, are included in the calcula-
tion.
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In conclusion, we showed that hybrid qubits can be very strongly cou-
pled over long distances via floating metallic gates, enabling long-range
two-qubit gates with short operation times and all-electrical control. This
applies to all of the studied materials, including Si and Si0.9Ge0.1. We note
that Ge and Si can be grown nuclear-spin-free and are therefore highly
useful for implementing spin qubits with long dephasing times [51]. Our
results prove that hybrid qubits are a promising platform for quantum in-
formation processing and quantum computation with spins in quantum
dots.
2.A Derivation of the electron-electron
coupling mediated by the floating gate
In this appendix we explain Eqs. (2.1)–(2.3) of the main text in more de-
tail and provide an intuitive picture for the derivation of the electrostatic
electron-electron interaction described by Eq. (2.3).
We consider a thin conducting disc of radius R and assume for now
that it is grounded. When an electron is located nearby, the charge [56]
Qind(r) =
2e
pi
arcsin(R/ξr) (2.35)
is induced in the disc, where e is the elementary positive charge. Defining
the center of the disc as the origin of the coordinate system, the ellipsoidal
coordinate ξr > R is related to the position r = (x, y, z) of the electron
via
2ξ2r = R
2 + x2 + y2 + z2 (2.36)
+
√
(R2 + x2 + y2 + z2)2 − 4R2(x2 + y2),
which corresponds to the solution of
x2 + y2
ξ2r
+
z2
ξ2r −R2
= 1 (2.37)
that satisfies ξr > R [77]. The Cartesian coordinate system was chosen
here such that the disc lies in the x-y plane. It is important to note that
Eq. (2.35) for the induced charge does not change when we allow the
system to be immersed in a dielectric medium with relative permittivity
r. This might initially be surprising, but it becomes easily comprehen-
sible when one keeps in mind that the electrostatic potential due to the
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electron and the induced charge Qind must compensate at the grounded
disc. Keeping Qind fixed, the potential of both the electron and the disc
are inversely proportional to r (which is also seen, for instance, in the
capacitance 8r0R of a disc in a dielectric), and so the solution for Qind
must indeed be independent of the relative permittivity. In our setup
(Fig. 2.2), where vacuum above the floating gates and different layers of
materials may be involved, small corrections to Eq. (2.35) can be expected
which, however, will only have minor quantitative effects on our results.
A detailed derivation of Eq. (2.35) is provided in Ref. [56], using the afore-
mentioned assumption that the disc is grounded. In fact, even though the
attached wire and the second disc of our floating gate correspond to a fi-
nite reservoir, the assumption of a grounded disc is not satisfied because
the floating gate is isolated and so the total charge in the gate must be
conserved. Nevertheless, as explained in the following, Eq. (2.35) can be
exploited to calculate the steady-state charge distribution of the floating
gate.
Given our gate geometry of Fig. 2.2, we now assume that an electron
is brought close to one of the discs, referred to as disc 1. After a very short
(subpicosecond) time [49], much shorter than the typical duration of a
quantum operation on a qubit, the charge distribution in the metallic gate
will have reached a steady state which can be described by the following
simple requirements,
Qd1
Cd
− Qind,1
Cd
=
Qw
Cw
=
Qd2
Cd
, (2.38)
Qd1 +Qw +Qd2 = 0. (2.39)
With Eq. (2.38), we exploit that the floating gate is conducting, and so
the potential at disc 1, the connecting wire, and disc 2 must be the same.
Equation (2.39) arises from charge conservation in the floating gate. The
introduced quantities Qd1, Qw, and Qd2 are the charges in disc 1, the wire,
and disc 2, respectively. The capacitance of the wire is Cw and, assuming
a symmetric gate geometry, each of the two discs has the capacitance Cd.
The term −Qind,1/Cd on the left-hand side of Eq. (2.38) accounts for the
additional potential at disc 1 which results from the external electron.
If Qd1 = Qind,1, this term is exactly compensated, and so Qind,1 can be
interpreted as the charge that would be induced in disc 1 and that would
remain there if the disc were grounded [see also Eq. (2.35)]. Solving the
system of three equations contained in Eqs. (2.38) and (2.39) yields the
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charge distribution in the steady state,
Qd1 = Qind,1
Cw + Cd
Cw + 2Cd
, (2.40)
Qw = −Qind,1 Cw
Cw + 2Cd
, (2.41)
Qd2 = −Qind,1 Cd
Cw + 2Cd
. (2.42)
In particular, defining
αq =
Cd
Cw + 2Cd
, (2.43)
we see from Eq. (2.42) that the electron near disc 1 results in a charge
Qd2 = −αqQind,1 in disc 2.
Next, we analyze the electric potential around the second disc, which
is charged byQd2. When a thin conducting disc with radiusR and charge
Q is surrounded by a dielectric with relative permittivity r, the potential
at a position r = (x, y, z) with ξr > R is
Φ(r) =
Q
4pir0R
arcsin(R/ξr). (2.44)
Again, the ellipsoidal coordinate ξr is given by Eq. (2.36) if the disc lies in
the x-y plane of the chosen Cartesian coordinate system and if the center
of the disc and the origin coincide. The result in Eq. (2.44) is identical
with those provided, e.g., in Refs. [56,78], keeping in mind some proper-
ties of inverse trigonometric functions such as
arcsin(R/ξr) = arctan
(
R/
√
ξ2r −R2
)
(2.45)
and
arcsin(R/ξr) = R
∫ ∞
ξr
dξ
ξ
√
ξ2 −R2 (2.46)
for ξr > R. In our setup, the potential within the material below disc 2 is
therefore well described by
Φ(r2) =
Qd2
4pir0R
arcsin(R/ξr2), (2.47)
where the subscript added to r2 and ξr2 refers to the second disc and
where r may be replaced by an effective value if, e.g., the floating gate
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is located at the sample surface (partially in vacuum) or if the sample
consists of multiple layers.
Finally, we can combine the previous equations and calculate the
electron-electron coupling mediated by the floating gate. Given our re-
sult for Φ(r2), Eq. (2.47), the associated potential energy v of an electron
below disc 2 is simply −eΦ(r2). Referring to the position of the electron
below disc 1 as r1, the combination of Eqs. (2.35), (2.42), (2.43), and (2.47)
yields
v(r1, r2) =
eαqQind(r1)
4pir0R
arcsin(R/ξr2)
=
αq
8r0R
Qind(r1)Qind(r2), (2.48)
which is the result shown in Eq. (2.3) of the main text. We note that the
same result is obtained when one starts the derivation at disc 2 instead of
disc 1, which is also evident from the symmetric form of the final expres-
sion. As a last remark, we mention that this coupling may be interpreted
as
v(r1, r2) ≈ Qind(r1)Qind(r2)
Cw + 2Cd
(2.49)
with the approximation Cd ≈ 8r0R, which simply corresponds to the
product of the induced charges [Eq. (2.35)] divided by the total capaci-
tance of the floating gate.
2.B Schrieffer-Wolff transformation
In this appendix we provide the details of the SW transformation that
was performed in Sec. 2.3 of the main text. We note that this transforma-
tion is often exploited in the literature [49, 61, 71–73].
Given the Hamiltonian in Eq. (2.15) and the regime 1  |EZ |~ω  λ0|λSO| ,
we consider two consecutive unitary transformations in order to remove
the SOI perturbatively,
H ′LD = e
T eSHLDe
−Se−T , (2.50)
S = S1 + . . . , (2.51)
T = T1 + . . . , (2.52)
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where “. . . ” stands for additional terms of higher order. We choose the
form of S1 such that the strongest term of the SOI is eliminated,
[S1, H0] = −HSOI, (2.53)
S1 =
i
λSO
(xσy − yσx). (2.54)
Since
[S1, HZ ] = H
Z
SOI =
EZ
λSO
(x cosφ+ y sinφ)σz,
we have to apply the second transformation such that HZSOI is removed,
[T1, H0] = −HZSOI, (2.55)
T1 =
EZλ
2
0
i~2ωλSO
(px cosφ+ py sinφ)σz. (2.56)
Moreover, as the eigenstates of H ′LD correspond essentially to the eigen-
states of H0 + HZ and because we consider an in-plane magnetic field
B = B (ex cosφ+ ey sinφ), with ei as unit vectors for the respective di-
rections, we introduce new basis vectors ez′ = ex cosφ+ey sinφ, ey′ = ez,
and ex′ = ey cosφ− ex sinφ. Consequently,
σx = σz′ cosφ− σx′ sinφ, (2.57)
σy = σx′ cosφ+ σz′ sinφ, (2.58)
σz = σy′ , (2.59)
and
HZ =
EZ
2
σz′ . (2.60)
2.C Expansion of the interaction potential
When we expand the electrostatic potential in Sec. 2.3 around the po-
sitions of the quantum dots, we follow the approach discussed in Ap-
pendix B of Ref. [49]. In the following, we focus on the expansion of
the term v(re, r1), as the other terms v(re, r2) and v(re, r3) are expanded
analogously.
We assume that the quantum dot that hosts the LD qubit is located
below the edge of one of the metallic discs. Referring to the coordinate
system introduced in Sec. 2.2 (2DEG in x-y plane, origin 0 = x = y below
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the center of the nearby disc), we thus assume that the confining potential
of the quantum dot is minimal at the coordinates x = a0 = R and y = 0.
Analogously, we consider the DQD with the hybrid qubit to be located
below the edge of the other metallic disc. In our model, the coordinates
of the dot that contains two electrons when the hybrid qubit is in the state
|0〉 are x = a0 = R and y = 0. The coordinates of the second dot of the
DQD are x = a0 + l and y = 0. Thus, keeping in mind that the origins
of the coordinate systems for the LD and the hybrid qubit are related to
the respective metallic discs, we find that a minimum of the confining
potential occurs at the position rmin = (a0, 0) = (R, 0) for both qubits.
As we are interested in the qubit-qubit coupling that results from
v(re, r1), we are looking for terms of type xex1, xey1, yex1, or yey1 in the
expansion. All the other terms up to the second power in coordinates
cannot lead to a qubit-qubit interaction. Moreover, as the quantum dots
are displaced by a0 along the x axis only, we find(
∂Qind
∂y
)∣∣∣∣
y=0
= 0. (2.61)
Thus, the expansion up to the second power in coordinates yields
v(re, r1) ≈ . . .+ ηxex1, (2.62)
where “. . . ” stands for all the constant or frequency-rescaling terms that
do not affect the qubit-qubit coupling and
η =
αq
8r0R
(
∂Qind(re)
∂xe
)∣∣∣∣
rmin
(
∂Qind(r1)
∂x1
)∣∣∣∣
rmin
. (2.63)
Thus, due to the assumed symmetry in the setup, the constant η can be
written in the short form
η =
αq
8r0R
(
∂Qind
∂x
)2∣∣∣∣∣
rmin
. (2.64)
After such an expansion of all three terms v(re, r1), v(re, r2), and v(re, r3)
of the interaction potential, we obtain Eqs. (2.20) and (2.21) of the main
text.
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We analyze orbital effects of an in-plane magnetic field on the spin
structure of states of a gated quantum dot based in a two-dimensional
electron gas. Starting with a k · p Hamiltonian, we perturbatively calcu-
late these effects for the conduction band of GaAs, up to the third power
of the magnetic field. We quantify several corrections to the g-tensor
and reveal their relative importance. We find that for typical parame-
ters, the Rashba spin-orbit term and the isotropic term, H43 ∝ P2B · σ,
give the largest contributions in magnitude. The in-plane anisotropy of
the g-factor is, on the other hand, dominated by the Dresselhaus spin-
orbit term. At zero magnetic field, the total correction to the g-factor is
typically 5-10% of its bulk value. In strong in-plane magnetic fields the
corrections are modified appreciably.
44
CHAPTER 3. LATERAL QUANTUM DOT IN A STRONG IN-PLANE
MAGENTIC FIELD 45
3.1 Introduction
Spin qubits in gated quantum dots [6, 7, 26] based in two dimensional
electron gas (2DEG) are now seeing a resurge in interest due to a recent
progress in GaAs [79–84] and, especially, in potentially nuclear-spin-free
materials like Si, [43, 85–91] Ge, [92, 93] and C. [94] Many of the exper-
iments are done applying relatively strong in-plane magnetic fields, in
the order of Teslas. It is a well established fact that such in-plane mag-
netic fields have sizable effects in 2DEGs. [95] It motivated us in Ref. 96
to analyze the effects of the in-plane magnetic fields on the orbital struc-
ture of the quantum dot states. There we laid down the theory for us-
ing such effects as a new spectroscopic tool of quantum dots. The idea
was conceived in Ref. 97, which demonstrated that the shape of quantum
mechanical orbitals of a quantum dot can be inferred in this way. The in-
formation on the quantum dot shape thus acquired was essential for the
experimental quantification of the spin-orbit couplings in Ref. 98, further
demonstrating the power of this tool.
In this article, we extend the investigations of Ref. 96 to the spin struc-
ture of a quantum dot. The spin-dependent corrections due to the orbital
effects of the in-plane field appear, first, as corrections to the spin-orbit in-
teractions, such as Rashba and Dresselhaus terms in GaAs. Importantly,
in the presence of magnetic field additional spin-orbit terms arise, which
are present even in bulk- and interface- inversion symmetric structures.
These, as well as the magnetic-field induced corrections to the inversion-
asymmetry originated ones, are not time reversal symmetric. They can
therefore directly—in the lowest order—change the energy splitting of a
pair of time reversed states (spin ‘up’ and ‘down’ corresponding to the
same orbital). We expect that such energy effects are their most impor-
tant consequence, and therefore mainly restrict ourselves to evaluating
the corresponding renormalization of the g-factor.
We derive a dozen of different terms for the g-factor corrections,
Eqs. (3.43)–(3.50), constituting our main results. They differ in the de-
pendence on the 2DEG width (increase or decrease), magnetic field mag-
nitude (constant, or magnetic-field dependent), and direction (isotropic,
anisotropic and relating to the crystal axes, or anisotropic and relating
to the quantum dot axes), heterostructure interface electric field (depen-
dent, or largely independent on it), and symmetry of the heterostructure
confinement (present only in asymmetric 2DEGs or present also in sym-
metric quantum wells).
There is vast literature concerning g-factor theory and experiments.
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Instead of trying for its overview, we only refer to works which have
direct connection to our results. The g-factor corrections that we cal-
culate here are solely bandstructure (or single particle) effects. They
correspond to experiments with GaAs occupied by a single or a few
particles. [99–101] In another words, our theory does not cover the g-
factor changes arising from the electron–electron interaction-induced ex-
change, [102, 103] which is also modulated by magnetic field, for exam-
ple, through the induced renormalization of the electron mass. [104] Sec-
ond, we also do not analyze the effects of strain, [105,106] assuming that
it is negligible in the lattice matched AlGaAs/GaAs heterostructres. Fi-
nally, we focus on gated dots, where the effects are perturbative, unlike
in self-assembled dots, where they are of order one. [107,108] Among re-
cent works, Ref. 109 is very close to what we do here, and Ref. 110 is also
similar in spirit.
Our results can be exploited in several ways. First, they should be
taken as the theory accompanying the current experiments, which have
in GaAs dots reached resolution required to extract effects of such small
magnitude. [111] Fitting data from such experiments, one could aim at
extracting the k · p parameters, which are still under vivid debate even
in the best known semiconductors. [112] From the point of view of spin
qubits, the inhomogeneities in the g-factor are a primary agent for, on
one hand, spin manipulation and, on the other, coupling to the charge
noise.
The article is structured as follows. In Section II we present the ap-
proach. It is a perturbative calculation introduced in Ref. 96. Here, we
extend it by spin-dependent terms arising up to the fourth order in a k · p
theory for the Γ6 conduction band of a zinc-blende crystal with Td sym-
metry. Section III exemplifies how the spin-dependent effects arise due
to the in-plane field orbital effects, and motivates approximations that
we adopt for the rest of the calculations. Section IV lists and analyses
the diagonal corrections to the g-tensor for a purely in-plane magnetic
field. We delegate calculation details and additional material to appen-
dices. Appendix 3.A lists the off-diagonal components of the g-tensor.
Appendix 3.B contains detailed derivations of all the g-tensor corrections
using the third order perturbation theory. Appendix 3.C lists dimension-
less constants which enter the results. Appendix 3.D discusses the g-
factor corrections for a symmetric quantum well. Appendix 3.E shows
an example for the g-factor corrections quadratic in the magnetic field.
Appendix 3.F estimates the leading correction of higher order in spin-
orbit constants, showing that they are indeed negligible compared to the
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leading order ones that we discuss in the main text.
3.2 Definitions and methods
We now introduce the method. It is a straightforward extension of the
approach explained in detail in Ref. 96, so we only recapitulate it shortly.
It starts with a three dimensional Hamiltonian of the heterostructure,
H = T (P) + V (R) +HZ, (3.1)
which comprises the kinetic, potential, and Zeeman terms. The kinetic
energy operator T is a function of the kinetic momentum
P = −i~(∂x, ∂y, ∂z) + eA, (3.2)
where e is the proton charge, and the vector potential A is due to the
magnetic field B = (Bx, By, Bz). The confinement potential V (R), is due
to gates and material composition, as specified below.
We consider a structure grown along a crystallographic axis, denoted
by zˆ ≡ [001], which we in further call the out-of-plane axis. The remain-
ing two crystallographic axes are denoted by xˆ ≡ [100] and yˆ ≡ [010], and
are called in-plane. To simplify some formulas below, we additionally
denote the in-plane components of the magnetic field as b ≡ (Bx, By)
and denote the angle that b makes with xˆ as φ. With this notation, we set
the unperturbed part of the three dimensional Hamiltonian as
H0 = hz + h2D. (3.3)
It defines the basis for the perturbative calculations below. The unper-
turbed part is chosen separable in the in-plane and out-of-plane coordi-
nates. Next, we describe these two parts in further detail.
Unperturbed part defining the basis
The unperturbed Hamiltonian for the heterostructure growth direction,
along the unit vector zˆ, is1
hz = −∂z ~
2
2m(z)
∂z + Θ(z)eEextz + Θ(−z)V0, (3.4)
1We stick here to the triangular heterostructure confinement in Eq. (3.4) and do not
discuss in the main text, for the sake of brevity, other confinement types considered in
Ref. 96. We give results for a symmetric confinement in App. 3.D.
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where Θ(z) is the Heaviside step function, V0 is the offset of the con-
duction bands of the constituent materials (we specify to AlxGa1−xAs,
referred to as material A, and GaAs, referred to as material B), Eext is the
interface electric field, and the position-dependent effective mass is
m(z) = Θ(−z)mA + Θ(z)mB. (3.5)
The spectrum of hz defines the subbands, denoted by |α〉 with the cor-
responding energies Eα. We use Greek indexes for subbands, with the
ground state belonging to subband α = 1, while α = 2 is the lowest
excited subband, and so on.
Since the position dependence of the mass does not lead to spin-
dependent effects, we approximate it by a constant within each subband,
being 〈m(z)〉α. The overline is defined as the average within the sub-
band,
〈O〉α ≡ 〈α|O|α〉, 〈O〉αβ ≡ 〈α|O|β〉, (3.6)
and we also introduced the latter notation for further convenience. For
the lowest subband, we set 〈m(z)〉α ≈ mB ≡ m. In another words, even
though we take the effects of mass inhomogeneity into account when
constructing the basis, we do not include it among the considered per-
turbations.2 With that, we define the nominal width lz of the 2DEG by
eEext ≡ ~2/2ml3z , (3.7)
that is, lz is a quantity with the dimension of the length defined by the
surface electric field and the effective mass.
The in-plane part of H0, which defines the quantum dot, is taken with
an anisotropic harmonic confinement
h2D =
p2
2m
+
~2
2m
(
x2d
l4x
+
y2d
l4y
)
. (3.8)
Here, the confinement potential is expressed in the dot coordinates de-
fined by unit vectors xˆd and yˆd, which are rotated with respect to the
crystallographic axes xˆ and yˆ by an angle δ. The in-plane momentum
contains the orbital effects due to the out-of-plane component of the mag-
netic field Bz,
p = −i~(∂x, ∂y) + eBz
2
(−y, x). (3.9)
2The corrections resulting from such terms are expected to be much smaller than the
terms denoted gz (see below), which are of similar origin and which are subdominant.
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The spectrum of h2D is equivalent to two independent linear harmonic
oscillators with excitation energies Ex and Ey. For Bz = 0 the two ener-
gies are given by Ex/y = ~2/ml2x/y, while the symmetric case lx = ly cor-
responds to the well known Fock-Darwin spectrum. The general case of
Bz 6= 0 and lx 6= ly can be also solved straightforwardly. [113–115] We use
Roman indexes for the eigenstates of h2D, called in-plane (orbital) states.
We denote their wave functions by |i〉 and the corresponding energies
by Ei. The two harmonic oscillators quantum numbers corresponding to
this state are denoted as n(i)x and n
(i)
y .
The basis functions in the three dimensional space are defined as ten-
sor product of the out-of-plane and in-plane terms, |αi〉 ≡ |α〉 ⊗ |i〉. The
corresponding energies are Eαi ≡ Eα + Ei. For further convenience, we
define the aspect ratio η, as the ratio of the in-plane and subband energy
spacings, η = min(Ex, Ey)/Ez. For dots based on 2DEG, η is a small pa-
rameter. The geometry is summarized in Fig. 3.1.
Unperturbed Zeeman energy
At finite magnetic fields, the leading spin-dependent interaction in Eq. (3.1)
is the Zeeman term
HZ =
g(z)µB
2
B · σ, (3.10)
where the vector of Pauli matrices σ = (σx, σy, σz) is the electron spin
operator, µB is the Bohr magneton, and the g-factor
g(z) = Θ(−z)gA + Θ(z)gB, (3.11)
is z-coordinate dependent, similarly to the effective mass. Taking the
expectation of Eq. (3.10) in a chosen subband, the spin structure of the
basis state |αi〉 is described by
H
(α)
Z =
〈g(z)〉αµB
2
B · σ. (3.12)
In Fig. 3.2, we plot the g-factor averaged in the lowest subband as a func-
tion of the 2DEG width. Decreasing the width, the g-factor value departs
from the bulk GaAs value towards the AlxGa1−xAs value, due to the pen-
etration of the wave function into the barrier material. This effect is well
known [116] and allows for an electrically tunable g-factor through de-
signed material composition. [117, 118]
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Figure 3.1: The setup schematic. The quantum dot (pink ellipsoid) is cre-
ated by gates (not shown) in the two-dimensional electron gas (2DEG).
The latter is a quasi-two-dimensional plane perpendicular to zˆ ≡ [100]
axis and has a nominal width lz. The axes of the quantum dot potential,
xˆd and yˆd, are rotated by an angle δ with respect to the crystallographic
axes xˆ ≡ [100] and yˆ ≡ [010]. The magnetic field vector B has the out-
of-plane component Bz and the in-plane component b. The parameter φ
denotes the angle of the b with the xˆ axis.
At this level of description, all states in a given subband have identical
and isotropic g-factor. However, unlike for the mass dependence, we
include difference between the exact and the averaged interaction,
Hz = HZ −H(α)Z , (3.13)
among the perturbations considered below.
Spin-independent perturbation
The perturbationH−H0 comprises the spin-independent and spin-dependent
part. The first consists of the following terms
H ′B =
e
m
a|| · p + e
2
2m
a2|| ≡ H ′1 +H ′2, (3.14)
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Figure 3.2: The lowest order approximation to the g-factor, showing the
value of 〈g(z)〉α for the lowest subband, α = 1. The lower and upper
x-axis shows, respectively, the nominal width of the 2DEG, and the in-
terface electric field. They are related by eEext = ~2/2ml3z . Inset: 〈g(z)〉α
plotted for a larger range of the interface electric field Eext (the inset x
axis, given in V/µm). We show the electric field range for which at least
one subband [a localized eigenstate of Eq. (3.4)] exists. The blue curve in
the inset is the same as the blue curve of the main panel. We calculate the
term numerically, solving for eigenstates of the triangular confinement
potential with a finite conduction band offset δEc = EAc −EBc = 300 meV.
We also use mA = 0.092me, and mB = 0.067me with me the free electron
mass.
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which appear due to the vector potential corresponding to the in-plane
magnetic field
a|| = (z − z0)(By,−Bx). (3.15)
In Ref. 96, we have shown what are the effects of this perturbation on the
orbital structure of the quantum dot, that is, how the states |αi〉 change.
We found that the changes scale with the flux due to the in-plane field
Φ =
e
~
√
B2x +B
2
y λ
2
z, (3.16)
serving as the small parameter of the perturbation theory. The flux de-
pends on the effective 2DEG width, [95]
λ4z = 2
∑
β 6=α
~2
m
|zαβ|2
Eβ − Eα , (3.17)
the behavior of which was analyzed in detail in Ref. 96.
Spin-dependent perturbations
In this article we are concerned with the effects of the in-plane magnetic
field on the spin, rather than orbital, structure of the states. Such an
analysis requires to expand the model by further spin-dependent inter-
actions. To this end, we adopt the Ogg-McCombe Hamiltonian, [119,120]
which can be derived by the method of invariants. Namely, it comprises
terms allowed by the Td symmetry group for the Γ6 conduction band
around its minimum at the wavevector k = 0, up to the fourth order
in the components of the kinetic momentum operator P. [121] We use
the coefficients of the invariant expansion terms that were obtained in
the fourth order perturbation of the k · p theory including 14 bands [23]
(counting also degeneracies and spin; if each at k = 0 degenerate sub-
space is counted as one ‘level’, it is also called the 5L model [122]). This
perturbative approach has been previously shown adequate in describ-
ing the conduction band g-factor in quantitative agreement with exper-
iments. [123, 124] We now list the spin dependent terms of the Ogg-
McCombe Hamiltonian.
We first take the ‘standard’ spin-orbit interactions. They comprise
two terms, the bulk (Dresselhaus) term and the interface (Rashba) term.
The former is
HD =
γc
2~3
(
σx
{
Px, P
2
y − P 2z
}
+ σy
{
Py, P
2
z − P 2x
}
+ σz
{
Pz, P
2
x − P 2y
})
,
(3.18)
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where γc is a material constant, and the curly brackets denote the anti-
commutator. The latter is
HR =
αR(z)
~
(σyPx − σxPy) , (3.19)
where the pre-factor is well approximated by [125]
αR(z) = α0eEext + βBAδ(z), (3.20)
with α0, and βBA being material constants, expressed through the band-
structure parameters by formulas given in Ref. 96 [see Eqs. (C2) and (C6)
therein].
The above spin-orbit terms are the leading spin-dependent correc-
tions present at zero magnetic field. At finite magnetic fields, additional
terms appear. As they do not have established names, we use the nota-
tion from Ref. 23. The first term is isotropic in both spin and momentum
separately,
H43 =
eγ43
~3
P2(B · σ). (3.21)
The next two terms are anisotropic,
H44 =
eγ44
2~3
[
({Px, Py}By + {Px, Pz}Bz)σx
+ ({Py, Pz}Bz + {Py, Px}Bx)σy
+ ({Pz, Px}Bx + {Pz, Py}By)σz
]
,
(3.22)
and
H45 =
eγ45
~3
(
P 2xBxσx + P
2
yByσy + P
2
zBzσz
)
. (3.23)
In the above, γ43, γ44, and γ45 are material dependent constants which
are expressed through the bandstructure parameters in Refs. 23,126. The
terms in Eqs. (3.21)–(3.23) have been essential to understand the depen-
dence of the g-factor on the 2DEG width quantitatively, as well as to ex-
plain the anisotropy of the g-factor for magnetic fields in plane compared
to magnetic fields out of plane. [123,124,127–129] Whereas for the first ef-
fect, H43 is the most important addition to the wave-function penetration
effect shown in Fig. 3.2, H45 explains the in-plane versus the out-of-plane
anisotropy upon noting that the heterostructure confinement makes the
expectation value of the momentum operator components strongly dif-
ferent, 〈P 2z 〉  〈P 2x,y〉. The related light and heavy hole splitting by the
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confinement can be seen as the physical origin of this type of conduction
g-factor anisotropy. [124, 130]
In presence of both the electric and magnetic fields, an additional term
arises, [131] which is not contained in the original Ogg-McCombe Hamil-
tonian. With an out-of-plane electric field and an in-plane magnetic field
(the case to which we restrict ourselves below), this term is
H47 =
e2γ47E(z)
~
(Byσx +Bxσy), (3.24)
where we use
E(z) = Eext +
βBA
eα0
δ(z), (3.25)
for the position dependent electric field, in analogy with Eq. (3.20).
We use the following material parameters for A = AlxGa1−xAs with
x = 0.3 and B = GaAs. The effective masses [132] mA = 0.092me,
mB = 0.067me, the g-factors gA = 0.46, gB = −0.44, [127] the spin-
orbit strengths γc = −10.6 eVA˚3, [133] α0 = −5.15 A˚2, [65] βBA = −1.22
eVA˚2. [125] For the remaining coefficients we take3 γ43 = 493 eVA˚4,
γ44 = −433 eVA˚4, γ45 = 58 eVA˚4, [126] and γ47 = −5.2 A˚3. [109]
Let us make the following comments for completeness. First, we do
not include terms quartic in momenta in the Ogg-McCombe Hamilto-
nian (anharmonic and warping terms) as they do not directly couple to
spin. They would change the basis (both the subbands and the in-plane
orbital states), which would lead to minor renormalization of the numer-
ical factors (c and η below). Second, we do not consider the z-dependence
of the k · p coefficients γ and take them as constants. On the one hand,
these parameters do have different values in different materials, so that
the penetration of the wave function into material A will renormalize
them similarly to the g-factor and the effective mass. However, since the
material values of these parameters have large uncertainties, their renor-
malization is of little practical consequence. Of interest here would be
effects coming solely from their spatial dependence, which would be de-
scribed by terms analogous to Hz in Eq. (3.13). As we find below, the
3There seems to be an inconsistency or a typo in Refs. 23, 126, 134. Namely, trans-
forming a43, a44, and a45 in Table 2 of Ref. 126 into their dimensionful form, we get
γ43/4/5 as given here, in line with Ref. 109. However, using Table 3 of Ref. 23 directly
with the band parameters in Ref. 134 we get γ43 = 1080 eVA˚4, γ44 = −676.9 eVA˚4, and
γ45 = 78.01 eVA˚4. We do not pursue the difference further, being of the order of one,
which is not relevant for our purposes, and take the set with smaller values overall, as
a conservative choice.
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latter is negligible (it generates terms gz in Fig. 3.5), which a posteriori
justifies taking γ’s as constant. Third, the one spin-orbit constant which
we do not take constant in space is the Rashba coefficient. It is because
it contains an explicit “interface” contribution, the δ-function term in
Eq. (3.20). In principle, more interface contributions arise, corresponding
to higher-order terms (in the electric field and in the momentum compo-
nents) in the k · p theory. For example, Ref. 135 evaluates an additional
interface term, similar in form to the Dresselhaus term. Nevertheless, the
authors of that work find that unless the quantum well is very narrow,
in GaAs the interface-Dresselhaus term is much smaller than the bulk-
Dresselhaus term, justifying our choice again.4
The zeroth order spin-orbit interactions
Since our calculations rely on the expansion in the powers of the in-plane
magnetic field, it is useful to introduce notation which explicitly reflects
it. Namely, for the bulk Dresselhaus Hamiltonian, we denote as Hd,n
the term proportional to (b)n. It can be calculated using the following
recursive formula,
Hd,n = HD(b = 0), if n = 0, (3.26a)
Hd,n =
1
n
[ e
i~a|| · r, Hd,n−1], if n > 0. (3.26b)
The highest non-zero term is with n = 3. For the Rashba term, the same
formulas can be used, though the terms beyond the linear one, n = 1, are
zero. The formula can be used also for the momentum dependent part of
H43,44,45, but we will not use such expressions explicitly. Rather, our main
goal here is to connect to the standard notation for the spin-orbit terms
without the orbital effects of the in-plane magnetic field. Namely, the
lowest order spin-orbit interaction for subband α is obtained by taking
the subband average of the b-independent terms,
H
(α)
d ≡ 〈Hd,0〉α, H(α)r ≡ 〈Hr,0〉α. (3.27)
4The interface terms are important in silicon conduction band, [136] where the bulk
spin-orbit coupling is very weak. See the introduction of Ref. 135 for an overview of the
relevant literature on the interface spin-orbit terms.
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In this way, we get the standard expressions of the linear-in-momenta,
and the cubic-in-momenta terms,
H
(α)
d =
γc
~3
〈p2z〉α
(
− σxpx + σypy
)
+
γc
2~3
(
σx
{
px, p
2
y
}− σy {py, p2x}), (3.28)
for the Dresselhaus term, and the linear-in-momenta terms,
H(α)r =
〈αR(z)〉α
~
(
σypx − σxpy
)
, (3.29)
for the Rashba term.
3.3 The perturbation theory
We now explain our perturbation calculation. We aim at deriving spin-
related corrections to the effective two-dimensional Hamiltonian for a
given subband α, reflecting the influence of the orbital effects of the in-
plane magnetic field. To this end, we treat H0, Eq. (3.3), as the unper-
turbed part, and the rest as the perturbation,
H ′ = H ′B +H
′
S. (3.30)
It comprises the spin independent part, Eq. (3.14), and
H ′S = HD +HR +HZ +H43 +H44 +H45 +H47, (3.31)
the spin dependent terms.
Our results below list corrections which are linear in H ′S , and up to
the third order in the in-plane magnetic field b. However, to explain the
essence of the approach, let us first consider a simplified case. Namely,
up to the second order in the perturbation H ′, the matrix elements of the
effective Hamiltonian for the α-th subband are given by [22]
H
(α)
ij = 〈αi|H ′|αj〉+
1
2
∑
βk
′〈αi|H ′|βk〉
× 〈βk|H ′|αj〉
(
1
Eαi − Eβk +
1
Eαj − Eβk
)
.
(3.32)
The summation is over all β and k except two pairs, (βk) 6= (αi), and
(βk) 6= (αj). The formula is generalized to higher order and adjusted
for our case in Appendix 3.B. For now, we look at terms arising in the
simplified case described by the previous equation.
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Two examples of the effective spin-orbit interaction
We now proceed with the evaluation of the effect on the spin beyond
the lowest order term given in Eq. (3.12). We first present two examples,
with which we motivate simplifications that we adopt in further steps
to keep the results tractable. In both of these examples, we calculate the
correction proportional to the first order of Hd,1, so that it is linear in γc,
and linear in b. Let us first consider the β = α terms in Eq. (3.32) (we
called such terms intra-subband in Ref. 96). We get
H
(α)
d,1 (intra) = 〈Hd,1〉α− [
e
i~
〈
a||
〉
α · r, 〈Hd,0〉α]
= − eγc
2~3
(Bxσy +Byσx)
× (〈{z − z0, p2z}〉α− {〈z − z0〉α, 〈p2z〉α}) .
(3.33)
This is the g-tensor correction derived in Ref. 137. We make two simplifi-
cations based on this expression. First, we specify to the gauge z0 = 〈z〉α
and denote ∆z = z − 〈z〉α. This choice makes the commutator term in
Eq. (3.33) zero, as well as analogous commutators in higher order terms,
since their role is only to assure the gauge invariance of the result.5 Sec-
ond, we regroup the Pauli matrices into the following combinations,
Bxσy +Byσx = sin(2φ)σ · b− cos(2φ)σ · (b× zˆ) . (3.34)
The effective magnetic field defined by the second term is perpendicu-
lar to the effective magnetic field corresponding to the unperturbed Zee-
man term, Eq. (3.12). As long as all the corrections are small (with re-
spect to the unperturbed Zeeman energy), which is the case here, this
off-diagonal term will only perturb the energy in the second order in its
magnitude, which is beyond the perturbation order that we work in. The
only consequence of the second term is a slight deflection (typically by
less than 1◦) of the quantization axis of the eigenstate spinor, an effect
not of interest here.6 We therefore neglect below such off-diagonal terms.
5The choice z0 = 〈z〉α makes the subband-averaged vector potential zero,
〈
a||
〉
α =
0. Should the general expressions be of interest, it is simplest to generate them by
Taylor expanding the following identity H
(
p + e
〈
a||
〉
α
)
= U†H(p)U , with U =
exp
(
i
~e
〈
a||
〉
α · r). We note in passing that our gauge choice is different from the one
adopted in, for example, Refs. 138, 139.
6The off-diagonal terms would be relevant for the electric-dipole spin-resonance, if
the field generating them is driven. We leave the analysis of electric manipulations for
future work.
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Equation (3.33) is then reduced to a contribution to the g-factor
g
(α)
d,0 (intra) = −
λd
λz
c
(α)
1 sin(2φ). (3.35)
We parametrized the Dresselhaus constant by a length
λd =
4γcme
~2
, (3.36)
with me the electron mass in vacuum, and
c
(α)
1 =
λz
2~2
〈{∆z, p2z}〉α, (3.37)
is a dimensionless factor. Both are plotted in Fig. 3.4, and will be dis-
cussed below together with other terms of similar nature arising from
other contributions.
Let us now take the β 6= α terms in Eq. (3.32), called also inter-
subband, corresponding again to the correction proportional to Hd,1. We
get
H
(α)
d,1 (inter) =
eγc
m~3
∑
β 6=α
1
Eα − Eβ zαβ 〈p
2
z〉 βα
× {(Bypx −Bxpy) , (−σxpx + σypy)} .
(3.38)
Unlike in Eq. (3.33), the effective Hamiltonian now contains both spin
and in-plane momentum operators, and is thus an effective spin-orbit
interaction. It inherits the angular anisotropies from the original spin-
orbit interactions, as well as the reference to the direction of the magnetic
field. One should therefore expect anisotropies in, for example, the corre-
sponding spin relaxation rates, [140] or the electric-dipole spin resonance
amplitudes, [141] which are different to the anisotropies corresponding
to the zeroth order spin-orbit fields. Even though the detailed analysis is
beyond the scope here, we expect that this effect is minor. Namely, the
most important attribute of these higher order ‘spin-orbit’ interactions
is that, being generated by a magnetic field, they are not time-reversal
symmetric. Unlike the zeroth order ones, they can therefore contribute
to the g-factor in the lowest order, as we have seen already for Eq. (3.33).
We therefore restrict ourselves to evaluating only this leading-order cor-
rection to the energy, by taking the expectation value in the unperturbed
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orbital eigenstate i of the subband α. Equation (3.38) then reduces to a g-
factor correction [taking again only the diagonal part, similar to the first
term in Eq.(3.34)]
g
(α,i)
d,0 (inter) =
λd
λz
c
(α)
2
(
−η(i)+ sin(2φ) + η(i)− sin(2δ)
)
, (3.39)
with c2 another dimensionless constant (all these constants are listed in
Appendix 3.C). The presence of the momentum operators in Eq. (3.38)
makes this correction, unlike the one in Eq. (3.35), dependent on the in-
plane size and orientation of the dot, through
η
(i)
± =
λ2z
2~2
〈i|(p · xˆd)2 ± (p · yˆd)2|i〉. (3.40)
Quite naturally, the part which does not refer to the dot orientation [the
first term in the bracket in Eq. (3.39)] is proportional to the quantity char-
acterizing the average size, η+, while the part which refers to the dot
orientation [the second term in the bracket in Eq. (3.39)] is proportional
to the orbital asymmetry, η−, of state i. For illustration, assuming zero
out-of-plane magnetic field, and neglecting here the small effects of the
effective mass renormalization, [96] these two parameters become
η
(i)
± =
λ2z
2l2x
(
n(i)x +
1
2
)
± λ
2
z
2l2y
(
n(i)y +
1
2
)
, (3.41)
where the quantum numbers correspond to the state i, as defined below
Eq. (3.9). Specifying further to the ground state, we got
η
(ground)
± = λ
2
z(l
−2
x ± l−2y )/4. (3.42)
For a dot which is circularly symmetric in the 2DEG plane, the basis can
be always chosen such that η(i)− = 0 for all i. For a general dot, these
two factors fulfill η− . η+ ∝ η, so that they are small, of the order of the
aspect ratio.
What is calculated: corrections to the g-factor
Based on the two presented examples, we now set our goals for the cal-
culations, organization of the results, and their analysis. We aim at the
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corrections to the g-factor7 for a chosen subband α and orbital state i, ob-
tained as the expectation value of the effective spin-orbit interaction gen-
erated by the in-plane field in this specific state. We restrict ourselves to
the lowest order inH ′S , or, loosely denominating the prefactors in various
terms ofH ′S with a common name, in spin-orbit couplings. We choose the
simplest gauge, z0 = 〈z〉α, and assume zero out-of-plane magnetic field
for simplicity. Finally, we calculate the corrections up to the third order in
the in-plane field, which is the highest order of the magnetic field appear-
ing in H ′S , Eq. (3.31). Note that it requires to include also the third order
perturbation terms, going beyond Eq. (3.32), as explained in Appendix
3.B.
Proceeding in this way, we are therefore neglecting terms being higher
order in spin-orbit couplings (we estimate the largest such in Appendix
3.F and show that they are very small), terms of higher than the third or-
der in the magnetic field, and terms admixing different in-plane orbitals.
We calculate also the off-diagonal g-tensor components, but give them
only in Appendix 3.A. In the derivations, we neglect the in-plane with
respect to the subband excitation energies, which brings in the derived
formulas an error of the order of η, the aspect ratio.
In the derived expressions, we are interested in several aspects. The
most important question is, how large corrections to the g-factor should
one expect upon applying an in-plane field. However, the simple magni-
tude comparison is not all, as the arising terms differ qualitatively in the
dependence on: the magnetic field magnitude (either constant or grow-
ing quadratically with the in-plane field), the 2DEG width (both increase
and decrease with λz are possible), the heterostructure symmetry (several
terms do not arise in a symmetric quantum well), and the magnetic field
orientation (the terms are either isotropic, or anisotropic but independent
on the dot orientation, or dependent on it).
3.4 Results for g-factor corrections
We now list the obtained results. We first list the individual corrections,
originating in the respective terms of the spin-orbit Hamiltonian. After
that, we comment on the components of the corrections, which shed light
7The g-factor will be a function of the magnetic field and we understand it here
as the ratio of the Zeeman energy and the magnetic field. Its value at B = 0 is to be
understood as measured in the limit B → 0, rather than directly at B = 0.
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on the overall scales and tendencies. Finally, we present the total g-factor
correction, a sum of all contributions.
Individual corrections
Here, we list the individual terms. The left hand side of each equa-
tion gives the g-factor correction gx,n where x denotes the origin of the
term, with x = d for the Dresselhaus term, x = r for the Rashba term,
x = 43 − 47 for the corresponding Hx, and x = z for Hz. The integer n
denotes the power of the magnetic field on the right hand side. To sim-
plify the notation, we omit the subband index α and orbital state index
i. On the right hand side, the subband dependence enters through the
dimensionless factors c, such as the one in Eq. (3.37), and the orbital-state
dependence enters through the factors η(i)± , defined in Eq. (3.40).
The contributions from the Dresselhaus interaction are
gd,0 =
λd
λz
(
(−c1 − c2η+) sin(2φ) + c2η− sin(2δ)
)
, (3.43a)
gd,2 =
λd
λz
Φ2
(
[c3 − c5 + (3c4 − c6 + c14)η+] sin(2φ)
−(3c4 + c14)η− sin(2δ)
−c4η− cos(2φ) sin(2φ− 2δ)
+c6η− sin(2φ) cos(2φ− 2δ)
+c1c16 sin(2φ)[η+ − η− cos(2φ− 2δ)]
)
. (3.43b)
The contributions from the Rashba interaction are
gr,0 = −ξr
(
c10 − 4c11[η+ − η− cos(2φ− 2δ)]
)
, (3.44a)
gr,2 =
λz
λr
Φ2
(
c4 + c7[η+ − η− cos(2φ− 2δ)]
)
−ξrΦ2
(
c12 + (3c13 + c15 − c10c16)
×[η+ − η− cos(2φ− 2δ)]
)
. (3.44b)
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The contributions from H43 are
g43,0 =
λ243
λ2z
(
c17 + 2η+
)
, (3.45a)
g43,2 =
λ243
λ2z
Φ2
(
c18 + c20 + (4c19 + 3c21 − c17c16)
×[η+ − η− cos(2φ− 2δ)]
)
. (3.45b)
The contributions from H44 are
g44,0 =
λ244
λ2z
η− sin(2φ) sin(2δ), (3.46a)
g44,2 = −λ
2
44
λ2z
Φ2
(c18
4
[1− cos(4φ)] + 2c19 sin(2φ)
×[η+ sin(2φ)− η− sin(2δ)]
)
. (3.46b)
The contributions from H45 are
g45,0 =
λ245
λ2z
[η+ − η− cos(2φ) cos(2δ)], (3.47a)
g45,2 =
λ245
λ2z
Φ2
(c18
4
[1− cos(4φ)] + 2c19 sin(2φ)
×[η+ sin(2φ)− η− sin(2δ)]
)
. (3.47b)
The contributions from H47 are
g47,0 =
(λ347
l3z
− λ
′
47
λz
c22
)
sin(2φ), (3.48a)
g47,2 = −λ
′
47
λz
Φ2 sin(2φ)
(
c23 + (3c24 − c22c16)
×[η+ − η− cos(2φ− 2δ)]
)
. (3.48b)
Finally, the bulk g-factor inhomogeneity gives
gz,0 = 0, (3.49a)
gz,2 = Φ
2
(
c8 + c9[η+ − η− cos(2φ− 2δ)]
)
. (3.49b)
For completeness, we also define the “penetration” correction,
gp = 〈g(z)〉α = 1− gB, (3.50)
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for the deviation of the lowest-subband-averaged g-factor from the bulk
value in material B (GaAs) due to the leakage of the wavefunction into
material A. Rather than giving a formula, we calculate it numerically.
It was already explained in Sec. 3.2 and plotted in Fig. 3.2: it is neither
magnetic-field magnitude nor direction dependent.
Corrections’ components
Let us first make some general comments on the above formulas.
They split a g-factor correction to several dimensionless constituents,
namely the strength, the magnetic field dependence, the numerical fac-
tors c and η, and the angular dependence. The strengths can be expressed
as a certain power of the ratio of a length characteristic for each interac-
tion, and, essentially, the 2DEG width.8 The lengths are summarized in
Tab. 3.1, and the corresponding strengths are plotted in Fig. 3.3. Concern-
ing the magnetic field dependence, we obtained terms which are either
constant, or grow quadratically with the in-plane flux. There are no terms
linear in the magnetic field.9 The constants c are not expected to display
any systematic dependence, given the differences in their origins (see
Appendix 3.C for explicit expressions). They are plotted on Fig. 3.4. The
factors η give useful information about relative scales: for a nearly sym-
metrical dot, one can assume the hierarchy 1 η+  |η−|. Finally, let us
note the angular anisotropy. The terms which have cylindrical symmetry
in the bulk, that is x = r, 43, and z, result in corrections which are either
isotropic, or anisotropic only due to the shape of the quantum dot. The
latter terms depend on the relative orientation of the magnetic field with
respect to the dot potential soft axis, through a common factor
η+ − η− cos(2φ− 2δ). (3.51)
8There is one exception: ξr is already dimensionless, so it is not useful to recast it
as a length scale. Also, the scale dividing λ47 is lz rather than λz . However, for the
triangular confinement the difference between the latter two is completely negligible
(see Tab. I in Ref. 96).
9Such linear-in-B terms were reported in theory [139, 142] and experiments. [100,
143–145] In all cases where the origin can be identified, it corresponds to the limit of
Landau levels, meaning that the orbital effects of the magnetic field dominate the elec-
trostatic confinement (either within the 2DEG plane, [142] or even perpendicular to
it [139]). Such a limit corresponds to the magnetic field having beyond-perturbative
influence on the excitation energies (whether in-plane or subband ones); that is, some
of the excitation energies become linear in the field, Eαi − Eβj ∼ |B|. To put it in an-
other way, there are no linear-in-B terms in the g-factor as long as the basis in which
the pertubative calculation is done is time-reversal symmetric, which is the case here.
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origin definition unit d-full scale d-less |λ|[A˚]
Dress. 4γcme/~2 length1 λd λz ξd 5.5
Rashba 4α0eEextme/~2 length−1 λ−1r λ−1z ξr′ 1730
Rashba 4βBAme/~2 length0 ξr 1 ξr -
43 4γ43me/~2 length2 λ243 λ2z ξ3 16
44 4γ44me/~2 length2 λ244 λ2z ξ4 15
45 4γ45me/~2 length2 λ245 λ2z ξ5 5.5
47 2γ47me/mB length3 λ347 l3z ξ7 5.3
47 ξrγ47/α0 length1 λ′47 λz ξ7′ 0.65
Table 3.1: Material constants parameterizing the g-factor corrections. Ev-
ery λ has the dimension of length, every ξ is dimensionless. Column 1
gives the terms origin, column 2 its definition using k · p parameters and
column 3 the unit of the expression in column 2. The units show that each
of the dimensionfull parameters given in column 2 can be expressed as a
length raised to some integer power. Such lengths are defined in column
4. They enter the g-factor corrections in a dimensionless form denoted
by column 6, which is equal to the dimensionfull expression divided by
the scale given in column 5. Finally, the last column gives the absolute
value of the scale λ introduced in column 4. We exemplify these defini-
tions taking the term “43”: ξ3 = λ243/λ2z = 4γ43me/~2λ2z, and |λ43| ≈ 16A˚.
The length λr (row 2) depends on the interface electric field and the value
λr = 173 nm is for Eext = 2.14 V/µm. Finally, the parameter ξr (row 3) is
dimensionless without introducing any scale and therefore 1 is used for
the latter.
The remaining terms, which do not have cylindrical symmetry in the
bulk, contain different factors. They relate separately to the crystallo-
graphic axes, or the quantum dot axes. We expect that these properties
remain valid in higher orders of the perturbation theory.
Corrections’ hierarchy
We now turn to quantitative analysis. First, from Table 3.1 and, more
directly, from Fig. 3.3 , one can see that the correction strengths generally
grow upon narrowing the 2DEG (the only exception is ξr which remains
constant), but with different slopes. On the other hand, the magnetic flux
also diminishes as the 2DEG is made narrower. Finally, the dependence
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Figure 3.3: The scale parameters, defined in Tab. 3.1, as a function of the
2DEG width.
gets further involved due to a non-systematic behavior, and a wide scale
variation, of the dimensionless constants c, see Fig. 3.4. Therefore, to nail
down the importance hierarchy of the terms, it is easiest to look directly
at the full terms, plotted in Fig. 3.5.
Figure 3.5(a)-(d) reveals the relative importance of the terms for a
wide range of magnetic fields and 2DEG widths. We conclude that, con-
cerning the g-factor corrections for the considered range of the interface
fields, it is enough to include the Rashba, Dresselhaus, and H43 terms.
For very narrow 2DEG, the effect of the wave-function penetration into
the barrier might be sizable, but it does not have to be considered be-
yond the averaging performed in Eq. (3.12) and reflected in Fig. 3.2. Sim-
ilarly, the influence of H45, H47, and, perhaps with an exception of very
wide 2DEGs and high magnetic fields, also H44, is negligible. Focus-
ing on the relevant terms [close-ups are shown in Fig. 3.5(b) and (d)],
Rashba and H43 dominate the Dresselhaus term the narrower the 2DEG
becomes. Their magnetic field dependence is rather weak if the flux is
small, Φ  1, as expected. Once the flux becomes of order one, the
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Figure 3.4: The dimensionless constants cn in the lowest subband α = 1.
We find that for c’s, the most natural parameter is the nominal width
lz, which is the parameter used for the lower x axis. The corresponding
interface electric field is the upper x axis. The two are related by Eq. (3.7).
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magnetic-field dependence is more pronounced, and the interference of
the field-independent and the field-dependent terms can lead to sign re-
versals, exemplified as sharp dips visible on Fig. 3.5(a).
The angular dependence is shown on Fig. 3.5(e)-(f). The variation is
dominated by the Dresselhaus term—even though this term is not largest
in magnitude—with extrema related to the crystallographic axes (along
[110] and [110]). The same behavior was established for 2DEG in the-
ory [137] and experiments. [145–147] The variation of the other two terms
are much smaller, roughly by the factor η−, with extrema related to the
dot potential axes. As a result, the g-factor of a quantum dot should show
a sizable directional dependence, with a minimum along [110] (assuming
the sign of γc is negative).10 In panel (e), the magnitude of the predicted
directional variation is more than 10% of the full g-factor value. Since
the overall angular variation mainly arises from the bulk-Dresselhaus
term, its relative importance increases with the 2DEG width. Indeed,
in Fig. 3.5(f) the angular dependence for a wider 2DEG indicates that the
directional variation becomes comparable to the corrections due to the
Rashba and H43 terms.
Next, we note the overall sign, looking at Fig. 3.5(e). Assuming that
both −α0 and γ43 are indeed positive, both related corrections are posi-
tive, and diminish the magnitude of the negative g-factor in bulk GaAs.
This is indeed the typical case seen in experiments. For the values as-
sumed in panel (e), which correspond roughly to the interface parame-
ters deduced from the experiment in Ref. 97, we would get the average
g-factor of around −0.33. In that experiment, |g| ≈ 0.36 was fitted from
spectral data.
The sum of all contributions
We summarize the predictions of our formulas plotting the total g-
factor [including the sum of all contributions in Eqs. (3.43)–(3.50)] in
Fig. 3.6. For the parameters typical for the experiments in Refs. 97,98, the
g-factor as a function of the magnetic field direction looks as in Fig. 3.6(a).
The curve is characterized by three numbers, the average value, the mag-
nitude of the variation, and the position of the maximum. We plot these
10The position of the minimum will be slightly shifted away from [110] by other
terms that have extrema along different directions. As these additional variations are
much smaller, the shift will be accordingly small, see Fig. 3.6.
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Figure 3.5: The corrections to the g-factor labeled according to the nota-
tion of Eqs. (3.43)–(3.50) for the ground state α = 1, nx = 0, and ny = 0.
The parameters used in this figure are Ex = 2.34 meV, Ey = 2.61 meV,
δ = 25◦, φ = 45◦, unless stated otherwise (the adopted parameters were
taken from fits to data measured in Ref. 98, see Fig. 7 in Ref. 96). (a-b)
As a function of the 2DEG width, parametrized by the nominal width lz
(the lower x axis) and the interface electric field Eext (the upper x axis).
The solid (dashed) curves show corrections for B = 0 T (B = 6 T). Panel
(b) shows the same as (a) apart from the y-axis range. (c-d) As a func-
tion of the magnetic field. The solid (dashed) curves show corrections
for Eext = 2.14 V/µm (Eext = 0.5 V/µm). Panel (d) shows the same as
(c) apart from the y-axis range. (e-f) As a function of the magnetic field
orientation for (e) Eext = 2.14 V/µm (corresponding to λz = 6.5 nm) and
(f) Eext = 0.5 V/µm (corresponding to λz = 10.5 nm). The solid (dashed)
curves show corrections for B = 0 T (B = 6 T).
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Figure 3.6: The total g-factor (or the g-factor correction) for the ground
state α = 1, nx = 0, and ny = 0 [panels (a), (c), and (e)] and the excited
state α = 1, nx = 1, and ny = 0 [panels (b), (d), and (f)] for Ex = 2.34 meV,
Ey = 2.61 meV, δ = 25◦, and Eext = 2.14 V/µm (unless stated otherwise).
(a) The ground state g-factor as a function of the magnetic field direction.
(b) The excited state g-factor for B = 5 T (solid) and B = 7 T (dashed).
Panel (a) represents the most typical case: the g-factor is a curve that is
well described by its average over φ [black; we also subtract the constant
-0.44 from it when plotting it in panels (c)-(f)], variation (blue; defined
as the difference of the maximal and minimal value as a function of φ)
and the magnetic-field orientation at the maximum (red). These three
quantities are plotted in panels (c)-(f) in the corresponding colors. (c) As
a function of the 2DEG width for B = 0 (solid) and B = 6 T (dashed). (d)
Same as (c) for the excited state. (e) As a function of the magnetic field
for Eext = 2.14 V/µm (solid) and Eext = 0.5 V/µm (dashed). (f) Same as
(e) for the excited state.
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quantities as functions of the 2DEG width and magnetic field in Fig. 3.6(c)-
(f). Fig. 3.6(c) shows that the correction grows upon narrowing the 2DEG,
in line with the behavior seen in Fig. 3.5(a). On the other hand, the vari-
ation magnitude is non-monotonic. It is biggest at around lz ≈ 7 nm,
where it is almost half of the total correction. The position of the maxi-
mum deviates only slightly from [110], in line with Fig. 3.5(e). Panel (e)
shows the effects of the in-plane magnetic field magnitude. Comparing
the solid and dashed curves, one can confirm that the g-factor variations
upon changing the magnetic field are bigger in wider 2DEG.
Finally, we notice that the g-factor corrections are more pronounced
for excited states: the variation can become larger than the average cor-
rection sooner, while the position of the extrema can shift by larger an-
gles. These facts are illustrated in Fig. 3.6(d),(f). Figure 3.6(f) shows the
largest corrections are due to the same terms as for the ground state.
However, the actual values of these contributions are appreciably differ-
ent in their magnitude. One can therefore expect substantial differences
in the g-factor renormalizations for different states of the quantum dot.
3.5 Conclusions
In this article, we have analyzed in-plane-magnetic-field induced terms
in the Hamiltonian describing an electron confined in a quasi-two-dimen−
sional quantum dot. We have focused on terms that can be grasped by re-
stricting this Hamiltonian effectively only to the spin degree of freedom,
H
(α,i)
eff =
µB
2
B · gα,i · σ, (3.52)
meaning that the orbital degrees of freedom of the electron are fixed to
be the subband α and the in-plane orbital i. The g-tensor grasps all the
spin-related properties of the electron under such approximation. Apart
from the explicit dependence on the quantum numbers α and i, the g-
tensor depends on the heterostructure confinement shape and strength,
and the magnetic field magnitude and orientation. We have analyzed
these dependences in great details.
The various “spin-orbit” interactions of the bulk zinc-blende crystal
are the microscopic origin of the g-tensor corrections that we calculated
here. Importantly, these interactions go beyond the most usually con-
sidered Rashba and Dresselhaus terms. For example, the time-reversal-
antisymmetric term denoted asH43, see Eq. (3.21), dominates the g-tensor
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corrections for typical parameters of GaAs/AlGaAs quantum dots. The
“standard” Rashba spin-orbit term also gives a sizable contribution and
the Dresselhaus term dominates the directional anisotropy (the variation
of the g-tensor upon changing the magnetic field direction in the 2DEG
plane).
We make specific predictions that can be tested experimentally, for ex-
ample as for the directional anisotropies or magnetic field dependence of
the Zeeman energy of the quantum dot with a single electron. Taking an
alternative view, these predictions allow to extract several k · p constants
from such measurements. Finally, our results have direct implications for
electrical manipulation schemes of spin qubits and for understanding of
their susceptibility to electrical noise.
3.A List of the off-diagonal effective Zeeman
terms
Here, we list the off-diagonal g-tensor terms magnitude, up to the third
order in the in-plane field. The terms arising from the Dresselhaus spin-
orbit interaction are given by
g⊥d,0 =
λd
λz
(
c1 cos(2φ) + c2η+ cos(2φ)− c2η− cos(2δ)
)
,
(3.53a)
g⊥d,2 =
λd
λz
Φ2
(
c5 cos(2φ) + (c6 − c14)η+ cos(2φ)
+c14η− cos(2δ)
−c4η− sin(2φ) sin(2φ− 2δ) (3.53b)
−c6η− cos(2φ) cos(2φ− 2δ)
−c1c16 cos(2φ)[η+ − η− cos(2φ− 2δ)]
)
,
whereas g⊥d,1 = 0. The Rashba spin-orbit interaction gives rise to
g⊥r,0 = −4ξrc11η− sin(2φ− 2δ), (3.54a)
g⊥r,2 = ξrΦ
2c15η− sin(2φ− 2δ), (3.54b)
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with g⊥r,1 = 0. The H43 terms do not give the off-diagonal g-tensor com-
ponents, g⊥43,0 = g⊥43,1 = g⊥43,2 = 0. The H44 terms lead to
g⊥44,0 = −
λ244
λ2z
η− cos(2φ) sin(2δ), (3.55a)
g⊥44,2 =
λ244
λ2z
Φ2
(c18
4
sin(4φ) + 2c19 cos(2φ)
×[η+ sin(2φ)− η− sin(2δ)]
)
, (3.55b)
with g⊥44,1 = 0. The terms from H45 give
g⊥45,0 =
λ245
λ2z
η− sin(2φ) cos(2δ), (3.56a)
g⊥45,2 = −
λ245
λ2z
Φ2
(c18
4
sin(4φ) + 2c19 sin(2φ)
×[η+ cos(2φ)− η− cos(2δ)]
)
, (3.56b)
with g⊥45,1 = 0. The H47 term gives rise to,
g⊥47,0 =
(
− λ
3
47
l3z
+
λ′47
λz
c22
)
cos(2φ), (3.57a)
g⊥47,2 =
λ′47
λz
Φ2 cos(2φ)
(
c23 + (3c24 − c22c16)
×[η+ − η− cos(2φ− 2δ)]
)
, (3.57b)
with g⊥47,1 = 0. The interface terms do not lead to off-diagonal terms,
g⊥z,0 = g
⊥
z,1 = g
⊥
z,2 = 0.
3.B Derivation of the spin-dependent
corrections
Here, we derive Eqs. (3.43)–(3.49) and Eqs. (3.53)–(3.57). To this end, we
aim at computing the corrections to the spin Hamiltonian for a chosen
orbital state |αi〉, applying up to the third order perturbation theory (see
Footnote 1 in Ref. 96 for a comment on the name of this method). The
perturbation comprises the spin and the magnetic-field originated terms,
H ′ = H ′S +H
′
B. (3.58)
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In the following, we first derive the third-order perturbative formula,
adjusting the general theory for our case. Then, we derive the Zeeman-
term corrections, taking the constituents of H ′S one by one. Before that,
we note that, as explained in the discussion around Eq. (3.34), we will
express these corrections as a sum of two terms,
δV||σ|| + δV⊥σ⊥. (3.59a)
It means that we separate the components parallel and perpendicular to
the in-plane magnetic field,
σ|| ≡ σ ·B/|B| = σx cosφ+ σy sinφ, (3.59b)
σ⊥ ≡ σ · (B/|B| × zˆ) = σx sinφ− σy cosφ. (3.59c)
The parallel components δV||, leading to Eqs. (3.43)–(3.49), change the
Zeeman energy. The perpendicular components δV⊥, leading to Eqs. (3.53)–
(3.57), change (slightly rotate) the eigenspinor direction.
Perturbation theory up to the third order
In the subspace defined by subband α and orbital state i, the effective
Hamiltonian up to the third order is
〈αi|H ′|αi〉+
∑
βj 6=αi
〈αi|H ′|βj〉〈βj|H ′|αi〉
Eαi − Eβj
+
∑
βj 6=αi
∑
γk 6=αi
〈αi|H ′|βj〉〈βj|H ′|γk〉〈γk|H ′|αi〉
(Eαi − Eβj)(Eαi − Eγk)
− 1
2
∑
βj 6=αi
{〈αi|H ′|βj〉〈βj|H ′|αi〉, 〈αi|H ′|αi〉}
(Eαi − Eβj)2 .
(3.60)
The first two terms correspond to Eq. (3.32) for i = j, the next two terms
arise in the third order. In deriving this expression from the general for-
mulas (see, for example, page 135 in Ref. 22), we used that since the Zee-
man term is included among the perturbations in H ′, the basis state en-
ergies are spin independent. It allows us to suppress the spin indexes, by
treating the matrix elements such as 〈αi|H ′|βj〉 as operators in the spin
space (that is, two-by-two matrices). This is why the anticommutator in
the last term is necessary.
We now simplify the third order terms further, by restricting to con-
tributions which are linear in the spin-dependent perturbation H ′S and
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up to the third order in the magnetic field. From 〈αi|H ′1|αi〉 = 0 and
〈αi|H ′2|βj〉 = 0 if j 6= i, it follows that the last line in Eq. (3.60) can be
written as
−
∑
β 6=α
〈i| 〈H ′1〉αβ 〈H ′1〉 βα|i〉
(Eα − Eβ)2 〈αi|H
′
S|αi〉
−
∑
β 6=α
〈i|(〈H ′1〉αβ 〈H ′S〉 βα + 〈H ′S〉αβ 〈H ′1〉 βα)|i〉
(Eα − Eβ)2 〈αi|H
′
2|αi〉.
(3.61)
The anticommutator is not needed anymore since H ′1 and H ′2 do not con-
tain Pauli matrices. The first line of the above formula can be consid-
ered as a correction to the intra-subband contribution, such as the one
in Eq. (3.33). The second line results in corrections with the same an-
gular dependence as the inter-subband contributions, such as the one in
Eq. (3.38). As a result, we split the effective Hamiltonian to the following
two contributions,
δH(1)s =〈i| 〈H ′S〉α|i〉(1− ξαi) + 〈i|[〈H ′S〉α,
e
i~
〈
a||
〉
α · r]|i〉
+
1
2
〈i|[[〈H ′S〉α,
e
i~
〈
a||
〉
α · r], e
i~
〈
a||
〉
α · r]|i〉,
(3.62a)
obtained with the help of the identity H ′1 = (e/i~)
[
a|| · r, h2D
]
, and
δH(2)s =
∑
β 6=α
∑
k
〈i| 〈H ′〉αβ|k〉〈k| 〈H ′〉 βα|i〉
Eα − Eβ
+
∑
β 6=α
∑
γ 6=α
∑
j,k
〈i| 〈H ′〉αβ|j〉〈j| 〈H ′〉 βγ|k〉〈k| 〈H ′〉 γα|i〉
(Eα − Eβ)(Eα − Eγ)
− 〈H ′2〉α
∑
β 6=α
〈i| 〈H ′1〉αβ 〈H ′S〉 βα + 〈H ′S〉αβ 〈H ′1〉 βα|i〉
(Eα − Eβ)2 .
(3.62b)
The correction factor in the first is
ξαi =
∑
β 6=α
〈i| 〈H ′1〉αβ 〈H ′1〉 βα|i〉
(Eα − Eβ)2 (3.63)
and we neglected the orbital with respect to the subband excitation ener-
gies in the second.
Obviously, the role of the commutators is to assure gauge invariance.
After demonstrating it in Section 3.B, we put z0 = 〈z〉α, upon which the
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commutators disappear since
〈
a||
〉
α = 0. We denote the gauge invariant
form of the expectation value in Eq. (3.62a), without the correction ξαi, as
the intra-subband contribution. The terms from Eq. (3.62b) are denoted
as the inter-subband terms. The correction term ξαi is calculated sepa-
rately, in Appendix 3.C. Finally, we note that δHs is still an operator in
the spin space, and it can be written in the form of Eq. (3.59a). In the
following subsections, we compute the intra-subband and inter-subband
contributions for every constituent of H ′S separately. From here on, we
assume zero out-of-plane component of the magnetic field, Bz = 0.
Before continuing, we note that the fourth-order perturbation theory
will generate additional corrections that are cubic in the in-plane mag-
netic flux. These corrections contain one matrix element from the zero-
field Rashba or Dresselhaus (i.e. Hd,0) spin-orbit interactions, and three
matrix elements from H ′1. However, since each of these matrix elements
comprises an in-plane momentum operator px or py, the corrections will
be of order O(Φ3) × O(η2±). Since this is of the same or higher order
of magnitude as the errors introduced when we neglect the in-plane or-
bital splitting in deriving Eq. (3.62b), in what follows we also neglect the
fourth-order terms.
Dresselhaus intra-subband terms
We first take Eq. (3.62a) with the Dresselhaus term as the perturbation,
H ′S → HD, and sort the resulting terms according to the power of the
magnetic field. The term independent on the in-plane magnetic field is
the unperturbed Dresselhaus interaction, Eq. (3.28). The linear term is
δH
(1)
d,1 =
eγc
2~3
(〈{σya||,y − σxa||,x, p2z}〉α
−{σy
〈
a||,y
〉
α− σx
〈
a||,x
〉
α, 〈p2z〉α}
)
,
(3.64)
where we have used that the expectation values of the momentum oper-
ators, px, and py, are zero in any localized state, including state i. Using
Eq. (3.15) further gives
δH
(1)
d,1 =−
eγc
2~3
(Bxσy +Byσx)
× (〈{z − z0, p2z}〉α− {〈z − z0〉α, 〈p2z〉α}) .
(3.65)
The gauge choice z0 = 〈z〉α simplifies it further,
δH
(1)
d,1 = −
eγc
2~3
(Bxσy +Byσx) 〈{∆z, p2z}〉α, (3.66)
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with ∆z = z − 〈z〉α. The components of δV follow as
δV
(1)
d,1,|| = −
eγc
2~3
B sin(2φ) 〈{∆z, p2z}〉α, (3.67a)
δV
(1)
d,1,⊥ =
eγc
2~3
B cos(2φ) 〈{∆z, p2z}〉α, (3.67b)
which correspond to the terms proportional to c1 in Eqs. (3.43a), and
(3.53a), respectively.
The term quadratic in the in-plane field is
δH
(1)
d,2 =
e2γc
2~3
σz
(
B2y −B2x
)
(〈{∆z2, pz}〉α+
+{(〈∆z〉α)2, 〈pz〉α} − 2 〈{∆z, pz}〉α 〈∆z〉α
)
,
(3.68)
which is again simplified taking z0 = 〈z〉α to
δH
(1)
d,2 =
e2γc
2~3
σz
(
B2y −B2x
) 〈{∆z2, pz}〉α. (3.69)
Since the last term is an expectation value of a purely imaginary operator,
this correction is zero.
Following the same procedure, the cubic term gives
δV
(1)
d,3,|| =
e3γc
2~3
B3 sin(2φ) 〈∆z3〉α, (3.70a)
δV
(1)
d,3,⊥ = 0, (3.70b)
corresponding to the term c3 in Eq. (3.43b).
Dresselhaus inter-subband terms
We now consider the Dresselhaus term in Eq. (3.62b), again sorting the
terms according to powers of the in-plane magnetic field. We first com-
pute the first line of Eq. (3.62b), arising from the second-order pertur-
bation theory. We calculate the terms involving H ′1, and H ′2 separately,
starting with the former. The linear term, coming from Hd,0, Eq. (3.26), in
the first term of Eq. (3.62b) gives
δH
(2)
d,1 =
eγc
m~3
∑
β 6=α
1
Eα − Eβ zαβ 〈p
2
z〉 βα
× 〈i| [(Bypx −Bxpy) (−σxpx + σypy)
+ (−σxpx + σypy) (Bypx −Bxpy)] |i〉,
(3.71)
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where we used the fact that zαβ and 〈p2z〉 βα are real. Using the reflection
symmetry of the in-plane confinement along the axes xˆd and yˆd, we arrive
at
δH
(2)
d,1 =
2eγc
m~3
∑
β 6=α
1
Eα − Eβ zαβ 〈p
2
z〉 βα
× {σx [− 〈p2+〉 iBy + 〈p2−〉 i (Bx sin 2δ −By cos 2δ)]
+σy
[− 〈p2+〉 iBx + 〈p2−〉 i (Bx cos 2δ +By sin 2δ)]} ,
(3.72)
where we put 〈
p2±
〉
i ≡ 1
2
〈i|(p · xˆd)2 ± (p · yˆd)2|i〉. (3.73)
The components of δV then follow as
δV
(2)
d,1,|| =
2eγc
m~3
B
∑
β 6=α
1
Eα − Eβ zαβ 〈p
2
z〉 βα
× [− 〈p2+〉 i sin(2φ) + 〈p2−〉 i sin(2δ)] , (3.74a)
δV
(2)
d,1,⊥ =
2eγc
m~3
B
∑
β 6=α
1
Eα − Eβ zαβ 〈p
2
z〉 βα
× [〈p2+〉 i cos(2φ)− 〈p2−〉 i cos(2δ)] , (3.74b)
which gives the c2 terms in Eqs. (3.43a) and (3.53a).
The quadratic term, coming from Hd,1, is
δH
(2)
d,2 ≈
e2γc
m~3
∑
β 6=α
[
zαβ 〈{∆z, pz}〉 βα
Eα − Eβ +
〈{∆z, pz}〉αβzβα
Eα − Eβ
]
× σz
[〈
p2+
〉
i
(
B2y −B2x
)
+
〈
p2−
〉
i
(
B2x +B
2
y
)
cos 2δ
]
.
(3.75)
Since zαβ is real, the summand is proportional to 〈{∆z, pz}〉αβ+〈{∆z, pz}〉 βα,
which vanishes for any (α, β). As a consequence, these terms do not con-
tribute to δV.
The cubic term, involving Hd,2, is
δH
(2)
d,3 ≈
2e3γc
m~3
∑
β 6=α
1
Eα − Eβ zαβ 〈∆z
2〉 βα
× (σxBx {3BxBy 〈p2+〉 i
− 〈p2−〉 i [(B2x + 2B2y) sin 2δ +BxBy cos 2δ]}
+ σyBy
{
3BxBy
〈
p2+
〉
i
− 〈p2−〉 i [(2B2x +B2y) sin 2δ −BxBy cos 2δ]}) ,
(3.76)
CHAPTER 3. LATERAL QUANTUM DOT IN A STRONG IN-PLANE
MAGENTIC FIELD 78
with 〈∆z2〉αβ being real. The components of δV follow as
δV
(2)
d,3,|| =
e3γc
m~3
B3
∑
β 6=α
1
Eα − Eβ zαβ 〈∆z
2〉 βα
× [3 〈p2+〉 i sin(2φ)− 3 〈p2−〉 i sin(2δ)
− 〈p2−〉 i cos(2φ) sin(2φ− 2δ)] , (3.77a)
δV
(2)
d,3,⊥ = −
e3γc
m~3
B3
∑
β 6=α
1
Eα − Eβ zαβ 〈∆z
2〉 βα
× 〈p2−〉 i sin(2φ) sin(2φ− 2δ), (3.77b)
giving the c4 terms in Eqs. (3.43b) and (3.53b).
We now turn to terms involving H ′2 in the first line of Eq. (3.62b). The
quadratic terms in the in-plane field, arising from H ′2 and Hd,0, vanish
after taking the expectation value with respect to |i〉, as they contain odd
number of in-plane momentum operators. The cubic terms, due to H ′2
and Hd,1, lead to the following components of δV,
δV
(2)
d,H2,|| = −
e3γc
2m~3
B3
∑
β 6=α
〈∆z2〉αβ 〈{∆z, p2z}〉 βα
Eα − Eβ sin(2φ),
(3.78a)
δV
(2)
d,H2,⊥ =
e3γc
2m~3
B3
∑
β 6=α
〈∆z2〉αβ 〈{∆z, p2z}〉 βα
Eα − Eβ cos(2φ),
(3.78b)
where we used that 〈{∆z, p2z}〉αβ is real. They correspond to c5 in Eqs. (3.43b)
and (3.53b).
Finally, we consider the second and third lines of Eq. (3.62b), arising
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from the third-order perturbation theory. They result in
δV
(2)
d,3rd,|| =
3γce
3
m2~3
B3
∑
β 6=α
∑
γ 6=α
zαβzβγ 〈∆zp2z〉 γα
(Eα − Eβ)(Eα − Eγ)
× sin(2φ) [− 〈p2+〉 i+ 〈p2−〉 i cos(2φ− 2δ)]
− γce
3
m2~3
B3
∑
β 6=α
zαβ 〈p2z〉 βα 〈∆z2〉α
(Eα − Eβ)2
× [− 〈p2+〉 i sin(2φ) + 〈p2−〉 i sin(2δ)] , (3.79a)
δV
(2)
d,3rd,⊥ =
3γce
3
m2~3
B3
∑
β 6=α
∑
γ 6=α
zαβzβγ 〈∆zp2z〉 γα
(Eα − Eβ)(Eα − Eγ)
× cos(2φ) [〈p2+〉 i− 〈p2−〉 i cos(2φ− 2δ)]
− γce
3
m2~3
B3
∑
β 6=α
zαβ 〈p2z〉 βα 〈∆z2〉α
(Eα − Eβ)2
× [〈p2+〉 i cos(2φ)− 〈p2−〉 i cos(2δ)] , (3.79b)
giving the c6 and c14 terms in Eqs. (3.43b) and (3.53b).
Rashba terms
Comparing to the previous section, now the calculations are simpler as
the Rashba interaction, Eq. (3.19), contains only terms of zeroth and first
order in the in-plane magnetic field. The intra-subband contribution
from the former is the unperturbed Rashba interaction, Eq. (3.29). The
latter gives
δH
(1)
r,1 = −
βBAe
~
(σxBx + σyBy) 〈δ(z)〉α 〈z〉α, (3.80)
which directly gives the c10 term in Eq. (3.44a). Analogous terms, origi-
nating in the interface-generated spin-orbit interactions (see Footnote 4),
were derived in Ref. 148 and used to fit experiments in Si in Refs. 149 and
150.
We now move on to the inter-subband contributions. The term linear
in the in-plane magnetic field is
δH
(2)
r,1 = −
4eβBA
m~
∑
β 6=α
zαβ 〈δ(z)〉 βα
Eα − Eβ
× {σx [− 〈p2+〉 iBx + 〈p2−〉 i (Bx cos 2δ +By sin 2δ)]
+σy
[− 〈p2+〉 iBy − 〈p2−〉 i (By cos 2δ −Bx sin 2δ)]} ,
(3.81)
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and gives the following components of δV,
δV
(2)
r,1,|| =−
4eβBA
m~
B
∑
β 6=α
zαβ 〈δ(z)〉 βα
Eα − Eβ
× [− 〈p2+〉 i+ 〈p2−〉 i cos(2φ− 2δ)] , (3.82)
δV
(2)
r,1,⊥ =−
4eβBA
m~
B
∑
β 6=α
zαβ 〈δ(z)〉 βα
Eα − Eβ
〈
p2−
〉
i sin(2φ− 2δ). (3.83)
These are the c11 terms in Eqs. (3.44a) and (3.54a).
Similarly as before, the quadratic term is zero. For the cubic term,
considering H ′2 in the first line of Eq. (3.62b) gives
δH
(2)
r,H2
=
e3
m~
(σxBx + σyBy)(B
2
x +B
2
y)
×
∑
β 6=α
〈∆z2〉αβ
Eα − Eβ (α0eEextzβα − βBA 〈z〉α 〈δ(z)〉 βα) ,
(3.84)
and generates therefore only a parallel component of δV, as the c4, and
c12 terms in Eq. (3.44b). Finally, the second and third lines of Eq. (3.62b)
result in
δV
(2)
r,3rd,|| = −
3e3B3
m2~
∑
β 6=α
∑
γ 6=α
zαβzβγ
(Eα − Eβ)(Eα − Eγ)
× [βBA 〈δ(z)〉 γα 〈z〉α− α0eEextzγα]
× [〈p2+〉 i− 〈p2−〉 i cos(2φ− 2δ)]
−βBAe
3B3
m2~
∑
β 6=α
zαβ 〈δ(z)〉 βα 〈∆z2〉α
(Eα − Eβ)2
× [〈p2+〉 i− 〈p2−〉 i cos(2φ− 2δ)] , (3.85)
δV
(2)
r,3rd,⊥ =
βBAe
3B3
m2~
∑
β 6=α
zαβ 〈δ(z)〉 βα 〈∆z2〉α
(Eα − Eβ)2
× 〈p2−〉 i sin(2φ− 2δ), (3.86)
entering Eq. (3.44b) and Eq. (3.54b) as c7, c13, and c15.
Terms from H43, H44, H45, and H47
The contributions from the in-plane field-induced spin-orbit interaction
(H43, H44, H45 and H ′47) can be computed similarly. Since these terms
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are directly proportional to the magnetic field, it is more convenient to
express them using the Bohr magneton. Namely, we can start with the
following expressions,
H43 =
λ243
2~2
µB(B · σ)
(
P 2x + P
2
y + P
2
z
)
, (3.87)
H44 =
λ244
4~2
µB
[
({Px, Py}Byσx + {Py, Px}Bxσy)
+ ({Pz, Px}Bx + {Pz, Py}By)σz
]
, (3.88)
H45 =
λ245
2~2
µB
(
P 2xBxσx + P
2
yByσy
)
. (3.89)
For the purpose of this subsection, we also define the following part of
H47,
H ′47 = −
λ′47
2
δ(z)µB(Byσx +Bxσy). (3.90)
The remaining part of H47 is already in the form of a g-tensor,
H47 −H ′47 =
e2γ47Eext
~
(Byσx +Bxσy), (3.91)
and therefore does not need a perturbative treatment: it directly gives
the term proportional to λ347 in Eq. (3.48a).
The intra-subband contributions from H43 can be put as
δH
(1)
43 =
λ243
2~2
µB(B · σ)
(
〈p2z〉α + 2
〈
p2+
〉
i+ e2B2 〈∆z2〉α
)
, (3.92)
what gives the c17 and η+ terms in Eq. (3.45a), and c17 and c18 terms in
Eq. (3.45b). The inter-subband contributions from H43 can be written as
δH
(2)
43 =
2e2B2λ243
m~2
µB(B · σ)
( 〈
p2+
〉
i− 〈p2−〉 i cos(2φ− 2δ))
×
∑
β 6=α
|zαβ|2
Eα − Eβ
+
e2B2λ243
2m~2
µB(B · σ)
∑
β 6=α
〈∆z2〉αβ 〈p2z〉 βα
Eα − Eβ
+
3e2B2λ243
2m2~2
µB(B · σ)
( 〈
p2+
〉
i− 〈p2−〉 i cos(2φ− 2δ))
×
∑
β 6=α
∑
γ 6=α
zαβzβγ 〈p2z〉 γα
(Eα − Eβ)(Eα − Eγ) ,
(3.93)
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what gives the c19, c20, and c21 terms in Eq. (3.45b).
The intra-subband contributions from H44 can be written as
δH
(1)
44 =
λ244
2~2
µB
(
Byσx +Bxσy
) 〈
p2−
〉
i sin(2δ)
− λ
2
44e
2B2
4~2
µB
(
Byσx +Bxσy
)
〈∆z2〉α sin(2φ),
(3.94)
what gives the η− term in Eq. (3.46a) and (3.55a), and c18 term in Eq. (3.46b)
and (3.55b). The inter-subband contributions from H44 can be written as
δH
(2)
44 =−
λ244e
2B2
m~2
µB
(
Byσx +Bxσy
)∑
β 6=α
|zαβ|2
Eα − Eβ
×
[ 〈
p2+
〉
i sin(2φ)− 〈p2−〉 i sin(2δ)], (3.95)
what gives the c19 term in Eq. (3.46b) and Eq. (3.55b).
The intra-subband contributions from H45 can be written as
δH
(1)
45 =
λ245
2~2
µB
{
Bxσx
[ 〈
p2+
〉
i+
〈
p2−
〉
i cos(2δ)
]
+Byσy
[ 〈
p2+
〉
i− 〈p2−〉 i cos(2δ)]}
+
λ245e
2B2
4~2
µB
(
Byσx +Bxσy
)
〈∆z2〉α sin(2φ),
(3.96)
where the first two lines contribute as η+ and η− terms in Eqs. (3.47a)
and (3.56a). These terms were derived in Ref. 148. The last line enters
in Eqs. (3.47b) and (3.56b) as c18 terms. The inter-subband contribution
from H45 is given by
δH
(2)
45 =
λ245e
2B2
m~2
µB
∑
β 6=α
|zαβ|2
Eα − Eβ sin(2φ)
×
{
σx
[ 〈
p2+
〉
iBy −
〈
p2−
〉
iB sin(2δ − φ)
]
+ σy
[ 〈
p2+
〉
iBx −
〈
p2−
〉
iB cos(2δ − φ)
]}
,
(3.97)
what gives the c19 term in Eq. (3.47b) and Eq. (3.56b).
The intra-subband contributions from H ′47 can be written as
δH
(1)
47 =− λ′47 〈δ(z)〉α
µB
2
(
Byσx +Bxσy
)
, (3.98)
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giving c22 in Eqs. (3.48a) and (3.57a). The inter-subband contribution
from H ′47 is given by
δH
(2)
47 =−
λ′47e
2B2
2m
µB(Byσx +Bxσy)
{∑
β 6=α
〈∆z2〉αβ 〈δ(z)〉 βα
Eα − Eβ
+ 3
∑
β 6=α
∑
γ 6=α
zαβzβγ 〈δ(z)〉 γα
(Eα − Eβ)(Eα − Eγ)
× [〈p2+〉 i− 〈p2−〉 i cos(2φ− 2δ)]} ,
(3.99)
what gives the c23 and c24 terms in Eqs. (3.48b) and (3.57b).
Terms from the inhomogeneous g-factor
The important difference to the previously considered spin-orbit inter-
actions, the Zeeman term HZ depends only on the z coordinate, and is
therefore diagonal in the in-plane orbital sector of the basis, 〈i|HZ |j〉 ∝
δij . This, first of all, makes the intra-subband contributions zero. For the
same reason, in the inter-subband terms, H ′1 does not contribute in the
first line of Eq. (3.62b). The only contribution, due to H ′2, reads
δV
(2)
z,H2,|| =
µBe
2
2m
B3
∑
β 6=α
〈g(z)〉αβ 〈∆z2〉 βα
Eα − Eβ , (3.100)
what gives the c8 term in Eq. (3.49b). In the third order of the perturbation
theory, the second line of Eq. (3.62b), we get
δV
(2)
z,3rd,|| =
3e2
m2
B3
∑
β 6=α
∑
γ 6=α
zαβzβγ 〈g(z)〉 γα
(Eα − Eβ)(Eα − Eγ)
× [〈p2+〉 i− 〈p2−〉 i cos(2φ− 2δ)] , (3.101)
what gives the c9 term in Eq. (3.49b).
3.C List of all dimensionless constants
In this appendix, we give the correlation factor ξαi in Eq. (3.63), and list all
dimensionless constants introduced in Eqs. (3.43)–(3.49). The correlation
factor is given by
ξαi = Φ
2c16 [η+ − η− cos(2φ− 2δ)] , (3.102)
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which enters Eqs. (3.43b), (3.44b), (3.45b), (3.48b), (3.53b), and (3.57b) as
c16. The dimensionless constants ci are given by
c1 =
λz
2~2
〈{∆z, p2z}〉α, (3.103a)
c2 =
2
mλz
∑
β 6=α
zαβ 〈p2z〉 βα
Eα − Eβ , (3.103b)
c3 =
1
2λ3z
〈∆z3〉α, (3.103c)
c4 =
~2
mλ5z
∑
β 6=α
zαβ 〈∆z2〉 βα
Eα − Eβ , (3.103d)
c5 =
1
2mλ3z
∑
β 6=α
〈∆z2〉αβ 〈{∆z, p2z}〉 βα
Eα − Eβ , (3.103e)
c6 =
3~2
m2λ5z
∑
β 6=α
∑
γ 6=α
zαβzβγ 〈∆zp2z〉 γα
(Eα − Eβ)(Eα − Eγ) , (3.103f)
c7 =
3~4
m2λ7z
∑
β 6=α
∑
γ 6=α
zαβzβγzγα
(Eα − Eβ)(Eα − Eγ) , (3.103g)
c8 =
~2
mλ4z
∑
β 6=α
〈g(z)〉αβ 〈∆z2〉 βα
Eα − Eβ , (3.103h)
c9 =
3~4
m2λ6z
∑
β 6=α
∑
γ 6=α
zαβzβγ 〈g(z)〉 γα
(Eα − Eβ)(Eα − Eγ) , (3.103i)
c10 = |ψα(z = 0)|2 〈z〉α, (3.103j)
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c11 =
~2
mλ2z
∑
β 6=α
zαβ 〈δ(z)〉 βα
Eα − Eβ , (3.103k)
c12 =
~2
mλ4z
∑
β 6=α
〈∆z2〉αβ 〈z〉α 〈δ(z)〉 βα
Eα − Eβ , (3.103l)
c13 =
~4
m2λ6z
∑
β 6=α
∑
γ 6=α
〈z〉αzαβzβγ 〈δ(z)〉 γα
(Eα − Eβ)(Eα − Eγ) , (3.103m)
c14 =
~2
m2λ5z
∑
β 6=α
zαβ 〈p2z〉 βα 〈∆z2〉α
(Eα − Eβ)2 , (3.103n)
c15 =
~4
m2λ6z
∑
β 6=α
zαβ 〈δ(z)〉 βα 〈∆z2〉α
(Eα − Eβ)2 , (3.103o)
c16 =
~4
m2λ6z
∑
β 6=α
|zαβ|2
(Eα − Eβ)2 , (3.103p)
c17 =
λ2z 〈p2z〉α
~2
, (3.103q)
c18 =
〈∆z2〉α
λ2z
, (3.103r)
c19 =
~2
mλ4z
∑
β 6=α
|zαβ|2
Eα − Eβ , (3.103s)
c20 =
1
mλ2z
∑
β 6=α
〈∆z2〉αβ 〈p2z〉 βα
Eα − Eβ , (3.103t)
c21 =
~2
m2λ4z
∑
β 6=α
∑
γ 6=α
zαβzβγ 〈p2z〉 γα
(Eα − Eβ)(Eα − Eγ) , (3.103u)
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c22 = λz|ψα(z = 0)|2, (3.103v)
c23 =
~2
m2λ3z
∑
β 6=α
〈∆z2〉αβ 〈δ(z)〉 βα
Eα − Eβ , (3.103w)
c24 =
~2
m2λ5z
∑
β 6=α
∑
γ 6=α
zαβzβγ 〈δ(z)〉 γα
(Eα − Eβ)(Eα − Eγ) . (3.103x)
3.D Symmetric quantum well
Our main results, Eqs. (3.43)-(3.50), are valid for a general heterostruc-
ture potential and therefore also for a symmetric one. However, the lat-
ter choice substantially changes the values of constants c. Namely, for a
symmetric well, only the following constants are nonzero: c11, and c15-
c22. With that, the terms g43, g44, g45 and g47,0 are the same as given in
Eqs. (3.45)-(3.48a), while the Dresselhaus and the interface term are zero,
gd = 0 = gz. The remaining terms can be simplified by removing the zero
c’s. We get
gr = ξr(4c11 − Φ2c15)[η+ − η− cos(2φ− 2δ)], (3.104)
for the contribution from the Rashba interaction, and
g47,2 =
λ′47
λz
c22c16Φ
2 sin(2φ)[η+ − η− cos(2φ− 2δ)], (3.105)
for the H47 contribution.
The above results are valid for a general symmetric quantum-well
potential. We now specify to a rectangular potential,
Vz =
{
VA, if z /∈ 〈−lz/2, lz/2〉,
VB, if z ∈ 〈−lz/2, lz/2〉. (3.106)
It defines the nominal width as the thickness of the material B layer
sandwiched by material A. The effective mass and the g-factor are taken
piecewise constant in the three regions. We take the same parameter val-
ues for the mass and bulk g-factor in material A and B as given below
Eq. (3.25), and use VB − VA = 300 meV. With these amendments, we
are ready to analyze the g-factor corrections for a rectangular quantum
well quantitatively. We plot the g-factor subband average in the main
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Figure 3.7: The corrections to the g-factor, labeled according to the nota-
tion of Eqs. (3.43)–(3.50), for a symmetric quantum well with a rectangu-
lar confinement. The parameters are the same as in Fig. 3.5 unless stated
otherwise. (a) The lowest order approximation to the g-factor, showing
the value of 〈g(z)〉α for the lowest subband, α = 1, as a function of the
well width, defined in Eq. (3.106). Inset: The total g-factor, calculated
by adding all corrections to the bulk value in material B. (b) The val-
ues of non-zero constants c. Note that c20 and c21 become formally zero
if the quantum well does not have at least 2 subbands. To correct this
behavior, one would have to include the contributions from delocalized
eigenstates of Eq. (3.4), what we do not do here (the resulting effects on
the other panels would be hard to spot). (c) Corrections as a function of
the quantum well width. The solid (dashed) curves show corrections for
B = 0 T (B = 6 T). (d) As a function of the magnetic field. The solid
(dashed) curves show corrections for lz = 6 nm (lz = 20 nm). (e-f) As
a function of the magnetic field orientation. The solid (dashed) curves
show corrections for B = 0 T (B = 6 T).
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panel of Fig. 3.7(a). Upon narrowing the quantum well, the g-factor
grows, reflecting the wavefunction penetrating into AlGaAs. The in-
set of Fig. 3.7(a) shows the total g-factor as a function of the quantum
well width. We plot it to demonstrate the crossing of zero, at about
lz = 4.2 nm for our parameters, what has been debated some years
ago. [123, 124, 128, 151]
We plot the constants c in Fig. 3.7(b). One can see that now they fall
into 2 groups, with similar values among their members. Changes in
constants c compared to the triangular potential imply changes in the hi-
erarchy of g-factor corrections. Indeed, Fig. 3.7(c)-(d) shows that for a
symmetric well, the g-factor correction is basically dominated by a single
term, H43. For very narrow wells, the penetration might be also visi-
ble in experiments with high resolution. On the other hand, there is no
appreciable effect from the magnetic field to be expected. Finally, the di-
rectional dependence is shown in Fig. 3.7(e)-(f). There is very little vari-
ation, [152] way below the current experimental resolution. The largest
variation is from H47 and reaches 0.01, with extrema along the crystal
axes.
3.E Magnetic-field-dependent corrections
We obtained corrections to the g-factor which are proportional to the sec-
ond power of the flux Φ, and therefore second power of the in-plane
magnetic field (see also Footnote 9). In the main text, we denoted such
terms as gx,2, where x denotes the origin of the term, for example, x = d
for Dresselhaus. We note that such a cubic Zeeman energy term was fit-
ted from the data measured in Ref. 153. The notation of that reference, g3,
relates to our notation here by g3 = gx,2b−2. We plot our results in this no-
tation in Fig. 3.8. From that figure, one can see that the Rashba and, for
wide 2DEGs, the Dresselhaus terms dominate, respectively. Unlike for
the magnetic-field-independent corrections, the term x = 43 is not very
relevant. We also find an agreement with the value g3 ≈ +4.7× 10−4 T−2
fitted in that experiment, including its sign, for the effective 2DEG width
of around 8.5 nm. Under these conditions, the g-factor B-field nonlinear-
ity is dominated by the Rashba term.
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Figure 3.8: The g-factor corrections quadratic in the in-plane magnetic
field as a function of the 2DEG width. All parameters are the same as
in Fig. 3.5(a) except for φ = −45◦, chosen in line with the experiment
in Ref. 153. We label the curves using the notation in Eqs. (3.43)-(3.49)
and label the sum of all plotted contributions by “total”. We transform
our dimensionless quantities into the notation of Ref. 153, defined by
g3 = gx,2b
−2, which has therefore units of T−2. In that experiment, the
value g3 ≈ 0.47 × 10−3 T−2 was fitted from data, which is drawn as a
horizontal black solid line. The 2DEG width in that experiment is not
known to us.
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3.F Mixed contribution example
Here we derive a g-factor correction which is of the second order in spin-
orbit couplings. For the sake of illustration, we do it only for the Rashba
term, Eq. (3.19). According to the scheme followed in Sec. 3.2, this term
would be split according to the powers of the in-plane magnetic field to
two terms, HR = Hr,0 +Hr,1, with
Hr,0 =
αR(z)
~
(pxσy − pyσx), (3.107a)
Hr,1 =
eαR(z)
~
(a||,xσy − a||,yσx). (3.107b)
In further, we use the relation
p =
im
~
[h2D, r] ≡ im~ L2D(r), (3.108)
where the identity sign is the definition of the Liouvillian operator L2D
corresponding to the two-dimensional Hamiltonian Eq. (3.8). Since we
aim at calculating the contributions to the effective Hamiltonian up to the
second order only, we can use the simplified formula given in Eq. (3.32).
With this, several terms result: choosing the pair Hr,n-Hr,m in the two
terms in the latter equation gives four choices, each of which splits to the
intra-subband and inter-subband term (eight terms in total).
Let us calculate one of these: the intra-subband contribution coming
from a pair Hr,0-Hr,0. In this case, using the Liouvillian definition allows
us to bring the effective Hamiltonian into the following form
H
(α)
r,0;r,0(intra) =
1
2
[L−12D(〈Hr,0〉α), 〈Hr,0〉α]. (3.109)
Using the explicit form of the Liouvillian, the commutator can be evalu-
ated, and we get
H
(α)
r,0;r,0(intra) = −m
(〈αR(z)〉α
~
)2(
1 + σz
Lz
~
)
, (3.110)
withLz = xpy−ypx. If we now assume a symmetric in-plane confinement
potential, lx = ly = l0, the expectation value of this operator in the ground
state can be easily calculated,
〈0|Lz|0〉 = eBz
4
l2B. (3.111)
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The magnetic-field-renormalized confinement length is
lB =
(
l−40 +
e2B2z
4~2
)− 1
4
. (3.112)
We can now convert this expression into a renormalization of the out-of-
plane component of the g-tensor,
(grr,0)zz = −1
2
(〈αR(z)〉α
~
)2
me
~µB
l2B. (3.113)
For small out-of-plane fields, so that the magnetic field does not strongly
renormalize the confinement, lB ≈ l0, this term evaluates to (grr,0)zz ≈
−0.0012 for a typical value l0 = 34 nm. Therefore, it is 1-2 orders of
magnitude smaller than the leading terms which are linear in the spin-
orbit couplings.
The remaining terms among the possibilities that we enumerated be-
low Eq. (3.108) are even smaller due to the smallness of various matrix
elements of the function αR(z). For example, the inter-subband term for
the pair Hr,0-Hr,0 is proportional to the minute value of 〈αR(z)〉αβ. Sim-
ilarly, the intra-subband term for the pair Hr,0-Hr,1 would contain the
matrix element 〈(z − z0)αR(z)〉α, etc. All these matrix elements are very
small, as they are similar in nature, and in value, to the constants c8 and
c9, see App. 3.C and Fig. 3.4.
Finally, we note that similar terms would arise from the Dresselhaus
interaction. The analogous term, the intra-subband contribution from
Hd,0-Hd,0, would give
H
(α)
d,0;d,0(intra) ≈ −m
(
γc 〈p2z〉α
~3
)2(
1− σzLz~
)
. (3.114)
The largest-in-magnitude correction arising in the second order of the
spin-orbit coupling is therefore [71, 154]
g2ndzz =
1
2
[(
γc 〈p2z〉α
~3
)2
−
(〈αR(z)〉α
~
)2]
me
~µB
l2B. (3.115)
Only the zz component of the g-tensor is changed by a very small value,
typically 10−3. Even though this effect was invoked to interpret the ex-
periment in Ref. 155, probably a different interaction was responsible for
the observed anisotropy there, perhaps H45. As we are mostly interested
in the in-plane magnetic fields, we do not pursue this issue further.
CHAPTER 4
Boundary Spin Polarization as a
Robust Signature of a
Topological Phase Transition
Adapted from:
Marcel Serina, Daniel Loss, and Jelena Klinovaja,
“Boundary spin polarization as a robust signature of a topological phase transition in
Majorana nanowires”,
Phys. Rev. B 98, 035419 (2018).
We show that the boundary charge and spin can be used as alternative
signatures of the topological phase transition in topological models such
as semiconducting nanowires with strong Rashba spin-orbit interaction
in the presence of a magnetic field and in proximity to an s-wave super-
conductor. We identify signatures of the topological phase transition that
do not rely on the presence of Majorana zero-energy modes and, thus,
can serve as independent probes of topological properties. The boundary
spin component along the magnetic field, obtained by summing contri-
butions from all states below the Fermi level, has a pronounced peak at
the topological phase transition point. Generally, such signatures can
be observed at boundaries between topological and trivial sections in
nanowires and are stable against disorder.
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4.1 Introduction
Topological models have attracted a lot of attention in recent years. One
of the first topological systems proposed about fourty years ago is the
Su-Schrieffer-Heeger (SSH) model [156], describing properties of one-
dimensional dimerized polymers. In this spinless model, a nondegen-
erate fermionic zero-mode, localized at a domain wall, is associated with
a well-defined half-integer boundary charge [157, 158]. The same re-
sults were first predicted in a continuum model proposed by Jackiw and
Rebbi [159]. The half-integer value of the boundary charge in these mod-
els is protected by the chiral symmetry. If this symmetry is broken, the
value of the boundary charge can deviate from e/2 [157, 160]. Impor-
tantly, however, in the topological regime, there is always a boundary
charge (independent of the presence of bound states) at the domain wall
as was shown in several extensions of the SSH model [161–163]. Re-
cently, the concept of the fractional boundary charge in topological SSH
models was revisited, aiming at different systems that could be realized
in modern experimental settings [164–182] and even in higher dimen-
sions [183–185]. Motivated by these studies on boundary charges we
would like to go a step further and focus in this work on boundary spins.
In particular, we want to study the behavior of boundary spins in- and
outside the topological phase and demonstrate that the total moment of
spins close to the boundary can be used as signature for the topological
phase transition.
Currently, Majorana fermions (MFs), proposed as a real-field solution
of the Dirac equation and thus being its own antiparticle [37], attract the
most attention among the known bound states in topological systems.
With the rapidly growing interest in topological properties of condensed
matter systems [186–192], MFs were proposed to be present in various
theoretical and experimental setups [39, 193–208]. The most promising
ones among them being chains of magnetic adatoms on superconducting
surfaces [209–211] and semiconducting nanowires (NWs) with sizeable
Rashba spin-orbit interaction (SOI) in the presence of a magnetic field
and proximity-induced superconductivity [212–216]. Majorana fermions
can be used as building blocks for topological quantum computing [217,
218] and can be combined with spin qubits in quantum dots into hybrid
architectures [219–229].
Most of the studies [229–239] so far focused on the transport prop-
erties of such NWs in the topological regime or on properties of MFs
themselves and their dependence on physical parameters. Also, there
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Figure 4.1: Our setup consists of a semiconducting NW (red bar) with
Rashba SOI and with proximity-induced superconductivity due to cou-
pling to a bulk s-wave superconductor (not shown). The SOI vector α
points along the y direction. A magnetic field B applied along the NW
axis is used to tune the system in and out of the topological phase. The
boundary spin accumulates at the edges of the NW (blue curve) and can
be used to identify the topological phase transition point. The magnetic
signal can be measured by using e.g. NV centers (green arrow) on a tip
(orange).
has been substantial interest recently in the investigation of the spin po-
larization of Andreev and Majorana bound states [240, 241]. However,
it has been pointed out that great care must be taken when identify-
ing topological phases from the presence of quasiparticle states inside
the superconducting gap [242–244]. Thus, it is most desirable to have
additional signatures available (besides MFs) that would allow one to
identify the topological phase transition. Recent works, which analyzed
the bulk signatures of the topological transition, focused either on the
spinless Kitaev model [245] or studied finite-size scaling of the ground
state energy in a generic conformal field theory approach for each of the
symmetry classes [246]. In this work, we would like to investigate the
experimentally most relevant model of Rashba NWs and to provide rel-
evant quantities accessible by state-of-the-art measurements. In contrast
to aformentioned works, we also focus on local boundary effects and
consider here different aspects of topological phases in one-dimensional
systems, namely non-transport signatures of the topological phase tran-
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sition in the bulk states, or, more precisely, in the boundary charge and
boundary spin to which all occupied states close to the Fermi level con-
tribute.
4.2 Model
We investigate the system composed of a semiconducting NW with strong
Rashba SOI in the proximity to a bulk s-wave superconductor in the pres-
ence of a magnetic field B applied along the NW axis along z direction,
see Fig. 4.1. The SOI vector α points along the y direction. The B-field re-
sults in the Zeeman energy ∆Z = gµBB/2, where g is g-factor and µB the
Bohr magneton. The corresponding tight-binding Hamiltonian is written
as [234]
H = −t
∑
〈jj′〉σ
(
c†jσcj′σ + H.c.
)
+ (2t− µ)
∑
jσ
c†jσcjσ
+ ∆Z
∑
jσσ′
c†jσσ
σσ′
z cjσ′ + i
∑
〈jj′〉σσ′
(
αc†jσσ
σσ′
y cj′σ′ + H.c.
)
+ ∆SC
∑
j
(
c†j↑c
†
j↓ + H.c.
)
, (4.1)
where the creation operator c†iσ creates an electron with spin σ =↑, ↓ at
site j of a chain consisting of N sites with lattice constant a. In the first
and fourth terms, the summation runs only over neighbouring sites j and
j′. Here, t denotes a nearest-neighbour hopping matrix element, µ is the
chemical potential, and ∆SC denotes the superconducting gap induced
by proximity to the bulk s-wave superconductor. We note that in our
model µ = 0 corresponds the chemical potential being tuned to the SOI
energy, which is defined here as ESO = α2/t. For the rest of the paper we
fix t = 1 and use it as an energy scale. The system is in the topological
phase hosting zero-energy MFs at the nanowire ends if ∆Z > ∆cZ , where
∆cZ =
√
µ2 + ∆2SC [39, 195]. To study the topological phase transition
in semiconducting NWs, we focus on the experimentally most relevant
strong SOI regime, ESO  ∆SC ,∆Z [212, 216].
By diagonalizing numerically the Hamiltonian H [see Eq. (4.1)], one
can determine the energy spectrum En. In addition, one also finds the
operators ψn =
∑
j
(
u∗↑njc↑j + u
∗
↓njc↓j + v
∗
↑njc
†
↑j + v
∗
↓njc
†
↓j
)
, corresponding
to annihilation operators for each of these n = 4N states. Due to particle-
hole symmetry, all states appear in pairs, i.e. if En is a solution, then so
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Figure 4.2: The spin density Szj (projection along B-field) as a function
of site j. Away from the NW ends, Szj is constant and given by Sz0 de-
termined solely by bulk properties of the system. However, close to NW
ends, Szj oscillates in all parameter regimes and there is no qualitative dif-
ference between trivial (indicated by squares) and topological (indicated
by dots) phase. In all plots, the lines are guides to the eye. However, there
is a quantitative shift in the amplitude of the first oscillations, as the sys-
tem is driven through the topological phase transition. We consider the
system being deep in (red, ∆Z = 0.07) and out of (green, ∆Z = 0.03) the
topological phase as well as close to the topological phase transition in
(blue, ∆Z = 0.048) and out of (orange, ∆Z = 0.052) the topological phase.
The parameters are fixed to N = 150, µ = 0, α = 0.3, and ∆SC = 0.05.
This choice of parameters corresponds to typical values observed in ex-
periments with nanowires such as: m = 0.015me, vF = 0.8 × 106 m/s,
ESO = 0.9 meV, and ∆SC = 0.5 meV (with a = 15 nm, t = 10 meV).
is −En. In what follows, we will focus on non-positive energy states. To
characterize local bulk properties, we define the local charge ρj and the
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local spin densities Sx,y,zj at each site as
ρj =
∑
En<0;σ
(|uσnj|2 − |vσnj|2) , (4.2a)
Szj =
∑
En<0;σ
σ
(|uσnj|2 − σ|vσnj|2) , (4.2b)
Sxj =
∑
En<0;σ
(
uσnju
∗
σ¯nj − vσnjv∗σ¯nj
)
, (4.2c)
Syj =i
∑
En<0;σ
(
σuσnju
∗
σ¯nj − σvσnjv∗σ¯nj
)
, (4.2d)
where the index σ = 1 (1¯) corresponds also to spin up (down) states
defined above, see Fig. 4.2. For zero-energy MF wavefunctions one can
show that u∗↑nj = v↑nj and u
∗
↓nj = v↓nj . Thus, the MF charge and spin
densities are exactly zero [40] and they do not contribute to Eq. (4.2).
For this reason, we take in our definition only bulk states with negative
energies into account. In addition, in our model, the Hamiltonian is real,
so all the eigenvectors can also be chosen to be real. As a consequence,
we find that Sy is identically zero for all configurations considered below.
Away for the NW ends, both spin and charge densities are constant
as expected in a translationally invariant system, see Fig. 4.2. However,
close to the NW end, these quantities oscillate around their bulk values
ρ0 and S
x,z
0 determined as the value at the middle of the NW ρ0 = ρj=[N2 ]
and Sx,z0 = S
x,z
j=[N2 ]
, where [M ] denotes the integer part of M . Here, we
assume that the NW is long enough such that these oscillations decay
in the middle of the NW. In the strong SOI regime [40, 239], there are
two lengthscales associated with bulk gaps at exterior branches ξe/a =
2α/∆SC and interior branches ξi/a = 2α/ |∆SC −∆Z |. In what follows,
we work in the regime in which the NW length L is much longer than
both ξe and ξi, see Fig. 4.2.
Our main interest are boundary effects. As a result, for further con-
venience [247], we define the left and right boundary charge and spin
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as
ρ˜Lm =
m∑
j=1
(ρj − ρ0) , (4.3)
S˜x,zLm =
m∑
j=1
(
Sx,zj − Sx,z0
)
, (4.4)
ρ˜Rm =
N∑
j=N−m
(ρj − ρ0) , (4.5)
S˜x,zRm =
N∑
j=N−m
(
Sx,zj − Sx,z0
)
. (4.6)
First, we subtract from charge and spin densities their bulk values. Sec-
ond, we sum densities over m sites at the left or right edge to define the
right and left boundary charge or spin. Our system is symmetric with
respect to the middle of the NW, so right and left boundary charges and
spins can at most differ in sign. In our case, we find that ρ˜Lm = ρ˜Rm and
S˜zLm = S˜
z
Rm, whereas S˜
x
Lm = −S˜xRm, see the Appendix 4.A. We confirm
that for values of m such that max{ξe, ξi}/a  m  N/2, ρ˜m and S˜x,zm
converge to a constant values ρ˜R,L and S˜
x,z
R,L. Without loss of generality,
in what follows, we focus only on the left boundary charge and spin.
4.3 Signature of topological phase transition
Next, we focus on the characteristic behavior of the boundary charge
and spin around the topological phase transition. First, we analyze the
behaviour of the spin density along the magnetic field Szj for various val-
ues of Zeeman gaps and all the other parameters fixed, see Fig. 4.2. As
expected, Szj is constant in the middle of the chain and saturates to Sz0 ,
however, as one approaches the end of the chain, spatial oscillations in Szj
begin to emerge. Not surprisingly, the spin polarization along the mag-
netic field strongly depends on the strength of the B-field. The stronger
the magnetic field is, the larger is the polarization, see Fig. 4.2. Close to
the phase transition point, the oscillations in Szj at the NW ends get more
pronounced and are characterized by higher amplitudes and longer de-
cay lengths. In order to quantify these oscillations, we calculate numeri-
cally the boundary spin and charge as defined in Eq. (4.4). The signature
of the topological phase transition can be clearly seen in the z-component
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Figure 4.3: The left boundary spin component along z direction, S˜zLm, [see
Eq. (4.4)] as a function of the Zeeman energy ∆Z . The S˜zLm has a peak at
∆maxZ , which coincides in sufficiently long systems with the point of the
topological phase transition ∆Z = ∆SC . This peak is an independent
signature of the topological phase transition. The system parameters are
taken to be α = 0.3,∆SC = 0.05, µ = 0, N = 2000, and m = 1000.
of the boundary spin, SzL/Rm, see Fig. 4.3. In the Appendix 4.A, we also
provide details on the boundary charge and the Sx-component, however,
there is no signature of the topological phase transition in these quanti-
ties. In contrast to that, the SzL/Rm has a pronounced peak at the value
of the Zeeman energy ∆maxZ that is very close to the critical value ∆
c
Z de-
termined from the topological criterion. The longer the system is, the
more close ∆maxZ to ∆
c
Z , see Fig. 4.4. We find that ∆
max
Z weakly depends
on the system size N and approaches the critical value asymptotically
as a function of 1/N . Importantly, the value of SzL/Rm does not depend
on whether the MF state is occupied or not as its contribution is iden-
tically zero. Thus, for long enough systems, the position of the peak in
SzL/Rm can be used as an independent signature of the topological phase
transition.
It is also important to emphasize the role of the chemcical potential µ.
It is well known that the system can also be driven between topological
and trivial phases by changing µ [39, 195]. In this case, when the topo-
CHAPTER 4. BOUNDARY SPIN POLARIZATION AS A ROBUST
SIGNATURE OF A TOPOLOGICAL PHASE TRANSITION 100
●
●
●
●
●
● ● ● ● ● ● ● ● ● ● ● ● ● ●
200 400 600 800
0.055
0.060
0.065
Figure 4.4: The position of the peak ∆maxZ in S˜
z
Lm [see Eq. (4.4)] as a
function of system sizeN . As the system size is increases, ∆maxZ gets more
and more close to the critical value ∆cZ at which the topological phase
transition takes place. We find that the obtained numerically results (red
dots) can be fitted the best with the analytical formula (∆maxZ −∆cZ) ∝ 1/N
(blue curve). The system parameters are the same as in Fig. 4.3 with
m = N/2.
logical phase is reached, there are two peaks in S˜zLm at two critical values
µ = ±µc with µc =
√
∆2Z −∆2SC , see Fig. 4.5. Again, we see that the
critical values ±µc are asymptotically reached as the size of the system is
increased. However, when the width of two peaks is comparable with µc,
the two peaks will merge. Thus, this criterion works best for large values
of ∆Z and long systems. We note that one faces the same problem if the
detection of the phase transition is done via zero-bias peak signatures in
transport measurments. In short nanowires, the MFs of opposite ends
will overlap and split away from zero energy if one is not deeply in the
topological phase.
Finally, we would like to demonstrate the stability of the presented
signatures against disorder and, thus, show that they are also topolog-
ically protected. For this, we add on-site disorder to our model [see
Eq. (4.1)] as well as we modify the system by adding trivial section at
the NW end. Results for the both cases are presented in the Appen-
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Figure 4.5: The z component of the boundary spin S˜zLm [see Eq. (4.4)] as a
function of the chemical potential µ. In the topological regime, there are
two peaks corresponding to two critical values of the chemical potential
±µc, at which the system goes through the topological phase transition.
In the trivial regime such peaks are absent as the system cannot be tuned
into the topological phase. Far from the transition point (green, ∆Z =
0.02) there is a broad maximum in S˜zLm which gets more pronounced as
system approaches the topological phase transition (orange, ∆Z = 0.05)
and develops later into a double peak structure (blue, ∆Z = 0.06 and red,
∆Z = 0.08) in the topological phase. The system parameters are fixed to
N = 1000, α = 0.3, ∆SC = 0.05, and m = 500.
dices 4.C, 4.D. In all configurations, the signature of the topological phase
transition in the boundary spin S˜zLm is still fully present.
So far we have focused on signatures of the topological phase transi-
tion to be detected in the boundary spin. However, the bulk values of the
spin component along the magnetic field Sz0 also carry information about
the topological phase transition if periodic boundary conditions are im-
posed, see the Appendix 4.E for details. In this case, the system is trans-
lationally invariant and it does not matter at which point one computes
the bulk value of the spin component SzPBC . The signature of the topo-
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logical phase transition is still present but different. In particular, there is
now a sharp discontinuity in SzPBC with a jump of order 1/N at the point
of the topological phase transition, ∆Z = ∆cZ , see the Appendix 4.E.
The measurement of boundary spins will be challenging but seems
to be within reach for state-of-the-art magnetometry with NV-centers or
nanoSQUIDs [248–252, 252, 253]. We furthermore recall that it is the total
integral over the spin density within the localization length that deter-
mines the spin signature of the phase transition. Thus, a resolution of
the measurement device over this length scale should be sufficient and
is already reached in the aformentioned magnetometric measurements.
Moreover, all those techniques were already perfomed at cryogenic tem-
peratures necessary for our proposal as one should work at temperatures
that do not exceed the scale set by the bulk gap [254]. Finally, in contrast
to STM measurements, these techniques are non-invasive and, thus, can
be used to measure reliably the magnetic signals we propose.
4.4 Conclusions
We have identified signatures of the topological phase transition in the
boundary spin component in one-dimensional topological systems. These
signatures are present when tuning through the phase transition point
either with the magnetic field or with the chemical potential. Moreover,
we have shown that these signatures do not rely on the presence of MFs
and always occur at the boundary between topological and trivial sec-
tions of the NW. We have analyzed the finite-size effects of the boundary
spin and shown that the position of the peak converges to the value ob-
tained analytically in the continuum limit. These results are also stable
with respect to disorder. We also found that such signatures of the phase
transition do not show up in all boundary observables, e.g. the boundary
charge and the other polarizations of the boundary spin do not exhibit
such discontinuities at the phase transition. These signatures are all re-
lated to the extended wavefunctions which contain information about
the whole system, i.e., bulk and boundaries. Bulk properties which are
determined by the same extended wavefunctions can also exhibit signa-
tures of the phase transitions [245, 246]. As an outlook, it would thus be
interesting to explore the connection between phase transition signatures
at the boundaries with those occurring in the bulk of the system.
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Figure 4.6: (a) Charge density ρj and (b) component of the spin density
along the x axis, Sxj , as a function of site position j. The characteristic fea-
tures are similar to those of Szj discussed in the main text, again there are
oscillations close to the NW ends in both trivial and topological phases.
However, neither the amplitude of the first oscillation does not differ be-
tween the two phases [see (a)] nor the oscillations tend to cancel each
other [see (b)]. Results for the trivial (topological) phase are marked by
green squares (red cycles) and correspond to ∆Z = 0.03 (∆Z = 0.07). The
system parameters are chosen to be N = 150, µ = 0, α = 0.3, ∆SC = 0.05.
4.A Results for boundary spin component SxLm
and boundary charge ρLm
For the sake of completeness, we present here our results for the local
spin density Sxj and charge density ρj , see Fig. 4.6. As the SOI vector
points along the x direction, it is expected that Sxj in the center of the
chain vanishes and moreover
∑N
j=1 S
x
j = 0, which imposes that Sxj must
be antisymmetric with respect to the middle of the chain. We confirm
this expectation by exact numerical diagonalization. As in the case of
Szj , spatial oscillations in Sxj appear close to the ends of the NW, getting
more pronounced as one approaches the topological phase transition. In
case of the charge density ρj , the characteristic behavior is very similar
while in this case, as expected, the results are symmetric with respect to
the middle of the wire. We also calculate the corresponding boundary
charge ρ˜Lm and the boundary spin component S˜xLm (see Fig. 4.7). How-
ever, we do not observe any well-pronounced signatures of the topolog-
ical phase transition in these quantities. For ρ˜Lm, we can see a transition
from almost constant to a linear dependence of ∆Z , however, this signa-
ture seems to be difficult to measure.
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Figure 4.7: (a) Boundary charge ρ˜Lm and (b) component of the boundary
spin along the x axis S˜xLm as a function of Zeeman energy ∆Z . There
are only weak features associated with the topological phase transition.
Unlike the pronounced peak in S˜zLm, the component S˜
x
Lm cannot reliably
distinguish the trivial from topological phase. The system parameters
are chosen to be α = 0.3, ∆SC = 0.05, µ = 0, N = 200, and m = 100.
4.B Local properties of boundary spin
component S˜zLm
We would like to elaborate on the question in which sense S˜zLm is a lo-
cal signature emerging only at the end of the NW. In other words, we
should investigate the behavior of S˜zLm with respect to changes in m, see
Fig. 4.8. Far from the topological phase transition, we observe that S˜zLm
converges very quickly with increasing m and is therefore a local prop-
erty of the end of the NW. As we approach the transition point, values for
the respective m’s start to differ. Nevertheless, even for m = 20 we still
observe a well-pronounced peak almost at the same ∆Z as for m = 100.
Based on that we can conclude that S˜zLm is a local quantity with main
support at the end of the NW.
For completeness, we also show that the signature of the topological
phase transition in S˜zLm does not crucially depend on a large value of the
SOI strength, see Fig. 4.9. Indeed, the peak is even more pronounced in
the regime of weak SOI.
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Figure 4.8: Component of the boundary spin along z axis, S˜zLm, [see
Eq. (4.4)] as a function of Zeeman energy ∆Z for different cut-off values:
m = 1, ..., 100. Here, m = 1 corresponds to the lowest blue curve. Other
curves are ordered according to ascending m at small ∆Z . The peak in
S˜zLm close to ∆
c
Z is observed already for m = ξSC/a (ξSC/a = 12 for this
plot), thus, the proposed signature of the topological phase transition is
local with contributions coming from the occupied bulk states at the end
of the NW. The system parameters are chosen to be N = 200, α = 0.3,
∆SC = 0.05, and µ = 0.
4.C Effect of on-site disorder - stability of
topological phase transition signature in
S˜zLm
To demonstrate that the presented signature of the topological phase
transition in the boundary spin component S˜zLm is robust, we must verify
that this signature persists even if the disorder is present, see Fig. 4.10.
We perform the same calculations as before, however, add fluctuations
in the chemical potential. We see that, locally, disorder causes the ap-
pearance of a similar feature in the spin density as already observed at
the NW ends. Namely, there is a local maximum in the spin density Szj at
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Figure 4.9: Component of the boundary spin along z axis, S˜zLm, [see
Eq. (4.4)] as a function of Zeeman energy ∆Z for different values of
SOI. We compare the experimentally relevant regime of strong SOI (red),
α = 0.3, with intermediate SOI regimes, α = 0.25 (green) and α = 0.2
(blue), as well as with weak SOI regime, α = 0.15 (orange). The peak gets
even more pronounced as one tunes from strong to weak SOI regime. The
system parameters are chosen to be N = 200, ∆SC = 0.05, m = 100 and
µ = 0.
the position of the impurity. The oscillations around the impurity posi-
tion decay as one moves away. If there are many impurities, such effects
will average out. As a result, there can be only local redistribution of the
spin density Szj , which do not affect the boundary spin S˜zLm. Therefore,
as expected, the signature of the topological phase transition, i.e. peak
in S˜zLm at ∆
c
Z , is robust against local disorder. This holds also in the case
of disorder as strong as the superconducting gap ∆SC itself and well be-
yond.
Next, we add magnetic disorder. A magnetic impurity at site j point-
ing in arbitrary direction defined by two spherical angles (θ, φ) is mod-
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Figure 4.10: (a) Component of the boundary spin, S˜zLm, and (b) the z-
component of the local spin density Szj in the system with on-site po-
tential disorder. Generally, we observe the same behavior as in the clean
case, accompanied by small overall renormalization of S˜zj even in the case
of relatively strong disorder. We add disorder in the chemical potential
µdis on site j, elsewhere, we keep µ = 0. In panel (a), S˜zLm for the clean
wire (red) is compared with results for a disordered wire with µdis = 0.04
at site j = 30 (green); with µdis = 0.05 at site j = 30 (blue); and with
µdis = 0.04 at site j = 1 (orange). If an impurity located at the first site of
the NW, the boundary spin is left unchanged even for very strong values
of disorder, µdis = 0.1. The signature of the topological phase transition
is clearly not affected by disorder. In panel (b), Szj is shown for a disor-
dered NW with µdis = 0.04 at site j = 30 (∆Z = 0.07). The presence of
the impurity manifests itself as an additional local peak in Szj accompa-
nied by spatial oscillations. As a result, there is a local redistribution of
the spin density, which does not affect the boundary spin. If there are
several impurities, their contributions average out and the system gets
even more stable to disorder. The system parameters are chosen to be
N = 200, α = 0.3, ∆SC = 0.05, and m = 100.
eled by adding the following term to the total Hamiltonian H ,
HMI,j = J
∑
σ,σ′
c†jσ
(
sin θ cosφ σσσ
′
x + sin θ sinφ σ
σσ′
y
+ cos θ σσσ
′
z
)
cjσ′ . (4.7)
We repeat the same procedure as described before for potential disor-
der and again compare the results with the case of the clean wire, see
Fig. 4.11. In case of a magnetic impurity pointing in the z direction along
(opposite to) the direction of magnetic field, there is a dip (peak) in the
local spin density. Such an effective local magnetic field sums up with the
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Figure 4.11: (a) Component of the boundary spin, S˜zLm, and (b) the z-
component of the local spin density Szj in the presence of on-site mag-
netic disorder. Generally, we observe the same behavior as in the clean
case accompanied by small overall renormalization of S˜zLm. (a) Boundary
spin S˜zLm for the clean wire (red) is compared with results for a disor-
dered wire with a magnetic impurity of the strength J = 0.05 placed at
site j = 7 in different configurations: polarization along the x direction
(green) with θ = pi/2, φ = 0; polarization along the y direction (blue) with
θ = pi/2, φ = pi/2; polarization along the z direction (orange) with θ = 0.
(b) Close to the magnetic impurity, the local spin density Szj is changed,
resulting in either an increase or decrease in the local spin polarization
(∆Z = 0.06). This local redistribution of the spin density hardly affects
the boundary spin and does not obscure the signature of the topological
phase transition. If there are several magnetic impurities, their contri-
butions average out. The system parameters are chosen to be N = 200,
α = 0.3, ∆SC = 0.05, and m = 100 if not specified otherwise.
externally applied uniform field and increases (decreases) the total spin
polarization, and, thus, affects the height but not the position of the peak
in the boundary spin. In the case of the magnetic impurity pointing along
the x direction, there is a peak in the local spin density. This can be un-
derstood as follows: the local magnetic field polarizes spins locally along
the x direction, and, thus, diminishes the polarization in the z direction,
resulting in a local peak. In the case of a magnetic impurity pointing
along the y direction, there are practically no changes in the local spin
density of states nor in the boundary spin. If the magnetic impurity is far
away from the boundary, there is no effect on the boundary spin. In case
of multiple magnetic impurities such effects average out. To conclude,
magnetic disorder does not affect the signature of the topological phase
transition carried by the boundary spin.
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4.D Boundary spin S˜zRm at the boundary
between topological and trivial phases
In the main text, we have focused on the boundary spin located at the
ends of the NW. Here, we show that, generally, the boundary spin is asso-
ciated with the boundary between topological and trivial sections in the
NW. As a result, there is a contribution to S˜zL/Rm coming from both sides
of the boundary, i.e. from the topological section and from the trivial sec-
tion. This means that the definitions for S˜zR/Lm given by Eqs. (4) and (6)
should be generalized. For the moment, let us focus on the boundary
located at the site N and introduce the boundary spin as
S˜zBm =
N∑
j=N−m<
(
Szj − Sz0<
)− N+m>∑
j=N+1
(
Szj − Sz0>
)
,
Sz0< = S
z
j=[
N<
2
]
, Sz0> = S
z
j=[N<+
N>
2
]
. (4.8)
Here, the sum runs over m< (m>) sites of the left (right) section of the
NW consisting in total of N< (N>) sites, such that m = m<+m>. Without
loss of generality, we can assume that the left (right) section is in the
topological (trivial) phase. Assuming that both sections are long enough,
one determines the bulk value of the spin density as Sz0< and Sz0> for each
section separately, as they are generally not the same. This can be seen
clearly in Figs. 4.13(b) and 4.12(b), where we show how a typical spin
density profile looks like in NWs divided into two sections.
We consider two scenarios. In the first scenario (see Fig. 4.12), we
attach a superconducting lead at the right end of the NW. In this lead,
we assume that the Zeeman field is screened and the SOI is absent. As
a result, this NW section is always in the trivial phase. Again, one ob-
serves a well-pronounced peak in S˜zBm at Zeeman energies close to the
critical value ∆cZ . In the second scenario (see Fig. 4.13), the right section
of the NW has stronger proximity-induced superconductivity. Thus, it
enters the topological phase at larger values of Zeeman energy. As a re-
sult, there are two peaks in S˜zBm. The first (second) peak corresponds to a
Zeeman energy at which left (right) section of the NW becomes topolog-
ical.
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Figure 4.12: (a) Component of the boundary spin, S˜zBm, and (b) the z-
component of the local spin density Szj . The right section of the NW
corresponds to a superconducting lead, in which we fix α = ∆Z = 0.
In contrast to that, the left section of the NW is described by α = 0.3.
The chemical potential is uniform, µ = 0, as well as the superconducting
strength ∆SC = 0.05. In addition, N< = N> = 300 and m< = m> = 150.
(a) Again, there is a signature of the topological phase transition in S˜zBm.
(b) The boundary spin has contributions from both topological and trivial
sections of the NW (∆Z = 0.15). We also note that the bulk values of spin
density Szj are different in two sections.
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Figure 4.13: The same as in Fig. 4.12, however, here, both sections of the
NW have the same strength of the SOI (α = 0.3) and the same strength
of Zeeman energy. However, the proximity-gap is non-uniform: i.e. the
right (left) section has ∆SC = 0.15 (∆SC = 0.05). As a result, in panel (a),
there are two peaks in S˜zBm, which corresponds to two values at which
each of sections changes from the trivial to the topological phase. (b) The
z-component of the local spin density Szj saturates at two different values
at the left and right sections, which motivates us to introduce Sz0< and Sz0>
for each section separately (∆Z = 0.10).
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4.E Signatures of topological phase transition
in bulk values of spin
So far we have focused on signatures of the topological phase transition
to be detected in the boundary spin. However, the bulk values of the
spin polarization along the magnetic field, Sz0 , also carries the informa-
tion about the phase transition in finite-size systems. To focus on bulk
properties only and to exclude any influence of boundary effects, we im-
pose now periodic boundary conditions on the system, forming a NW
ring. In this case the system is translationally invariant and it does not
matter at which point one computes the bulk value of the spin polariza-
tion SzPBC . In finite-size systems, we always observe a sharp discontinu-
ity in SzPBC at the point of the topological phase transition, ∆Z = ∆
c
Z ,
see Fig. 4.14. In contrast to the boundary spin, this discontinuity always
takes place at ∆cZ independent of the system size. However, the value of
the jump ∆SzPBC in S
z
PBC depends on the size of the system. We analyzed
the value of the jump as a function of system size N and conclude that it
can be fitted best by an 1/N dependence. We note that the results of this
subsection obtained for bulk states with periodic boundary conditions
are closely related to the ones obtained for bulk states in Ref. [185]. In
particular, the sign reversal of the spin polarization of the bulk state with
zero momentum is responsible for the jump in SzPBC . In stark contrast,
the features of the boundary spin S˜zBm are due to boundary effects and
thus are of different physical origin.
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Figure 4.14: (a) Component of spin polarization along the z axis, SzPBC ,
as a function of Zeeman energy in the system with periodic boundary
conditions. Away from the topological phase transition point ∆cZ , S
z
PBC
is a linear function of ∆Z . The discontinuity in spin polarization, ∆SzPBC ,
occurs exactly at ∆cZ . (b) The size of the jump ∆S
z
PBC is inversely propor-
tional to the system size N . Numerical results (red dots) are fitted by the
analytical formula ∆SzPBC ∝ 1/N (blue curve). The system parameters
are chosen to be α = 0.3, ∆SC = 0.05, µ = 0, and m = N/2
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