Abstract: Considering vast amounts of genomic sequences of mostly unknown functionality, in-silico prediction of functional regions is an important enterprise.
Introduction
Entropy is a convenient and, in many respects, unique measure of variability of discreet variables [1, 2] . It is defined as proved to be useful in providing the fundamental insights on genetic sequence evolution [3] .
On the one hand, one of the interpretations of entropy is the information content of the message. On the other hand, it also can be interpreted as the randomness of the message. However the first interpretation is subjectively more appropriate for genomic sequences where we assume that entropy reflects the degree of functionality.
The reasons for this are that the average GC content in a genome usually deviates from an ideal 50% (40% in human genome) lowering the entropy of unconstrained sequences, and such sequences undergo not randomisation by point mutations as could be expected, but homogenisation by repetitious sequences (which have low variability) performed by numerous processes like slippage replication, retroposition, etc. Local correlations in sequence composition are present genome-wide even in coding regions, indicating the presence of such homogenisation force. This force is opposed by "randomisation" force as the requirement for the most efficient coding in terms of information theory. For example the functionality of a sequence implies interaction specificity, thus the higher sequences variability (entropy) is, the large number of specific interactions such sequences may perform. Hence the assumption is that sequence entropy may serve as the averaged measure of functionality, aiding the localisation of non-coding functional regions. Considering DNA sequence as a message composed of 4 letters ACGT, the entropy may be computed for the distributions of single nucleotide or for the words consisting of few nucleotides. For one nucleotide, the entropy reflects the balance between 4 possible states -A, C, G, T, the maximum being when all their probabilities (computed by frequencies) are ¼, while for di-nucleotide words 16 variants are possible -AA, AC, etc.
Of course a region with low entropy cannot be immediately qualified as nonfunctional, because its functionality may be "sparse" -confined to a small sub-region surrounded by sequences of low complexity, thus its average functional load is low anyway. However the regions with exceptionally high entropy are most likely densely packed with functional elements. The provided analyses reveal several independent evidences to this information theoretical inference.
The question is what sequence length should be used for calculation because short sequences provide low statistics for di-nucleotides occurrences probabilities estimations (discretization) while large sequences lose position specificity to localise functional elements. So in performed analyses the human genome was split into pieces with lengths ranging from 5 kbp to 100 kbp ( Fig. 1 ) and all of them reveal about the same robust trends.
Results

Co-localisation with exons
The human reference genomic sequence from NCBI release 35 was used. X and Y chromosomes were excluded because of their special mode of inheritance and thus genetic variability (i.e. SNPs distribution, as SNPs distribution analyses were used later). The total length of analysed sequence was 9 10 5 . 2 ⋅ bp. This sequence was split in pieces of given size (ranging from 5 kbp to 100 kbp). For each piece the entropies were calculated for single nucleotide, di-and tri-nucleotide words -H 1 , H 2 and H 3 correspondingly (Fig. 1) . The pieces, which partially overlap with known exons, were treated separately.
The histograms of number of pieces with given entropy for different lengths are shown on Fig. 2 . Entropy H 1 was not included because it turned out to be too crude as a metric of variability (the same with GC content) and shows no trends described. For example a simple repeat 'ACGT' would produce the maximum of H 1 entropy, while being apparently of low complexity. For H 2 and higher orders it is obviously more difficult to form the simple short repeat with maximum entropy.
Analysing Fig. 2 a number of interesting conclusions can be drawn. The right shoulder of distribution for exon-containing pieces is always above the distribution of no-exon pieces even for small 5 kbp pieces. Thus, for H 2 above the certain value for a
given sequence chunk length we have more chances to find an exon inside that chunk than not to. Such co-localisation specificity cannot be achieved with GC content or H 1 measure.
The large 100 kbp pieces are also interesting in showing the apparent bimodality with rather abrupt transitions. At H 2 > 3.93 abrupt transition in exons density happens (Fig.   2 ).
SNPs distribution
Next analyses were concerned with SNPs densities. For this we used human SNPs SNPs density drop remains the same if we discard exons from analyses, so the exons conservation cannot be used to explain it. In fact, even in the exon-containing pieces the length of exons is much smaller in average than the length of non-coding content:
there are about 35,000 of 5 kb exon-overlapping pieces while the average gene length is about 1 kb. Thus the exons occupy in average less than 20% of exon-containing 5 kbp pieces. The coding sequence per se does not contribute significantly to the entropy and SNP density of large pieces of a DNA they are located in. Hence Fig. 2 suggests that exons are a minor part of the functional genomic sequence in large genomes. As a very rough estimate it is interesting to note that the average SNPs density in exons is about 70% from that in introns [6] while non-coding chunks with H 2 >3.94 have in average about the same decreased SNPs density but few times (~80 Mbp) larger total length (than exons).
No significant dependencies of the SNPs frequencies on H 2 were observed, however a
HapMap sample size might be too small to reveal them.
The SNPs density trends are easily reproducible and apparently highly significant because the relative error in density mean value is N 1 ∝ where N is the number of chunks used for averaging in the corresponding entropy bin, which is quite large (Fig.   2 ). The magnitude of relative error is also apparent from point-to-point fluctuations (Fig. 3) as each point represents the average over independent genomic chunks.
Ratio of transversions to transitions
The most common mutations in a human genome are transitions (C-T, G-A), which are nearly twice more common than transversions. If we plot the ratio of transversions to transitions versus H 2 we observe the decrease in high-H 2 regions (Fig. 4) . It is difficult to explain this by sequence composition because at high H the GC content is about 50% and is changing insignificantly in the region of 3.9-3.95. The proposed explanation for this is the action of purifying selection, which eliminates transversions as being more deleterious than transitions. Presumably, in average the non-coding functional sequences have consensuses, which are optimised for mutation load, and because most of the mutations are transitions, the sites evolved to accept transitions as "synonymous" i.e. fit in the consensus, as demonstrated by splicing sites [6] and the genetic code. The recovery of this ratio at the extreme values of H 2 (Fig. 4) can be explained by observation that the decrease of mutation load by transitions preference is possible only with semi-conserved sites [6] however at the extreme H 2 many sites are highly conserved.
2D SNP distribution
The same trends can be visualized on 2D plots. We plotted SNP densities with X coordinate being di-nucleotide entropy and Y -GC content. A number of interesting phenomena can be observed (Fig 6) .
It is evident that the entropy and GC content provide rather independent information about sequence properties and they are not mutually redundant. The low-H high-GC "cloud" of dbSNP SNPs in the lower left corner seems to represent mutationally degraded GC-rich gene-poor repeats (such as ALU), with high SNP density. Probably these regions are intentionally properly underrepresented in HapMap. It is also evident the smaller density of HapMap SNP in high-H (starting at ~3.93 bits) regions which are exon-rich and have high load of non-coding functionality.
Formal solution to C-value paradox?
If the assumptions on coding efficiency (here 'coding' is an information theoretical term unrelated to amino acid coding) are correct, it can help to resolve some paradoxes of mapping the genetic complexity into phenotypic. For example D.
melanogaster and C. elegans have approximately equal genome sizes and gene numbers, however a fly is perceived as much more complex phenotypically. On the plot of their genomic di-nucleotide entropy distributions (Fig. 7) it is clear that the fly genome has potential for far larger functional load, considering that functional load abruptly increases after H 2 = 3.93, which is in accord with their complexities. A fly has the compact genome presumably due to a high deletion rate [5] , so it must utilise more efficient coding to fit more functional information into the same genomic length as more primitive nematode. Interestingly D. melanogaster entropy peak is located even at higher values (H~3.95, compare Fig. 7 and Fig. 2 ) than it is for human, probably reflecting high demands for its genome size compression, which are not present in large human genome.
Conclusion
Di-nucleotide (and higher orders) entropy seems to provide the measure of sequence functional load supported by the following theoretical and empirical arguments:
• Information-theoretical consideration, i.e.: multiple diverse functions require diverse sequence, while non-functional sequences tend to be homogenized to low complexity.
• Strong co-localisation of high-H non-coding sequences with exons.
• Decrease in transversions to transitions ratio in high-H regions. This evidence of functional load is yet in the stage of hypothesis itself though [6] .
• Significant drop of the SNPs density in high-H regions, which is difficult to explain by sequence composition and/or mutagenesis. Thus the prime suspect is strong purifying selection in these regions.
This entropy measure may help to optimise the search for non-coding functional elements in the vast space of large genomes. For example if some 5 kb sequence has H 2 > 3.93 it is likely densely functional even if there are no exons in it. The discovery and validation of non-coding elements can be further enhanced by a novel observation that such elements are optimised for mutation load by favouring transition mutations.
Hence, the ratio of transversions to transitions is analogous to the replacement-tosynonymous (R/S) metric in the coding sequences. On the other hand the degenerate 3 rd codon positions can be considered as non-coding sequences themselves, so for high-H genes they can be functionally overloaded challenging the validity of R/S metric in such genes.
While "C-value paradox" is not inasmuch the paradox any more, in the case of C.
elegans and D. melanogaster, the information theory considerations provide coherent estimate of their relative complexities, which are difficult to match by their C-or Gvalues alone.
This metric opens the opportunities for numerous intra-and inter-genomic analyses providing the general estimate of functional load in non-coding sequences. It also suggests optimisation strategies for the target regions selection for resequencing and genotyping. 
