Abstract-We consider control systems for which we know two stabilizing output feedback controllers. One is globally asymptotically stabilizing, while the other one is only locally asymptotically stabilizing. We look for a composite output feedback control law that is equal to the local feedback on a neighborhood of the origin and that is globally asymptotically stabilizing. Since we want some robustness with respect to measurement noise, actuator errors, and external disturbances, we need to consider hybrid output feedback controllers. Under an input-output-to-state stability assumption, we exhibit a solution of this uniting problem by means of a dynamic hybrid output feedback controller. Then, we particularize our study to linear control systems with saturation at the input for which we know two stabilizing output feedback controllers. One is a nonlinear globally asymptotically stabilizing controller, while the other one is a high-performance linear-only locally asymptotically stabilizing controller. We specify numerically tractable conditions to solve this uniting problem. Finally, we illustrate our main results by means of numerical examples.
I. INTRODUCTION

A. Background
I
N NONLINEAR control system theory, we have now numerous tools to design (globally) asymptotically stabilizing output feedbacks; see, e.g., [1] , [4] , [20] , and [24] . However, if such feedbacks give a satisfactory answer to the global asymptotic stabilization problem, they are not necessarily intended to address the performance problem. As opposed to this case, for instance via linearization, one may design output feedback controllers addressing satisfactorily both the asymptotic stabilization and the performance problems, but only locally. A practical example of such a framework is given by [29] . This leads us to the idea of uniting a local (optimal) output controller with a global (stabilizing) output controller, i.e., given: 1) an output feedback controller able to stabilize locally while providing better performance, and: 2) a controller providing global asymptotic stability, we are looking for a new output feedback providing uniform global asymptotic stability for the overall system while matching exactly the local controller when the system state component is in a neighborhood of the origin.
When considering only state feedbacks, this problem has been already studied and solved in [22] (cf. [30] ). In that reference, it is proven that, for general control systems, this uniting problem cannot be solved by considering only continuous feedbacks (to the best of our knowledge, this problem remains open when particularizing to some classes of nonlinear systems such as the one considered in Section IV). When using discontinuous feedbacks, we may introduce sensitivity to arbitrary small measurement noise. The design of discontinuous stabilizing controllers guaranteeing some robustness issue to measurement noise is possible with sample and hold [6] , [26] . An alternative approach is found in the notion of hysteresis switching, taking advantage of the existence of a region where both output controllers and are appropriate. This suggests considering the class of hybrid controllers to solve this uniting controllers problem as done in [22] in the state feedbacks case (see also [9] ). In [23] , it is shown that the class of asymptotically stable hybrid systems has, under appropriate regularity properties, a robustness with respect to small measurement noise and external disturbances. This result generalizes what has long been appreciated for continuous systems (see [7] and [18] ).
B. Contribution
Our first contribution concerns nonlinear control systems (1) where is locally Lipschitz with , and is continuously differentiable with . We assume that two different continuous dynamic output feedback stabilizers, , and , are given. We assume also that the nonlinear system (1) is input-output-to-state stable (IOSS) as introduced in [17] (see also [2] ). Roughly speaking, this property allows us to estimate an upper bound on the magnitude of the state of the system on the basis of past input and output signals.
For linear systems, this property is equivalent with the usual detectability property (see [17, Prop. 2.6] ) that if the output is held equal to zero, the resulting constrained dynamics have the origin asymptotically stable. However, this latter property is weaker than the IOSS for general nonlinear systems. Moreover, combining the IOSS with the external stability is equivalent to the internal stability (this is the equivalence between the IOSS and the input-to-output stability (IOS) with the input-to-state stability (ISS) property; see [27, Sec. 9]).
0018-9286/$26.00 © 2010 IEEE In the first theorem of this paper, we prove that there exists a solution of the uniting problem in terms of a hybrid output feedback controller, i.e., we state the existence of a hybrid output feedback controller that is equal to on a neighborhood of the origin and such that the system in closed loop with the hybrid feedback is globally asymptotically stable. The approach described in [22] for the state feedbacks case cannot be applied since the norm of the state is known only asymptotically. Moreover, the system in closed loop with the hybrid controller proposed here has the regularity properties required in [23] . Thus, we also get a robustness with respect to small measurement noise and disturbances; that is, for any such small perturbations, the perturbed system remains globally asymptotically stable (see Section II for a precise statement of this result). The said class of hybrid controllers has been introduced in [10] and depends only on the output. It has a dynamic state , continuous dynamics if , and discrete dynamics if . The system (1) will be in closed loop with the output of the hybrid controller, i.e., if . Our second theorem makes explicit a hybrid output feedback controller solving the uniting problem under some more quantitative and weaker assumptions. These conditions are written in terms of local and global IOSS-Lyapunov functions and local and global norm-observers that exist as soon as the system (1) is IOSS, as proven in [17] (see also [15] ). See Section III for more details.
One class of nonlinear systems for which it is crucial to unite high-performance local controllers with global ones is the class of linear systems with saturation at the input. Saturation is one of the most important nonlinearities that limits control systems performance in many applications. It is known that the use of linear controllers for systems that are subject to amplitude limitation in the input may reduce the performance of the closed-loop system or even lead to instability (this is usually called the windup phenomena). Many different approaches exist in the literature for the design of static and dynamic linear antiwindup compensators (see, e.g., [5] , [8] , [12] , and [21] ). See also [31] , where a nonlinear scheduling technique is proposed, using a switching among a family of linear gains. One way to ensure local performance with global attractivity is to unite a (optimal) linear local output feedback controller with a globally stabilizing nonlinear output feedback controller. In the third part of this paper (see Section IV), we address the uniting problem of local linear stabilizer with global nonlinear stabilizer, i.e., we specify some numerically tractable conditions to design a hybrid controller that unites a prescribed global, nonlinear controller with a predesigned local, linear controller. These conditions are written in terms of a set of linear matrix inequalities (LMIs), which can be solved by efficient numerical solvers. Our result can be seen as an antiwindup result since, from a locally stabilizing controller, we build a global stabilizer. However, our approach shows also how we can use output measurements to piece together arbitrary local and global output feedback controllers.
More precisely, in the third part of this paper, we focus on the following class of control systems (2) where , , , , , and are matrices of appropriate dimensions, and "sat" denotes the usual (decentralized and symmetric) saturation map  defined  by, for all  , and for all   if  if  if In the previous equation, is a given vector, with positive components , for . We assume that two different continuous dynamic output feedback stabilizers are given: a linear one , , and a nonlinear one , . We know that the saturation nonlinearity at the input asks for special care, and the nonlinear system (2) in closed loop with the linear controller , may be unstable for some large initial conditions, even if the linear system (3) in closed loop with , is asymptotically stable.
In Section IV, we make explicit numerical conditions to design a hybrid output feedback controller solving the uniting problem, i.e., which is equal to the linear local controller for initial conditions in a neighborhood of the origin, and with a global basin of attraction. Thus, the hybrid controller has locally the same performance as the linear controller and is globally asymptotically stabilizing. This paper is organized as follows. In Section II, we make precise the problem under consideration in this paper and we state the first theorem, namely the existence of a dynamic hybrid output feedback controller solving the uniting problem under appropriate hypotheses. In Section III, we make our assumptions more quantitative in order to explicit our controller. This is the second theorem of this paper. In Section IV, we particularize our study to the uniting problem of a local linear stabilizer and a global nonlinear feedback for a linear system with saturation at the input. We state some numerically tractable conditions which imply the quantitative assumptions of Section III, which thus allow us to design a hybrid controller solving the uniting problem. We illustrate this third theorem by some simulations in Section V. Some technical proofs are contained in Sections VI and VII. Section VIII contains some concluding remarks.
II. PROBLEM STATEMENT AND EXISTENCE OF
A SOLUTION OF THE UNITING PROBLEM
In this section, we define precisely the problem under consideration in this paper, and we state the existence of a solution under appropriate assumptions (see Theorem 2.1).
Let us consider two continuous dynamic output feedback controllers , for , where , , , and are continuous functions vanishing at the origin. Let us make explicit our assumption. (4) 2) (Global dynamic controller) The origin of is globally attractive for the system (5) 3) (IOSS) The system (1) is input-output-to-state stable. To be self-contained, let us recall that the system (1) is IOSS if there exist functions of class and of class such that, for all 1 , and for all maximal trajectories of (1) with , we have, for all where we denote the Euclidean norms by , and denotes the supremum of the domain of a trajectory of (1). This notion is studied in [17] . It is proven in particular that this implies the existence of a norm-observer (this notion is used in Section III). Weaker conditions for the existence of a norm-observer are given in [15] .
In this paper, we consider a dynamic hybrid output feedback controller where, for a given integer , and are closed sets, while , and are continuous functions. Let us make explicit our notion of trajectories of (1) in closed loop with a dynamic hybrid output feedback controller and the notion of robust asymptotic stability. The closed-loop system lies in the class of hybrid systems as considered in, e.g., [3] and [19] . Here, we consider the notion of trajectories as studied in [10] , [11] , and [23] . First , takes values in , has an unbounded time domain, and satisfies the following. 1 Here and in what follows, all controls are assumed to be measurable and essentially bounded functions.
S1) For all
and almost all such that , we have and (7) S2) For all such that , we have and (8) S3) . Note that, in the previous statements (as in [10] , [11] , and [23] ), it is required that the initial conditions and the trajectories take values in . Let us recall that the origin is globally asymptotically stable for the system (6), if we have the following.
• (Local stability) For each , there exists such that for all satisfying and , every trajectory of (6) starting at satisfies , for all in .
• (Global convergence) For all , every trajectory of (6) starting at satisfies . Considering system (6) under measurement noise and external disturbances leads to the following system:
Now, let us recall that admissible measurement noise and admissible external disturbances are functions and in that are continuous in for each . We say that the origin is robustly globally asymptotically stable for the system (6) if there exists a positive definite continuous function such that for all admissible measurement noise and admissible external disturbances satisfying, for all and for all , and , the origin is globally asymptotically stable for the system (9).
Let us now define our uniting problem. We look for the following:
• an integer and a dynamic hybrid output feedback controller such that and are closed sets; , and are continuous functions; and such that the origin of (6) is robustly globally asymptotically stable; • a matrix , a continuous positive definite function and such that for all initial conditions , satisfying , the trajectory of (6) starting at has the hybrid time domain and for some trajectory of (4). Let us remark that the possible presence of Zeno solutions is considered in the framework of hybrid systems and in the definition of a global asymptotic stable equilibrium. 2 However, combining the local asymptotic stability and the fact that the trajectories match those of the local controller for small initial conditions, the first components of all trajectories of (6) consist in a trajectory of (4) after a sufficiently large time. In particular, it excludes the presence of Zeno trajectories, and the convergence property may be rewritten as . Let us remark also that the interest of the matrix lies in the fact that the dynamical state variable is projected into the space of the state variable of the local controller.
We are now in position to state our first result. • To solve the uniting problem of two static controllers, we cannot restrict our attention to static continuous controllers (i.e., to continuous functions ) since there exists a control system for which it is known that the uniting problem does not have any solution in this class of controllers (see [22] ).
• Moreover, we cannot restrict our attention to static discontinuous controllers (i.e., to discontinuous functions ) to solve this uniting problem if we ask for a robust stabilization. See the example, given in [22] , of a nonlinear control system that is affine with respect to the control, for which this uniting problem does not have any solution in this class of controllers. This motivates the introduction of the hybrid controllers to solve the uniting problem.
• The controller considered in Theorem 2.1 is an output feedback since it depends only on the output and on the dynamic continuous state . This theorem is an existence result. To construct a hybrid feedback solving the uniting problem, we need to make our assumptions more "quantitative." This is done in Section III, where we introduce a new set of assumptions that is valid as soon as Assumption 1 holds. We will then deduce Theorem 2.1 (see Section VI).
III. EXPLICIT SOLUTION OF THE UNITING PROBLEM
In this section, we make our condition more quantitative in order to explicit a solution of our uniting problem for the nonlinear control system (1). More precisely, we assume the following. 
) (Local dynamic controller)
The origin of is asymptotically stable for the system (4) with the basin of attraction containing . 2 We recall that a Zeno trajectory is a complete trajectory with a domain that is bounded in the t-direction.
2) (Local norm-observer) By studying the system (4) and the system (10) for all initial conditions in , we have (11) for all . 3) (Global dynamic controller) For all trajectories of (5), we have . 4) (Norm-observer for ) For each , by studying the system (1) and (12) for all initial conditions in , we have (13) for all . 5) (Estimation for the local system) for each trajectory of (4) starting from , we have for all . 6) (Estimation for the global system) For each trajectory of (5) starting from , we have , for all . Let us note that the assumption on the global output feedback relaxes those of Assumption 1 (compare items 3 and 6 of Assumption 2 respectively to the attractivity and the stability as considered in item 2 of Assumption 1). Moreover, we note that, in the previous assumption, item 5 is related to the stability assumption of item 1 by making explicit an estimation of the values of the -function. Let us recall that (see [17] ), under item 3 of Assumption 1, there exists an IOSS-Lyapunov function, 3 i.e., a function such that we have the following.
• There exist functions of class satisfying , for all .
• There exist functions of class satisfying , for all . It follows that under item 3 of Assumption 1, for all , the function defined by satisfies, for all Thus, is an IOSS-Lyapunov function for the system (14) where the state is , the input is , and the output is . In other words, if (1) is IOSS, then the system (14) is also IOSS. Given this IOSS-Lyapunov function , by defining for all , the system (15) is a norm-observer, i.e., there exists a function of class , such that for each , and for each , by studying the system (14) and (15) (14) and (15) [resp. the system (1) and (12) , and a value such that for all satisfying , we have where is the trajectory of (4) starting from . Let us give the main ideas of the proof of Theorem 3.2. Intuitively, due to the expression of , for large initial conditions, the trajectories of (1) in closed loop with (16) are trajectories of (5) as long as the state variable of the global norm-observer does not reach the value . Due to items 3 and 6 of Assumption 2, for sufficiently large time, the state variable becomes smaller than . Then, the trajectory enters and successively. It may happen that, as the first time when we enter , we are not in the basin of attraction of (4). However using items 2, 4, and 5 of Assumption 2, we may prove that, for sufficiently large time, is smaller than , and thus we eventually are in and also in the basin of attraction of the local controller. Due to the expression of , we keep following the trajectories of (4), and with item 1 of Assumption 2, we converge to the origin. The details of the proof need more attention and are postponed to Section VI. This result is applied on an example in Section V-A.
IV. NUMERICAL COMPUTATION OF A SOLUTION OF THE UNITING PROBLEM
In this section, we consider the linear control system (2) with saturation at the input for which we know two stabilizing output feedback controllers. One is a nonlinear globally asymptotically stabilizing controller, while the other one is a linear only locally asymptotically stabilizing controller. We suggest a numerical algorithm to compute a solution of the uniting problem. Our approach is constructive since our conditions are written in terms of LMIs.
Let us consider two continuous dynamic output feedback controllers for (2) . One is assumed to be a linear output feedback (17) where is the state of the controller, and , , , and are matrices of appropriate dimensions. The second controller is a nonlinear output feedback controller (18) where and are continuous functions vanishing at the origin. The system (2) in closed loop with a dynamic hybrid output feedback controller is defined as the hybrid system if if (19) Let us particularize Assumption 1 to the case of the control system (2) in closed loop with the output feedback laws (17) and (18) .
Assumption 3: 1) (Local linear controller) The origin of is locally asymptotically stable for the system (20) 2) (Global nonlinear controller) The origin of is globally attractive for the system (21) Let us note that the IOSS assumption (as given in item 3 of Assumption 1) is not explicitly needed since, as remarked in [17] , the detectability of the linear system , (due to item 3 of Assumption 2) implies that the linear system , is IOSS, which in turn implies that the system (2) is IOSS.
Therefore, Assumption 3 implies Assumption 1, and we deduce from Theorem 2.1 the existence of a solution of our uniting problem as claimed in the following result. This result is an existence result. However, we can prove a stronger result. Indeed, under Assumption 3, we may construct a hybrid controller solving our uniting problem (see Corollary 4.5). To do that, we denote the usual matrix norms by (without specifying the dimensions), and by the identity matrix in , respectively, and by 0 the null matrix of appropriate dimensions. For each matrix , the notation (resp. ) means that the matrix is symmetric positive definite (resp. positive semidefinite). To numerically compute a solution of our uniting problem, we need the following assumption, which holds whenever Assumption 3 holds. 4 Assumption 4: There exist symmetric positive definite matrices , , , and ; a symmetric positive semidefinite matrix ; matrices and ; and positive values , , , and such that we have the following. 1) (Local linear controller) The origin of is asymptotically stable for the system (20) with a basin of attraction containing the set , the value is nonincreasing along the trajectories of (20) starting in this set, and we have (22) 2) (Global nonlinear controller) By defining with , for all trajectories of (21), we have . 3) For each trajectory of (21) (25) and (26) and (27) at the bottom of the page hold, where denotes the th row of and .
Let us denote and . Let us note that, above, the assumption on the global, nonlinear output feedback relaxes those of Assumption 3 (compare items 2 and 3 of Assumption 4 with item 2 of Assumption 3). More precisely, we may prove that Assumption 4 holds if Assumption 3 is satisfied (see Proposition 4.2). Moreover, the problem of the computation of the variables considered in Assumption 4 is not convex due to the products appearing in (26) . However, we state a numerical algorithm to compute a solution of the uniting problem by solving LMIs only. 4 For any symmetric matrix, we will denote the symmetric terms by ?. (29) where , and (resp. ) denotes the th row of (resp. ). (20) is estimated. To do that, we used the modified condition of [8] , but other approaches are possible (consider, e.g., [13] and [14] ).
With Assumption 4, we may design a dynamic hybrid output feedback controller solving the uniting problem. This is our third theorem. 
V. NUMERICAL SIMULATIONS
In this section, some numerical simulations are performed to illustrate the main results of this paper. It is first considered an example borrowed from the literature, and Theorem 3.2 is applied. Then, we apply Corollary 4.5 on an example in Section V-B. 5 
A. Example Borrowed From the Literature
Let us consider the following single-input-singleoutput (SISO) system (see [1] ):
where is the plant state, stands for the output, and stands for the input. Let us rewrite this system as (1) with obvious definitions of and . An observer for is . Moreover, given any trajectory of (33), we compute, for all if moreover . Thus, the system (33) is IOSS. Now, for the local controller, let us pick , for all in . By considering the linearization around the origin, it can be checked that the origin of is locally asymptotically stable for system (4) .
A global dynamic controller is computed in [1] . More precisely, let be defined by , where is a dynamical state with the following dynamics (see [1] (5), item 6 of Assumption 2 holds for a sufficiently small positive value . Therefore, Assumption 2 is satisfied.
By applying Theorem 3.2, the dynamic hybrid output feedback controller (16) solves the uniting problem. To check that the origin is a global asymptotic stable equilibrium, let us plot the trajectory of (6) starting from , , , , and . We check in Fig. 1 (top) that the trajectory converges to the origin. The time evolution of the control values are given in Fig. 1 (bottom) . First, the local controller is used up to the time instant 0.12, and then the global controller. After , the local controller is used.
B. Academic Example
Before introducing the example under consideration in this section, let us recall that Corollary 4.5 can be seen as an antiwindup result since, from a locally stabilizing controller, we build a global stabilizer. Thus, it may be important to maximize the size of the region where the local controller is used. For this aim, due to the uniting problem, we have to maximize the value . To do this, it is possible to consider some convex optimization problems derived from Algorithm 4.3. First, at step 2 of Algorithm 4.3, maximizing the estimate of the basin of attraction of (20) can be accomplished by solving the following convex optimization problem: subject to (28) , (29) , and Also at step 3 of Algorithm 4.3, it is possible to maximize the value by solving the convex optimization problem: subject to (30) . These optimization objectives have been considered in the next example.
To illustrate Corollary 4.5, let us consider the two-dimensional system (2), with , , and
, and "sat" is the saturation function with level equal to 10. The equations model a positioning system where the position is assumed to be measured, and the force that is applied on the system may saturate. The speed is subject to friction. For the local controller, we consider the following linear controller: (36) with , , , and . We easily check that the origin is asymptotically stable for the system (2) in closed loop with (36) linearized around the origin. However, the origin of the nonlinear closedloop system is not globally asymptotically stable (consider, e.g., the trajectory starting from , which diverges as the time goes to the infinity).
For the second controller, consider the following static position feedback:
with . Using the positive definite function defined by , for all , and the Invariance Principle (see [16] ), we may check that the origin of the system (2) in closed loop with is globally asymptotically stable, but may induce large intermediate values (consider, e.g., the trajectory starting from ). Therefore, Assumption 3 holds (recall that, as remarked after the statement of this assumption, the IOSS does need to be explicitly stated). Thus, the uniting problem is solved by applying In particular, is an IOSS Lyapunov function for (2). Consider system (2) in closed loop with the dynamic hybrid output feedback controller (16) . Let us first consider the following initial condition: , , , and . We note in Fig. 2 (bottom) that we start using the global controller until the time . After this time instant, we use the local controller and see that the trajectory tends to the origin (see Fig. 2, top) . We see on Fig. 2 (bottom) that this switch is due to the fact that the value of becomes lower than at the switching time. Now, we consider the initial condition , , , and . We note in Fig. 4 (top) that the local controller is used until the time , where . Thus, the global controller is used. We eventually switch to the local controller (after the time ) (see Fig. 3 , bottom) and the trajectory converges to the origin (see Fig. 3, top) .
With Corollary 4.5, we also get a robustness with respect to small measurement noise. To illustrate this on numerical simulations, let us consider again the initial condition , , , and , and an additive small noise in the output. This noise is a uniform distribution between 0.01 and 0.01. The results are shown in Fig. 5 . We note that the switching sequence is not the same as the unperturbed case [compare Fig. 5 (bottom) to Fig. 3  (bottom) ], but the state is practically stabilized to the origin (see Fig. 5, top) . Due to the perturbations, even for large time, we may use the global controller (see Fig. 5, bottom) . Note finally that we see in Fig. 6 (top) that for all initial conditions with Euclidian norm less that 0.01, only the linear controller (36) is used. This is an illustration of the second point of the uniting problem (see before Theorem 2.1). That region is smaller than the basin of attraction of the linear controller (36). This is due to the conservatism introduced in Algorithm 4.3, where we need to nest together different ellipsoidal domains. See for example, in Fig. 6 (bottom) , the Let Assumption 2 hold, and consider the system (1) in closed loop with the hybrid feedback (16) . Define the matrix , the continuous positive definite function , and the value as introduced in Theorem 3.2. One important remark for our proof is that, as also noted in [17] , the system (10) is ISS for the input . Similarly, the system (12) is ISS for the input . Proof of Theorem 3.2: Let us prove that the origin is globally asymptotically stable for the system (6). First, let us note that the sets , are closed, the function is continuous on , and the function is continuous on . Moreover, since and are positive semidefinite functions, when flowing from the boundary of , we enter . More precisely, recall that, in , , and when , for all , then, for all , we have , where stands for the tangent cone to at . Also, for all , we have . Therefore, the viability conditions (bottom) Time evolution of q.
of [11, Prop. 2.1] are satisfied and, for all initial conditions , there exists a maximal trajectory of (6) starting at . Moreover, each maximal trajectory to (6) either has an unbounded hybrid time domain or eventually leaves any compact subset of . Let us prove the local stability property. Let . Let be such that, for all satisfying , the trajectory of (4), (10), and (12) with , starting at , satisfies, for all (37) Such exists by item 1 of Assumption 2 and since the systems (10) and (12) (with ) are ISS. Now, consider a trajectory of (6) with initial condition such that . Since , we have . It follows from the definition of that the initial condition is not in . Thus, by considering the first components of the trajectory , we get that is a trajectory of (4) on for a positive . Moreover, from (37), all such maximal trajectories do not return in , and their domain is of the form with .
If
, then eventually leaves any compact subset of . Since the system (12) with is ISS, cannot grow unbounded if the is bounded. Moreover, the -component is bounded. Therefore, is a trajectory of (4) on starting from , which grows unbounded. This contradicts item 1 of Assumption 2.
Therefore, , and is a trajectory of (4), (10) , and (12) (with ) on , and thus we have , for all . Also for all , . This is the local stability.
Moreover, due to the expression of the set , and due to (10), every trajectory of (6) starting at , with , has the hybrid time domain , and is a trajectory to (4).
Let us establish global convergence. Let and be a maximal trajectory of (6) defined on and starting at . First, we prove that the discrete variable has to take the value 0 for some suitable hybrid time. (5), which grows unbounded. This cannot occur due to item 3 of Assumption 2.
Therefore, , and is a trajectory of (5) , and is a trajectory of (4) on the domain , . Let us prove that the trajectory is complete. Let us assume the converse. Then, the trajectory grows unbounded. The -component and the -component are bounded due to the expression of and since , for all , . Since the system (12) with is ISS, cannot grow unbounded if the is bounded. Therefore, we get a trajectory of (4), which is unbounded. With item 2 of Assumption 2, this implies that the grows also unbounded, which is a contradiction with the expression of . This contradiction implies that the trajectory is complete.
Recall that is a maximal trajectory of (4) and (10) on . From item 2 of Assumption 2, (11), , and the fact that is a function of class , may be assumed to be such that, for all in , the inequality holds. However, according to item 1 of Assumption 2, this set belongs to the basin of attraction of the target set. Hence, the -and -components of the trajectory converge to 0. Due to the expression of , the -component is equal to 0, and since the systems (10) and (12) The determination of the exact basin of attraction of (20) is in general impossible. However, as soon as is Hurwitz, there exist many relaxations, and convex problems written in terms of LMI, to compute a quadratic Lyapunov function for (20) and a convex approximation of the basin of attraction of (20) (see e.g., [13] and [28] ). One possible approach is to use a modified sector condition as introduced in [8] (see also [14] ) denotes the th row of (resp. ), then, denoting , the ellipsoid is included in the basin of attraction of (20) , and the function decreases along the trajectories of (20) , when starting in . Letting , we get that and satisfy item 1 of Assumption 4. Now, we compute a symmetric positive matrix and a positive value solution of (30) . We get that the system (20) is asymptotically stable in .
Given , we compute a matrix and a positive value satisfying (31) . Then, we compute a symmetric positive definite matrix , a symmetric positive semidefinite matrix , and a positive value satisfying (26) Thus, using the S procedure, the condition (41) is implied by .
We get that (27) implies (41), and thus we have item 5 of Assumption 2. Due to item 2 (resp. item 3) of Assumption 4, we have item 3 (resp. item 6) of Assumption 2. This concludes the proof of Claim 7.2 and, with Theorem 3.2, the proof of Theorem 4.4.
VIII. CONCLUSION
Given two stabilizing output feedbacks controllers (one being globally asymptotically stabilizing, the other one being only locally asymptotically stabilizing) for the nonlinear control system (1), we designed a hybrid output feedback controller that is equal to the local controller on a neighborhood of the origin, and that is globally asymptotically stabilizing. To solve this uniting problem, we assumed that the nonlinear control system is IOSS.
We have also considered linear systems with saturation at the input. Given two stabilizing output feedbacks controllers (one being a linear but only locally asymptotically stabilizing, the other being nonlinear and globally attractive), we numerically computed a hybrid output feedback controller that is equal to the local controller for initial condition in a neighborhood of the origin, and that is globally asymptotically stabilizing.
Combining [23, Theorem 4.3] and the regularity of the data of our hybrid feedback, we achieved the robustness with respect to (small) measurement noise, actuator errors, and external disturbances. We noted that the uniting problem may not have a solution in terms of classical (continuous or discontinuous) controllers as explained in Remark 2.2. The main results and the robustness were illustrated on simulations.
