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This dissertation is dedicated to the properties, construction and analysis of APN and
AB functions. Being cryptographically optimal, these functions lack any general struc-
ture or patterns, which makes their study very challenging. Despite intense work since
at least the early 90’s, many important questions and conjectures in the area remain
open. We present several new results, many of which are directly related to important
longstanding open problems; we resolve some of these problems, and make significant
progress towards the resolution of others.
More concretely, our research concerns the following open problems: i) the maxi-
mum algebraic degree of an APN function, and the Hamming distance between APN
functions (open since 1998); ii) the classification of APN and AB functions up to CCZ-
equivalence (an ongoing problem since the introduction of APN functions, and one of
the main directions of research in the area); iii) the extension of the APN binomial
x3+βx36 over F210 into an infinite family (open since 2006); iv) the Walsh spectrum of
the Dobbertin function (open since 2001); v) the existence of monomial APN functions
CCZ-inequivalent to ones from the known families (open since 2001); vi) the problem
of efficiently and reliably testing EA- and CCZ-equivalence (ongoing, and open since
the introduction of APN functions).
In the course of investigating these problems, we obtain i.a. the following results:
1) a new infinite family of APN quadrinomials (which includes the binomial x3 +βx36
over F210); 2) two new invariants, one under EA-equivalence, and one under CCZ-
equivalence; 3) an efficient and easily parallelizable algorithm for computationally
testing EA-equivalence; 4) an efficiently computable lower bound on the Hamming
distance between a given APN function and any other APN function; 5) a classifica-
tion of all quadratic APN polynomials with binary coefficients over F2n for n ≤ 9; 6)
a construction allowing the CCZ-equivalence class of one monomial APN function to
be obtained from that of another; 7) a conjecture giving the exact form of the Walsh
spectrum of the Dobbertin power functions; 8) a generalization of an infinite family of
APN functions to a family of functions with a two-valued differential spectrum, and
an example showing that this Gold-like behavior does not occur for infinite families of
quadratic APN functions in general; 9) a new class of functions (the so-called partially
APN functions) defined by relaxing the definition of the APN property, and several
constructions and non-existence results related to them.
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Chapter 1
Introduction
The work presented in this thesis is dedicated to the properties and construction of
APN and AB functions. The study of these two classes of functions is important for
a number of reasons. The immediate practical utility comes from the design of se-
cure block ciphers in symmetric cryptography; from this point of view, APN and AB
functions provide the best possible security against differential and linear cryptanalysis,
respectively. On the other hand, APN and AB functions correspond to optimal objects
in many other areas of study across mathematics and computer science, including se-
quence design, combinatorics, coding theory, and projective geometry. In this sense,
these two classes of functions have a far-reaching, universal significance which tran-
scends the practical needs of cryptography. Advances in the study of APN and AB
functions can thus lead to progress in many other areas, and, conversely, results and
techniques from different branches of mathematics and computer science can provide
a better understanding of the properties and structure of these functions.
Despite such noteworthy correspondences, APN and AB functions are remarkably
difficult to study. Since they are cryptographically optimal, they lack by design any
general structure or clear patterns that could be exploited by a potential adversary; and
the lack of such structure and patterns makes their construction and analysis very diffi-
cult as well. Indeed, despite an intense interest in these functions and a huge amount of
work and investigations conducted since at least the early 90’s, there are many difficult
problems in the area that have remained open for a very long time. In this dissertation,
we try to address some of these problems; we successfully solve some of them, and
make significant contributions towards the resolution of others.
More precisely, we consider the following open problems:
1) the maximum algebraic degree of an APN function, and the Hamming distance
between APN functions (open since 1998);
2) the classification of APN and AB functions up to CCZ-equivalence (an ongoing
problem, open since the introduction of APN functions in the early 90’s);
3) the generalization of the APN binomial x3 +βx36 over F210 to an infinite family
of APN functions (open since 2006);
4) the Walsh spectrum of the Dobbertin APN power function (open since its intro-
duction in 2001; note that the Walsh spectra of all the remaining infinite APN
power families have already been computed);
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5) Dobbertin’s conjecture that the known infinite APN power families exhaust all
possible cases, i.e. that any APN power function is CCZ-equivalent to a repre-
sentative from one of the known families;
6) efficiently testing the equivalence between two given functions (an ongoing prob-
lem open since at least the introduction of APN functions, and a prerequisite for
classifying APN and AB functions); note that the currently known methods are
unreliable or do not work at all for dimensions n greater than 10.
In brief, the main highlights of our progress on the individual problems is as follows:
1) we contribute a number of theoretical and computational results to problem 1) that
suggest that the algebraic degree of an APN function over F2n can not be equal to
n, and we develop theoretical criteria and algorithms for estimating the minimum
Hamming distance between a given APN function F and any other APN function;
2) we classify all quadratic APN functions with binary coefficients over F2n up to
n = 9;
3) we generalize the binomial x3+βx36 into a new infinite family of APN functions,
and thereby completely resolve problem 3);
4) we experimentally compute the Walsh spectrum of the Dobbertin function over
F2n up to n = 35, and conjecture its exact form;
5) motivated by problem 5), we formulate two alternative representations of power
APN functions; we expect that these representations might help to investigate
properties of power APN functions that are difficult to handle otherwise;
6) we introduce two new invariants (one under CCZ-equivalence, and one under
EA-equivalence), as well as an efficient algorithm for computationally testing
EA-equivalence over any finite field of even extension degree that only relies on
elementary operations.
In addition, we introduce the class of partially APN functions, which is a new class
of functions obtained by relaxing the definition of APN-ness, and we investigate its
behavior and properties theoretically and experimentally. A more detailed summary of
our results follows.
We first present results on the Hamming distance between APN functions; this study
is motivated by problem 1), which has been investigated via a construction in which an
output value of a given function F is modified in order to obtain a new function G
[21]. Previous attempts to construct new APN functions by changing a small num-
ber of outputs have been unsuccessful (including ones described in [21], and our own
experiments); we derive characterizations that explain why this is so. In the case of
changing K = 2 outputs, we obtain non-existence results for some important classes of
functions. In the general case when K ∈N outputs are changed, we formulate a filtering
algorithm for determining how the outputs need to be modified to obtain an APN func-
tion; we derive a lower bound on the distance between a given APN function F and any
other APN function; and we obtain the first useful CCZ-invariant for APN functions in
the past 10 years or so.
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Our next result is on problem 2), i.e. the classification of APN functions. This is
itself a very hard problem: to date, APN functions have been classified up to CCZ-
equivalence only up to dimension 5 (in 2008) [14], up to dimension 7 for quadratic
functions (in 2012 for n = 6 [56], and 2020 for n = 7 [53]), and up to dimension 6
for cubic functions (in 2012) [56]. We specialize a matrix representation of quadratic
(n,n)-functions developed by Yu et al. [71] to the case of quadratic functions with
binary coefficients, and derive restrictions on the representation of such functions. This
results in a reduction in the search space that is sufficient to find and classify up to
CCZ-equivalence all quadratic APN functions with binary coefficients up to n = 9.
Remarkably, we find two new instances of APN functions over F29 .
We construct an infinite family of APN quadrinomials that generalizes the binomial
x3 + βx36 over F210 , thereby resolving problem 3). The latter has been known since
2006, and is one of the earliest known examples of an APN function CCZ-inequivalent
to a monomial. Despite attracting a lot of interest for this reason, it had remained
unclassified into an infinite family up to now. At least one paper based on the approach
used in our work has already appeared [72].
One of the most difficult practical problems in the study of APN functions is to
decide whether two given functions are equivalent under some notion of equivalence
(typically, CCZ-equivalence or EA-equivalence). The existing equivalence tests solve
this problem through coding theory, which has a number of shortcomings, including
long running times and prohibitively large memory consumption. Recently, the notion
of an orthoderivative was introduced and shown to be very useful in practice for de-
ciding the CCZ-equivalence of quadratic APN functions [62] (see also Section 1.4.2);
the orthoderivatives associated with two EA-equivalent functions are themselves EA-
equivalent, and the invariants (such as the differential spectrum or the extended Walsh
spectrum) of the orthoderivatives are almost always distinct for functions belonging
to distinct EA-equivalence classes (with some very rare exceptions, such as for some
power APN functions). Despite their practical utility, orthoderivatives (and their prop-
erties) do not constitute a test for EA-equivalence since they can only be used to dis-
prove the EA-equivalence of two given quadratic APN functions (more precisely, if two
functions have orthoderivatives with distinct values of an invariant, then the functions
are necessarily EA-inequivalent; however, even if the values of all known invariants
are the same for their orthoderivatives, this does not imply that two functions are EA-
equivalent). In our work, we develop a test for EA-equivalence that is easy to imple-
ment, uses only basic arithmetic and logic operations, and is naturally parallelizable. In
the course of doing so, we introduce yet another useful invariant, this time for the case
of EA-equivalence. We note that our test is significantly faster in the case of quadratic
functions, but can be applied to functions of any algebraic degree.
The Gold power functions are defined as x2
i+1 over F2n with gcd(i,n) = 1. Relaxing
this condition to gcd(i,n) = t is known to give power functions all of whose derivatives
are 2t-to-1. Furthermore, the functions from one of the known infinite families (given
under F1-F2 in Table 1.3 for n divisible by 3) can be generalized to functions with
good nonlinearity, all of whose derivatives are 2t-to-1 functions, in a similar way [13].
We show that this is possible for yet another infinite polynomial family (namely, for
the family indexed as F1-F2 in Table 1.3 for n divisible by 4), and compute a lower
bound on the resulting nonlinearity. We demonstrate by a counterexample that there
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are infinite families of APN functions that behave like the Gold functions in many
other respects, but for which such a generalization is not possible; and so, the families
that do allow such a generalization are particular in this sense.
Further, we introduce and study a new class of functions called partially APN (or
pAPN) functions by relaxing the definition of APN functions. Thus, any APN func-
tion is pAPN, but not vice-versa. Constructions, properties, and non-existence results
for pAPN functions could potentially be applied to APN functions in order to re-
solve hard open problems, including the existence of APN permutations for even n,
and the maximum algebraic degree of an APN function. For instance, obtaining non-
existence results on APN permutations could potentially be done by going through
pAPN-permutations first: since any APN permutation must, in particular, be a pAPN
permutation, showing that a pAPN permutation (or function, in general) cannot have a
certain form implies that the same is true for an APN permutation; conversely, finding
constructions and characterizations of pAPN permutations would be a natural way to
try and find APN ones. We provide several characterizations of the new class of func-
tions, investigate their properties theoretically and computationally, and provide several
constructions for functions of this type.
Finally, we study simpler representations of functions from the known monomial
families as a method for approaching problems 4) and 5). We derive such represen-
tations of the form xi ◦ x j for the Niho and Dobbertin power functions, and show that
they are optimal (in some sense). Separately, we consider compositions of the form
xi ◦L◦x j where L is a linear polynomial. We observe that it is possible to express APN
functions CCZ-inequivalent to xi and x j in this way. In the case when L has binary co-
efficients, we mathematically investigate some specific cases of such constructions, and
conduct computer searches showing that the cases that we treat exhaust all possibilities
over F2n with n ≤ 9 (when L has binary coefficients). This will be useful for investi-
gating the existence of APN power functions CCZ-inequivalent to representatives from
the known infinite families. We experimentally compute the Walsh spectrum of the
Dobbertin power function over F2n for n≤ 35, and conjecture its exact form. The Dob-
bertin family is the only infinite monomial APN family for which the Walsh spectrum
has not been computed, and problem 4) has been open since the introduction of the
family in 2001. It was later shown that all Walsh coefficients of the Dobbertin function
over F25m are divisible by 22m [30], and there has been practically no further progress
until now.
This dissertation is organized as follows. In Section 1.1, we introduce the basic
notion of a vectorial Boolean function and related concepts, and discuss how such
functions can be represented as truth tables, and as multivariate and univariate poly-
nomials over finite fields. In Section 1.2, we define some cryptographic properties
of vectorial Boolean functions, including differential uniformity and nonlinearity, and
we introduce the classes of APN and AB functions. In Section 1.3, we consider the
most important equivalence relations used in the classification and study of APN and
AB functions, namely CCZ-equivalence, EA-equivalence, and cyclotomic equivalence.
In Section 1.4, we present a summary of the known invariants under CCZ- and EA-
equivalence and how they can be used to facilitate testing CCZ- and EA-equivalence.
In Section 1.5, we survey the known infinite families of APN functions, while in Sec-
tion 1.6, we consider the known sporadic instances of APN functions, i.e. those APN
functions that have not yet been classified into infinite families. In Section 1.7, we give
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an overview of the papers that make up the rest of the dissertation, and briefly discuss
the main scientific contributions of each paper, and how they tie in with the current
state of knowledge presented in the preceding sections. Finally, Section 1.8 provides a
brief conclusion to the work, and points out some potential directions for future study.
The remainder of the dissertation consists of nine papers that document our work.
The first eight of these papers have already been published, or accepted for publication,
in various journals, while the last one is under review at IEEE Transactions on Infor-
mation Theory at the time of writing. The content of the papers is exactly the same
as the final version that was submitted to the respective journals immediately prior to
publication (in particular, some of the references given in the papers may be outdated;
the list of references at the end of this chapter is up-to-date). The only major difference
between the papers as they are presented here, and their published versions, is an aes-
thetic one: we have tried to make the style and formatting of the papers as uniform as
possible; while the actual published versions follow different guidelines and templates
according to the particular journal.
1.1 Vectorial Boolean functions and their representation
Let F2 be the finite field with two elements, and let Fn2 denote the vector space of
dimension n over F2, for any natural number n. A vectorial Boolean function, or
(n,m)-function, is any mapping F from Fn2 to Fm2 . We can immediately appreciate the
enormous range of the applications of such functions as soon as we note that any op-
eration that takes n bits as input and produces m bits as output can be modeled as an
(n,m)-function. Since any data can be encoded in binary, this means that any arith-
metic operation, any logical operation, and, indeed, any computer program, can be
represented as an (n,m)-function. It is thus no surprise that vectorial Boolean func-
tions naturally occur in many different branches of pure and applied mathematics and
computer science.
In the particular case when m = 1, we call (n,1)-functions simply Boolean func-
tions (as opposed to vectorial Boolean functions). A Boolean function can be seen as
encoding an assignment of true and false values to every element from its domain. De-
spite having the appearance of being very restrictive due to their co-domain consisting
only of the elements 0 and 1, Boolean functions are one of the most important and
well-studied subclasses of vectorial Boolean functions. Indeed, many of the most natu-
ral applications of (n,m)-functions are of this type: for instance, if S ⊂ T are arbitrary
sets, then the indicator function of S in T can be represented as a Boolean function on
dlog2 #Te variables; the incidence or adjacency matrix of an undirected graph can be
viewed as a Boolean function, where each input sequence of bits encodes some combi-
nation of an edge and a vertex (in the case of the incidence matrix) or two vertices (in
the case of the adjacency matrix), respectively.
We remark that any (n,m)-function can be represented as an m-dimensional vector
of Boolean (n,1)-functions; this provides another justification for the name “vectorial
Boolean function”. More precisely, if F : Fn2→ Fm2 is an (n,m)-function, we can write
F(x1,x2, . . . ,xn) = ( f1(x1, . . . ,xn), f2(x1, . . . ,xn), . . . , fm(x1, . . . ,xn)),
where f1, f2, . . . , fm are (n,1)-functions. If y = (y1,y2, . . . ,ym) = F(x) for some x ∈ Fn2
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and y ∈ Fm2 , then fi(x) = yi for i = 1,2, . . . ,m, i.e. fi expresses the i-th coordinate of the
output. For this reason, the Boolean functions fi are called the coordinate functions
of F . In this way, any (n,m)-function can be decomposed into m coordinate functions;
and any m Boolean functions on n variables can be combined into an (n,m)-function.
Some properties of vectorial Boolean functions are defined in terms of their coordinate
functions; and, what is even more usual, some properties are defined in terms of the
non-zero linear combinations of the coordinate functions. The 2m− 1 non-zero linear
combinations of the coordinates functions of an (n,m)-function F are called the com-
ponent functions of F . Thus, every coordinate function is a component function, but
not vice-versa. Since any linear combination of the coordinate functions corresponds
to taking the sum of a subset of { f1, f2, . . . , fm}, we can identify any component func-
tion with a non-zero vector in Fm2 . For instance, if F = ( f1, f2, f3, f4), then the vector
b = (0,1,0,1) would correspond to the linear combination f2 + f4. Based on these
considerations, we can denote the component function x 7→ f2(x)+ f4(x) by Fb.
Another way of expressing vectorial Boolean functions using Boolean functions
is by means of their graph indicators. The graph of an (n,m)-function F is the set
ΓF = {(x,F(x)) : x ∈ Fn2}; this essentially amounts to a “look-up table” of its values.
Note that ΓF ⊆ Fn2×Fm2 , and the pairs in Fn2×Fm2 can be identified with the elements
of Fn+m2 . The graph indicator of F is then the indicator function of ΓF ; that is, the
Boolean (n+m,1)-function 1ΓF such that 1ΓF (x,y) = 1 if y = F(x), and 1ΓF (x,y) = 0
if y 6= F(x). Knowledge of the graph indicator of a vectorial Boolean function is clearly
equivalent to knowledge of the vectorial Boolean function itself; and so this constitutes
another way in which vectorial Boolean functions can be represented by Boolean ones.
In fact, the principle behind the representation of an (n,m)-function F by its graph
indicator is essentially the same as that of one of the conceptually simplest represen-
tations of vectorial Boolean functions. The representation in question consists of ex-
plicitly listing the values F(x) ∈ Fm2 for every possible input x ∈ Fn2, and is known as
the truth table (TT) representation (strictly speaking, the term “truth table” is used for
Boolean functions, whose outputs, 0 and 1, can be interpreted as “true” and “false”, re-
spectively; while the same representation for (n,m)-functions with m > 1 is typically
referred to as a lookup table; since both cases rely on the same principle, we will al-
low ourselves a slight abuse of terminology, and talk about “truth tables” in the case of
vectorial Boolean functions as well). The TT representation is frequently used in the
implementation of (n,m)-functions on a computer, since evaluating a function F at a
given input x then amounts to simply looking up a value in the table (which is typically
represented as an array). An example of the truth-table of a (3,3)-function is given in
Table 1.1. We thus have e.g. F(0,1,1) = (1,1,1), F(0,0,1) = (1,0,1).
Unfortunately, the TT representation has many shortcomings that make other rep-
resentations preferable. For one, the TT of an (n,m)-function contains 2n entries, and
each entry consists of m bits. The size of the table is thus at least 2n ·m bits. For small
values of n and m, this is not a problem; but the size of the TT increases exponentially
with n, and for say n = m = 30, we will need almost 4 GB of memory to store the table.
When working with large values of n and m, other, potentially more compact represen-
tations, are typically preferred. Another issue is that the TT reveals very little about the
structure of the function. As we shall soon see, properties such as the algebraic degree
can be extracted almost immediately from the ANF and the univariate representation;
while in the case of the TT, one would have to perform some non-trivial computations










Table 1.1: Truth table of a (3,3)-function
in order to find the algebraic degree. In practice, these non-trivial computations quite
frequently amount to converting the function to a different representation from which
the algebraic degree (or other property of interest) can be easily read. One final problem
is that the TT representation does not appear to be suitable for expressing general for-
mulas and infinite constructions, or for deriving theoretical properties of functions. All
infinite families of APN functions, for instance, are given in terms of the univariate or
bivariate representation; to date, there is not a single example of an infinite construction
based on the TT.
We now consider how vectorial Boolean functions can be expressed as polynomials;
these representations are some of the most convenient and frequently used in the liter-
ature. Any (n,m)-function can be uniquely represented as a polynomial in n variables
x1,x2, . . . ,xn taking values in F2, with coefficients aI ∈ Fm2 , of the form





This is known as the algebraic normal form (ANF) of F . For example, the function
given by the TT in Table 1.1 has the ANF
F(x1,x2,x3) = (0,1,1)x1x2 +(0,1,0)x1x3 +(1,0,0)x2x3+
(1,0,0)x1 +(1,1,0)x2 +(1,0,1)x3.
(1.2)
Note that, as usual, we do not write terms having a zero coefficient. For the function
from the example, the ANF in (1.2) is not significantly shorter than the representation
in Table 1.1. Nonetheless, if an (n,m)-function F has very few terms with a non-zero
coefficient in its ANF, the latter will be a very compact representation of F ; and this
will be particularly prominent when the values of n and m are large. As a simple
example, we can define an infinite family of (n,1)-functions F(x1,x2, . . . ,xn) = x1x2
for any natural number n; the ANF will always consist of the single term x1x2, while
the size of the TT will grow exponentially with n.
Let F be an (n,m)-function for some natural numbers n,m. The degree of its ANF
(as a multivariate polynomial) is called the algebraic degree of F , and is denoted by
deg(F). In other words, the algebraic degree is the size of the largest term with a non-
zero coefficient in the ANF. The function from (1.2) has three terms of size two, viz.
x1x2, x1x3, and x2x3; and three terms of size one, viz. x1, x2, and x3. Its algebraic
degree is thus 2. The algebraic degree of a function is an important property, and it has
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cryptographic significance: it should be high in order to resist cube and higher-order
differential attacks [40, 55]. As we can see, the algebraic degree of a function can be
extracted from its ANF by direct observation; while in the case of the TT representation,
there is no straightforward way to do so.
A related concept is that of the minimum degree, introduced in [25]. The mini-
mum degree of an (n,m)-function F , denoted by mind◦(F), is the smallest among the
algebraic degrees of all component functions of F .
If an (n,m)-function F is of algebraic degree at most 1, resp. 2, resp. 3, then it
is called affine, resp. quadratic, resp. cubic. It is not difficult to see that any affine
(n,m)-function F satisfies
F(x)+F(y)+F(z) = F(x+ y+ z) (1.3)
for any x,y,z ∈ Fn2; thus, the definition of affinity in terms of the algebraic degree ex-
presses the same familiar notion of affinity that one would expect. If F is affine and
satisfies F(0) = 0, then it is called linear; clearly, a linear (n,m)-function F satisfies
F(x)+F(y) = F(x+ y)
for any x,y ∈ Fn2. Once again, this is a linear function in the same sense that one would
expect, and so all notions and approaches from linear algebra can easily be adapted to
the case of linear (n,m)-functions.
A purely quadratic function (or homogeneous quadratic function) is a quadratic
function that has no linear or constant terms. As we shall see in Section 1.3, adding
linear and constant terms to a function F always results in a function EA-equivalent
to F , and so we can usually restrict any computational search or theoretical argument
involving quadratic functions to the subclass of purely quadratic functions.
In our study of (n,m)-functions, we typically concentrate on the case when n = m.
This is arguably the most important and well-studied special case of (n,m)-functions
besides the Boolean (n,1)-functions. In the case of cryptography, at least, it is easy to
see why this is so: in the process of encrypting a block of data, one usually wants to
replace this block with a block of the same length; and so, it makes the most sense for
the vectorial Boolean functions in the design of a block cipher to have the same num-
ber of input and output bits. Of course, (n,m)-functions with n 6= m are used in block
ciphers as well; indeed, one need look no further than the well-known Data Encryption
Standard (DES) in order to find examples of (6,4)-functions (see e.g. [61]). However,
unless a specific cipher design is considered or there is some particular reason dictating
the choice of n 6= m, (n,n)-functions are a natural choice. In fact, two of the most im-
portant constructions of block ciphers at present are Feistel networks and Substitution
Permutation Networks (SPN) (see e.g. [34] or [61] for some basic background on the
general design of block ciphers). In a Feistel network, the underlying vectorial Boolean
functions do not have to be permutations (or even injective), and so, in particular, the
dimensions of their domain and co-domain can take many different combinations of
values (although certain other properties may have to be imposed on them in order to
make sure that the resulting cipher is secure; one such possibility could be to use bal-
anced functions, although there can be other options as well [63]). The aforementioned
DES is an example of a cipher based on a Feistel network. The (n,m)-functions used
in an SPN, on the other hand, must necessarily be permutations; in particular, we must
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have n = m. This is one of the main practical considerations that make the “big APN
problem” of finding APN (n,n)-permutations for even values of n so important (see
Section 1.2.3 below for a bit more on the “big APN problem”). The Rijndael cipher,
for instance, was selected as the Advanced Encryption Standard (AES) by the U.S. Na-
tional Institute of Standards and Technology (NIST) [38, 39], and is currently one of
the most secure and widely used block ciphers. It is an example of a construction based
on the SPN model, and is built around an (8,8)-permutation with good cryptographic
properties.
When n = m, we typically use the so-called univariate representation, in which the
vector space Fn2 is identified with the finite field F2n . Recall that any finite field of
extension degree n can be seen (up to isomorphism) as a vector space of dimension n
over its prime field; and so, we can use Fn2 and F2n interchangeably. Now, any (n,n)-
function can be seen as a function from F2n to itself, and can be uniquely represented






where ai ∈ F2n for 0 ≤ i ≤ 2n− 1. This is called the univariate representation of F .
The univariate representation is by far the most widely used in the study of cryptograph-
ically optimal (n,n)-functions, since many important instances of e.g. APN functions
(including infinite constructions thereof) have a very simple expression in univariate
polynomial form. Easily the most eloquent example is the Gold function F(x) = x3,
which is known to be APN over F2n for any natural number n. Its univariate represen-
tation thus consists of a single term; while the sizes of its ANF and TT increase with
the dimension n. In fact, the function represented by Table 1.1 and by the ANF in (1.2)
is precisely F(x) = x3 for n = 3.
Like in the case of the ANF, the univariate representation allows us to compute the
algebraic degree of the represented function with only very little effort. In this case,
the algebraic degree is equal to the largest binary weight of an exponent i with a non-
zero coefficient ai in the univariate representation. The binary weight, or 2-weight, of
an integer i, denoted by w2(i), is the number of non-zero digits in its binary notation;
equivalently, w2(i) is the number of distinct powers of 2 that add up to i. For instance,
19 can be written as 24 + 21 + 20, or as 10011 in binary; and so w2(19) = 3. Since
the univariate representation of the Gold function, F(x) = x3, has a single term with a
non-zero coefficient, and since the exponent satisfies w2(3) = 2, we can immediately
see that the Gold function is quadratic.
The concept of a component function can also be adapted to the case of the uni-
variate representation with the help of the absolute trace function. Recall that the trace
from the finite field F2n to its subfield F2m , where n = mk for some natural number k, is
defined as
Trnm(x) = x+ x
2m + x2
2m
+ · · ·+ x2(k−1)m
for x ∈ F2n . The absolute trace is simply the trace from F2n to the prime field F2, i.e.
Trn1; we will typically write Trn as shorthand for Tr
n
1, which we will further simplify
to Tr when the dimension n is clear from the context. All component functions of an
(n,n)-function F can then be expressed as Fb : x 7→ Trn(bF(x)) for all non-zero b∈ F2n .
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Here, the product bF(x) is computed in F2n , and is then mapped to F2 via the absolute
trace function.
We remark that a univariate polynomial can also be used to express an (n,m)-
function for n 6= m, as long as m | n, so that the co-domain of the function is a subfield
of the domain. In this case, some additional restrictions need to be applied to the defi-
nition of the univariate form in order to ensure its uniqueness. However, we will not go
into details, as the dissertation focuses only on the case of (n,n)-functions.
When the dimension n = 2m is even, one can identify F2n with F2m × F2m , and
represent an (n,n)-function as a pair of (n,m)-functions; this is similar to the ANF
of an (n,n)-function, except that the input and output are “split” into two coordinates
instead of n. More formally, we can write
F(x,y) = ( f1(x,y), f2(x,y)),
where x,y ∈ F2m and f1, f2 are (n,m)-functions. Furthermore, if β is any element from
F2n \F2m , then {1,β} forms a basis of F2n over F2m , and so we can write
F(z) = f1(z)+β f2(z),






with ai, j ∈ F2n . This is called the bivariate representation of F . Although it may
seem a bit less natural to work with than the univariate representation, some important
functions having a complicated univariate expression have a fairly simple bivariate one.
In fact, some infinite families of APN functions are given in the bivariate representation
(for instance, family F12 from Table 1.3 was originally given in bivariate form).
To date, all the known infinite families of APN functions are given in univariate and
bivariate form; at the time of writing, infinite constructions via the ANF, TT, or any
other representation, have yet to be found.
Vectorial Boolean functions can also be represented by the so-called Walsh trans-
form. We first define the Walsh transform for Boolean functions; the generaliza-
tion to (n,m)-functions with m > 1 is then natural via the component functions. Let
f : F2n → F2 be a Boolean function for some natural number n. The Walsh transform
of f is the integer-valued function Wf : Fn2→ Z defined by
Wf (a) = ∑
x∈Fn2
(−1) f (x)+a·x,
where a · x denotes a scalar product on Fn2 (that is, a symmetric bivariate function on
Fn2 such that x 7→ a · x is a non-zero linear form for any 0 6= a ∈ Fn2). This is typically
defined as





for (a1,a2, . . . ,an),(x1,x2, . . . ,xn) ∈ Fn2, with addition and multiplication in F2; or as
a · x = Trn(ax),
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for a,x ∈ F2n , with the product ax computed in the finite field F2n . The concrete choice
of the scalar product is immaterial, and the properties that we consider do not depend on
it. The former definition is usually preferable in computer implementations and when
working with vector spaces; while the latter is more convenient if the functions are
treated as mappings over finite fields. Note that the component function Fb of an (n,n)-
function F for b ∈ F2n can be expressed using the scalar product as Fb(x) = b ·F(x);
for each of the two concrete choices of the scalar product described above, we get
one of the two concrete representations of the component functions that we discussed
previously.
Now, let F be an (n,m)-function for some natural numbers n,m. The Walsh trans-
form of F is the integer-valued function WF : Fn2×Fm2 → Z given by
WF(a,b) =WFb(a) = ∑
x∈Fn2
(−1)b·F(x)+a·x,
where Fb : Fn2→ F2 is the component function of F given by b∈ Fm2 (note that, although
denoted by the same symbol, there are two scalar products in the exponent, one over
Fm2 and one over Fn2). Thus, the value of WF(a,b) is simply the Walsh transform of










The multiset of all values of WF is known as the Walsh spectrum of F . The multiset
of their absolute values, denoted WF , is called the extended Walsh spectrum of F .
As we shall see below, a number of important properties of (n,n)-functions can be
expressed using their Walsh transform. In some cases, computing certain properties
of a function from its Walsh transform can be significantly faster than doing so from
the definition. Furthermore, the extended Walsh spectrum is invariant under CCZ-
equivalence [35], and can thus be used to distinguish between distinct CCZ-equivalence
classes of functions. Perhaps the most remarkable aspect of the Walsh transform is that
it is invertible; that is, if for some (n,m)-function F , one knows the values WF(a,b)
for all a ∈ F2n,b ∈ F2m , then one can uniquely reconstruct F . In this way, the Walsh
transform constitutes yet another representation of (n,m)-functions (we refer the reader
to Sections 2.3.2 and 2.3.6 of [34] for more details).
A matrix representation of purely quadratic (n,n)-functions was introduced in 2014
[71]. A purely quadratic (n,n)-function, by definition, must have a univariate represen-





The coefficients ai, j ∈ F2n of the function can be written in a symmetric matrix CF
so that the entry on the i-th row and j-th column of CF is equal to ai, j (or a j,i); all
elements on the main diagonal are zero. In this way, a one-to-one correspondence can
be established between purely quadratic (n,n)-functions and n×n symmetric matrices
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over F2n with zero main diagonal. We note that the same representation was used in the
study of quadratic bent functions; see e.g. Section 6. 1. 13 of [34].
Let now {α1,α2, . . . ,αn} be a basis of F2n , and consider an n× n matrix M with
the value α2
i−1
j in the i-th row and j-th column. The product HF = M
TCFM (where
MT is the transpose of M) then essentially produces a matrix expressing the evaluation
of F on all elements of F2n . In this way (given a fixed basis), there is a one-to-one
correspondence between the matrices HF and the purely quadratic function over F2n .
In [71], a sufficient and necessary condition for F to be APN is given in terms of
the matrix HF . This is then exploited computationally in order to find new instances
of APN functions. Up to 2020, when more than 12 000 new APN functions were
discovered over F2n with n ≤ 10 [3], this was the largest set of computationally found
APN functions, containing more than 8 000 CCZ-inequivalent classes for n≤ 8.
One of the results in this dissertation shows how the method from [71] can be
adapted to the case of purely quadratic functions with binary coefficients. This al-
lows a classification up to CCZ-equivalence of all APN functions of this type to be
performed up to n = 9, and is documented in Paper III. For comparison, a full classi-
fication of APN functions up to CCZ-equivalence is only available up to n = 5 [14];
a classification of cubic APN functions only up to n = 6 [56]; and of quadratic APN
functions only up to n = 7 [53, 56].
The above is by no means a complete list of all possible representations of (n,m)-
functions, or even just (n,n)-functions. A promising direction of research for finding
new instances of cryptographically optimal functions is to formulate new representa-
tions and conduct computational searches over functions that have a simple expression
under them. Without going into details, we will only mention as interesting examples
the representation of an (n,n)-function by means of the values of its derivatives, de-
veloped in some detail in [65]; and the representation of quadratic APN functions by
means of an associated algebraic structure [68].
1.2 Cryptographic properties of vectorial Boolean functions
A big advantage of modeling e.g. components of block ciphers via vectorial Boolean
functions is that the resistance of the functions against various types of attacks can be
objectively measured, and can be used to quantify the strength of the cipher against
these attacks. Once a new type of attack is discovered, researchers identify the weak-
nesses of the functions that make such an attack possible, and define properties that
a function must satisfy in order to resist it. In this section, we will look at some of
the most important properties of this type, and the classes of functions that attain the
optimal values of these properties.
1.2.1 Differential uniformity
Differential cryptanalysis [7] is a powerful attack that exploits statistical dependencies
between the inputs and outputs of a function F . We note that the attack is somewhat
more complicated than the following description in practice, and takes into account the
round structure of the cipher under consideration; since our purpose here is merely to
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give the basic idea behind the attack, we restrict ourselves to a more abstract and sim-
plified view. The attacker considers two inputs x1 and x2, and the difference dx = x2−x1
between them. He then computes the corresponding outputs y1 =F(x1) and y2 =F(x2),
and the difference dy = y2− y1 (we note that the design of any modern cryptographic
cipher, including the exact definition of all underlying functions, is openly known; and
a cipher should be secure against attacks regardless). If for some input difference dx a
certain output difference dy is significantly more likely than others, this can be used by
the attacker to gain information about the encryption and, potentially, to break the ci-
pher. In order for a function to be secure against this type of cryptanalysis, the output
difference dy should be as uniformly distributed as possible for any choice of dx (except
for dx = 0, since then x1 = x2, and the output difference is always equal to 0).
The differential uniformity describes how uniform the output difference is in the
worst case, and thereby quantifies the resistance to differential cryptanalysis. Let F be
an (n,n)-function for some natural number n. We first define the (first-order) deriva-
tive DaF of F in direction a ∈ F2n as the (n,n)-function
DaF(x) = F(a+ x)−F(x).
Since addition and subtraction coincide over a field of characteristic 2, this is usually
written as
DaF(x) = F(a+ x)+F(x).
Now, let δF(a,b) denote the number of solutions x ∈ F2n to the equation
DaF(x) = b,
that is,
F(x)+F(a+ x) = b
for a,b ∈ F2n . Observe that if we substitute x1 for x, dx for a and dy for b, this is exactly
the relation between the inputs and outputs that we described when giving the basic
idea of the differential attack. Thus, according to our previous observations, if we fix
any 0 6= a ∈ F2n , we would like δF(a,b) to be as low as possible for all possible values
of b ∈ F2n; if δF(a,b) is large for some choice of a and b, this means that the output
difference dy = b is more likely than uniform given dx = a; and so, the cipher would be
vulnerable to differential attacks.
The differential uniformity ∆F of an (n,n)-function F is the largest value of
δF(a,b) for any a,b ∈ F2n with a 6= 0; that is,
∆F = max{δF(a,b) : a,b ∈ F2n,a 6= 0}.
The multiset of the values δF(a,b) for all a,b∈ F2n with a 6= 0 is called the differential
spectrum of F ; thus, the differential uniformity ∆F of F is the largest value in its
differential spectrum. We also say that an (n,n)-function F is differentially δ -uniform
for some natural number δ , if ∆F ≤ δ . From the above, the differential uniformity
should be as low as possible in order to have a strong encryption.
Since DaF(x) = DaF(a+ x) over any field of characteristic 2, a+ x is a solution to
DaF(x) = b whenever x is; and so, the numbers δF(a,b) (and hence also the differential
uniformity) are always even. The differential uniformity of any (n,n)-function can
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therefore never be less than 2. The functions that achieve this lower bound with equality
are called almost perfect nonlinear (APN), and, therefore, provide the best possible
resistance to differential cryptanalysis. APN functions are the central topic of this
dissertation.
As we have seen above, an (n,n)-function F is APN by definition if and only if
there are at most two solutions x ∈ F2n to any equation of the form DaF(x) = b for any
0 6= a ∈ F2n and any b ∈ F2n . Equivalently, we can say that F is APN if and only if
equality in
DaF(x) = DaF(y)
implies x = y or x+ y = a for any 0 6= a ∈ F2n and any x,y ∈ F2n . This formulation is
sometimes more convenient to work with, and it can lead to simpler characterizations
of APN-ness in some cases, such as for quadratic functions. If F is quadratic, then its
derivative DaF is affine (for any 0 6= a ∈ F2n) and so DaF(x) = DaF(y) is equivalent
to DaF(x+ y) = DaF(0). A quadratic (n,n)-function is then APN if and only if the
equation
DaF(x) = DaF(0)
has precisely x = 0 and x = a as solutions for any 0 6= a ∈ F2n .
It is worth noting that the name “almost perfect nonlinear” may be a bit misleading,
as it seems to imply that APN functions are not optimal. In fact, the name alludes to
the class of perfect nonlinear (PN) functions, whose differential uniformity is equal to
1; but PN (n,n)-functions only exist over finite fields of odd characteristic, and so the
almost perfect nonlinear functions are indeed optimal in the binary case.
1.2.2 Nonlinearity
Another efficient cryptanalytic attack is linear cryptanalysis [57], the idea of which is to
approximate a function F used in a block cipher by a linear (or affine) function. Since
linear functions are well-structured and behave in a predictable way, it is quite easy for
the attacker to analyze a modified version of the cipher in which the linear function is
used in place of F ; and if this linear function is a good approximation of F , then the
results obtained in this way can provide information about the original cipher.
Let us first assume that we have a Boolean function f , i.e. f : F2n → F2 for some
natural number n. An affine Boolean function a : F2n → F2 is a good approximation of
f if its outputs match those of f for most input values; that is, if f (x) = a(x) for most
x ∈ F2n; or, equivalently, if the Hamming distance between f and a is small. Recall that
the Hamming distance dH(F,G) between two (n,m)-functions F and G is the number
of inputs x ∈ Fn2 on which their outputs are different; that is,
dH(F,G) = #{x ∈ Fn2 : F(x) 6= G(x)}.
In order for the Boolean function f : F2n → F2 to be resistant to linear cryptanalysis,
it should be as far away as possible (in terms of Hamming distance) from all affine
(n,1)-functions. The nonlinearity NL( f ) of a Boolean function f : F2n → F2 is thus
defined as
NL( f ) = min{dH( f ,a) : a ∈An},
where An is the set of all affine (n,1)-functions.
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The nonlinearity NL( f ) of an (n,1)-function f can be expressed using the Walsh
transform Wf (a) = ∑x∈Fn2(−1)
f (x)+a·x. Recall that all affine (n,1)-functions are of the
form x 7→ a · x+ c for some a ∈ Fn2 and some c ∈ F2. The expression f (x)+a · x in the
exponent of Wf (a) is thus equal to 0 if the values of x 7→ a · x and f (x) match; and is
equal to 1 if these values are different. Consequently, the term (−1) f (x)+a·x is equal to
+1 if f (x) = a · x, and is equal to −1 otherwise. Summing these values for all x ∈ Fn2,
we can see that Wf (a) = E −N, where E is the number of inputs x ∈ Fn2 for which
f (x) = a · x, and N is the number of inputs for which f (x) 6= a · x. Since E +N = 2n,
we can see that Wf (a) = 2n− 2N, and so N = 2n−1− 12Wf (a). Taking into account
that N is precisely the Hamming distance between f and x 7→ a · x, this means that the
minimum distance between f and any linear (n,1)-function can be expressed as the
smallest value of 2n−1− 12Wf (a) over all a ∈ Fn2. On the other hand, it is easy to see
that in order to express the distance to the affine function x 7→ a · x+1, one simply has
to flip the sign of the Walsh coefficient in the formula above. We thus get the following
important expression of the nonlinearity via the Walsh transform:





In the case of an (n,m)-function F with m> 1, linear cryptanalysis can be successful
if one of the component functions Fb is close to an affine (n,1)-function, even if F itself
has a large Hamming distance to all affine (n,m)-functions. Thus, much like in the case
of the Walsh transform, the notion of nonlinearity is extended from Boolean functions
to vectorial Boolean functions through their component functions. More precisely, the
nonlinearity of an (n,m)-function F is the minimum nonlinearity of any component




It is then straightforward to extend (1.5) to the case of vectorial Boolean functions as





From the preceding discussion, the nonlinearity should be as high as possible in
order to resist linear cryptanalysis. It can be shown [36, 66] that the nonlinearity of any
(n,n)-function F satisfies
NL(F)≤ 2n−1−2(n−1)/2.
The class of functions that attain this upper bound with equality are called almost bent
(AB) functions. From the definition, it is clear that such functions exist only for odd
values of n. In the case of even n, functions with nonlinearity 2n−1− 2n/2 are known,
and it is believed that this value is optimal; nonetheless, the question of the exact upper
bound in the case of even dimensions remains open.
It can be shown that any AB function is necessarily APN [36] (thus, AB functions
provide the best possible resistance to both differential and linear cryptanalysis). The
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converse implication is not true, although any quadratic APN (n,n)-function is AB
when n is odd [35].
Much as in the case of APN functions, AB functions are the optimal (n,n)-functions
with respect to nonlinearity; the name “almost bent” refers to the class of bent func-
tions, which do not exist in the case of our study. To be more precise, it is known that
bent (n,m)-functions exist only when n≥ 2m [58]; and so, just like APN functions, AB
functions are optimal objects despite the name.
1.2.3 Algebraic degree, and other desirable properties
The algebraic degree of an (n,m)-function F which, as we saw, can be easily computed
from both the univariate representation and the ANF, is an important cryptographic
property in its own right. More precisely, the algebraic degree should be high in order to
resist so-called higher-order differential attacks [40, 55] (to make this more precise, we
note that at the time of writing, such attacks have only been successful against quadratic
functions; unless an improved attack of this type is introduced, taking functions with
algebraic degree 3 or 4 should be sufficient for practical purposes).
In this respect, it is worth noting that most of the known APN and AB functions
given in the literature are quadratic (which is the worst possible case from the point of
view of the algebraic degree, as an affine function cannot be APN). Nonetheless, APN
and AB functions of higher algebraic degree can be obtained from them by means of
CCZ-equivalence; as we will see in Section 1.3.1, CCZ-equivalence preserves the dif-
ferential uniformity and nonlinearity, but not the algebraic degree; and thus, traversing
the CCZ-equivalence class of a quadratic APN (or AB) function can lead to APN (or
AB) functions of higher algebraic degree.
In addition to the differential uniformity, nonlinearity, and algebraic degree, there
are many other properties that are desirable for a function to have from a cryptographic
or implementational point of view. Since the results presented in this dissertation con-
cern APN and AB functions (and, thus, differential uniformity and nonlinearity) above
all, we will not cover all possible properties; instead, we refer the reader to [34] for an
excellent encyclopedic treatment of the subject.
We will only mention the property of a function being bijective, that is, a permu-
tation. As we discussed in Section 1.1, the vectorial Boolean functions used in a Sub-
stitution Permutation Network, or SPN, must necessarily be permutations, which is
one of the major factors that make bijectivity a desirable property for cryptographic
functions. Even outside the context of SPN’s, it is intuitively easy to appreciate that
permutations correspond to the most natural (in some sense) transformations on bits.
Unfortunately, it seems that requiring functions to be bijective (in addition to APN, or
AB) makes them much more difficult to find. In the case of even dimensions, there is a
single known example (up to CCZ-equivalence) of an APN permutation for n = 6, dis-
covered only in 2010 [16]; finding APN permutations for a higher even dimension, or
showing that such do not exist, is known as the “big APN problem”, and is arguably the
most important open problem in the study of APN functions at the moment. In the case
of odd dimensions, APN permutations are known (in fact, all of the infinite families of
power APN functions given in Table 1.2 are bijective for odd dimensions; and so we
actually know infinitely many instances of APN permutations for odd dimensions). De-
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spite this, the known instances for any given n are very few, and finding more examples
of APN permutations is a difficult problem for odd dimensions as well.
In fact, with the exception of the power APN functions, there is only one known
infinite family of APN permutations for odd dimensions, namely family F1-F2 from
Table 1.3 whose instances over F2n are AB permutations for odd values of n [22].
A conjecture from [35] stated that any AB function is EA-equivalent to a permuta-
tion; this was disproved in [25], while the functions from F1-F2 are the earliest known
counterexample to the more general conjecture that any quadratic AB function must be
CCZ-equivalent to a permutation. Despite them being false, the fact that these two con-
jectures were formulated in the first place may seem to suggest that the majority of AB
functions (and, in particular, quadratic APN functions over fields of odd dimension)
are permutations or, at least, equivalent (under EA- or CCZ-equivalence) to permuta-
tions. In reality, this is far from true: for instance, we know that among the 491 known
CCZ-inequivalent APN functions over F27 (which exhaust all possible quadratic APN
functions in this dimension as shown in [53]), the only ones CCZ-equivalent to permu-
tations are the power APN functions x3, x5, x9, x13, x57, and x126 (Yuyin Yu, personal
communication). Furthermore, with the exception of power APN functions, there are
only 2 known instances of AB permutations over F29 [3]; and, in Paper III, we show
that no quadratic APN polynomial (as opposed to monomial) with binary coefficients
over F2n is CCZ-equivalent to a permutation for n≤ 9.
1.3 Equivalence relations on vectorial Boolean functions
One of the major factors that make the study and classification of vectorial Boolean
functions so difficult is their extremely large number. More precisely, the number of
(n,n)-functions is (2n)2
n
, which becomes prohibitively large even for relatively small
values of n; for instance, for functions on 4 bits, we already have
1616 = 18446744073709551616
distinct (4,4)-functions; furthermore, most cases of practical interest involve values of
n significantly larger than 4. For one thing, this makes it clear that searching for e.g.
APN functions by means of an exhaustive search is completely out of the question;
indeed, computational searches are only done for subclasses of functions and in special
cases where a theoretical characterization can speed up the search to a sufficient degree.
For another thing, the vast number of (n,n)-functions suggests that the number of e.g.
APN, or AB functions (despite them being rather specialized subclasses) is going to be
very large as well.
A typical approach in studying and classifying a large number of mathematical ob-
jects is to partition them into equivalence classes with respect to a most general suit-
able equivalence relation, and then consider the objects only “up to equivalence”. In
our case, a “suitable” equivalence relation would be one that preserves the differential
uniformity and nonlinearity (so that any function in the equivalence class of an APN
or AB function is itself APN or AB, respectively). Two functions are then considered
to be different only if they lie in distinct equivalence classes. Usually, the larger the
number of functions in an equivalence class, the easier it is to perform classification,
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since then we are left with fewer functions to deal with. In the absence of other consid-
erations, one would thus typically prefer a more general equivalence relation (having
larger classes) to a less general one.
The most general currently known equivalence relation that preserves the differ-
ential uniformity and the nonlinearity is CCZ-equivalence, and almost all results on
the classification of APN and AB functions in the literature are given up to CCZ-
equivalence. Another frequently used equivalence relation is EA-equivalence, which
is a special (and strictly less general) case of CCZ-equivalence. Nonetheless, the
two equivalence relations coincide for some important classes of functions; most no-
tably, two quadratic APN functions are CCZ-equivalent if and only if they are EA-
equivalent [69]. This can be potentially advantageous since EA-equivalence can be
easier to work with in some cases. There are several further specializations of EA-
equivalence (including affine equivalence, linear equivalence, and the so-called “re-
stricted EA-equivalence” [27, 60]) that are of limited significance for the study of APN
and AB functions. One special case of EA-equivalence, however, is worth noting,
and that is cyclotomic equivalence. This equivalence relation is only applicable to the
case of power functions, i.e. it only makes sense to talk about the cyclotomic equiv-
alence of two functions when both of these functions are monomials. While it may
seem that such an equivalence relation is too restrictive to be useful in practice, we note
that some of the oldest and most important open problems in the area concern power
functions. For example, a well-known conjecture by Dobbertin states that representa-
tives from the infinite monomial families in Table 1.2 exhaust all APN monomials up
to CCZ-equivalence [43]; and since two monomials are CCZ-equivalent if and only if
they are cyclotomic equivalent [70], the notion of cyclotomic equivalence is likely to
play a fundamental role in the resolution of this problem. We note that some of our re-
sults presented in Paper IX concerning the composition of power functions with linear
polynomials might lead to new perspectives and approaches to Dobbertin’s conjecture.
1.3.1 CCZ-equivalence
The Carlet-Charpin-Zinoviev equivalence (introduced in [35]), or CCZ-equivalence for
short, of two functions is defined in terms of their graphs. Recall that the graph of an
(n,n)-function F is the set ΓF = {(x,F(x)) : x ∈ F2n}. The elements of ΓF are pairs of
elements in F2n , and each such pair can be identified with an element of F22n; we can
thus consider the graph of an (n,n)-function as a set of 2n elements from F22n . Now,
two (n,n)-functions F and G are said to be CCZ-equivalent if there exists an affine
permutation A of F22n mapping the graph of F to that of G, i.e.
{A(x) : x ∈ ΓF}= ΓG. (1.7)
At present, CCZ-equivalence is the most general known equivalence relation on
(n,n)-functions that preserves the differential uniformity and the nonlinearity; for this
reason, APN and AB functions are typically classified up to CCZ-equivalence. The al-
gebraic degree, however, is not invariant under CCZ-equivalence, and this allows one
to search for APN and AB functions of high algebraic degree by traversing the CCZ-
equivalence classes represented by known functions of a lower algebraic degree. In
particular, this can overcome the limitation of most of the known APN and AB func-
tions being quadratic: the CCZ-equivalence class of a quadratic function will typically
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contain quite a few representatives of high algebraic degree; for instance, the CCZ-
equivalence classes of all known APN functions over F26 contain functions of algebraic
degree 4 [28]. In this way, CCZ-equivalence can be used constructively to improve the
value of one desirable parameter (the algebraic degree) while leaving other desirable
properties (being APN, or being AB) unchanged.
In fact, one of the most important results in the study of APN functions was achieved
by a similar constructive application of CCZ-equivalence. The question of the existence
of APN permutations of F2n for even values of n is easily one of the most important
open problems in the area. This is one of the oldest problems in the study of APN func-
tions; and it is remarkable that since their formal introduction in the early 90’s, not a
single instance of an APN permutation for even n was found until 2010, when John Dil-
lon and his colleagues found an APN permutation of F26 [16] (see Section 1.6 for some
more details, including the univariate form of the APN permutation). Dillon’s method
involves traversing the CCZ-equivalence class of a known, non-bijective APN func-
tion; much like in the case of the algebraic degree, CCZ-equivalence does not preserve
the property of being a permutation, and can thus be used to search for permutations
equivalent to APN functions that are not themselves bijective. Unfortunately, no fur-
ther instances of APN (n,n)-permutations for even n have been found since 2010, and
so the “big APN problem” remains open for n > 6.
Studying APN and AB functions up to CCZ-equivalence significantly reduces the
number of functions that have to be considered, and makes their analysis and classifi-
cation feasible (although still very difficult). However, it does raise the question of how
to test whether two given (n,n)-functions F and G are CCZ-equivalent. This becomes
necessary, as any tentatively new APN or AB function (originating from a theoretical
construction or a computational search) must be shown to be CCZ-inequivalent to all
currently known APN or AB functions. While the definition of CCZ-equivalence is
quite straightforward, trying to decide the CCZ-equivalence of two given functions F
and G is an extremely difficult problem, both computationally and mathematically. On
the one hand, theoretical proofs of inequivalence are only possible in some very specific
cases, and even then, they can be very technical and involved; one can see examples of
such proofs in e.g. [22]. On the other hand, the number of affine permutations of F22n
is huge, and checking whether (1.7) holds for every such permutation is not practically
feasible. Furthermore, the definition of CCZ-equivalence does not suggest any obvious
way for testing it besides exhausting all possibilities for the affine permutation A.
In practice, CCZ-equivalence is tested computationally via the isomorphism of lin-
ear codes. Given any (n,n)-function F , we can associate with it a matrix over F2 with





1 1 1 · · · 1
0 1 α · · · α2n−2
F(0) F(1) F(α) · · · F(α2n−2)

 ,
where α is a primitive element of F2n; and we can associate with F the linear code
CF having PF as a parity-check matrix. Then F and G are CCZ-equivalent if and
only if their associated codes CF and CG are isomorphic [15, 44], i.e. if there ex-
ists a permutation π of {1,2, . . . ,2n} such that (x1,x2, . . . ,xn) ∈ CF if and only if
(xπ(1),xπ(2), . . . ,xπ(n)) ∈CG.
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Deciding whether the linear codes CF and CG are isomorphic is a difficult problem
in its own right; the advantage of the above reduction is that coding theory is an old
and well studied area, and algorithms and even working implementations of linear code
isomorphism tests can be readily found. For example, the Magma algebra system [9]
that we use for most of our computational experiments includes a built-in implementa-
tion of such an isomorphism test; and most other computer algebra systems are not an
exception. Thus, the complexity of implementing a CCZ-equivalence test in practice
reduces to that of constructing the matrix PF , constructing the linear code CF from PF ,
and then delegating the rest of the work to an existing function or procedure.
The code isomorphism approach has several drawbacks. First and foremost, it uses
a significant amount of memory that grows very quickly with the dimension n. This
makes it impossible to test (n,n)-functions for CCZ-equivalence for n ≥ 12 on our
server, which has around 500 GB of memory. Even for lower values of n, the memory
consumption (which depends on the concrete pair of functions being tested) can be
prohibitive. What is worse, is that some implementations of the test (including the
one that we currently have access to) can give false negatives: the isomorphism test
returns either “true” or “false”; and if it returns “false”, this might be either because the
algorithm has exhausted all possibilities and found no possible equivalence between
the two functions, or it may be because the implementation has run out of memory. A
relatively minor issue is that the running times can be quite long, especially for higher
dimensions, e.g. n= 9 or n= 10, with some tests running for multiple hours before they
finish. Despite this, the linear code test is currently the only known way of testing CCZ-
equivalence (except, of course, for exhaustive search). Testing CCZ-equivalence can
frequently be facilitated by means of invariants (see Section 1.4), although this can only
be used to show that two functions are CCZ-inequivalent. In the case of the less general
EA-equivalence, a few different algorithms are known that can be used in some cases.
As we shall see below, two quadratic APN functions are EA-equivalent if and only if
they are CCZ-equivalent; and as we shall see in Section 1.5, the vast majority of known
APN and AB functions are quadratic, which means that tests for EA-equivalence can
be quite useful in practice as well. More details on testing EA-equivalence are given in
the next section.
1.3.2 EA-equivalence
EA-equivalence is short for extended affine equivalence, and is easily the most fre-
quently used notion of equivalence in the study of APN and AB functions after CCZ-
equivalence. Two (n,n)-functions F and G are said to be EA-equivalent if there exist
affine (n,n)-functions A1,A2,A, with A1 and A2 bijective, such that
A1 ◦F ◦A2 +A = G. (1.8)
By imposing additional restrictions on the three affine functions, some particular cases
of EA-equivalence can be obtained. If A = 0 in (1.8), we say that F and G are affine
equivalent. If, in addition, A1(0) = A2(0) = 0 so that A1 and A2 are linear permutations
(instead of merely affine), we say that F and G are linear equivalent. Additional
restrictions lead to a number of further specialized cases of EA-equivalence, grouped
under the umbrella term “restricted EA-equivalence” [27, 60]. We will not need any
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of these special cases of EA-equivalence in the sequel, and we mention them merely
for the sake of completeness, and because, to the best of our knowledge, these were
previously the only cases for which algorithms operating from first principles (that is,
not relying on e.g. auxiliary coding theory algorithms) were known.
EA-equivalence is a special case of CCZ-equivalence, and it is known that CCZ-
equivalence is strictly more general than EA-equivalence combined with taking in-
verses of permutations [25]. Nonetheless, perhaps the most important fact about EA-
equivalence from the point of view of the study of APN and AB functions is that it
coincides with CCZ-equivalence in the case of quadratic APN functions [69]; that is, if
F and G are both APN (n,n)-functions of algebraic degree 2, then F and G are CCZ-
equivalent if and only if they are EA-equivalent (EA-equivalence also coincides with
CCZ-equivalence in the case of power functions, but then both notions of equivalence
reduce to that of cyclotomic equivalence [70], which is handled in Section 1.3.3). Since
the vast majority of known APN and AB functions are quadratic (see Section 1.5), this
means that being able to test two functions for EA-equivalence is almost as useful in
practice as being able to test them for CCZ-equivalence.
Unfortunately, no simple algorithm is known for deciding the EA-equivalence of
two given functions in the general case either. In [44], it is shown how the same ap-
proach via linear codes that is used in the CCZ-equivalence test can be adapted to the
case of EA-equivalence; the only difference is that the form of the parity-check matrix
PF associated with an (n,n)-function F is different and, therefore, defines a different
linear code. Regretfully, this approach does not make the test easier; on the contrary,
the linear codes involved in the EA-equivalence test have a larger length and more
complicated structure than those used for testing CCZ-equivalence. The known algo-
rithms that operate from first principles are only applicable to the so-called “restricted
EA-equivalence” [27, 60] and are, unfortunately, of limited practical use in the classi-
fication of APN and AB functions.
Very recently, a new algorithm for testing the EA-equivalence of two given
quadratic functions has been proposed based on the so-called Jacobian matrices of the
functions [31]. The algorithm appears to provide running times comparable to our
approach from Paper V for even dimensions n, but the two algorithms are based on
fundamentally different principles; they were developed independently, and were pub-
lished as preprints and conference proceedings at roughly the same time. Furthermore,
the algorithm from [31] is only applicable to quadratic functions, but can be used for
any dimension n; while the one from Paper V works for vectorial Boolean functions of
any algebraic degree, but can only be used in practice for even dimensions (although its
running time increases by a factor of 2n if the functions being tested are not quadratic).
In Paper V, we present an algorithm for testing the EA-equivalence of two given
functions over F2n for even values of n. The algorithm operates from first principles,
i.e. without making use of code isomorphism or other non-trivial properties, and can
be implemented very easily on any general-purpose programming language. It has
several other advantages, among which are the fact that it can be parallelized very
easily and naturally, and that it gives rise to a useful invariant under EA-equivalence
(described in Section 1.4.2 below) which is computed as a part of the algorithm. To
the best of our knowledge, this is the first algorithm (along with the one from [31]) for
testing EA-equivalence (even if only in even dimensions) that does not rely on linear
code isomorphism and does not make any assumptions about the functions A1,A2,A
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from (1.8). In fact, the algorithm works correctly for odd values of n as well, but then it
defaults to an exhaustive search over all possible choices of A1 and A2 from (1.8) which
is not feasible to do for large dimensions.
An important difference between CCZ- and EA-equivalence is that the latter pre-
serves the algebraic degree, while the former does not; this largely limits the degree
to which EA-equivalence can be used constructively. On the other hand, like CCZ-
equivalence, EA-equivalence does not preserve the property of being a permutation;
however, it has been shown that a quadratic APN function over a finite field of even
dimension cannot be bijective [51], which restricts the possibility of obtaining APN
permutations in this manner to the case of odd dimensions.
1.3.3 Cyclotomic equivalence
The final equivalence relation that we consider is rather specialized, as it can only be
applied to the case of power functions. Let F(x) = xd and G(x) = xe be two (n,n)-
power functions for some natural numbers d,e,n. We say that F and G are cyclotomic
equivalent if there exists a natural number k such that
2k ·d ≡ e (mod 2n−1), (1.9)
or
2k ·d−1 ≡ e (mod 2n−1), (1.10)
where d−1 is the multiplicative inverse of d modulo 2n−1 (if it exists). What makes this
seemingly highly specialized notion of equivalence significant is that it coincides with
CCZ-equivalence (and also with EA-equivalence) in the case of power APN functions
[70]; that is, two power APN functions xd and xe are CCZ-equivalent if and only if they
are cyclotomic equivalent.
Furthermore, in contrast to both CCZ- and EA-equivalence, deciding whether a
given pair of power functions xd and xe is cyclotomic equivalent is quite easy, and
amounts to checking whether (1.9) and (1.10) have solutions.
1.4 Invariants
An invariant for some given equivalence relation is a property that is preserved by the
equivalence relation. For example, the differential uniformity and nonlinearity are in-
variants for CCZ-equivalence, which means that if F and G are two CCZ-equivalent
(n,n)-functions, then ∆F = ∆G and NL(F) = NL(G). Indeed, this is the reason that
functions with low differential uniformity (and APN functions, in particular) can be
meaningfully classified up to CCZ-equivalence. However, there are many different in-
variants under CCZ-equivalence (and also under EA-equivalence) that can take a multi-
tude of distinct values even among functions that have the same differential uniformity
or nonlinearity. These are important tools for facilitating the classification of e.g. APN
functions up to CCZ-equivalence and EA-equivalence.
First, if two (n,n)-functions F and G have different values of some given CCZ-
invariant, then we can immediately conclude that they are not CCZ-equivalent. Second,
if a tentative new instance of an e.g. APN function is found, it only has to be tested
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for CCZ-equivalence against those known functions that have the same exact values
of the known invariants as the newly discovered function. In this way, the study and
computation of invariants allows one, in some cases, to show that two functions are
inequivalent without having to perform any equivalence tests at all; and, even if a test
is necessary, invariants can help reduce the number of functions that need to be tested.
Furthermore, most invariants are concrete numerical values, and many of them have a
natural interpretation related to the structure and properties of the function; this makes
it easy to preclude the possibility of false positives or negatives such as in the case of
testing CCZ- or EA-equivalence via linear codes.
In the following, we list some of the most frequently used CCZ- and EA- invariants,
and comment on their advantages and disadvantages for the purpose of classifying APN
(and AB) functions. Some important properties that an invariant should have in order
to be useful in practice are that it should be easy to define and implement, efficient to
compute, and it should take many different values for distinct equivalence classes of
functions, so that it has good distinguishing capability.
One of the important scientific results presented in this dissertation is, in fact, a new
invariant for APN functions. This is the multiset ΠF from Paper II, which can be used
to derive a lower bound on the distance from a given APN function to a closest (in
terms of Hamming distance) APN function. A more detailed introduction to the paper
and its results is given in Section 1.7.2, and a brief description of the multiset ΠF is
presented in Section 1.4.1 below.
Another invariant introduced as part of our scientific results is the multiset of mul-
tiplicities of ΣkF which is computed as part of the algorithm for testing EA-equivalence
introduced in Paper V. The aforementioned multiset of multiplicities is invariant under
EA-equivalence, and is described in more detail in Section 1.4.2, while a more system-
atic description of the entire algorithm is given in Section 1.7.5.
1.4.1 Invariants under CCZ-equivalence
As mentioned above, the differential uniformity (in fact, the whole differential spec-
trum) and the nonlinearity are invariant under CCZ-equivalence, which justifies the use
of the latter as a tool for classifying APN and AB functions. With respect to distin-
guishing between CCZ-inequivalent APN and AB functions, however, these invariants
are not useful, as any APN and AB function has a fixed value of the differential unifor-
mity and nonlinearity by definition (more precisely, any APN function has differential
uniformity equal to 2, and any AB function has nonlinearity equal to 2n−1−2(n−1)/2).
In principle, the nonlinearity could be used to distinguish between CCZ-inequivalent
classes of APN functions; however, on account of (1.6), the nonlinearity NL(F) of an
(n,n)-function F can be derived from its extended Walsh spectrum WF , and so any dis-
tinguishing capability of the nonlinearity is subsumed by that of the extended Walsh
spectrum.
The extended Walsh spectrum
The extended Walsh spectrum itself is one of the earliest known CCZ-invariants [35],
and can be implemented and computed easily and efficiently. Unfortunately, it can take
only a limited amount of distinct values over the known APN functions, and is thus not
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very useful for distinguishing between CCZ-equivalence classes. To be more precise:
we now know more than 20 000 CCZ-inequivalent APN functions over F28 (see Section
1.6 for more details), but they can take only 6 distinct values of the extended Walsh
spectrum. Furthermore, all APN instances belonging to the known infinite polynomial
(as opposed to monomial) families have a Gold-like extended Walsh spectrum, i.e. they
have the same extended Walsh spectrum as the Gold power functions. Finally, in all
dimensions n in the range 6≤ n≤ 10 other than n = 8, the extended Walsh spectrum of
all known APN functions can take only two values, with virtually all functions having
a Gold-like Walsh spectrum, and one or two functions taking the other value.
Despite this, the extended Walsh spectrum is far from useless when it comes to
computing invariants. Many important properties of a function (including the values of
many of the invariants listed below) can be expressed in terms of the Walsh transform,
and it is often the case that computing them from the Walsh transform is significantly
faster than from, say, the univariate representation. This makes the computation of
the Walsh spectrum (and extended Walsh spectrum) a natural first step in analyzing
and classifying a function. Furthermore, the extended Walsh spectrum (as well as the
differential spectrum) can be very useful for distinguishing between EA-inequivalent
functions by means of their orthoderivatives (see Section 1.4.2 below).
Design invariants
An incidence structure is a triple (P,B,I), where P = {p1, p2, . . . , pm} is a set of
points (for some natural number m), B = {b1,b2, . . . ,bn} is a set of blocks (for some
natural number n), and I⊆P×B is an incidence relation. We typically assume that the
blocks are subsets of P, and that the incidence relation I is set membership. The notion
of an incidence structure is quite natural and general; they occur in a lot of contexts
under several different names, and the field of combinatorial design theory (from where
the invariants described in this section originate) studies particular incidence structures
called block designs. We can associate to any incidence structure a so-called incidence
matrix, which is a binary m×n matrix M representing the incidence relation I. More
precisely, for any i, j in the range 1≤ i≤ m and 1≤ j ≤ n, the element Mi, j on the i-th
row and j-th column of M is equal to 1 if (pi,b j) ∈ I; and is equal to 0 otherwise. We
refer to [5, 37] for more background on incidence structures and combinatorial designs.
Given any (n,n)-function F for a natural number n, we can associate two designs
with it [46]. The set of points in both cases is simply F22n , that is, the set of all pairs of
elements from the corresponding finite field. The first design is denoted by dev(GF),
and its blocks are of the form
{(x+a,F(x)+b) : x ∈ F2n}
for a,b ∈ F2n . The second design is denoted by dev(DF), and its blocks are the sets
{(x+ y+a,F(x)+F(y)+b) : x,y ∈ F2n}
for a,b ∈ F2n . The rank of the incidence matrix of dev(GF) is called the Γ-rank of F ,
and the rank of the incidence matrix of dev(DF) is called the ∆-rank of F . The Γ- and
∆-rank are shown to be invariant under CCZ-equivalence, and are two of the currently
most widely used invariants in practice.
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The orders of the automorphism groups of dev(GF) and dev(DF) are also CCZ-
invariant, but their computation is only feasible for small dimensions, and so they are
not quite as useful as the Γ- and ∆-rank. Nonetheless, these automorphism groups
give rise to a CCZ-invariant that can be quite useful in practice: the order of the so-
called multiplier group. The multiplier group is the subgroup of the automorphism
group of dev(GF) consisting of automorphisms of a special form (the actual definition
is slightly technical, and does not contribute anything to the discussion as far as our
scientific results are concerned, so we do not give it here; instead, we refer the reader
to the original paper [46] for the exact definition). The order of the multiplier group,
denoted by M(GF), is invariant under CCZ-equivalence, and can be computed much
more efficiently than the order of the full automorphism group. We shall refer to all
invariants arising from the designs dev(GF) and dev(DF) as the “design invariants”.
A disadvantage of these invariants is that their implementation is somewhat compli-
cated. In particular, the computation of the Γ- and ∆-rank involves computing the rank
of a 22n×22n matrix, which is a laborious computation even for relatively small values
of n. A natural implementation via e.g. Gaussian elimination is not efficient enough
to be used in practice, and so more sophisticated algorithms have to be used whose
implementation is far from straightforward. In practice, this means that computing
these invariants requires software tools implementing such algorithms, and restricts the
choice of programming languages that can be used. Fortunately, computer algebra sys-
tems such as Magma typically include very good implementations of such procedures.
On the other hand, the calculation of these invariants is a very difficult computational
problem per se, and using better and more efficient implementations can only facili-
tate it so much; thus, even with the advantage of a high-quality implementation, these
computations are only feasible in practice in the case of small dimensions. Indeed, the
time and memory complexity of the computations grow rapidly with the dimension n.
Between the two, the memory consumption is by far the most problematic: comput-
ing Γ- and ∆-ranks in Magma on our department server (which has around 500 GB of
memory) is possible only for (n,n)-functions with n ≤ 10; for higher dimensions, this
amount of memory is no longer sufficient. The running times can also be quite long,
with computations lasting up to 10 days in the case of some functions over F210 .
Despite these shortcomings, the design invariants are some of the most frequently
used in practice due to their good distinguishing power. For instance, among the known
491 CCZ-inequivalent APN functions over F27 , the Γ-rank can take 14 distinct values;
the ∆-rank can take 6 distinct values; the order of the multiplier group can take 5 distinct
values; and, together, these three invariants can take 20 distinct triples of values. In con-
trast to the extended Walsh spectrum, this is a very useful invariant for distinguishing
between CCZ-inequivalent functions, and has been frequently used in practice to justify
that newly found constructions and instances of APN functions are CCZ-inequivalent
to the known ones. In fact, in Paper IV we construct a new infinite family of APN
quadrinomials, and use the Γ-rank to show that its instances for n = 10 lie outsides the
CCZ-equivalence classes of all known functions in that dimension.
The distance invariant
One of the results presented in Paper II is a lower bound on the distance between a given
APN function F and a closest to it (in terms of Hamming distance) APN function. In
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order to calculate this lower bound, one first computes a multiset ΠF associated with
the function F . If we denote the smallest non-zero value in ΠF by mF , then the lower
bound on the Hamming distance is dmF/3e+1. More details are given in Section 1.7.2
below.
Surprisingly enough, the multiset ΠF is an invariant under CCZ-equivalence for
APN functions. In other words, if F and G are CCZ-equivalent APN functions over
F2n for some natural number n, then ΠF = ΠG; note, however, that if F ′ and G′ are
CCZ-equivalent with ∆F > 2, then ΠF and ΠG can, in general, be distinct.
To define the multiset ΠF , we first introduce some auxiliary notation. Let F be
an (n,n)-function, and let b,c ∈ F2n . We denote by πF(b,c) the number of elements
a ∈ F2n for which the equation F(x)+F(a+ x)+F(a+ c) = b has solutions x ∈ F2n ,
i.e.
πF(b,c) = #{a ∈ F2n : (∃x ∈ F2n)F(x)+F(a+ x)+F(a+ c) = b}.
The multiset ΠF is then defined as
ΠF = {πF(b,c) : b,c ∈ F2n}.
Furthermore, it is shown in the paper that if F is quadratic, we have
{πF(b,c) : b ∈ F2n}= {πF(b,c′) : b ∈ F2n}
for any c,c′ ∈ F2n , and so in the quadratic case it is enough to compute the multiset
Π
0
F = {πF(b,0) : b ∈ F2n},
whose computation is much simpler since we only have to go through all values of
b ∈ F2n (instead of going through all values of both b ∈ F2n and c ∈ F2n as in the
general case). Once ΠF (or Π0F in the quadratic case) is computed, it remains to find its
minimum value mF and to compute the value of the lower bound as dmF/3e+1.
The implementation of this invariant requires nothing more than elementary arith-
metic operations (amounting to addition in a finite field, and counting the number of
solutions to an equation), and is thus quite simple. The computation is rather efficient,
too, especially in the quadratic case, where the computation of Π0F for n = 11 still takes
less than a second. Finally, ΠF has very good distinguishing properties: for the 21
103 CCZ-inequivalent quadratic APN functions over F28 given in [3] and [71], it takes
19 367 distinct values. It is worth noting, however, that ΠF takes the same value on
all APN functions belonging to the currently known polynomial (as opposed to mono-
mial) infinite families. Finding an infinite polynomial APN construction with instances
having a different value of ΠF is thus an interesting open problem.
1.4.2 Invariants under EA-equivalence
Since EA-equivalence is a special case of CCZ-equivalence, any invariant under CCZ-
equivalence is also an invariant under EA-equivalence. When classifying APN and AB
functions, however, EA-equivalence is mostly used as an intermediate step towards a
classification under CCZ-equivalence, and so this is not helpful.
The algebraic degree deg(F) and minimum degree mind◦(F) (as long as it is greater
than 1) are invariant under EA-equivalence. Since most of the known constructions
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and methods (both mathematical and computational) produce quadratic functions, the
algebraic degree and minimum degree are of rather limited use when it comes to clas-
sifying new instances of APN functions. They can, however, be useful in theoretical
arguments and proofs of inequivalence. For instance, the first infinite families of APN
and AB functions that are EA-inequivalent to monomials are constructed in [22], and
the minimum degree plays a crucial role in the theoretical proof of this inequivalence.
Subspaces in the non-bent components
Recall that a Boolean function f : F2n → F2 is called bent if its non-linearity equals
2n−1−2n/2−1; equivalently, f is bent if and only if its Walsh transform satisfies Wf (a)=
±2n/2 for any a ∈ F2n . Given an (n,n)-function F , we define the set SF of its non-bent
components, i.e.
SF = {b ∈ F2n : Fb is not bent}.
Using the Walsh transform, this can be expressed as
SF = {b ∈ F2n : (∃a ∈ F2n)WF(a,b) 6=±2n/2}
or, equivalently, as
SF = {b ∈ F2n : (∃a ∈ F2n)WF(a,b) = 0}
in the case that F is quadratic.
Denoting by nF(i) the number of i-dimensional linear subspaces in SF , the value
nF(i) is invariant under EA-equivalence for any natural number i (as observed indepen-
dently in [17] and in [49]). This follows from the fact that if G = A1 ◦F ◦A2+A (where
F and G are (n,n)-functions, and A1, A2, and A are as in (1.8)), then b ∈ SF if and only
if A′1(b) ∈ SG, where A′1(x) is the adjoint operator of A1(x)+A1(0). We recall that if
L is a linear (n,n)-function, then its adjoint with respect to the scalar product “·” is the
(n,n)-function L∗ satisfying x ·L(y) = L∗(x) · y for any x,y ∈ F2n .
Instead of a single invariant, we thus have an entire “family” of invariants: one
for every natural number i. Furthermore, it is clear that if nF(i) = 0 for some i, then
nF( j) = 0 for all j > i as well; thus, given an (n,n)-function F , it is possible to compute
the entire vector NF = (nF(1),nF(2), . . . ,nF(i)), where i is the smallest natural number
for which nF(i) = 0, and to use this vector for distinguishing between EA-inequivalent
functions.
A drawback of this invariant is that it is only useful when n is even. In the case of
odd dimensions, any quadratic APN function is AB, and so
{WF(a,b) : a ∈ F2n}= {0,±2(n+1)/2}
for any 0 6= b∈F2n . Consequently, none of the components of F are bent, i.e. SF =F2n ,
and NF has no distinguishing power.
In the case of even dimensions, however, NF can be a rather useful invariant. To
begin with, its implementation is fairly straightforward, and does not involve anything
more complicated than computing the Walsh transform, checking whether a tentative
subspace is closed under finite field addition, and counting the number of such sub-
spaces; all of these can be readily implemented via standard arithmetic operations in
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any general-purpose programming language. The running time is quite reasonable as
well: for n ≤ 8, it is practically negligible, for n = 10, it is about 10 seconds, and for
n = 12, around 20 minutes.
The distinguishing power of NF is quite good; for instance, for the 21 103 known
quadratic APN functions over F28 , it takes 2 150 distinct values.
The thickness spectrum
The set of Walsh zeros of an (n,n)-function F is defined as
ZF = {(a,b) : a,b ∈ F2n,WF(a,b) = 0}∪{(0,0)}.
The thickness of a linear subspace V ⊂ ZF is defined as the dimension of the projec-
tion of V onto {(0,x) : x ∈ F2n}. If we denote by tF(i) the number of n-dimensional
subspaces of ZF of thickness i, then tF(i) is invariant under EA-equivalence for any
natural number i [32]. As in the case of the non-bent subspaces, if tF(i) = 0 for some
i, then also tF( j) = 0 for all j > i, and so a vector TF = (tF(1), tF(2), . . . , tF(i)) can
be computed that completely describes the thickness of all n-dimensional subspaces of
ZF , where i is the smallest natural number for which tF(i) = 0. This vector TF is called
the thickness spectrum of F .
Computing the thickness spectrum is fairly straightforward. The set ZF can be
computed immediately from the Walsh transform of F , and computing the thickness
of a subspace is a trivial operation that amounts to counting the number of elements
contained in its projection. The most computationally heavy part is finding all n-
dimensional subspaces of ZF ; as in the case of NF , there is no obviously better way
of doing this than by exhaustive search. This does not, however, mean that the invari-
ant cannot be efficiently computed with a good implementation. Computation times for
n = 10 are only around 9-10 seconds, and for n = 9 they are around 200 seconds. It is
worth noting that, as the previous example illustrates, the computation of this invariant
is slower for odd dimensions. The distinguishing power of TF is also quite reasonable;
for the 21 103 quadratic APN functions from [3] and [71], it takes 256 distinct values,
and thus can distinguish between distinct EA-equivalence classes of functions rather
well.
The zero-sum invariants
The multiset ΣkF associated with an (n,n)-function F is defined in Paper V as part of
an algorithm for computationally testing EA-equivalence. The multiplicities of the
elements of ΣkF are invariant under EA-equivalence for any even natural number k, and
they are used in the algorithm (with k = 4) to extract information about the form of A1






















This approach has the advantage that the complexity of computing the multiplicities
does not depend on k. In this way, the invariant is efficiently computable for any value
of k.
The distinguishing capability of this invariant for all known quadratic APN func-
tions for k = 4 coincides with that of ΠF in Section 1.4.1. Indeed, it is not difficult
to see that if F and G are quadratic APN (n,n)-functions, then Σ4F and Π
0
F express the
same quantities. However, the invariants ΣkF and ΠF are quite different: for one, ΠF
is invariant under CCZ-equivalence, and only for APN functions; while ΣkF is invariant
under EA-equivalence for any pair of (n,n)-functions. Furthermore, ΣkF encodes infor-
mation about the EA-equivalence class of F , while ΠF does not (instead, it allows one
to estimate the Hamming distance from F to a closest APN function to it).
Orthoderivatives
Orthoderivatives were introduced very recently [62, 31], and appear to induce EA-
invariants with extremely good distinguishing capability, to the point of having almost
the same strength as an actual EA-equivalence test in practice. Given an (n,n)-function
F , an orthoderivative of F is any non-zero (n,n)-function ωF (we note that the orth-
oderivative of F is denoted by πF in [62], but here we denote it by ωF to avoid confusion
with the sets πF(b,c) from the definition of the multiset ΠF described in Section 1.4)
such that, for any a ∈ F2n , we have
ωF(a) · (F(x)+F(a+ x)+F(a)+F(0)) = 0
for all x ∈ F2n . While orthoderivatives can be defined for any (n,n)-function, it can be
shown that a quadratic function F is APN if and only ωF is uniquely defined; and, in
this case, the orthoderivatives ωF and ωG of two EA-equivalent (n,n)-functions F and
G are EA-equivalent themselves. While a number of EA-invariants (such as the differ-
ential spectrum) are meaningless in the case of APN and AB functions, the orthoderiva-
tive of an APN function is not necessarily APN itself (in fact, we do not currently know
of any case when the orthoderivative of an APN function is APN), and so e.g. the dif-
ferential spectrum becomes useful for distinguishing between EA-inequivalent APN
functions. The orthoderivatives tend to take a large number of distinct values of i.a. the
differential spectrum and the extended Walsh spectrum, which can be computed very
efficiently. Furthermore, the orthoderivative of a given quadratic APN function can
be found very quickly, even by just implementing an exhaustive search for its values:
computing ωF for a (12,12)-function along with its Walsh spectrum and differential
spectrum can still be performed in less than a second using a straightforward imple-
mentation.
What is most remarkable is that the Walsh spectra and differential spectra of the
orthoderivatives take distinct values on almost all known EA-inequivalent classes of
quadratic APN functions (the only known exception are the Gold functions x2
i+1, for
which the differential spectrum of the orthoderivative can be the same for distinct
choices of i). This means that the orthoderivatives can be used as an EA-equivalence
test in practice. Of course, as with any invariant, the orthoderivatives can only be used
to show that two (n,n)-functions are EA-inequivalent; even if the values of all invari-
ants for some two orthoderivatives ωF and ωG coincide, this cannot constitute a formal
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Family Exponent Conditions Algebraic degree Source
Gold 2i +1 gcd(i,n) = 1 2 [48, 59]
Kasami 22i−2i +1 gcd(i,n) = 1 i+1 [52, 54]
Welch 2t +3 n = 2t +1 3 [42]
Niho
2t +2t/2−1, t even
n = 2t +1
(t +2)/2
[41]
2t +2(3t+1)/2−1, t odd t +1
Inverse 22t−1 n = 2t +1 n−1 [4, 59]
Dobbertin 24i +23i +22i +2i−1 n = 5i i+3 [43]
Table 1.2: Known infinite families of APN power functions over F2n
proof of the EA-equivalence of F and G. In practice, this is not such a big problem,
as one typically wants to demonstrate the inequivalence rather than the equivalence of
some given pair of functions (for instance, in order to show that a newly discovered
APN instance is EA- or CCZ-inequivalent to all currently known ones).
1.5 Known infinite families of APN and AB functions
Although the notion of an APN function was introduced already in the early 90’s, and
constructing infinite families of APN and AB functions is one of the main goals of
research in the area, there are very few such constructions known to date. As we shall
later see in Section 1.6, we know a huge amount of CCZ-inequivalent APN (n,n)-
functions for dimensions n≤ 10, and only a handful of these are covered by the known
infinite constructions. On the one hand, this illustrates the difficulty of constructing
new infinite families of APN and AB functions. On the other hand, it suggests that our
current state of knowledge is merely the “tip of the iceberg”, and there is much more to
be discovered.
Some of the simplest (and most remarkable in a number of ways) APN and AB
functions are power functions, or monomial functions; that is, functions of the form
F(x) = xe, where e is some natural number. These represent the earliest known in-
stances of APN and AB functions, and the earliest known infinite constructions. To
date, six infinite families of APN power functions are known; these are listed in Table
1.2. The second column gives the form of the exponent e in the univariate representa-
tion F(x) = xe, while the third column describes the conditions that need to be satisfied
in order for F(x) = xe to be APN over F2n (and AB for odd dimensions n in the case of
the Gold, Kasami, Welch, and Niho families).
It is conjectured by Dobbertin that Table 1.2 is complete up to CCZ-equivalence
[43]; that is, any monomial APN function must be CCZ-equivalent to an instance from
one of the families in Table 1.2. The conjecture has been verified computationally up
to dimension n ≤ 24 by Canteaut according to [43], and later up to n ≤ 34 and up
to n ≤ 42 for even n by Edel (unpublished). Despite these results, this conjecture re-
mains one of the oldest and best known open problems in the area. This makes new
methods of constructing, expressing, and analyzing monomial functions an important
direction of research. In Paper IX, we investigate a construction that allows us to com-
pose two monomials from the same CCZ-equivalence class with a linear polynomial
and to obtain a monomial APN function that is CCZ-inequivalent to the ones used in
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the composition. We hope that this novel method of expressing power APN functions
may i.a. lead towards a resolution of Dobbertin’s conjecture in the future.
The first systematic construction of polynomial (as opposed to monomial) APN
functions was achieved by a constructive application of CCZ-equivalence [25]. More
precisely, the authors constructed APN functions CCZ-equivalent to APN monomials,
but EA-inequivalent to them; in particular, the work presented in this paper showed that
CCZ-equivalence is strictly more general than EA-equivalence and taking inverses of
permutations. Prior to this work, APN functions were typically only considered up to
EA-equivalence and taking inverses; so, in a way, this paper justified the importance
of CCZ-equivalence for the study of APN functions; as discussed in Section 1.3, CCZ-
equivalence is now the “standard” equivalence relation used in the classification of APN
and AB functions. The construction from [25] also disproved a conjecture from [35]
that all AB functions are EA-equivalent to permutations.
The first APN functions CCZ-inequivalent to monomials were given in [45]. The
idea was to consider the sum of two Gold APN power functions in order to obtain new
APN functions, and this approach produced sporadic APN instances CCZ-inequivalent
to monomials in dimensions 10 and 12. The first infinite family of APN functions CCZ-
inequivalent to monomials (given as Family F1-F2 in Table 1.3) was then constructed in
[22]. The functions from family F1-F2 generalize the sporadic APN function x3+ux528
over F212 from [45] (which is APN for some particular choices of u∈F212) in two ways:
for dimensions n divisible by 3, and for dimensions n divisible by 4. Thus, depending
on the point of view, F1-F2 may be considered as two distinct infinite families, or as
one general infinite family that unifies both constructions. Besides making up the first
infinite family of APN functions CCZ-inequivalent to monomials, the functions from
F1-F2 serve as the first counterexample disproving a conjecture from [35] stating that
any quadratic AB function must be CCZ-equivalent to a Gold function; and also show
that AB functions do not necessarily have to be CCZ-equivalent to monomials.
The idea of constructing new APN functions by adding terms to existing ones was
further exploited in [10, 12] where the authors generalized the binomials from [22]
for n divisible by 3 into trinomials and quadrinomials (families F7-F9 in Table 1.3).
More recently, a similar approach was used in Paper IV, in which we generalized the
sporadic APN binomial x3+ux36 over F210 from [45] (which had remained unclassified
into any infinite family since its discovery in 2006) into an infinite family of APN
quadrinomials; the result is family F13 in Table 1.3.
Very recently, our approach from Paper IV was adapted to further construc-
tions of infinite families in [72], where the authors investigate functions of the form
aTrnm(F(x))+a
2mTrnm(G(x)) over F2n for n = 2m; we note that the quadrinomials from
family F13 are of this form. The authors discover a new infinite family of APN func-
tions, and obtain some sporadic APN instances through theoretical constructions. Since
the paper is only available as a preprint at the time of writing, we do not include this
family in Table 1.3. Despite this, we believe this is a result worth mentioning.
The construction of Family F4 from Table 1.3 is based on the idea of adding a
Boolean function f : F2n→ F2 to a vectorial Boolean function F : F2n→ F2n [23]. This
led to the infinite family of APN functions x3 +Tr(x9) (APN over F2n for any n, and
AB for odd values of n), which can be further generalized to the form x3+a−1Tr(a3x9);
we recall that the absolute trace Tr : F2n → F2 is a Boolean function. This is the first
infinite family of APN polynomial (as opposed to monomial) functions with binary
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coefficients, i.e. with all their coefficients in the prime field F2. Furthermore, the
idea from [23] gave rise to a more general construction of (n,n)-functions of the form
L1(x3)+L2(x9) (where L1,L2 are linear (n,n)-functions) [24]; this latter construction
resulted in families F5 and F6 from Table 1.3.
The idea of adding a Boolean function to an (n,n)-function was generalized into
the so-called switching construction [46], which was used to computationally find new
sporadic instances of APN functions in dimensions 6, 7, and 8. The switching con-
struction (along with other methods of finding sporadic APN instances) is discussed in
more detail in the following Section 1.6.
Further infinite constructions were derived from studying quadratic functions with
a special polynomial form. More precisely, Dillon et al. suggested in [15] polynomials
of the form
x(Ax2 +Bxq +Cx2q)+ x2(Dxq +Ex2q)+Gx3q
over F2n with n = 2m, q = 2m, as good candidates for i.a. APN functions. In the same
paper, the authors were able to obtain new sporadic APN instances of this form in di-
mension 6 and 8 that are CCZ-inequivalent to power functions. A general construction
of functions of this form [20] resulted in the infinite family given as F3 in Table 1.3.
Recently, another family of APN functions was constructed based on the principle
of isotopic equivalence [18]. The notion of isotopic equivalence can only be defined in
the case of quadratic planar functions, which are themselves objects that only exist over
finite fields of odd characteristic; since the work presented in this dissertation exclu-
sively concerns functions over binary fields (that is, finite fields of even characteristic),
we omit giving definitions or going into further details regarding the notions of pla-
nar functions and isotopic equivalence. We only mention that in the case of quadratic
planar functions, isotopic equivalence is strictly more general than CCZ-equivalence
(which can be defined for functions over fields of odd characteristic analogically to the
way this is done in the binary case); and that there is no straightforward analogue of
isotopic equivalence for e.g. quadratic APN functions. In [18], the authors investigate
the possibility of adapting the notion of isotopic equivalence to the APN case, and ob-





some (n,n)-linear function); they then formulate conditions ensuring that functions of
this form are APN. The resulting construction is given as family F11 in Table 1.3.
The remaining infinite families of APN functions known to date rely on the bi-
variate representation of (n,n)-functions. The approach of constructing APN func-
tions in bivariate form was first introduced in [33], and was used to construct an in-
finite family of APN functions; unfortunately, this family was later shown to coin-
cide with family F3 from Table 1.3 [19, 29]. However, two further infinite families
of APN functions have been constructed in bivariate form that are CCZ-inequivalent
to the rest of the known families. In both cases, the functions F : F2n → F2n have
the form F(x,y) = (xy,G(x,y)), where G : F2n → F2m for n = 2m. This is the same
form as that of the family of functions constructed in [33], and all of these construc-
tions differ according to the exact form of G(x,y). In [73], functions of the form
G(x,y)= x2
i+1+αy2
j(2i+1) are considered, and are shown to be APN for certain choices
of i, j ∈N and α ∈ F2m; this results in family F10 from Table 1.3. More recently, func-






i+1 with a ∈ F2 were considered in
[67], and gave rise to family F12 in Table 1.3. We note that while the original construc-
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tions of families F10 and F12 are given in bivariate form, the functions in Table 1.3 are
given in the univariate representation.
An infinite family of APN functions in bivariate form was recently constructed by
Göloğlu; the functions in the construction are referred to as “Gold-hybrid functions”,
and can be seen as an extension of some of the functions from Family F13 in Table
1.3. The construction has been submitted to IEEE Transactions on Information Theory,
but has not been published yet (as a preprint, or otherwise), which is why we have not
added it as an entry in Table 1.3 (Faruk Göloğlu, personal communication). As with
the infinite family constructed in [72], however, we strongly believe that it deserves to
be mentioned here.
1.6 Known instances of APN and AB functions
While the construction of infinite families of APN and AB functions represents one of
the ultimate goals of their study, we know many CCZ-inequivalent sporadic instances
of APN functions (and AB functions) that have not been classified into infinite fam-
ilies. In fact, the vast majority of known APN functions belong to the category of
such sporadic instances: for example, at the time of writing, we know more than 20
000 CCZ-inequivalent APN instances over F28 , while instances from the monomial
and polynomial families in Tables 1.2 and 1.3 cover only around 10 of these. This
fact is important per se, as it convincingly shows that representatives from the known
infinite families constitute only a miniscule fraction of all APN functions. Further-
more, some of the sporadic instances possess properties (such as being bijective, being
CCZ-inequivalent to a quadratic function or monomial, or having an extended Walsh
spectrum distinct from that of any power function) that none of the instances belong-
ing to the known families do. This makes it quite worthwhile to study the properties of
such sporadic instances, and to develop new methods for finding such instances.
1.6.1 Existing classifications
Despite the fact that the majority of sporadic APN functions have not been generalized
into infinite families, classification results up to CCZ-equivalence for APN (and hence,
for AB) functions over F2n are known for small values of n. In the following, we give
a brief summary of such results.
All APN functions over F2n for n≤ 5 have been classified up to both EA- and CCZ-
equivalence via computational search [14]. For dimensions n≤ 4, all APN functions are
CCZ-equivalent; while for n = 5, all APN functions are CCZ-equivalent to monomials,
and fall into three distinct CCZ-equivalence classes, represented by x3, x5, and x−1. In
the case of EA-equivalence, the APN functions over F24 fall into two classes; while in
the case of F25 , they comprise seven EA-equivalence classes.
For n = 6, the classification up to CCZ-equivalence is complete for quadratic and
cubic APN functions [56]. The quadratic and cubic APN functions in this dimension
fall into 14 distinct CCZ-equivalence classes; 13 of them contain quadratic represen-
tatives, while the fourteenth class corresponds to the only known instance of an APN
function CCZ-inequivalent to quadratic and monomial functions [46]. A complete de-
scription of the EA-equivalence classes contained in the CCZ-equivalence classes of
34 Introduction






ik+2mk+s n = pk,gcd(k,3) = gcd(s,3k) =
1, p∈ {3,4}, i = sk mod p,m = p−
i,n≥ 12,u primitive in F∗2n
[22]







q = 2m,n = 2m, gcd(i,m) = 1,




cqX + 1 has no solution x s.t.
xq+1 = 1
[20]
F4 x3 +a−1Trn(a3x9) a 6= 0 [23]
F5 x3 + a−1Tr3n(a
3x9 +
a6x18)
3|n, a 6= 0 [24]
F6 x3 + a−1Tr3n(a
6x18 +
a12x36)
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n = 2m,m ≥ 2 even,
gcd(k,m) = 1 and i ≥ 2
even, u primitive in F∗2n ,u′ ∈
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of Lemma 8 of [18]
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q = 2m,n = 2m,gcd(i,m) = 1,
x2
i+1 +ax+b has no roots in F2m
[67]









n = 2m = 10, (a,b,c) = (β ,1,0,0),
i = 3, k = 2, β primitive in F22
[26]
n = 2m, m odd, 3 - m, (a,b,c) =
(β ,β 2,1), β primitive in F22 ,
i ∈ {m − 2,m,2m − 1,(m − 2)−1
mod n}
Table 1.3: Known infinite families of quadratic APN polynomials over F2n
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the known APN functions over F26 is given in [28]; some partial results on the same
kind of classification for n = 7,8,9 are also given in the paper.
The classification of quadratic APN functions up to CCZ-equivalence for n = 7 was
completed just recently [53]; the quadratic APN functions over F27 fall into 488 CCZ-
equivalence classes. The majority of these were discovered using the matrix method
presented in [71]; the last instance was found in [53], where it is also shown that the
488 classes exhaust all possibilities.
In the case of quadratic APN functions with binary coefficients (that is, having all
coefficients in the finite field F2), the classification up to CCZ-equivalence is complete
up to n = 9. This result is presented in Paper III.
1.6.2 Methods for constructing APN and AB functions
The majority of known APN instances have been obtained by computational search.
The vast number of APN functions over F2n even for small values of the dimension
n makes it impossible to conduct an exhaustive search over all (n,n)-functions, and
so such searches typically target functions of a particular form, e.g. functions whose
polynomial representation consists of only a few terms with non-zero coefficients (that
is: binomials, trinomials, quadrinomials, etc.) Indeed, some of the earliest known
instances of APN functions CCZ-inequivalent to monomials were discovered in this
way: one of the first known such instances is the binomial x3 +βx36 for n = 10 from
2006 [45] which we have generalized into an infinite family in Paper IV; and early lists
of CCZ-inequivalent APN instances for n ∈ {6,7,8} are given in [15]. The latter paper
lists 13, 18, and 12 CCZ-inequivalent APN functions for n = 6,7,8, respectively; these
numbers include the previously known monomial APN functions.
The so-called switching method [46] is based on the idea used in the construction
of family F4 in [23], and involves modifying a given APN (n,n)-function by adding
a Boolean function f : F2n → F2 to it multiplied by a fixed constant v ∈ F2n in order
to obtain a new function G(x) = F(x)+ v f (x) (in fact, the switching construction as
presented in [46] is somewhat more general; but the case of adding a Boolean function
is the only case that we know of so far where it can be applied efficiently; furthermore,
all the computational results from [46] are obtained in this way, and so we do not
go into further details about this more general theoretical framework). It is shown
how the values of f for which G(x) is APN can be efficiently found. This approach
is then applied to the lists of functions from [15] to obtain new, CCZ-inequivalent
instances. The number of CCZ-inequivalent classes rises to 14, 19, 23 for n = 6,7,8,
respectively. As expected, the new functions have a rather complicated univariate form.
Most remarkably, the only known APN function CCZ-equivalent to neither monomials
nor quadratic functions can be obtained using this method. The construction of further
APN instances with this property is an important open problem.
Functions having a simple form under one representation (for instance, the univari-
ate representation) will typically have a very complicated form under most other repre-
sentations. This is the reason that many constructions exploit representations other than
the ones typically used in the literature. Another significant advantage that a representa-
tion might provide when searching for APN functions is for it to behave predictably un-
der CCZ- and EA-equivalence (that is, to allow us to easily characterize when two dis-
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tinct functions belong to the same CCZ- or EA-equivalence class); this allows branches
in the search tree leading to functions that are equivalent to ones that have already been
processed to be cut out, thereby reducing both the time for running the search proce-
dure, and that for classifying the resulting functions up to CCZ-equivalence.
A correspondence between quadratic APN functions and algebraic structures called
“APN algebras” was introduced in [68], and computationally exploited to obtain 285
new instances of quadratic APN functions for n = 7, and 10 new instances of quadratic
APN functions for n = 8.
A further breakthrough was made possible by the representation of quadratic func-
tions in matrix form introduced in [71]. The authors derived a characterization of ma-
trices that correspond to quadratic APN functions (more precisely, to purely quadratic
ones, i.e. quadratic functions without linear and constant terms), and exploited this
computationally to find many new instances of APN functions for n = 7 and n = 8.
Combined with the results from [68], all but one of the quadratic APN functions on
F27 were discovered in this way. Furthermore, more than 8 000 new CCZ-inequivalent
APN functions were obtained over F28 , which was a tremendous improvement com-
pared to the 30 or so CCZ-inequivalent APN functions previously known over this
field. Some of the newly discovered functions possess interesting properties: for in-
stance, they exhibit an extended Walsh spectrum distinct from that of the Gold APN
functions, in contrast to all the previously known polynomial (as opposed to monomial)
instances.
The method from [71] is specialized in Paper III to the case of functions with binary
coefficients, and is used to find two new (up to CCZ-equivalence) instances of such
functions for n = 9; more importantly, this completes the classification of this type of
functions over F2n for n≤ 9.
The last instance of a quadratic APN function over F27 is found by a somewhat
differently formulated matrix representation in [53]; furthermore, the authors show that
the currently known quadratic APN functions over F27 exhaust all possibilities.
The next big batch of APN functions was found just recently [3] by utilising meth-
ods from [2] to construct 12 923 new (up to CCZ-equivalence) quadratic APN functions
for n = 8, 35 for n = 9, and 10 for n = 10. Besides providing a huge number of new
quadratic APN instances, these results reveal three previously unknown Walsh spectra
of APN functions over F28 , bringing the total number of distinct Walsh spectra (that we
know can be attained by APN functions in this dimension) to six. This accumulated
corpus of APN functions has yet to be studied in detail.
As is clear from the above discussion, we know a very large number of CCZ-
inequivalent APN functions, especially for n = 7 and n = 8. This has the advantage
of providing us with a huge number of samples on which to test potential conjectures
and hypotheses, but has the obvious disadvantage that it becomes difficult to identify
those instances that are unusual or remarkable in some way. We briefly accent two of
the most notable APN instances; surprisingly, both of them are over F26 .
The Kim function is defined over F26 as
K(x) = x3 + x10 +ux24,
where u is a primitive element of F26 satisfying u6 + u4 + u3 + u+ 1 = 0, i.e. hav-
ing x6 + x4 + x3 + x + 1 as a minimal polynomial. The function K(x) is known to
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be APN [15], and is otherwise unremarkable by itself. What makes it noteworthy
is that it is CCZ-equivalent to a permutation; namely, the only known (up to CCZ-
equivalence) APN permutation over a finite field F2n of even extension degree, which
was discovered by Browning, Dillon, McQuistan, and Wolfe in 2009 by exploring the
CCZ-equivalence class of K(x) [16]. The permutation itself is of algebraic degree
4 (while K(x) is quadratic), and has a very complicated univariate polynomial form;
namely
w45x60 +w41x58 +w43x57 +w4x56 +w50x54 +w20x53 +w45x52 +w20x51 +w23x50+
w36x49 +w56x48 +w21x46 +w5x45 +w21x44 +w28x43 +w3x42 +w59x41 +w58x40+
w57x39 +w53x38 +w37x37 +w40x36 +w18x35 +w41x34 +w54x33 +w3x32 +w49x30+
w41x29 +w42x28 +w50x27 +w53x26 +w58x25 +w9x24 + x23 +w28x22 +w3x21+
w21x20 +w52x19 +w60x17 +w59x16 +w10x15 +w42x13 +w8x12 +w35x11 +w44x10+
w45x8 +w8x7 +w61x6 +w59x5 +w20x4 +w12x3 +w37x2 +w2x,
where w = α−2 and α is a primitive element of F26 . This complicated univariate form
makes it even more surprising that its equivalence class can be represented by a function
as simple as a trinomial. To date, no other instances of APN permutations over F2n have
been found in the case of even n; despite the abundance of newly discovered quadratic
APN functions for n = 8 and n = 10, it has been computationally verified that none
of them can be CCZ-equivalent to a permutation [3]. The “big APN problem” of the
existence of APN permutations for even n greater than 6 thus remains open.
Another remarkable instance over F26 is the only known APN polynomial that is
CCZ-inequivalent to both monomial and quadratic functions. It was independently
discovered in [14] as a result of the partial classification of APN functions over F26 ,
and by the switching method in [46]. As with most functions obtained in this way, its
univariate representation is quite complex, namely
x3 +α17(x17 + x18 + x20 + x24)+α14[α18x9 +α36x18 +α9x36 + x21 + x42+
Tr(α27x+α52x3 +α6x5 +α19x7 +α28x11 +α2x13)],
where α is a primitive element of F26 . We note that there is a typo in the polynomial
form given in [46]. The representation above is correct, which can be easily checked
by computing its differential uniformity and ∆-rank (see the following paragraph) on a
computer (for instance, with the Magma computer algebra system).
This function is provably CCZ-inequivalent to any quadratic function due to its ∆-
rank: in [46], it is shown that the ∆-rank of any (n,n)-function CCZ-equivalent to a
quadratic one is at most 2n+1, while the ∆-rank of the function above is 152, which
is strictly greater than 26+1 = 128. Finding other instances of APN functions CCZ-
inequivalent to quadratic and monomial functions is one of the most important open
problems at the moment.
1.7 Overview of the papers
In this section, we present a brief summary of the nine papers that make up the rest
of the dissertation. All the necessary background and most of the relevant definitions
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have been presented in the prequel; Section 1.8 provides a brief summary of the results
obtained in the papers, and an overview of prospective directions for future work.
1.7.1 Changing APN functions at two points
The first paper considers the problem of whether it is possible to obtain one APN func-
tion from another by changing precisely two of its output values. The original mo-
tivation for this construction comes from [21] where the authors investigate the open
question of whether an APN (n,n)-function can have algebraic degree equal to n. An
upper bound on the algebraic degree of AB functions has been known since 1998 [35],
while the same question for the case of APN functions has been open since then. We
note that APN (n,n)-functions of algebraic degree n−1 are known for odd values of n,
and so the question of the maximum algebraic degree of APN functions can be equiva-
lently formulated by asking whether it is possible for an APN function over F2n to have
algebraic degree precisely equal to n.
The connection to modifying the output values of a given function comes from
the fact that the only possible term (up to multiplication by a non-zero constant) of
algebraic degree n over F2n is x2
n−1. As a function of x, the term x2
n−1 evaluates to 1 for
all non-zero values of x ∈ F2n , and evaluate to 0 for x = 0; in other words, x 7→ x2
n−1 is
an indicator function that signifies whether its input is non-zero. Using this observation,
we can easily build an indicator function 1a(x) for any element a∈F2n , which evaluates
to 1 if x = a, and evaluates to 0 otherwise. More precisely, it is enough to take
1a(x) = (1+(x+a)2
n−1),
and one can readily verify that 1a as defined above is indeed the indicator function for
a. From this point of view, any function G (APN or not) of algebraic degree n can be
written as
G(x) = F(x)+1a(x)c,
where F is of algebraic degree strictly less than n, 1a is the indicator function for some
a ∈ F2n , and 0 6= c ∈ F2n is some constant. We then have
G(x) =
{
F(x) x 6= a
F(a)+ c x = a;
that is, the values of F and G differ only on a ∈ F2n , and coincide everywhere else. The
question of the existence of APN functions of algebraic degree n is thus equivalent to
that of being able to obtain an APN function G by modifying precisely one output of
some function F of algebraic degree strictly less than n.
Besides opening up a new perspective from which to approach the problem of the
algebraic degree of APN functions, the above observation suggests a natural procedure
to search for new APN functions; namely, start with some given function F , and try to
find all APN functions that can be obtained by modifying a few of its values. In [21],
the authors attempt to construct APN functions by changing one output value of some
known functions, but their investigation suggests that this is most likely not possible. A
natural generalization of this method is to modify more than one output of the starting
function. In Paper I, we consider a construction in which two of the output values of
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a given function are modified. More precisely, given an (n,n)-function F , two distinct





F(x)+ v1 x = u1
F(x)+ v2 x = u2
F(x) x /∈ {u1,u2}.
Thus, the values F(x) and G(x) coincide for all x ∈ F2n except for x ∈ {u1,u2}; and for
each i ∈ {1,2}, the shift vi expresses the difference between F(ui) and G(ui). Using
indicator functions, the univariate representation of G can be expressed as
G(x) = F(x)+1u1(x)v1 +1u2(x)v2.
In the paper, we provide two main characterizations of the APN-ness of G con-
structed in this way: one in terms of the derivatives DaF of the starting function F ,
and one in terms of the moments of the Walsh transform of F and G. Some non-
existence results are derived from these two characterizations. Furthermore, the special
case of “swapping” two outputs (that is, when G(u1) = F(u2) and G(u2) = F(u1)) is
investigated in greater detail in terms of the Walsh transform, and additional results
are obtained. The case of modifying the outputs of power functions is also treated in
more detail, and some computational results are given that suggest that it is impossible
to obtain APN functions from known ones by modifying two output values, except in
trivially small dimensions.
1.7.2 On the distance between APN functions
This paper generalizes the construction from the previous one by allowing an arbitrary
number of outputs of the starting function F to be modified. Before transitioning to this
more general setting, we attempted to construct APN functions by modifying a small
number (three or four) of the outputs of known ones. As in the case of modifying two




F(x)+ vi x = ui
F(x) x /∈ {u1,u2, . . . ,uK},
where K is a natural number, u1,u2, . . . ,uK are distinct elements of F2n , and v1,v2, . . . ,vK
are (not necessarily distinct) elements of F2n . The constructions investigated in [21] and
Paper I are the particular cases for K = 1 and K = 2, respectively. Recalling that the
Hamming distance between two functions is the number of inputs for which their val-
ues differ, we can see that dH(F,G) ≤ K for F and G as constructed above; and that
dH(F,G) is exactly K if all the shifts v1,v2, . . . ,vK are non-zero. We derive a lower
bound on the Hamming distance between any given APN function F and a closest (in
terms of Hamming distance) APN function G distinct from F . The bound is obtained
by first calculating the multiset of cardinalities (already discussed in Section 1.4)
ΠF = {πF(b,c) : b,c ∈ F2n},
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where
πF(b,c) = #{a ∈ F2n : (∃x ∈ F2n)F(x)+F(a+ x)+F(a+ c) = b}
for any b,c ∈ F2n . Based on the results obtained in the paper, the minimum value in
ΠF , denoted by mF , can be used to express a lower bound on the Hamming distance






The value of mF can be computed very efficiently for all practically relevant dimensions
n, and its values are quite high. For instance, the value of mF for the Gold function
appears to be very close in magnitude to that of all known APN functions in dimensions
n≤ 8 (for instance, this value varies between 15 and 27 for the functions over F26 tested
in Paper II, with the value for the Gold function being 27; and it varies from 99 to 111
for the tested functions over F28 , with the value for the Gold function being 111). As
one of our contributions in Paper II, we have derived a formula for the exact value of






2n−1−2n/2−1−1 n even,n/2 odd;
2n−1−2n/2−1 n even,n/2 even.
Evidently, the value of mF (and hence that of the bound on dH(x3,G) for any APN
function G 6= x3) increases exponentially with the dimension n; for dimension n = 8,
the value of the bound is already 38, meaning that at least 38 of the outputs of x3
have to be changed in order to obtain an APN function. As mentioned above, our
computational results suggest that the value of the lower bound for all known APN
functions is roughly of the same magnitude as that of the Gold function x3 over the
same field. This explains why we failed to find APN functions using the approach of
changing a small number of outputs. Unfortunately, our result implies that constructing
APN functions in this way is not feasible (unless some further investigation identifies
some structure and patterns in the set of points u1,u2, . . . ,uK and the sequence of shifts
v1,v2, . . . ,vK that would significantly reduce the search space), and other methods have
to be considered.
An equally important result is that the multiset ΠF associated with an (n,n)-function
F is shown to be invariant under CCZ-equivalence. Based on computational experi-
ments, we can see that it takes a lot of distinct values across the known APN functions.
For instance, it takes 6 669 distinct values for the 8 181 known CCZ-inequivalent APN
functions from [71]. A consequence of this invariance is that the bound on the Ham-
ming distance to the closest APN function is a CCZ-invariant as well; thanks to this,
we were able to compute this lower bound for all known CCZ-equivalence classes,
and to compute it for all quadratic APN functions over those dimensions in which the
classification of quadratic APN functions up to CCZ-equivalence was complete at the
time. The multiset ΠF is, to the best of our knowledge, the first useful invariant for
APN functions under CCZ-equivalence to have been introduced in the past 10 years.
We also show that in the case of a quadratic function F , the computation time for ΠF
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F = {πF(b,0) : b ∈ F2n}.
It is worth noting that the actual minimum distance to the closest APN function is
not itself a CCZ-invariant, and it is easy to find counterexamples. Another remark-
able observation is that although ΠF can take many distinct values for the known APN
functions, its value is the same for all instances belonging to the currently known infi-
nite families (with the exception of the Dobbertin and inverse power APN functions).
It would thus be very interesting to construct an infinite family of APN polynomials
having a non-Gold-like value of ΠF .
Finally, we develop a filtering algorithm based on the characterizations obtained
in the paper which allows us to drastically reduce the number of possible choices for
v1,v2, . . . ,vK if the set of elements u1,u2, . . . ,uK whose output values will be changed
in a given (n,n)-function F is known. This reduces the search space sufficiently and
allows us to computationally find the exact minimum distance between representatives
from the EA-equivalence classes of the known APN functions in dimension 5 and the
closest APN functions to them; based on these results, we see that the lower bound is
not tight.
1.7.3 Classification of quadratic APN functions with coeffi-
cients in F2 for dimensions up to 9
A matrix representation of quadratic (n,n)-functions is developed in [71], in which
any purely quadratic (n,n)-function F can be identified with a symmetric n×n matrix
HF over F2n . The details of this matrix representation have already been discussed in
Section 1.1. In [71], it is shown that a purely quadratic F is APN if and only if any
nonzero linear combination of the rows of its associated matrix HF has rank n−1. To
make this more precise, we clarify that a linear combination of the rows of HF is an n-
dimensional vector v = (v1,v2, . . . ,vn) ∈ (F2n)n; and that the rank of v is the dimension
of the linear subspace of F2n spanned by {v1,v2, . . . ,vn} ⊆ F2n . A matrix H that is
symmetric, has a zero main diagonal, and satisfies the aforementioned rank condition,
is referred to as a QAM, or quadratic APN matrix.
Thus, constructing quadratic APN functions becomes equivalent to constructing
QAM’s. This is computationally exploited in [71] to construct new QAM’s from exist-
ing ones. Unlike in the case of the representation of (n,n)-functions by a truth table,
where, as we show in Paper II, changing a few of the values of the truth table of an APN
function cannot give another APN function, it is possible to change a few of the val-
ues of a QAM and obtain another QAM. More concretely, the computational approach
used in [71] starts with the QAM corresponding to a known quadratic APN function,
and tries to replace a few of its entries with different ones so that the resulting matrix is
once again a QAM. This method has proved to be quite fruitful, and has led to the con-
struction of a few hundred CCZ-inequivalent and previously unknown APN functions
over F27 , and more than 8 000 new CCZ-inequivalent APN functions over F28 . Until
the publication of [3] in 2020, this was the largest known corpus of CCZ-inequivalent
APN instances.
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In Paper III, we specialise this method to the case of functions with binary coeffi-







where ai ∈F2; such an (n,n)-function F(x) then satisfies F(x2) =F(x)2 for any x∈F2n .
We note that quite a few of the known APN instances, including ones from infinite
families (including all monomial families from Table 1.2, and families F4, F5, F6 from
Table 1.3) are of this form. The advantage is that in the case of binary coefficients, it is
possible to derive additional restrictions on the matrix HF . More precisely, denoting by
(HF)i, j the entry in the i-th row and j-th column of HF for 0 ≤ i, j ≤ n−1, we obtain
that when an (n,n)-function F has binary coefficients, HF must satisfy
(HF)i+1, j+1 = (HF)2i, j
for all 0 ≤ i, j ≤ n− 1, with the indices i and j taken modulo n. This means that we
have much fewer “degrees of freedom” when selecting the entries of HF , and so the
complexity of traversing all such matrices drops significantly. For instance, guessing
the matrix HF corresponding to a (6,6)-function F (with arbitrary coefficients) involves
guessing the values of 15 entries; while if F has binary coefficients, it is enough to guess
3 values to obtain the entire matrix.
This allows us to conduct exhaustive searches for dimensions much higher than
in the general case; in particular, we obtain all quadratic APN functions with binary
coefficients over F2n for n≤ 9. For comparison, the classification of quadratic functions
in the general case is only finished for n ≤ 7, with the classification for n = 7 having
been published only last year [53].
The classification of the resulting functions proves to be the most computationally
intense part of the process: we obtain 21 504 functions in total, and use the linear
code test to partition them into CCZ-equivalence classes (the algorithms for testing
EA-equivalence from Paper V and from [31] had not been discovered yet; and neither
had the orthoderivatives, which would have probably reduced the computation time by
quite a bit). This takes slightly less than a full year on our department server, even when
running several processes in parallel. As a result, we find two previously unknown APN
instances over F29 , namely
x 7→ x136 + x132 + x96 + x80 + x36 + x34 + x18 + x17 + x12
and
x 7→ x288 + x272 + x264 + x160 + x144 + x130 + x48 + x34.
Furthermore, we confirm that the known instances of quadratic APN functions with bi-
nary coefficients for n≤ 8 exhaust all possible cases; we do, however, discover shorter
representatives (in the sense of having fewer terms) for two of the known instances
over F27 , namely: x3 + x6 + x72 is CCZ-equivalent to x3 +Tr(x9), and x3 + x6 + x144 is
CCZ-equivalent to x9 +Tr(x3). Finally, we have computationally verified that none of
the newly discovered functions can be CCZ-equivalent to a permutation.
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1.7.4 A new family of APN quadrinomials
The binomial B(x) = x3 +βx36 (for some appropriate value of β ) has been known to
be APN over F210 since 2006, and is one of the two earliest instances of APN functions
CCZ-inequivalent to monomials [45]. Consequently, it has attracted a lot of atten-
tion from the Boolean functions community; despite this, it had not been generalized
into any infinite construction until now. For comparison, the sporadic APN binomial
x3 +wx258 (for an appropriate value of w) over F212 introduced in the same paper was
previously generalized into two infinite APN families: one for n divisible by 3, and one
for n divisible by 4 [22]. It has been conjectured that the aforementioned infinite fami-
lies and the sporadic B(x) exhaust all quadratic APN binomials up to CCZ-equivalence
[6].
In order to extend an APN instance to an infinite construction, one typically con-
ducts a computational search for functions with the same polynomial form over higher
dimensions. In our attempt to extend x3 +βx36, we take a different approach, and at-
tempt to add more terms to B(x) in order to obtain further APN functions; that is, we
search for APN functions of the form
x3 +βx36 + c1xi1 + c2xi2 + · · ·+ cKxiK
for some natural number K, where c j ∈ F2n and 3≤ i j ≤ 2n−1 for j = 1,2, . . . ,K. The
intuition is that the binomial B(x) might be a special case of a general construction with
more terms, which vanish in the particular case of n = 10.
Using this approach, we find APN quadrinomials over F210 of the form





that are CCZ-inequivalent to any known APN function over F210 , including the bino-
mial B(x). Here, we assume that β is a primitive element of F22 , although it can be
taken to have other values as well (which lead to functions that are CCZ-equivalent
to the ones that we obtain when β is a primitive element of F22). These quadrino-
mials display a clear structure, and we are able to find instances with the same form
in dimensions 14,22,26,34,48,52. Consequently, we are able to formulate an infinite










for n = 2m with n not divisible by 3, and k even, and to describe choices of a,b,c
and i for which this function is APN. In this way, we generalize B(x) to an infinite
family. By computing the Γ- and ∆-ranks of these functions for F210 (which is the
highest dimension for which we can do this with our current computational resources),
we are able to conclude that the instances of this family in F210 belong to four distinct
CCZ-classes; two of them are equivalent to known APN functions, while the other two
are new. This is, to the best of our knowledge, the first infinite APN family given in
univariate form to have been published since 2013.
In the proof, we characterize the APN-ness of the quadrinomials by the solvability
of a system of equations (or, to be more precise, inclusions) of the form
{




+ x) ∈ β ·F2m.
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The quadrinomial in (1.12) is APN if and only if the above system does not have
a solution x /∈ F2 for any 0 6= a ∈ F2n . The actual proof of the unsolvability of the
system is somewhat technical, and we do not go into details here. We remark that
the characterization of the APN-ness of (1.12) by the solvability of this system allows
one to check whether a function of this form is APN much faster than by conventional
means; this proved very helpful for searching for APN functions of this form over fields
of high extension degree (up to 52) during the initial phase of our investigation.
1.7.5 Deciding EA-equivalence via invariants
As pointed out in Section 1.3, deciding the CCZ-equivalence of two given functions
is a problem of great practical importance since it is a prerequisite for classifying
APN functions and, in particular, for verifying that newly discovered instances are not
equivalent to known ones. Since two quadratic or monomial APN functions are CCZ-
equivalent if and only if they are EA-equivalent (see Section 1.3), and since the vast
majority of known APN functions (with a single known exception over F26) are CCZ-
equivalent to quadratic functions or monomials; and since most known constructions
and search procedures tend to output quadratic functions (which, in turn, is due to the
fact that constructing non-quadratic APN functions is very difficult), being able to test
EA-equivalence is almost as useful in practice as being able to test the more general
CCZ-equivalence. Traditionally, the only known tests for CCZ-equivalence and EA-
equivalence in the general case reduce the problem to that of testing the isomorphism
of their associated linear codes. As previously discussed, this has a number of short-
comings, including a high time and space complexity, and the possibility (depending on
the implementation) of false negatives. Algorithms for testing EA-equivalence in some
specialized cases without going through linear codes have been developed [8, 27, 60],
but these are not useful for performing classification since they only concern very spe-
cific cases of EA-equivalence.
In Paper V, we propose a direct algorithm for testing the EA-equivalence of two
given (n,n)-functions. To the best of our knowledge, this is the first such algorithm
that does not rely on coding theory, along with a very recently presented algorithm for
testing EA-equivalence by means of the so-called Jacobian matrices [31], which was
developed independently, is based on fundamentally different principles, and can be
applied to different cases than the one from Paper V (the algorithm from [31] works
for quadratic functions over F2n with n of any parity, while the one from Paper V
works for functions of any algebraic degree, but only in the case of even dimensions).
Our algorithm is based on the computation of an EA-invariant (the multiplicities of
the multiset ΣkF , which is also introduced in the same paper). In contrast to the code-
theoretic tests, it uses only basic arithmetic and logic operations, which makes it easy
and efficient to implement on any general-purpose programming language. The design
of the algorithm is naturally parallelizable, and the results of a number of the operations
that it performs can be precomputed for representatives from the known APN functions
to further reduce the computation time.
The algorithm works for (n,n)-functions of any dimension n, but is only useful for
even n since it defaults to an exhaustive search over all affine functions A1,A2,A from
(1.8) in the odd case; for even dimensions, on the other hand, the running time is quite
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good, and the algorithm can readily be used in practice.















that is, ΣkF consists of the sums of F over all k-tuples (x1,x2, . . . ,xk) of elements from
F2n that add up to zero. We show that the multiplicities of the elements in this multiset
are invariant under EA-equivalence for any even value of k. Since for k = 2 all k-tuples
trivially add up to 0 under F , k = 4 is the smallest even value of k for which the invariant
makes sense; for this reason, we mostly concentrate on Σ4F in our paper.
Let m4F(x) denote the multiplicity of an element x ∈ F2n in Σ4F . The idea of the
algorithm is that if two (n,n)-functions F and G are EA-equivalent via A1◦F ◦A2+A=
G as in (1.8), then A1 must map x to an element y such that m4F(x) = m
4
G(y). This
allows us to quite significantly reduce the number of possible choices for A1 in (1.8);
in some cases, this reduction is so significant that only one or two possible choices for
A1 remain.
For each guess of A1 among the remaining choices, we can compose both sides of
(1.8) with A−11 to obtain a relation of the form
F ◦A2 +A′ = G′,
where A′ = A−11 ◦A and G′ = A−11 ◦G. We can further reduce A2 to a linear function L2
by guessing the constant term A2(0); in the case of quadratic functions, we can, in fact,
assume that A2 is linear without loss of generality. We thus have
F ′ ◦L2 +L = G′′,
where F ′(x) = F(x+A2(0)), G′′(x) = G′(x)+A′(0), and L2(x) = A2(x)+A2(0) and
L(x) = A(x)+A(0) are the linear parts of A2 and A, respectively. A similar strategy to
the one used when guessing A1 can now be employed to reduce the number of choices
for L2. More precisely, for F ′ and G′′ as given above, we have for any t ∈ F2n that
OF ′(t) = {(L2(x1),L2(x2),L2(x3)) : (x1,x2,x3) ∈ OG′′(t)},
where
OF(t) = {(x1,x2,x3) ∈ F32n : F(x1)+F(x2)+F(x3) = t}.
Once again, this provides us with enough information about L2 to reduce the number of
possibilities sufficiently in order for an exhaustive search over the remaining candidates
to be feasible. Once the values of A1 and A2 are known, the value of A in (1.8) (and thus,
the exact form of the EA-equivalence between F and G, if it exists) can be uniquely
reconstructed. Furthermore, the algorithm can be used to obtain all triples (A1,A2,A)
that satisfy (1.8) for a given pair of (n,n)-functions F and G.
We remark that the choice of using quadruples in the definition of Σ4F and the choice
of using triples in the definition of OF is not the only possibility, and we could have
used larger tuples in both cases instead. Numbers smaller than 4 and 3, respectively,
do not provide any useful information, since the sums in both cases collapse to a con-
stant value. We have chosen k-tuples with the smallest possible values of k that make
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sense since this typically corresponds to a faster computation, and since in our limited
experiments we did not observe any advantage in using higher values of k. In this re-
spect, we remark that in the paper we also show how the multiplicities mkF(x) can be
expressed and computed via the Walsh transform of F . This is advantageous when k
is large (since the computation of mkF(x) from the Walsh transform does not depend on
the value of k, unlike a computation directly from the definition of ΣkF ), or when one
has a lookup table of the Walsh coefficients of F already available.
1.7.6 Generalization of a class of APN binomials to Gold-
like functions
The Gold APN functions F(x) = x2
i+1 over F2n with gcd(i,n) = 1 are remarkable in
many ways, even besides the fact that they provide some of the earliest known in-
stances, and form one of the first known infinite families of APN functions. The
Gold functions have a number of interesting properties that they share with many other
known instances of APN functions; perhaps the most eloquent example of such a prop-
erty is the extended Walsh spectrum whose value, as we have remarked in Section 1.4.1,
is Gold-like for all but a very small number of APN instances that we currently know.
We have also observed in Section 1.7.2 that the value of the CCZ-invariant ΠF in-
troduced in Paper II is Gold-like for representatives from all currently known infinite
families of quadratic APN functions (despite ΠF taking a very large number of distinct
values over all known sporadic instances of quadratic APN functions). Another “Gold-
like” property worth noting is that of the Gold functions being permutations over finite
fields of odd extension degree, and being 3-to-1 functions when the extension degree is
even.
The condition gcd(i,n) = 1 is necessary for x2
i+1 to be APN over F2n . Relaxing the
condition to gcd(i,n) = t, it can be seen that x2
i+1 is differentially 2t-uniform over F2n .
What is more, all derivatives of x2
i+1 are 2t-to-1 functions in this case. Functions having
the property that all their derivatives are 2t-to-1 for some natural number t are some-
times referred to as differentially two-valued (referring to the fact that their differential
spectrum contains only two distinct values, viz. 0 and 2t). It is clear that any quadratic
power function (and the “relaxed” Gold functions, in particular) must be differentially
two-valued. More interestingly, there are polynomial (as opposed to monomial) func-
tions that have this property. Studying such functions is important for several reasons,
one of which is that they might correspond to a relaxation of an APN construction, and
therefore point the way to new families and instances of APN functions.
The binomial x3+wx258 (for some appropriate choice of w) is APN over F212 , and is
one of the earliest known instances of APN functions CCZ-inequivalent to monomials.
In [22], this instance is generalized into two infinite families of APN functions: one
(which we shall refer to as F3) over F2n with 3 | n, and one (which we shall designate
F4) over F2n with 4 | n; these were the first infinite APN families CCZ-inequivalent to





where i, s and k are positive integers; the conditions on i, s and k then differ between
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F3 and F4. In the former case, we have s ≤ 4k− 1, gcd(k,3) = gcd(s,3k) = 1, i = sk
(mod 3), m = 3− i, and w is a primitive element of F2n . In the latter case, we must
have s≤ 4k−1, gcd(k,2) = gcd(s,2k) = 1, i = sk (mod 4), m = 4− i, and w is (once
again) a primitive element of F2n . The Walsh spectra of both families are completely
determined in [11].
In [13], it is shown that family F3 can be generalized into a family of differentially
2t-uniform differentially two-valued functions by relaxing the condition gcd(s,3k) = 1
to gcd(s,3k) = t. In this sense, F3 behaves in the same way as the Gold functions. The
question of whether the same is possible for family F4 has, to the best of our knowledge,
remained open since the publication of [13] in 2012.
In Paper VI, we show that F4 can be generalized into a family of 2t-differentially
uniform and differentially two-valued functions in a manner similar to F3 by relaxing
the condition gcd(s,2k) = 1 to gcd(s,2k) = t. We also compute an upper bound on the
magnitude of the Walsh coefficients of F from this family, showing that |WF(a,b)| ≤
22k+t for any a,b ∈ F2n with a 6= 0; and, consequently, that the nonlinearity of any
function from the described relaxation of F4 over F2n satisfies NL(F)≥ 2n−1−22k+t−1.
Furthermore, we present a counterexample showing that such a generalization of
APN families into differentially two-valued functions is not possible in general, and so
the families F3 and F4 are exceptional in this respect. In order to do this, we consider
the infinite family of APN quadrinomials introduced in Paper IV and given in (1.12)
in Section 1.7.4. We note that this family behaves like the Gold functions in a number
of ways, such as being 3-to-1, and having a Gold-like value of the extended Walsh
spectrum and the multiset ΠF . We attempt to generalize it in a similar way by relaxing
















over F22n with 6 ≤ 2n ≤ 14, for all possible choices of i, j, and k; we also disregard
the condition 3 - 2n, and allow the extension degree n = 2m to be a multiple of three.
We restrict the choice of k to k ∈ {0,1} since, as we have computationally observed
in Paper IV, distinct choices of k having the same parity always give CCZ-equivalent
functions over F210 . Over all choices of k,n, i, j, we do not find any differentially two-
valued functions (except APN functions, which all belong to the known CCZ-classes);
the only exception is for n = 12, where every pair (i, j) with 2≤ i, j ≤ 12 and i, j even
gives a 4-to-1 function. Since we do not observe the same behavior over any other
of the tested dimensions, this suggests that a generalization is not possible. Thus, we
have strong computational evidence that generalizations of quadratic APN functions to
differentially two-valued ones like in the case of F3, F4 and the Gold functions are not,
in general, possible.
1.7.7 Partially APN Boolean functions and classes of func-
tions that are not APN infinitely often
Recall that an (n,n)-function F is APN if and only if
DaF(x) = DaF(y)
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implies x = y or x = a+y for any x,y∈ F2n and any 0 6= a∈ F2n . This naturally leads to
a notion of partial APN-ness, originally introduced in Paper VII. We say that an (n,n)-
function F is x0-APN for some x0 ∈ F2n , or simply partially APN (pAPN), when the
exact value of x0 is irrelevant or is understood from the context, if the equation
DaF(x) = DaF(x0)
only has x ∈ {x0,a+ x0} as solutions for any 0 6= a ∈ F2n . From the above discussion,
it is clear that an (n,n)-function F is APN if and only if it is x0-APN for all x0 ∈ F2n .
Our original motivation for investigating pAPN functions was as an auxiliary tool
for approaching the problem of the maximum algebraic degree of (n,n)-functions (see
Sections 1.7.1 and 1.7.2). Since pAPN-ness is a weaker condition than APN-ness (in
the sense that any APN function must also be x0-APN for all possible values of x0),
non-existence results on pAPN functions automatically imply non-existence results on
APN functions; however, characterizing pAPN-ness may be easier due to its simpler
definition. The same approach could potentially also be applied to non-existence results
for e.g. APN permutations. On the other hand, constructing pAPN-functions of higher
algebraic degree may prove to be a natural step in the direction of finding new instances
of APN functions CCZ-inequivalent to monomials and quadratic functions (in the sense
that we might expect to find necessary or sufficient conditions for e.g. cubic or quartic
functions to be x0-APN, and only search for APN functions among the ones that satisfy
these conditions).
After introducing the notion of an x0-APN function, we characterize this property
by means of the Walsh transform as in the case of APN functions. These results are
used to investigate the properties of functions obtained from x0-APN ones by modifying
one of their outputs (similar to the approach applied to APN functions discussed in [21]
and generalized in Papers I and II).
Further, we consider the case of monomials, and show that for any two non-zero
x0,x1 ∈ F2n , a monomial (n,n)-function F is x0-APN if and only if it is x1-APN. We
find several constructions of 0-APN (but not necessarily APN) monomial functions.
Furthermore, we show that any 1-APN monomial must necessarily be 0-APN, and
therefore APN as well. In this sense, APN-ness coincides with x0-APN-ness for mono-
mials for any non-zero value of x0. We show that a similar property holds for quadratic
functions, i.e. if F is a quadratic (n,n)-function and x0 ∈ F2n , we show that F is APN if
and only if F is x0-APN (note that here x0 can also be zero). The notions of APN-ness
and partial APN-ness therefore coincide in the case of quadratic functions. This is not
true in general, and we computationally find examples of functions that are x0-APN for
various numbers of elements x0 ∈ F2n . Finally, in a similar vein to the work of Rodier
and his collaborators, e.g. [1, 47, 64], we construct classes of functions that are not
0-APN over F2n for infinitely many dimensions n.
1.7.8 Partially APN functions with APN-like polynomial
representations
This paper builds upon the foundations laid out in Paper VII and explores further prop-
erties and constructions of partially APN functions. A notable result presented in the
paper is that the number of elements x0 ∈ F2n for which an (n,n)-function F is x0-APN
1.7 Overview of the papers 49
is invariant under CCZ-equivalence. Although this invariant is clearly not useful for
classifying APN and AB functions (which is why we do not mention it in Section 1.4),
it has the potential to be helpful in the classification of other types of functions (say,
differentially 4-uniform functions). More importantly, this invariance shows that it is
not possible to increase (or reduce) the number of x0 ∈ F2n for which a given function
F is x0-APN by traversing its CCZ-equivalence class.
Further, we investigate partially APN (but not APN) monomials; by the discussion
in Section 1.7.7, this is equivalent to 0-APN but not APN monomials. As a motivating
example, we show that x 7→ x21 is 0-APN over F2n if and only if n is not a multiple of
6. We then obtain further conditions and non-existence results on the 0-APN-ness of
monomials. In particular, we show that generalizations of some of the known infinite
families of power APN functions (in which conditions are relaxed so that the functions
are not APN) cannot be 0-APN either.
We then investigate binomials, and construct an infinite family of 1-APN but not 0-
APN, differentially 4-uniform binomials. These binomials serve as a counterexample
showing that the behavior of partially APN quadratic functions (which are x0-APN if
and only if they are x1-APN for any two values x0 and x1) does not extend to the general
case.
Finally, we investigate functions of the form










over F2n with n = 2k and A,B,C,D,E,F,G ∈ F2n , and prove that this function is not x0-
APN for any x0 ∈ F2n in a number of cases (mostly, when all but two of the coefficients
A,B,C,D,E,F,G are zero). This particular polynomial form was suggested by Dillon
[15] as a potential source of APN and differentially 4-uniform functions, so it would be
reasonable to consider it as a source of partially APN functions as well.
1.7.9 On a relationship between Gold and Kasami functions
and other power APN functions
As we remarked in Section 1.5, the monomial APN functions from Table 1.2 are the
earliest known instances of APN functions and infinite families, and are some of the
most well studied by far. Despite this, a number of questions remain open even here.
For one, a well-known conjecture by Dobbertin from 2000 states that the list of APN
monomials in Table 1.2 is complete up to CCZ-equivalence [43]; that is, any APN
monomial (whether it belongs to an infinite family or not) must be CCZ-equivalent
to an instance from one of the families in Table 1.2. Despite its simple formulation,
this has proved to be an extremely complicated problem. It has been shown that any
exponent t for which xt is APN over F2n for infinitely many n must be of the form
t = 2i+1 or t = 22i−2i+1, i.e. xt must belong to either the Gold or the Kasami power
families [50]. Furthermore, Dobbertin’s conjecture has been computationally verified
for a number of dimensions n: for n≤ 24 by Canteaut according to [43]; and for n≤ 34
and n = 36,38,40,42 by Edel (unpublished).
Another conspicuous open problem is that of computing the Walsh spectrum of the
Dobbertin power function. What makes this particularly noteworthy is that the Walsh
spectra of the remaining five infinite families of APN monomials have already been
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computed, while in the case of the Dobbertin function we did not previously even have
a conjecture about the form of its Walsh spectrum.
One of the reasons that working with the infinite families of APN monomials (with
the notable exception of the Gold functions) is difficult, is that they have a high alge-
braic degree, which makes their univariate representations difficult to handle. In fact,
a quick inspection of Table 1.2 reveals that the Gold and Welch families are the only
ones with a constant algebraic degree; the former being quadratic, and the latter being
cubic. The degree of the Kasami functions x2
2i−2i+1 is i+ 1, and thus depends on the
parameter i; while the degree of the Niho, inverse, and Dobbertin functions depends on
(and grows with) the dimension n.
As in the general case of e.g. APN functions, one potential method for approaching
this problem is to consider alternative representations of the monomial functions. In
Paper IX, we investigate several ways of simplifying the representations of the known
infinite families of APN monomials; we focus particularly on the Welch, Niho, and
Dobbertin functions, whose “canonical” definition as given in Table 1.2 is particularly
difficult to work with in proofs and theoretical arguments due to the high algebraic
degree.
We recall that in the case of odd n, the exponent of the Kasami function 22i−
2i + 1 can be written as (23i + 1)/(2i + 1), i.e. as the composition of the quadratic
function x2
3i+1 and the inverse of the quadratic function x2
i+1, and that this can be
used to give a simple proof of the AB-ness of the Kasami functions over F2n [35]. We
proceed to investigate whether a similar simplified representation can be found for the
remaining infinite families of APN monomials. We obtain such representations (as the
composition of a power function and the inverse of another power function) for the
Niho and Dobbertin functions, and show that they are optimal in the sense that taking
any combination of two power functions of lesser algebraic degree cannot represent
the function in question. In particular, we show that the “canonical” representation of
the Welch function is already optimal; that the Niho functions can be expressed as the
composition of x3 and the inverse of a cubic power function; and that the Dobbertin
function is cyclotomic-equivalent to the composition of a cubic power function and the
inverse of a quadratic power function.
We also present a construction in which two power functions xi and x j are composed
with a linear polynomial L to obtain a new function G via
G(x) = xi ◦L◦ x j. (1.13)
Note that this composition somewhat resembles the definition (1.8) of EA-equivalence
in which a function F is composed with two affine (or linear, in particular cases) func-
tions on the left and on the right. We observe, however, that even when xi and x j
belong to the same CCZ-equivalence class, (1.13) can give an APN function G that is
CCZ-equivalent to a monomial APN function, but CCZ-inequivalent to xi and x j. For
instance, we observe that taking xi to be the Gold function x2
i+1 and x j to be its in-
verse (x2
i+1)−1, the composition xi ◦L ◦ x j is CCZ-equivalent to the Kasami function
x2
2i−2i+1 for some appropriate choice of L. When i = 1, the Gold and Kasami functions
with parameter i are both x3; but for values of i greater than 1, the Gold and Kasami
functions are distinct and CCZ-inequivalent. In this way, the composition (1.13) allows
us to express in a simple way a representative from one infinite family of APN power
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functions using representatives from another infinite family of power APN functions
that are CCZ-inequivalent to it. We conduct a computational search over all possible
choices of i and j in (1.13) and all linear polynomials L with coefficients in F2. Based
on the experimental data, we formulate several theoretical constructions that describe
how two power functions can be combined to obtain an APN function in this way. Be-
sides the case described above (in which a Gold function and its inverse give a Kasami
function), we can combine a Gold function and the inverse of another Gold function
(satisfying certain conditions) and obtain a Kasami function (in one case) or the inverse
of a Kasami function (in another case); we can combine a Gold function and its in-
verse to obtain the same CCZ-class of the input Gold function; and, likewise, we can
combine the inverse function with itself to go back to the inverse function (up to CCZ-
equivalence). We note that our theoretical observations completely exhaust all cases
found by computational search.
Finally, we compute the Walsh spectrum of the Dobbertin function over F2n for
all dimensions up to n = 5m = 35, and conjecture its exact form. More precisely, we
conjecture that the Walsh spectrum of the Dobbertin power function over F2n for n= 5m
has the form
{0,22m(2m +1),±25k−2,±a ·22m : 1≤ a≤ k · (k+1),a odd}
for any natural number k, where m = 2k−1; and it has the form
{0,−22m(2m +1),±25k,±25k+1,±a ·22m : 1≤ a≤ k · (k+2),a odd}
for any natural number k, where m= 2k. As far as we know, no conjectures or computa-
tional data of this kind are known to date, and so the above is a step towards computing
the Walsh spectrum of the Dobbertin functions, and resolving this open problem.
1.8 Conclusion and future work
The aim of the PhD project was to investigate the properties of cryptographically opti-
mal functions (and APN and AB functions, in particular) and to find new constructions
thereof. The work presented in the included papers documents our results and efforts
to this end. In particular, in Paper IV we have constructed a new infinite family of APN
functions that generalizes the binomial x3 + βx36 over F210 known since 2006. This
provides the first new infinite family of APN functions in univariate form since 2013;
and, at the same time, resolves the problem of classifying the aforementioned binomial
into an infinite APN family (which had been open since its introduction in 2006).
Besides this new infinite construction, we have obtained many further results on the
properties, structure, and classification of APN and AB functions. Most significantly,
we have:
• found a new, useful, and very efficiently computable invariant under CCZ-
equivalence, viz. the multiset ΠF (Paper II); based on this, we have
• found a lower bound on the Hamming distance between a given APN function
and its closest APN “neighbors” (Paper II), and computed its value for the list of
known APN functions; in addition, we have given an exact formula for the value
of this bound in the case of the Gold APN function x3;
52 Introduction
• specialized the matrix method from [71] to the case of functions with binary coef-
ficients in their univariate representations, and obtained a complete classification
of APN functions of this type up to dimension 9; in particular, we have found two
previously unknown instances of such functions for n = 9 (Paper III);
• developed an approach in which power APN functions from one infinite fam-
ily can be expressed using (CCZ-inequivalent) power APN functions from an-
other family (Paper IX); this promises to be a good approach for investigat-
ing Dobbertin’s conjecture on the non-existence of APN power functions CCZ-
inequivalent to the known families;
• developed an efficient algorithm operating from first principles for computation-
ally deciding the EA-equivalence of two vectorial Boolean functions over any
finite field of even extension degree; as a byproduct, we have also introduced a
new invariant under EA-equivalence, namely, the multiplicities of the multiset
ΣkF ;
• introduced a new class of functions, viz. partially APN functions, that can poten-
tially be used to approach complex non-existence problems for APN functions,
and developed theoretical and computational tools for characterizing and investi-
gating such functions (Papers VII and VIII).
Nonetheless, there are many open questions and avenues for further research. In the
following, we highlight some of the most interesting topics left for future work.
1.8.1 On the distance between APN functions
The lower bound shown in Paper II on the Hamming distance from a given APN func-
tion to a closest (but distinct) APN function is not tight (although we have observed
some particular APN functions over small finite fields when it can be attained with
equality); the bound thus stands to be improved. What is particularly interesting is that
while the lower bound is invariant under CCZ-equivalence, the actual distance to the
closest APN function is not.
Proposition 2 in Paper II provides six necessary and sufficient (when taken together)
conditions for a function G obtained from F by changing K of its output values to be
APN. In the paper, we have developed a simple (but quite effective) algorithm for fil-
tering out the possible shifts; that is, given a function F and a set U = {u1,u2, . . . ,uK},
the algorithm can rule out a lot of values of the shifts v1,v2, . . . ,vK for which the re-
sulting function can never be APN. This algorithm is based on one of the conditions
in Proposition 2. A more sophisticated search procedure can be developed by incor-
porating the remaining conditions from Proposition 2 in a similar way. This is more
technically challenging, but once such a search procedure is available, it could be used
to search for new APN functions by changing outputs in known ones despite the large
Hamming distance between them.
For the above algorithm, we assume that the set U = {u1,u2, . . . ,uK} for which the
outputs of F will be modified is known. In practice this is, of course, not the case, and
so a further natural question is to find conditions describing those sets U that lead to an
APN function via some combination of shifts v1,v2, . . . ,vK .
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In the case of the Gold function x3 over F2n , we have derived an exact formula for
the lower bound on the Hamming distance for any value of n. Doing the same for other
functions would be an interesting result, although we expect that the calculation will be
more involved.
We have observed that although the multiset ΠF can take many distinct values when
evaluated over the known APN instances, it appears to always take the same value for
all representatives from the known infinite families (except the Dobbertin and inverse
power functions). It would thus be interesting to find an infinite family of APN poly-
nomial (as opposed to monomial) functions taking some other value of ΠF .
Finally, it might be possible to derive a lower bound on the Hamming distance
between other types of functions, such as planar functions, differentially 4-uniform
functions, etc. using similar techniques.
1.8.2 On the matrix method
The general matrix method considered in [71] can be used to construct any purely
quadratic function (and thus, any quadratic function up to EA-equivalence). In Paper
III, we have specialized this method to the case of quadratic functions with binary co-
efficients in their univariate representation; thus, these are (n,n)-functions F satisfying
F(x2) = F(x)2 for all x ∈ F2n . This restriction of the general method to a specific sub-
class of functions drastically reduces the size of the search space, and makes it possible
to classify (up to CCZ-equivalence) all such functions up to dimension 9 (for compari-
son, quadratic APN functions have only been classified up to dimension 7).
A natural idea is thus to specialize the method to a different subclass of functions,
e.g. functions over F2n with coefficients in F2k , where k > 1 is some divisor of n;




, which could be used to impose
restrictions on the matrices representing functions of this type, and to reduce the search
complexity in the same way as in the case of k = 1. Another natural extension of the
same principle would be to consider other known representations of (n,n)-functions
(for instance, some of the ones discussed in Section 1.1) and to see if restricting to a
subclass of functions makes an exhaustive search based on those other representations
feasible in practice.
In addition, some of the newly found invariants described in Section 1.4 are very
efficient and discriminating; in particular, the orthoderivatives, discussed in Section
1.4.2, are an extremely useful tool for classifying quadratic APN functions under EA-
equivalence that appears to have almost the same distinguishing capability as an actual
test for EA-equivalence. This suggests that the classification of functions found by such
methods up to CCZ-equivalence is realistic even for relatively large dimensions. The
issue is then to restrict the representation enough so that the total number of functions
that can be expressed is sufficiently small to be computationally exhausted.
1.8.3 On the composition of power functions
The method from Paper IX that allows us to obtain the CCZ-equivalence class of one
power APN function from that of another is a promising development that may provide
new constructions of APN and, possibly, other classes of functions. Furthermore, the
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method could be used to simplify proofs of certain properties (including APN-ness)
of power functions that are very technical otherwise, and it could be used to approach
Dobbertin’s conjecture that the infinite monomial families from Table 1.2 exhaust all
possible APN power functions (up to cyclotomic equivalence).
Since this composition method is at a rather early stage, there is a lot of room for
future work. The method can be extended in several different ways, e.g. by allowing ar-
bitrary polynomials (instead of merely power functions) to be used in the composition;
by allowing the linear polynomials in the construction to have non-binary coefficients;
by adapting the method to classes of functions other than APN; and so forth.
1.8.4 On partially APN functions
Since the notion of partial APN-ness was introduced only very recently in Papers VII
and VIII, it is natural that there are many open questions and directions of research.
One particularly interesting direction would be finding constructions of partially APN
permutations. As previously noted, constructing APN permutations is quite difficult;
in particular, only a single instance of an APN permutation of F2n for even n is known
(for n = 6), and resolving the existence of such permutations for larger values of n is
arguably the biggest open problem in the study of APN functions. Since the concept
of a partially APN function is a weakening of that of an APN function, it would be
natural to expect that the construction of partially APN permutations would be more
feasible than that of APN permutations. On the other hand, since any APN function
is partially APN as well, properties and non-existence results observed in the partially
APN case may be applied to the APN case. In particular, it is reasonable to think
that one of the reasons that we know so little about APN permutations is that we have
very few examples of them. Finding instances of partially APN permutations would
provide us with a lot more data, and make it easier to extrapolate useful properties
and constructions. We have been able to find instances of partially APN permutations
computationally but, so far, we have not succeeded in extending them to more general
constructions.
More generally, any problem that is considered very hard in the APN case may be
more tractable in the partial APN case; and resolving it might provide further insights
into the structure and properties of APN functions. For instance, an interesting problem
would be to find a secondary construction of partially APN functions; to the best of our
knowledge, no such construction is known in the APN case, and obtaining a method to
construct a partially APN function from another (CCZ-inequivalent to it) would be a
remarkable result.
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Abstract
We investigate a construction in which a vectorial Boolean function G is obtained from a
given function F over F2n by changing the values of F at two points of the underlying field.
In particular, we examine the possibility of obtaining one APN function from another in this
way. We characterize the APN-ness of G in terms of the derivatives and in terms of the Walsh
coefficients of F . We establish that changing two points of a function F over F2n which is
plateaued (and, in particular, AB) or of algebraic degree deg(F ) < n − 1 can never give a
plateaued (and AB, in particular) function for any n ≥ 5.
We also examine a particular case in which we swap the values of F at two points of F2n .
This is motivated by the fact that such a construction allows us to obtain one permutation from
another. We obtain a necessary and sufficient condition for the APN-ness of G which we then
use to show that swapping two points of any power function over a field F2n with n ≥ 5 can
never produce an APN function. We also list some experimental results indicating that the same
is true for the switching classes from [10], and conjecture that the Hamming distance between
two APN functions cannot be equal to two for n ≥ 5.
I. INTRODUCTION
A construction in which a given vectorial Boolean function is modified at one
point are investigated in [2] in the context of the problem of the maximum algebraic
degree of an APN function: given a function F : F2n → F2n and u, v ∈ F2n , the
one-point modification of F is defined as G(x) = F (x) + (1 + (x + u)2
n−1)v so that
G(u) = F (u) + v and G(x) = F (x) for x 6= u; the reasoning behind this is that any
G with algebraic degree deg(G) = n can be expressed in this form. Although the
question of the existence of an APN function of algebraic degree n over F2n remains
open in general, a multitude of non-existence results are derived in [2] which support
the conjecture that this is impossible. In this paper we examine a similar construction
involving two points. More precisely, given F : F2n → F2n , we select u1, u2 ∈ F∗2n
and v1, v2 ∈ F2n , and define G(x) = F (x)+(1+(x+u1)2
n−1)v1+(1+(x+u2)2
n−1)v2.
We examine under what conditions G can be APN, especially when F itself is APN.
We see that if F is plateaued or has deg(F ) < n−1, then G is not plateaued for n ≥ 5;
in particular, G is not AB if F is AB for n ≥ 5. We also observe that if F is quadratic
and not APN, then changing two points of F cannot produce an APN function either.
We also examine a special case in which the values of F at u1 and u2 are swapped,
so that G(u1) = F (u2) and G(u2) = F (u1); under EA-equivalence, we also assume
u1 = 0 and u2 = 1. This case is more tractable and is interesting in that it al-
lows us to obtain one permutation from another. We characterize the APN-ness of
G(x) = F (x)+x2
n−1+(x+1)2
n−1 in terms of the values
∑
y∈F2n ∆F (y, F (y)+1) and∑
y∈F2n ∆F (y + 1, F (y)), where ∆F (a, b) is the number of solutions x to DaF (x) = b.
We demonstrate how a formula for the first of these values can be derived for F (x) =
x3. More generally, we show that no APN function can be obtained by swapping the
values at u1 = 0 and u2 = 1 of any power function over F2n for n ≥ 5, and verify
that this is also true for all APN functions from [10]. Based on these results, we
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conjecture that swapping two points in an arbitrary APN function can never produce
an APN function for n ≥ 5.
The method of swapping two points has previously been investigated in the context
of constructing 4-differentially uniform permutations from the inverse function [16].
Some basic properties are given in [16], and the authors generalize the construction
by changing the values of points lying on a cycle of length greater than two [13]; in
particular, they obtain some involutions using the method (see [9]).
II. PRELIMINARIES
A. Representation of Vectorial Functions
An n-dimensional Boolean function is any function f : F2n → F2. A vectorial
Boolean (n,m)-function is any function F : Fn2 → Fm2 . We focus only on the case
m = n, in which it is more convenient to identify the vector space Fn2 with the finite
field F2n and to consider functions from F2n to itself. Any (n, n)-function has a unique





i, ai ∈ F2n .




with ik ∈ {0, 1}, its two-weight w2(i) is the number of nonzero terms in its binary
expansion, i.e. w2(i) =
∑n−1
k=0 ik. The algebraic degree of F is then
deg(F ) = max{w2(i) : 0 ≤ i ≤ 2n − 1, ai 6= 0}.
Given an (n, n)-function F , its component functions are the functions from F2n to
F2 of the form Trn1 (bF (x)) for b ∈ F2n , where Trn1 is the absolute trace function from
F2n to F2, which we denote simply by Tr if the dimension n is clear from the context.
B. Almost Perfect Nonlinear Functions and Bent Functions
Let F be an (n, n)-function. The derivative of F in direction a for any a ∈ F2n is
the function DaF : F2n → F2n defined as DaF (x) = F (x)+F (a+ x). The differential
sets HaF are the image sets of the derivatives of F , i.e. the sets of the form HaF =
{DaF (x) : x ∈ F2n} = {F (x) + F (a+ x) : x ∈ F2n}.
For convenience, we also define the shifted derivative DβaF in direction a ∈ F2n
with shift β ∈ F2n as the function DβaF (x) = F (x) + F (a + x) + F (a + β) and
the shifted differential set HβaF in direction a with shift β as its image set, i.e. as
HβaF = {DβaF (x) : x ∈ F2n} = {F (x) + F (a+ x) + F (a+ β) : x ∈ F2n}.
For any a, b ∈ F2n , define ∆F (a, b) = |{x ∈ F2n : F (x + a) + F (x) = b}|. Then,
the differential uniformity of F is defined as ∆F = max{∆F (a, b) : a, b ∈ F2n , a 6= 0}.
An (n, n)-function F is called differentially δ-uniform if ∆F ≤ δ. If δ = 2, then F is
called almost perfect nonlinear (APN). Note that ∆F ≥ 2 for any (n, n)-function and
hence APN functions are those with optimal differential uniformity.
APN functions over F2n can be characterized in several different ways. In this
paper we focus on characterizations by means of the differential properties and the
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power moments of the function’s Walsh transform. The Walsh transform of a Boolean




(−1)f(x)+Trn1 (ax), a ∈ F2
for any a ∈ F2n . Also useful is the inverse Walsh transform formula
∑
a∈F2n
Wf (a) = 2
n(−1)f(0). (1)
The Walsh transform of an (n, n)-function F is defined by
WF (a, b) =
∑
x∈F2n
(−1)Trn1 (bF (x))+Trn1 (ax) (2)
for any a, b ∈ F2n .
The Boolean functions Trn1 (bF (x)) for b ∈ F∗2n are said to be the component func-
tions of F . In this way, the values of the Walsh transform of an (n, n)-function can be
seen as the values of the Walsh transform of the component functions of F .
In order to simplify notation, we will use η(X), resp. ηb(X) as shorthand for
(−1)Trn1 (X), resp. (−1)Trn1 (bX) where X is an arbitrary expression and b ∈ F2n . We also
define the equality indicator I(A,B), where A and B are some arbitrary expressions,
as I(A,B) = 1 if A = B and I(A,B) = 0 otherwise.
Given a set S, its characteristic function is denoted by 1S(x) so that we have
1S(x) = 1 for x ∈ S and 1S(x) = 0 for x /∈ S. For a finite set S = {s1, s2, . . . , sk} we
write 1s1,s2,...,sk(x) as shorthand for 1{s1,s2,...,sk}(x).
With the above background, we can give the following classic characterizations of
APN functions in terms of their Walsh transform.





W 4F (a, b) = 2
3n+1(2n − 1).
Lemma 2 ([4], [5]). Let F be an APN function over F2n satisfying F (0) = 0. Then
∑
a,b∈F2n
W 3F (a, b) = 3 · 23n − 22n+1.
If F is plateaued , this condition is necessary and sufficient for F to be APN (plateaued
functions are defined in subsection II-C below).
The nonlinearity NF of an (n, n)-function F is the minimum Hamming distance
between its component functions and the affine functions. It measures the function’s






|WF (a, b)|. (3)
An (n,m)-function F is called bent if WF (a, b) ∈ {±2n/2} for all a ∈ F2n and nonzero
b ∈ F∗2m . Clearly, bent functions can exist only for even values of n in which case they
achieve optimum nonlinearity. Nyberg in [15] proved that (n,m)-bent functions exist
if and only if n is even and m ≤ n/2. When n is odd or n = m, the optimal functions
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with respect to nonlinearity are the almost bent functions. An (n, n)-function F is
called almost bent (AB) if its Walsh transform satisfies WF (a, b) ∈ {0,±2(n+1)/2}
for any a ∈ F2n and nonzero b ∈ F2n . Any AB function is APN, but not vice versa.
However, for n odd, every quadratic APN function is also AB [6]; more generally,
every plateaued APN function is also AB.
C. Plateaued Functions
A Boolean function f : F2n → F2 is called plateaued if its Walsh transform satisfies
Wf (a) ∈ {0,±µ} for some positive integer µ called the amplitude of f. An (n, n)-
function F is called plateaued if all of its component functions are plateaued and it is
called plateaued with single amplitude if all of its component functions are plateaued
and have the same amplitude.
The amplitude of a plateaued Boolean function f is always of the form 2λ for some




f (a) = 2
2n.
Since the algebraic degree of a Boolean plateaued function in n variables with
amplitude µ is upper bounded by n − λ + 1 [12], the algebraic degree of a plateaued
(n, n)-function F is upper bounded by maxb∈F∗2m (n−λb+1) where λb is the amplitude
of Trm1 (bF (x)), b 6= 0, so that WF (a, b) ∈ {0,±2λu} for any a ∈ F2n . Since there exists
no bent (n, n)-function, this maximum is less than or equal to n − (n + 1)/2 + 1 =
(n + 1)/2. Hence a plateaued function can have algebraic degree n, resp. n − 1 only
if n ≤ 1, resp. n ≤ 3.
D. Equivalence Relations of Functions
There are several equivalence relations of functions for which differential uni-
formity and nonlinearity are invariant. Due to these equivalence relations, having
only one APN (respectively, AB) function, one can generate a huge class of APN
(respectively, AB) functions.
Two (n, n)-functions F and F ′ are said to be
• affine equivalent (linear equivalent) if F ′ = A1 ◦ F ◦ A2, where A1 and A2 are
affine (linear) permutations of F2n;
• extended affine equivalent (EA-equivalent) if F ′ = A1 ◦F ◦A2+A, where A, A1,
A2 are affine mappings over F2n and A1, A2 are permutations;
• Carlet-Charpin-Zinoviev equivalent (CCZ-equivalent) if for some affine permu-
tation L of F2n × F2n the image of the graph of F is the graph of F ′, that is,
L(GF ) = GF ′ where GF = {(x, F (x)) : x ∈ F2n} and GF ′ = {(x, F ′(x)) : x ∈
F2n}.
It is obvious that linear equivalence is a particular case of affine equivalence, and
that affine equivalence is a particular case of EA-equivalence. As shown in [6], EA-
equivalence is a particular case of CCZ-equivalence and every permutation is CCZ-
equivalent to its inverse. The algebraic degree of a function (if it is not affine) is in-
variant under EA-equivalence but, in general, it is not preserved by CCZ-equivalence.
The following proposition illustrates how EA-equivalence can be expressed in terms
of CCZ-equivalence.
Proposition 1. [3] Let F and F ′ be functions from F2n to itself. The function F ′ is
EA-equivalent to the function F or to the inverse of F (if it exists) if and only if there
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exists an affine permutation L = (L1, L2) on F2n2 such that L(GF ) = GF ′ and the
function L1 depends only on one variable, i.e. L1(x, y) = L(x) or L1(x, y) = L(y).
It is worth mentioning some properties that remain invariant under CCZ-equivalence.
Assuming that F and F ′ are CCZ-equivalent, we have:
• {∆F (a, b) : a, b ∈ F2n , a 6= 0} = {∆F ′(a, b) : a, b ∈ F2n , a 6= 0} [1];
• if F is APN then F ′ is APN too;
• NF = NF ′ [6];
• if F is AB then F ′ is AB too;
• if F is plateaued with single amplitude λ then F ′ is plateaued with the same
single amplitude λ;
• if F is plateaued with different amplitudes then F ′ is not necessarily plateaued:
it can happen that F ′ has no plateaued components at all. However, if F and F ′
are EA-equivalent then F ′ is plateaued with the same multi-set of amplitudes.
III. CHANGING TWO POINTS OF A GIVEN FUNCTION
The properties of a construction that involves changing precisely one value of given
function F in order to obtain a new function G are investigated in [2]. The main
point of interest is the possibility of obtaining an APN function G in this manner,
and particular attention is paid to the case when the given F is itself APN. This is
motivated by the open problem of the existence of APN functions of algebraic degree
n over the field F2n , since if two functions F and G are at distance one, then at least
one of them must be of algebraic degree n. Two main characterizations of the APN-
ness of such functions G are obtained in [2], one involving the Walsh coefficients of
F , and one based on the properties of the derivatives DaF of F themselves. These
characterizations are then applied in order to conclude that any G obtained by such a
one-point change from a given F cannot be APN (except possibly for n < 3 in some
cases) if F is a power, plateaued, quadratic or almost bent function . A number of
additional non-existence results are also shown, which also agree with the conjecture
that no APN function of algebraic degree n exists over F2n .
This construction can naturally be generalized so as to encompass more than one
point. Even for a small, fixed number of points u1, u2, . . . uK at which the function is
to be changed, however, the problem of the APN-ness of the resulting function seems
very hard.
In the following we investigate whether, and under what conditions it is possible
to obtain an APN function by changing the values of two distinct points in a given
APN function F . More precisely, given two distinct elements u1, u2 from F2n and two
arbitrary elements v1, v2 from F2n , we are interested in the APN-ness of the function
G(x) = F (x) + 1u1(x)v1 + 1u2(x)v2 =
F (x) + (1 + (x+ u1))





F (x) + v1 x = u1
F (x) + v2 x = u2
F (x) x /∈ {u1, u2}.
(4)
We take v1 = v2 and denote both v1 and v2 by v since assuming otherwise leads
to the problem of the existence of APN functions of algebraic degree n already
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discussed in [2]. We will also assume v1, v2 6= 0 so that the distance between F
and G is indeed equal to two.
A natural way to investigate the differential properties of G is to examine the
derivatives DaG and their expression via the derivatives DaF of F . From the defi-
nition of G in (4) we can immediately see that for any a ∈ F∗2n , the derivative DaG
takes the form
DaG(x) = DaF (x) + 1u1,a+u1(x)v1 + 1u2,a+u2(x)v2. (5)
Recall that a function F over F2n is APN if and only if there do not exist elements
a ∈ F∗2n and x, y ∈ F2n such that DaF (x) = DaF (y) and x + y /∈ {0, a}; this
follows immediately from the definition. A characterization of the conditions under
which G is APN can then be derived immediately from (5) by examining under what
conditions such a triple of elements (a, x, y) ∈ F32n violating this condition may exist.
Proposition 2. Let F be an (n, n)-function and let u1, u2 be two distinct points from
F2n . Let also v1, v2 be arbitrary elements from F2n . Then the function
G(x) = F (x) + 1u1(x)v1 + 1u2(x)v2
is APN if and only if all of the following conditions are satisfied for every derivative
direction a ∈ F∗2n:
(i) DaF is 2-to-1 on F2n \ {u1, u2, a+ u1, a+ u2};
(ii) DaF (u1) +DaF (u2) 6= v1 + v2 unless a = u1 + u2;
(iii) DaF (x) + DaF (ui) 6= vi unless a = u1 + u2 or x ∈ {u1, u2, a + u1, a + u2}, for
i ∈ {1, 2};
(iv) Du1+u2F (ui) +Du1+u2F (x) 6= v1 + v2 unless x ∈ {u1, u2}, for i ∈ {1, 2}.
Proof. From the definition, G is APN if and only if DaG(x) = DaG(y) implies a = 0
or x + y ∈ {0, a} for any a, x, y ∈ F2n . We now examine under what circumstances
such an equality may occur.
Suppose that DaG(x) = DaG(y) for some a, x, y ∈ F2n with a 6= 0, x 6= y and
x 6= a + y. Depending on whether x and y are in {u1, u2, a + u1, a + u2}, we examine
the following cases:
(i) If neither x nor y is in {u1, u2, a+u1, a+u2}, then DaG(x) = DaG(y) is equivalent
to DaF (x) = DaF (y). However, due to the assumption x /∈ {y, a+y}, this means
that DaF itself is not 2-to-1.
(ii) If say x ∈ {u1, a + u1} and y ∈ {u2, a + u2}, then DaG(x) = DaG(y) becomes
DaF (u1) +DaF (u2) = v1 + v2 since x 6= y + a implies that a 6= u1 + u2.
(iii) If say x ∈ {u1, a + u1} but y /∈ {u1, u2, a + u1, a + u2} and a 6= u1 + u2, then
DaG(x) = DaG(y) is equivalent to DaF (u1) +DaF (y) = v1.
(iv) If a = u1 + u2 and say x ∈ {u1, u2}, y /∈ {u1, u2}, then DaG(x) = DaG(y)
becomes DaF (u1) +DaF (y) = v1 + v2.
Thus, all of the four conditions listed in the statement of the proposition are clearly
necessary for G to be APN. However, they are also sufficient since if DaG(x) =
DaG(y) is true for some a, x, y ∈ F2n , with a 6= 0 and x+ y /∈ {0, a}, then one of these
four cases must necessarily occur.
One can easily find functions F and elements u1, u2, v1, v2 satisfying the conditions
of Proposition 2 in F2n with n ≤ 4. For example, taking F (x) = x3 over F24 , u1 = 0,
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u2 = α
k and v1 = v2 = α3k for some positive integer k, it is obvious that conditions
(i) and (ii) of the proposition are immediately satisfied (on account of F being APN),
and it can be checked computationally that conditions (iii) and (iv) are satisfied as
well. Note that due to v1 = v2, this corresponds to the case of “swapping” two points
described in Section V. More generally, for any u1, u2 ∈ F24 × F24 with u1 6= u2,
there exists precisely one pair v1, v2 such that G from the statement of Proposition 2
is APN; furthermore, v1 = v2 in all such cases.
For dimensions n ≥ 5, the question of whether an APN function can be obtained
by changing (or, in particular, swapping) two of the values of a another APN function
remains unsolved. We present some partial negative results in Sections V and VI, but
the problem of the minimum distance between APN functions remains open.
Corollary 1. Let F be a quadratic function over F2n . If F is not APN then G(x) =
F (x) + 1u1(x)v1 + 1u2(x)v2 is not APN either.
Proof. If F is quadratic, then all derivatives DaF for a 6= 0 are 2sa-to-1 functions,
with 1 ≤ sa ≤ n. Furthermore, if F is not APN, then for some a we must have sa > 1.
Hence G is not APN by condition (i) in Proposition 2.
IV. CHARACTERIZATION BY MEANS OF THE WALSH TRANSFORM
From (4) and assuming v1 = v2 = v, the Walsh coefficients of G can be expressed
as WG(a, b) = WF (a, b)+[η(bv)−1][η(bF (u1)+au1)+η(bF (u2)+au2)]. The difference
of WF (a, b) and WG(a, b) can thus take only a limited number of different values:




4 Tr(bv) = Tr(bF (u1) + au1) = Tr(bF (u2) + au2) = 1
−4 Tr(bv) = 1,Tr(bF (u1) + au1) = Tr(bF (u2) + au2) = 0
0 otherwise.
(6)
In light of (3) this then implies that the nonlinearity of G can differ from that of F
by at most two.
Recall that at least one of F and G must have algebraic degree equal to (n − 1).
Since the algebraic degree of AB functions is upper bounded by n+12 [6] then G is not
AB when F is (for n ≥ 4), and, therefore, NG = 2n−1 − 2
n−1
2 − 2. Moreover if F is
plateaued then its algebraic degree is upper bounded by maxb∈F∗2n (n− λb + 1) where
2λb is the amplitude of Trm1 (bF (x)), b 6= 0, and, therefore, G cannot be plateaued for
n ≥ 5. The upper bound on algebraic degree also implies that if deg(F ) < n− 1 then
G is not plateaued, and, in particular, not AB.
Note also that if F is APN, then G is differentially 6-uniform since the equation
DaG(x) = b may have only u1, u2, a + u1 and a + u2 as solutions in addition to the
two solutions of DaF (x) = b. When v1 = v2 = v, G is in fact differentially 4-uniform
because DaG(x) = b is equivalent to DaF (x) = b for a = u1+u2, and for a 6= u1+u2,
DaG(u1) = DaG(u2) implies
F (u1) + F (u2) = F (a+ u1) + F (a+ u2) + v + v = F (a+ u1) + F (a+ u2)
which contradicts the APN-ness of F .
Proposition 3. Let F be an (n, n)-function satisfying deg(F ) < n and let G(x) =
F (x) + v(1u1(x) + 1u2(x)). Then:
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(i) the degree of G is 2n − 2 and deg(G) = n − 1 unless F contains a term cx2n−2
for some c ∈ F∗2n;
(ii) WG(a, b) ∈ {WF (a, b), WF (a, b)± 4 };
(iii) NG ∈ {0, NF ± 2};
(iv) for n ≥ 4, if F is AB then G is not AB and NG = 2n−1 − 2
n−1
2 − 2
(v) for n ≥ 5, if F is plateaued then G is not plateaued;
(vi) for n ≥ 4, if deg(F ) < n− 1 then G is not plateaued, and, in particular, not AB.
For investigating more complex conditions on the APN-ness of G, it can be useful
to consider a simplified formulation wherein some of the values u1, u2, v1, v2 are fixed
to e.g. 0 or 1. This can be done without loss of generality by constructing a function F ′
EA-equivalent to F and a function G′ EA-equivalent to G as shown in the following
two observations (recall that the property of a function being APN is invariant under
EA-equivalence). Note that there are two cases depending on whether the values
F (u1) and F (u2) are identical or not.
Observation 1. Let F be an (n, n)-function and let G be defined as
G(x) = F (x) + 1u1(x)v1 + 1u2(x)v2
for some u1, u2, v1, v2 ∈ F2n with u1 6= u2 and F (u1) 6= F (u2). Then there exists
a function F ′ EA-equivalent to F satisfying F ′(0) = 0 and F ′(1) = 1, as well as
v′1, v
′
2 ∈ F2n such that the function G′(x) defined as
G′(x) = F ′(x) + 10(x)v′1 + 11(x)v
′
2 (7)
is EA-equivalent to G.




, A2(x) = x(u1+u2)+u1 and A(x) = x+ F (u1)F (u1)+F (u2) ; note that A1
is indeed defined correctly due to F (u1) 6= F (u2), that all three functions are affine
and that A1 and A2 are bijective. Then the function (A1 ◦F ◦A2+A) is EA-equivalent
to G(x) and takes the form
[F (x(u1 + u2) + u1) + (1 + (x(u1 + u2) + u1 + u1)
2n−1)v1+
(1 + (x(u1 + u2) + u1 + u2)
2n−1)v2 + F (u1)] ·
1
F (u1) + F (u2)
. (8)
Denoting F ′(x) = F (x(u1+u2)+u1)+F (u1)
F (u1)+F (u2)
, this becomes




F (u1) + F (u2)
)




F (u1) + F (u2)
)
. (9)
If we now take v′i =
vi
F (u1)+F (u2)
for i ∈ {1, 2}, the above becomes
F ′(x) + (1 + x2
n−1)v′1 + (1 + (x+ 1)
2n−1)v′2. (10)
It remains to observe that F ′(0) = 0 and F ′(1) = 1 which follows directly from the
definition of F ′.
A similar approach can be used when F (u1) = F (u2).
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Observation 2. Let F be an (n, n)-function and let G be defined as
G(x) = F (x) + 1u1(x)v1 + 1u2(x)v2
for some u1, u2, v1, v2 ∈ F2n with u1 6= u2 satisfying F (u1) = F (u2), vi 6= 0 for i = 1, 2.
Then there exists a function F ′ EA-equivalent to F with F ′(0) = F ′(1) = 0, as well as
some v ∈ F2n such that the function G′ defined as
G′(x) = F ′(x) + 10(x) + 11(x)v
is EA-equivalent to G.




; note that all of these functions are well-defined linear permutations under
the hypothesis. Then
(A1 ◦G ◦ A2 + A)(x) =
1
v1
[F (A2(x)) + (1 + (x(u1 + u2))
2n−1)v1+
(1 + ((x+ 1)(u1 + u2))
2n−1)v2 + F (u1)] =
(A1 ◦ F ◦ A2 + A)(x) + (1 + x2





(A1 ◦ F ◦ A2 + A)(x) + (1 + x2
n−1) + (1 + (x+ 1)2
n−1)v (11)
for v = v1/v2; taking F ′ = A1 ◦ F ◦ A2 + A, it then suffices to verify that we have
F ′(0) = F ′(1) = 0:
F ′(0) =





F (u2) + F (u1)
v1
= 0
due to F (u1) = F (u2). This completes the proof.
V. SWAPPING TWO POINTS
A significant simplification in the case of F (u1) 6= F (u2) consists in examining
the particular case of swapping the values of F at u1 and u2. This is a weaker
construction, which makes it somewhat easier to obtain results. Furthermore, such
a construction is of particular interest as it leaves the property of being a permutation
invariant, i.e. if F is a permutation then G is a permutation too. In this case, the
resulting function becomes (by substituting v1 = 1 and v2 = 1 into (7))
G(x) = F (x) + x2
n−1 + (x+ 1)2
n−1 (12)
with F (0) = 0 and F (1) = 1.
Example 1. To see that swapping the values of a function F at two points is indeed
weaker than the general case of changing two points, consider the function F (x) =
x3 + (x2 + x+ 1)Trn1 (x
3) over F24 of algebraic degree 3. All APN functions obtained
by swapping two values of F have algebraic degree 2. On the other hand, taking e.g.
u1 = α
4, u2 = α2 and v1 = v2 = 1 (where α is a primitive element of F24) results in
an APN function of algebraic degree 3.
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In the following, we see how Lemmas 1 and 2 can be applied to the case of
swapping two points. To facilitate the discussion, we define the following sets:
S = { (a, b) ∈ F2n Trn1 (a) = Trn1 (b) = 1}, (13)
S′ = F22n \ (S ∪ {(0, 0)}). (14)
The following lemma is known as the “two-tuple balance property” [11].








2n−1 c = 0
−2n−1 c = 1
0 c /∈ {0, 1}.
The following results easily follow by application of the above lemma.
Observation 3. Let F be an (n, n)-function. Then
∑
(a,b)∈S





(−1)Tr(bF (0)) − (−1)Tr(bF (1)).
In particular, if F (0) = 0 and F (1) = 1, the above simplifies to
∑
(a,b)∈S
WF (a, b) = 2
2n−1. (15)
Proof. From the definition, we have
∑
(a,b)∈S



























(ηb(F (0))− ηb(F (1))) . (16)
The particular statement follows by substituting F (0) = 0 and F (1) = 1.
Proposition 4. Let F be an (n, n)-function. Then
∑
(a,b)∈S
W 2F (a, b) = 2
3n−2 − 22n−2(∆F (1, 0)−∆F (1, 1)). (17)
Proof. From the definition we can easily obtain
∑
(a,b)∈S










By Lemma 3, this is equivalent to
∑
(a,b)∈S







ηb(F (x) + F (x))−
∑
Tr(b)=1
ηb(F (x) + F (x+ 1))

 =
23n−2 − 22n−2(∆F (1, 0)−∆F (1, 1)) (19)
which is what we wanted to show.
Proposition 5. Let F be an (n, n)-function satisfying F (0) = 0 and F (1) = 1. Then
∑
a∈F2n ,Trn1 (a)=0
WF (a, b) = 0, (20)
∑
a∈F2n ,Trn1 (a)=1
WF (a, b) = 2
n. (21)
Proof. Let b ∈ F2n satisfy Trn1 (b) = 1 and G(x) = x2
n−1 + (x + 1)2
n−1 + F (x). By




W 2G(a, b) =
∑
Trn1 (a)=0
W 2F (a, b) +
∑
Trn1 (a)=1




W 2F (a, b)− 8
∑
Trn1 (a)=1
WF (a, b) + 2
n+3






a∈F2n ,Trn1 (a)=1WF (a, b) = 2
n. Besides, since F (0) = 0 we have
∑
a∈F2n
WF (a, b) = 2
n
by the inverse Walsh transform (1) and thus
∑
a,Trn1 (a)=0
WF (a, b) = 0.
Proposition 6. Let F be any function over F2n satisfying F (0) = 0 and F (1) = 1 and
let G be defined as G(x) = x2
n−1 + (x+ 1)2
n−1 + F (x). Then G is APN if and only if
∑
(a,b)∈S






W 4F (a, b)− 24n−3 + 23n−3 − 22n+2, (22)
where S is defined as in (13). In particular, if F is APN, then G is APN if and only if
∑
(a,b)∈S
(W 3F (a, b)− 6W 2F (a, b)) = −22n+2. (23)
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W 4G(a, b) =
∑
(a,b)∈S′
W 4F (a, b) +
∑
(a,b)∈S





W 4F (a, b) +
∑
(a,b)∈S
(− 16W 3F (a, b) + 96W 2F (a, b)− 256WF (a, b) + 256),
where S′ is defined as in (14).
Hence, by (15) and Proposition 5
∑
(a,b)∈S











W 4G(a, b)− 22n+2,
and, by Lemma 1, G is APN if and only if (22) holds. If, in addition, F is APN then
by Lemma 1, G is APN if and only if (15) is satisfied.
We can now substitute the formula from Proposition 4 into Proposition 6 in order
to obtain the following characterization.
Observation 4. Let F be over F2n with F (0) = 0 and F (1) = 1, and let G(x) =
x2
n−1 + (x+ 1)2
n−1 + F (x). Then G is APN if and only if
∑
(a,b)∈S






W 4F (a, b) + 13 · 23n−3 − 24n−3 − 22n+2. (24)
If, in addition, F is APN, then G is APN if and only if
∑
(a,b)∈S
W 3F (a, b) + 3 · 22n−1(∆F (1, 0)−∆F (1, 1)) = 3 · 23n−1 − 22n+2. (25)
By means of mechanical computations similar to the ones in the proof of Proposi-
tion 4, we can obtain the following identity.
Proposition 7. For any vectorial Boolean function F over F2n we have
∑
(a,b)∈S




(∆F (y, F (y))−∆F (y, F (y) + 1)−
∆F (y + 1, F (y)) + ∆F (y + 1, F (y) + 1)) . (26)
In particular, if F is APN and satisfies F (0) = 0 and F (1) = 1, this becomes
∑
(a,b)∈S
W 3F (a, b) = 3·23n−1−22n−22n−2
∑
y∈F2n
(∆F (y, F (y)+1)+∆F (y+1, F (y))). (27)
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Proof. From the definition we have
∑
(a,b)∈S
























ηb(F (x) + F (y) + F (x+ y + 1))

 . (28)
The main statement then follows by Lemma 3. The particular statement follows by
observing that
∑
y∈F2n ∆F (y, F (y)) =
∑
y∈F2n ∆F (y+1, F (y)+1) = 2
n+1+2n−2.
Assuming that F is APN, we can combine equations (25) and (27) to obtain the
following:
Theorem 1. Let F be APN with F (0) = 0 and F (1) = 1. Then G is APN if and only if
6∆F (1, 0) =
∑
y∈F2n
(∆F (y, F (y) + 1) + ∆F (y + 1, F (y))). (29)
This characterization allows us to show that a given G is not APN by computing
a very weak lower bound on the number of pairs (x, y) satisfying F (x) + F (x + y) +
F (y) = 1 or F (x) + F (x+ y + 1) + F (y) = 0. In Section VI we derive a lower bound
on the number of such pairs in the case of power functions. Experimental results
show that the number of these solutions grows very quickly for APN functions as the
dimension of the underlying field increases. Despite this, a theoretical lower bound
appears difficult to prove in the general case; in Section VI.
Table I gives the values of both
∑
y ∆F (y, F (y)+1) and
∑
y ∆F (y+1, F (y)) for all
APN functions from the known switching classes over F2n with 5 ≤ n ≤ 8 as given in
[10]. The functions in the table are indexed using the notation from Tables 3, 5, 7 and
9 from [10]. Since the sum of the two values,
∑
y ∆F (y, F (y) + 1) and
∑
y ∆F (y +
1, F (y)), is greater than 12 in all cases, we can immediately apply Theorem 1 to
obtain the following result.
Since the sum of the two values
∑
y ∆F (y, F (y) + 1) and
∑
y ∆F (y + 1, F (y)) for
the functions in Table I in all cases is greater than 12, we can immediately apply
Theorem 1 to get the following result.
Observation 5. Let F be any APN function from those given in [10], and let G be
defined as
G(x) = F (x) + x2
n−1 + (x+ 1)2
n−1.
Then G is not APN.
Example 2. In some cases an explicit formula for the values
∑
y ∆F (y, F (y)+1) and∑
y ∆F (y + 1, F (y)) can be found. Consider, for example, the function F (x) = x
3
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TABLE I
THE VALUES S1 =
∑
y ∆F (y, F (y) + 1) AND S2 =
∑
y ∆F (y + 1, F (y)) FOR ALL FUNCTIONS F FROM [10]
n F S1 S2 n F S1 S2
5 1.1 30 30 11.1 126 382
1.2 30 30 12.1 126 382
2.1 30 30 13.1 126 126
6 1.1 78 78 14.1 126 126
1.2 78 78 14.2 126 382
2.1 54 66 14.3 126 126
2.2 54 78 8 1.1 222 222
2.3 54 54 1.2 222 222
2.4 54 54 1.3 222 222
2.5 54 66 1.4 222 222
2.6 42 54 1.5 270 222
2.7 66 66 1.6 270 222
2.8 78 54 1.7 270 222
2.9 66 90 1.8 222 222
2.10 54 42 1.9 270 222
2.11 66 66 1.10 222 222
2.12 54 66 1.11 270 222
7 1.1 126 126 1.12 222 222
1.2 126 382 1.13 270 222
2.1 126 126 1.14 270 270
2.2 126 382 1.15 222 222
3.1 126 126 1.16 222 222
4.1 126 126 1.17 222 222
5.1 126 126 2.1 270 222
6.1 126 126 3.1 270 222
7.1 126 126 4.1 318 766
8.1 126 126 5.1 318 318
9.1 126 382 6.1 318 318
10.1 126 382 7.1 222 222
10.2 126 126
over F2n . The sum
∑
y ∆F (y, F (y) + 1) is equal to the number of pairs (x, y) ∈ F22n
satisfying x3 + (x+ y)3 + y3 = 1, which easily simplifies to
x2y + xy2 = 1. (30)
Note that if y = 0, no pair (x, 0) can satisfy (30). Consider some fixed nonzero


































which is certainly satisfied when x1 = x2. If x1 6= x2, however, we can divide both
sides by (x1 + x2)/y in order to obtain
x1 + x2 = y. (32)
Thus, gy(x) is a 2-to-1 function on F2n for any y ∈ F∗2n . Taking into account that
Trn(gy(x)) = 0 for any x ∈ F2n , we can see that {gy(x) : x ∈ F2n} = {x ∈
F2n : Trn(x) = 0}. This means that for any fixed y ∈ F∗2n , (30) has two solutions
if Trn(y−3) = 0, and no solutions otherwise. The value
∑
y ∆F (y, F (y) + 1) is then
equal to twice the number of nonzero elements y ∈ F2n with Trn(y3) = 0, i.e.
∑
y
∆F (y, F (y) + 1) = 2(wt(f)− 1) (33)
where f is the function f(a) = Trn(a3), and wt(f) = |{x ∈ F2n : f(x) 6= 0}| is the
Hamming weight of f .
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The weight of any function of the form x 7→ Trn(λx3), where λ ∈ F2n is a constant,
is known from [7]. Adapting this slightly more general result to our particular case
and substituting in (33), we have
∑
y




2(2n−1 − 1) n is odd
2(2n−1 + 2n/2 − 1) n is even and n/2 is odd
2(2n−1 − 2n/2 − 1) n is even and n/2 is even.
(34)
This formula then allows us to compute the values of
∑
y ∆F (y, F (y) + 1) for
F (x) = x3 for any dimension n. Table II lists the values obtained for all dimensions
up to 20. Since these values are at least 30 for n ≥ 5, we can make the following
observation.
Observation 6. Let F (x) = x3 over F2n and let G be defined as
G(x) = F (x) + x2
n−1 + (x+ 1)2
n−1,
i.e. by swapping the values of F at 0 and 1. Then G is not APN unless n ≤ 4.
We have experimentally verified that all power APN functions over fields F2n of
dimension 1 ≤ n ≤ 10 have the same exact values for
∑
y ∆F (y, F (y) + 1) as those in
Table II. We thus formulate the following conjecture.
Conjecture 1. For any power APN function F over F2n , the two values
∑
y ∆F (y, F (y)+
1) and
∑
y ∆F (y + 1, F (y)) are equal to
∑
y ∆x3(y, y
3 + 1) and are given by (34).
Furthermore, the results in Table I suggest that even in the case of a general APN
function, the values do not differ too much from that of the power APN function
x3 over the same field. Seeing as how the latter form a sequence that monotonically
increases with the dimension n, we formulate the following conjecture.
Conjecture 2. Let F be any APN function over F2n with n ≥ 5. Then no function G
obtained by swapping two points of F can be APN.
Note also that a similar computation can be performed in order to obtain an explicit
formula for the value
∑
y ∆F (y + 1, F (y)). In the case of F (x) = x
3, we obtain the
same formula as for
∑
y ∆F (y, F (y)+1) so that in this case the two values are always
the same. Based on our experimental results, this is also true for all power APN
functions over F2n with 1 ≤ n ≤ 10. As can be seen from Table I, however, the two
values may differ in the general case.
VI. POWER FUNCTIONS
In this section we apply the conditions from Section V to show that for n ≥ 5
no APN function can be obtained by swapping the values F (0) and F (1) of a power
function. A well-known observation is that a power function F is APN if and only if
its derivative D1F is a 2-to-1 function.
Recall that we assume u1 = 0, u2 = 1 and v1 = v2 = v = 1, as well as F (0) = 0 and
F (1) = 1. Then condition (iii) from Proposition 2 becomes: for a 6= 1, the equations
DaF (x) + F (a) = 1 and DaF (x) + F (a+ 1) = 0 have no solution x /∈ {0, 1, a, a + 1}.
We will show that when F is a power function of sufficiently high dimension, a pair
(a, x) violating this condition always exists.
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TABLE II
FORMULA (34) APPLIED TO F (x) = x3 FOR DIMENSIONS 1 ≤ n ≤ 20
n
∑
y ∆F (y, F (y) + 1) n
∑
y ∆F (y, F (y) + 1)
1 0 11 2046
2 6 12 3966
3 6 13 8190
4 6 14 16638
5 30 15 32766
6 78 16 65022
7 126 17 131070
8 222 18 263166
9 510 19 524286
10 1086 20 1046526
Since F (x) = xl for some positive integer l, the equation e.g. D1F (x) + F (a) = 1
can be rewritten as
xl + (a+ x)l + al = 1.
We divide the analysis into several cases depending on the parity of the dimension
n. We first show that any field of odd dimension contains at least one pair (a, x)
satisfying D1F (x) + F (a) = 1.
Observation 7. Let F2n be a finite field with n > 1 odd, and let F (x) = xl be a power
APN function over F2n . Then there exists a pair (a, x) ∈ F22n satisfying al + xl + (a+
x)l = 1.
Proof. Note that the equation al + xl + (a + x)l = 1 can be more succinctly written
as D0aF (x) = 1. Since xl is a permutation, it suffices to find a pair (a, x) such that
D0aF (x) 6= 0. Since F is APN, the shifted derivative D0a is a 2-to-1 function for any
fixed a 6= 0, and maps all elements of F2n to 0 for a = 0. Thus, at most 2n + 2(2n − 1)
pairs (a, x) can satisfy D0aF (x) = 0. This quantity is strictly less than 22n for n > 1, so
that at least one pair (a, x) must exist satisfying D0aF (x) = c for some c 6= 0. It now
suffices to divide both sides by c−1.
It is easy to show that such a pair (a, x) exists for any APN power function over
F22 as well.
Observation 8. Let F (x) = xl be APN over F22 . Then there is a pair (a, x) ∈ F22n
such that xl + (a+ x)l + al = 1.
Proof. Let α be a primitive element of F22 . Since F (x) = xl is APN over a field of
even dimension n, we must have gcd(l, n) = 3. Then l is a multiple of three, say l = 3l′
for some positive integer l′. Now
αl + (α + 1)l + 1l = α3l
′
+ (α + 1)3l
′
+ 1 = 1 + 1 + 1 = 1
since α3 = (α + 1)3 = 1.
A simple but important observation is that for any two pairs (a1, x1) and (a2, x2)
satisfying D0a1F (x1) = D
0
a2F (x2) = 1, the sets {x1, a1 + x1, a1} and {x2, a2 + x2, a2}
either coincide or are disjoint.
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Observation 9. Let F be APN over F2n with F (0) = 0 and F (1) = 1. Let A1 =
{a1, b1, a1 + b1} and A2 = {a2, b2, a2 + b2} be two sets of elements defining solutions
to the equation
F (ai) + F (ai + bi) + F (bi) = 1 (35)
for i ∈ {1, 2}. Then A1 and A2 are either identical or disjoint.
We can now apply the above observations in order to show that swapping two
points in a power function cannot produce an APN function except over F2, F22 and
F24 .
Proposition 8. Let F (x) = xl be a power function over F2n and G(x) = xl + x2
n−1 +
(x+ 1)2
n−1. Then G cannot be APN for any dimension n other than 1, 2 and 4.
Proof. Let us assume that G is APN. First, observe that the derivatives of F and G in
direction 1 coincide since
D1G(x) = F (x) + x
2n−1 + (x+ 1)2
n−1 + F (x+ 1) + (x+ 1)2
n−1 + x2
n−1 = D1F (x).
Since F (x) = xl is APN if and only if D1F is 2-to-1, if G is APN then F must
necessarily be APN as well.
We now examine several cases.
If n is a composite number and p and q are two distinct primes dividing n, then
F is APN over F2p and F2q as well. According to Observations 7 and 8, there exist
pairs (a1, x1) ∈ F22p and (a2, x2) ∈ F22q such that DaiF (x) + F (ai) = 1 for i ∈ {1, 2}.
Since p and q are coprime and therefore F2p ∩ F2q = F2, the sets {a1, x1, a1 + x1} and
{a2, x2, a2 + x2} are disjoint by Observation 9.
Note that if some pair (a, x) solves DaF (x) + F (a) = 1, then so do the pairs (x, a),
(a+x, a), (a+x, x), (a, a+x) and (x, a+x). Furthermore, all of these pairs are distinct
as can be easily seen by contradiction. Hence the two pairs (a1, x1) and (a2, x2) above
actually yield 12 distinct pairs (a, x) solving DaF (x) + F (a) = 1. This means that the
right-hand side of (29) from Theorem 1 is at least 24, while the left-hand side is at
most 12 due to F being APN. Then according to Theorem 1, G is not APN.
If n is odd, then by Observation 7, there exists a pair (a, x) solving DaF (x)+F (a) =
1. However, due to n being odd, F is a permutation over F2n and thus ∆F (1, 0) = 0.
Thus, the left-hand side of (29) is equal to zero while its right-hand side is positive.
Consequently, Theorem 1 implies that G is not APN.
Finally, suppose that n is a power of two, i.e. n = 2k for some k > 2. Since G is
APN over F22k it must be APN over F22k′ for all k
′ < k. In particular, G must be APN
over F28 . However, no power APN function over F28 produces an APN function after
a two-point swap, which can be verified by an exhaustive search. This means that G
cannot be APN in this case either.
To complete the discussion, it is worth mentioning that G(x) can indeed be APN
for n ∈ {1, 2, 4}. This can easily be verified by using e.g. Theorem 1 or the definition
of APN functions.
Observation 10. Over the fields F22i for i ∈ {0, 1, 2}, the function G(x) = xl+x2
n−1+
(x+ 1)2
n−1 is APN if and only if F (x) = xl is APN, where n = 2i.
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VII. EQUIVALENCE RELATIONS
In this section we make some observations regarding the EA- and CCZ-equivalence
classes of the functions F and G from the two-point construction.
We begin by observing that the possibility of obtaining one EA-equivalence class
from another does not depend on the concrete choice of representatives.
Proposition 9. Let F : F2n → F2n and G be defined as G(x) = F (x)+v1(x+u1)2
n−1+
v2(x + u2)
2n−1 for some u1, u2 ∈ F2n and v1, v2 ∈ F∗2n , and let G′ : F2n → F2n be EA-
equivalent to G. Then there exist elements u1, u′2 ∈ F2n and v′1, v′2 ∈ F∗2n and a function
F ′ : F2n → F2n EA-equivalent to F such that
G′(x) = F ′(x) + v′1(x+ u
′
1)




Proof. Suppose that G′ is EA-equivalent to G via G′ = A1◦G◦A2+A where A1, A2, A
are affine functions over F2n and A1, A2 are permutations. Assume without loss of
generality that A1 is linear. We can write
G′(x) = A1(F (A2(x))) + A1(v1(A2(x) + u1)2
n−1)+
A1(v2(A2(x) + u2)




2n−1 + A1(v2)(x+ A−12 (u2))
2n−1. (36)
If we now take F ′ = A1 ◦ F ◦ A2 + A, u′i = A1(vi) and v′i = A−12 (vi) for i ∈ {1, 2},
we have G′(x) = F ′(x) + v′1(x + u
′
1)
2n−1 + v′2(x + u2)
2n−1 with F ′ clearly being EA-
equivalent to F and with v′1, v
′
2 6= 0 due to A2 being a permutation.
The following proposition is obtained by a similar argument.
Proposition 10. Let F and F ′ be EA-equivalent functions over F2n and let G be
defined by G(x) = F (x) + v1(x + u1)2
n−1 + v2(x + u2)2
n−1 for some u1, u2 ∈ F2n
and v1, v2 ∈ F∗2n . Then there is a function G′ EA-equivalent to G and some elements
u′1, u
′
2 ∈ F2n and v′1, v′2 ∈ F∗2n such that
G′(x) = F ′(x) + v′1(x+ u
′
1)




We now turn to the more general notion of CCZ-equivalence.
Proposition 11. Let F be a function over F2n and let G be defined over F2n as
G(x) = F (x) + v1(x+ u1)
2n−1 + v2(x+ u2)2
n−1
for some u1, u2 ∈ F2n and v1, v2 ∈ F∗2n , and suppose that G′ is CCZ-equivalent to G.








G′(x) = F ′(x) + v′1(x+ u
′
1)




Proof. Suppose that G′ is CCZ-equivalent to G via the affine permutation L(x, y) =
(L1(x, y), L2(x, y)) of F22n . Writing Gi(x) = Li(x,G(x)) for i ∈ {1, 2} and A1(x, y) =
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L1(x) + L2(y) + a and A2(x, y) = L3(x) + L4(y) + b for L1, L2, L3, L4 linear and
a, b ∈ F2n , we have
G′(x) = L3(G−11 (x)) + L4(G(G
−1
1 (x))) + b = L3 ◦G−11 (x) + L4 ◦ F ◦G−11 (x)+
L4((G
−1
1 (x) + u1)
2n−1v1) + L4((G−11 (x) + u2)
2n−1v2) + b = F ′(x)+
L4((G
−1
1 (x) + u1)
2n−1v1 + (G−11 (x) + u2)
2n−1v2) =
F ′(x) + L4(v1)(x+G1(u1))2
n−1 + L4(v2)(x+G1(u2))
where we define F ′(x) = F2 ◦G−11 (x) with F2(x) = L3(x) + L4(F (x)) + b. Now F ′ is
clearly CCZ-equivalent to F by the construction, and it suffices to take u′i = G1(ui)
and v′i = L4(vi) for i ∈ {1, 2}.
Note that in the above proposition, we do not guarantee that v′1 and v
′
2 will be
nonzero which means that the functions F ′ and G′ may be at distance less than
two. This raises the question of whether the minimum distance between functions
belonging to distinct CCZ-equivalence classes depends on the concrete choice of
representatives.
VIII. CONCLUSION
We investigated a construction that involves changing the value of a given function
F over F2n at precisely two points of F2n and, in particular, concentrated on the possi-
bility of obtaining an APN function in this manner when F is APN. We characterized
the APN-ness of the resulting function G in terms of the derivatives and in terms of
the Walsh coefficients of F . We observed that changing two points in a plateaued
function F cannot produce a plateaued function G, and neither can this happen for a
function F with deg(F ) < n− 1 (unless n < 5). Furthermore, no two AB functions at
distance two may exist for n ≥ 4.
In addition, we observed that if deg(F ) = 2 and F is not APN, then any function G
obtained by changing two points of F cannot be APN either.
We also examined the less general but more tractable problem of swapping two
points in a given function. In particular, we showed that if F is APN and satisfies
F (0) = 0 and F (1) = 1, then G is APN if and only if
6∆F (1, 0) =
∑
y∈F2n
∆F (y, F (y) + 1) + ∆F (y + 1, F (y)).
We applied this characterization in order to show that an APN function can never
be obtained by swapping two values in any power function over F2n for n > 4. We
also derived an explicit formula for
∑
y ∆F (y, F (y) + 1) in the case of F (x) = x
3.
Furthermore, we experimentally computed the values ∆F (y, F (y) + 1) and ∆F (y +
1, F (y)) all known APN functions from [10], concluding that no APN function can
be obtained by a two-point swap from those functions either.
Despite the fact that the results in Tables I and II suggest that the values of ∆F (y, F (y)+
1) and ∆F (y + 1, F (y)) grow quite quickly with the dimension n of the underlying
field, it seems difficult to find a lower bound on those values in the general case.
Further results in this direction should provide additional insight into the possibility
of obtaining an APN functions by a two-point swap.
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The general case of arbitrarily changing two points in a given function also leaves
room for further investigation; in particular, an analogue to Theorem 1 is highly
desirable.
Finally, as mentioned above, we mostly concentrated on the case when the initial
function F is itself APN. The possibility of obtaining an APN function G from a
function F belonging to some other class of functions is another potential direction
for future work.
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Abstract
We investigate the differential properties of a vectorial Boolean function G obtained by
modifying an APN function F . This generalizes previous constructions where a function is
modified at a few points. We characterize the APN-ness of G via the derivatives of F , and
deduce an algorithm for searching for APN functions whose values differ from those of F only
on a given U ⊆ F2n .
We introduce a value ΠF associated with any F , which is invariant under CCZ-equivalence.
We express a lower bound on the distance between a given APN function F and the closest
APN function in terms of ΠF . We show how ΠF can be computed efficiently for F quadratic.
We compute ΠF for all known APN functions over F2n up to n ≤ 8. This is the first new
CCZ-invariant for APN functions to be introduced within the last ten years.
We derive a mathematical formula for this lower bound for the Gold function F (x) = x3,
and observe that it tends to infinity with n.
We describe how to efficiently find all sets U such that taking G(x) = F (x) + v for x ∈ U
and G(x) = F (x) for x /∈ U is APN.
I. INTRODUCTION
A vectorial (n,m)-Boolean function is any mapping F : F2n → F2m , where F2n
is the finite field with 2n elements. Such a function can also be seen as mapping
sequences of n bits (zeros and ones) to sequences of m bits, which more clearly
reveals their practical importance. Vectorial Boolean functions are of central interest
in cryptography since they can be used to represent virtually all components of a
block cipher; in particular, its non-linear components (whose cryptographic proper-
ties directly influence the cipher’s security) can be expressed as vectorial Boolean
functions. For instance, the Advanced Encryption Standard (AES) and algorithms
based on Feistel networks such as the Data Encryption Standard (DES), all utilize
vectorial Boolean functions in the role of so-called “substitution boxes”. The resis-
tance of the encryption to various categories of cryptanalytic attacks then directly
depends on the properties of the underlying Boolean functions (see e.g. [22] for basic
background on cryptography and encryption schemes).
Almost Perfect Nonlinear (APN) functions were introduced by Nyberg [20] as the
functions that provide optimal resistance to the so-called differential attack invented
by Biham and Shamir [2]. More precisely, we say that a function F : F2n → F2n is
APN if the equation F (x) + F (x+ a) = b in x has at most 2 solutions for any a ∈ F∗2n
and any b ∈ F2n . Despite the simplicity of this definition, finding and investigating
the properties of APN functions, even in finite fields of relatively low dimension, is
a challenging task. For this reason, various methods of constructing such functions
have been considered by researchers.
This paper was presented in part at the Third International Workshop on Boolean Functions and their Applications
(BFA-2018) which took place in Loen, Norway on June 17-22, 2018 [5]
II On the distance between APN functions 87
In [6], a construction in which a function G : F2n → F2n is obtained from a given
function F : F2n → F2n by modifying one of its values is introduced in an attempt
to resolve the open problem of the existence of APN functions over F2n of algebraic
degree n. A number of nonexistence results are obtained in the paper, which support
the conjecture that this is impossible. The idea of the construction is interesting in its
own right, however, and it can naturally be generalized to the modification of more
than one point.
The particular case of swapping two points of a given function is studied [24] in the
context of constructing differentially 4-uniform permutations, and the more general
question of arbitrarily modifying the values of a given function at two points, as well
as swapping two points in a more general context, is investigated in [17].
In this paper, we consider the general case of arbitrarily changing K points. To
be more accurate, given a function F : F2n → F2n , some K distinct field elements
u1, . . . , uK ∈ F2n and some K elements v1, v2, . . . , vK ∈ F∗2n , we define G as
G(x) =
{
F (ui) + vi x = ui
F (x) x /∈ {u1, u2, . . . , uK}
and try to find some correlation between the properties of F and those ofG. We derive
sufficient and necessary conditions that the derivatives of F must satisfy in order for
G to be APN, and obtain an efficient filtering procedure for finding all possible values
of v1, v2, . . . , vK in the case that u1, u2, . . . , uK are known. In the case when F is itself
APN, we define the values ΠF and mF , which count the number of derivatives of
F satisfying a certain condition, and express a lower bound on the distance between
F and the closest APN function in terms of mF . We further demonstrate that these
values are invariant under CCZ-equivalence and that their computation is particularly
efficient when F is quadratic. In addition, we show how an exact formula for mF can
be computed in the case of F (x) = x3.
We experimentally compute ΠF and mF for all known APN functions over F2n for
n ≤ 8. We notice that over fields of odd dimension, this new invariant tends to take the
same value for all known APN functions except the inverse function, but for fields of
even dimension, it can take a large number of distinct values which make it a useful
tool for disproving CCZ-equivalence between a given pair of functions. These exper-
imental results are summarized in Section IV and Table II, and a detailed table of the
computational results can be found online at https://boolean.h.uib.no/mediawiki/.
In the case when v1 = v2 = · · · = vK , we show how all possible combinations
of points u1, u2, . . . , uK can be found (for all values of K) by solving a system of
linear equations. We note that constructions of the form G(x) = F (x) + vf(x) for
f : F2n → F2 have been investigated in [7], [16].
II. PRELIMINARIES
A. Basic Notation
Let n be a positive integer. We denote by F2n the finite field with 2n elements;
in particular, F2 is the field with two elements. For any positive integer m, Fm2 is
the vector space of dimension m over F2. Given any set S, we denote by S∗ the set
S \ {0}; in particular, F∗2n is the multiplicative group of F2n .
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The characteristic function of the set S is denoted by 1S(x) and is defined as
1S(x) =
{
1 x ∈ S
0 x /∈ S.
For a finite set S = {s1, s2, . . . , sk} we will use 1s1,s2,...,sk(x) as shorthand for
1{s1,s2,...,sk}(x).
B. Representation of Vectorial Functions
Given two positive integers n andm, a vectorial Boolean (n,m)-function, or simply
(n,m)-function, is any function F : Fn2 → Fm2 . It can be uniquely expressed in the
so-called algebraic normal form (ANF) as follows [10]:












I , aI ∈ Fm2 .
The algebraic degree of F (x1, x2, . . . , xn) is defined as the degree of its ANF,
namely
deg(F ) = max{|I| : aI 6= (0, 0, . . . , 0), I ⊆ {1, 2, . . . , n}}.
Clearly, deg(F ) ≤ n.
Vectorial Boolean (n, 1)-functions, i.e. functions of the form f : F2n → F2, are
referred to as Boolean functions.
When m = n, one can identify the vector space Fn2 with the finite field F2n . Note
that any basis {e1, e2, . . . , en} for F2n , viewed as a vector space over F2, determines a
correspondence between F2n and Fn2 via x =
∑n
i=1 xiei. The algebraic degree does not
depend on the choice of the basis since any change of basis corresponds to a linear
permutation. Then any (n, n)-function has a unique representation as a univariate





i, ai ∈ F2n .
Let x =
∑n
i=1 xiei and i =
∑n−1
s=0 is2























which, after expansion, gives the ANF of F . Moreover, let w2(i) =
∑n−1
s=0 is denote




algebraic degree of F in univariate polynomial form is equal to
deg(F ) = max{w2(i) : ai 6= 0, 0 ≤ i ≤ 2n − 1}.
Given two functions F,G : F2n → F2n , the Hamming distance d(F,G) is defined as
the number of points x ∈ F2n on which the values of F and G differ, i.e.
d(F,G) = |{x ∈ F2n : F (x) 6= G(x)}|.
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C. Almost Perfect Nonlinear Functions and Bent Functions
Let F be a function from F2n to itself. The derivative of F in direction a for any
a ∈ F2n is the function DaF : F2n → F2n defined as
DaF (x) = F (x) + F (a+ x).
The differential sets HaF are the image sets of the derivatives of F , i.e. the sets
HaF = {DaF (x) : x ∈ F2n} = {F (x) + F (a+ x) : x ∈ F2n}.
Alongside the derivatives DaF , we define the shifted derivative DβaF of F in
direction a with shift β, which is a function over F2n defined as
DβaF (x) = DaF (x) + F (a+ β) = F (x) + F (a+ x) + F (a+ β)
for any fixed a, β ∈ F2n . The shifted differential sets HβaF are then the image sets of
the shifted derivatives, i.e.
HβaF = {DβaF (x) : x ∈ F2n} = {F (x) + F (a+ x) + F (a+ β) : x ∈ F2n}.
For any a, b ∈ F2n , define ∆F (a, b) = |{x ∈ F2n : F (x + a) + F (x) = b}|; that is,
∆F (a, b) is the number of solutions x of the equation DaF (x) = b for some given a
and b. Then the differential uniformity of F is defined as
∆F = max{∆F (a, b) : a, b ∈ F2n , a 6= 0}.
A function F from F2n to itself is called differentially δ-uniform if ∆F ≤ δ. If δ = 2,
then F is called almost perfect nonlinear (APN). Note that this is optimal in the case
of a finite field of characteristic two, since if some x solves F (x) +F (a+x) = b, then
so does (a+ x), and thus ∆F (a, b) is always even.
Note that the definition of differential uniformity can be extended to functions
F : F2n → F2m between fields of different dimensions. A perfect nonlinear (PN)
function is one whose differential uniformity is 2n−m; as observed above, for n = m
such functions cannot exist. In fact, PN functions are the same as bent functions
(briefly discussed below) and do not exist whenever m > n/2 [19].
A number of useful characterizations of APN functions can be given in terms of the









2ki is the trace function from F2n to its subfield F2k , for k | n.
We will also use the inverse Walsh transform formula, defined as
∑
a∈F2n
Wf (a) = 2
n(−1)f(0).
The Walsh transform of an (n,m)-function is defined in terms of the Walsh transform
of its component functions Trm1 (bF (x)) for b ∈ F∗2m as
WF (a, u) =
∑
x∈F2n
(−1)Trm1 (uF (x))+Trn1 (ax).
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If the Walsh transform of a Boolean function f : F2n → F2 satisfies Wf (a) ∈
{0,±µ} for all a ∈ F2n , then f is called a plateaued function with amplitude µ. An
(n, n)-function F is called plateaued if all of its component functions are plateaued
(possibly with different amplitudes). If all of the component functions of F are
plateaued with the same amplitude, then F is called plateaued with single amplitude.
Plateaued functions are an important class of vectorial Boolean functions since their
additional structure makes them more tractable than the general case.
The following characterizations of APN functions by means of the power moments
of their Walsh transform are often very useful in the investigation of APN functions.





W 4F (a, u) = 2
3n+1(2n − 1).
Lemma 2 ([10]). Let F be an APN function over F2n satisfying F (0) = 0. Then
∑
a,b∈F2n
W 3F (a, b) = 3 · 23n − 22n+1.
Note that while Lemma 2 expresses only a necessary condition for F to be APN
in the general case, in the case of a plateaued function F this condition becomes
necessary and sufficient [11].
The following lemma provides an alternative characterization of the APN-ness of
a vectorial Boolean function in terms of the second power moments of its derivatives.





The nonlinearity NLF of an (n,m)-function F is the minimum Hamming distance
between its component functions and the affine functions. The nonlinearity of any
(n,m)-function satisfies the so-called covering radius bound NLF ≤ 2n−1 − 2n/2−1.
The nonlinearity can be expressed as






Functions meeting this bound are called bent. These coincide with the class of PN
functions and exist only for m ≤ n/2 [21]. In particular, for m = n, which is our case
of interest, bent functions do not exist.
When n is odd, the optimal (n, n)-functions from the point of view of nonlinearity
are the almost bent functions. An (n, n)-function F is called almost bent (AB) if
it satisfies WF (a, u) ∈ {0,±2(n+1)/2} for all a ∈ F2n and nonzero u ∈ F∗2n . Any
AB function is APN, but not vice versa. However, for n odd, every quadratic APN
function is also AB [12]. An (n, n)-function F is AB if and only if all the values
WF (u, v) in its Walsh spectrum are divisible by 2
n+1
2 [9].
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D. Equivalence Relations of Functions
There are several equivalence relations of functions for which differential uni-
formity and nonlinearity are invariant. Due to these equivalence relations, having
only one APN (respectively, AB) function, one can generate a huge class of APN
(respectively, AB) functions.
Two functions F and F ′ from F2n to F2n are called
• affine equivalent (linear equivalent) if F ′ = A1 ◦F ◦A2, where the mappings A1
and A2 are affine (linear) permutations of F2n;
• extended affine equivalent (EA-equivalent) if F ′ = A1 ◦ F ◦ A2 + A, where the
mappings A,A1, A2 : F2n → F2n are affine, and A1, A2 are permutations;
• Carlet-Charpin-Zinoviev equivalent (CCZ-equivalent) if for some affine permu-
tation L of F2n × F2n the image of the graph of F is the graph of F ′, that is,
L(GF ) = GF ′ where GF = {(x, F (x)) : x ∈ F2n} and GF ′ = {(x, F ′(x)) : x ∈
F2n}.
Although different, these equivalence relations are related. It is obvious that linear
equivalence is a particular case of affine equivalence, and that affine equivalence is a
particular case of EA-equivalence. As shown in [12], EA-equivalence is a particular
case of CCZ-equivalence and every permutation is CCZ-equivalent to its inverse. The
algebraic degree of a function (if it is not affine) is invariant under EA-equivalence
but, in general, it is not preserved by CCZ-equivalence. Let us recall why the structure
of CCZ-equivalence implies this: for a function F from F2n to F2n and an affine
permutation L(x, y) =
(
L1(x, y), L2(x, y)
)
of F2n × F2n , where L1, L2 : F2n × F2n →
F2n , we have




: x ∈ F2n} (1)
where F1(x) = L1(x, F (x)) and F2(x) = L2(x, F (x)).
Note that L(GF ) is the graph of a function if and only if F1 is a permutation. The
function CCZ-equivalent to F whose graph equals L(GF ) is then F ′ = F2 ◦ F−11 . The
composition by the inverse of F1 modifies the algebraic degree in general, except, for
instance, when L1(x, y) depends only on x, which corresponds to EA-equivalence of
F and F ′ [8]. It is also proven in [8] that CCZ-equivalence is strictly more general
that EA-equivalence combined with taking inverses of permutations.
Proposition 1 ([8]). Let F and F ′ be functions from Fn2 to itself. The function F ′
is EA-equivalent to the function F or to the inverse of F (if it exists) if and only if
there exists an affine permutation L = (L1, L2) on F2n2 such that L(GF ) = GF ′ and L1
depends only on one variable, i.e. L1(x, y) = L(x) or L1(x, y) = L(y).
It is worth listing some properties that remain invariant under CCZ-equivalence.
Let the functions F and F ′ be CCZ-equivalent. Then
• {∆F (a, b) : a, b ∈ F2n , a 6= 0} = {∆F ′(a, b) : a, b ∈ F2n , a 6= 0} [4], [8];
• if F is APN then F ′ is APN too;
• NLF = NLF ′ [12];
• if F is AB then F ′ is AB too.
III. CHANGING POINTS IN GENERAL
A construction in which an (n, n)-functionG is obtained by changing a single value
of a given (n, n)-function F is investigated in [6]. More precisely, given a function F
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F (x) x 6= u
v x = u
for some fixed elements u, v ∈ F2n . Since G can be written as G(x) = F (x) + (F (u) +
v)(1+(x+u)2
n−1), it is easy to see that the algebraic degree of at least one of F and G
must be equal to n; furthermore, any function G of algebraic degree n can be written
in this form for some F of algebraic degree less than n. Indeed, the motivation behind
the study of this construction is the unresolved questions of whether APN functions
of algebraic degree n can exist over F2n; the authors investigate the possibility of
obtaining an APN function G using the construction, with particular attention being
paid to the case when F is itself APN. Two main characterizations of the APN-ness
of G are obtained in [6], one involving the Walsh coefficients of F , and one based
on the properties of the derivatives DaF . These characterizations are then applied
in order to conclude that no function G obtained by such a one-point change from
a given F which is a power, plateaued, quadratic or almost bent function can be
APN, except possibly for n ≤ 2 in the case of plateaued functions. For instance,
F (x) = x is plateaued and G(x) = F (x) + x2
n−1 = x3 + x is APN over F22; in the
case of power, quadratic and almost bent functions, we only have trivial examples
over F2, e.g. when F is the identity function F (x) = x and G is the constant zero
function G(x) = 0. A number of additional non-existence results are also shown,
which support the conjecture that no APN function of algebraic degree n may exist
over F2n; nonetheless, the question in general remains open.
Some properties of the special case when the values of F at two given points are
swapped have previously been investigated in [24], and the general case of changing
the values of F at two points has been considered in [17]. The authors of the former
article have generalized their method to changing points lying on a cycle [18], and
have been able to construct involutions over F2n using this method [15]. In [17], two
main characterizations of the APN-ness of a new function G obtained by modifying
two values of a given F are obtained, one in terms of the power moments of the Walsh
transform, and one in terms of the differential properties F . We observed that if F and
G are at distance two, then at most one of F andG can be AB, and at most one of them
can be plateaued; furthermore, if the algebraic degree of F is less than n− 1, then G
can be neither AB nor plateaued for any n ≥ 3. In the case of swapping the values of a
function at 0 and 1, we obtained a sufficient condition for disproving the APN-ness of
G by computing a lower bound on the sum
∑
y∈F2n ∆F (y, F (y)+1)+∆F (y+1, F (y)).
We also showed how to compute a lower bound on this quantity in the case of power
functions by finding multiple solutions to the equation F (x) + F (a + x) + F (a) = 1
when F is a power function.
The idea of investigating pairs of functions at a small distance to one another is
interesting per se, and the aforementioned construction can be naturally extended so
that the value of F is changed at more than one point. In the following, we investigate
whether, and under what conditions, it is possible to obtain an APN function by
changing the values of multiple points in a given APN function F . More precisely,
given K distinct elements u1, u2, . . . , uK from F2n (referred to as points) and K
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arbitrary elements v1, v2, . . . , vK from F2n (referred to as shifts), we are interested
in the APN-ness of the function
G(x) = F (x) +
K∑
i=1
1ui(x)vi = F (x) +
K∑
i=1
(1 + (x+ ui)
2n−1)vi (2)
whose value coincides with the value of F on all points x /∈ {u1, u2, . . . , uK} and
satisfies G(ui) = F (ui) + vi for i ∈ {1, 2, . . . , K}.
In order to facilitate the following discussion, we introduce some notation related
to the construction. We denote by U the set U = {u1, u2, . . . , uK} of points whose
value will change. For a given element a ∈ F2n , we denote by a + U the set {a + u :
u ∈ U}. For any given natural number n, we write [n] = {1, 2, . . . , n}; in particular,
[K] is the set of indices of the points from U . For any given a ∈ F∗2n we define the
set Ua = {u ∈ U : a + u ∈ U}, and Ua = U \ Ua. In addition, we define a function
pa on the indices {i ∈ [K] : ui ∈ Ua} by the prescription pa(i) = j where j is
such that ui + a = uj . Since the definition of an APN function is given in terms of
differential equations, a natural way to investigate the properties of G is to examine
the derivativesDaG and their relation to the derivativesDaF of F . From the definition
of G in (2) we can immediately see that for any a ∈ F∗2n , the derivative DaG takes the
form




Although all the points ui are assumed distinct, it is possible that for some i 6= j
we have a+ ui = uj and the sets {ui, a+ ui} and {uj , a+ uj} will coincide. This can
be seen more easily if (3) is written in the form
DaG(x) = DaF (x) +
∑
i∈Ua:i<pa(i)




A characterization of the conditions under which G is APN can be derived im-
mediately from (3) and the definition of an APN function by examining under what
conditions a triple of elements (a, x, y) ∈ F32n with a 6= 0, DaG(x) = DaG(y) and
x+ y /∈ {0, a} may exist.
Proposition 2. Let F : F2n → F2n , let u1, u2, . . . , uK be K distinct points from F2n
and let v1, v2, . . . , vK be K arbitrary elements from F2n . Then the function G defined
by (2) is APN if and only if all of the following conditions are satisfied for every
derivative direction a ∈ F∗2n:
(i) DaF is 2-to-1 on F2n \ (U ∪ a+ U);
(ii) DaF (ui) + DaF (uj) 6= vi + vj + vpa(i) + vpa(j) for ui, uj ∈ Ua unless ui = uj or
ui + uj = a;
(iii) DaF (ui) +DaF (uj) 6= vi + vj + vpa(i) for ui ∈ Ua, uj ∈ Ua;
(iv) DaF (ui) +DaF (uj) 6= vi + vj for ui, uj ∈ Ua unless ui = uj;
(v) DaF (ui) +DaF (x) 6= vi + vpa(i) for ui ∈ Ua, x /∈ (U ∪ a+ U);
(vi) DaF (ui) +DaF (x) 6= vi for ui ∈ Ua, x /∈ (U ∪ a+ U).
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Proof. Recall that G is APN if and only if there does not exist a triple (a, x̄, ȳ) ∈ F32n
such that DaG(x̄) = DaG(ȳ) with a 6= 0 and x̄ /∈ {ȳ, a+ ȳ}. Suppose that such a triple
does exist. We will now go through several possible cases, depending on whether x̄
and ȳ are in (U ∪ a+U) or not. In the first case, we will assume that neither x̄ nor ȳ is
in (U ∪a+U); in the second case, we will assume that both x̄ and ȳ are in (U ∪a+U);
and in the third case, we will assume that precisely one of x̄ and ȳ is in (U ∪ a+ U):
1) If neither x̄ nor ȳ belong to (U ∪ a + U), then DaG(x̄) = DaF (x̄) and DaG(ȳ) =
DaF (ȳ) so that DaG(x̄) = DaG(ȳ) implies DaF (x̄) = DaF (ȳ). Thus DaF cannot
be 2-to-1 over F2n\(U∪a+U). Conversely, ifDaF is 2-to-1 over F2n\(U∪a+U),
this guarantees that no such triple can exist with x̄, ȳ /∈ (U ∪ a + U). This leads
to the first condition.
2) If both x̄ and ȳ are points from U or a + U , say x̄ = ui and ȳ = uj , then we have
DaG(ui) = DaG(uj). We now examine three cases depending on whether one,
both or none of ui and uj are in Ua:
a) If DaG(ui) = DaG(uj) with ui, uj ∈ Ua, then we have DaF (ui) + vi + vpa(i) =
DaF (uj) + vj + vpa(j) from the definition of G (2). If G is APN, this is possible
only if ui = uj or ui = a+ uj , which leads to the second condition.
b) If say ui is in Ua but uj is not, then DaG(ui) = DaG(uj) becomes DaF (ui) +
DaF (uj) = vi+vj+vpa(i). Note that we can have neither ui = uj , nor ui+a = uj
since ui is in Ua and uj is in its complement. This leads to the third condition.
c) If neither ui nor uj is in Ua, then DaG(ui) = DaG(uj) becomes DaF (ui) +
DaF (uj) = vi + vj; this can occur if ui = uj , but ui = a+ uj is impossible due
to uj /∈ U . This gives the fourth condition.
3) In the remaining case, we assume that we have x̄ = ui (or x̄ = a + ui) but
ȳ /∈ (U ∪a+U), so that we have DaG(ui) = DaF (ȳ). We examine two sub-cases:
a) If DaG(ui) = DaG(ȳ) with ui ∈ Ua, then DaF (ui)+DaF (ȳ) = vi+vpa(i). Since
both ui and ui + a are in U , we cannot have ui ∈ {y, a+ y}. This gives the fifth
condition.
b) If, conversely, DaG(ui) = DaG(ȳ) but ui ∈ Ua, then we have DaF (ui) +
DaF (ȳ) = vi. As before, we cannot have ui ∈ {ȳ, a + ȳ}. This gives the sixth
and final condition.
The above conditions are clearly necessary for G to be APN, and they are also
sufficient since if we have DaG(x̄) = DaG(ȳ) then one of these conditions implies
x̄ = ȳ or x̄ = a+ ȳ.
The following observation shows how condition (vi) of Proposition 2 can be equiv-
alently expressed in terms of the shifted derivatives of F . This is slightly more intu-
itive in the sense that it allows us to consider the image of a single shifted derivative
(instead of the sum of two derivatives as in the original formulation) and is used
throughout the next section.
Observation 1. Assume the same notation as in Proposition 2. If G is APN, then for
any a ∈ F∗2n for which there exists an i ∈ [K] such that Duia F maps to F (ui) + vi and
a+ ui /∈ U we must have
Duia F (uj) + F (ui) = vi,
for some i 6= j ∈ [K].
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Characterizing the APN-ness of G is difficult in the general case due to the large
number of choices for the points u1, u2, . . . , uK and shifts v1, v2, . . . , vK . For this
reason, in the following sections we concentrate on various simplifications of this
problem, e.g. by assuming that the points u1, u2, . . . , uK or the number K are fixed.
IV. THE CASE OF FIXED u1, u2, . . . , uK
If we fix the set U of points to change, we can use Observation 1 to dramatically
reduce the number of potential candidate values for the shifts v1, v2, . . . , vK . Besides
filtering out impossible candidates for the shifts vi, this allows us to obtain a lower
bound on the distance between a given APN function F and its closest APN neighbor.
This lower bound is given in terms of the number of shifted derivatives of F that map
to the elements of F2n . This quantity can be computed efficiently in practice and can
be used to bound from below the number of points K that need to be changed in order
to obtain an APN function G. Finally, we observe that this lower bound is invariant
under CCZ-equivalence.
A. Filtering out shift candidates
We can immediately apply Observation 1 in practice by fixing some function F
over F2n along with K points u1, u2, . . . , uK and then, for every i ∈ [K], making a list
of all values v̄ ∈ F2n for which setting vi = v̄ violates the necessary condition from
Proposition 2. Then only values vi which are not in this list have to be examined, and
their number is typically much smaller than the number 2n of all possible values. In
many cases, no values at all are left for some vi, which then immediately indicates
that no APN functions can be obtained by shifting the points in U .
A more precise description of this procedure is given as Algorithm 1.
Algorithm 1: Reducing the domains of vi using Observation 1
Data: A function F : F2n → F2n and a set of K distinct points
U = {u1, u2, . . . , uK} ⊆ F2n .
Result: A domain Di ⊆ F2n for every vi such that if G(x) is APN, then vi ∈ Di
for every i ∈ [K].
begin
for every i ∈ [K] do
set Di ← F2n
compute
A← {Duia F (x) + F (ui) : x, a ∈ F2n , a 6= 0, a+ ui /∈ U, x /∈ (U ∪ a+ U) }
update Di ← Di \ A
As already mentioned, the efficiency of this method is particularly prominent in
cases when the points u1, u2, . . . , uK cannot be shifted into an APN function (in the
sense that G is never APN regardless of the choice of v1, v2, . . . , vK). For example,
given the function F (x) = x3 over F25 and the set of points U = {αi : i ∈ {0} ∪
[5]}, where α is a primitive element of F25 , checking every combination of shifts
(v1, . . . , vK) ∈ F625 using an exhaustive search (that is, generating G as defined in
(2) and testing whether it is APN for every such combination of shifts) is estimated
to take about 75 hours; using the filtering approach described above, however, we
can conclude that no APN function G can be obtained by any combination of shifts
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after only about 0.140 seconds of computation. These experiments were performed
on our department server, with the search procedures implemented in the Magma
programming language.
On the contrary, in some situations (especially when the set of points U can be
shifted into an APN function) the filtering procedure may leave rather large domains
for the shift candidates, which necessitates long computations. As two contrasting
examples, we examine the function x3 over F25 and over F26 . In the case of F25 ,
taking the set U of the eight points generated (in the sense of additive closure) by
{αi : i ∈ {0} ∪ [2]} leaves the singleton domain {α25} for all vi; indeed, the function
G obtained by shifting every point from U by α25 is APN and is CCZ-equivalent
to x5. However, when we take F (x) = x3 over F26 with U being generated by
{1, β, β4, β21} (with β primitive in F2n), the domains for each vi after filtering become
D = {β7, β14, β28, β35, β49, β56}. Taking v1 = v2 = · · · = v16 = v for any v ∈ D then
yields an APN function G that is CCZ-equivalent to x6 + x9 + β7x48. Conversely,
if at least two different values are selected for the shifts, the resulting function is
not APN; thus, there are only |D| = 6 possible shift combinations that lead to an
APN function, but 616 potential combinations that are left after filtering and need
to be “manually” checked. Therefore, although our method reduces the size of the
domains from 26 = 64 to just 6, the resulting search space is still quite large and
requires a significant amount of time in order to be completely explored.
However, additional restrictions may be imposed on the values of vi by applying
conditions (i)-(v) from Proposition 2 which allow the search to be performed more
efficiently. More precisely, condition (iv) allows us to remove pairs, condition (iii)
allows us to remove triples and condition (ii) allows us to remove quadruples of
incompatible elements from the domains. Condition (i) depends entirely on the func-
tion F and the set U and can be used to reject a given set U entirely, although it cannot
be used for filtering the domains.
These conditions do not allow us to remove any values from the domains of vi
directly, but they do make it possible to restrict some domains after a first few initial
choices. For example, having selected a concrete value v̄i for vi from its domain, we
can for all j 6= i, remove values v̄j from the domain of vj for which condition (iv) is
violated. It is worth noting that this is the most useful of the three conditions given
above in the case that the number of points U is relatively small, since it encompasses
the greatest number of derivative directions; as K increases, the latter two conditions
become more useful. In any case, ensuring that all the conditions from Proposition 2
are satisfied is sufficient to ensure that G is APN.
Coming back to the example of F (x) = x3 over F26 discussed above, we can see
how much this improves the search efficiency: evaluating all combinations of shifts
from the domains (without any filtering) would require approximately 110 years;
applying conditions (i)-(iv) from Proposition 2 as described, however, finds all six
possibilities in about two seconds.
B. Lower bound on the distance between APN functions
Note that in the statement of Observation 1, we assume that the resulting functionG
is APN but we do not make any assumptions about F . If, in addition to the hypothesis
of the theorem, we assume that F is itself APN, we can obtain the following corollary
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which gives a lower bound on the Hamming distance between a given APN function
and its nearest APN “neighbor”.
Corollary 1. Let F and G be as in the statement of Observation 1 with vi 6= 0 for
i ∈ [K], and assume, in addition, that F is APN; consider some fixed i ∈ [K]. Then
no more than 3(K − 1) derivatives of the form Duia F map to G(ui).
Proof. First, consider all derivative directions a ∈ F∗2n with a + ui /∈ U . By Observa-
tion 1 we must have
Duia F (uj) = G(ui)
for some j 6= i if Duia F maps to G(ui). We now determine for how many a ∈ F2n we
may have Duia F (uj) = G(ui) for fixed i and j. Suppose that we have both Duia F (uj) =
G(ui) and Duia′F (uj) = G(ui) for some a 6= a′. Then Duia F (uj) = Duia′F (uj) can be
rewritten as F (uj) + F (a+ uj) + F (a+ ui) = F (uj) + F (a′ + uj) + F (a′ + ui) so that
we have Dui+ujF (a+ ui) = Dui+ujF (a′ + ui).
Since i and j (and therefore ui and uj) are fixed and since F is APN, this implies
either a = a′ or a+a′ = ui+uj . In other words, at most two distinct shifted derivatives
may map uj to G(ui).
Now suppose that i is fixed and j ranges over [K]. Since we consider only j 6= i
and since there are K indices in total, there are (K − 1) choices for j for any fixed
i. For each such j, there are at most two shifted derivatives Duia F mapping uj to
G(ui). Therefore, at most 2(K − 1) shifted derivatives may take G(ui) as value when
a+ ui /∈ U .
We now consider the derivative directions a ∈ F2n for which a+ ui ∈ U . There are
precisely K such directions a, viz. u1 + ui, u2 + ui, . . . , uK + ui. Furthermore, Dui0 F
cannot map to G(ui) unless vi = 0, so that there are at most (K−1) derivatives of this
type which may map to G(ui).
Thus, in total, there can be no more than 2(K − 1) + (K − 1) = 3(K − 1) derivative
directions a for which Duia F maps to G(ui).
Note that in the proof above, the number of derivative directions a (with a+ui /∈ U)
such that Duia F (uj) = G(ui) for some fixed i and j is limited to two because F is
assumed to be APN. If we take F to be differentially δ-uniform instead, the upper
bound on the number of derivatives Duia F mapping to G(ui) will be (δ + 1)(K − 1).
Corollary 1 can now be used to compute a lower bound on the distance between a
given F and its nearest APN “neighbor”. In order to facilitate the following discus-
sion, we introduce some notation related to the shifted derivatives. In particular, we
define ΠβF (b) to be the set of derivative directions a for which D
β
aF maps to b, i.e.
ΠβF (b) = {a ∈ F2n : b ∈ HβaF} = {a ∈ F2n : (∃x ∈ F2n)(DβaF (x) = b)}.
By Corollary 1, we need to count the numbers |ΠuiF (G(ui))| for i ∈ [K] and ensure
that none of them is greater than 3(K−1). The minimum value of |ΠβF (b)| through all
possible values of β and b is certainly a lower bound on mini∈[K] |ΠuiF (G(ui))|; if this
minimum value is greater than 3(K− 1) for some given K, then no function G within
distance K of F can be APN.
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Thus, we can apply the lower bound from Corollary 1 by computing the minimum
value of |ΠβF (b)| through all β, b ∈ F2n . In certain cases, such as for quadratic func-
tions (see Proposition 5 below), it suffices to consider a fixed value of β and to only
go through all b ∈ F2n . For this reason, we define the set ΠβF as the spectrum of the
values of |ΠβF (b)| for a fixed shift β, i.e.
ΠβF = {|Π
β
F (b)| : b ∈ F2n}






F (b)| : β, b ∈ F2n}.
For convenience, we also denote by mF the minimal element of ΠF , i.e. mF =
min{|ΠβF (b)| : β, b ∈ F2n}. The lower bound on the distance between APN functions
can now be stated as follows.
Corollary 2. Let F be an APN function over F2n and let mF be the number
mF = min ΠF = min
b,β∈F2n
|ΠβF (b)| = minb,β∈F2n
|{a ∈ F2n : (∃x ∈ F2n)(DβaF (x) = b)}|.
Then for any APN function G 6= F over F2n , the Hamming distance d(F,G) between







Proof. By Corollary 1, if F and G are APN functions at distance K of one another,
than no more than 3(K − 1) shifted derivatives Duia F may map to G(ui) for any fixed
i ∈ [K]. For a fixed i, this quantity can be written as |{a ∈ F2n : (∃x ∈ F2n)(Duia (x) =
G(ui))}|. If we now go through all possible values of i ∈ [K], we get that
min
i∈[K]
|{a ∈ F2n : (∃x ∈ F2n)(Duia (x) = G(ui))}| ≤ 3(K − 1).
Deriving a lower bound on K from this expression, however, would require knowl-
edge of Duia (x) and G(ui) for each i ∈ [K]. However, since ui and G(ui) are elements
of the finite field F2n , going through all possible choices β for ui and all possible
choices b for G(ui), we clearly have
min
b,β
|{a ∈ F2n : (∃x ∈ F2n)(Dβa (x) = b)}| ≤
min
i∈[K]
|{a ∈ F2n : (∃x ∈ F2n)(Duia (x) = G(ui))}| ≤ 3(K − 1).
If we denote the left-most quantity by mF , as in the statement of the Corollary, we
then have
mF ≤ 3(K − 1)
which immediately implies the lower bound.
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C. Invariance Properties
As discussed above, the lower bound on the Hamming distance between a given
APN function F and its closest APN “neighbor” is given in terms of the number




F and ΠF . It is therefore
interesting to observe that the set ΠF is invariant under CCZ-equivalence, as shown
in the following proposition. This then makes the lower bound obtained via Corollary
2 for some given function F valid for all members of its CCZ-equivalence class.
Proposition 3. Suppose F is APN and is CCZ-equivalent to F ′ via the affine per-
mutation L = (L1, L2) of F22n . Then Π
β
F (t) = Π
L1(β,t)
F ′ (L2(β, t)) for any β, t ∈ F2n .
Consequently, the set ΠF is invariant under CCZ-equivalence.
Proof. To show the first part of the statement, define F1(x) = L1(x, F (x)) and F2(x) =
L2(x, F (x)) as in (1); then F1 is a permutation and F ′ = F2 ◦ F−11 .
If we consider the set of all pairs (a, x) such that DβaF (x) = t, we can obtain using
the affinity of L:
|{(a, x) ∈ F2n : F (x) + F (a+ x) + F (a+ β) = t}| =
|{(x, y, z) ∈ F32n : (x, F (x)) + (y, F (y)) + (z, F (z)) = (β, t)}| =
|{(x, y, z) : (F1(x), F2(x)) + (F1(y), F2(y)) + (F1(z), F2(z)) = L(β, t)}| =
|{(x, y, z) : (x, F ′(x)) + (y, F ′(y)) + (z, F ′(z)) = (L1(β, t), L2(β, t))}| =
|{(a, x) : F ′(x) + F ′(a+ x) + F ′(a+ L1(β, t)) = L2(β, t)}|.
(6)





1 (z)) instead of (x, y, z).
Now, since |ΠβF (t)| counts the number of derivative directions a for which D
β
aF
maps to t, and since all (shifted) derivatives of F and F ′ are 2-to-1 due to F and F ′
being APN, we have
2|ΠβF (t)| = |{(a, x) ∈ F2n : F (x) + F (a+ x) + F (a+ β) = t}| =
|{(a, x) : F ′(x) + F ′(a+ x) + F ′(a+ L1(β, t)) = L2(β, t)}| = 2|ΠL1(β,t)F ′ (L2(β, t))|.
(7)
The invariance of ΠF then follows from the fact that L = (L1, L2) is a permutation
and ΠF = {|ΠβF (t)| : β, t ∈ F2n}, so that when computing ΠF we go through all
possible pairs (β, t).
As EA-equivalence is a special case of CCZ-equivalence, it is evident that EA-
equivalence leaves the set ΠF invariant as well. Under EA-equivalence, however, a
stronger invariance holds.
Proposition 4. For any fixed β ∈ F2n , if F ′ and F are EA-equivalent APN functions
via F ′ = A1 ◦ F ◦ A2 + A, where A1, A2 and A are affine and A1, A2 are bijective, we
have









Proof. We have, thanks to F and F ′ being APN and their derivatives being 2-to-1
functions,
2|ΠβF ′(t)| = |{(a, x) ∈ F22n : F ′(x) + F ′(a+ x) + F ′(a+ β) = t}| =
|{(a, x) : A1(F (A2(x))) + A1(F (A2(a+ x)))+
A1(F (A2(a+ β))) + A(x) + A(a+ x) + A(a+ β) = t}| =
|{(a, x) : A1(F (A2(x)) + F (A2(a)) + F (A2(a+ x+ β))) = t+ A(β)}| =
|{(a, x) : A1(F (x) + F (a) + F (a+ x+ A2(β))) = t+ A(β)}| =
|{(a, x) : F (x) + F (a) + F (a+ x+ A2(β)) = A−11 (t+ A(β))}| =
2|ΠA2(β)F (A−11 (t+ A(β)))|.
(8)
In the second step we use that for any affine function A we have A(x + y + z) =
A(x) +A(y) +A(z) for any x, y, z, and also count through (x, a+ x) instead of (x, a).
In the third step we use the fact that A2 is a permutation and count through all pairs
(A2(a), A2(x)) instead of (a, x); then A2(x) becomes x, A2(a) becomes a and A2(x +
a+ β) = A2(x) + A2(a) + A2(β) becomes x+ a+ A2(β).
Then clearly
ΠβF ′ = {|Π
β




1 (t+ A(β)))| : t ∈ F2n}




thereby concluding the proof.
D. The case of quadratic functions
For a quadratic function F , the set ΠβF does not depend on the choice of β, which
greatly reduces the amount of computation needed to calculate mF .
Proposition 5. Let F be a quadratic (n, n)-function. Then ΠβF = Π
β′
F for any β, β
′ ∈
F2n .
Proof. Since F is quadratic, its derivatives DaF for any a 6= 0 are affine functions,
i.e. they satisfy
DaF (x) +DaF (y) = DaF (x+ y) +DaF (0)
for any x, y ∈ F2n . We thus have
DβaF (x) +D
0
aF (x+ β) = DaF (x) +DaF (x+ β) + F (a+ β) + F (a) =
DaF (β) +DaF (0) + F (a+ β) + F (a) =
F (β) + F (a+ β) + F (0) + F (a) + F (a+ β) + F (a) = F (β) + F (0)
(10)
so that we have
DβaF (x) = D
0
aF (x+ β) + s
for some constant s which depends only on F and β.
We have then




F (t)| : t ∈ F2n} = {|Π0F (t+ s)| : t ∈ F2n} = Π0F
as claimed.
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E. Examples and computation results
In some cases, the value mF can be computed mathematically. As an example,
we consider the function F (x) = x3 over the finite field F2n . We derive an exact
formula for the size of ΠβF (b), which allows us to express Π
β
F and, consequently, mF
as a function of the dimension n. From this we can then immediately derive a lower
bound on the distance between x3 and the closest APN function. Note that since x3
is quadratic, by Proposition 5 we have that mF = min Π
β
F for an arbitrary β ∈ F2n .





2n − 1 b = β3;
2n−1 − 1 b 6= β3, n odd;
2n−1 + 2n/2 − 1 b 6= β3, b+ β3 is a cube, n even, n/2 odd;
2n−1 − 2n/2−1 − 1 b 6= β3, b+ β3 is not a cube, n even, n/2 odd;
2n−1 − 2n/2 − 1 b 6= β3, b+ β3 is a cube, n even, n/2 even;
2n−1 + 2n/2−1 − 1 b 6= β3, b+ β3 is not a cube, n even, n/2 even.
(11)
The value minb∈F2n |ΠβF (b)| is then equal to






2n−1 − 1 n is odd;
2n−1 − 2n/2−1 − 1 n is even, n/2 is odd;
2n−1 − 2n/2 − 1 n is even, n/2 is even;
(12)







3 n is odd;
2n−1−2n/2−1+2
3 n is even, n/2 is odd;
2n−1−2n/2+2
3 n is even, n/2 is even.
(13)
Proof. The shifted derivative DβaF of the Gold function F (x) = x3 takes the form
DβaF (x) = x
3 + (x+ a)3 + (a+ β)3 = a2(x+ β) + a(x+ β)2 + β3
for any a, β ∈ F2n .
For convenience, we introduce the “equality indicator” I(A,B), where A and B are
some arbitrary expressions, defined as
I(A,B) =
{
1 A = B
0 A 6= B.
Recall that the value of |ΠβF (b)| is the number of derivative directions a ∈ F2n for




|{(a, x) ∈ F∗2n × F2n : a2(x+ β) + a(x+ β)2 + β3 = b}|+ I(b, β3) =
1
2
|{(a, x) ∈ F∗2n × F2n : a2x+ ax2 = b+ β3}|+ I(b, β3) (14)
by substituting x+ β for x.
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Note that for a = 0, (14) becomes b = β3, so that the number of solutions x is
2nI(β, b3); however, all of these solutions correspond to the same derivative direction
a = 0. For any fixed a 6= 0, we can divide both sides of the equation
a2(x+ β) + a(x+ β)2 = b+ β3
by a3 and substitute ax+ β for x in order to obtain




Since x2 + x is linear with roots 0 and 1, it is a 2-to-1 mapping, and its image set
over F2n is precisely the set of all elements with zero trace. Therefore, for a fixed





= 0, and no solutions otherwise.








+ 1 a 6= 0
0 a = 0,
we can express |ΠβF (b)| as
|ΠβF (b)| = I(b, β3) + wt(h) (16)
where wt(h) is the Hamming weight of h, i.e. the number of elements a ∈ F2n for
which h(a) is non-zero.
The weight of the Boolean function f : F2n → F2 defined as f(a) = Trn(λa3) for






0 λ = 0;
2n−1 n odd , λ 6= 0;
2n−1 − 2n/2 n even, n/2 odd, λ is a cube, λ 6= 0;
2n−1 + 2n/2−1 n even, n/2 odd, λ is not a cube, λ 6= 0;
2n−1 + 2n/2 n even, n/2 even, λ is a cube, λ 6= 0;
2n−1 − 2n/2−1 n even, n/2 even, λ is not a cube, λ 6= 0.
(17)
Note that in the case of a 6= 0 we can express the weight of h as
wt(h) = 2n − wt(f)− 1 (18)
for f(a) = Trn(λa3) with λ = (b+ β3).
From Proposition 6 we can easily see that the distance d(x3, G) tends to infinity
with n. Observe that the value ΠβF does not actually depend on the shift β; this is true
for all quadratic functions as per Proposition 5.
Table I gives the values of mF (for F (x) = x3) and the lower bound on the distance
between x3 and the nearest APN function for all dimensions n in the range 1 ≤ n ≤
20. Note that for 1 ≤ n ≤ 4 the bound is tight as witnessed by:
• u1 = 0, v1 = 1 for n = 1;
• u1 = 0, v1 = α for n = 2, where α is a primitive element of F22;
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• u1 = 0, u2 = 1, v1 = 1, v2 = α for n = 3, where α is a primitive element of F23;
• u1 = 0, u2 = 1, v1 = 1, v2 = 1 for n = 4.
However, as soon as n ≥ 5, the bound is no longer tight in general. Indeed, in the
case of n = 5, we have verified that the smallest distance to an APN function is equal
to 8, which shows that the bound is not tight anymore. It is worth noting, furthermore,
that in this case all possible APN functions at distance 8 from x3 were obtained by
shifting 8 points from F2n by the same value v ∈ F2n . Whether the bound is tight for
some n > 5 remains an open question.
TABLE I
VALUES OF mF AND LOWER BOUNDS ON d(F,G) FOR ANY G APN FOR F (x) = x3 OVER F2n





















By Proposition 3, we know that the value mF for some given APN function F and
the lower bound K on the distance to the closest APN function derived from it are
valid not only for F itself, but for all functions belonging to its CCZ-equivalence
class. Since all APN functions of dimensions four and five have been classified up
to CCZ-equivalence [3], Corollary 2 can now be used to obtain a lower bound on
the Hamming distance between any two APN functions over F2n with n ∈ {4, 5} by
examining a single representative from each. For higher dimensions, we can compute
the lower bound for the known CCZ-classes.
Table II gives the values of mF for representatives from all switching classes [16]
over F2n with n ∈ {4, 5, 6, 7, 8}. In the case of n ∈ {4, 5} the selected functions
encompass representatives from all CCZ-equivalence classes of the corresponding
dimension. In the case of n ∈ {6, 8}, the functions are given and indexed according
to Table 5 from [16]. Note that for n = 7, we obtain the same bound for all functions
listed in [16] except for the inverse function. Since APN functions in dimensions
n ≤ 5 have been completely classified up to CCZ-equivalence [3], this means that for
n ≤ 5 we now have a lower bound on the distance to the closest APN function for all
APN functions over F2n .
In addition, we compute the values of ΠF and mF for new 471, resp. 8157 APN
functions over F27 , resp. F28 listed in [23]. In the case of n = 7, we obtain mF = 63
for all functions F giving a lower bound of 22 on the minimum distance to the closest
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APN function. In the case of n = 8, mF takes values 69, 75, 81, 87, 93, 99, 105, so that
the lower bound on the Hamming distance is always at least 24. We thus have a lower
bound on the distance to the closest APN function for all known APN functions in
dimensions n = 7 and n = 8. The multiset ΠF takes 6665 distinct values for these
8157 functions. A detailed summary of these computational results can be found
online at https://boolean.h.uib.no/mediawiki/.
The next-to-last column of the table gives the minimum distance from a given
function F to the nearest APN function; this can be computed simply as dmF /3e+ 1
but is explicitly given here for convenience. The last column gives the minimum
distance to the closest APN function that can be obtained from F by shifting some
number of points by the same shift, as described in Section V. These values can
be computed efficiently and effectively provide an upper bound on the minimum
distance to the closest APN function.
For the case of n = 5, we use the filtering methods described above to compute
the exact minimum distance to the closest APN function for a representative from
each EA-equivalence class; APN functions have been completely classified in this
dimension up to EA-equivalence [3]. This shows, in particular, that the single shift
distance can, in general, be larger than the minimum distance to an APN function,
and that this minimum distance is not preserved under CCZ-equivalence. The results
are given in Table III. In the column labeled “Number of shifts”, we given the number
of distinct shifts that lead to an APN function; e.g. for BCP-2, either all points from
U must be assigned the same shift, or they should be divided into four pairs, with
each pair of points shifted by the same value. The last column of Table III gives the
CCZ-class to which the function obtained by shifting points from F belongs. The
functions labeled “BCP-1” and “BCP-2” are constructed in [8], and constitute the
earliest example of an APN function EA-inequivalent to a power function.
V. SINGLE SHIFT
A significantly simplified construction involves shifting all the points u1, u2, . . . , uK
by the same value v ∈ F∗2n . In this case, characterizing the APN-ness of







becomes easier regardless of whether F is assumed to be APN or not.
For a given triple (a, x, y) ∈ F32n , let us denote by Na,x,y the parity of the number of
elements from {x, y, a+ x, a+ y} that are in U , i.e.
Na,x,y = |{x, y, a+ x, a+ y} ∩ U | mod 2.
Observe that a differential equation of the form DaG(x) = b for given a ∈ F∗2n , b ∈
F2n can have more than two solutions if and only if
DaF (x) +DaF (y) = vNa,x,y
for x, y ∈ F2n with x+ y 6= a.
Given some initial function F over F2n , the following procedure can then be used
to find all APN functionsG that can be obtained from F by shifting some set of points
U by a given shift v ∈ F∗2n:
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TABLE II
VALUES OF mF , LOWER BOUNDS ON d(F,G) AND MINIMUM SINGLE SHIFT DISTANCE FOR ANY G 6= F APN FOR
F (x) FROM [16]
Dimension F mF Lower bound on minimum distance Minimum single-shift distance
4 x3 3 2 2
5 x3 15 6 8
5 x5 15 6 8
5 x15 9 4 10
6 1.1 27 10 16
6 1.2 27 10 16
6 2.1 15 6 16
6 2.2 27 10 16
6 2.3 27 10 16
6 2.4 15 6 8
6 2.5 15 6 16
6 2.6 15 6 8
6 2.7 15 6 8
6 2.8 15 6 8
6 2.9 21 8 16
6 2.10 21 8 8
6 2.11 15 6 16
6 2.12 15 6 8
7 7.1 54 19 ?
7 all others 63 22 ?
8 1.1 111 38 ?
8 1.2 111 38 ?
8 1.3 111 38 ?
8 1.4 111 38 ?
8 1.5 111 38 ?
8 1.6 111 38 ?
8 1.7 111 38 ?
8 1.8 111 38 ?
8 1.9 111 38 ?
8 1.10 111 38 ?
8 1.11 111 38 ?
8 1.12 111 38 ?
8 1.13 111 38 ?
8 1.14 99 34 ?
8 1.15 111 38 ?
8 1.16 111 38 ?
8 1.17 111 38 ?
8 2.1 111 38 ?
8 3.1 111 38 ?
8 4.1 99 34 ?
8 5.1 105 36 ?
8 6.1 105 36 ?
8 7.1 111 38 ?
TABLE III
DISTANCE BETWEEN APN EA-REPRESENTATIVES FROM F25 AND CLOSEST APN FUNCTION
F Lower bound Actual distance Single-shift distance Number of shifts CCZ-class
x3 6 8 8 1 x5
x5 6 8 8 1 x3
BCP-2 6 8 8 1,4 x3
BCP-1 6 8 8 1,4 x5
x7 6 10 12 10 x7
x11 6 10 12 10 x11
x15 4 10 10 10 x15
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1) assign a Boolean variable ux ∈ F2 to every field element x ∈ F2n; the value of
ux will indicate whether x is in U or not;
2) find all tuples (x, y, a) ∈ F32n for which DaF (x) + DaF (y) = v with a 6= 0, x 6=
y, a+ y;
3) for every such tuple, consider the equation ux + uy + ua+x + ua+y = 0;
4) find also all tuples (x, y, a) ∈ F32n for which DaF (x) + DaF (y) = 0 with a 6=
0, x 6= y, a+ y;
5) for every such tuple, consider the equation ux + uy + ua+x + ua+y = 1;
6) solve the system of all such equations; this can be done by e.g. constructing an
e× (2n) matrix over F2, where e is the number of tuples of both types considered
above;
7) the solutions to this system now correspond to precisely those sets U ⊆ F2n for
which G is APN.
Note that in the case that F is APN, no equations of the type DaF (x)+DaF (y) = 0
exist for x+ y 6= a so that steps four and five above can be skipped.
This method is quite useful in practice, as it can be applied rather efficiently (the
main part of the computations consists of finding all tuples (x, y, a) satisfying one
of the conditions given above) and since it can be applied to an arbitrary function F
(not only APN). Note that the same method can be obtained from Theorem 9 in [16]
for the case that F is APN, where it is presented as a special case of the so-called
“switching construction”. A construction in which a Boolean function is added to an
(n, n)-function is also studied in [7].
VI. CONCLUSION
We examined a construction in which a given vectorial Boolean function F is
modified at K different points in order to obtain a new function G. We introduced
a new CCZ-invariant for APN functions ΠF which to the best of our knowledge
is the first such new invariant for the last ten years. We computed the values of
ΠF for all known APN functions over F2n for n ≤ 8. We obtained sufficient and
necessary conditions for G to be APN, from which we derived an efficient procedure
for searching for APN functions at a given distance from F as well as a lower bound
on the distance to the closest APN function in terms of ΠF and mF . Based on this, we
computed a lower bound on the Hamming distance to the closest APN function for
all APN functions over F2n for n ≤ 5, and for all known APN functions over F2n for
n ≤ 8. We also gave a formula expressing this lower bound for the Gold function x3
over F2n for any dimension n. An additional method for characterizing the APN-ness
of G was given for the special case when all the shifts v1, v2, . . . , vK are identical.
There is a lot of room for future work, and a number of questions and research
directions remain open. The methods used here for the characterizations of APN
functions may be applied to other classes such as differentially 4-uniform functions.
A theoretical lower bound on the value mF would be valuable, as well as additional
results related to its computation. Finding relations between mF and other properties
of F may be very important, and applying the filtering procedure in practice may lead
to new examples of APN functions.
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Abstract
Almost perfect nonlinear (APN) and almost bent (AB) functions are integral components
of modern block ciphers and play a fundamental role in symmetric cryptography. In this paper,
we describe a procedure for searching for quadratic APN functions with coefficients in F2 over
the finite field F2n and apply this procedure to classify all such functions over F2n with n ≤ 9.
We discover two new APN functions (which are also AB) over F29 that are CCZ-inequivalent
to any known APN function over this field. We also verify that there are no quadratic APN
functions with coefficients in F2 over F2n with 6 ≤ n ≤ 8 other than the currently known ones.
I. INTRODUCTION
A vectorial Boolean (n,m)-function is a function between the vector spaces Fn2
and Fm2 over the finite field F2 = {0, 1} for some two positive integers m,n. Vectorial
Boolean functions play a crucial role in the design of modern block ciphers (where
they are referred to as “S-boxes” or “substitution boxes”), in which they typically
represent the only nonlinear part of the encryption. For this reason, the resistance
of a block cipher to cryptanalytic attacks directly depends on the properties of its
substitution boxes. Vectorial Boolean (n, n)-functions are of particular importance in
cryptography since one typically wishes to substitute a sequence of bits for another
sequence of the same length. In this case, the vector space Fn2 is usually identified
with the finite field F2n , and (n, n)-functions are expressed as polynomials over F2n .
Among the most powerful cryptanalytic attacks known to date are the so-called
“differential cryptanalysis” introduced by Biham and Shamir [1], and the “linear
cryptanalysis” introduced by Matsui [26]. Almost perfect nonlinear (APN) functions
were introduced by Nyberg [27] as the class of (n, n)-functions offering optimal
resistance to differential cryptanalysis, while almost bent (AB) functions are the
ones that are optimal against linear cryptanalysis [22]. Finding new examples and
constructions of APN and AB functions is very important not only for the purpose of
constructing new block ciphers in cryptography, but also for other areas of computer
science and discrete mathematics (such as combinatorics, sequence design, coding
theory, design theory) in which some APN functions correspond to optimal objects.
Furthermore, finding new APN and AB functions is a difficult task, especially for
large dimensions n: indeed, to date only six infinite monomial APN families and
twelve infinite polynomial APN families have been discovered1, despite ongoing
research on the topic since the early 90’s. Among these, there are four infinite families
of AB monomials and eight infinite families of AB polynomials.
1Tables of the known infinite monomial and polynomial families can be found at https://boolean.h.uib.no/mediawiki/
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The case of quadratic APN functions is more tractable than the general one, which
is evinced by the fact that all the infinite polynomial families constructed so far are
quadratic, and only one known sporadic example of a non-quadratic (up to CCZ-
equivalence) APN function (which is defined over F26) is known [24]. Nevertheless,
quadratic APN functions are an important ongoing direction of research: in 2010,
Dillon et al. discovered an APN permutation in dimension n = 6, thereby disproving
the conjecture that APN functions over fields of even dimension could never be
bijective [5]. Despite Dillon’s permutation not being a quadratic APN function per se,
it was constructed by traversing the CCZ-equivalence class of a quadratic function.
The question of the existence of other APN permutations for even n remains open,
and investigating new instances of quadratic APN functions is a promising way to
approach it.
A lot of research has been done on the topic of APN functions in recent years. An
infinite construction of APN binomials inequivalent to power functions is given in
[13], disproving the long-standing conjecture that all infinite APN families must be
monomials. Further infinite constructions of APN and AB functions are proposed in
[2], [8], [9], [10], [11], [12], [13], [14], [15], [30], [33]. Previously, a classification
of all APN functions over F2n for n up to 5 was given in [3], with classification for
dimensions n higher than 5 remaining incomplete at the time of writing. In the case
of n = 6, classification is complete for the particular cases of quadratic and cubic
functions: in [4], 13 CCZ-inequivalent quadratic functions over F26 are listed, and it
is shown that these encompass all quadratic CCZ-classes over F26 in [23]; as for the
case of cubic APN functions, their classification is given in [25]. Furthermore, a study
of the EA-equivalence classes corresponding to all known APN functions over F26 is
presented in [17], [18]. More background on APN functions and their construction
can be found e.g. in [7] or [20].
Using a matrix construction, a large number of CCZ-inequivalent APN functions
were found over F27 and F28 [32], bringing the total number of known APN functions
over these fields to 490 and 8180, respectively. To the best of our knowledge, no
systematic search of this kind has been performed over F2n for any dimension n ≥ 9.
The main reason for this is that the complexity of a computer search (which increases
exponentially with the dimension n) becomes too demanding over dimensions of this
magnitude.
Results similar to those in [32] have been independently obtained in [31], wherein
285 and 10 previously unknown quadratic APN functions are obtained over F27 and
F28 , respectively. Another similar approach based on the concept of antidifferentia-
tion is developed in and [28] and [29].
In this paper, we focus on the particular case of quadratic APN functions over F2n
with n ≤ 9 and with coefficients in F2. We employ a specialization of the matrix
method presented in [32] to conduct our search, and obtain a complete classification
(up to CCZ-equivalence) of these functions over F29 . In particular, we discover two
instances of APN functions over F29 that are inequivalent to any known APN function
over this field. For dimensions n with 6 ≤ n ≤ 8, we show that there are no quadratic
APN functions with coefficients in F2 other than the already known ones.
In our classification, we list a shortest possible representative from each discovered
CCZ-equivalence class. In dimensions n up to 6, these shortest representatives are all
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monomials. In dimensions n ∈ {7, 8}, the longest representative has 6 terms, while in
dimension n = 9, the longest representative has 9 terms. This raises the question of
whether any quadratic APN function over F2n represented by a polynomial with coef-
ficients in F2 is CCZ-equivalent to a function that can be represented by a polynomial
with coefficients in F2 with at most n terms.
Furthermore, although all of the functions that we find over F28 are equivalent to
representatives from [24], we find shorter representatives for two of these functions,
viz. x3 + x6 + x72 for x3 + Tr(x9) and x3 + x6 + x144 for x9 + Tr(x3). Thus, to the best
of our knowledge, our classification lists the shortest known representatives for these
CCZ-equivalence classes.
II. PRELIMINARIES
Let n be a positive integer. We denote by F2n the finite field with 2n elements, by
F?2n its multiplicative group, and by F2n [x] the univariate polynomial ring over F2n in




for x ∈ F2n . By Fm×k2n , we denote the set of m-by-k matrices with entries in F2n , and
if M ∈ Fm×k2n , we denote by M [i, j] the entry in the i-th row and j-th column of M ,
for 0 ≤ i ≤ m− 1, 0 ≤ j ≤ k− 1. By Submatrix(M, i, j, p, q), we will denote the p× q
submatrix of M rooted at (i, j), for 0 ≤ i ≤ m − 1, 0 ≤ j ≤ k − 1, 1 ≤ p ≤ m − i,
1 ≤ q ≤ k − 1. Note that we index matrix rows and columns from zero.
We will use the following conventions and notation throughout the paper:
(i) When working over F2n , integers indexing i.a. basis elements and matrix rows
and columns will be considered modulo n. For instance, a normal basis
{α0, α1, . . . , αn−1} satisfies αi+1 = α2i for 0 ≤ i ≤ n− 1; this means that αi+1 =
α2i for 0 ≤ i ≤ n− 2, and α0 = α2n−1.
(ii) Suppose {α0, α1, . . . , αn−1} is a normal basis of F2n over F2, so that αi+1 = α2i
for 0 ≤ i ≤ n−1, and suppose {θ0, θ1, . . . , θn−1} is its dual basis, i.e. Tr(αiθj) = 0
for i 6= j and Tr(αiθi) = 1 for 0 ≤ i, j ≤ n − 1. Note that {θ0, θ1, . . . , θn−1} is
also a normal basis, so that without loss of generality, we can assume θi+1 = θ2i
for 0 ≤ i ≤ n− 1.
Let Mα ∈ Fn×n2n and Mθ ∈ Fn×n2n be such that
Mα[i, u] = α
2i
u and Mθ[i, u] = θ
2i
u (1)
for 0 ≤ u, i ≤ n − 1. Then M tαMθ[u, j] = Tr(αuθj) for 0 ≤ u, j ≤ n − 1, so that





M tα is the transpose of Mα.
(iii) Let B ∈ Fm2n be a vector B = (η0, η1, · · · ηm−1) where ηi ∈ F2n for 0 ≤ i ≤
m − 1. Then Span(B) = Span(η0, η1, · · · , ηm−1) is the subspace spanned by
{η0, η1, · · · , ηm−1} over F2. The dimension of this subspace is denoted by
Rank(B) = Rank(η0, η1, · · · , ηm−1), and is referred to as the rank of B over F2.
If ηi =
∑n−1
j=0 λi,jαj for 0 ≤ j ≤ m − 1, with λi,j ∈ F2 for 0 ≤ i, j ≤ n − 1, and
we define an m-by-n matrix Λ ∈ Fm×n2 by Λ[i, j] = λi,j , then the rank of B is
equal to the rank of Λ.
An (n, n)-function, or vectorial Boolean function, is any mapping F : F2n → F2n
from the field with 2n elements to itself. Any (n, n)-function can be represented as a
polynomial F (x) =
∑2n−1
i=0 aix
i over F2n with ai ∈ F2n; this representation is referred
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to as the univariate representation of F , and is unique. The binary weight wt2(i) of
a positive integer i is the number of ones in its binary notation; equivalently, if we
write i as a sum of powers of two, so that i =
∑k
j=0 bj2
j for bj ∈ {0, 1}, then its binary
weight is wt2(x) =
∑k
i=0 bj , with the sum taken over the integers. The largest binary
weight of an exponent i with non-zero coefficient ai in the univariate representation
of an (n, n)-function F is called the algebraic degree of F and is denoted by deg(F ).
A function of algebraic degree 1, resp. 2, resp. 3 is called affine, resp. quadratic, resp.
cubic. An affine F satisfying F (0) = 0 is called linear.
In the following, we concentrate on the case of homogeneous quadratic functions,






for ai,j ∈ F2n , i.e. quadratic functions with no linear terms in their univariate
representation.
Definition 1. A mapping F : F2n → F2n is called differentially δ(F )- uniform if
δ(F ) = max
a∈F?2n ,b∈F2n
#∆F (a, b),
where ∆F (a, b) = {x ∈ F2n : F (x + a) + F (x) = b}, and #∆F (a, b) is the cardinality
of ∆F (a, b). If δ(F ) = 2, F is called almost perfect nonlinear (APN).
Definition 2. Let F and F ′ be two functions from F2n to F2n . We say that F and F ′
are EA-equivalent (Extended affine equivalent) if we can write F ′ as
F ′(x) = A1(F (A2(x))) + A3(x),
where A1 and A2 are affine permutations of F2n , and A3 is an affine function on F2n .
We say that F and F ′ are CCZ-equivalent (Carlet-Charpin-Zinoviev equivalent)
[21], if there exists an affine permutation which maps GF onto GF ′ , where GF =
{(x, F (x)) : x ∈ F2n} is the graph of F , and GF ′ is the graph of F ′.
EA-equivalence is a special case of CCZ-equivalence, and the latter, which also
includes taking inverses of permutations as a particular case, is known to be strictly
more general that the combination of both of the aforementioned transformations [6],
[8], [19]. An important property of CCZ-equivalence is that it leaves the differential
uniformity δ(F ) invariant, i.e. if two (n, n)-functions F and F ′ are CCZ-equivalent,
then δ(F ) = δ(F ′). For this reason, APN functions are typically classified up to CCZ-
equivalence, and this makes the classification process somewhat easier despite the
large amount of (n, n)-functions.
Computationally testing whether two (n, n)-functions are CCZ-equivalent is typ-
ically done by associating a linear code to each function and then testing whether
the resulting two codes are isomorphic [4]. To the best of our knowledge, this test is
reliable for finite fields F2n with n ≤ 9, but sometimes fails for higher values of n
due to a lack of computational resources. The Γ-rank, ∆-rank, and the order of the
multiplier group are CCZ-invariants introduced in[24]. In our search, we use the code
isomorphism test to partition the APN functions that we find into CCZ-equivalence
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classes, and use the Γ-ranks of the two new functions that we find as proof that they
lie outside the bounds of all previously known APN functions over F29 .
We recall a couple of useful notions from [32].
Definition 3. Let H ∈ Fm×k2n (m, k ≤ n). We say that H is proper if every nonzero
linear combination over F2 of the m rows of H has rank at least k − 1.
Definition 4. Let H be an n × n matrix defined on F2n . Then H is called a QAM
(quadratic APN matrix) if:
i) H is symmetric and the elements in its main diagonal are all zeros;
ii) H is proper, i.e. every nonzero linear combination of the n rows (or, equivalently,
columns, due to H being symmetric) of H has rank n− 1.
III. CONSTRUCTION OF QUADRATIC APN FUNCTIONS
A. Correspondence between quadratic functions with coefficients in F2 and a class of
matrices
As shown in [32], there is a one-to-one correspondence between quadratic APN
functions and QAM’s. The precise statement is given in Theorem 1 below.
Theorem 1. [32] Let F (x) =
∑
0≤t<i≤n−1 ci,tx
2i+2t ∈ F2n [x] be a homogeneous
quadratic (n, n)-function and let CF ∈ Fn×n2n be defined by CF [i, t] = CF [t, i] = ci,t,
CF [i, i] = 0 for 0 ≤ i < t ≤ n − 1. Let H = M tαHMα where Mα is as defined in (1).
Then δ(F ) = 2k if and only if any non-zero linear combination over F2 of the n rows
of H has rank at least n− k. In particular, F is APN if and only if H is a QAM.
The following theorem addresses the specific case when all coefficients of the
function are in F2.




2i+2t be a quadratic homogeneous (n, n)-
function. Define an n× n matrix CF by CF [t, i] = CF [i, t] = ci,t for 0 ≤ t < i ≤ n− 1
and CF [i, i] = 0 for 0 ≤ i ≤ n− 1. Finally, take
H = M tαCFMα.
Then
H[u+ 1, v + 1] = H[u, v]2 (2)
(with the indices taken modulo n) for 0 ≤ v, u ≤ n − 1 if and only if ci,t ∈ F2 for
0 ≤ t < i ≤ n− 1.
Proof. (⇐) Suppose ci,t ∈ F2 for 0 ≤ t < i ≤ n − 1. From H = M tαCFMα we have,













It is easy to see thatH[u+1, v+1] = H[u, v]2 for 0 ≤ v, u ≤ n−1, since {α0, α1, . . . , αn−1}
is a normal basis such that αi+1 = α2i for 0 ≤ i ≤ n−1. Note that in the case i = n−1,
this means that α2n−1 = α0.
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θ, which means that, for all 0 ≤ v, u ≤ n− 1,

















0+kH[0, 0 + k]),
which clearly belongs to F2.
By Theorem 2, any matrix H representing a quadratic APN function with coeffi-
cients in F2 satisfies (2); this significantly reduces the search space, and allows an
exhaustive search to be performed in practice for higher dimensions.
B. Conditions on QAM’s
In the following subsection, we describe how we conduct an exhaustive search
over all n × n QAM’s corresponding to (n, n)-functions represented by univariate
polynomials with coefficients in F2. The condition H[u + 1, v + 1] = H[u, v]2 greatly
reduces the search space, and, in fact, implies that the values of only bn/2c entries
of the matrix have to be guessed before the values of the remaining entries can
be uniquely reconstructed. Depending on the parity of n, the situation is slightly
different, and so, in the following we look at two concrete examples, one for n = 5,
and one for n = 6.
Example 1. In the case of n = 5, suppose that H is a symmetric 5 × 5 matrix with
zero diagonal and such that H[u+1, v+1] = H[u, v]2 for all 0 ≤ u, v ≤ 4. If we denote
the entries of this matrix at H[0, 1] and H[0, 2] by a and b, respectively, we can readily




0 a b b8 a16
a 0 a2 b2 b16
b a2 0 a4 b4
b8 b2 a4 0 a8
a16 b16 b4 a8 0

 .
Thus, knowing the values of only two entries of the matrix completely determines
the rest. For comparison, without the condition H[u + 1, v + 1] = H[u, v]2, we would
have to guess 1 + 2 + 3 + 4 = 10 entries of the matrix.
In the case of n = 6, we once again label the entries of a 6× 6 matrix H at H[0, 1],




0 a b c b16 a32
a 0 a2 b2 c2 b32
b a2 0 a4 b4 c4
c8 b2 a4 0 a8 b8
b16 c16 b4 a8 0 a16





Since H must be symmetric, from H[0, 3] = c and H[3, 0] = c8 we get an additional
condition on the value of c, namely c8 = c, i.e. c ∈ F23 . In this case, only 3 entries of
H need to be guessed before the entire matrix can be reconstructed. For comparison,
omitting the condition H[u+ 1, v+ 1] = H[u, v]2 would require us to guess 1 + 2 + 3 +
4 + 5 = 15 entries of the matrix.
The above principles can be generalized as follows.
Proposition 1. Let n be a positive integer and H be a symmetric n × n matrix over
F2n with zeros on its main diagonal such that H[u + 1, v + 1] = H[u, v]2 for all 0 ≤
u, v ≤ n− 1, with the indices being taken modulo n. Then:
1) H[i, j] = H[0, j − i]2i for any 0 ≤ i, j ≤ n− 1;
2) H[0, j] = H[0,−j]2j for any 0 ≤ j ≤ n− 1;
3) if n is even, then H[0, n/2] ∈ F2n/2 .
Consequently, the entries of H at H[0, j] for 1 ≤ j ≤ bn/2c uniquely determine the
values of all entries of H.
Proof. The first point follows from (2) by induction on i. For the second point, we
have
H[0, n− j + 1] = H[n− j + 1, 0] = H[0, j − n− 1]2n−j+1 = H[0, j − 1]2n−j+1
using the symmetry of H and the first point. The third point then follows from the
second one by taking j = n/2.
In general (that is, without the condition from Theorem 2), a symmetric n×nmatrix
with zeros on the main diagonal is determined by 1 + 2 + · · · + (n− 1) = n(n− 1)/2
entries. By restricting ourselves to matrices satisfying (2), the number of entries drops
to bn/2c as pointed out in Proposition 1, which decreases the number of guesses from
quadratic to linear in the dimension n.
The following proposition allows us to further reduce the search complexity by
discarding QAM’s which a priori correspond to equivalent functions. Proposition 2
follows from Theorem 3 of [32], which asserts that if H ∈ Fn×n2n is a symmetric
matrix, and H ′ ∈ Fn×n2n is defined by applying a linear permutation L : F2n → F2n
to all elements of H, then the quadratic functions defined by H and H ′ are EA-
equivalent. As the mapping x 7→ x2 is a linear permutation on account of gcd(2, 2n −
1) = 1, the proposition is an immediate consequence of this theorem. The restriction
to linear permutations of the form x 7→ x2k comes from the fact that the property (2)
remains invariant under such permutations.
Proposition 2. Suppose F1 ∈ F2n [x] is a homogeneous quadratic APN function with
coefficients in F2, and H is its corresponding QAM. Let H ′ be the matrix defined by
H ′[i, j] = H[i, j]2 for 0 ≤ i, j < n. Then H ′ is also a QAM, and its corresponding
function F2 ∈ F2[x] is EA-equivalent to F1.
Following the statement of Proposition 2, recall that we will two elements a, b ∈
F2n conjugates if there is a non-negative integer k such that a = b2
k
. The relation
“conjugate to” is an equivalence relation which induces a partition of F2n into conju-
gacy classes.
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To summarize, by Proposition 2, only a single representative from each conjugacy
class has to be considered for the first entry that we guess, which further reduces the
number of possibilities that have to be considered. Furthermore, in the case of even
n, the set of possible values for the last entry that we guess can be restricted to the
subfield F2n/2 .
The results from Theorems 1, 2 and Proposition 2 are combined into an efficient
procedure for searching for quadratic APN functions over F2n with coefficients in
F2n in Algorithm 1.
C. The algorithm
The algorithm is essentially an exhaustive search which traverses all possible n×n
QAM’s by starting with the n×n zero matrix and iteratively assigning concrete values
to its entries. Condition (2) greatly reduces the search space.
The Search(j,H) procedure implements the basic logic of the exhaustive search.
An invocation of Search(j,H) attempts to assign a value to the entry of the matrix in
the first row and j-th column, i.e. H[0, j]. In order to achieve this, it first invokes the
GetPossibleValues(j,H) function which returns a list W of all possible values that
H[0, j] can take; using Proposition 2, a number of impossible values are filtered out
by GetPossibleValues, which further reduces the complexity of the search. For all
possible values w ∈ W , the Search procedure attempts to assign w to H[0, j]. This
is performed by calling the Assign(j,H,w) procedure, which assigns w to H[0, j]
and derives the values of all other entries of the matrix that follow from H[0, j] by
symmetry and by (2). If j = bn/2c and a value w is assigned to H[0, j], then all entries
in the matrix are already known, and it remains to check whether the obtained matrix
is a QAM. If j < m, then Search(j + 1, H) is called recursively to assign a value to
the next variable.
The GetPossibleValues(j,H) function distinguishes between two cases. Since a
QAM must contain zeros on the main diagonal, H[0, 1] is the first variable to be
assigned a value. By Proposition 2, it suffices to consider a single representative from
every conjugacy class in F2n; this is precisely what the function GetConjugacyClass-
Representatives(n) returns.
When j > 2, we can no longer restrict ourselves to a single representative from
each conjugacy class, but can reduce the range of possible values for H[0, j] in other
ways. Recall that by the definition of a QAM, every nonzero linear combination of
rows must have rank n − 1. Since every row contains a zero element on the main
diagonal, this is equivalent to saying that the elements of each row that do not lie
on the main diagonal must be linearly independent. For this reason, the subspace S
spanned by the entries in the first row that have already been assigned is removed
from the list E of possible values. After S is computed, its size is used to test whether
the known elements on the first row are linearly independent; note that while the ele-
ment at H[0, j] is always selected so that it is linearly independent on the previously
assigned elements, the same is not necessarily true for the value of H[0,−j] derived
by Proposition 1, and this necessitates the test for linear independence. If the test
fails, GetPossibleValues returns an empty set for the possible values of H[0, j], which
immediately forces the search procedure to backtrack to H[0, j − 1]. By Corollary 2
of [32], every submatrix of a QAM must be proper. This condition is also exploited
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by GetPossibleValues in order to reduce the set E of possible values; once all entries
H[0, j] for 1 ≤ j ≤ j − 1 are known, the submatrix of H consisting of the first j rows
and j + 1 columns is fully determined. All values of H[0, j] for which this submatrix
is not proper are removed from E.
The entire search procedure begins by initializing H to an n × n zero matrix and
invoking Search(1, H) to assign a value to the first variable.
As observed in Subsection III-B, the cases for an even and for an odd dimension
n are slightly different. The only major difference is that the values of one of the
entires of the matrix can be restricted to the subfield F2n/2 when n is even. When
implementing the search in practice, the distinction between the odd and even case
manifests in the indexing of the variables. Algorithm 1 provides an explicit descrip-
tion of the search procedure in the case of odd n; this is motivated by the fact that
our experiments for n = 9 constitute the main point of interest in our experimental
output, as, to the best of our knowledge, no search of this type has been performed
for dimensions greater than 8. The algorithm in the case of an even n is principally
the same, keeping in mind that the value of H[0, n/2] can be restricted to F2n/2 .
D. Summary of experimental results
Running the search for n = 9 on a server operating with an Intel Xeon E5 CPU
at 3.5G GHz took approximately 33 days and produced a list of 21504 functions.
Partitioning them into CCZ-equivalence classes by the code isomorphism test was
performed by running several parallel processes on a server with an Intel Xeon E5
CPU at 2.60 GHz, and around 15-16 months. The result are the 8 CCZ-inequivalent
representatives given in Table I. Computing the Γ-rank of one representative on the
same server takes around an hour, while computing the ∆-rank takes approximately
3 days.
The running time for lower dimensions are negligible, and the computations were
performed on a personal computer running an Intel m5-6Y54 CPU at 1.5 GHz. For
n = 8, performing the exhaustive search took around 3 hours and produced 7616
functions, which were partitioned into CCZ-classes in 8 hours. For n = 7, 4410
functions were found in 2 minutes, and partitioned into CCZ-classes within 12 hours.
For 4 ≤ n ≤ 6, both performing the search and partitioning the resulting functions
into CCZ-equivalence classes takes less than a second; the number of functions found
was 4 for n = 4, 72 for n = 5, and 32 for n = 6.
Table I lists representatives from all CCZ-equivalence classes found by our method.
Note that the search is complete, i.e. the CCZ-equivalence classes containing these
representatives cover all possible homogeneous quadratic APN functions with coeffi-
cients in F2 over F2n with 4 ≤ n ≤ 9. For each representative, we have also computed
its Γ-rank, ∆-rank, and the order |M(GF )| of its multiplier group [24].
In dimensions n ≤ 6, we only find power functions as expected. In dimension
n = 7, besides three power functions, we find 12 polynomials, among which are two
binomials, six quadrinomials, four pentanomials, and one hexanomial. In dimension
n = 8, we find two power functions and 5 polynomials, which consist of two trinomi-
als, two pentanomials, and one hexanomial. In dimension n = 9, we find three power
functions, along with 5 polynomials: two of them have 7 terms, one has 8 terms, and
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Algorithm 1: A procedure for searching for QAM’s corresponding to APN functions
with coefficients in F2
Input: An integer n = 2m+ 1
Output: A list of APN functions over F2n represented by univariate polynomials
with coefficients in F2
procedure Search(n);





for w ∈ W do
Assign(j,H,w);
if j = m then
if H is a QAM then
output the polynomial corresponding to H;
else





for t ∈ 1, · · · , n− 1 do
//Note that all indices are modulo n
H[t, j + t]← H[t− 1, j + t− 1]2;
H[j + t, t]← H[t, j + t];
end procedure;
function GetPossibleValues(j,H);
if j = 1 then
return GetConjugacyClassRepresentatives(n);
else
S ← Span({H[0, i], H[0, n− i] : i ∈ 1, 2, · · · , j − 1});
if #S < 22j−2 then
return ∅;
E ← F∗2n \ S;
for e ∈ E do
H[0, j]← e;
A← Submatrix(H, 0, 0, j, j + 1);
if A is not proper then




two have 9 terms. All the representatives given in the tables are in shortest possible
presentation.
In the case of dimension n ≤ 8, all of the representatives that we have discovered
are identical or equivalent to switching class representatives from [24]. Despite this,
in dimension n = 8, we discover very “short” and previously undocumented repre-
sentatives (namely, trinomials) for two of the switching classes from [24]: x3+x6+x72
is CCZ-equivalent to x3 +Tr(x9), and x3 +x6 +x144 is CCZ-equivalent to x9 +Tr(x3).
Both of these trinomials consist of monomials from the cyclotomic cosets of x3
and x9, and despite their nearly identical structure, they belong to distinct CCZ-
equivalence classes. Note that the x3 + Tr(x9) belongs to the infinite family of APN
functions from [14], while the second has not be generalized into any infinite family
so far.
Furthermore, in dimension n = 9, we discover two representatives, viz.
s1(x) = x
136 + x132 + x96 + x80 + x36 + x34 + x18 + x17 + x12
and
s2(x) = x
288 + x272 + x264 + x160 + x144 + x130 + x48 + x34
which are CCZ-inequivalent to any currently known APN function over F29 . We have
verified this inequivalence in two ways: by means of the code isomorphism test, and,
in addition, by computing their Γ-ranks, which turn out to be 48856 AND 48858,
respectively.
We have computationally checked that these newly found functions are not CCZ-
equivalent to a permutation, which took us about 40 hours computation. Thus, no
quadratic APN function with coefficients in F2 can be CCZ-equivalent to a permu-
tation over F2n with n ≤ 9, except for the Gold APN monomials in the case of odd
n.
Based on the computational results for dimensions n ≤ 9, we can observe that any
quadratic APN function F1 with coefficients in F2 appears to be CCZ-equivalent to
a quadratic APN function F2 with at most n non-zero coefficients in F2n . It would
be interesting to establish whether this is true in general; if so, it would indicate
the existence of a simple polynomial form for functions of this type, which would
significantly simplify the complexity of searching for them.
This is closely related to the problem of finding the “simplest” possible polynomial
representation for a given (n, n)-function F . A simple representation not only results
in a polynomial representation that can be evaluated more efficiently in practice, but
facilitates the mathematical analysis of the function in question and its properties.
Problem 1. Given an (n, n)-function F , find a function G, such that G is CCZ-
equivalent to F and its univariate representation has the least possible number of
non-zero coefficients.
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n ID Functions Γ-rank ∆-rank |M(GF )|
4 4.1 x3 100 20 5760
5 5.1 x
3 330 42 4960
5.2 x5 330 42 4960
6 6.1 x3 1102 94 24192
7
7.1 x3 3610 198 113792
7.2 x5 3708 198 113792
7.3 x9 3610 198 113792
7.4 x3 +x5 +x6 +x12 +x33 +x34 4050 210 896
7.5 x3 + x5 + x10 + x33 + x34 4040 212 896
7.6 x3 + x6 + x20 4038 212 896
7.7 x3 + x6 + x34 + x40 + x72 4048 212 896
7.8 x3 + x9 + x10 + x66 + x80 4026 212 896
7.9 x3 + x9 + x18 + x66 4044 212 896
7.10 x3 + x12 + x17 + x33 4048 210 896
7.11 x3 + x12 + x40 + x72 4048 210 896
7.12 x3 + x17 + x20 + x34 + x66 4040 210 896
7.13 x3 + x17 + x33 + x34 4040 212 896
7.14 x3 + x20 + x34 + x66 4048 210 896
7.15 x5 + x18 + x34 4034 210 896
8
8.1 x3 11818 420 522240
8.2 x9 12370 420 522240
8.3 x3 + x5 + x18 + x40 + x66 14044 446 2048
8.4 x3 + x6 + x72 13800 432 6144
8.5 x3 + x6 + x68 + x80 + x132 +
x160
14040 454 2048
8.6 x3 + x6 + x144 13804 434 6144
8.7 x3 + x12 + x40 + x66 + x130 14046 438 2048
9
9.1 x3 38470 872 2354688
9.2 x5 41494 872 2354688
9.3 x17 38470 872 2354688
9.4 x136+x132+x96+x80+x36+








9.7 x264 + x160 + x144 + x132 +
x80 + x72 + x66 + x40 + x17
47890 920 4608
9.8 x288 + x272 + x264 + x160 +
x144 + x130 + x48 + x34
48858 940 4608
TABLE I: List of representatives from all CCZ-equivalence classes of quadratic APN
functions over F2n represented by polynomials with coefficients in F2, for 4 ≤ n ≤ 9
IV. CONCLUSION
We have described a procedure for searching for quadratic APN functions with
coefficients in F2 over F2n by constructing matrices of a particular type, and have
used this procedure to classify all such functions over the finite fields F2n with
n ≤ 9. We have discovered two previously unknown APN functions over F29 , and
a representation of two of the switching class representatives over F28 in the form of
trinomials, which is simpler than their currently known representations. In the case of
6 ≤ n ≤ 8, we have experimentally verified that there are no quadratic APN functions
with coefficients in F2 other than the previously known ones.
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Abstract
The binomial B(x) = x3 + βx36 (where β is primitive in F22 ) over F210 is the first
known example of an Almost Perfect Nonlinear (APN) function that is not CCZ-equivalent to a
power function, and has remained unclassified into any infinite family of APN functions since
its discovery in 2006. We generalize this binomial to an infinite family of APN quadrinomials








from which B(x) can be obtained by
setting a = β, b = c = 0, i = 3, k = 2. We show that for any dimension n = 2m with m odd
and 3 - m, setting (a, b, c) = (β, β2, 1) and i = m−2 or i = (m−2)−1 mod n yields an APN
function, and verify that for n = 10 the quadrinomials obtained in this way for i = m− 2 and
i = (m − 2)−1 mod n are CCZ-inequivalent to each other, to B(x), and to any other known
APN function over F210 .
I. INTRODUCTION
Vectorial Boolean functions, or (n,m)-functions, are mappings between the vector
spaces Fn2 and Fm2 for some positive integers n and m, where F2 is the finite field with
two elements. Any such mapping can be understood as a transformation substituting
a sequence of n bits (zeros and ones) with a sequence of m bits according to a given
prescription, and for this reason (n,m)-functions naturally appear in different areas
of computer science and engineering. In particular, (n,m)-functions are of critical
importance in the field of cryptography: virtually all modern block ciphers incorpo-
rate an (n,m)-function (usually referred to as an “S-box” or “substitution box” in this
context) as their only nonlinear component, and as such the security of the encryption
directly depends on the properties of the (n,m)-function. Researchers have defined
various properties which measure the resistance of an (n,m)-function to different
kinds of cryptanalysis, including nonlinearity, differential uniformity, boomerang
uniformity, algebraic degree, and so forth. The lower the differential uniformity of
a function, in particular, the better its security against differential cryptanalysis [3],
which is one of the most efficient attacks that can be employed against block ciphers.
When n = m, which is the main case of our interest, the differential uniformity
of any (n, n)-function is at least 2, and the (n, n)-functions meeting this bound are
called almost perfect nonlinear (APN). Discovering new examples and constructions
of APN functions is thus a matter of significant practical importance since they enable
the design of new block ciphers. APN functions are interesting from a theoretical
point of view as well, as they correspond to optimal objects within other areas of
mathematics and computer science, e.g. coding theory, combinatorics, and projective
geometry.
Finding new constructions of APN functions is difficult. APN functions have been
known and studied since the early 90’s [22] but, to date, only six infinite families of
This paper was presented in part at the Fourth International Workshop on Boolean Functions and their Applications
(BFA-2019) which took place in Florence, Italy on June 16-21, 2019
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TABLE I
KNOWN INFINITE FAMILIES OF APN POWER FUNCTIONS OVER F2n
Family Exponent Conditions Algebraicdegree Source
Gold 2i + 1 gcd(i, n) =
1
2 [18], [22]
Kasami 22i − 2i + 1 gcd(i, n) =
1
i+ 1 [19], [20]
Welch 2t + 3 n = 2t+ 1 3 [13]
Niho
2t + 2t/2 − 1, t
even
n = 2t+ 1
(t+ 2)/2
[12]
2t + 2(3t+1)/2 −
1, t odd t+ 1
Inverse 22t − 1 n = 2t+ 1 n− 1 [2], [22]
Dobbertin 2
4i + 23i + 22i +
2i − 1 n = 5i i+ 3 [14]
TABLE II
KNOWN INFINITE FAMILIES OF QUADRATIC APN POLYNOMIALS OVER F2n






ik+2mk+s n = pk, gcd(k, 3) = gcd(s, 3k) = 1, p ∈
{3, 4}, i = sk mod p,m = p − i, n ≥
12, u primitive in F∗2n
[9]






q = 2m, n = 2m, gcd(i,m) = 1, c ∈




1 has no solution x s.t. xq+1 = 1
[8]
F4 x3 + a−1Trn1 (a3x9) a 6= 0 [10]
F5 x3 + a−1Trn3 (a3x9 + a6x18) 3|n, a 6= 0 [11]












n = 3k, gcd(k, 3) = gcd(s, 3k) = 1, v, w ∈
F2k , vw 6= 1, 3|(k + s), u primitive in F∗2n
[5]
F10 (x + x2
m
)2














n = 2m,m > 2 even, gcd(k,m) = 1
and i > 2 even, u primitive in F∗2n , u′ ∈













satisfies the conditions of Lemma 8 of [7]
[7]










q = 2m, n = 2m, gcd(i,m) = 1, x2
i+1 +
ax+ b has no roots in F2m
[23]









n = 2m, a, b, c ∈ F4 satisfying the conditions
of Corollary 1
new
APN monomials and 11 infinite families of APN polynomials are known. Together,
these cover only a miniscule fraction of all APN functions: for instance, more than
8000 CCZ-inequivalent APN functions have been constructed over F82 [25], yet none
of them have been classified into general constructions yet. Finding new examples of
infinite families is an area of intense ongoing research. Tables I and II list all currently
known infinite families of APN functions.
When n = m, it is convenient to identify the vector space Fn2 with the finite field F2n
and to consider mappings from F2n (instead of Fn2 ) to itself. The binomials B′(x) =
x3+α36x36 andB(x) = x3+α341x36 (where α is a primitive element of F210) are known
to be APN over F210 [16] and are remarkable as the first examples of APN functions
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that are CCZ-inequivalent to power functions. Since their discovery in 2006, a lot of
work has been done on the construction of polynomial APN functions [4], [5], [7]–
[11], [26] but the binomials B(x) and B′(x) have not been classified into any infinite
family or construction to date. It is worth noting that the binomial x3+wx258 over F212
(where w ∈ F212 has order 273 or 585) was also a sporadic, i.e., not belonging to any
infinite family, APN polynomial, until it was classified into two infinite families, one
for dimensions n that are multiples of 3, and one for dimensions n that are multiples
of 4 [9].
Attempts to generalize B(x) and B′(x) to an infinite family have, to the best of our
knowledge, so far only considered binomials of a similar form in higher dimensions
[10], which has not resulted in any success thus far. In our work, we take a different
approach, which involves expanding B(x) and B′(x) into APN polynomials with
more than two terms, and then generalizing these polynomials to higher dimensions.









in which B(x) corresponds to the coefficients(a, b, c) = (β, 0, 0) and the exponents
i = 3, k = 2. We show that the coefficients (a, b, c) = (β, β2, 1), where β is primitive
in F22 , and exponents i = m− 2, i = (m− 2)−1 mod n, i = m or i = n− 1 in the case
of even k, or i = m+2, i = (m+2)−1 mod n, or i = n−1 in the case of odd k, where
n = 2m and m is odd with 3 - m, give rise to APN functions. Furthermore, in the
case of n = 10, we show that for i = m − 2 and i = (m − 2)−1, these APN functions
are CCZ-inequivalent to each other or to any other known APN function over F210 ,
including B(x) and B′(x). For i = m and i = n − 1 the functions are equivalent to
representatives from the known families.
The condition 3 - m is needed since β is a cube in F2n if and only if 3 | m. Indeed,
β is a cube in F2n if and only if β(2
n−1)/d = 1, where d = gcd(2n − 1, 3); see e.g.
[21]. For even n, gcd(2n − 1, 3) = 3. The rest follows by observing that for n = 2m,
(2n − 1)/3 ≡ 0 (mod 2n − 1) if and only if 3 | m, and since β3 = 1.
II. PRELIMINARIES
Let n be a positive integer. We denote by F2n the finite field with 2n elements, and
by F∗2n the set of its non-zero elements, i.e., its multiplicative group. For m | n,
we denote by Trnm : F2n → F2m , resp. Nnm : F2n → F2m the trace function Trnm(x) =∑n/m−1
i=0 x
2mi , resp. the norm function Nnm(x) =
∏n/m−1
i=0 x
2mi from F2n into its sub-
field F2m . We will only work with fields of even dimension n = 2k; given some
element x ∈ F2n , we denote x = x2
k
, and refer to x as the conjugate of x.
An (n, n)-function is any mapping F : F2n → F2n . Any such function can be
expressed as a polynomial of the form F (x) =
∑2n−1
i=0 aix
i, for ai ∈ F2n . This is the
univariate representation of F , and it is unique. The algebraic degree of F , denoted
deg(F ), is the largest binary weight of an exponent i with ai 6= 0 in the univariate
representation, where the binary weight of an integer is the number of ones in its
binary notation, i.e., the minimum number of distinct powers of two that sum up to
it. Functions of algebraic degree 1, 2, and 3 are called affine, quadratic, and cubic,
respectively. An affine function F satisfying F (0) = 0 is called linear.
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Given an (n, n)-function F , we denote by ∆F (a, b) the number of solutions x to the
equation DaF (x) = b, where DaF (x) = F (x + a) + F (x) is the derivative of F in
direction a ∈ F2n . The largest value of ∆F (a, b) among all a 6= 0 and all b is denoted
by ∆F and is called the differential uniformity of F . If ∆F = 2, we say that F is
almost perfect nonlinear (APN).
The Walsh transform of F : F2n → F2n is the integer-valued function WF (a, b) =∑
x∈F2n (−1)
b·F (x)+a·x for a, b ∈ F2n , where the scalar product can be defined as a · b =
Trn1 (ab) for a, b ∈ F2n without losing generality. The values of WF (a, b) for a, b ∈ F2n
are the Walsh coefficients of F , and the multiset {WF (a, b) : a, b ∈ F2n} is called the
Walsh spectrum of F . The multiset {|WF (a, b)| : a, b ∈ F2n} of the absolute values of
the Walsh transform is the extended Walsh spectrum.
Two designs, dev(GF ) and dev(DF ), can be associated with a given APN function
F over F2n [17]. In both cases, the set of points is F22n . The set of blocks of dev(GF ),
resp. dev(DF ) is {(x+ a, F (x) + b) : x ∈ F2n} for a, b ∈ F2n , resp. {(x+ y + a, F (x) +
F (y) + b) : x, y ∈ F2n , x 6= y} for a, b ∈ F2n . The rank of the incidence matrix of
dev(GF ), resp. dev(DF ) is called the Γ-rank, resp. ∆-rank of F .
Since the number of distinct (n, n)-functions, viz. (2n)2
n
, grows rapidly with the
dimension, (n, n)-functions are classified only up to a suitable equivalence relation
which preserves the properties being studied. The most general known equivalence
relation which preserves the differential uniformity is the so-called Carlet-Charpin-
Zinoviev equivalence (CCZ-equivalence): we say that two (n, n)-functions F and F ′
are CCZ-equivalent if there is an affine permutation L of F22n which maps the graph
GF = {(x, F (x)) : x ∈ F2n} of F to the graph GF ′ of G. Deciding whether two
given functions F and F ′ are CCZ-equivalent computationally is a difficult problem
in general, and is typically resolved via code isomorphism. More precisely, a linear




1 1 . . . 1
0 α . . . α2
n−1




can be associated with any given (n, n)-function F , where α is the primitive element
of F2n . Then F and F ′ are CCZ-equivalent if and only if CF and CF ′ are isomorphic
[6].
Various CCZ-invariants, i.e., properties that remain invariant under CCZ-equivalence,
can be used to show that a pair of (n, n)-functions is CCZ-inequivalent. These include
the differential uniformity, the extended Walsh spectrum and the Γ- and ∆-ranks. In
particular, it is known that if F and F ′ are CCZ-equivalent, then they must necessarily
have e.g. the same Γ-rank. Thus, if two functions have distinct Γ-ranks, then they are
definitely CCZ-inequivalent (although the converse does not hold in general).
A special cases of CCZ-equivalence is the so-called extended affine equivalence
(EA-equivalence). Two (n, n)-functions F and F ′ are said to be EA-equivalent if F ′ =
A1 ◦ F ◦ A2 + A for affine A1, A2, A : F2n → F2n with A1, A2 bijective.
III. A NEW FAMILY OF APN QUADRINOMIALS
Let β denote the primitive element of F22 . Note that β = β2. We know that B(x) =
x3 + βx36 and B′(x) = x3 + α11x341, where α is primitive in F210 are APN over
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F210 [16] but have not been classified into any infinite family yet. By means of the
code isomorphism test, we establish that B(x) and B′(x) are CCZ-equivalent, and
henceforth concentrate on B(x) only. We look for polynomials P (x) with a small
number of terms such that B(x) + P (x) is APN. We do not find any non-trivial (that
is, not arising from simple EA-equivalence) monomial P (x) for which B(x)+P (x) is
APN. We do, however, come across binomials P (x) for whichB(x)+P (x) is APN and
is CCZ-inequivalent to any known APN function over F210 . A detailed description of
the tests that we performed for disproving CCZ-equivalence can be found at the end
of this section after Theorem 2.
Observation 1. The quadrinomials x3+βx36+β2x96+x129 and x3+βx129+β2x96+x36
are APN over F210 , and are CCZ-inequivalent to each other and to any other known
APN function over F210 .
Note that 96 ≡ 332 mod (210 − 1) and 129 ≡ 3632 mod (210 − 1), i.e., x96 = x3,
and x129 = x36 and, conversely, x36 = x129. Furthermore, 36 = 4 · 9 = 4 · (23 + 1). It is
thus natural to consider functions of the form
Ci(x) = x
3 + βx2
i+1 + β2x3 + x2
i+1 (1)
for 0 ≤ i ≤ n − 1. The APN-ness of such functions can be characterized by the
solvability of the following system of equations.
Proposition 1. Let n = 2m, 3 - m, m odd, and let Ci(x) be defined as in (1). Consider
the system Ei defined by
{




+ x) ∈ β · F2m .
(2)
Given some integer 1 ≤ i ≤ n − 1, the function defined by Ci(x) is APN over F2n
if, for any a ∈ F∗2n , the system Ei from (2) only has trivial solutions in x, i.e., only
x ∈ F2 can be a solution to Ei.
Proof. Note that Ci is quadratic, so that proving its APN-ness is equivalent to show-
ing that the equation DaCi(ax) = DaCiF (0) has only x ∈ F2 as solutions for a 6= 0.
The expression DaCi(ax) +DaCiF (0) takes the form
a3(x2 + x) + βa2
i+1(x2
i




For simplicity, denote A = a3(x2 + x) and B = a2
i+1(x2
i
+ x). Then the equation
DaCi(ax) +DaCi(0) = 0 becomes
A+ βB + β2A+B = 0. (3)
Taking the conjugate of (3) and multiplying it by β, we get β2A+βB+βA+B = 0,
and, adding this to (3), we obtain βA + A = 0 which implies β2A = βA, hence
β2A = β2A and thus β2A ∈ F2m , i.e., A ∈ β ·F2m . Multiplying the identity βA+A = 0
by β2 and substituting it back into (3), we obtain βB + B = 0, so that we also have
B ∈ β · F2m . The two inclusions, viz. A ∈ β · F2m and B ∈ β · F2m , are precisely the
equations in the system (2). Therefore, under the hypothesis, DaCi(ax)+DaCi(0) = 0
can only have trivial solutions, and thus Ci(x) is APN.
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Next, we determine values of i for which system (2) only has trivial solutions.
According to our experimental results, which encompass dimensions up to 46, there
are precisely four such values of i for any given dimension n satisfying the conditions
of Proposition 1. Two of these give rise to APN functions equivalent to some of the
previously known ones, while the other two lead to infinite constructions of APN
functions whose instances for n = 10, i.e the quadrinomials from Observation 1, are
CCZ-inequivalent to any known APN function over F210 .
In the proof of Theorem 2 we will need the following auxiliary results.
Lemma 1. Let n = 2m for m odd, and suppose that for some c ∈ F2n with Trn1 (c) = 0
we have
c(c+ c2 + c4 + · · ·+ c2m+1) ∈ F2m . (4)
Then c is a cube.
Proof. First, observe that all elements of F2m are cubes due to (2m − 1, 3) = 1 for m
odd.
For convenience, let us denote by h(c) = c+c2+· · ·+c2m−1 the “half-trace” function.
Then (4) can be written as ch(c) + c2
m+1 + c2
m+1+1 ∈ F2m , and since c2
m+1 = Nnm(c)
is an element of F2m , this becomes simply
ch(c) + c2
m+1+1 ∈ F2m . (5)
Observe that h(c) + h(c) = Trn1 (c), and since Tr
n
1 (c) = 0 by assumption, we have
h(c) = h(c). Conjugating (5), we get h(c)(c+ c) = cc(c+ c), and, assuming that c 6= c
(for otherwise c is already in F2m and thus a cube), this becomes h(c) = cc.
From the definition of h(c), we clearly have h(c) + h(c)2 = c + c. Hence c + c =
cc+ c2c2, from which we get c+ c+ cc+ c2 = c2c2 + c2 by adding c2 to both sides, and,
finally, (c+ c)(1 + c) = c2(1 + c2). Now, observe that (1 + c2)/(1 + c) = (1 + c)2
m+1−1,
which is s cube for m odd, and that c+ c lies in F2m and is thus a cube. Hence c2, and
thus also c is a cube, which completes the proof.
Theorem 1. [24] Let t1 and t2 denote the zeros of t2 + bt + a3 in F2n where n = 2m
and a ∈ F2m , b ∈ F∗2m . Let f(x) = x3 + ax+ b, then
• f has three zeros in F2m if and only if Trm1 (a
3
b2 + 1) = 0 and t1, t2 are cubes in F2m
(if m is even), F2n (if m is odd).
• f has exactly one zero in F2m if and only if Trm1 (a
3
b2 + 1) = 1.
• f has no zeros in F2m if and only if Trm1 (a
3
b2 + 1) = 0 and t1, t2 are not cubes in
F2m (if m is even), F2n (if m is odd).
Lemma 2. [15] Let r, n be positive integers, and let a, b, c ∈ F2n . Then the quadratic
polynomial Q(x) = x2
r+1 + ax2
r
+ bx + c has either 0, 1, 2, or 2r0 + 1 roots x ∈ F2n ,
where r0 = gcd(r, n).
Using Lemma 2, we can obtain the following.
Lemma 3. Let m and i be positive integers such that gcd(m, i) = 1 and let S ∈
F2m \ {0, 1}. Then the polynomial














in N has four roots, viz. N = 0, N = 1, N = S, and N = S + 1.
Proof. Note that for S /∈ {0, 1} the coefficients of P are all non-zero. Dividing P by
N and substituting t = N2
i−1, we obtain a new polynomial P ′(t) = at2
i+1 + bt + c,
with a = (S2
i
+ S), b = (S2
2i




). Since gcd(i,m) = 1 from
the hypothesis, by Lemma 2 P ′(t) can have at most three roots. Due to gcd(i,m) = 1,
every element in F2m has a unique (2i − 1)-st root, and hence every root t of P ′
corresponds to a unique root N of P . It remains to verify that for N ∈ {0, 1, S, S+ 1},
P (N) does indeed evaluate to zero.
We are now ready to prove the main result.
Theorem 2. Let n = 2m with m odd and 3 - m. Then the system Ei from (2) does not
have any solutions x /∈ F2 for the following values of i:
1) i = m− 2;
2) i = m;
3) i = (m− 2)−1 mod n;
4) i = n− 1.
Proof. First, observe that all elements of the half-field F2m are cubes in F2n . If some
a 6= 0 and x /∈ F2 satisfy system (2), then a3(x2+x) = α1β and a2
i+1(x2
i
+x) = α2β for
some α1, α2 ∈ F2m with α1 6= 0. We can write α1 = c3 for some c ∈ F∗2n . Dividing both
sides of the first equation by c3, we obtain (a/c)3(x2 + x) = β. Dividing both sides
of the second equation by c2
i+1, we obtain (a/c)2
i+1(x2
i
+ x) = α2βc
−(2i+1). Since
3 | 2i + 1 for odd i, c−(2i+1) is in F2m . Thus, system (2) has a non-trivial solution
x /∈ F2 if and only of the system{




+ x) = αβ
(6)
has a solution for some α ∈ F2m . In the following, we show that for each of the values
of i given in the statement of the theorem, this reduced system (6) has no solutions.
Case 1 In the case of i = m− 2, we have the system
{




+ x) = β · F2m
for some α ∈ F2m . Raising the second equation to the fourth power, we have a2
m+4(x+
x4) = α4β. From the first equation, we can write a3 = β/(x2 + x). Substituting this
into the previous equation, we obtain a2
m+1 x+x4
x2+x ∈ F2m . Since a2
m+1 ∈ F2m , this






and hence (x2 + x)(x+ x4) ∈ F2m . Denoting c = x2 + x, we can express x+ x4 = x+
x2
m+2
as c+c2+c4+· · ·+c2m+1 . We now have Trn1 (c) = 0 and c(c+c2+· · ·+c2
m+1
) ∈ F2m ,
so according to Lemma 1, c = x2 + x must be a cube. But then a3(x2 + x) ∈ β · F2m
implies that β is a cube which is impossible when 3 - m.
Case 2 The case i = m trivially has no solutions since if a2m+1(x2m + x) = αβ for
some α ∈ F2m , then conjugating both sides yields a2
m+1(x2
m
+ x) = αβ2, implying
β = β2.
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+ x) = αβ
(7)






) = β, (8)

























m+1 is in F2m



































































Denoting S = x+x and N = xx, and observing that A(x) +A(x) = 0, we can write















We now consider the expression on the right-hand side of (12) as a polynomial in
S and N and determine its possible roots by Lemma 3. Before doing so, we need to
rule out the cases when N = 0 and S ∈ {0, 1}. Unless x = 0, we must clearly have
N 6= 0. If S = x + x = 0, then we must have x ∈ F2m so that (x2 + x) is in F2m and
is hence a cube. But then the equation a3(x2 + x) = β from (7) implies that β is a
cube, which is impossible under the assumption 3 - m. If S = x + x = 1, then from
the identity x2 + (x+ x)x = xx we get x2 + x = xx = N and we once again infer that
x2 + x must be a cube, which is impossible.
We can now apply Lemma 3 to see that only N = 1, N = S, and N = S + 1 are
solutions to (12). We can additionally assume N 6= S + 1, since otherwise we have
xx = x+x+ 1; multiplying both sides by x and adding this to the original expression
then gives us (x2 + 1)(x+ 1) = 0, which implies x = 1. We thus only need to consider
the cases N = 1 and N = S.
By adding a3(x2 + x) = β and x2 +Sx+N = 0 together, we obtain (S + 1)x+N =
β/a3 and hence
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x = (N + β/a3)/(S + 1). (13)







N(S + 1)2 = (N + β/a3)(N + β/a3) =
N2 + (β/a3 + β/a3)N + β/a3β/a3.
(14)





S2 + S = β/a3 + β/a3. (15)
Substituting this into (14), we obtain N(S + 1)2 = N2 + (S2 + S)N + β/a3β/a3,
which implies
N2 + (S + 1)N + β/a3β/a3 = 0.
When N ∈ {1, S}, this implies S = a−3a−3. Hence S2 + S = a−6a−6 + a−3a−3.
Combining this with (15), we see that β/a3 + β/a3 = a−6a−6 + a−3a−3 and hence
t1 = β/a
3 and t2 = β/a3 are roots of the polynomial t2 +(a−6a−6 +a−3a−3)t+a−3a−3.
If we denote c1 = (aa)−1, c2 = c61+c
3




Dividing both sides by c22 and denoting y = t/c2, this becomes y
2 + y + (c31)/(c
2
2).
Since a quadratic equation y2 + y = v for v ∈ F2k has solutions in F2k if and only if





) = 1, and hence Trm1 (
c31
c22
+ 1) = 0 due to m being
odd.
Letting f(y) = y3 + c1y + c61 + c
3
1, by Theorem 1, f has either three roots, or none
at all. However, c21 can easily be seen to be a root, so that f must have three roots.
Again by Theorem 1, this implies that t1 and t2 have to be cubes, which is impossible
for 3 - m.
Case 4 When i = n− 1, we have the system
{




+ x) = αβ
for α ∈ F2m .
Raising the second equation to the second power yields a3(x2 + x) = α2β2 so that
we have α2β2 = β, implying that β lies in F2m .
According to our experimental results up to dimension n = 46, the values of i given












some non-negative integer k. The APN-ness of such a function can be characterized
by the solvability of the system
{





k ∈ β · F2m .
(16)
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Note that raising β to an even power of two leaves it unchanged. Thus, for even
values of k, system (16) has non-trivial solutions if and only if (2) does. Therefore,
for i ∈ {m− 2,m, n− 1, (m− 2)−1 mod n} and even k the generalized quadrinomial
C ′i(x) is APN.
If k is odd, we obtain a slightly different system.
Lemma 4. Let k be odd. Then the system
{





k ∈ β · F2m .
(17)
has only trivial solutions for i ∈ {m+ 2,m, (m+ 2)−1 mod n}.
Proof. Suppose i = m + 2. Since raising β to an odd power of two yields β2, raising
the second equation of system (17) to the power 2n−k leaves us with a2
m+2+1(x2
m+2 +
x) = α′β2 for α′ = α2
n−k
. Raising it again to the power (2m−2) and, noting that m− 2




+ x) = α′′β with α′′ = α′2
m−2
, which is the same as
system (2). Similarly, when i = (m + 2)−1, we first raise the second equation to the
power 2n−k, and then to the power 2(m−2)
−1 mod n; again, (m − 2)−1 mod n is odd,




+ x) = α′β2 in order to derive a contradiction in the same way as
in the proof of Theorem 2.
When k is odd, the case of i = n − 1 does allow non-trivial solutions, which
can easily be seen by taking α = 1 and any a ∈ F∗2n for which x2 + x = β/a3 is
solvable. According to our data for dimension n = 10 (which is the highest dimension
for which we can computationally test CCZ-equivalence by our current means), the
polynomials C ′i for odd values of k are equivalent to some Ci, so that we may assume
k = 0. Furthermore, for i = m and i = n − 1, the polynomial Ci over F210 is CCZ-
equivalent to one of the known CCZ-equivalence classes: in the case of i = n − 1,
Ci is equivalent to the Gold function x3, and in the case of i = m it is equivalent to
family F3 from Table II.
The remaining two values of i, viz.m−2 and (m−2)−1 mod n yield for dimension
n = 10 the two CCZ-inequivalent APN quadrinomials from Observation 1, C3 and
C7, which are, in addition, CCZ-inequivalent to any currently known APN function
over F210 . We have verified this computationally in two ways. First, we used the code
isomorphism test described in Section II to compareC3 andC7 against representatives
from the known infinite families, against the sporadic binomials B(x) and B′(x), and,
finally, against themselves. These tests typically take less than half a minute for any
given pair of functions, and show that C3 and C7 are indeed CCZ-inequivalent to
any other known APN function over F210 . Second, we have computed the Γ-ranks of
C3 and C7, B, and representatives from the equivalence classes of the known APN
functions. The results are summarized in Table III below and further confirm these
results.
Family F12 in Table II gives six CCZ-inequivalent representatives over F210 . Since
their polynomial form is quite complicated, we omit it in Table III, and only list
their Γ-ranks; we note that only five values are given, since two of these six CCZ-
inequivalent representatives have the same Γ-rank.
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In any case, by inspecting the Γ-ranks of the known APN functions in the table,
it is evident that C3 and C7 are inequivalent to any of them. As a consequence, we
collect all the above results in the following corollary and construct a new family of
APN functions.
Corollary 1. Let n = 2m with m odd and 3 - m. Consider the quadrinomial









Then C(x) is APN over F2n in the following cases:
1) n = 10, (a, b, c) = (β, 0, 0), i = 3, k = 2 (this gives us the binomial B(x));
2) (a, b, c) = (β, β2, 1), i = m− 2, k even;
3) (a, b, c) = (β, β2, 1), i = (m− 2)−1, k even;
4) (a, b, c) = (β, β2, 1), i = m, k even;
5) (a, b, c) = (β, β2, 1), i = n− 1, k even
6) (a, b, c) = (β, β2, 1), i = m+ 2, k odd;
7) (a, b, c) = (β, β2, 1), i = (m+ 2)−1, k odd;
8) (a, b, c) = (β, β2, 1), i = n− 1, k odd .
Furthermore, in dimension n = 10, the functions in items 2 and 3 lie in distinct
classes with respect to CCZ-equivalence and are CCZ-inequivalent to any known
APN function over F210 , including B(x).
TABLE III






x6 + x33 + α31x192 F3 151216
x33 + x72 + α31x258 F3 153896
x3 + Tr101 (x
9) F4 153896











We have constructed a family of quadrinomial functions over finite fields F2n with
n = 2m, m odd and 3 - m which contains the previously unclassified binomial x3 +
βx36 (discovered in 2006 as the first example of an APN function CCZ-inequivalent
to a power function) in the sense that B(x) can be obtained by setting two of the
coefficients in the quadrinomial construction to zero. We have shown two infinite
constructions of APN functions belonging to this family, and demonstrated that their
instances over F210 are CCZ-inequivalent to any known APN function over this field,
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including the sporadic binomial B(x), and that they are CCZ-inequivalent to each









in terms of the solvability of a system of
equations.
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Abstract
We define a family of efficiently computable invariants for (n,m)-functions under EA-
equivalence, and observe that, unlike the known invariants such as the differential spectrum,
algebraic degree, and extended Walsh spectrum, in the case of quadratic APN functions over
F2n with n even, these invariants take on many different values for functions belonging to distinct
equivalence classes. We show how the values of these invariants can be used constructively to
implement a test for EA-equivalence of functions from Fn2 to Fm2 ; to the best of our knowledge,
this is the first algorithm for deciding EA-equivalence without resorting to testing the equivalence
of associated linear codes.
I. INTRODUCTION
Let F2n denote the finite field with 2n elements for some positive integer n, and
let F∗2n denote its multiplicative group. The vector space of dimension n over F2 will
be denoted by Fn2 . An (n,m)-function, or vectorial Boolean function, is any mapping
from Fn2 to Fm2 or, equivalently, from F2n to F2m . We typically assume that m = n,
i.e. we concentrate on functions from a finite field of characteristic two to itself;
however, the approach given in the present paper can be applied to an arbitrary pair
of dimensions (n,m).
In the particular case of n = m, we can conveniently represent (n, n)-functions
by univariate polynomials over F2n; more precisely, any (n, n)-function F can be
written as F (x) =
∑2n−1
i=0 cix
i for some coefficients ci ∈ F2n . This form, called the
univariate representation of F , always exists, and is unique. In the general case, any
(n,m)-function F can be represented uniquely as a multivariate polynomial of the






i for au ∈ Fm2 , where vi denotes the i-th component
of the vector v = (v1, v2, . . . , vn) ∈ Fn2 . We will not concern ourselves too deeply
with the choice of representation here, as it is typically only important when defining
and classifying (n,m)-functions. However, when illustrating some of the concepts of
the EA-equivalence test with examples, we will mostly use (n, n)-functions and the
univariate representation.
As suggested above, the finite field F2n can be identified with the vector space Fn2 ,
and so the elements of F2n can be identified with binary vectors of n bits; thus, (n,m)-
functions can be understood as transformations that take an n-bit sequence as input,
and produce an m-bit sequence as output. Thanks to this interpretation, vectorial
Boolean functions naturally find applications in the theory and practice of various
areas of mathematics and computer science. In particular, vectorial Boolean functions
are used in modern block ciphers in the role of so-called “S-boxes”, or “substitution
boxes”, and typically constitute the only non-linear part of the cipher. Consequently,
the security of the cipher directly depends on the properties of the underlying S-
boxes, which motivates the study of vectorial Boolean functions with respect to their
cryptographic properties. It is also intuitively clear that (n, n)-functions constitute one
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of the most practically significant cases, since in cryptography one typically wants to
replace a bit sequence with a different bit sequence of the same length.
A basic property of any (n,m)-function, which also has cryptographic implica-








the algebraic degree of F is defined as the largest degree of any term xuii that has a
non-zero coefficient au. In other words, the algebraic degree of F is the multivariate
degree of its ANF. Thus, for instance, F (x) = x1x2x4 + x2x3 would have algebraic
degree 3. In the case of an (n, n)-function given by its univariate representation, the
algebraic degree also has a natural interpretation. Given a positive integer i, the binary
weight of i is the number of non-zero entries in its binary representation; for example,
19 is written as 10011 in binary, and hence has binary weight 3. The algebraic degree
of F (x) =
∑2n−1
i=0 cix
i is the largest binary weight of any exponent i with ci 6= 0.
Functions of algebraic degree 1, 2, and 3, are called affine, quadratic, and cubic,
respectively. An affine function A with A(0) = 0 is called linear. An affine (n, n)-
function A satisfies A(x) +A(y) +A(z) = A(x+ y+ z) for any x, y, z ∈ F2n; similarly,
a linear (n, n)-function L satisfies L(x) + L(y) = L(x + y) for any x, y ∈ F2n . It is
desirable for vectorial Boolean functions used as S-boxes to have a high algebraic
degree, since the latter indicates a good resistance to higher-order differential attacks
[12], [23].
Two of the most important cryptographic properties of (n,m)-functions are the
differential uniformity and the nonlinearity. Suppose that F is an (n,m)-function for
some positive integers n and m. Let δF (a, b) denote the number of solutions x ∈ Fn2
to the equation F (x + a) + F (x) = b for any 0 6= a ∈ Fn2 and any b ∈ Fm2 . The
multiset {δF (a, b) : 0 6= a ∈ Fn2 , b ∈ Fm2 } is called the differential spectrum of F . The
largest value in the differential spectrum is denoted by δF and is called the differential
uniformity of F .
The existence of a large number of solutions x to some equation of the form F (x)+
F (a + x) = b for some a 6= 0 and b makes the function F vulnerable to differential
cryptanalysis [3]. The value of δF should thus be as low as possible. Since x + a is a
solution to the aforementioned equation whenever x is, the minimum possible value
of δF is 2; the class of (n, n)-functions attaining this optimal value is called the class
of almost perfect nonlinear (APN), and has been an object of intense study since its
introduction by Nyberg in the 90’s [25].
The nonlinearity NL(F ) of F is simply the minimum Hamming distance between
any component function of F and any affine (n, 1)-function, the component functions
of F being the (n, 1)-functions Fc of the form Fc(x) = Trm(cF (x)), where Trm :
F2m → F2 is the absolute trace defined by Trm(x) =
∑m−1
i=0 x
2i for any x ∈ F2n; when
the dimension m is clear from context, we will sometimes write just Tr instead of
Trm. The nonlinearity should be high in order to resist linear cryptanalysis [24].
When studying “linear properties” of functions, such as their nonlinearity, it is
useful to adapt some linear-algebraic notions from the vector space Fn2 even in the
case when we are working with the finite field F2n . The linear span of a set S ⊆
F2n is simply the set of all possible linear combinations of the elements in S, i.e. if
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S = {s1, s2, . . . , sk} for some positive integer k and for si ∈ F2n , then Span(S) =
{c1s1 + c2s2 + · · · + cksk : c1, c2, . . . , ck ∈ F2}; obviously, the span can be defined
in the same way in the case of the vector space Fn2 . Having formalized the linear
span, it is straightforward to carry over other notions from Fn2 , such as that of linear
independence, and that of a basis of F2n (being a linearly independent set B ⊆ F2n
with Span(B) = F2n).
A useful tool for analyzing vectorial Boolean functions is the Walsh transform,
which is an integer valued function WF : Fn2×Fm2 → Z associated with F : Fn2 → Fm2 ,
and given by the prescription




for a ∈ Fn2 , b ∈ Fm2 . In the case of (n, n)-functions, we can more succinctly write
WF (a, b) =
∑
x∈F2n
χ(bF (x) + ax),
where χ(x) = (−1)Tr(x). The values of WF are called Walsh coefficients, and the
multiset {WF (a, b) : a ∈ Fn2 , b ∈ Fm2 } is called the Walsh spectrum of F . The multiset
of the absolute values of F , i.e. the multiset {|WF (a, b)| : a ∈ Fn2 , b ∈ Fm2 }, is called
the extended Walsh spectrum of F .
Due to the huge number of (n,m)-functions even for small values of n and m,
their classification is typically only performed up to some equivalence relation that
preserves the properties being studied. In the case of cryptographically optimal vec-
torial Boolean functions, the most general equivalence relation preserving both the
differential uniformity and the nonlinearity is the so-called Carlet-Charpin-Zinoviev-
equivalence, or CCZ-equivalence [11]. Two (n,m)-functions F and G are said to be
CCZ-equivalent if there is an affine permutation A of Fn2 × Fm2 mapping the graph
ΓF = {(x, F (x)) : x ∈ Fn2} of F to the graph ΓG of G.
Testing whether two given functions F and G are CCZ-equivalent is usually done
by means of the equivalence of linear codes [7], [19]. More precisely, a particular
linear code CF is associated with F , and a particular linear code CG is associated
with G; F and G are then CCZ-equivalent if and only if CF and CG are equivalent.
Testing whether two given linear codes are equivalent has the advantage that it is
usually already implemented in most mathematical software, such as the Magma
programming language that we use for most of our computations [5].
Unfortunately, computationally testing CCZ-equivalence in this way can reliably
be performed only when the dimensions m and n are relatively small; in the case
of (n, n)-functions, this means n ≤ 9, since for higher values of n, the memory
consumption becomes overwhelming, and the test cannot be performed in a lot of
cases. Furthermore, the current implementation of Magma can give false negatives
due to insufficient memory; in other words, if the equivalence test outputs “false”, we
have no reliable way of determining whether this is due to insufficient memory, or
due to a successfully completed exhaustive search proving the inequivalence of the
linear codes (and hence, vectorial Boolean functions) in question.
Ruling out e.g. CCZ-equivalence can be facilitated by means of invariants, i.e.
properties or statistics that are preserved under CCZ-equivalence. The differential
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spectrum and the extended Walsh spectrum are invariant under CCZ-equivalence, i.e.
if two (n,m)-functions F and G are CCZ-equivalent, then their differential spectra
and extended Walsh spectra are the same. Unfortunately, the Walsh spectra and differ-
ential spectra of all known APN functions are the same (with some rare exceptions in
the case of the Walsh spectrum), rendering these invariants nearly useless in practice.
Other invariants, such as the Γ-rank and ∆-rank have been introduced [18], that can
take different values for distinct CCZ-classes of functions, and can therefore be used
to rule out CCZ-equivalence in some cases. The major drawback of these invariants is
that they require significant computational resources, meaning that, on the one hand,
their calculation takes a long time, e.g. around ten days for a single Γ-rank over F210 ,
and, on the other hand, computing these invariants for F2n with n > 10 is impossible
at the moment due to overwhelming memory requirements.
A special case of CCZ-equivalence is extended affine equivalence, or EA-equi-
valence. Two (n,m)-functions F and G are said to be EA-equivalent if there exist
affine functions A1 : Fm2 → Fm2 , A2 : Fn2 → Fn2 , and A : Fn2 → Fm2 such that
A1 ◦ F ◦ A2 + A = G, (1)
with A1 and A2 being bijective. We will refer to A1 as the outer permutation and
to A2 as the inner permutation throughout the paper. CCZ-equivalence is strictly
more general than EA-equivalence combined with taking inverses [9], but in certain
cases, such as for quadratic and monomial functions, checking whether two func-
tions (or, potentially, their inverses) are EA-equivalent is enough to decided CCZ-
equivalence: two quadratic APN functions are CCZ-equivalent if and only if they
are EA-equivalent [27]; and two power functions are CCZ-equivalent if and only if
they are cyclotomic equivalent [14]. Recall that two power functions F (x) = xd and
G(x) = xe over F2n are said to be cyclotomic equivalent if e ≡ 2kd mod (2n − 1) or
e−1 ≡ 2kd mod (2n − 1); furthermore, cyclotomic equivalence is a special case of
EA-equivalence and taking inverses. This is particularly interesting when one takes
into account that all known APN functions (which fall into more than 20000 distinct
CCZ-equivalence classes) are CCZ-equivalent to a monomial or quadratic function,
with only a single exception in dimension n = 6. Thus, from a practical point of view,
being able to test functions for EA-equivalence is virtually as useful as being able to
test them for CCZ-equivalence, at least as far as the classification of APN functions
is concerned.
Surprisingly, despite its simple definition, the only known algorithm to date for
computationally testing the EA-equivalence of two given functions is one by means
of associated linear codes, much like in the case of CCZ-equivalence [19]; the asso-
ciated codes used in this approach are of a somewhat more complicated form than the
ones used in the CCZ-equivalence test, and so this approach is even more restrictive
with respect to computational resources and memory requirements. Indeed, testing
EA-equivalence for quadratic functions (which coincides with CCZ-equivalence) is
typically done by testing them for CCZ-equivalence. Algorithms for testing the EA-
equivalence of two functions in some other special cases (grouped under the umbrella
term “restricted EA-equivalence”) have previously been studied in [4], [10], and [26].
Since EA-equivalence is a special case of CCZ-equivalence, any CCZ-invariant
is also an EA-invariant. As mentioned above, the extended Walsh spectrum and
differential spectrum are practically useless in the case of APN functions, as they
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almost always take the same value in the APN case, while the Γ- and ∆-rank involve
somewhat laborious computations. EA-equivalence being less general than CCZ-
equivalence, it is natural to expect to have properties that are EA-invariant but not
CCZ-invariant. One such property is the algebraic degree, which is preserved by EA-
equivalence, but not by CCZ-equivalence. Unfortunately, this is not terribly useful
for classifying APN function either since, as mentioned above, nearly all known
instances of APN functions are quadratic.
In this paper, we present an approach for computationally testing the EA-equivalence
of two (n,m)-functions by first guessing the outer permutation A1, applying its in-
verse to (1) to obtain a relation of the form F ◦ A2 + A′ = G′, and then solving the
latter for A2 and A′. In the case of (n, n)-functions with n even, our approach allows
the set of possible affine permutations A1 to be drastically reduced (as opposed to
exhaustive search), which makes the entire procedure computationally feasible. Our
approach has the advantage that it can be broken down into a multitude of small
independent steps, which makes the resulting algorithm easily parallelizable. Unlike
the CCZ-equivalence test and EA-equivalence test described in [19], which rely on
testing the equivalence of a pair of linear codes (and therefore require specialized and
rather complex algorithms), our approach uses only basic arithmetics and linear alge-
bra, and can be easily implemented in any general-purpose programming language,
and ran on any computer. Furthermore, each of the individual steps comprising the
algorithm has a concrete and meaningful input and output that can be monitored and
verified. This precludes the possibility of false positives or negatives as in the case of
the current CCZ-equivalence test.
II. A FAMILY OF EA-INVARIANTS
Let m,n, k be positive integers, and t be an element of Fn2 . We denote by Tk(t) the
set of all k-tuples of elements from Fn2 that add up to t, i.e.




If A is an affine (n, n)-permutation, then the image of any k-tuple (x1, x2, . . . , xk)
from Tk(t) is a k-tuple (A(x1), A(x2), . . . , A(xk)), the sum of whose elements is
A(x1) + A(x2) + · · ·+ A(xk) =
{
A(x1 + x2 + · · ·+ xk) k odd;
A(x1 + x2 + · · ·+ xk) + A(0) k even.
Equivalently, A is a one-to-one mapping from Tk(t) to Tk(t′), where t′ = A(t) when k
is odd, and t′ = A(t) +A(0) when k is even. In particular, a linear A always permutes
Tk(0).
For any (n,m)-function F , let ΣFk (t) denote the multiset of all sums of the form





F (xi) : (x1, x2, . . . , xk) ∈ Tk(t)
}
.
The multiplicities of ΣFk (0) are then an EA-invariant for any even value of k.
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Proposition 1. Let F and G be (n,m)-functions with A1 ◦ F ◦ A2 + A = G for some
affine functions A1 : Fm2 → Fm2 , A2 : Fn2 → Fn2 , A : Fn2 → Fm2 with A1, A2 bijective.
Let k be a positive integer. Then
ΣGk (0) =
{
{A1(s) + A(0) : s ∈ ΣFk (A2(0))} k odd;
{A1(s) + A1(0) : s ∈ ΣFk (0)} k even.
In particular, the multiplicities of ΣFk (0) and Σ
G
k (0) (that is, the number of times that
each element occurs in each multiset) are the same when k is even.
Proof. Consider a k-tuple (x1, x2, . . . , xk) with x1 + x2 + · · · + xk = 0. The sum
of the images of xi under A2 is A2(x1) + A2(x2) + · · · + A2(xk), which becomes
A2(x1 +x2 + · · ·+xk) for odd values of k, and A2(x1 +x2 + · · ·+xk) +A2(0) for even
values of k. Since x1 +x2 + · · ·+xk = 0 by assumption, the sum A2(x1)+ · · ·+A2(xk)
is then A2(0) for odd k, and 0 for even k. Thus, computing all sums of the form
F ◦A2(x1) +F ◦A2(x2) + · · ·+F ◦A2(xk) for (x1, x2, . . . , xk) ∈ Tk(0) is equivalent to
computing all sums of the form F (x1)+F (x2)+· · ·+F (xk) for (x1, x2, . . . , xk) ∈ Tk(q),
with q = 0, resp. q = A2(0) for k even, resp. k odd. Thanks to the affinity of A1,
computing the sums of values of A1 ◦F ◦A2 amounts to computing the corresponding
sums of values of F ◦A2, and then taking their image under A1, up to the addition of
the constant A1(0) in the case of even k. Finally, the sum A(x1) +A(x2) + · · ·+A(xk)
of the images of x1, . . . , xk under A is equal to A(0) for k odd, and is equal to 0 for
k even. Computing the sums of values of G = A1 ◦ F ◦ A2 + A is thus the same as
computing the sums of values of A1 ◦ F ◦ A2, up to the addition of the constant A(0)
in the case of odd k. The particular statement follows immediately from the above by
observing that the elements of ΣGk (0) are simply the images of the elements in Σ
F
k (0)
under the linear part of the permutation A1.
Recall that the majority of known APN functions are quadratic, and that testing
the equivalence of quadratic (n, n)-functions represents the case of highest practical
interest. One very useful observation that we can make in the quadratic case is that
we can assume A1(0) = A2(0) = 0, which (as we see later), greatly simplifies
the complexity of the entire EA-equivalence test; and, in particular, means that the
multiplicities of ΣFk (0) are an EA-invariant for quadratic functions in the case of odd
values of k as well.
Proposition 2. Let F,G be quadratic (n, n)-functions for some positive integer n,
and suppose that A1 ◦ F ◦A2 +A = G for some affine (n, n)-functions A1, A2, A with
A1, A2 bijective. Furthermore, let c1 = A1(0), c2 = A2(0), and L1(x) = A1(x) + c1,
L2(x) = A2(x) + c2 so that L1 and L2 are linear. Then there exists an affine (n, n)-
function A′ such that
L1 ◦ F ◦ L2 + A′ = G.







for some coefficients cij ∈ F2n . The composition F ◦ A2 expands to

































2 ) is an affine function. Then
the composition A1 ◦ F ◦ A2 becomes
A1(F (A2(x))) = L1((F ◦ L2)(x) + A′′(x)) + c1 = L1 ◦ F ◦ L2(x) + A′′′(x),
where A′′′(x) = L1(A′′(x)) + c1. Finally, taking A′ = A′′′(x) + A(x), we have
L1 ◦ F ◦ L2 + A′ = G
as desired.
As suggested above, Proposition 2 implies that the multiplicities of ΣFk (0) are an
invariant for both odd and even values of k in the quadratic case. Note that the con-
dition of the function being quadratic is necessary, as witnessed by e.g. F (x) = x15
and G(x) = (x+α)15 over F26 , where α is a primitive element of F26: the elements of
the finite field in question fall into three distinct classes based on their multiplicities
in ΣF3 (0), but into five distinct classes based on their multiplicities in Σ
G
3 (0).
Corollary 1. Following the notation and hypothesis of Proposition 1, if F and G are
in addition quadratic, then the multiplicities of ΣFk (0) and Σ
G
k (0) are the same for any
value of k.
The complexity of computing the multiplicities of ΣFk (t) for an (n,m)-function F
increases exponentially with each increment of k. Fortunately, computing the multi-
plicities via the Walsh transform of F results in a complexity that does not depend on
the value of k.
Proposition 3. Let F be an (n,m)-function, k be a positive integer, t ∈ Fn2 and s ∈
Fm2 . Let MFk (t, s) denote the number of k-tuples (x1, x2, . . . , xk) such that x1 + x2 +
· · ·+ xk = t and F (x1) + F (x2) + · · ·+ F (xk) = s. Then






(−1)Trm(bs)W kF (a, b). (2)

















V Deciding EA-equivalence via invariants 147













The statement then follows by recalling that
∑
a∈Fn2 (−1)
Trn(ax) evaluates to 0 for any
0 6= x ∈ Fn2 , and evaluates to 2n for x = 0.
Finding the multiplicity of a given element s ∈ Fm2 in ΣFk (t) now amounts to
computing the Walsh coefficients WF (a, b) of F , raising them to the power k, and
combining them according to (2). We note that for the purposes of testing EA-
equivalence, we always assume t = 0, and hence (2) simplifies to 2m+nMFk (0, s) =∑
a∈Fn2 ,b∈Fm2 (−1)
Trm(bs)W kF (a, b). Furthermore, the Walsh coefficients WF (a, b) can be
precomputed for all F from a known set of EA-representatives, allowing the compu-
tations to be sped up at the cost of storing the precomputed result.
Remark 1. We note that, in the case of APN functions, the multiset of the multi-
plicities of ΣF3 (0) is essentially the same as the multiset Π
0
F studied in [8]. The latter,
given an (n, n)-function F , is defined as the multiset
Π0F = {#{a ∈ F2n | (∃x ∈ F2n)F (x) + F (a+ x) + F (a) = b} : b ∈ F2n}.
The equation F (x)+F (a+x)+F (a) = b has either 0 or 2 solutions for any 0 6= a ∈ F2n
and any b ∈ F2n if F is APN. Thus, an equivalent invariant would be the multiset
{F (x) + F (a+ x) + F (a) : a, x ∈ F2n},
and it is easy to see that this can equivalently be rewritten as
{F (x1) + F (x2) + F (x3) : (x1, x2, x3) ∈ F32n | x1 + x2 + x3 = 0},
which is essentially the same as ΣF3 (0). As pointed out in [8], the multiset Π
0
F is a
CCZ-invariant for quadratic APN functions.
III. GUESSING THE OUTER PERMUTATION
Suppose that we are given two EA-equivalent functions F and G from Fn2 to Fm2
for some positive integers n,m, so that A1 ◦F ◦A2 +A = G for some affine functions
A1 : Fm2 → Fm2 , A2 : Fn2 → Fn2 and A : Fn2 → Fm2 , with A1 and A2 bijective. Let
c1 = A1(0) and c = A(0) so that L1(x) = A1(x) + c1 and L(x) = A(x) + c are the
linear parts of A1 and A, respectively. We note that if A1 ◦ F ◦A2 +A = G, then also
A′1 ◦F ◦A2+A′ = G where A′1(x) = A1(x)+∆ and A′(x) = A(x)+∆ for any ∆ ∈ Fm2 .
In particular, we can always assume that c1 = 0 without loss of generality, so that A1
is linear. In the following, we will write simply G = L1 ◦ F ◦ A2 + A.
By Proposition 1, for even values of k, we have
ΣGk (0) = {L1(a) : a ∈ ΣFk (0)}.
Besides justifying that the multiset of multiplicities of ΣFk (0) is an EA-invariant for
any positive even integer k, the above relation gives us some information about L1;
namely, it implies that if L1(x) = y for some x, y ∈ Fm2 , then the multiplicity of x in
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ΣFk (0) should be the same as that of y in Σ
G
k (0). If the elements of Fm2 are partitioned
according to the multiplicities of F as
Fm2 = K1 ⊕K2 ⊕ · · · ⊕Ks
for some positive integer s, so that all elements in Ki for every 1 ≤ i ≤ s have the
same multiplicity in ΣFk (0), and elements in Ki and Kj have distinct multiplicities for
i 6= j; and, similarly, as
Fm2 = C1 ⊕ C2 ⊕ · · · ⊕ Cs
according to the multiplicities of G, then we must have
L1(Ki) = Ci
for all 1 ≤ i ≤ s. We will say that any permutation L1 satisfying L1(Ki) = Ci
for all i respects the two partitions of Fm2 . Consequently, we obtain conditions that
can be used to restrict the possible choices for L1. Intuitively, the larger the number
of classes s in the partition of Fm2 , the fewer linear permutations L1 can satisfy the
conditions thus obtained. In particular, if all elements of Fm2 occur with the same
multiplicity, we do not obtain any information on L1. This is clearly the case when
F is a permutation. Furthermore, the same appears to be true for all APN (n, n)-
functions with odd n (regardless of whether they are permutations or not), which is
why we concentrate on fields of even extension degree in our work.
All linear permutations L respecting the partitions Fm2 = K1 ⊕ · · · ⊕Ks and Fm2 =
C1⊕· · ·⊕Cs can now be found by trying to guess the values of L on a basis of Fm2 , and
backtracking whenever some assignment violates these partitions. An algorithmic
description of this procedure is provided below under Algorithm 1 and Algorithm
2. The former presents the general framework for partitioning Fm2 according to the
multiplicities of sums of values of F and G, while the latter describes the process
of reconstructing all linear permutations that respect the constructed partitions. We
remark that the algorithm is described for the particular case of k = 4 (which is
what we have mostly used in practice for our computational experiments), but the
principle trivially generalizes to any value of k. We also note that computing the
number MFk (0, s) of k-tuples whose values under F add up to a given s ∈ Fm2 can
be done via the values of the Walsh transform as described in Proposition 3; this is
particularly useful if the selected value of k is large, or if a precomputed table of the
Walsh coefficients for one (or both) of the tested functions is available.
Let us take a closer look at Algorithm 1. We first fix an even value of k, for instance
k = 4. Given two (n, n)-functions, F andG, that we would like to test for equivalence,
we begin by computing the multiplicities of the elements in the multisets ΣFk (0) and
ΣGk (0). The number of times that the element s ∈ Fm2 appears in ΣFk (0) is denoted by
MFk (0, s) (this means that M
F
k (0, s) k-tuples (x1, x2, . . . xk) with x1 +x2 + · · ·+xk = 0
satisfy F (x1) + F (x2) + · · ·+ F (xk) = s).
Using these multiplicities, we partition Fm2 in two ways: using the multiplicities
{MFk (0, s) : s ∈ Fm2 }, and using the multiplicities {MGk (0, s) : s ∈ Fm2 }. More
precisely, we write Fm2 as Fm2 = K1⊕K2⊕· · ·⊕Ks, withK1, K2, . . . , Ks being disjoint
sets of elements; two elements s1 and s2 are in the same block Ki of the partition if
and only if MFk (0, s1) = M
F
k (0, s2), i.e. if s1 and s2 occur with the same multiplicity
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in ΣFk (0). Equivalently, we could say that the multiplicities M
F
k (0, s) induce an equiv-
alence relation, in which two elements s1, s2 ∈ Fm2 are equivalent precisely when
MFk (0, s1) = M
F
k (0, s2); the blocks K1, K2, . . . , Ks are then the equivalence classes of
this equivalence relation. In the same way that K1, K2, . . . , Ks is the partition induced
by ΣFk (0), C1, C2, . . . , Cs′ is the partition induced by Σ
G
k (0).
If F and G are EA-equivalent, then the number of blocks in both partitions must
be the same, and the individual blocks must have the same sizes. Thus, if s 6= s′,
or if the multiset {#Ki : i = 1, 2, . . . , s} is not equal to {#Ci : i = 1, 2, . . . , s}, we
can immediately conclude that F and G are not EA-equivalent. Otherwise, we can
rearrange the blocks K1, K2, . . . , Ks and C1, C2, . . . , Cs in such a way that #Ki =
#Ci for i = 1, 2, . . . , s. At this point, we know that if F and G are equivalent via
L1 ◦ F ◦ A2 + A = G, then L1 must map Ki to Ci for i = 1, 2, . . . s. This additional
information allows us to significantly reduce the number of linear permutations L1
that needs to be considered.
The set of all linear permutations preserving the partitions can be found using
Algorithm 2. The latter is essentially an exhaustive search that tries to guess the
values of L1 on a basis B = {b1, b2, . . . , bm} of Fm2 . After we have guessed the values
of L1 on b1, b2, . . . , bi for some i ≤ m, we know the values of L1 on all elements of Fm2
generated by {b1, b2, . . . , bi}. For any such element x, we can find the indices j, j′ such
that x ∈ Kj and L1(x) ∈ Cj′ . If j 6= j′, then L1 does not respect the partitions, and so
we backtrack, attempting a different guess for bi. If we do not find any contradiction
of this type, we proceed to guessing the value of bi+1. We continue in this manner
until we have exhausted all possibilities.
The partitions Fm2 = K1 ⊕ K2 ⊕ · · · ⊕ Ks can be precomputed for representatives
from e.g. all known EA-classes of APN functions; in particular, we refer to our
computational results described in Section V where we describe how we provide
such pre-computed results for all currently known APN functions over F2n up to
dimension n = 10. When using Algorithms 1 and 2 to find all possibilities for the
outer permutation L1 in L1 ◦F ◦A2 +A = G, however, we need to know the partitions
according to both F and G, which makes the precomputation of the permutations L1
impossible.
Nonetheless, we can observe that the set of linear permutations L1 mapping Ki to
Ci for every 1 ≤ i ≤ s is simply a coset in the symmetric group of Fm2 of the subgroup
of linear permutations mapping Ki to Ki for 1 ≤ i ≤ s. The latter can be precomputed
for known EA-representatives, and hence finding a single linear permutation mapping
every Ki to Ci with 1 ≤ i ≤ s allows us to reconstruct all such permutations by
composing it with the precomputed ones. This can be formalized as follows.
Proposition 4. Let n be a positive integer, and Fn2 = K1 ⊕K2 ⊕ · · · ⊕ Ks and Fn2 =
C1 ⊕ C2 ⊕ · · · ⊕ Cs be two partitions of the elements of Fn2 such that #Ki = #Ci
for every 1 ≤ i ≤ s. Let K be the set of all linear permutations L of Fn2 such that
L(Ki) = Ki for all 1 ≤ i ≤ s, and let P be the set of all linear permutations L of Fn2
such that L(Ki) = Ci for 1 ≤ i ≤ s. Then K is a subgroup of the symmetric group of
Fn2 , and P is a coset of K.
Proof. The composition of two linear permutations is clearly a linear permutation
itself, and so is the inverse of a linear permutation. Furthermore, if L1 and L2 are
linear permutations that permute some set Ki ⊆ Fn2 , then their composition and their
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Algorithm 1: General framework for reconstructing the outer permutation
Input : Two (n,m)-functions F and G
Output: All linear permutations L1 of Fm2 respecting the partitions induced by F
and G
for s ∈ Fm2 do
compute the number MF4 (0, s) of (x1, x2, x3, x1 + x2 + x3) ∈ T4(0) such that
F (x1) + F (x2) + F (x3) + F (x1 + x2 + x3) = s ;
compute the number MG4 (0, s) of (x1, x2, x3, x1 + x2 + x3) ∈ T4(0) such that
G(x1) +G(x2) +G(x3) +G(x1 + x2 + x3) = s ;
end
partition Fm2 = K1 ⊕K2 ⊕ · · · ⊕Ks so that MF4 (0, s1) = MF4 (0, s2) for s1 ∈ Ki and
s2 ∈ Kj if and only if i = j ;
partition Fm2 = C1 ⊕ C2 ⊕ · · · ⊕ Cs′ so that MG4 (0, s1) = MG4 (0, s2) for s1 ∈ Ci and
s2 ∈ Cj if and only if i = j ;
if s 6= s′ then
return ∅
end
rearrange C1, C2, . . . , Cs if necessary so that MF4 (0, s1) = M
G
4 (0, s2) where s1 ∈ Ki,
s2 ∈ Ci for any 1 ≤ i ≤ s ;
if #Ci 6= #Ki for some i in 1 ≤ i ≤ s then
return ∅
end
select I ⊆ {1, . . . , s} such that U = ⋃i∈I Ki contains a basis B = {b1, . . . , bm} of
Fm2 and #U is as small as possible ;
return all linear permutations L1 of F2n mapping Ki to Ci for 1 ≤ i ≤ s as per
Algorithm 2
inverses do so as well. Thus, K is closed under composition and taking inverses, and
is a subgroup of the symmetric group of Fn2 .
Now, suppose that L is a linear permutation of Fn2 mapping some subset Ki ⊆ Fn2
onto some Ci ⊆ Fn2 . Then K ◦ L is also a linear permutation mapping Ki onto Ci for
any K ∈ K. Thus, K 7→ K ◦ L maps K to P , and is clearly invertible since L is a
permutation. Consequently, P is a coset of K represented by L.
Besides delegating a large portion of the work in constructing P to the precom-
putation of K, Proposition 4 allows us to estimate the complexity of testing EA-
equivalence between a function F (which we can assume is a known EA-representative)
and another function G inducing a partition of Fm2 compatible with the one induced
by F .
Furthermore, it is clear that the size of the group K of linear permutations that
preserve the partition Fm2 = K1 ⊕ · · · ⊕ Ks induced by the multiplicities in ΣkF (0) is
an EA-invariant. What makes this interesting, is that it is more discriminating than
the sizes of the partition classes: for instance, the APN functions F (x) = x3 and
G(x) = x3 +α11x6 +αx9 over F26 (where α is primitive in F26) both partition F26 into
three classes of size 1, 21, and 42, respectively; but the group of linear permutations
preserving the partition of F (x) contains 1008 elements, while the group of linear
permutations preserving the partition of G has 336 elements. Thus, precomputing the
groups K of linear permutations preserving the partition for representatives from the
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Algorithm 2: Finding all linear permutations respecting a pair of partitions
Input : Two partitions Fm2 = K1 ⊕K2 ⊕ · · · ⊕Ks and Fm2 = C1 ⊕ C2 ⊕ · · · ⊕ Cs of
the vector space Fm2 , a basis B = {b1, b2, · · · , bm} of Fm2 , and a set U of
possible values for the images of B
Output: All linear permutations L1 of Fm2 such that L1(Ki) = Ci for 1 ≤ i ≤ s
Set L1(0)← 0 ;
return assign(1)
procedure assign(i) ;




for ci ∈ U do
partitionPreserved← true ;
for x ∈ Span({b1, · · · , bi−1}) do
L1(x+ bi)← L1(x) + ci ;
find j such that x+ bi ∈ Kj ;










known classes of APN functions has the additional advantage that it allows us to rule
out equivalence in more cases (using a stronger invariant). We note that the actual
elements of the group K are not, in general, invariant under EA-equivalence.
To give some basic idea of how efficient these processes are, we have computed
the groups K for representatives from all switching classes of APN functions over
F2n with n ∈ {6, 8} [18]. The results are presented in Table I below. The first column
gives the dimension n of F2n . The functions are indexed in the second column in the
same way as in [18]. The next two columns give the time in seconds for computing
the partition of F2n according to the quadruple sums of F directly and using the
Walsh transform, respectively (including the time in seconds for precomputing the
Walsh coefficients). The following column gives the time for computing all lin-
ear permutations preserving the corresponding partition. The last column gives the
number of linear permutations found in each case, which is a direct measure of the
complexity of an EA-equivalence test by our method, as the approach for guessing
the inner permutation (described in the following Section IV) has to be applied to
every possible choice of the outer permutation.
We note that the running times are highly dependent on the programming language,
implementation, and computational equipment used, and the ones presented in the
paper are given only for illustrative purposes.
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n ID Sums Walsh Time Permutations
6
1.1 1.650 1.250 1.030 1008
1.2 1.510 1.390 0.300 336
2.1 1.390 1.450 0.010 10
2.2 1.250 1.250 0.380 336
2.3 1.240 1.450 0.970 1008
2.4 1.260 1.250 0.010 8
2.5 1.300 1.310 0.050 60
2.6 1.260 1.290 0.010 8
2.7 1.310 1.290 0.010 10
2.8 1.310 1.310 0.010 8
2.9 1.300 1.310 0.010 7
2.10 1.580 1.300 0.010 8
2.11 1.290 1.290 0.000 8
2.12 2.450 2.470 0.030 48
8
1.1 103.580 74.910 23.090 680
1.2 92.140 86.570 206.830 680
1.3 244.540 238.560 78.180 8
1.4 146.520 140.710 12.530 8
1.5 112.860 107.580 58.300 4
1.6 111.810 106.920 62.580 4
1.7 127.330 121.320 10.020 1
1.8 126.210 121.740 26.670 4
1.9 127.250 121.730 40.370 4
1.10 127.090 121.270 10.400 2
1.11 127.410 122.560 50.560 4
1.12 127.950 121.240 46.520 4
1.13 127.850 122.320 10.530 2
1.14 132.900 127.100 0.010 2
1.15 126.410 121.940 22.580 1
1.16 127.020 121.040 9.970 2
1.17 126.860 120.790 69.860 2
2.1 99.690 94.340 27.380 360
3.1 118.870 112.990 57.480 4
4.1 115.700 110.040 0.070 16
5.1 102.470 96.640 0.030 8
6.1 110.940 105.610 0.040 8
7.1 98.650 93.330 49.350 680
TABLE I: Computational experiments for finding the outer permutation
For comparison, there are 27998208 linear permutations of F26 , and 132640470466560
linear permutations of F28 .
IV. GUESSING THE INNER PERMUTATION
If, in addition to the (n,m)-functions F and G, we know the linear permutation
L1 in the relation L1 ◦ F ◦ A2 + A = G, we can apply its inverse, L−11 to both sides,
obtaining
F ◦ A2 + A′ = G′, (3)
where A′ = L−11 ◦ A and G′ = L−11 ◦ G. A pair of affine (n,m)-functions A2, A′
satisfying the above relation then exists if and only if F is EA-equivalent to G.
Once again, let us write c = A′(0) and c2 = A2(0), and L2 = A2 + c2 and A =
L + c for the linear parts of A2 and A, respectively. Substituting 0 for x in (3) yields
F (c2) + c = G
′(0). Since we know G′, and hence also G′(0), this means that any
choice of c2 uniquely determines c. It is thus enough to loop over all possible choices
of c2 ∈ Fn2 and take c = F (c2)+G′(0) in order to exhaust all possibilities for (c2, c′). As
observed in Proposition 2, if F and G are quadratic, then we can assume that c2 = 0
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and c = G′(0) without loss of generality; for functions of higher algebraic degree, we
have to consider all possible values of c2. In the following, we assume that we have
guessed the constants c2 and c, and rewrite (3) as
F ◦ L2 + L′ = G′′, (4)
where G′′(x) = G′(x + c2) + c. It now remains to look for a pair of functions L2 :
Fm2 → Fm2 and L : Fn2 → Fm2 satisfying (4).
To guess the permutation L2, we observe that, given some k-tuple (x1, x2, · · · , xk) ∈
Tk(0), by Proposition 1, we have
G′′(x1) + · · ·+G′′(xk) = F (L2(x1)) + · · ·+ F (L2(xk)),
and thus, if some element xi ∈ Fn2 is part of a k-tuple whose sum under G is t, then
its image L2(xi) under L2 must be part of some k-tuple whose sum under F is t. We
state this formally as follows.
Proposition 5. Let F and G be (n,m)-functions for some positive integers n,m such
that F ◦ L2 + L = G for L2, L linear and L2 bijective. Let k be a positive integer, and,
for any t ∈ Fm2 , denote
OFk (0, t) = {(x1, x2, · · · , xk) ∈ Tk(0) | F (x1) + F (x2) + · · ·+ F (xk) = t}.
Then, if (x1, x2, · · · xk) ∈ Tk(0) with G(x1) + · · · + G(xk) = t, we must have L2(xi) ∈









ΣGk (0, x) = {G(x1) + · · ·+G(xk) : (x1, . . . , xk) ∈ Tk(0) | x ∈ (x1, . . . xk)}.
Using (5) for k = 3, we can significantly reduce the domains of L2(x) for x ∈
Fm2 , i.e. the ranges of possible values that L2(x) can take. A large number of the
domains end up consisting of three elements (although we do obtain larger domains
in some cases). Since guessing L2 amounts to guessing its values on a basis of Fm2 ,
the elements of the basis can be chosen in such a way that the Cartesian product of the
respective domains is small. In most cases, we can indeed choose the basis elements
in such a way that all domains consist of three elements, and thus end up with only
3n possibilities for L2.
In addition, assuming that e.g. F is a known representative, some precomputations
are possible; namely, the sets OFk (0, t) can be precomputed for k = 3 and all values
of t. Alternatively, the roles of F and G in (4) can be swapped by composing both
sides with the inverse of L2 from the right, in which case the sets ΣFk (0, x) can be
precomputed for k = 3 and for all x ∈ Fm2 .
We note that for values of k greater than 3, it seems to always be possible to express
all elements in F2n as the sum of four values of F for an APN function F , in which
case
∑G
k (0, x) = Fm2 for all x ∈ Fm2 , and consequently the domains of all x ∈ Fm2
end up being the entire field Fm2 . Since the definitions of Tk(0) and
∑F
k (0) only make
sense for values of k greater than 2, k = 3 remains the only practically useful choice
for the value of k (at least in the case of APN functions).
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Algorithm 3 describes the approach for reconstructing L2 from (3) suggested by
the above considerations. The first part of the algorithm computes the domains D(x)
for all elements x ∈ Fn2 ; we then know that for any x ∈ Fn2 we must have L2(x) ∈
D(x). All domains are initially set to Fn2 , i.e. no restrictions on the value of L2(x) is
made. We then compute the sets OF3 (t) of all triples (x1, x2, x1 + x2) with F (x1) +
F (x2) + F (x1 + x2) = t. For any element y1 belonging to a triple (y1, y2, y1 + y2) with
G(y1) + G(y2) + G(y1 + y2) = t, we know that L2(y1) must belong to OF3 (t); we use
this to reduce the domain D(y1) of y1.
Having computed the domains, the second part of the algorithm consists of finding
a basis B = {b1, b2, . . . , bn} of Fn2 , and constructing all linear permutations L2 for
which L2(bi) ∈ D(bi) for i = 1, 2, . . . , n. Since we assume that F ◦ A2 + A = G (with
A2 = L2 + c2, where we also guess the value of c2 by going through all possibilities),
if the choice of L2 is correct, then A = F ◦A2 +G must be affine. For every possible
of choice of L2 and c2, we thus compute A and check whether its algebraic degree is
at most 1; if so, then we have found the equivalence between F and G.
Recall that by Proposition 2 we can assume that c2 = 0 if the functions being tested
for equivalence are quadratic, which significantly reduces the computation time.
We note that Algorithm 3 will return all affine permutations A2 for which A =
F ◦A2 +G is affine. If our goal is to check whether such a permutation exists (which
is all that we need for the purposes of the EA-equivalence test), we can immediately
terminate as soon as a single such permutation is found. Furthermore, we remark that
if (3) is obtained by applying the inverse L−11 of the outer permutation, and a solution
(A2, A) of (3) is found, then this already witnesses that F and G are EA-equivalent.
In order to get an idea of the efficiency of this method, we once again run a number
of experiments on representatives from the known APN functions for n = 6 and
n = 8. For every pair (F,G) of representatives from the switching classes in [18], we
generate a random affine permutation A2 and a random affine function A, and use
Algorithm 3 to attempt to reconstruct A2 and A from F and G. In the cases when F
and G are not EA-equivalent this, of course, will fail; in the remaining cases (when F
and G do belong to the same EA-equivalence class), we stop as soon as we find the
first pair of affine functions (A2, A) solving F ◦ A2 + A = G. For each combination
of F and G, we generate 10 pairs of (A2, A). Table II gives the average running time
for solving F ◦ A2 + A = G for dimensions n = 8. There are 23 switching APN
representatives in F28 , and we index them from 1 to 23 in Table II in the same order
that they are listed in [18]. In the case of n = 6, the running time does not exceed 0.2
seconds in the worst case; we omit a detailed table of the running times for the sake
of brevity. The running times are given in seconds, multiplied by a factor of 100; e.g.
deciding that F ◦A2+A = G is unsolvable when F is 1.1 and G is 1.2 from [18] takes
7.51 seconds.
V. COMPUTATIONAL RESULTS
A recent paper [1] introduces 12 923 new APN functions over F28 , in addition
to the more than 8000 instances previously found and documented in [28]. For the
purposes of measuring how efficient the multiplicities of the elements in ΣFk (0) are as
an invariant, and for speeding-up potential EA-equivalence tests, we have computed
the exact partitions for k = 4 for all of these functions. We also perform similar
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Algorithm 3: Reconstructing the inner permutation A2
Input : Two (n,m)-functions F and G with F (0) = G(0) = 0
Output: All affine permutations A2 of Fm2 such that F ◦ A2 +G is affine
for x ∈ F2n do
D(x)← F2n (initialize domains) ;
OF3 (x)← ∅ ;
end
for (x1, x2) ∈ (Fm2 )2 do
t← F (x1) + F (x2) + F (x1 + x2) ;
OF3 (t)← OF3 (t) ∪ (x1, x2, x1 + x2) ;
end
for (x1, x2) ∈ (Fm2 )2 do
t← G(x1) +G(x2) +G(x1 + x2) ;
D(x1)← D(x1) ∩OF3 (t) ;
D(x2)← D(x2) ∩OF3 (t) ;
D(x1 + x2)← D(x1 + x2) ∩OF3 (t) ;
end
Order the elements x ∈ Fm2 into xi for 1 ≤ i ≤ 2n, so that
i < j =⇒ #D(xi) ≤ #D(xj) ;
B ← ∅ (basis) ;
Results← ∅ ;
for i = 1, 2, . . . , 2m do
if xi /∈ Span(B) then
B ← B ∪ {xi} ;





for c2 ∈ Fm2 do
for (v1, v2, . . . , vn) ∈
∏
x∈B D(x) do
Let L2 be linear with L2(bi) = vi for B = (b1, . . . , bm) ;
A2 ← L2 + c2 ;
A← F ◦ A2 +G ;
if deg(A) ≤ 1 then





computations for all known APN functions up to dimension n = 10. A complete list
of these partitions is available online at https://boolean.h.uib.no/mediawiki. Here, we
give a summary of the computed data.
In total, we have computed the partition induced by ΣFk (0) for 21105 CCZ-inequivalent
functions F . From these, we have obtained 19300 distinct partitions. Of these, the
“Gold-like” partition (which splits the field into three partition classes, of size 1, 70,
and 185, respectively) is the most frequently occurring, and is induced by 21 functions
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1 2 3 4 5 6 7 8 9 10 11 12
1 60 751 749 751 751 751 751 751 750 751 753 751
2 739 59 744 743 742 743 743 743 745 745 742 742
3 809 809 106 808 808 808 810 829 818 807 814 832
4 775 776 778 77 778 785 786 784 809 782 789 778
5 766 766 766 767 66 766 766 766 766 788 769 769
6 775 773 769 769 768 66 769 773 768 769 769 769
7 779 778 778 777 779 778 73 778 778 778 777 778
8 778 779 779 779 778 779 778 73 835 771 772 774
9 777 776 776 776 776 776 776 776 73 776 776 776
10 773 774 774 775 776 774 780 781 776 73 775 776
11 778 775 775 775 777 774 774 774 773 774 73 774
12 782 776 776 776 776 777 777 776 776 776 777 73
13 774 775 776 773 771 769 769 770 770 769 770 769
14 782 783 783 783 783 786 781 785 786 784 783 785
15 778 773 781 779 773 775 775 774 775 775 774 774
16 775 775 775 775 775 775 775 776 776 775 775 776
17 778 778 778 778 778 778 778 778 778 778 778 777
18 766 766 766 767 766 766 779 782 772 766 766 768
19 767 767 766 767 767 767 767 767 767 766 767 767
20 779 779 779 778 779 779 778 779 778 778 778 778
21 770 770 770 770 770 770 770 770 770 770 770 770
22 769 769 769 769 769 769 769 769 769 768 769 769
23 753 753 753 754 754 753 753 754 754 753 754 753
13 14 15 16 17 18 19 20 21 22 23
1 751 751 752 752 751 752 751 751 751 752 916
2 741 743 743 741 742 743 743 743 743 743 909
3 812 810 813 815 809 809 809 809 809 809 971
4 779 779 779 780 776 775 776 776 776 776 941
5 773 772 770 772 769 770 769 769 772 771 942
6 772 770 772 771 771 917 786 791 814 797 941
7 777 777 776 779 778 778 779 778 776 779 972
8 823 775 833 772 772 772 771 771 772 771 937
9 776 775 776 783 793 780 776 778 774 774 939
10 775 776 776 776 776 774 775 776 775 775 942
11 778 775 775 775 775 775 775 775 775 775 941
12 776 776 778 776 776 776 776 776 776 776 952
13 72 770 769 770 769 769 769 780 781 787 940
14 789 75 781 789 781 785 785 784 781 782 949
15 775 774 73 773 773 775 774 777 773 777 942
16 776 777 773 72 773 773 773 775 773 773 943
17 777 777 777 778 73 777 778 777 779 775 942
18 766 765 770 766 766 63 765 763 766 764 931
19 767 767 767 767 767 769 68 767 767 775 936
20 778 778 778 779 779 778 779 67 780 774 940
21 770 769 770 770 770 769 770 770 63 770 937
22 769 769 769 769 769 768 769 781 769 65 934
23 753 753 753 753 753 753 753 753 752 753 918
TABLE II: Computation time for reconstructing the inner permutation for n = 8
including, of course, the Gold function x3. The number of partitions that occur only
once is 18103; and the remaining partitions occur between two and eleven times.
Most of the partitions contain a large number of classes: indeed, only the “Gold-
like” partition described above has three classes, while all other observed partitions
have at least 6 classes; the vast majority of functions induce a partition having be-
tween 12 and 16 classes, while the largest number of classes, 22, is achieved by only
two functions. We recall that a large number of classes intuitively corresponds to
a small number of linear permutations respecting the corresponding partition, and
consequently to a faster test for EA-equivalence.
In the case of n = 10, we only observe the “Gold-like” partition for all the ten
known representatives from the infinite families. However, among the five new func-
tions given in the dataset accompanying [1], we find three that have different (and
pairwise distinct) spectra.
For odd dimensions (n = 7 and n = 9), we also compute the partitions induced by
the known APN representatives, but these always yield a trivial partition of F2n into
a zero and non-zero elements (even when we take into account the newly discovered
APN classes from [1]).
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VI. CONCLUSION
We have introduced a family of invariants under EA-equivalence, and have shown
how their values can be efficiently computed using the Walsh transform. We have
experimentally observed that over F2n with even n, these invariants can be used to
partition quadratic APN functions into small subclasses, thereby significantly facil-
itating their classification up to EA- and CCZ-equivalence. We have demonstrated
how the values of these invariants can be used to restrict the values of the outer
permutation A1 in the relation A1 ◦ F ◦A2 +A = G for two given (n,m)-functions F
andG, and have ran experiments in order to measure how much this approach reduces
the search space. We have described how a variation of the same invariants can be
used to restrict the values of the images of F2n under the inner permutation, A2, and
have combined the above into a computational test for deciding the EA-equivalence
of any two (n,m)-functions F and G. Although slower than the standard test for
CCZ-equivalence via the permutation equivalence of linear codes, our approach has
the advantage that it is easily implementable on any programming language, and
can be separated into a multitude of small, independent steps with concrete output,
the majority of which can be naturally parallelized and run in different processes or
on different computers. Furthermore, this is, to the best of our knowledge, the first
efficient algorithm for directly testing the EA-equivalence of two given functions.
One direction for future work would be to investigate the invariants described in
Section II more closely, and see whether they can be modified in order to provide
more efficient restrictions. In the same vein, it would be interesting to investigate
the functions for which our experimental results show a large number of choices for
the outer permutation A1 following the restriction described in Section III, and to see
whether some of these choices can be ruled out using some other criterion; this would
directly impact the efficiency of the entire EA-equivalence test for these functions.
So far, we have implemented the algorithms described in Section III and IV in the
Magma programming language [5] due to the ease of implementation. As pointed
out above, our approach is quite simple, and does not depend on anything more
complicated than computing linear combinations of binary vectors, and so it should
be readily implementable in any general-purpose programming language. We expect
that a careful implementation in an efficient language would further reduce the com-
putational time needed for testing EA-equivalence, and make the method even more
useful in practice.
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Abstract
In 2008 Budaghyan, Carlet and Leander generalized a known instance of an APN function
over the finite field F212 and constructed two new infinite families of APN binomials over the
finite field F2n , one for n divisible by 3, and one for n divisible by 4. By relaxing conditions,
the family of APN binomials for n divisible by 3 was generalized to a family of differentially
2t-uniform functions in 2012 by Bracken, Tan and Tan; in this sense, the binomials behave in
the same way as the Gold functions. In this paper, we show that when relaxing conditions on
the APN binomials for n divisible by 4, they also behave in the same way as the Gold function
x2
s+1 (with s and n not necessarily coprime). As a counterexample, we also show that a family
of APN quadrinomials obtained as a generalization of a known APN instance over F210 cannot
be generalized to functions with 2t-to-1 derivatives by relaxing conditions in a similar way.
I. INTRODUCTION
Let n,m be natural numbers. A vectorial Boolean (n,m)-function, or simply an
(n,m)-function, or vectorial Boolean function, is a mapping from the n-dimensional
vector space Fn2 over the finite field F2 = {0, 1} to the m-dimensional vector space
Fm2 . Since the extension field F2n can be identified with an n-dimensional vector
space over F2, (n,m)-functions can be seen as functions between the Galois fields
F2n and F2m . Vectorial Boolean functions have many applications in mathematics
and computer science. In cryptography, they are the basic building blocks of block
ciphers, and the choice of functions directly influences the security of the cipher.
In order to construct cryptographically secure ciphers, it is necessary to understand
what properties such functions need to possess in order to resist various types of
cryptanalytic attacks, and to find methods for constructing functions having these
desirable properties. In our work, we mostly concentrate on the case when n = m,
i.e. when the numbers of input and output bits are the same. A comprehensive survey
on (n,m)-functions can be found in [4], [8].
One of the most powerful attacks against block ciphers is differential cryptanal-
ysis, introduced by Biham and Shamir [1]. The attack is based on studying how
the difference in two inputs to a function affects the difference in the corresponding
outputs. The resistance to differential attacks of an (n,m)-function is measured by
a property called its differential uniformity. The lower the differential uniformity,
the more resistant the cryptosystem is to differential attacks. The class of almost
perfect nonlinear (APN) functions is defined as the class of (n, n)-functions having
the best possible differential uniformity, and thus provides optimal security against
differential cryptanalysis.
Another powerful attack against block ciphers is linear cryptanalysis, introduced
by Matsui [12]. The property of a function which measures the resistance to this kind
of attack is called nonlinearity. The nonlinearity NL(F ) of an (n,m)-function F is
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defined to be the minimum Hamming distance between any component of F and any
affine (n, 1)-function. An upper bound on the nonlinearity of any (n, n)-function can
be derived, and the class of almost bent (AB) functions is defined as the class of those
functions that meet this bound with equality and therefore provide the best possible
resistance to linear attacks.
Recall that the Gold functions are APN power functions over F2n of the form
x2
s+1 for some natural number s satisfying gcd(s, n) = 1. Relaxing the condition
to gcd(s, n) = t for some positive integer t, the functions of the form F (x) = x2
s+1
become differentially 2t-uniform, with all their derivatives DaF (x) = F (x)+F (a+x)
for a 6= 0 being 2t-to-1 functions. These functions are permutations if and only
if n/gcd(s, n) = n/t is odd [13], and are (2t + 1)–to–1 functions otherwise. Their
nonlinearity is 2n−1 − 2(n+t)/2 when n/t is odd, and 2n−1 − 2(n+2t)/2 otherwise.
In 2008, two infinite families of (n, n)-APN binomials inequivalent to power func-
tions were introduced in [5] for values of n divisible by 3 or by 4 as generalizations
of a known sporadic APN instance over F212 [11]. These were the first known infinite
families of APN functions that are inequivalent to power functions. It was later shown
in 2012 that the family of APN binomials for n divisible by 3 can be generalized
to functions with 2t-to-1 derivatives (for some positive integer t) with nonlinearity
equal to 2n−1− 2(n+t)/2 for n+ t even, and 2n−1− 2(n+t−1)/2 for n+ t odd by relaxing
conditions [3]. Thus, the APN binomials for n divisible by 3 behave in the same way
as the Gold functions from the point of view of differential uniformity, nonlinearity
and properties of the image set.
In this paper we show that the second class of APN binomials from [5] (for n
divisible by 4) also behaves in the same way as the Gold functions in this respect. We
note that all the constructed functions (much like the APN binomials) are quadratic,
and are therefore not directly suitable for cryptographic use in practice. Nonetheless,
the vast majority of known APN functions are given by a quadratic representation, but
contain representatives of higher algebraic degrees in their CCZ-equivalence class.
We also consider the family of APN quadrinomials constructed by generalizing a
known APN instance over F210 [7] and computationally verify that they provide a
counterexample to this approach, in the sense that they cannot be generalized to
functions with 2t-to-1 derivatives by relaxing conditions in a similar way for any
even dimension n in the range 6 ≤ n ≤ 14.
The paper is structured as follows. In Section II, we recall the basic definitions and
results that we use throughout our work. In Section III, we compute the differential
uniformity of the generalized families of binomials; an upper bound on their nonlin-
earity is then derived in Section IV. Section V, in which we computationally show
that the APN quadrinomials constructed in [7] cannot be generalized to 2t-uniform
functions over F2n with 6 ≤ n ≤ 14, concludes the paper.
II. PRELIMINARIES
Let n be a positive integer. Then F2n denotes the finite field with 2n elements, and
F∗2n denotes its multiplicative group. For any positive integer k dividing n, the trace






k = 1, the function Trn1 : F2n → F2 is called the absolute trace over F2n and is
denoted simply by Trn(x), or by Tr(x) if the dimension n is clear from context.
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Let n and m be positive integers. An (n,m)-function is any function F from F2n
to F2m . For any (n,m)-function F and for any a ∈ F2n , the function DaF (x) =
F (x + a) + F (x) is called the derivative of F in the direction a. Let δF (a, b) denote
the number of solutions of the equation DaF (x) = b for some a ∈ F2n and b ∈ F2m .
The multiset {δF (a, b) : a ∈ F∗2n , b ∈ F2m} is called the differential spectrum of
F . The differential uniformity of F is the largest value in its differential spectrum.
We say that F is differentially δ-uniform if its differential uniformity is at most δ.
The differential uniformity of any (n,m)-function is clearly always even, since if
x ∈ F2n is a solution to DaF (x) = b for some a ∈ F2n and b ∈ F2m , then so is
x+a. The lowest possible differential uniformity of any function is thus 2. A function
with differential uniformity equal to 2 is called almost perfect nonlinear (APN).
Since a low differential uniformity corresponds to a strong resistance to differential
cryptanalysis, APN functions provide optimal security against this type of attack.
A component function of an (n,m)-function F is any function of the form x 7→
Trm(cF (x)) for c ∈ F∗2m . The component functions are clearly (n, 1)-functions. The
nonlinearityNL(F ) of F is the minimum Hamming distance between any component
function of F and any affine (n, 1)-function, i.e. any function a : F2n → F2 satisfying
a(x) + a(y) + a(z) = a(x + y + z) for all x, y, z ∈ F2n . Recall that the Hamming
distance between two (n, 1)-functions f and g is the number of inputs x ∈ F2n for
which f(x) 6= g(x).
An important tool for analyzing any (n,m)-function F is the so-called Walsh trans-
form. The Walsh transform of F is the function WF : F2m × F2n → Z defined as




The nonlinearity of an (n,m)-function F can be expressed as NL(F ) = 2n−1 −
1
2 maxa∈F∗2m ,b∈F2n
|WF (a, b)|. The nonlinearity of any (n, n)-function is bounded from above
by 2n−1 − 2(n−1)/2[10]. Functions attaining this bound are called almost bent (AB).
Clearly, AB functions exist only for odd values of n; when n is even, functions with
nonlinearity 2n−1 − 2n/2 are known, and it is conjectured that this value is optimal in
the even case. Nonlinearity measures the resistance to linear cryptanalysis; the higher
the nonlinearity, the better. Thus, AB functions provide optimal security against
linear cryptanalysis when n is odd. Furthermore, all AB functions are necessarily
APN [10], so that AB functions are optimal with respect to differential cryptanalysis
as well.
Due to the huge number of (n,m)-functions for non-trivial values of n and m, they
are typically classified up to some notion of equivalence. The most general known
equivalence relation which preserves differential uniformity (and hence APN-ness)
is Carlet-Charpin-Zinoviev (or CCZ) equivalence [6], [9]. We say that two (n,m)-
functions F and F ′ are CCZ-equivalent if there is an affine permutationA of F2n×F2m
that maps the graph G(F ) = {(x, F (x)) : x ∈ F2n} of F to the graph G(F ′) of F ′. A
special case of CCZ-equivalence is extended affine (or EA) equivalence. We say that
F and F ′ are EA-equivalent if there are affine permutations A1 and A2 of F2m and
F2n , respectively, and an affine (n,m)-function A such that F ′ = A1 ◦ F ◦ A2 + A.
In [5], Budaghyan, Carlet and Leander introduced the following two infinite fami-
lies of APN binomials:
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where s and k are positive integers such that s ≤ 4k− 1, gcd(k, 3) = gcd(s, 3k) =
1, i = sk mod 3, m = 3− i and w is a primitive element of the field F2n .





where s and k are positive integers such that s ≤ 4k− 1, gcd(k, 2) = gcd(s, 2k) =
1, i = sk mod 4, m = 4− i and w is a primitive element of the field F2n .
The first class of APN binomials (for n divisible by 3) are permutations if and only if
k is odd.
As we show below, if the condition of k being odd is omitted, the binomials for n
divisible by 4 are EA-equivalent to the Gold functions. Indeed, let k be even. Then
i = sk mod 4 is also even. If i = 2, then















which is EA-equivalent to x2
s+1 since x 7→ x + w2k−1x22k is a linear permutation.
Indeed, if x + w2
k−1x2
2k
= y + w2
k−1y2
2k
and x 6= y, then we must have w1−2k =
(x+ y)2
2k−1 which is impossible since 22k − 1 is a multiple of 5 under the hypothesis,
whereas 2k − 1 is not.
In the same manner, if i = 0, we get











The complete Walsh spectra of the functions F3 and F4 were determined in [2].
As previously mentioned, relaxing the conditions allows the functions F3 to be
generalized to a family of 2t-differentially uniform functions in the same way as the
Gold functions [3]. In this paper, we show how the family F4 can be generalized
to functions with 2t-to-1 derivatives in a similar way. Further, we provide a coun-
terexample to the question of whether this construction can be used to generalize any
family of quadratic APN functions to a family of 2t-uniform functions: for the family
of quadrinomials from [7], we computationally verify that relaxing conditions does
not lead to functions with 2t-to-1 derivatives for t > 1 over F2n for any 6 ≤ n ≤ 14.
For background on APN functions and cryptographic Boolean functions, we refer
the reader to [4] or [8].
III. DIFFERENTIAL UNIFORMITY
In the following theorem, we show that by relaxing the condition gcd(s, 2k) = 1 in
(2) to gcd(s, 2k) = t for some positive integer t, we obtain functions over F24k all of
whose derivatives are 2t-to-1 functions.
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Theorem 1. Let s, k, t be positive integers and let n = 4k. Let gcd(s, 2k) = t, 2 - k,
i = sk mod 4, m = 4 − i, and w be a primitive element of F2n . Then all derivatives
DaF for a ∈ F∗2n of the function





are 2t-to-1 functions. In particular, F is differentially 2t-uniform.
Proof. We first show that for i even, F is EA-equivalent to x2
s+1. To see this, consider
two cases depending on the value of i. First, suppose i = 2. Then










which is EA-equivalent to x2
s+1 since x 7→ wx + w2kx22k is a linear permutation.








for some two distinct elements
x, y ∈ F2n; then (x + y)2
2k−1 = w1−2
k
which is a contradiction since the exponent on
the left-hand side is a multiple of three, while the one on the right-hand side is not.
Finally, note that the derivatives of x2
s+1 are all 2t-to-1 functions since gcd(s, 4k) =
gcd(s, 2k) = t.
If i = 0, then














which is EA-equivalent to x2
s+1 (as w is a primitive element, we have w + w2
k 6= 0),
and hence all of its derivatives are 2t-to-1 under the conditions on s, t and k.
We now consider the case of i odd. Both possibilities for i produce functions in the
same EA-equivalence class. For i = 1, the function (3) takes the form





Consider the function F ′ defined by













Clearly, F ′ is EA-equivalent to F . From the condition ks = 1 mod 4 we get k
mod 4 = s mod 4, i.e. 2k + s = 3s mod 4, hence (2k + s)k = 3sk = 3 mod 4. Thus,






, which is precisely the
function from (3) for i = 3.






The derivatives of F are 2t-to-1 functions if and only if the equation F (x) + F (x+
v) = u has either 0 or 2t solutions for any u, v ∈ Fn2 , v 6= 0. The left-hand side of this
equality takes the form
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Dividing the last expression by wv2








+ x) + 1 + a,
where a = w2
k−1v2
3k+2k+s−(2s+1). So, F (x) +F (x+ v) = u has 0 or 2t solutions if and







has 2t elements. Consider the equation ∆a(x) = 0. We use Dobbertin’s multivariate
method and follow the computations from Theorem 2 of [5]. Let b = a2
k















We now show that bc+ 1 6= 0. Clearly, bc+ 1 = 0 if and only if ab+ 1 = 0. Suppose
ab = 1, i.e. a2
k+1 = 1. From













k+2s is a (22k+1)-st power of an element from F2n . On the other hand, from
ks = 3 mod 4 and 2 - k we have that k and s are odd, and k 6= s mod 4, which means
that k − s = 2p for some odd p. Thus, 2k + 2s = 2s(2k−s + 1) = 2s(22p + 1). Since p is
odd, we have 5 | 22p + 1, and therefore u2k+2s is the fifth power of an element of the
field, while wu2
k+2s is not. Thus wu2
k+2s is also not a (22k + 1)-st power. Hence, we
get a contradiction, and so we must have ab+ 1 6= 0 and hence bc+ 1 6= 0. Therefore,
we have





when P (a) 6= 0.
By the statement of Theorem 1, k is odd and sk = 3 mod 4, so that s is also





= 0, which is equivalent to x2
s
= 1, has exactly 2gcd(s,4k) = 2t solutions.




s+1 does not vanish.









We have that c
a2s
is the third power of an element of the field since 3 | 2s + 1, 2n − 1













and 23k + 2k+s − (2s + 1) = 2s(23k−s − 1) + (2k+s − 1) is divisible by 3 because
3 | 23k−s− 1 and 3 | 2k+s− 1 due to k and s being odd. But since k and 2k− s are odd,
we have 3 - 2k − 1 and 3 - 22k−s − 1, which means that w(2k−1)2s(22k−s−1) is not a third
power, therefore c
a2s
is not a third power either, and we get a contradiction.
As the following proposition illustrates, the binomials from (3) also behave in the
same way as the Gold functions from the point of view of bijectivity.
Proposition 1. A function of the form (3) is a permutation if and only if it is EA-
equivalent to a 2t-differentially uniform permutation of the form x2
s+1 for some
positive integer s.
Proof. Recall that the power function x2
s+1 over F2n is 2t-uniform for some positive
integer t if and only if gcd(s, n) = t, and it is a permutation if and only if n/t is odd.




ik+2mk+s be a function satisfying the conditions of
Theorem 1. If F is a permutation, then 4k/gcd(s, 4k) is odd. Indeed, assume that
F is a permutation and 4k/gcd(s, 4k) is even. Since k is odd, we have that gcd(s, 4k)
should be odd or gcd(s, 4k) = 2 mod 4. If gcd(s, 4k) is odd, then so is s, and therefore
3 | 2s + 1. Since i = (sk mod 4) and s, k are odd, then i is an odd number, and hence
(m − i)k + s is also odd; hence 3 | 2ik(1 + 2(m−i)k+s) = 2ik + 2mk+s. Thus, for any
γ ∈ F22 , we have F (γx) = F (x). On the other hand, if gcd(s, 4k) = 2 mod 4, then s
is even, and therefore i is also even due to i = sk mod 4. Hence, as we discussed in
the proof of Theorem 1, F is EA-equivalent to x2
s+1 which is not a permutation since
4k/gcd(s, 4k) is even. Therefore 4k/gcd(s, 4k) is necessarily odd if F is a permutation.
However, when 4k/gcd(4k, s) is odd, gcd(4k, s) is divisible by 4, and therefore s is also
divisible by 4 since k is odd. This means that F is EA-equivalent to a 2t-differentially
uniform permutation of the form x2
l+1 for some positive integer l.
IV. MAGNITUDE OF THE WALSH COEFFICIENTS
In following theorem, we compute an upper bound on the absolute values of the
Walsh coefficients of the functions from (3). In the proof we make use of the follow-
ing result.




li ∈ F2n [x]. Then the equation G(x) = 0 has at most 2d solutions.
We are now ready to present the main result of this section.
Theorem 2. Let s, k, t be positive integers and let n = 4k. Let gcd(s, 2k) = t, 2 - k,
i = sk mod 4, m = 4 − i and let w be a primitive element of F2n . Then the Walsh
coefficients of the function F from (3) satisfy
|WF (a, b)|≤ 22k+t
for any a ∈ F∗2n and b ∈ F2n .




ik+2mk+s , we consider the
EA-equivalent function F ′(x) = x2
s+1 + αx2
ik+2mk+s , where α = w2
k−1.
We are going to prove the theorem for i = 3 since as we already observed in the
proof of Theorem 1, if i is even, the function F (x) is EA-equivalent to a Gold-like
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differentially 2t-uniform function; and if i is odd, the functions that we obtain for
i = 1 and for i = 3 are EA-equivalent.
We have






Substituting x+ y for y, we get






The exponent from the previous expression by straightforward calculations be-
comes
Tr(ax+ a(x+ y) + bF ′(x) + bF ′(x+ y)) =
Tr(ay + b(x2
s+1 + αx2
3k+2k+s + (x+ y)2





























is a linear function.
Thus







The next step is to show that the cardinality of the kernel of L(y) is at most 22t,
where t = gcd(2k, s). Following the computations of [2], we have
b2
−s+2kL(y) + (bα)23k−sL22k(y) = 0 and b22kL(y) + (bα)2kL22k(y) = 0,
































with B = 0 if and only if B2
s−1 is a cube.






















Denote the last expression by G(y). For some v 6= 0 in the kernel of G(y), consider


































y = 0, i.e. yv−1 = (yv−1)2
2s
, then yv−1 ∈ Fgcd(2s,4k) = F22t and
therefore L(y) = 0 has exactly 22t solutions. Otherwise, if y2−2sv + v2−2sy does
not vanish, then the right-hand side of the previous equation is not a cube by our
assumption, while the left-hand side is. Hence, L(y) = 0 has exactly 22t solutions,
where t = gcd(2k, s).















If both coefficients (in front of y2
s
and in front of y2
−s
) in the above equation are
















Note that 2s = 2tst and gcd(
s
t , 4k) = 1. Then, applying Lemma 1, we get that L(y) =
0 has at most 22t solutions. If exactly one of the coefficients is not zero, then the
equation will have exactly one solution, namely y = 0. If both coefficients are equal
to zero, then raising them to the power of 2s and of 2−s, and adding these powers








which implies C = 0, a
contradiction.
Thus, the kernel of L(y) consists of at most 22t elements, where t = gcd(2k, s) and
therefore |W 2F (a, b)|≤ 2n22t and |WF (a, b)|≤ 22k+t .
The next corollary immediately follows from Theorem 2.
Corollary 1. Let s, k, t be positive integers and let n = 4k. Let gcd(s, 2k) = t, 2 - k,
i = sk mod 4,m = 4−i and let w be a primitive element of F2n . Then the nonlinearity
of the function F from (3) satisfies
NL(F ) ≥ 2n−1 − 22k+t−1.
V. A COUNTEREXAMPLE: GENERALIZING A FAMILY OF APN QUADRINOMIALS TO
2t-UNIFORM FUNCTIONS
As discussed above, both families of APN binomials from [5] can be generalized
to functions all of whose derivatives are 2t-to-1 by relaxing conditions; furthermore,
the two families are obtained as generalizations of a previously unclassified sporadic
APN instance over F212 . Another sporadic APN instance, this time over F210 , was
recently also generalized into an infinite family [7]. This immediately raises the
question of whether the same approach, i.e. relaxing conditions in order to obtain
functions with 2t-to-1 derivatives, could be applied to the latter family. In this section,
we summarize our experimental results, which suggest that this is impossible.
The functions in the infinite family from [7] are defined over F2n with n = 2m with
m odd such that 3 - m, and have the form
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where k is a non-negative integer, and β is a primitive element of F22 . It is shown that
the function in (7) is APN for i = m − 2 and i = (m − 2)−1 mod n, as well as for
i = m and i = m − 1 (however, the last two values yield functions that are trivially
EA-equivalent to known ones).
We computationally go through all functions of the form











with 0 ≤ i, j ≤ n − 1 for all values of n = 2m with 6 ≤ n ≤ 14, disregarding the
conditions of 3 - m and of m being odd. For each such function, we test whether all of
its derivatives are 2t-to-1 functions for some positive integer t. We restrict ourselves
to the cases k = 0 and k = 1, as the APN functions constructed for k ∈ {0, 1} appear
to exhaust all CCZ-equivalence classes [7].
Besides the already known APN functions, for k = 0, we only encounter functions
with 2t-to-1 derivatives when j = i, i.e. when all exponents are in the same cyclotomic
coset. In the case of k = 1, the only exceptions are for n = 12 where each pair (j, i)
with 2 ≤ j, i ≤ 12 and i, j even yields a 22-to-1, i.e. 4-to-1 function. However, since
we do not observe other such non-trivial functions for other dimensions n, this does
not suggest that (7) can be generalized to 2t-functions in general.
These computational results constitute convincing evidence that the quadrinomials
of the form (7) cannot be generalized to 2t-to-1 functions in the same way as the
binomials from [5].
VI. CONCLUSION
The APN binomial x3+αx258 over F212 was generalized in 2008 to two infinite APN
families over F2n , one for 3 | n, and one for 4 | n. The family for 3 | n was generalized
to a family of functions with 2t-to-1 derivatives in 2012 [3] by relaxing conditions.
We have shown that the same approach can be applied to the family for 4 | n, and have
computed the differential uniformity of the resulting functions. We have also given
an upper bound on their nonlinearity, and have shown that this construction cannot
be applied to any infinite family of quadratic APN functions by computationally
verifying that the quadrinomial family from [7] constitutes a counterexample.
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Abstract
In this paper we define a notion of partial APNness and find various characterizations and
constructions of classes of functions satisfying this condition. We connect this notion to the
known conjecture that APN functions modified at a point cannot remain APN. In the second
part of the paper, we find conditions for some transformations not to be partially APN, and in
the process, we find classes of functions that are never APN for infinitely many extensions of
the prime field F2, extending some earlier results of Leander and Rodier.
I. INTRODUCTION
The objects of this study are Boolean functions and some of their differential
properties. We will introduce here only some needed notions, and the reader can
consult [2], [5], [6], [9], [13], [16] for more on Boolean functions.
Let n be a positive integer and F2n denote the finite field with 2n elements, and
F∗2n = F2n \ {0}. Further, let Fm2 denote the m-dimensional vector space over F2. We
call a function from F2n to F2 a Boolean function on n variables. The cardinality of a
set S is denoted by #S. For f : F2n → F2 we define the Walsh-Hadamard transform
to be the integer-valued function Wf (u) =
∑
x∈F2n
(−1)f(x)+Trn1 (ux), u ∈ F2n , where




transform satisfies Parseval’s relation
∑
a∈F2n
Wf (a)2 = 22n.
Given a Boolean function f , the derivative of f with respect to a ∈ F2n is the
Boolean function Daf(x) = f(x+ a) + f(x), for all x ∈ F2n .
For positive integers n and m, any map F : Fn2 → Fm2 is called a vectorial Boolean
function, or (n,m)-function. When m = n, F can be uniquely represented as a
univariate polynomial over F2n (using the natural identification of the finite field
with the vector space) of the form F (x) =
∑2n−1
i=0 aix
i, ai ∈ F2n . The algebraic
degree of F is then the largest Hamming weight of the exponents i with ai 6= 0.
For an (n,m)-function F , we define the Walsh transform WF (a, b) to be the Walsh-
Hadamard transform of its component function Trm1 (bF (x)) at a, that is,
WF (a, b) =
∑
x∈F2n
(−1)Trm1 (bF (x))+Trn1 (ax), where a ∈ F2n , b ∈ F2m .
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For an (n, n)-function F , and a, b ∈ F2n , we let ∆F (a, b) = #{x ∈ F2n : F (x +
a) + F (x) = b}. We call the quantity ∆F = max{∆F (a, b) : a, b ∈ F2n , a 6= 0} the
differential uniformity of F . If ∆F ≤ δ, then we say that F is differentially δ-uniform.
If δ = 2, then F is called an almost perfect nonlinear (APN) function. There are many
useful characterizations and properties of APN functions, some of which are stated
below (see [3], [6], [7], [15]).




W4F (a, b) ≥ 23n+1(3 · 2n−1 − 1), with equality if and only if F is
APN;
(ii) if F (0) = 0 and F is APN, then
∑
a,b∈F2n
W3F (a, b) = 22n+1(3 · 2n−1 − 1);
(iii) (Rodier Condition) F is APN if and only if all the points x, y, z satisfying F (x)+
F (y) + F (z) + F (x+ y + z) = 0, belong to the curve (x+ y)(x+ z)(y + z) = 0.
We next introduce the notion of a partial APN function. Let x0 ∈ F2n . We call an
(n, n)-function F a (partial) x0-APN function, or simply x0-APN function, if all the
points u, v satisfying F (x0) + F (u) + F (v) + F (x0 + u + v) = 0, belong to the curve
(x0 + u)(x0 + v)(u + v) = 0. Certainly, an APN function is an x0-APN for any point
x0.
A function F is called weakly APN if for any a 6= 0 the function F (x + a) + F (x)
takes at least 2n−2 + 1 different values (see [2]). Note that the notion of partial APN
function differs from the notion of weakly APN function. For example, it can be
checked that F (x) = x2
n−2 over F2n with n even is weakly APN but not x0-APN, for
x0 ∈ F2n . On the other hand, F (x) = x7 over F211 is 0-APN but not weakly APN.
Our proposal for the partial APN concept comes from a study of the conjecture
in [3], which claims that for n ≥ 3 an APN function modified at a point cannot remain
APN. While this work has some overlap with [3], our ultimate goal is to investigate
the partial APN concept.
II. BOOLEAN FUNCTIONS MODIFIED AT A POINT
Let F : F2n → F2n and consider an arbitrary point x0 ∈ F2n and some nonzero
ε ∈ F∗2n . Denote y0 = F (x0) and y1 = y0 + ε. Then the function F ′ over F2n defined by
F ′(x) =
{
F (x) if x 6= x0
y1 if x = x0
(1)
is called a (single point) (x0, y1)-modification of F .
It is rather easy to show that there are single point modifications of an APN func-
tion F that are not APN.
Proposition 2. If an (n, n)-function F is APN for n > 1, then for any x0 ∈ F2n there
exists ε ∈ F∗2n such that the (x0, F (x0) + ε)-modification of F is not APN.
Proof. Suppose F is APN and x0 ∈ F2n is given. Take y, z ∈ F2n such that x0, y and z
are distinct and let F ′ be the (x0, F (y)+F (z)+F (x0 +y+z)) modification of F . Then
we have F ′(x0) 6= F (x0) since F is APN and F ′(x0)+F ′(y)+F ′(z)+F ′(x0+y+z) = 0
so that F ′ cannot be APN.
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Next, we find some necessary and sufficient conditions for an (x0, y1)-modification
of a given function to be partially APN.
Lemma 3. Let F be an (n, n)-function and F ′ be an (x0, y1)-modification of F for
x0, y1 ∈ F2n and y1 6= y0 = F (x0). Then, with ε = y0 + y1,
WF ′(a, b) =WF (a, b)− (−1)Tr
n
1 (ax0+by0)(1− (−1)Trn1 (b ε)).
Proof. We have
WF ′(a, b) =
∑
x∈F2n
(−1)Trn1 (bF ′(x)+ax) =
∑
x6=x0




(−1)Trn1 (bF (x)+ax) + (−1)Trn1 (ax0+by1) − (−1)Trn1 (ax0+by0),
which justifies our claim.
For any given elements a, b ∈ F2n let us denote EF (a, b) = (−1)Tr
n
1 (ax0+by0)DF (b)
where DF (b) = 1− (−1)Tr
n
1 (b ε). Note that EF (a, b) depends on x0, y0 and y1.
Lemma 4. Let F be an (n, n)-function and let x0, y1 ∈ F2n with y1 6= y0 = F (x0) and
ε = y0 + y1. Then for any integer m ≥ 1 and any elements a, b ∈ F2n , we have
(i) E2mF (a, b) = 2
2m−1DF (b), and
(ii) E2m+1F (a, b) = 2
2mEF (a, b).
In the following we make use of the Kronecker function δ0(z) =
{
1 if z = 0
0 if z 6= 0.
Theorem 5. Let F be an (n, n)-function and F ′ be its (x0, y1)-modification for some






















W2F (a, b)EF (a, b)− 3 · 22n+1
· (δ0(F (0))− δ0(y1 − y0 + F (0))) + 22n+2δ0(x0) (δ0(y0)− δ0(y1)) .
Proof. We show (i) first. Taking fourth powers in the identityWF ′(a, b) =WF (a, b)−
EF (a, b) of Lemma 3 and applying Lemma 4, we get∑
a,b∈F2n
(



























W3F (a, b)EF (a, b)− 3W2F (a, b)DF (b) + 4WF (a, b)EF (a, b)− 2DF (b)
)
.
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We now observe that
∑
a,b∈F2n












Trn1 (b ε) = 0 when ε 6= 0. Further, by Parseval’s identity we get∑
a,b∈F2n






W2F (a, b) = 22n
∑
b∈F2n
DF (b) = 2
3n. Finally,
we use the inverse Walsh-Hadamard transform to obtain
∑
a,b∈F2n
WF (a, b)EF (a, b) =
∑
a,b,u∈F2n























DF (b) = 2
2n.











W3F (a, b)EF (a, b)− (3 · 23n − 22n+1),
and our first claim is shown.
















W2F (a, b)EF (a, b)− 6
∑
a,b∈F2n




Furthermore, with ε = y1 − y0, we compute
∑
a,b∈F2n






































= 22nδ0(x0) (δ0(y0)− δ0(y1)) .
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W2F (a, b)EF (a, b)− 3 · 22n+1 (δ0(F (0))− δ0(y1 − y0 + F (0)))
+ 22n+2δ0(x0) (δ0(y0)− δ0(y1)) ,
and the theorem is shown.
Corollary 6. Let F be an (n, n)-function satisfying F (0) = 0, and x0 ∈ F2n , ε ∈ F∗2n .
Let further F ′ be its (x0, F (x0) + ε)-modification. Then we have, with y1 = F (x0) + ε:









W2F (a, b)EF (a, b)− 22n+1;









W2F (a, b)EF (a, b)− 3 · 22n+1.
Proof. Follows easily from Theorem 5 (ii).
Corollary 7. Let F be an APN (n, n)-function satisfying F (0) = 0. Let x0 = 0 = y0,





1 (bε) = 0.
Proof. By Lemma 1,
∑
a,b∈F2n




F (a, b) =
22n+1(3·2n−1−1). Also, by the same lemma, F ′ is APN if and only if
∑
a,b∈F2n
W4F ′(a, b) =
23n+1(3 · 2n−1 − 1). This, together with Theorem 5 (i), implies that F ′ is APN if and
only if ∑
a,b∈F2n
W3F (a, b)EF (a, b) = 3 · 23n − 22n+1.

























1 (bε) = 0.
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Theorem 8. Let F be an (n, n)-function and F ′ be its (x0, y1)-modification. For any
x, y ∈ F2n , let
Tx,y = {(u, v) ∈ F22n : (u+ x)(v + x)(u+ v) 6= 0, F (u) + F (v) + F (u+ v + x) + y = 0},









W2F (a, b)EF (a, b) = 22n (#Sx0,y0 −#Sx0,y1) .
Proof. To show (i), we write
∑
a,b∈F2n














1− (−1)Trn1 (b ε)
)









1− (−1)Trn1 (b ε)
)










(−1)Trn1 (b(F (u)+F (v)+F (u+v+x0)+y1))
)
. (4)
Now, the inner sums in (3) and (4) will be zero unless one of the exponents is zero,
that is, unless F (u) + F (v) + F (u+ v + x0) + F (x0) = 0 or F (u) + F (v) + F (u+ v +
x0) + y1 = 0.




W3F (a, b)EF (a, b) = 22n (3 · 2n − 2 + #Tx0,y0 −#Tx0,y1) ,
and the first claim is proven. To show (ii) we write
∑
a,b∈F2n
































(−1)Trn1 (b(F (u)+F (u+x0)+y0)) − (−1)Trn1 (b(F (u)+F (u+x0)+y1))
)
= 22n (|Sx0,y0 | − |Sx0,y1 |) ,
and the theorem is proven.










1 (ax0+by1) = 22n (#Tx0,y1) .
















= 22n (3 · 2n − 2 + #Tx0,y0)− 22n (#Tx0,y1) . (5)











W3F (a, b)EF (a, b)− 22n(3 · 2n − 2)
= 22n(#Tx0,y0 −#Tx0,y1),
where the last equality comes from the equation (5).




W4F (a, b)−W4F ′(a, b)
)
= 0⇐⇒ #Tx0,y0 = #Tx0,y1 . (6)
The definition of x0-APN implies that F ′ is x0-APN if and only if (u + x0)(v +
x0)(u + v) 6= 0 =⇒ F ′(u) + F ′(v) + y1 + F ′(u + v + x0) 6= 0. However, when (u +
x0)(v + x0)(u+ v) 6= 0, one has F ′(u) + F ′(v) + y1 + F ′(u+ v + x0) = F (u) + F (v) +
y1 + F (u+ v + x0). Therefore, F ′ is x0-APN if and only if (u+ x0)(v + x0)(u+ v) 6=
0 =⇒ F (u) +F (v) + y1 +F (u+ v+x0) 6= 0. In other words, F ′ is x0-APN if and only
if Tx0,y1 is the empty set.
Now, the set Tx0,y0 with y0 = F (x0) is empty if and only if F is x0-APN. By (6) and
Lemma 1 we have:
Theorem 9. If F is APN and its (x0, y1)-modification F ′ with y1 6= F (x0) is x0-APN,
then F ′ is APN.
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Note that this can also be directly derived from the definition of one point modi-
fication. Indeed, suppose to the contrary, that F ′ is x0-APN but it is not APN. Then
for some a 6= 0 and some b the equation F ′(x + a) + F ′(x) = b has more than 2
solutions. Let x1, x2, x3 be three distinct solutions to this equation. We consider two
cases. If {x1, x2, x3} ∩ {x0, x0 + a} = ∅ then F ′(xi + a) + F ′(xi) = F (xi + a) + F (xi)
for i ∈ {1, 2, 3} and this contradicts F being APN. If {x1, x2, x3} ∩ {x0, x0 + a} 6= ∅,
then it contradicts F ′ being x0-APN.
In light of Theorem 9, it follows that the conjecture from [3] can be strengthened
as follows:
Conjecture 10. An (x0, y1)-modification of an APN function with y1 6= F (x0) is not
x0-APN.
One way of showing that this is true would be to show {F (x0) + F (u) + F (v) +
F (x0 + u+ v) : u, v ∈ F2n} = F2n . Indeed, suppose that F ′ is an (x0, y1)-modification
of F with y1 6= y0 = F (x0) and that F ′ is not APN. This is true if and only if the
equation F ′(x0) +F ′(u) +F ′(v) +F ′(x0 +u+ v) = 0 is satisfied by a pair of elements
u, v ∈ F2n with (u + x0)(v + x0)(u + v) 6= 0. Writing ε = y0 + y1, this is equivalent
to F (x0) + F (u) + F (v) + F (x0 + u+ v) = ε or, in other words, ε ∈ {F (x0) + F (u) +
F (v) + F (x0 + u + v) : u, v ∈ F2n}. Thus, the difference ε between F (x0) and F ′(x0)
must not be expressible as DaF (x0) +DaF (y) in order for F ′ to be x0-APN.
Corollary 11. Let F be an (n, n)-function and let F ′ be its (x0, y1)-modification for
x0, y0 ∈ F2n with y1 6= y0 = F (x0). Then,∑
a,b∈F2n
(
W3F (a, b)−W3F ′(a, b)
)
= 3 · 22n (#Sx0,y0 −#Sx0,y1)
− 3 · 22n+1 (δ0(F (0))− δ0(y1 − y0 + F (0))) + 22n+2δ0(x0) (δ0(y0)− δ0(y1)) .
Furthermore,




W3F (a, b)−W3F ′(a, b)
)
= 3·22n (#Sx0,y0 −#Sx0,y1)−
3 · 22n+1;




W3F (a, b)−W3F ′(a, b)
)
= 3·22n (#Sx0,y0 −#Sx0,y1)−
22n+1 = 22n+1(3 · 2n−1 − 1);




F ′(a, b) = 2
2n+1(3 · 2n−1 − 1) +
3 · 22n#Sx0,y1 ;
(d) If F is APN and F (0) = 0 = x0, then
∑
a,b∈F2n
W3F ′(a, b) = 0.
Proof. The main claim, item (a) and the first equation in (b) follow easily from
Theorem 5 (ii) and Theorem 8 (ii). For the second equation of (b), we suppose
F (0) = 0 = x0. Then, Sx0,y0 = {u ∈ F2n |F (u) + F (u) + F (0) = 0} = F2n , so
#Sx0,y0 = 2
n. Also, Sx0,y1 = {u ∈ F2n |F (u) + F (u) + F ′(0) = 0} = ∅, so #Sx0,y1 = 0.
To show (c), we assume that F is APN with F (0) = 0 6= x0. Then, Sx0,y0 = {u ∈




F (a, b) =
22n+1(3 · 2n−1 − 1). From this and from the main claim of this corollary, we have
22n+1(3 · 2n−1 − 1)−
∑
a,b∈F2n




W3F ′(a, b) = 22n+1(3 · 2n−1 − 1) + 3 · 22n#Sx0,y1 .
To show (d), we now suppose that F is APN and F (0) = 0 = x0. Then, by Lemma 1




W3F (a, b)−W3F ′(a, b)
)








W3F ′(a, b) = 0, and the claim is shown.
Note that Corollary 7 can also be deduced from Theorem 8. Furthermore, we can
deduce the following corollary:
Corollary 12. Let F be an (n, n)-function. Let x0 = 0 = y0, and F ′ be the (0, ε)-






1 (bε) = 0.





F (a, b)EF (a, b) = 2
3n. On the other hand,
∑
a,b∈F2n















which shows the corollary.
III. A CHARACTERIZATION OF PARTIAL APN FUNCTIONS
We now provide a necessary and sufficient condition for a function to be x0-APN.
As a consequence of our theorem we can obtain the APN conditions of Lemma 1.





























(−1)Trn1 (b(F (u)+F (v)+F (x0)+F (u+v+x0)))







(−1)Trn1 (b(F (u)+F (v)+F (x0)+F (u+v+x0)))
= 22n#{(u, v) ∈ F22n : F (u) + F (v) + F (x0) + F (u+ v + x0) = 0}
= 22n (3 · 2n − 2 + #Tx0,y0) .
Since Tx0,y0 is empty if and only if F is x0-APN, the claim follows.
IV. MONOMIAL PARTIAL APN FUNCTIONS
For a monomial F (x) = xm, the polynomialG(x, y, z) = F (x)+F (y)+F (z)+F (x+
y + z) is a symmetric homogeneous polynomial of degree m, and so, G(kx, ky, kz) =
kmG(x, y, z) for all k ∈ F2n . Using this property, we show that a monomial F is APN
if and only if F is partial APN on a subspace of dimension 1 (that is, it is partial APN
at 0 and some x0 6= 0).
Proposition 14. Let F (x) = xm over F2n . Then:
(i) If x0 6= 0, then F is x0-APN if and only if F is x1-APN for all x1 ∈ F∗2n;
(ii) F is APN if and only if F is 0-APN and x1-APN for some x1 ∈ F∗2n .
Proof. Certainly, (ii) is a consequence of (i). For a proof of the first claim, note that
F is x0-APN if and only if G(x0, y, z) 6= 0 for all y, z with (y + x0)(z + x0)(y + z) 6=
0. Using the homogeneous property of G, 0 6= G(x0, y, z) = G(kx0, ky, kz) for any
k 6= 0, so the condition can be written as G(x1, y, z) 6= 0 for all x1 6= 0 and y, z with
(y + x1)(z + x1)(y + z) 6= 0.
Charpin and Kyureghyan [8] also considered a partial APN concept on (n, n)-
functions: we say that F satisfies the property (pa), a ∈ F∗2n , if the equation F (x) +
F (x+a) = b has either 0 or 2 solutions for every b ∈ F2n . They showed that a mapping
F is APN if and only if F satisfies (pa) for all nonzero a belonging to a hyperplane. It
is not clear if such a result is true for our notion of partial APNness. From the result
above, we see that a similar result is true for monomials, i.e. F is APN if and only if it
is partial APN for a subspace of dimension 1. Moreover, when F is a monomial, the
property (p1) implies the property (pa) for any a 6= 0. Therefore our result on 0-APN
has some analogy with the property (p1), but 0-APN is a more general condition than













investigate and explicitly construct many classes of Boolean functions that are 0-APN
(but not necessarily APN).
Theorem 15. Let F2n be the extension field of F2 corresponding to the primitive
polynomial f of degree n and let g be one of the (primitive) roots of f . Then:
(i) if F (x) = xm over F2n , then F is 0-APN if and only if for 1 ≤ i ≤ 2n − 1,
the minimal polynomial Pgi(X) =
∏
j∈Ci(X − g
j) of gi, where Ci = {(i · 2j)










(ii) if F (x) = x2
d−1 over F2n , then F is 0-APN if and only if gcd(d− 1, n) = 1;
(iii) if F (x) = x2
d+1 over F2n , then F is 0-APN if and only if gcd(d, n) = 1.
Proof. If F (x) = xm, then F is 0-APN if and only if the Rodier equation
F (y) + F (z) + F (y + z) = ym + zm + (y + z)m = 0,
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has no solution y, z ∈ F∗2n with y 6= z. Given two distinct elements y, z ∈ F∗2n , let
z = yα, where α 6= 0, 1. Then, the equation above becomes
ym (1 + αm + (1 + α)m) = 0,
implying 1 +αm + (1 +α)m = 0. Then, if there exists α 6= 0, 1 satisfying the previous
equation, then there exists 1 ≤ i ≤ 2n − 1 such that















= 0. Then it will vanish at g2
`


























xmi−k−1. The converse is certainly
true, and the first claim is shown.
To test whether F = x2
d−1 is 0-APN, one needs to check the (in)solvability of the
Rodier equation
0 = F (y) + F (z) + F (y + z)
= y2
d−1 + z2













where y = zα, α 6= 0, 1. Therefore, when (and only when) gcd(2d−2, 2n−1) = 1, there
is no α 6= 0, 1 satisfying the above equation, that is, x2d−1 is 0-APN. The condition
gcd(d − 1, n) = 1 follows form the known identity gcd(2a − 1, 2b − 1) = 2gcd(a,b) − 1,
since 1 = gcd(2d − 2, 2n − 1) = gcd(2d−1 − 1, 2n − 1) = 2gcd(d−1,n) − 1.
In the same way, we consider F (x) = x2
d+1 over F2n . To test whether F is 0-APN,
one needs to check the solvability of the Rodier equation
0 = F (y) + F (z) + F (y + z)
= y2
d+1 + z2










where y = zα, α 6= 0, 1. Therefore, when (and only when) 1 = gcd(2d − 1, 2n − 1) =
2gcd(d,n) − 1, that is, for gcd(d, n) = 1, there is no α 6= 0, 1 satisfying the above
equation, so x2
d+1 is 0-APN.
Example 16. Table I lists the exponents i for which xi is 0-APN but not APN over
F2n . Only one representative from every cyclotomic coset is given. There are no
functions of this type for n ≤ 5. We also verified that there are no power functions
F (x) = xi over F2n , n ≤ 15, which are 1-APN but not 0-APN, suggesting that
perhaps 1-APN-ness implies 0-APN-ness for power functions. This is not true in
general: we found over six million polynomials over F23 that are 1-APN but not
APN, for example, x7 + x6. Out of these, 64 have coefficients in F2: 48 of them
have the differential spectrum {031, 222, 43}, while the remaining 16 have the spectrum
{042, 27, 67}. We also found 6944 polynomials of this type over F24 with coefficients
in F2, for example, x12 + x7.
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n Exponents i ∆F
6 27 12

















TABLE I: Power functions F (x) = xi over F2n that are 0-APN but not APN
V. CLASSES OF NEVER 0-APN (HENCE NEVER APN) FOR INFINITELY MANY
EXTENSIONS OF F2
Building up on some of their earlier work on the function x3 + Trn1 (x9), which
is APN on F2n , for all dimensions n, Budaghyan et al. [4] generalized this class to
L1(x
3)+L2(x
9), where L1, L2 are linear functions on F2n , and found conditions under
which this function is APN.
In a series of papers, Rodier and his collaborators [1], [10], [11], [14], [15] con-
centrated on finding classes of functions that are never APN for infinitely many
extensions of the prime field F2. Here we present classes of functions that are never 0-
APN (and hence never APN) for infinitely many extensions of F2, and in the process
even extend some of the existing results.
Theorem 17. Let L be a linear polynomial on F2n , g be a primitive element of F2n
and d ≥ 1 be a positive integer. Furthermore, let F and G be defined over F2n by












3). If gcd(d, n) > 1,
then neither F nor G is 0-APN.
In general, L (xm) + Trn1 (x3) is not 0-APN if there exists some 1 ≤ i ≤ 2n − 1,











xmi−k−1, where Ci = {(i · 2j)
(mod 2n − 1) | j = 0, 1, . . .} is the unique cyclotomic coset of i modulo 2n − 1.
Proof. The function F is 0-APN if and only if there are no solutions x, y ∈ F∗2n , x 6= y
of the equation


































having no solution for α 6= 0, 1. Now, if m = gcd(d, n) > 1, we take α ∈ F2m \ F2 ⊆
F2d ∩ F2n . Then α2
d
+ α = 0, and for x = 1 we have Trn1 (x3(α + α2)) = 0, since it is
known that Trn1 (u) = 0 if and only if u = b2 + b (in characteristic 2), which renders
nontrivial solutions to the above equation. The first claim is shown.
We now concentrate onG(x). Once again we want to show that the Rodier equation
G(x) +G(y) +G(x+ y) = 0
has no solutions x, y ∈ F∗2n with x 6= y. Similarly to the case for F above and writing

















having no solutions with α 6= 0, 1. So, denoting m = gcd(d, n) > 1, we can take
α ∈ F2m \ F2 ⊆ F2d ∩ F2n . Then we have α + α2
d
= 0 so that this α along with x = 1
constitute a solution to (7) implying that G is not 0-APN.
The last claim can be argued as in the proof of Theorem 15(i).
Remark 18. We have computationally checked that if n = 5, then x9 + Trn1 (x3) is
0-APN, and potentially there may be some other cases.
These classes of functions can be further generalized so as to encompass even more
functions that are not 0-APN.
Theorem 19. Let L1 and L2 be linear functions over F2n . If gcd(d, r, n) > 1, then
L1(x
2d+1) + L2(x
2r+1) is not 0-APN.
Furthermore, if L1 is the identity and L2 is the absolute trace, then x2
d+1+Trn1 (x
2r+1)











is not 0-APN if gcd(d, s, n) > 1.
Proof. We consider first the function L1(x2
d+1)+L2(x
2r+1). As before, we investigate
















where y = αx for x 6= 0 and α 6= 0, 1. Denoting m = gcd(d, r, n) > 1, we can take
α ∈ F2m \ F2 ⊆ F2d ∩ F2r . Then α2
d
+ α = α2
r
+ α = 0, so that (8) has nontrivial
solutions and thus the considered function is not 0-APN.
In the particular case when L1 is the identity and L2 is the trace function, it is
sufficient to show that the function x2
d+1 + Trn1 (x
2r+1) is not 0-APN if gcd(d, n) > 1
and gcd(2r + 1, 2n − 1) = 1 since the other case follows from the previously proven












Denoting m = gcd(d, n) > 1, we can find α ∈ F2m \ F2 for which the left hand side




) = β2 + β for some β. If α+α2
r
= 0, we are done since x can
take any value. If α+ α2
r 6= 0, taking β = α+ α2r , if β + 1 6= 0, or any other nonzero
element β of the finite field such that β + 1 6= 0, the above claim is implied by the




. This in turn follows from the fact
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that gcd(2r + 1, 2n − 1) = 1 and thus every element of F2n has a 2r + 1-st root (see
e.g. [12]).
To show the last claim, we again examine the relevant Rodier equation which in this


























The Rodier equation thus has nontrivial solutions and the function in question is not
0-APN.
Recall the following result (obtained using a combination of theoretical and com-
putational arguments) of Leander and Rodier [11].
Theorem 20 (Leander-Rodier, 2011). If n ≥ 2 and d is a nonzero integer which is
not a power of 2, then the function
F (x) = x2
n−2 + β xd
over F2n is not APN for d ≤ 29 and any β ∈ F∗2n .
Below we find more classes of functions that are not 0-APN for infinitely many
extensions F2n . In the process, we extend the previous result of Leander and Rodier.
Theorem 21. Let a > b be positive integers. Assuming that one of xa and xb are
0-APN on F2n and gcd(a − b, 2n − 1) = 1, the polynomial xa + β xb is not 0-APN for
any β ∈ F∗2n . Let c > d be positive integers. In particular,
(i) if gcd(c− 1, n) = gcd(c− d, n) = 1, or gcd(d− 1, n) = gcd(c− d, n) = 1, then the
polynomial x2
c−1 + β x2
d−1 is not 0-APN;
(ii) if gcd(c, n) = gcd(c − d, n) = 1, or gcd(d, n) = gcd(c − d, n) = 1, then the
polynomial x2
c+1 + β x2
d+1 is not 0-APN;
(iii) if gcd(c, n) = gcd(2c−1 − 2d−1 + 1, 2n − 1) = 1, or gcd(d − 1, n) = gcd(2c−1 −
2d−1 + 1, 2n − 1) = 1, then the polynomial x2c+1 + β x2d−1 is not 0-APN;
(iv) if gcd(c − 1, n) = gcd(2c−1 − 2d−1 − 1, 2n − 1) = 1, or gcd(d, n) = gcd(2c−1 −
2d−1 − 1, 2n − 1) = 1, then the polynomial x2c−1 + β x2d+1 is not 0-APN.
Proof. Let F (x) = xa + β xb (a > b). Then F is 0-APN if and only if 0 = F (y) +
F (z)+F (y+z) has no solutions y, z with yz(y+z) 6= 0. The relevant Rodier equation
takes the form
0 = F (y) + F (z) + F (y + z) = ya + β yb + za + βzb + (y + z)a + β(y + z)b
which, writing y = zα with α 6= 0, 1, becomes
0 = za (αa + 1 + (α + 1)a) + βzb
(
αb + 1 + (α + 1)b
)
.
Note that the polynomial xm is 0-APN if and only xm + 1 + (x + 1)m has no root
x 6= 0, 1, and such m can be classified by Theorem 15 (i). Assume that at least one of
xa and xb are 0-APN. Then one can always find α ∈ F2n such that
αa + 1 + (α + 1)a 6= 0 6= αb + 1 + (α + 1)b.
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For example, when xa is 0-APN, one can choose any α 6= 0, 1 outside the roots of
xb + 1 + (x+ 1)b = 0. Therefore one has
za−b = β
αb + 1 + (α + 1)b
αa + 1 + (α + 1)a
.
When gcd(a − b, 2n − 1) = 1, the above equation always has a unique solution z for
any α 6= 0, 1, and one has y = zα 6= z, since α 6= 1.
We now show the other claims. When a = 2c−1 and b = 2d−1, with gcd(c−1, n) = 1
or gcd(d − 1, n), then by Theorem 15, one of xa or xb is 0-APN. One has a − b =
2d(2c−d − 1) and gcd(a − b, 2n − 1) = gcd(2c−d − 1, 2n − 1) = 2gcd(c−d,n) − 1, which
becomes one if and only if gcd(c − d, n) = 1. Therefore, when gcd(c − d, n) = 1 the
polynomial x2
c−1 + β x2
d−1 is not 0-APN by the first part of the proof.
When a = 2c + 1 and b = 2d + 1 with gcd(c, n) = 1 or gcd(d, n) = 1, then by
Theorem 15, one of xa or xb is 0-APN. One has a − b = 2d(2c−d − 1) and gcd(a −
b, 2n − 1) = gcd(2c−d − 1, 2n − 1) = 2gcd(c−d,n) − 1 which becomes one if and only if
gcd(c− d, n) = 1. Therefore, when gcd(c− d, n) = 1, the polynomial x2c+1 + β x2d+1
is not 0-APN.
When a = 2c + 1 and b = 2d − 1 with gcd(c, n) = 1 or gcd(d − 1, n) = 1, then by
Theorem 15, one of xa or xb is 0-APN. One has a− b = 2c−2d+ 2 and gcd(a− b, 2n−
1) = gcd(2c−1 − 2d−1 + 1, 2n − 1). Therefore, when gcd(2c−1 − 2d−1 + 1, 2n − 1) = 1,
the polynomial x2
c+1 + β x2
d−1 is not 0-APN.
Lastly, when a = 2c − 1 and b = 2d + 1 with gcd(c − 1, n) = 1 or gcd(d, n) = 1,
then by Theorem 15, one of xa or xb is 0-APN. One has a − b = 2c − 2d − 2 and
gcd(a− b, 2n − 1) = gcd(2c−1 − 2d−1 − 1, 2n − 1). Therefore, when gcd(2c−1 − 2d−1 −
1, 2n − 1) = 1 the polynomial x2c−1 + β x2d+1 is not 0-APN.
From the above examples, one can find many binomials which are not 0-APN for
infinitely many extensions of the prime field F2. For example, both x7+x3 and x5+x3
are not 0-APN for all finite fields F2n when n > 2. We can easily generalize (for any
odd n) Leander and Rodier’s result of Theorem 20 [11] in our next corollary.
Corollary 22. Assume that n is odd and d is a positive integer with gcd(d+1, 2n−1) =
1. Then x2
n−2 + β xd is not 0-APN for any β ∈ F∗2n .
Proof. Observe that x2
n−2 is APN for n odd. By the previous theorem x2
n−2 +β xd is
not APN if 1 = gcd(2n− 2− d, 2n− 1) = gcd(2n− 1, d+ 1) and the proof is done.
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Abstract
In this paper we investigate several families of monomial functions with APN-like exponents
that are not APN, but are partially 0-APN for infinitely many extensions of the binary field F2. We
also investigate the differential uniformity of some binomial partial APN functions. Furthermore,
the partial APN-ness for some classes of multinomial functions is investigated. We show also
that the size of the pAPN spectrum is preserved under CCZ-equivalence.
I. INTRODUCTION
The objects of this study are functions over the field with 2n elements and some of
their differential properties. For more on these objects the reader can consult [3], [7],
[8], [12]. We will introduce here only some needed notions.
Let F2n be the finite field with 2n elements for some positive integer n. We call a
function from F2n to F2 a Boolean function on n variables and denote the set of all
such functions by Bn. For a Boolean function f : F2n → F2 we define the Walsh-









Given a Boolean function f , the derivative of f in direction a ∈ F2n is the Boolean
function DaF defined by Daf(x) = f(x+ a) + f(x).
A vectorial Boolean function (often called an (n,m)-function) is a map F : Fn2 →
Fm2 for some positive integers m and n. When m = n, it can be represented as a
univariate polynomial over F2n (using the natural identification of the finite field with





i, ai ∈ F2n .
Any positive integer k ≤ 2n − 1 can be represented as a sum k =
∑n−1
i=0 ki · 2i, with
ai ∈ {0, 1}. The 2-weight of k is then wt(k) =
∑n−1
i=0 ki, i.e. the number of powers of
two that add up to k. The algebraic degree of the function is then the largest 2-weight
of an exponent i with ai 6= 0.
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In general, for an (n,m)-function F , we define the Walsh transform WF (a, b) to be
the Walsh-Hadamard transform of its component function Trm1 (bF (x)) at a, that is,
WF (a, b) =
∑
x∈F2n
(−1)Trm1 (bF (x))+Trn1 (ax).
For an (n, n)-function F , and a, b ∈ F2n , we let ∆F (a, b) = |{x ∈ F2n |F (x +
a) + F (x) = b}|. We call the quantity ∆F = max{∆F (a, b) : a, b ∈ F2n , a 6= 0} the
differential uniformity of F . If ∆F ≤ δ, then we say that F is differentially δ-uniform.
If δ = 2, then F is an almost perfect nonlinear (APN) function. There are several
equivalent characterizations of APN-ness, and we state some below.
Lemma I.1. ([8], [10], [17]) Let F be an (n, n)-function.
(i) The following inequality is always true:
∑
a,b∈F2n
W4F (a, b) ≥ 23n+1(3 · 2n−1 − 1),
with equality if and only if F is APN.
(ii) If, in addition, F is APN and satisfies F (0) = 0, then
∑
a,b∈F2n
W3F (a, b) = 22n+1(3 · 2n−1 − 1).
(iii) (Rodier Condition) F is APN if and only if all the points x, y, z satisfying
F (x) + F (y) + F (z) + F (x+ y + z) = 0,
belong to (x+ y)(x+ z)(y + z) = 0.
We introduced in [6] a notion of partial APN-ness in our attempt to resolve a
conjecture on the upper bound on the algebraic degree of APN functions [5].
Definition I.2. For a fixed x0 ∈ F2n , we call an (n, n)-function a (partial) x0-APN
function (which we typically refer to as simply x0-APN, partially APN or pAPN for
short) if all points, x, y, satisfying
F (x0) + F (x) + F (y) + F (x0 + x+ y) = 0 (1)
belong to the curve
(x0 + x)(x0 + y)(x+ y) = 0. (2)
We refer to the set of points x0 for which F is x0-APN as the pAPN spectrum of F .
Certainly, a function is APN if and only if it is x0-APN for any x0 ∈ F2n . We refer
to equation (1) as the Rodier equation.
An alternative way to express the fact that a given function F is x0-APN is to say
that, for any a 6= 0, the equation F (x + a) + F (x) = F (x0 + a) + F (x0) has only two
solutions x, namely x0 and x0 + a.
The remainder of the paper is organized as follows. In the next section, we show
that the size of the pAPN spectrum is preserved under CCZ-equivalence. In Sec-
tion III, we observe a connection between the pAPN-ness of a vectorial Boolean
function and its associated Boolean code. Next, in Section IV, we theoretically and
experimentally investigate the partial APN-ness of monomial functions. We consider
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monomial functions which are known to be APN under certain conditions, and find
conditions under which they are partially APN. In Section V, we show that the
binomial F (x) = x2
n−1 + x2
n−2 over F2n is 1-APN but not 0-APN for n ≥ 3.
In Section VI we derive some conditions under which a polynomial of the form
F (x) = x(Ax2 + Bxq + Cx2q) + x2(Dxq + Ex2q) + Gx3q for q = 2k, 2k + 1 with
1 ≤ k ≤ n − 1 is (not) partially APN (this class of polynomials was suggested
by Dillon as containing potential APN or differentially 4-uniform functions). Since
every APN function is 0-APN as well, some of the results from Sections IV, V and
VI can be seen as non-existence results for APN functions.
II. THE SIZE OF THE PAPN SPECTRUM IS PRESERVED UNDER CCZ-EQUIVALENCE
We first recall that two functions F,G : F2n → F2m are CCZ-equivalent [9] if
there exists an affine permutation A on F2n × F2m such that {(x,G(x)), x ∈ F2n} =
A ({(x, F (x)), x ∈ F2n}). As in [9], we use the natural identification of the elements
in F2n with the elements in Fn2 , and denote by x both an element in F2n and the
corresponding element in Fn2 .
Theorem II.1. The size of the pAPN spectrum is preserved under CCZ-equivalence.
More precisely, if F and G are two CCZ-equivalent (n, n)-functions and A is the
corresponding CCZ-isomorphism, and denoting the respective pAPN spectra of F,G
by SF , SG, if x0 ∈ SF , and (x̃0, G(x̃0)) = A(x0, F (x0)), we have that x̃0 ∈ SG.









, for an input vector u, where A11,A21, A12,A22 are matrices





is a column vector in F22n .
We assume that F is x0-APN, and we want to show that G is x̃0-APN, where
x̃0 = A11x0 + A12F (x0) + c. For that, we consider the Rodier equation of G at x̃0,
namely
G(x̃0) +G(x̃) +G(ỹ) +G(x̃0 + x̃+ ỹ) = 0. (3)
To simplify notation, we let z̃ = x̃0 + x̃ + ỹ. We know that there exist x0, x, y, z such
that
x̃0 = A11x0 +A12F (x0) + c, x̃ = A11x+A12F (x) + c,
ỹ = A11y +A12F (y) + c, z̃ = A11z +A12F (z) + c,
G(x̃0) = A21x0 +A22F (x0) + d, G(x̃) = A21x+A22F (x) + d,
G(ỹ) = A21y +A22F (y) + d, G(z̃) = A21z +A22F (z) + d.
(4)
Observe that if x̃0 + x̃+ ỹ + z̃ = 0, then
A12 (F (x0) + F (x) + F (y) + F (z)) = A11 (x0 + x+ y + z) .
Similarly, The Rodier equation (3) for G at x̃0 becomes
A22 (F (x0) + F (x) + F (y) + F (z)) = A21 (x0 + x+ y + z) .
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to which we can apply A−1, obtaining
x0 + x+ y + z = 0 and F (x0) + F (x) + F (y) + F (z) = 0. (5)
Now, since z = x0 + x + y and F is x0-APN, then equation (5) has only the trivial
solutions on (x0 + x)(x0 + y)(x+ y) = 0. Therefore, (x̃0 + x̃)(x̃0 + ỹ)(x̃+ ỹ) = 0, and
the result is shown.
III. THE BOOLEAN CODE OF A PAPN FUNCTION
In [9], a result was shown on the minimal distance of the Boolean code associated
to a Boolean function. We give a brief overview of that result here (only for the





F (0) = 0, let CF be the [2n − 1, k, d] linear code defined by the generator matrix
GF =
(
1 α α2 · · · α2n−2
F (1) F (α) F (α2) · · · F (α2n−2)
)
,
where each entry is regarded as a binary vector. The codewords are then of the form
(Trn1 (ax) + Tr
n
1 (bF (x)))x∈F2n , where a, b ∈ F2n .
It was shown in [9, Theorem 5] (see also [11]) that the code CF has minimal
distance 3 ≤ d ≤ 5, and d = 5 if and only if F is APN. It is easy to see that if F
is a monomial then CF is cyclic (and the 0-APN property is equivalent to the code
having minimal distance 4). One might venture the claim that perhaps the pAPN
functions that are not APN may have constant minimal distance 4. However, we can
find examples of pAPN (but not APN) functions both with d = 3 and with d = 4. For
example, for F (x) = x3 + Tr51(x7), which is 0, 1-APN on F25 , one can check that the
minimal distance is d = 4, while for F (x) = x3 + x127, which is pAPN for 64 values
on F27 , the minimal distance is d = 3.
IV. PARTIAL x0-APN MONOMIALS
In [6], a list of exponents i for which xi is 0-APN but not APN over F2n was
computed. This list is given as Table I in this paper. We observe that the function x21
appears for various dimensions, which raises the natural question of whether this is
merely a coincidence or is the consequence of a more general rule. As our first result,
we show that the latter is true.
Proposition IV.1. The function F (x) = x21 is 0-APN if and only if n is not a multiple
of 6.
Proof. Let F (x) = x21, and x0 = 0. Then the conditions expressed by (1) and (2)
state that the equality
x21 + y21 + (x+ y)21 = 0 (6)
implies
xy(x+ y) = 0.
Assuming y 6= 0 and dividing both sides of (6) by y21, we get
a21 + (a+ 1)21 + 1 = 0
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n Exponents i ∆F
1-5 - -
6 27 12











15, 27, 45, 75, 111, 117, 147, 189, 207, 255 6




231, 363, 495 42
447 12
11
79, 109, 183, 251, 367, 463, 695, 703 4
7, 11, 15, 21, 29, 31, 37, 47, 49, 51, 53, 55, 67, 71, 73, 75, 81, 83, 85, 99, 101, 103, 111
6
113, 121, 125, 127, 137, 139, 149, 153, 155, 157, 159, 167, 171, 173, 179, 181, 185, 187,
189, 191, 201, 203, 205, 213, 215, 217, 219, 221, 223, 229, 247, 255, 293, 295, 301, 307,
309, 311, 317, 319, 331, 333, 335, 339, 341, 343, 347, 351, 359, 371, 373, 375, 379, 381,
383, 423, 427, 443, 469, 471, 475, 477, 479, 491, 493, 495, 507, 511, 687, 727, 731, 735,
751, 763, 767, 879, 887, 959, 991
19, 25, 27, 39, 41, 45, 61, 77, 87, 91, 105, 119, 123, 141, 147, 163, 165, 175, 199, 211, 8233, 235, 237, 239, 349, 363, 415, 429, 431, 439, 501, 503, 699, 895
59, 93, 169, 243, 303, 509 10
245, 447 16
23, 69, 115, 207, 253, 299, 437, 759 22
89, 445 88
TABLE I: Power functions F (x) = xi over F2n for 1 ≤ n ≤ 10 that are 0-APN but not
APN
where a = x/y. This simplifies to
a19 + a16 + a15 + a4 + a3 + 1 = 0,
which can be written as
(a+ 1)(a6 + a3 + 1)(a6 + a4 + a3 + a+ 1)(a6 + a5 + a3 + a2 + 1) = 0. (7)
Note that F (x) = x21 is 0-APN if and only if a = 1 is the only root of the
polynomial on the left-hand side of (7).
It can be easily verified that each of the three polynomials of degree six is irre-
ducible over F2. We now use [16, Theorem 3.46], which states that if a degree `
polynomial f is irreducible over Fq and n ∈ N, then f factors into d irreducible
polynomials in Fqn [x] of the same degree `/d, where d = gcd(`, n). Therefore, the
polynomial from (7) has multiple roots if and only if the dimension n of F2n is a
multiple of six.
The experimentally computed differential properties of x21 for dimensions n ≤ 15
are given in Table II. The differential spectrum is the multiset {∆F (a, b) : a ∈ F∗2n , b ∈
F2n}, with the multiplicity of a given value in this multiset given as a superscript after
the value; e.g. the differential spectrum of x21 for n = 2 contains the value 0 six times
and the value 2 six times.
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Dimension Differential uniformity Differential spectrum
1 2 01, 21
2 6 06, 26
3 6 042, 27, 67
4 2 0120, 2120
5 2 04962496
6 20 03780, 12126, 20126
7 6 09906, 25461, 6889
8 4 038760, 220400, 46120
9 6 0159432, 278694, 418396, 65110
10 4 0585156, 2401016, 461380
11 6 02523951, 21285516, 4337755, 645034
12 20 09541350, 26183450, 41031940, 148190, 208190
13 6 041323595, 219175131, 45430633, 61171313
14 8 0163338510, 280538828, 420642580, 63211068, 8688086
15 8 0649474707, 2327866602, 482081335, 612320392, 81966020
TABLE II: Differential uniformity and differential spectrum of x21 over F2n for 1 ≤ n ≤ 15
The approach described above can easily be generalized to any power function
F (x) = x`: the polynomial x`+1+(x+1)` can be expressed as the product pr11 p
r2
2 . . . p
rk
k
of powers of F2-irreducible polynomials p1, p2, . . . , pk. If at least one of these poly-
nomials has degree at least 2, then F is 0-APN over infinitely many fields F2n , and
is not 0-APN over infinitely many fields. More precisely, F is not 0-APN over F2n if
n is a multiple of the degree of some pi with deg(pi) ≥ 2 (since this polynomial will
split into a product of linear terms by [16, Theorem 3.46]), and is 0-APN if n is not
divisible by the least common multiple of all of those degrees.
We can also try to characterize those power functions F (x) = x` which are 0-
APN over any finite field, regardless of its dimension. By the above discussion, the
polynomial F (x) +F (y) +F (x+ y) in this case can only have two irreducible factors,
viz. x and (x+ 1). Suppose we have the decomposition
x` + 1 + (x+ 1)` = xα(x+ 1)β.
Let k be defined via (x+ 1)` = x` + xk + · · ·+ xl−k + 1. Then we have
xk + · · ·+ xl−k = xα+β + · · ·+ xα
so that we get k = α + β and l − k = α, which imply l = 2α + β.
Theorem IV.2. Suppose x` + 1 + (x+ 1)` can be written as
x` + 1 + (x+ 1)` = xα(x+ 1)β
for some α, β ∈ N . Then α = β = `/3, and ` = 3 · 2k for some k > 0. Furthermore,
F (x) = x` with l = 3 · 2k are the only power functions which are 0-APN over any
finite binary field. All other power functions are 0-APN and not 0-APN over infinitely
many finite binary fields.
Proof. First, we observe that the derivative of x` + 1 + (x+ 1)` in direction 1 is zero;
thus, if x` + 1 + (x+ 1)` can be written as xα(x+ 1)β, then
xα(x+ 1)β + (x+ 1)αxβ = 0
for all x ∈ F2n . Suppose α > β and x 6= 0, 1. Dividing both sides by xβ(x + 1)β, we
obtain
xα−β + (x+ 1)α−β = 0.
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The polynomial on the left-hand side of this equation then has precisely 2n − 2 roots
(since 0 and 1 evaluate to non-zero values), hence it can be written in the form
Π2
n−2
i=1 (x + γi) for some γi ∈ F2n . Thus, the degree of xα−β + (x + 1)α−β is 2n − 2
and hence α− β > 2n− 2. Assuming α, β ≤ 2n, this implies α = 2n− 1 and β = 0, so
that we have
x` + 1 + (x+ 1)` = x2
n−1.
This then implies ` > 2n − 1.
Thus, assuming ` < 2n, we must necessarily have α = β if x` + 1 + (x + 1)` =
xα(x+ 1)β, i.e.
x` + 1 + (x+ 1)` = (x(x+ 1))α
for some α ∈ N.
We now prove that x` + 1 + (x + 1)` can be written in the form (x(x + 1))α if and
only if ` = 3 · 2k for some k ∈ N. First, observe that we can restrict ourselves to the
case of ` odd, since if we have ` = 2`′, then
(x(x+ 1))α = x` + 1 + (x+ 1)` = (xl
′





+ 1 + (x+ 1)`
′











= 2m + 1 are always odd, so that x2m is
the term with largest and x is the term with smallest exponent in x` + 1 + (x + 1)`.
Suppose α > 1. Then the term with smallest exponent in (x(x + 1))α is xα which
contradicts x being the term with smallest exponent. Thus a = 1, and x`+1+(x+1)` =
x(x+1). It is now easy to see that this implies ` = 3. Hence, the exponents ` for which
x` + 1 + (x + 1)` is of the form (x(x + 1))α are precisely those of the form ` = 3 · 2k,
and a = 2k. Finally, from the above discussion, we have that the exponents ` = 3 · 2k
are precisely those for which x` is 0-APN over all finite fields F2n , regardless of the
dimension n.
a) :
Remark IV.3. The same approach can be used for a polynomial function F as well,
however it is not possible to restrict the choice of (x, y) to pairs of the type (x, 1) in
general so that we would have to factorize F (x) + F (y) + F (x + y) for all possible
values of y in order to obtain a necessary and sufficient condition for F to be 0-APN.
Selecting some concrete y, e.g. y = 1, would however allow us to obtain a necessary
condition for the 0-APN-ness of F .
It is also interesting whether a characterization of 1-APN-ness as the one discussed
in this section can be obtained for e.g. F (x) = x21. In this case, we consider the








































This seems more difficult to handle than the 0-APN-ness by this method, however.
We showed in [6] that the Gold function f1(x) = x2
t+1 is 0-APN if and only if
gcd(n, t) = 1, which is known to be also equivalent to f1 being APN. One would
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wonder (as we suggested in [6] for monomial functions) if perhaps under gcd(n, t) 6=
1, the Gold function is 1-APN. We shall see below that in reality, the Gold function
is not x0-APN for any x0 ∈ F2n , under gcd(n, t) 6= 1. Note that the derivatives of
the Gold functions are known to be 2d-to-1 maps for some natural d, so that such a
function is either APN, or not x0-APN for any x0. We now state and prove our main
theorem in this section.
Theorem IV.4. The following are true:
(i) Let f1(x) = x2
t+1 be the Gold function on F2n (known to be APN for gcd(t, n) =
1). If gcd(n, t) = d > 1, then f1 is not x0-APN for any x0 ∈ F2n .
(ii) Let f2(x) = x2
r−2t+1, r > s, be the generalization of the Kasami function x 7→
x2
2t−2t+1 on F2n (known to be APN for gcd(t, n) = 1). Then, f2 is 0-APN if and
only if gcd(t, n) = gcd(r−t, n) = d = 1. Moreover, if gcd(t, r−t, n) > 1, then f2 is
not ζk-APN, where ζ is a (2n− 1)-primitive root of unity, and k ≡ 0 (mod 2n−1
2d−1 ).
(iii) Let f3(x) = x2
r+2t−1, r > t, be the generalization of the Niho function x 7→
x2
2t+2t−1 on F2n (known to be APN for n = 2r + 1, 2t = r; or, n = 2t + 1 and
2r = 3t+ 1). Then, f3 is 0-APN if and only if gcd(r, n) = gcd(t, n) = 1. Note that,
for t = 2, this includes f(x) = x2
r+3, the Welch function (known to be APN for
n = 2r + 1). Then, f is 0-APN if and only of n is odd and gcd(r, n) = 1. If t = 1,
this case includes the Gold function f1, as well, but only for x0 = 0.
(iv) Let f4(x) = x2
2t+2t+1 be the Bracken-Leander function on F2n (we do not neces-
sarily impose the condition n = 4t). If t is odd, then f4 is not 0-APN on any F2n
when n is even. If n = 4t and t even, then f is 0-APN.
(v) Let f5(x) = x2
n−2s (which coincides with the inverse function x−1 extended by
0−1 = 0 for s = 1). Then, f5 is 0-APN if and only if gcd(n, s+ 1) = 1.
Remark IV.5. Note that the case (iv) includes the function F (x) = x21. In that par-
ticular case, however, we were able to prove a stronger result than the one contained
in (iv) above.
Proof. We proved in [6] that f1 is 0-APN if and only if gcd(n, t) = 1. We will show
next that f1 is not x0-APN under gcd(n, t) = d > 1, for any x0 6= 0. Let ζ be a (2n−1)-
primitive root of unity, and write x0 = ζk, for some 0 ≤ k ≤ 2n − 2. Recall that





























t−1 + 1) + x2
t−1ζk(a2
t
+ 1) + (a+ 1)ζk2
t
= 0.







= 1. Further, a2
t
+ 1 = a + 1,
and so, dividing by (a+ 1)ζk, the previous equation becomes x2
t−1 = ζk(2
t−1), which
certainly holds if we take x = ζk+
2n−1
2d−1 6= ζk. Therefore, f1 is not x0-APN for any
x0 ∈ F2n , under gcd(n, t) > 1.
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Now, let f2(x) = x2
r−2t+1 be the generalization of the Kasami function. Multiply-
ing the Rodier equation for f2 at 0 by (x+ y)2
t
, we get






















































If we assume that a 6= 1 satisfies a2t−1+1 = 0, then gcd(2t−1, 2n−1) = 2gcd(t,n)−1 > 1,
and so gcd(t, n) > 1. Similarly, if a2
r−t−1 + 1 = 0, a 6= 1, then gcd(2r−t − 1, 2n − 1) =
2gcd(r−t,n) − 1 > 1, that is, gcd(r − t, n) > 1.
We conclude that the above equation has no solutions outside of a = 0, 1 if and
only if gcd(t, n) = gcd(r − t, n) = 1.
Next, let gcd(t, r − t, n) = d > 1. Multiplying the Rodier equation of f2 at ζk by
(x+ y + ζk)2
t
, we get








+ (x+ y + ζk)2
r































r−1) = 1 (both identities can be shown by observing that
k = m · 2n−1
2d−1 for some integer m and so, both k(2
t − 1) and k(2r − 1) are multiples of
















+ 1) + x2
r−2t+1ζk(a2
r−2t+1 + 1) + x(1 + a)ζk = 0.
Taking a ∈ F2d \ F2, and so, a2
d−1 = 1, which implies a2
t−1 = 1, and observing that
the first term above is zero, we get
x2
r
ζk(a+ 1) + x2
t
ζk(a+ 1) + x2












which has nontrivial solutions if gcd(t, n) > 1.
For f3(x) = x2
r+2t−1, the Rodier equation at 0 is
0 = x2
r+2t−1 + y2
r+2t−1 + (x+ y)2
r+2t−1,
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Thus, f is 0-APN if and only if gcd(r, n) = gcd(t, n) = 1.
The Rodier equation (1) for f4(x) = x2
2t+2t+1 at 0 becomes
0 = x2
2t+2t+1 + y2












































If t is odd and n is even, then 3 | gcd(2t−1− 1, 2n− 1) = 2gcd(t−1,n)− 1 and so, we can
choose a ∈ F22 \ F2. Then a 6= 0, 1 and a2 + a+ 1 = 0. Further, a2
t
+ a+ 1 = 0 (since
a2
t−1
= a) and the equation above becomes
(a(a+ 1) + (a+ 1) + a)2
t
= (a2 + a+ 1)2
t
= 0,
which certainly holds, and so, f4 is not 0-APN.
Assume now that n = 4t for t even (hence gcd(t− 1, n) = 1 and gcd(2t− 1, n) = 1).


























































































































+ a2 = 0.















+ a+ 1) = 0,
which has solutions if and only if a+a2
2t
= 0, or 1+a+a2
2t





t+1 + a2 + a+ a2
t+1 + a2
t




+ a2 = a2(a2
t−2 + 1) = a2(a2
t−1−1 + 1)2,
and so a2
t−1−1 = 1,which is impossible under gcd(t − 1, n) = 1. If a22t = a + 1,
then (8) becomes a2 + a + 1 = 0, which implies that a2
2t
= a2. This is equivalent to
a2
2t−1−1 = 1, which is impossible if gcd(2t− 1, n) = 1.
Lastly, the Rodier equation for f5(x) = x2
n−2s at 0 is
x2
n−2s + y2
n−2s + (x+ y)2
n−2s = 0.
Suppose that x, y 6= 0, 1, and that x 6= y. Let y = xa, with a 6= 0, 1. Then, we can
rewrite the equation as
x2
n−2s (1 + a2n−2s + (1 + a)2n−2s
)
= 0.









= 0. This equation has solutions if and
only if gcd(n, s+ 1) > 1.
Remark IV.6. We could have referred to (reversed) Dickson polynomials [14] in
some of the arguments above, but we felt that in this case it would not bring further
light to the proofs.
As in Remark IV.5, it is not difficult to find specific values of exponents that
are 0-APN for infinitely many extensions F2n , but, in this paper, we prefer to give
more general results. On the other hand, there are polynomials for which we can
find general conditions not to be partial APN (and, consequently, not APN), and we
provide such instances below.
Proposition IV.7. Let f6(x) = x2
2s+1+2s+1+2s−1 be defined on F2n , where n ≥ 4
is even. Then f6 is not 0-APN. Let f7(x) = x2
4s+23s+22s+2s−1 be a Dobbertin-like
function1. If s is odd and n is even on F2n , then f7 is not 0-APN. For n even, f8(x) =
x2
2t+1+5 is never 0-APN.
Proof. The Rodier equation for f6 at x0 = 0 is
x2
2s+1+2s+1+2s−1 + y2
2s+1+2s+1+2s−1 + (x+ y)2
2s+1+2s+1+2s−1 = 0,
1Note that f7 is known to be APN for n = 5s.
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+a = 0. (12)
Since n is even, then we can take a ∈ F22 \ F2, and so a3 = 1, implying a2 + a + 1 =




























+ 1) + a2
2s
+ 1 + a2
s











































































= · · · = a22s−2s = a, and so a22s +a2+1 = a+a2+1 = 0.






















+ a2 = 0.
Using a similar method as in the first part of our proposition, with n even, and taking
a ∈ F22 \ F2 and s odd, one can show that the above expression is zero, and so, f7 is
not 0-APN.
The Rodier equation for f8 is
x2
2t+1+5 + y2
2t+1+5 + (x+ y)2
2t+1+5 = 0,
which, when y = ax, a 6= 0, 1, x 6= 0, becomes
0 = 1 + a2
2t+1+5 + (1 + a2
2t+1
)(1 + a)5






1 + a+ a4 + a5
)





Since n is even, we can take a ∈ F22 \ F2, and so a3 = 1, implying a2 + a + 1 = 0.





previous expression becomes a+ a+ a2 + a2 + a2
t+1 + a2
t+1 = 0, implying that f8 is
not 0-APN.
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V. BINOMIAL PARTIAL APN FUNCTIONS
It was observed in [6] that if a monomial is 0-APN and 0 6= x0-APN for some
x0 ∈ F2n , then it is APN. We also know that for any quadratic (n, n)-function F and
for any x0 ∈ F2n , F is x0-APN if and only if it is APN. Similarly, it was suggested
and consequently shown in [6] that any partially 1-APN monomial function is APN.
It is natural to wonder if such a statement is true for other types of functions. We give
below an instance when such a claim fails.
Theorem V.1. Let F (x) = x2n−1 +x2n−2 be defined on F2n . Then F is 1-APN, but not
0-APN, for all n ≥ 3. Furthermore, F is differentially 4-uniform.
Proof. Let F (x) = x2
n−1+x2





n−2 + (x+ y + 1)2
n−1 + (x+ y + 1)2
n−2 = 0,
which is equivalent to (since x2
n−1 = 1, for x ∈ F∗2n),
1 + x−1 + 1 + y−1 + 1 + (x+ y + 1)−1 = 0, assuming xy(x+ y + 1) 6= 0.
Multiplying the previous equation by xy(x+ y + 1), we obtain
y(x+ y + 1) + x(x+ y + 1) + xy(x+ y + 1) + xy = 0
⇐⇒ xy + y2 + y + x2 + xy + x+ x2y + xy2 + xy + xy = 0
⇐⇒ x+ y + x2 + y2 + x2y + xy2 = 0
⇐⇒ (x+ y)(1 + x+ y + xy) = 0
⇐⇒ (x+ y)(1 + x)(1 + y) = 0
which proves the first claim.





n−2 + (x+ y)2
n−1 + (x+ y)2
n−2 = 0
⇐⇒ 1 + x−1 + 1 + y−1 + 1 + (x+ y)−1 = 0 (13)
⇐⇒ y(x+ y) + x(x+ y) + xy(x+ y) + xy = 0
⇐⇒ xy + y2 + x2 + xy + x2y + xy2 + xy = 0
⇐⇒ (x+ y)2 + xy(x+ y) + xy = 0






We will find 0 6= x 6= y 6= 0 to satisfy the previous equation. Let t = x + y. Then, the
previous equation is equivalent to (under xy 6= 0 6= x+ y = t)
t2 + x(x+ t)(t+ 1) = 0, (observe that t 6= 1)
















Labeling z = xt , we obtain the equation
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We now use the fact that for 0 6= v ∈ F2n the equation X2 + X = v has solutions in
F2n if and only if Trn1 (v) = 0 (see Berlekamp et al. [1]). Taking any of the 2n−1 − 1
nontrivial values of v ∈ F∗2n for which Trn1 (v) = 0, t = 1 + v−1 6= 0 and z a solution
of X2 + X = v, we have that x = tz, y = t(z + 1) will satisfy equation (14) and
0 6= x 6= y 6= 0, hence F is not 0-APN.
We next show that F is differentially 4-uniform. We first write the equationDaF (x) =
b, under a 6= 0, b ∈ F2n , namely,
x2
n−1 + x2
n−2 + (x+ a)2
n−1 + (x+ a)2
n−2 = b, x ∈ F2n . (15)
Case 1. Let b = 1 + a−1. We can see that x = 0, x = a are solutions of (15). Further,
if x 6= 0, x 6= a, then (15) becomes x2n−2 + (x + a)2n−2 = b, which is equivalent to
x−1 + (x+ a)−1 = b = 1 + a−1, that is,
(a+ 1)x2 + (a2 + a)x+ a2 = 0. (16)
We can see that a 6= 1 and so, a2 + a 6= 0, and therefore, by taking y = xa−1, we
obtain that (16) is equivalent to y2 + y = (a+ 1)−1, which, by [1] has solutions y (and
thus x) if and only if Trn1 ((a+ 1)−1) = 0. There certainly exist a ∈ F2n satisfying this
condition, in which case equation (16) has two more solutions, in addition to 0, a.
Case 2. Let b 6= 1 + a−1. Then x 6= 0, a in (15) and so, the first and third terms are
equal to 1, and (15) becomes
x−1 + (x+ a)−1 = b, (17)
that is, bx2 + abx+ a = 0, which has at most two solutions x (in general, the equation
above may have four solutions if b = a−1, namely {0, a, aα, aα2}, where α ∈ F22 \F2,
but we removed 0, a from the possibilities because of (15)). In fact, we know exactly






In conclusion, equation (15) has at most 4 solutions (with that bound attained), and
therefore F is differentially 4-uniform.
Remark V.2. The non-0-APN-ness of the above function can also be derived from [6,
Thm. 5.5], but we prefer to give a self-contained argument above.
VI. PARTIAL APN FUNCTIONS BASED ON DILLON’S POLYNOMIAL
Dillon [13] suggested investigating functions of the form
F (x) = x(Ax2 +Bxq + Cx2q) + x2(Dxq + Ex2q) +Gx3q, q = 2n/2, n even, (18)
over F2n as candidates for APN or differentially 4-uniform functions. An infinite
family of APN functions of this type was constructed in [4]. In this section, we
investigate several such functions for being partial APN functions, and consequently,
APN functions (recall that we showed in [6] that for quadratic functions, pAPN
property is equivalent to the APN property). The motivation for this section is to
point out that any of the functions coming from F can be investigated quite easily for
APN-ness using the not so restrictive concept of pAPN-ness.
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First, we write the Rodier condition at x0 = 0 for the function F above, which we
generalize by taking q = 2k for some arbitrary 1 ≤ k ≤ n − 1. Now, letting y = ax,
a 6= 0, 1, x 6= 0, we obtain


































We will not provide the proof of the next theorem (whose cases are perhaps known
via APN-ness), but we will provide the proof of the last theorem of this section, since
it is more complicated.
Theorem VI.1. Let 1 ≤ k ≤ n − 1 and consider the function F from (18). The
following statements hold:
(i) If AB 6= 0, gcd(k − 1, n) = 1, k ≥ 1, the function F1(x) = Ax3 + Bx2
k+1 is not
0-APN. Obviously, if AC 6= 0 and gcd(k, n) = 1, then F2(x) = Ax3 + Cx2
k+1+1 is
not 0-APN.
(ii) If AD 6= 0 and gcd(k, n) = 1, k > 1, the function F3(x) = Ax3 + Dx2
k+2 is not
0-APN. Furthermore, H3(x) = Ax3 +Dx4 is 0-APN.
(iii) If AE 6= 0 and gcd(k + 1, n) = 1, then F4(x) = Ax3 + Ex2
k+1+2 is not 0-APN.
(iv) If AG 6= 0 and AG 6∈ F2
k−1
2n , then F5(x) = Ax
3 + Gx3·2
k




2n and there exists z such that Tr
n
1 ((A/G)
1/(2k−1)/z3) = 0, then F5 is not
0-APN.
(v) If BC 6= 0 and k ≥ 1, then F6(x) = Bx2
k+1 + Cx2
k+1+1 is not 0-APN.
(vi) If BD 6= 0, then F7(x) = Bx2
k+1 +Dx2
k+2 is not 0-APN.
(vii) If BE 6= 0, then F8(x) = Bx2
k+1 + Ex2
k+1+2 is not 0-APN, if gcd(k, n) > 1, or n
is odd and gcd(k, n) = 1.
(viii) If BG 6= 0 and gcd(k+ 1, n) = 1, then F9(x) = Bx2
k+1 +Gx2
k+1+2k is not 0-APN.
(ix) If CD 6= 0 and gcd(k, n) = 1, then F10(x) = Cx2
k+1+1 +Dx2
k+2 is not 0-APN.
(x) If CE 6= 0, then F11(x) = Cx2
k+1+1 + Ex2
k+1+2 is not 0-APN.
(xi) If CG 6= 0, then F12(x) = Cx2
k+1+1 +Gx2
k+1+2k is not 0-APN.
(xii) If DE 6= 0, then F13(x) = Dx2
k+2 + Ex2
k+1+2 is not 0-APN.
(xiii) If DG 6= 0, then gcd(k, n) = 1, then F14(x) = Dx2
k+2 +Gx2
k+1+2k is not 0-APN.




We can certainly go beyond binomials and we do so in the next theorem without
attempting to be exhaustive.




k+1+2k is not 0-APN.
































a+1 = 1, and so the
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, which is zero for the unique solution




)1/(2k−1), which exists since n is odd (that is, gcd(3, 2n − 1) = 1).
We now take q = 2k+1 in Dillon’s polynomial (18).
Theorem VI.3. Let 1 ≤ k ≤ n− 1. The following statements hold:
(i) If AC 6= 0, then the functions H1(x) = Ax3 + Cx2
k+1+3 (respectively, H2(x) =
Ax3 + Cx2
k+3) is not 0-APN.
(ii) If AG 6= 0, then the functions H3(x) = Ax3 + Gx2
k+1+2k+3 is not 0-APN if n is






(iii) If BC 6= 0, and gcd(2k + 1, 2n − 1) = 1, which happens if n is odd, or n ≡ 2
(mod 4) and k is even, then H4(x) = Bx2
k+2 + Cx2
k+1+3 is not 0-APN.
(iv) If BD 6= 0, H5(x) = Bx2
k+2 +Dx2
k+3 is never 0-APN.
(v) If BG 6= 0, and gcd(2k+1 + 1, 2n − 1) = 1 (which happens if n is odd, or n ≡ 2
(mod 4) and k is odd), then H6(x) = Bx2
k+2 +Gx2
k+1+2k+2+1 is not 0-APN.
(vi) If CDEG 6= 0, then H7(x) = Cx2
k+1+3 +Dx2
k+3, H8(x) = Cx2
k+1+3 + Ex2
k+1+4,
and H9(x) = Cx2
k+1+3 +Gx2
k+1+2k+2+1 are never 0-APN.
(vii) If DE 6= 0, and gcd(2k + 1, 2n − 1) = 1, which happens if n is odd, or n ≡ 2
(mod 4) and k is even, then H10(x) = Dx2
k+3 + Ex2
k+1+4 is not 0-APN.
(viii) If DG 6= 0, then H11(x) = Dx2
k+3 +Gx2
k+1+2k+2+1 is never 0-APN.




Proof. Let q = 2k + 1 in Dillon’s polynomial (18); as before, letting y = ax, x 6= 0,
a 6= 0, 1, we obtain



















































































k+1+3 + (1 + a)2
k+1




































k+1+3 + (1 + a)2
k+1





We only consider combinations rendering non-quadratic functions. Let AC 6= 0,
H1(x) = Ax
3 + Cx2
k+1+2+1 (similarly, for AD 6= 0, H2(x) = Ax3 + Dx2
k+3). The
Rodier equation (20) for H1 at 0 is therefore
Ax3(a+ a2) = Cx2
k+1+3
(










(recall that a 6= 0, 1 and if a is a primitive third
root of unity then the displayed equation above cannot hold for nontrivial solutions
x). Since this last equation always has nontrivial solutions, the function H1 cannot be
0-APN.
Next, H3(x) = Ax3 +Gx2
k+1+2k+2+1 whose Rodier equation at 0 is





k+1+3 + (1 + a)2
k+1





which is equivalent to (the expression in the parentheses on the right-hand side cannot















where b = a+ 1. If n is odd, then equation (21) will always have nontrivial solutions.























)2−k ∈ F∗22 .
Next, take BC 6= 0, and H4(x) = Bx2
k+2 + Cx2














If gcd(2k + 1, 2n−1) = 1 (which happens if n is odd, or n ≡ 2 (mod 4) and k is even),
then the equation above has nontrivial solutions (certainly, for a such that a /∈ F∗4).
If BD 6= 0, then it is straightforward to check that the cubic H5(x) = Bx2
k+2 +
Dx2












which obviously has nontrivial solutions.
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If BG 6= 0, then the Rodier equation at 0 for H6(x) = Bx2
k+2 + Gx2
k+1+2k+2+1 is


















If gcd(2k+1 + 1, 2n − 1) = 1 (which happens if n is odd, or n ≡ 2 (mod 4) and k is
odd), then the equation above has nontrivial solutions (certainly, for a such that the
denominator above is not zero, which can easily be achieved).









Since gcd(2k, 2n − 1) = 1, the above equation always has nontrivial solutions. A
similar straightforward analysis can be done, under CEG 6= 0, for the cubics H8(x) =
Cx2
k+1+3 + Ex2
k+1+4 and H9(x) = Cx2
k+1+3 +Gx2
k+1+2k+2+1.












a similar equation as for H4. If DG 6= 0, the Rodier equation at 0 for H11(x) =
Dx2
k+3 +Gx2
k+1+2k+2+1 is similar to the one of H7.
If EG 6= 0, the Rodier equation for the quartic H12(x) = Ex2
k+1+4 +Gx2
k+1+2k+2+1


















which has a nontrivial solution x if gcd(k, n) = 1 (for any value of b for which the
denominator does not vanish).
Thus, the theorem is shown.
Certainly, there are other values of q, for which one can investigate the pAPN
property of various combinations of terms in Dillon’s polynomial. Furthermore, a
fruitful direction for future work is to check and find conditions for pAPN-ness of
other classes of multinomials, like the generalization proposed by Budaghyan and
Carlet in [4], or perhaps, as a separate and quite interesting venue, to find classes of
pAPN permutations.
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