Abstract. Person tracking is a key requirement for modern service robots. But methods for robot vision have to fulfill several constraints: they have to be robust to errors evoked by noisy sensor data, they have to be able to work under realworld conditions, and they have to be fast and computationally inexpensive. In this paper we present an approach for tracking the position of a person in 3D based on a particle filter. In our framework, each particle represents a hypothesis for the 3D position, velocity and size of the person's head being tracked. Two cameras are used for the evaluation of the particles. The particles are weighted by projecting them onto the camera image and applying a color-based perception model. This model uses skin color cues for face tracking and color histograms for body tracking. In contrast to feature-based approaches, our system even works when the person is temporary or partially occluded.
Introduction
New scenarios for service robots require sophisticated ways for users to control robots. Since such systems are designed to support humans in everyday life, special user interfaces, known as Human Machine Interfaces (HMIs), have to be developed that support the cooperation, interaction and communication between robot and user. A basic requirement for a proper HMI is the awareness of the person that is currently interacting with it.
Methods for robot vision have to fulfill several constraints. First, they have to be robust to errors evoked by noisy sensor data, changing lighting conditions, etc. Second, they have to be able to work under real-world conditions with moving objects and persons. Moreover, adequate algorithms have to be computationally inexpensive and fast, since a robot has to simultaneously perform several tasks.
Tracking algorithms can be divided into two classes. In bottom-up approaches the camera images are searched for significant features of persons such as the face. The detected features are then used for tracking. In contrast, top-down approaches make assumptions of the possible position of the person. These hypotheses are then evaluated by considering the current camera images. Usually, such approaches are faster than algorithms of the first class, since the images have only to be processed on the hypothetical positions.
Service robots have to deal with highly dynamic environments. This implies the use of adaptive methods. In recent years, probabilistic approaches have proven to be appropriate for such tasks, and thus have become quite popular in robotics [1] . The key
Related Work
Person tracking plays an important role for a variety of applications, including robot vision, HMI, augmented reality, virtual environments, and surveillance. Several approaches based on a single camera exist for this task. Bottom-up approaches for person tracking are based on feature extraction algorithms. The key idea is to find significant features of the human shape that can be easily tracked such as, e.g, eyes or the nose [2] , but most algorithms rely on face detection. Color can provide an efficient visual cue for tracking algorithms. One of the problems faced here is that the color depends upon the lighting conditions of the environment. Therefore statistical approaches are often adopted for color-based tracking. Gaussian mixture models are used to model colors as probability distributions in [3] and [4] . Another approach is to use color histograms to represent and track image regions. In [5] color histogram matching is combined with particle filtering, thus improving speed and robustness.
In recent years, a number of techniques have been developed that make use of two or more cameras to track persons in 3D. Usually, stereo vision works in a bottom-up approach. First, the tracked object has to be detected in the images that are simultaneously taken by at least two calibrated cameras. The object's 3D position is then calculated via stereo triangulation [6, 7] . The main problems of bottom-up approaches are that the object has to be detected in all camera images and the detected features have to belong to the same object known as the correspondence problem. If this is not the case, the obtained 3D position is erroneous.
In [8, 9] particle filters are applied to track persons in 3D using a top-down approach. Each particle is evaluated for all available cameras by using cascaded classifiers as proposed by Viola and Jones [10] . The disadvantage of these approaches is that they fail to track an object when it is partially occluded which is often the case in real world applications. The approach described in this paper overcomes this drawback by using a color-based algorithm. We will show that our method is able to track people even when they are temporarily and partially occluded. 
Bayesian Tracking
The key idea of probabilistic perception is to represent the internal view of the environment through probability distributions. This has many advantages, since the robot's vision can recover from errors as well as handle ambiguities and noisy sensor data. But the main advantage is that no single "best guess" is used. Rather, the robot is aware of the uncertainty of it's perception. Probabilistic filters are based on the Bayes filter algorithm whose basics with respect to probabilistic tracking will be briefly described here.
For a probabilistic vision-based tracker the state of an object at time t is described by the vector x t . All measurements of the tracked object since the initial time step are denoted by z 1:t . The robot's belief of the object's state at time step t is represented by the probability distribution p(x t |z 1:t ). This probability distribution can be rewritten using the Bayes rule
We now define η = 1 p(z t |z 1:t−1 ) and simplify Equation 1:
Total Prob.
In Equation 3 the Markov assumption is applied which states that no past measurements z 1:t−1 is needed to predict z t if the current state x t is known. In Equation 4 the probability density p(x t |z 1:t−1 ) is rewritten by using the Theorem of total probability. Finally, in Equation 5 the Markov assumption is exploited again since the past measurements contain no information for predicting state x t if the previous state x t−1 is known.
The computation of the integral operation in Equation 5 is very expensive, so several methods were developed to estimate the posterior probability distribution efficiently, such as the Kalman filter or the Information filter. These filters represent the posterior as a Gaussian which can be described by the first two moments i.e., its mean and covariance. But most real-world problems are non-Gaussian. So non-parametric probabilistic filters, such as Particle filters, are better suited to such tasks [11] . Different from parametric filters, the posterior probability distribution p(x t |z 1:t ) is not described in a functional form, but approximated by a finite number of weighted samples with each sample representing a hypothesis of the object's state, and its weight reflecting the importance of this hypothesis. These samples are called particles and will be denoted as The particle filter algorithm is iterative. In each iteration, first n particles are sampled from the particle set X t = { x i t , w i t } i=1...n according to their weights and then propagated by a motion model that represents the state propagation p(x t |x t−1 ). The resulting particles are then weighted according to a perception model p(z t |x t ).
A problem of particle filters is the degeneracy problem standing for that after a few iterations all but one particle will have a negligible weight. To overcome this problem generic particle filter algorithms measure the degeneracy of the algorithm with the effective sample size N e f f introduced in [12] and shown in Equation (6) .
If the effective sample size is too small, there will be a resampling step at the end of the algorithm. The basic idea of resampling is to eliminate particles with small weights and to concentrate on particles with large weights. The purpose of this paper is to show, how to use this probabilistic framework to track a person in 3D.
Top-Down Approach to 3D Tracking
The aim of the system presented here is to track the coordinates of a person in 3D. The position of the person's head p = (x, y, z) T serves as reference point for our person model. Furthermore, the model includes a sphere with radius r centered at p that represents the person's head, and the velocity of the person v = (ẋ,ẏ,ż) T . The particle set X t−1 can be seen as a set of weighted hypothesis, with each particle describing a possible state of the person. A particle is stored as vector
In each iteration, n particles are drawn from particle set X t−1 and then propagated by means of a linear motion model as defined in Equation 8.
with ∆t being the time interval between two subsequent sensor measurements, and N t is a multivariate Gaussian random variable that models the system dynamics.
New weights are derived by evaluating the propagated particles. For this purpose, the particle is projected onto the image plane of each camera. The pinhole camera model is used for this projection, as illustrated in Figure 1 . Throughout this paper, the left camera will be the reference system. Given a point p in the left camera coordinate system, we can compute its position in the right one by
where t is a translation vector, and R is a rotation matrix. The intrinsic parameters are the camera's internal parameters specifying the way a three-dimensional point is projected onto the camera's image plane. These parameters consists of the center of the camera image (u 0 , v 0 ) and the focal length f , i.e., the distance between the camera's origin and its image plane.
The image coordinates of the person's head are calculated according to Equation 10 for both cameras.
Furthermore, the radiuses of the projected sphere are determined. Now that the image coordinates of the person's head u i l,t and u i r,t as well as the radiuses r i l,t and r i r,t are known, the probability distributions p(L t |x i t ) and p(R t |x i t ) for observing the person in the left and right image at the specified position x i t is computed for each camera according to a color-based perception model that is introduced in the next section. After applying the model to both cameras, the new weights of the particles are calculated according to
Here, for reasons of simplification, probabilistic independence is assumed between random variables L t and R t . color distribution of the person's upper part of the body used as local feature. This histogram not only specifies a distinct feature of the person, but is also independent of the person's current orientation as long as parts of the person's front are visible to the camera. Nonetheless, it has to be determined before tracking the person. A method to automatically initialize the tracker is described in Section 6.
When doing color-based image processing, an appropriate color space has to be selected. By default, today's cameras provide images in the RGB color space. But RGB has several disadvantages, for example, color information is not separated from luminance information. Therefore, RGB images are highly sensitive to varying lighting conditions and thus not adequate in this context.
In the following the HSV color space has been chosen that represents color by the three components hue, saturation and value (sometimes also called intensity). Hue defines the actual color type (such as red, blue, green), saturation measures the intensity or purity of this color, and the value component expresses the brightness.
Color Histograms
Color histograms represent the color distributions of color samples C = {c i } i=1,...,n C in a discrete, non-parametric form. To achieve a certain tolerance for illumination changes, we separate color information (hue and saturation) from luminance information (value). The HS color space is partitioned into a number of equally sized bins with N h bins for the hue component and N s bins for the saturation component. These bins are populated using samples with sufficient color information, i.e. saturation and value larger than two predefined thresholds, see [5] . We use 0.1 and 0.2, respectively. Additionally, N v bins are used for the value component of the remaining samples. The complete histogram consists of N = N h · N s + N v bins. Each bin stores the number of times a color within its boundaries occurred in the color samples C.
Given a color c i , the index of its associated bin is obtained by function b(c i ) ∈ {1, ..., N}. The histogram itself is defined as
with
where α is a scaling factor, and δ (n, b(c j )) is the Kronecker delta function:
Skin Color Model
Skin color classification is one of the most widely used approaches for fast and easy identification of humans in color images. modeling is given in [13] . In this paper, we want to model the distribution of skin color in the HSV space. Since only chromatic information is important for this task, the HS color space is used and illumination information, i.e., the value component, is not considered. As representation of this distribution we use a color histogram.
The histogram h skin is populated with samples of skin color from several training images. Each bin stores the number of times a color within the bin's boundaries occurred in the training samples according to Equation 13 .
The scaling factor α is set appropriately to ensure that ∑ N skin i=1 q skin,i = 1. So the histogram can be used as the discrete probability distribution p(S t |x t ) for observing skin color at position x t : p(S t |x t ) = q skin, j with j = b skin I (u t ) (15) where u t is the projected coordinate of x t in image I.
Histogram Tracking
The skin color model considers single pixels only. In addition, we use a color distribution model for image regions, i.e., a color histogram that represents the color distribution of a certain area of the person to be tracked. Here, the upper part of the person's body is used as target model. Given the hypothetical person state x = (p, v, r) T as it is expressed by a particle, we use a quadratic image region R(x) with center c(x) and side length l(x):
where p is the image coordinate and r is the radius of the projected face for the current camera.
A histogram with N body,h bins for hue, N body,s bins for saturation, and N body,v bins for the value component is used, N body = N body,h · N body,h + N body,h bins overall. A histogram generated for the quadratic image region R(x) is denoted as h body (x). Again, the histogram is normalized by the scaling factor α to ensure that ∑ N body i=1 q body,i (x) = 1. To measure the similarity between the target model and an candidate image region R(x) for the person's body position, the Battacharyya distance is applied. The target histogram is denoted as h * body = {q * i } and has to be determined before the tracking process. An example of how to do this is given in Section 6. The distance between target and hypothetical body histogram is calculated as
We now define the probability distribution p(B t |x t ) as 
Particle Evaluation
Weights are assigned to each particle by evaluating the particle for each camera. The image coordinates u i l,t and u i r,t are calculated by projecting the particle x i t onto the image planes of the left and the right camera as well as the face radiuses r i l,t and r i r,t . Afterwards, the skin color probabilities p(S l,t |x i t ) and p(S r,t |x i t ) are computed according to Equation 15 for both cameras. Furthermore, using Equation 18 the body color probabilities p(B l,t |x i t ) and p(B r,t |x i t ) can be calculated. Again, for simplification, probabilistic independence between the random variables for skin color S t and body color B t is assumed. The resulting perception probability of each sample is given by
The probability for the right camera is obtained analogous.
User Detection
The problem of the approach described so far is that the histogram used as target body model has to be initialized properly. We therefore propose a system working in two phases.
In the user detection phase, the camera images are searched for the person that tries to interact with the system (this interaction can be started via the speech interface). When a person was detected in both camera images, a histogram of the person's upper part of the body is initialized for each camera using the current image data. After the initialization the system switches into the user tracking phase, where the histogram is used as the target model to track the person via particle filtering.
For user detection we have chosen a face recognizer based on the popular algorithm of Viola and Jones [10] . An implementation of which can be found in the OpenCV library [14] . Every time a user starts an interaction with the robot, the camera images are searched for frontal faces. We reduce the computational costs for face detection by first calculating regions of interest (ROIs) that limit the search space based on skin color. Therefor, each image is segmented into skin color regions and non-skin color regions. To achieve this, the probability p(S|u) of observing skin color is computed for each pixel u according to Equation 15 . Those pixels whose probabilities are below a predefined threshold are set to 0, all other ones are set to 1. We use a threshold of 0.006. After that, skin clusters are calculated by region growing merging neighboring skin color pixels. For every cluster its enclosing bounding box is calculated. In a final step, boxes intersecting each other are further merged. We end up with distinct boxes that are used as the ROIs for the face detection algorithm.
The face detector provides the coordinates u l and u r of the detected face as well as the side lengths s l and s r in the left and right image. To avoid the correspondence problem, i.e., determining which faces detected in both images belong to the same person, we assume that only one person is visible during the user detection phase.
With coordinates and side length of the candidate face, we can calculate the position of the body area within the camera image according to Equation 16. The histograms of the regions in the left and the right camera image are calculated and used as the target body models h * l,body and h * r,body throughout the tracking phase. For initialization of the particles, the 3D position of the face is calculated via stereo triangulation. This is done by re-projecting the image points u l and u r into 3D, resulting in lines l l and l r with
where R and t are the extrinsic parameters of the right camera. The 3D coordinates can now be determined by calculating the intersection between both lines. Since lines l l and l r may not intersect due to measurement errors, the problem is solved using a least square method that determines the λ = (λ l , λ r ) T that minimizes
The calculated 3D position x f = l l (λ l ) of the face is now used to initialize the particles of our tracker according to
where N is a Gaussian multivariate with a mean value of 0 and variance σ . Furthermore, the weight of each particle is calculated as 
where d(x f , x i 0 ) is the distance between both vectors.
Experiments
The proposed person tracker has been implemented in C++ and tested on a laptop with a 1.99 GHz Pentium 4 processor and 1GB memory. Two FireWire web cameras with a maximum frame rate of 15 fps were mounted with a distance of 20 cm between each other. The cameras were calibrated according to the method described in [15] . The system has been applied to a variety of scenarios. In each test run, the tracker was automatically initialized as described in Section 6. The system worked with 12 to 15 fps, thus achieving real-time capabilities.
Several test runs were used to compare the proposed method with a classical bottomup method where face detection was performed in every image and the 3D position was determined via stereo triangulation. The resulting position was compared to the mean state of the particle set of our approach that is calculated as
Results from one training sequence can be seen in Figure 4 and are summarized in Table 1 . Figure 3 shows the trajectories generated by both methods. The path produced by the bottom-up approach has many leaps since face detection is erroneous and no additional smoothing filter, such as a Kalman filter. In Figure 3 (b) the data from stereo triangulation was additionally approximated with a Bezier curve resulting in a curve comparable to the one produced by our technique. Figure 5 show a second test sequence in which the user's face is temporarily and partially occluded. As can be seen, the system manages to track the person if the face is occluded or if the person is looking into a different direction.
