While temporal logic in its various forms has proven essential to reason about reactive systems, agent-based scenarios are typically specified by considering high-level agents attitudes. In particular, specification languages based on epistemic logic [7] , or logics for knowledge, have proven useful in a variety of areas including robotics, security protocols, web-services, etc. For example, security specifications involving anonymity [4] are known to be naturally expressible in epistemic formalisms as they explicitly state the lack of different kinds of knowledge of the principals.
L extends ATL (hence CTL) by considering epistemic modalities representing "agent i knows φ" (K i φ), "group G has distributed knowledge of φ" (D G φ), "group G has common knowledge of φ" (C G φ), and deontic modalities encoding "whenever agent i is working correctly φ holds" (O i φ). The ATL modalities above are read as customary: G Xφ stands for "group G can enforce φ at the next step" and G F φ stands for "group G can enforce φ at some point in the future". As standard, CTL modalities for AG, AU, AX and their existential counterparts may be derived from the ATL modalities, and, similarly, epistemic modalities for E G ("everyone in G knows") may be rewritten as a conjunction of appropriate K i , i ∈ G, formulas. The specification language above is very rich as it includes AI-based modalities representing various notions of knowledge [7] , deontic conditions [16] , ATL-style modalities for cooperation [2] , as well as standard CTL.
A computationally grounded semantics for the family of MAS formalisms above (in the sense of [19] , i.e., one in which the interpretation to all modalities is defined in terms of the computational states of the system) can be given by suitably extending interpreted systems. Interpreted systems [7] , originally proposed for linear time only, are an agentbased semantics where the components, or agents, are defined by a set of possible local states, a set of actions that they may perform according to their local protocol, and transition functions returning the target local state given the current local state and the set of actions performed by all agents. An environment (described similarly to an agent) is also modelled as part of the system. ATL and CTL modalities are interpreted on the induced temporal relation given by the protocols and transition functions [15] , the epistemic modalities are defined on the equivalence relations built on the equality of local states [7] , and the deontic modalities are interpreted on "green states", i.e., subsets of local states representing states of locally correct behaviour for the agent in question. Specifically, satisfaction for the epistemic modalities is defined by (IS, s) |= K i φ iff for all s ′ ∈ S we have that s ∼ i s ′ implies (IS, s ′ ) |= φ, where IS is an interpreted system, s, s ′ reachable global states, and ∼ i is defined on the local equality of global states, i.e., s
where l i is the function returning the local state of agent i in a given global state. Satisfaction for common knowledge is defined by
is the reflexive and transitive closure of the union of the relations ∼ i , i ∈ G. We refer to the user manual available from [12] for satisfaction of distributed knowledge D G and correctness modalities O i , as well as more details and examples.
The language L has been used to specify a wide range of scenarios in application areas such as web-services, security, and communication protocols. For example, in a communication protocol we can use EF (K sender (K receiver (bit = 0))) to specify that at some point in the future the sender will know that the receiver knows that the bit being sent is equal to 0; in a game-based setting, we can write AGO p1 p 1 , p 2 X(p 1 p 2 win) to represent that it is always the case that, as long as player 1 is functioning correctly, player1 and player2 can together force a win at any step.
The complexity of the model checking problem of L against compact representations (e.g., via reactive modules, or ISPL modules as below) is given by its more expensive fragment (ATL) and so it is EXPTIME-complete [9] . Note, however, that the problem of checking its temporal-epistemic-deontic fragment is only PSPACEcomplete [13] , i.e., the same as CTL [11] .
The MCMAS toolkit
MCMAS is implemented in C++ and compiled for all major platforms. It exploits the CUDD [18] library for BDD operations. MCMAS implements standard algorithms for CTL and ATL [3, 2] , and dedicated BDD-based algorithms for the epistemic and deontic operators [17] , in particular, the algorithms for satisfaction for K i and C G are sketched in Algorithm 1 (S represents the set of reachable states).
Algorithm 1 Algorithms for SAT
4:
5: end while 6: return ¬Y ∩ S;
A number of optimisations are implemented in MCMAS in an attempt to minimise the memory consumption and verification time. For example, the checker does not build a single OBDD for the global transition relation, but performs any required operation against the local evolutions. Also, MCMAS does not compute the union of equivalence relations ∼ i in Algorithm 1 when checking common knowledge, but instead repeatedly operates on all ∼ i . MCMAS provides counterexamples and witnesses for a wide range of formulas including epistemic modalities thereby giving guidance to the user. The algorithm used to return witnesses and counterexamples is novel and inspired by the tree-like construction of [5] .
MCMAS takes ISPL (Interpreted Systems Programming Language) descriptions as input. An ISPL file fully describes a multi-agent system (both the agents and the environment), and it closely follows the framework of interpreted systems described above. We refer to the user manual for examples and usage. Essentially, an ISPL agent is described by giving the agents' possible local states, their actions, protocols, and local evolution functions. Local states are defined by using variables of type Boolean, integer, and enumeration. An optional section RedStates permits the definition of non-green states by means of any Boolean formula on the variables of the local states to interpret the correctness modalities O i . The local transition function is given as a set of evolution items of the form A if C, where C is a Boolean condition over local variables, global variables (see below), and actions by the agents and the environment, and A is a set of assignments on the agent's local variables. All variables not present in A remain constant in the local transition. Any enabling condition and synchronisation among the agents is specified in C; note also that any non-deterministic behaviour may be specified by using several evolution items. Compared to that of an agent, an environment definition may have additional features, including the definition of global variables observable to some or all agents. Table 1 shows an example of a self-explanatory ISPL file for the Train/Gate/Controller scenario with two trains.
An ISPL file also contains sections for the definition of the initial states (given by Boolean conditions on the agents' local variables), any fairness constraints, groups of agents (to be used in epistemic and ATL formulas) and the actual formulae in the language L to be checked. The interpretation for the propositional atoms used in the specifications is also given; among these the predefined atoms GreenStates, and RedStates have their interpretation fixed to the locally green local states and their set complement respectively. We refer to the user manual for more details and examples.
The graphical user interface (GUI) is an essential part of the MCMAS release. It is built as an Eclipse plug-in and provides a rich number of functionalities, some of which reported below.
ISPL program editing. The GUI guides the user to create and edit ISPL programs by performing dynamic syntax checking (an additional ISPL parser was implemented in ANTLR for this). The GUI also provides outline view, text formatting, syntax highlighting, and content assist automatically.
Interactive execution mode. The user can use MCMAS interactively to explore the model. This can be done both in symbolic and explicit way. The explicit exploration does not require installation of the checker itself and is provided entirely by the GUI. Obviously large models are best explored symbolically. Users can choose which state to visit among the possibilities presented, backtrack, etc.
Counterexample display. The user can launch the verification process via the GUI which, in turns, calls the checker. The GUI shows which specifications are satisfied and which are not. For a wide range of specifications (see the user manual) the user can visualise counterexamples or witnesses (the Graphviz package is used to display the submodel representing the counterexample/witness). The user has a variety of options once a submodel is displayed including inspecting the agents' states in the system, projecting the whole system onto agents, etc.
Experimental results and conclusions
MCMAS has been used in our group and in a limited number of other institutions to verify a range of scenarios, including agent-based web services, networking protocols, and security protocols. Some of these examples are available from the MCMAS website. To evaluate the tool we discuss the experimental results obtained while verifying the protocol of the dining cryptographers [4] . This is a scalable anonymity protocol in which lack of knowledge needs to be preserved following a round of announcements. We refer to [8, 10] for more details.
On a Linux x86 64 machine with Intel Core 2 Duo 2.2GHz and 4GB memory, we tested the protocol (code on the website) against two temporal epistemic specifications:
payer i )). We checked the second formula specifically to evaluate the performance of the tool against common knowledge. The table reports the results for different numbers of cryptographers, indicated in the first column. The size of the state space (equal to 3 × 12 n ) is reported in the second column, and the third reports the number of actual reachable states in the corresponding model. Memory usage and time required for the verification of the two formulas follow in the last four columns respectively.
A direct efficiency comparison with other toolkits is problematic. Apart from the different input languages, other tools with overlapping functionalities support different variable types making any comparison difficult. In terms of pure size of the model, we found that MCMAS can explore the full state space of models whose size is approximately two orders of magnitude larger than most examples available for temporalepistemic model checkers [8, 6, 20] , and comparable to the size of the models analysed with BDD-based temporal-only model checkers such as NuSMV.
As mentioned in the introduction, MCMAS is a complete reimplementation of the original proof-of-concept described in [14] . Compared to the original prototype, the current version is several orders of magnitude faster. This is due to improved algorithms for the verification of epistemic and ATL modalities, and the computation of the reachable state space. Additionally, the revised input language now enables the user to write code that naturally generates smaller models, e.g., by using globally observable variables in the environment. Several functionalities, e.g., counterexample generation, witnesses, fairness, a fully-fledged GUI, etc., are also now included.
From the point of view of supported functionalities, MCMAS is the only checker we are aware of that supports the specification language L described above. Epistemic modalities are also treated in [8] although not via an observation-based semantics as here and not with the CUDD package. BMC based approaches for epistemic modalities have also been presented [6] : a comparison with [6] reveals the known advantages and
