Rumour is an old social phenomenon used in politics and other public spaces. It has been studied for only hundred years by sociologists and psychologists by qualitative means.
Introduction
Disinformation (or misinformation) is a human language phenomenon that has always existed based on a mechanism of spreading from mouth to ear [1, 2] . However, with regard to the Internet and recent quantitative methods, we can investigate it with an up-to-date analysis. In the past, the spread of rumours could only be by word of mouth. The rise of social media provides an even better platform for spreading rumours. As Metaxas [3] explains massive amounts of data are being created and circulated, and often there are individuals or bots trying to manipulate this data to promote their own agenda. But sharing information with others after an emotionally powerful event can be cathartic. Understanding various rumour discussions could help to design and develop technologies to identify and track rumours, or reduce their impact on society.
In psychology a rumour is a declaration that is generally plausible, associated with news, and is widespread without checking [2, 4] . Some famous rumours are the urban legend "rue des Marmousets" in Paris where a barber and a pastry chef made cake trade based on human flesh in XVth century, or the disappearance of young girls in fitting rooms inside Jewish shops in the town of Orleans (France) in 1969 [5] . According to Gaildraud [6] , a rumour is an informal noise that exists, persists, becomes evanescent and disappears as fast as it appeared. The definition of rumour is vague, such as one or several pieces of information that move around a1111111111 a1111111111 a1111111111 a1111111111 a1111111111 by individuals and/or the Internet. In the social sciences, rumouring behaviour is analysed as a social process of collective sense-making through which individuals can understand situations characterised by high levels of uncertainty, anxiety and a lack of official news. Classical social science research proposed two important ways of understanding rumour prevalence: (1) in terms of the amount of rumour-related information present in the environment, and (2) in terms of the number of individuals who have encountered or heard a particular piece of information. However, much of this very early work suffers from a lack of empirical support.
Ongoing research on the spread of rumours online is roughly quantitative, including descriptive studies of trace data [7] [8] [9] , theoretical research on network factors [10, 11] , and prescriptive studies that experiment with machine learning methods to classify rumours as true or false [12, 13] . Kwon et al. [8] include a descriptive analysis of temporal characteristics; false rumours on Twitter have more spikes than true rumours. Quantitative understanding of rumours focuses on how people participated in the rumour discussions and how the rumour developed over time. For instance, it could lead to the extraction of patterns in the text content, or different user roles. Rumour analysis has gained from studies in the related fields of memetracking [14] , diffusion [15, 16] and virality [17, 18] in social networks, measuring the influence in networks and information credibility estimation.
Yet few studies provide significant insight into how and why rumours spread, and classification research has been limited to distinguishing between true and false information. Current studies work like outlier detection of a specific database. Hence, they learn a local model that is specific to a social media, not applicable to another platform, and they speculate that a rumour is a negative message, like 'spam', which need to be rejected from the platform. One theory is nevertheless interesting in spreading rumor in a community [2] . They argue that transmission evolves in three steps: levelling, sharpening and assimilation. First step is deleting details, second step is keeping the main details, assimilation is transmission with noise. We can take advantage of social network datasets to test such theory. Taking the automatic content analysis and data mining processing of a message [19] [20] [21] , we are interested in exploring the following research questions, summarised below: Q1: Which features are relevant?
Q2: Can we model a rumourous event as a multi-spike event?
Q3: How is a rumourous text different from a non-rumourous text? Q4: Can we observe levelling-sharpening-assimilation in datasets?
In our article, part 1 is dedicated to an extensive review of literature of 80 papers on rumours. Among them, 58, written after 2010, were about rumour studies, revealing recent interest in rumour/credibility/misinformation issues, and specifically with social media platforms. We made a synthesis of principal features used to describe rumours in these quantitative approaches. Feature selection is a key question in quantitative and modelling investigation. Part 2 presents the datasets we used for spread and content analysis. We used not only ad-hoc corpora for our studies, but also external databases, such as hoaxes/disinformation repositories and language corpora. Part 3 presents our modelling approach for rumour spreading and a comparison with a standard approach such as epidemiological models. Finally, part 4 shows a comparison of rumour corpora and event corpora with n-gram and skip-gram studies.
message m ij can be described by some values of these features. The most difficult case is to discover, in an unsupervised way, the value y i for any message. In some cases we can know this value for a reduced amount of data from which we can learn a model (i.e. a profile), in a supervised way, and to detect similar messages.
[45] makes a good survey in the field of rumor detection. Most of the existing research uses common supervised learning approaches such as a decision tree, random forest, Bayes networks and a support vector machine (SVM). [46] imagined of first rumour detection system for the Chinese language and the Weibo social network. Weibo has a service for collecting rumour microblogs [47] . Qazvinian et al. [13] used a tagged corpus of 10,000 tweets of about five rumours, five categories of features (1-grams, 2-grams, Part-of-speech, hashtags, URLs) to classify rumours using the log-likelihood approach with good results (95% of accuracy) but they cannot apply their method to new, incoming, emergent rumours.
Rumour propagation. We can see rumour messages as a bag of documents, but also as a timeline with occurring messages. In that way, the formulation of the problem is a little different because it concerns the description of a discrete time series evolving over time [48] .
Some previous work [49, 50] focuses on rumour propagation through the social network. They try to use graph theory to detect rumours and find the source of rumours. Virality is a major concept in rumour propagation [51] , using epidemiological models, and some current studies still try to improve the models [52] . Spiro et al. [9] also model the rate of posts over time in their exploration of rumouring during the Deepwater Horizon oil spill in 2011. [53] identified five kinds of rumour statements, coded posts accordingly, and presented a model of rumour progression with four stages characterised by different proportions of each statement type.
The website TwitterTrails [54, 55] is one of the rare tools that does not present only a database but also intelligent information exploration (timeline, propagators, negation, burst, originator, main actors) in 547 social media stories. [10] prove that minimising the spread of the misinformation (i.e. rumours) in social networks is an NP-hard problem and also provide a greedy approximate solution.
Kwon et al [8] promoted uses of both temporal features, structural features and linguistic features. Linguistic features are related to the most words used in messages and taken from a sentiment dictionary (4,500 words stem). Network features are properties about the largest connected component (LCC). Temporal features point out periodicity of rumour phenomenon and give importance to an external shock that may incur not one but multiple impacts over time; here, the main feature is periodicity of an external shock. Fang et al. [56] describe a quantitative analysis of tweets during the Ebola crisis, which reveals that lies, half-truths and rumours can spread just like true news. They used epidemiological models. Fang et al. [56] , studying 10 rumours about the Ebola crisis in 2014, claim that rumours propagate like news but they encourage quantitative analytics to distinguish news from rumours.
Granovetter [57] explains with its seminal work about weak ties, that some nodes in social networks mediate between different communities. Acemoglu et al. [58] give importance to bridges in social networks to spread biased beliefs. Menczer [59] , in a talk for a world-wide web conference, underlined the importance of misinformation detection and fact checking, with goods results from machine learning techniques. Social media and traditional media work together to spread misinformation. Structural, temporal, content, and user features can be used to detect astroturf and social bots.
Rumour sources
Disinformation sources. We are focusing on digital data that may be grabbed from the Internet. Others sources allow free access to misinformation like the website Emergent [60] . It monitors and evaluates the propagation of a rumour that has recently received a lot of attention. A new web service, emergent.info, developed by journalist Craig Silverman, is using journalists to evaluate online claims and deem them as true/false/unverified. They track the number of shares a rumour has on Facebook, Twitter and Google+ and report the numbers along with links to articles that support or counter the rumour.
We identified at least seven websites containing curated databases and serve as a reference to inform and to provide reassurance about rumours and disinformation on the web. These databases contain not only rumours but also hoaxes and jokes that may propagate on the Internet. 'Snopes' is the biggest, but with 'hoaxkiller', it is impossible to know how many articles it contains because the interface requires query function by keywords (Table 1) .
'Hoaxkiller', 'hoax-slayer' and 'dehoaxwijzersite' are databases that display a list of hoaxes to show hoaxes and frauds. 'Debunkersdehoax' is a website that helps to invalidate rumours and disinformation from nationalists. 'Hoaxes.org' is a website that explores disinformation throughout history. 'Snopes' covers urban legends, rumours on the Internet and email, and other doubtful stories. We made a crawler (robot in perl language) to collect automatically the content of each website.
The famous and open encyclopaedia, Wikipedia, gives 220 as the number of existing social networks on Internet. These social media play as web 2.0 platforms with thousands till millions of active users where information as rumours can propagate quickly and easily. Twitter is one of them, and probably the most famous microblogging platform where 500 million tweets are published each day and 600 million users are registered, with 117 million active accounts publishing at least one tweet per month. Such a social platform is an ideal dissemination 'relais' for rumours. Two API (application programming interface) allows any computing programme to query the twitter database. Twitter Search API can index more than tweets but only from the previous seven days. Twitter Streaming API can retrieve more messages, but no more than 1% of the content per day.
From the database cited in Table 1 , we compiled a corpus of 1,612 rumours (DIS-corpus) and disinformation texts among with 1,459 in English and 153 in French (81,216 tokens; 6,499 words).
Part 2 presents information sources and datasets. Part 3 is related to propagation. Part 4 addresses issues about information patterns in messages. We used R as the computing framework for modelling [61] .
Text data collections: Social media corpora and reference corpora
From Table 1 , it is possible to see a sample of texts that is more related to rumours and disinformation because texts from databases are classified with categories. Hence, we were able to grab 1,612 texts discussing rumours (1,010 texts) and disinformation (602 texts). The size of the texts is relatively small, such as the news. But it is quite difficult to automatically select lexical information (by one or two words) that is typical from a given text. So we have manually chosen four texts and built a lexical query with two or three words to grab tweets from the Twitter social network (S2 Appendix). From data collected in an open-access web database, we made a manual query to grab tweets from Twitter [62], and we built eight corpora to compare with the rumour corpora ( Table 2) .
The first rumour, 'Hollande rumour', is about the French political leader François Hollande. The rumour started in 2002 in private parties and in editorial offices. According the rumour scenario, the president of France-at that time he was deputy of the Correze region and first secretary of the labour party-was the father of one of Anne Hidalgo's children, at that time, the First Executive Assistant of the Paris governor. Wikipedia's description of Anne Hidalgo highlights that she had two children from a previous relationship. A black hole of information is sufficient to excite the web. The following query induced the retrieval of data:
(hollande AND hidalgo AND fils) lang:fr
The 'lemon rumour' pointed out that a lemon could cure cancer, saying it exceeds the power of chemotherapy by 10,000. The origin of this rumour is a Reuters news article in 2003, 'An Orange a Day May Keep Some Cancers Away'. The following query induced the retrieval of data:
(citron AND cancer) -femme-campagne-musique-arabes-punk-branché-limonade-Kickstarter-gato-Crowdfunding-Baptême-court-CM-tittytuesday-morito-nestea-bracelet-aluminium-déodorant-déodorants-agrumes-pucepoils-tropic-art-astrologie-bouteille-crame-coude-photo-tartes-bronzage-olive-horoscope-bonbons-google-jeu-hypocrisie-rose-malboro-Ananas-Bronzage-quantitatif-Tropiques-Téflon lang:fr
The 'PIN rumour' claimed that in New York, entering your personal identification number (PIN) backwards will automatically send a message to the police that you are in trouble and that they will respond to the machine. This rumour seems to have appeared in 2006. The reverse PIN system was first imagined in 1994 and patented in 1998 by Joseph Zingher but never adopted by the banking industry. The following query induced the retrieval of data: There are two kinds of reference corpora. The first group is random corpora made on Twitter with a stopword. We chose the first 1000 tweets for each operation, repeated two times and for both French and English. The second group is related to events, and we also collected data from Twitter in April 2016. First event is a concert in France in August 2016 by Rihanna. The second event is the UEFA Europe football championship in France in 2016. For both events, data was collected in French and English and we kept no more than 1000 tweets.
We used two reference corpora for comparison with common language and for each language ( [64] . BNC-corpus is a collection of samples of written and spoken language of British English from the latter part of the 20 th century. The written part consists of extracts from regional and national newspapers, specialist periodicals and journals for all ages and interests, academic books and popular fiction, published and unpublished letters and memoranda, school and university essays, among many other kinds of text. The spoken part (10%) consists of orthographic transcriptions of unscripted informal conversations and spoken language collected in different contexts, ranging from formal business or government meetings to radio shows and phone-ins [65] . The COCA-corpus contains spoken texts, fiction, popular magazines, newspapers, and academic texts produced between 1990 and 2015. It is a free sample of the 520 million word original corpus [66] .
Information propagation
Classical epidemiological models. In the Internet era, many studies about rumours have shown that that rumours disseminate as a disease contagion like a Poisson distribution. We tried to confirm this hypothesis.
We made two displays of propagation with our four rumours corpora. First, visualisation is obvious, and we can plot the occurrence of tweets as on a timeline in a histogram plot. We do not know the IP number of senders of a tweet but we can know if a tweet is a retweet, hence, if a tweet has been transmitted. More generally, we can study the natural language content of each tweet. Hence, the second visualisation concerns tweet grouping by similarity to explore their distribution over time.
A rumour can be seen as a disease propagating over a population of sane individuals becoming infected over time. Several models are possible. Let be S the sensible population that is likely to be infected, E the population that is exposed, I the population that is infected and R the population that is cured. Eq (1) to Eq (18) summarise main models (Fig 2 shows the respective infected output for each model). The most simple is the SI (sensible-infected) model created by Hamer in 1906. In this model no individual can be cured. β Parameter is valued between 0 and 1. β*P(S$I)ÃP(S!I), where P(S$I) is the probability that a sensible individual will be in contact with an infected individual, and P(S!I) is the probability that a sensible individual becomes infected if they are in contact.
(a). SI model
Eqð8Þ
Harmonic modelling. A harmonic oscillator is an ideal oscillator that evolves over time by a sinusoid, with a frequency independent of the systems properties, and the amplitude is constant. Oscillations can be damped, and the equation is hence written as follows:
state is sub-critical, solution is a damped oscillation with such pulsation:
where A is the amplitude, f is the frequency, φ 0 the phase to origin, ω the pulsation, τ the relation time.
Models implementation. Epidemiological model displays were done with R with the basic plot function. Experimental implementation of harmonic modelling was done by fast Fourier transform using fft function and least-square in R using function nls (stats package) [61] .
Rumour lexical content
Frequent syntagmatic extraction. In this part we try to understand what kind of combinations can be typical of a rumour or a set of messages about a specific rumour.
We can set two main kinds of combinations. The first ones are lexical n-grams. A lexical ngram is a sequence of n contiguous words separated by a blank. If n = 1, it is a simple word (as we can see in any dictionary entries for instance) if n>1, it is what it is named in linguistics 'collocations'. Some collocations can be paradigmatic and then they are named 'phrases' (if they do not contain verbs, they are named 'noun phrases'). The second kind of combination is a set of 1-gram separated by an n-gram not included in the combination. In case such a combination consists of two n-grams, it is named 'co-occurrence'; in the cases where it is several ngrams, it is called a 'frequent itemset'. We can also find the word 'skipgram', by analogy of ngram.
Rare syntagmatic extraction. We tested the capacity of a rumour text to involve a nonstandard combination of words. For such studies we used common languages corpora. The first experiment is an extraction of cleaned n-grams, and we checked presence/absence in reference corpora. The second experiment is a check of frequent skipgrams consisting of most frequent simple words.
In the first experiment we measured originality of a given corpus by the ratio MW c of ngrams not included in a reference corpus by the number of total segments. We used 12 corpus among those four rumours corpus, but also randomly constituted corpora, and corpora based on recent real-world events in French and in English (in the present case: Rihanna concert in Europe in summer 2016, and UEFA Euro 2016). The measure MW c is expressed as follows:
where NMW c = NMW c (no)+ NMW c (yes) with NMW c is the number of multiwords in the corpus c and NMW c (no) is the number of multiwords not contained in a language reference corpus (for instance COCA-corpus for English). Syntagmatic combination analysis. Finally, the next step after analyzing lists of features of 2 or 3 words is to measure the incidence of content with vector of words. For that, we cannot use the DIS-corpus because each rumour is unique and a set of ten or twenty words could not show similarity with other rumours. But if we take the Twitter rumours, we can observe how people talk about a rumour and compare the specificity of rumour discourse with ordinary messages.
We would like now get an overview of words importance in the rumorous content over time. Recall that (Allport, and Postman, 51) specifies a rumor mechanisms in three different mechanisms applicable in any situation. The first mechanism is a selection of main features (leveling, or loss of details). The second mechanism is sharpening refers to is an emphasis of some details during the transmission. Finally the last mechanism, assimilation refers to a distortion in the transmission of information. Linguistic assimilation usually consisted of inserting the words "is," "is as," "as," or "it's" or noise. Let suppose a rumor starts with nine details and ends with three, they would say that six were leveled and three were sharpened.
Our empirical studies is done in four steps:
• first step is lexical preprocessing of the dataset-splitting data into elementary words.
• second step is time preprocessing of the dataset-splitting dataset into 7 timestamps (getting enough data in each chunk at least 50 messages).
• third step is subset preprocessing of the dataset-splitting word features into three box according Zipf law saying that lexical distribution is always distributed into a small set of high frequency, medium frequency set words, and big set of low frequency.
• fourth step is computation of transitions.
• fifth step is plotting transitions.
We implemented the scripting in R platform, using regular expression for lexical splitting, 'intersect' function for calculation of transitions and GMisc'package 'transitionplot' for display of transitions.
Another angle to capture association is machine learning algorithms. Why, because machine learning algorithms use features, often within non-linear techniques indirectly taking into account combination of features. In summary, it captures correlation of features to make a good prediction without specifying association between features. We used four famous algorithms to make prediction: 'Maxent', 'Random Forest' (regression tree), 'SVM' and 'SLDA' (topic model). The first question that arises, due to sensitivity of algorithms to the feature space, is to define the dimensionality of the feature space. We can take the whole set of words (between 3,000 and 4,000 words) but it can be time consuming for some techniques or noise generation. We make a documents x terms matrix using different samples, i.e. the 10, 50, 100, 150, 200 and 300 most frequent words. We consider that rumorous messages starting by the same 70 characters (half of the message) are the same and we delete them for building the dataset. Hence the dataset consists of 1,678 messages containing all the four rumors messages, the pool of message to predict. We mixed this subset with 9,818 non-rumor messages. As training dataset we chose all the rumor subset and 2,000 nonrumor messages. As test dataset we take the 1,648 rumorous messages (17%) and 8,170 nonrumorous messages (83%). As baseline for comparison of techniques we consider the random assignment. A message can be assigned randomly as rumorous or non-rumorous. So the success rate is 50% percent of accuracy. Let suppose we classify all messages as nonrumorous we get 83% of accuracy but we lost all rumorous prediction because accuracy for rumorous will be 0%. Hence for each classification method we compute two indicators that are the global accuracy that we want enough high better than random for a stream of both rumorous and non-rumorous messages, and accuracy specific for rumorous messages that we expect also close to random score.
In the next experiment we keep the same matrix as before with 100 most frequent feature space but we change the document space. We make three submatrix: the first submatrix is 100% of the document space (1,618 rumorous messages), the second submatrix is the first 30% over time (498 rumorous messages), the last 30% over time (524 rumorous messages). Amount of non-rumorous messages in test set is always about 8,000 messages, and for the train set we keep the same amount than the rumorous set (about 500 or 2,000 messages).
Models implementation. The experimental implementation was done in R. The syntagmatic extraction is a function using regular expression analysis with gsub function (base package), multi-word extraction with ngram function (ngram package), and data cleaning using a stopwords list. Classification models were created using train_model function (RTextTools package) [61] . An advantage of the oscillator model is that it produces several local maxima (see Fig 5) , whereas epidemiological models produce only one or two local maxima. Fig 4 shows Frequent syntagmatic extraction Table 4 shows us a list of frequent n-grams for each corpus of rumours: Hidalgo-corpus, Lemon-corpus, Pin-corpus and swine-corpus. 'Counting' is the number of occurrences in terms of documents about cleaned n-grams. We cleaned n-grams by subtracting the prefix or suffix matching with stopwords. Processing is done in both languages. In Table 4 no information appears to make sense for a rumour in general. We mostly distinguish lexical patterns clearly related a given rumour like 'flu death', 'h1n1', 'Africa swine', 'flu cases' for swine corpus.
Results

Spreading modelling
If we look at Table 4 's top four lexical strings, we see that only simple words appear; it is a general observation that stopwords are more frequent than simple words, and simple words are more frequent that multi-words. Next we tried to extract the most frequent simple words over the 1,612 rumourous texts (1,459 in English, 153 in French). Table 5 shows the most frequent words in the database by decreasing order of occurrences or documents. If we set a threshold such as 10% of documents (146 in English, 15 in French) and if we consider the number of occurrences, we observe that only 20 simple words are significant. Among these The rumour spectrum words we can see only two words about a specific topic (cancer, Obama) and no word very typical for a rumourous alert. If we consider the number of documents, 160 words are relevant (64 in French, 96 in English). Most of words are very short (two or three characters). We cannot see any named entity in these lists (person's name, organisation, product names). Many words seem to be tool words such as: pro, ex, hey, side, app, etc. Another big cluster of words are general verbs such as go, use, eat, see, etc. Some general meaning words seems recurrent too such as men, one, day, king, war, ease, etc. We cannot extract any global argumentative structure of a rumour that is redundant across a large set of documents. Table 6 represents another view of word frequency in the text database. It points out the distribution of lexical units (1-grams) over each database (French, English). We kept only words occurring in more than 10% of the documents, and we are displaying the list of words by decreasing order of coverage per cent. More French words are involved because 10% of a small sample covers only 15 documents. For English documents only three words cover more than 25% of the corpus: one, people, know. These words are not informative about a rumour's general representation. We can also find prepositions or adverbs such as like, now, us. For French, 17 words cover 25% of documents, and among those, only two words are semantically significant-France, pays-but very general in any case. Other significant words are logical and The rumour spectrum argumentative such as: si, donc; but they still have a very global meaning for a consequence or condition. Other less frequent words deal with different topics such as people and domestic policy. An interesting fact is that the word true is often used in a message claiming a falsehood. We would like now get an overview of words importance in the rumorous content over time.
Rumorous datasets were initiated before creation of twitter platform except for 'swine flu' that emerged in 2009. About 'lemon', 'hidalgo', and 'pin' we can not observe the levelling step. About 'swine flu' we do not observe any loss of lexical information at beginning of the rumour propagation (see Fig 6) .
Sharpening in a transition point of view can be seen as frequent words that can become more frequent. Assimilation can be seen as noise words that come in and out. Our transition diagram can differentiate growing in frequency details (transfer from low and medium boxes to high frequency box)-i.e. sharpening-and capturing noise (transfer from low to medium The rumour spectrum boxes)-i.e. assimilation. We could see a sharpening in Fig 6 if the size of the arrow in our diagram increases, but it is not the case in any rumor.
On Fig 6 we can observe streams of words come in and out from low frequency box to medium frequency box in all rumorous transmission. The rumour spectrum
Rare syntagmatic extraction
The second experiment is based on simple words shown in Tables 5 and 6 from which we made a file of 144 simple English words; we computed all combinations between two words (2-skipgrams) and three words (3-skipgrams). Hence, we checked the presence or absence of each skipgram in the corpora of common language in English (COCA-corpus).
In Table 8 we see that only five 3-skipgrams are not inside the common language corpus:
• obama please thing
• alert obama sh
• number obama please
• alert info obama
• don obama please Specificity of these combinations is clearly related to the Obama name and cannot provide information about rumour structure in general.
Syntagmatic combination analysis
On Fig 6 we can see different groups of similar messages for Hidalgo-corpus over time. At the beginning are two distinct groups of messages in bright blue and red, and at the end, a cluster in green. This figure shows us that during a flow of messages for a specific rumour, groups of similar messages can emerge in the same time window. Fig 7 shows that bursts of similar messages occur over time, and leads us to think that indeed the content of rumour discourse is not heterogeneous.
We can suppose that a rumour discourse consists of local grammar and typical vocabulary in Twitter but also in the primitive short text. We plotted a timeline occurrence of rumours sorted (y-axis) by message similarity.
Another angle to capture association is machine learning algorithms that use features, often within non-linear techniques taking into account combination of indirectly correlated features. Fig 8 shows four plot for each classification methods. On each plot we have three curves: random (in black), rumorous accuracy (in red), global accuracy (in blue). We see that scores The rumour spectrum are not so good for a small amount of features (less than 50,) and scores degrade when they are more than 200 features. So we decide to keep the solution of 100 features. Fig 9 shows the results. We can observe that the behaviour of predication is almost the same for Random Forest, SVM and SLDA and we see that there is a change between the overall dataset prediction behavior and the first 30% dataset, and the overall dataset keep the same behaviour as the 30% last dataset but with a degradation of performance in prediction.
It means an impact of the lexical composition over time that changed. Maxent seems to have a bad behaviori with low score of prediction. If we filter the number of prediction with more than 60% of certainty, we get only about 3,727 values, when other methods have about 9,500 values. When using the whole set of features (3,336, instead of 100 most frequent), the amount of values with high confidence raises to 7,351 but we still get only 9,2% for accuracy about the rumorous set when other methods get more than 33%. Maxent seems to work better with a highest dimensional space, but keeping a lower performance.
Discussion
Our results show the complexity of rumour description and tracking in its diverse facets. Rumour analysis, being a psycho-social phenomenon, has regained interest because of social media platforms that relay news efficiently and widely, as well as events and information about important persons or organisations. Relevant studies have proven that the integration of specific features for automatic detection gives interesting results for case studies. Globally, there is no comparison of the difference between news and rumours. Furthermore, relevant features involved in models reveal that some misinformation lacks specific features or have more The rumour spectrum The rumour spectrum specific features, but each social media space can generate its own properties and because of this, rumours can spread with a combination of features that are not found in existing platforms (like Weibo or Wikipedia). Indeed we observed 53 features involved in models, but the combination of these features is high and it is not realistic to imagine a unique set of features to anticipate the shape of a rumour in a given digital context. Globally detecting rumours can be implemented locally in the context in which it is spread for a specific category of users. Can we imagine a connected world without rumours? Language evolves in any social world, and a rumour is in itself a marker of the language at a rhetorical level. So rumours can evolve in the same way that language evolves. For instance, a series of hashtags in a microblog can be a new kind of message, but in the same way a new kind of rumour construction. A rumour lifecycle evolves naturally like a scientific hypothesis, requiring confirmation or denial by other publications; in this sense, the majority of people socially accept this rhetorical process.
Conclusion
To complete rumour and disinformation studies widely explored by qualitative means, we decided to investigate quantitative issues across any data sources. We studied several rumour datasets leading to a disinformation corpus of 1,612 rumourous texts (in French and English) from which we chose four rumours (French Hidalgo politician, lemon and cancer, ATM PIN code and swine flu in South Africa). We manually built two or three keyword queries to get tweets data about these four corpora. About the propagation of each rumour over time, we highlighted different profiles that may be either epidemiological-based but multi-harmonicbased. Focusing on the disinformation corpus we found that the intrinsic lexical content of rumours themselves has no specific content in term of lexical patterns when we compared them with reference corpora for the English or French common language, or to the corpora of event-based tweets. We tried also to highlight some previous theory of rumor argueing a transmission in three steps: levelling-sharpening-assimiliation. Taken this as a basis, we consider social network data as an empirical framework to provide data for validation of such theory. We can only confirm the assimilation part; we guess that levelling and sharpening occur enough early in dissemination and we do not observed it under the scope of 4 given rumors. So we distinguish two properties of rumors, largely disseminated in natural language (as a speech act) whereby they seem to have lexically no specific genre, and have a propagation with a certain resilience and assimilation process.
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