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Preparation of Gibbs distributions is an important task for quantum computation. It is a necessary first step in some
types of quantum simulations and further is essential for quantum algorithms such as quantum Boltzmann training.
Despite this, most methods for preparing thermal states are impractical to implement on near-term quantum computers
because of the memory overheads required. Here we present a variational approach to preparing Gibbs states that is
based on minimizing the free energy of a quantum system. The key insight that makes this practical is the use of Fourier
series approximations to the logarithm that allows the entropy component of the free-energy to be estimated through
a sequence of simpler measurements that can be combined together using classical post processing. We further show
that this approach is efficient for generating high-temperature Gibbs states, within constant error, if the initial guess for
the variational parameters for the programmable quantum circuit are sufficiently close to a global optima. Finally, we
examine the procedure numerically and show the viability of our approach for five-qubit Hamiltonians using Trotterized
adiabatic state preparation as an ansatz.
I. INTRODUCTION
Quantum state preparation is perhaps one of the greatest outstanding challenges in quantum computing applications. In quan-
tum simulations, preparing ground states of Hamiltonians is key to understanding problems in many-body physics and chem-
istry1. Quantum algorithms for database search, linear algebra and machine learning require preparing a quantum superposition
state over input data2,3. Of significant importance is the problem of sampling from the Gibbs or thermal states of Hamiltonians,
a problem that has wide-ranging applications such as simulating equilibrium physics4, solving optimization problems by quan-
tum simulated annealing5 or quantum semi-definite programming6, and training of Boltzmann machines in quantum machine
learning7,8.
State preparation is also a hard problem, even for quantum computers. Finding ground states of Hamiltonians is known to be
QMA-hard, and therefore unlikely to admit efficient algorithms in general9. Under plausible complexity theoretic assumptions,
preparing quantum Gibbs states at arbitrarily low temperature is as difficult as finding the ground state10.
A number of methods have nevertheless been developed to sample from thermal states on quantum computers. The most
well-known approaches involve the use of quantum rejection sampling from an infinite temperature state11,12, mixing via use
of a quantum walk13 or through a dynamical simulation of a system-bath interaction14–16. Even though these algorithms are
expected to require an exponential amount of time in the worst case, they may be efficient if, for instance, the ratio of the
partition functions of the infinite temperature state and the Gibbs state is at most polynomially large11 or the gap of the Markov
chain that describes the quantum walk is only polynomially small13,17. Notably, neither method can use prior knowledge about
the Gibbs state to provide an advantage for state preparation process (barring the notable exception of classical Gibbs states12).
Further, many of these algorithms require the use of complex routines such as quantum phase estimation, which are difficult to
implement on near-term devices.
In this article, we provide a new variational method to sample from the Gibbs state of a quantum Hamiltonian. Our work
builds upon and generalizes the variational quantum eigensolver (VQE)18, which has emerged as a popular approach for quantum
simulation particularly on near-term devices19–21. The idea in VQE is to variationally minimize the average energy as a cost
function, over a suitably parametrized family of ‘ansatz’ states. The numerical optimization is done classically, while a quantum
computer is used to evaluate the energy. The use of a quantum device enables evaluating the cost function for Hamiltonians and
ansatzes that would be intractable for classical computers. At the same time, the use of classical optimization reduces the amount
of quantum resources needed. This makes VQE an attractive candidate for implementation on non fault-tolerant hardware, with
potential applications in domains beyond quantum simulations22–25.
The Gibb state for a quantum Hamiltonian H is defined as the density operator e−βH . This state has a natural variational
property that motivates our algorithm — it is the state that minimizes the free energy of a system at a fixed temperature26.
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2We recall that the free energy of a ssytem described by a density operator σ is given by F = Tr(σH)− kT Tr(σ logσ) where
T = [kβ ]−1 is the temperature of the system. Therefore, if one has a circuit capable of producing a family of density operators
that are parameterized by the vector ~θ then the Gibbs state ρ is approximately
ρ ≈ argmin~θ
(
Tr(σ(~θ)H)− kT Tr(σ(~θ) logσ(~θ))
)
.
Designing a variational algorithm based on the above requires an efficient procedure for evaluating the free energy on a quantum
computer. This is one of the main questions that we address in this paper. A key challenge proves to be the estimation of the
von Neumann entropy, S(σ) = −Tr(σ logσ). We propose a procedure for estimating the free energy that uses tools such as
quantum amplitude estimation along with recently-developed techniques for approximating operators by a linear combination
of unitaries. We show that the von Neumann entropy can be approximated as a finite sun of traces of unitary operators. These
unitaries in fact correspond to exp(−iσtm) for different values of tm and can be implemented by algorithms for density matrix
exponentiation27,28. The trace estimation is then done via iterative quantum phase estimation29.
Our hybrid quantum-classical algorithm aims to prepare an approximation to a purification of the thermal state for a fixed
Hamiltonian. To provide an estimates of the complexity of our algorithm, we consider using gradient descent to minimize the
free energy, and prove an upper bound on the complexity of estimating gradients of the free energy.
The efficiency of our approach depends on the ability to use intuition about the form of the Gibbs state to prepare an ansatz
state that can be moulded through a hybrid quantum-classical optimization method into the Gibbs state. Thus it succeeds and
fails for different reasons than existing methods and so is of independent value to those approaches.
This paper is laid out as follows. First, in Section II we explain our quantum algorithm for estimating the free energy. We
begin by stating our main result, and then go into a detailed discussion of the algorithms for estimating the von Neumann entropy
and the average energy. Section III concerns itself with the complexity of using gradient descent to minimize the free energy.
We then transition in Section IV into a discussion on how these methods could be executed in near-term devices and provide
numerical examples that demonstrate the validity of our approach.
II. FREE ENERGY ESTIMATION
A. Entropy Estimation
Even though there exist quantum algorithms for estimating certain entropic quantities using a quantum computer, such as30,31,
these have an explicit polynomial dependence on the Hilbert-space dimension of quantum system, and are thus may not be
suitable for our purposes. We propose an entropy-estimation algorithm which involves using matrix exponentiation in concert
with the iterative phase estimation circuit in Fig. 1 to build a Fourier series approximation to the von Neumann entropy. The
overall complexity of this procedure is given below.
Theorem 1. Given access to an oracle Uρ that prepares a purification ∑ j
√p j | j〉
∣∣ψ j〉 of a density matrix ρ = ∑ j p j|ψ j〉〈ψ j|
where p j ≥ pmin, the von-Neumann entropy of the state ρ can be estimated within error ε with probability greater than 2/3 with
O˜(1/p2minε) preparations of the purified density operator.
The behavior of the circuit used to learn the Fourier components in the expansion of the entropy is formally stated below.
Lemma 1. For any t ∈ R and θ ∈ R in the circuit of Fig. 1 the probability of yielding y ∈ {+,−} is
Pr(y|θ) = 12 (1+ yTr(ρ cos(ρt+θ/2))).
Proof.
|0〉〈0|⊗ρ 7→H 12 (|0〉〈0|+ |1〉〈0|+ |0〉〈1|+ |1〉〈1|)⊗ρ
7→Λ(e−iρt )
1
2
(|0〉〈0|⊗ρ+ |1〉〈0|⊗ρe−iρt + |0〉〈1|⊗ρeiρt + |1〉〈1|⊗ρ)
7→Rz
1
2
(|0〉〈0|⊗ρ+ |1〉〈0|⊗ρe−i(ρt+θ)+ |0〉〈1|⊗ρei(ρt+θ)+ |1〉〈1|⊗ρ)
7→H 14 (|0〉〈0|⊗ρ(21 +2cos(ρt+θ))+ |1〉〈1|⊗ρ(21 −2cos(ρt+θ)))+ · · · (1)
where above we neglect all terms that have zero trace. Thus if we interpret the 0 / 1 outcomes of the measurement as + / −
respectively then we find that
Pr(y|θ) = Tr
(
1
2
(ρ+ yρ cos(ρt+θ))
)
=
1
2
(1+ yTr(ρ cos(ρt+θ))) . (2)
3|0〉 H • Rz(θ) H
ρ / e−iρt
Figure 1. Circuit for estimating individual terms in a Fourier series. This circuit corresponds to the standard circuit for iterative phase
estimation, with the notable exception that density matrix exponentiation is used on the input state ρ . The phase θ can be chosen to be 0 or pi
which correspond to the cosine and sine components of the Fourier series respectively.
In particular, choosing θ = 0 and θ = pi gives us the following probabilities,
Pr(y|0) = 1
2
(1+ yTr(ρ cos(ρt))) , (3)
Pr(y|pi) = 1
2
(1+ yTr(ρ sin(ρt))) . (4)
The implies that given a Fourier series approximation to a function f (x), we can evaluate the functional ρ f (ρ) of a density
matrix ρ through repeated uses of the circuit in Fig. 1. We will therefore aim to find coefficients b(1)m ,b
(2)
m and times of evolution
tm such that, for all p j ∈ [pmin,1], we have∣∣∣∣∣− N∑j=1 p j
[
log p j−∑
m
(
b(1)m cos(p jtm)+b
(2)
m sin(p jtm)
)]∣∣∣∣∣≤ ε, (5)
for some ε > 0. We achieve this by approximating the logarithm with a truncated Taylor series which is then converted to a
Fourier series. As the logarithm is a divergent function, we do not expect to have a uniformly convergent series. However, our
results imply that if we are bounded away from the singularities then we can construct such a series using a logarithmic number
of terms. If, on the other hand, the region of interest approaches the singularity then the number of terms scales inversely with
the distance from the domain of interest and the singularity. We begin by showing in the lemma below the maximum degree of
the Taylor series required to approximate the logarithm.
Lemma 2. For p ∈ [pmin,1] and all ε > 0, ∃ K ∈ Z+ such that,∣∣∣∣∣ln(p)− K∑k=1 ak(1− p)k
∣∣∣∣∣≤ ε4 (6)
where
K ∈Θ
(
log(1/ε)
pmin
)
, ‖a‖1 ∈ O
(
log
(
log(1/ε)
pmin
))
(7)
Proof. Truncating the Taylor series of ln(p) for p ∈ [pmin,1] at order K gives,
∣∣∣∣∣ln(p)− K∑k=1 (1− p)
k
k
∣∣∣∣∣= ∞∑k=K+1 (1− p)
k
k
≤ 1
K+1
∞
∑
k=K+1
(1− p)k ≤ 1
K+1
∫ ∞
K
(1− p)kdk
=
(1− pmin)K
(K+1)log(1/pmin)
≤ (1− pmin)
K
K+1
. (8)
This error is at most ε if
K ≥−1+
W0
(− log(1−pmin)
ε(1−pmin)
)
− log(1− pmin) (9)
To suppress the r.h.s. to O(ε), it suffices to choose
K ∈Θ
(
log(1/ε(1− pmin))
log(1/[1− pmin])
)
=Θ
(
log(1/ε)
pmin
)
(10)
4the last step being valid for pmin ∈ (0,1]. Also, the coefficients in the expansion add up to ‖a‖1 = ∑Kk=1 1k ≤ lnK+1 and hence
‖a‖1 ∈ O(logK) . (11)
The proof follows from (10) and (11).
Next we appeal to a lemma by van Apeldoorn et al.17 that allows us to efficiently convert the truncated Taylor series to a
Fourier series with degree that is almost the same (up to logarithmic factors). We state their result below for completeness.
Lemma 3. 17 For δ ∈ (0,1) and f : R→ C s. t. ∣∣ f (x)−∑Kk=0 akxk∣∣ ≤ ε/4 for all x ∈ [−1+δ ,1−δ ] and ε ∈ (0,4‖a‖1]. Then
∃c ∈ C2M+1 s. t. ∣∣∣∣∣ f (x)− M∑m=−M cmeipimx/2
∣∣∣∣∣≤ ε (12)
for all x ∈ [−1+δ ,1−δ ], where M = 2
⌈
ln
(
4‖a‖1
ε
)
1
δ
⌉
and ‖c‖1 ≤ ‖a‖1. Moreover c can be efficiently calculated on a classical
computer in time poly(K,M, log(1/ε)).
The above lemma, along with the Taylor series approximation of Lemma 2 leads to a Fourier series approximation for ln p.
Lemma 4. For p ∈ [pmin,1] and all ε > 0, ∃M ∈ Z+ such that,∣∣∣∣∣ln p− M∑m=1
(
b(1)m cos(ptm)+b
(2)
m sin(ptm)
)∣∣∣∣∣≤ ε (13)
where
M ∈ O
(
log(1/pminε)
pmin
)
, ‖b‖1 = ‖b(1)m ‖+‖b(2)m ‖= O
(
log
(
log(1/ε)
pmin
))
(14)
Proof. It follows from Lemmas 2 and 3 that we can find
f (p) =
M
∑
m=−M
cmeipim(1−p)/2 (15)
such that |ln(p)− f (p)| ≤ ε where the maximum degree is
M ∈ O
(
1
pmin
log
(
logK
ε
))
= O
(
1
pmin
(
log
(
1
ε
)
+ log log
(
1
pmin
)))
. (16)
The coefficients c j can be computed in time poly(K,M log(1/ε)) and have 1-norm
‖c‖1 ∈ O
(
log
(
log(1/ε)
pmin
))
. (17)
Now note that
aeip+be−ip = (a+b)cos p+(a− ib)sin p,
e±ipim(1−p)/2 = e±impi/2e∓ipimp,
allowing f (p) to be rewritten as
f (x) =
M
∑
m=1
(
b(1)m cos(pimp/2)+b
(2)
m sin(pimp/2)
)
, (18)
where the coefficients b(1)m and b
(2)
m can be computed in time O(1) from the coefficients cm.
5We note that series approximations to von Neumann entropy have also been considered by Gilyen and Li32. However, their
approximation requires a number of terms that scales linearly with Hilbert-space dimension. We forego this explicit dependence
on Hilbert-space dimension by choosing instead to express the dependence in terms of the cut-off pmin, which may be larger
than 1/N.
This immediately leads to an approximation to the von Neumann entropy as a linear combination of terms of the form
Tr(ρ cosρt) and Tr(ρ sinρt) which is given by
S˜(ρ) =
M
∑
m=1
(
b(1)m Tr(ρ cos(ptm))+b
(2)
m Tr(ρsin(ptm))
)
, (19)
where b(1)m , b
(2)
m , tm and M are as in Lemma 4. The individual terms in the approximation can be estimated by repeated used of
the quantum circuit in Fig. 1. Lemma 4 implies that∣∣Tr(−ρ lnρ)− S˜(ρ)∣∣≤ ε , (20)
We provide an explicit algorithm in Fig. 2 which uses Eq. (19) to yield an estimate of the von Neumman entropy within a desired
additive precision.
Input: ε > 0, pmin > 0.
Output: An estimate of the von Neumann entropy, −Tr(ρ lnρ), within additive error ε
1. Choose M and compute b(1)m , b
(2)
m , tm according to Lemma 4.
2. For each m ∈ {1,M}, and θ = 0 and θ = pi , use quantum amplitude estimation on the circuit of
Fig. 1 to estimate Tr(ρ cos(ρtm)) and Tr(ρ sin(ρtm)) within precision ε/|b|1;
3. Estimate the von Neumann entropy using Eq. (19).
Figure 2. Entropy Estimation Algorithm
Complexity of entropy estimation We analyze the complexity of entropy estimation in terms of the uses of the oracle Uρ
which is expected to be the most expensive part of our algorithm. The evaluation also requires a number of two qubit gates to
implement controlled operations, but these will at most be a constant factor more.
A crucial component of our algorithm is the ability to simulate time evolution with ρ , i.e., density matrix exponentiation given
access to Uρ . An efficient protocol for achieving this was given by Low and Chuang28. Their result implies that given access to
a unitary Uρ that prepares a purification ∑ j
√p j | j〉
∣∣ψ j〉 of a density matrix ρ = ∑ j p j|ψ j〉〈ψ j|, time evolution with ρ for time t
and to precision ε (in the spectral norm) can be simulated with a number of queries to Uρ that is in O(t+ log(1/ε)).
We have chosen to evaluate each term in equation (19) with the same precision ε ′ = ε/‖b‖1. This is satisfied if we demand
that our simulation be accurate to within precision ε ′/2, and that amplitude estimation return an estimate also with precision
ε ′/2.
Proof of Theorem 1. Following Low and Chuang28, the cost of simulating time evolution with ρ to precision ε ′/2 is
O
(
t+ log(1/ε ′)
)
. (21)
The overall number of queries to Up needed to estimate a term in equation (19) using amplitude estimation (which requires
exponentiation of ρ for time t) within error ε and probability of failure at most ε is in,
O
((‖b‖1
ε
)
(t+ log(1/ε)+ log‖b‖1)
)
(22)
The exponentiation time tm takes values mpi for m ∈ {1,M}, where M is the maximum degree of the Fourier series approxi-
mation to the von Neumann entropy in Lemma 4. Thus the overall cost of entropy estimation (in terms of the uses of ρ) turns
out to be given by
CS ∈ O
((‖b‖1
ε
) M
∑
m=1
(m+ log(1/ε)+ log‖b‖1)
)
(23)
= O
((‖b‖1
ε
)(
M2+M log(1/ε)+M log‖b‖1
))
(24)
= O˜
(
1
ε p2min
)
. (25)
6B. Energy Estimation
Estimating the energy for a mixed state, given an appropriate purification of the density operator, is a comparatively easier
task than estimating the von Neumann entropy. The approach we take uses the Hadamard test in conjunction with ideas from
linear-combinations-of-unitaries to estimate the average energy. However, other methods such as those of Knill et al.33 may also
be employed for this problem. We assume that the Hamiltonian is represented as a linear combination of unitary operations,
H =
K
∑
k=1
αkVk (26)
where the coefficients can be taken to be positive without any loss of generality. Efficient representations of such form exist for
many systems of interest, e.g., qubit Hamiltonians. We further assume access to oracles UP and US defined as follows:
UP : |0〉 −→ 1√|α|1
K
∑
k=1
√
αk |k〉 , (27)
US =
K
∑
k=1
|k〉〈k|⊗Vk. (28)
We state below the performance of our algorithm in terms of these oracles.
Theorem 2. Let H be a Hamiltonian that can be represented as in equation (26) for K ∈ O(logN), and let Uψ be a unitary
that prepares a state |ψ〉. The number of applications of the unitaries UP, US and the unitary Uψ to estimate the average energy
〈ψ|H |ψ〉 within error ε with probability at least 2/3 is in O(‖α‖1 /ε).
The average energy can be estimated from the measurement statistics of the first qubit in Fig. 3, as stated in the following
lemma.
Lemma 5. The probability of obtaining outcome y =+1 from the circuit of Fig. 3 is
Pr(+1) =
1
2
(
1+
〈ψ|H |ψ〉
|α|1
)
(29)
Proof. The state of the system in 3 before the final Hadamard is given by
∣∣Ψ f 〉= 1√
2
(
|0〉⊗ |0〉p⊗|ψ〉+ |1〉⊗
1√|α|1
K
∑
k=1
√
αkU†P |k〉p⊗Vk |ψ〉
)
(30)
Therefore, the probability of obtaining outcome +1 on measuring the topmost qubit is given by,
Pr(0) = Tr
(|+〉〈+|⊗ IP⊗ I|Ψ f 〉〈Ψ f |)= Tr(〈+|Ψ f 〉〈Ψ f |+〉)
=
1
4
Tr
(
|0〉〈0|p⊗|ψ〉〈ψ|+ 1|α|1
K
∑
j,k=1
√α jαkU†P | j〉〈k|pUP⊗Vj|ψ〉〈ψ|V †k
+
1√|α|1
K
∑
k=1
√
αk
(
|0〉〈k|pUP⊗|ψ〉〈ψ|V †k +U†P |k〉〈0|p⊗Vk|ψ〉〈ψ|
))
=
1
4
(
1+
1
|α|1
K
∑
j,k=1
√α jαk〈 j|k〉〈ψ|ψ〉
+
1√|α|1
K
∑
k=1
√
αk
(
〈k|UP |0〉P 〈ψ|V †k |ψ〉+ 〈0|U†P |k〉P 〈ψ|Vk |ψ〉
))
=
1
2
(
1+
1
|α|1
K
∑
k=1
αk 〈ψ|V |ψ〉
)
=
1
2
(
1+
〈ψ|H |ψ〉
|α|1
)
(31)
where we have used that V † =V which is required for H to be Hermitian.
7|0〉 H • H
|0〉 / UP
US
U†P
|ψ〉 /
Figure 3. Quantum circuit for energy estimation
Proof of Theorem 2. The proof follows constructively using the circuit laid out in Fig. 3. As noted by Lemma 5, there exists a
circuit that applies O(1) queries to Us and Up such that the probability of observing the state in a marked sub-space (denoted by
outcome-zero in the top-most qubit in Fig. 3). As the circuit is unitary (if the top-most measurement is omitted) it satisfies the re-
quirements of Theorem 12 of Brassard et al.34, which implies that O(1/δ ) queries are needed to learn Pr(+1) = 12
(
1+ 〈ψ|H|ψ〉|α|1
)
within error δ with probability greater than 2/3. Thus if we wish to learn 〈ψ|H |ψ〉 within error ε it suffices to take δ ≤ ε/|α|1.
This completes the proof.
III. FREE ENERGY OPTIMIZATION
There are many optimization methods that can be used in order to minimize the free energy. In practice, gradient-free opti-
mizers such as Powell’s method are likely to be among the best approaches for finding the Gibbs state given stochastic noise in
the entropy and energy evaluations. However, gradient descent optimization has a notable advantage: the complexity of the opti-
mization process is well understood in the context of strongly convex functions. In this section we discuss the complexity of the
overall optimization problem in such circumstances and show that if free energy is sufficiently smooth and if we assume strong
convexity (or assume that all local optima are global optima) then free-energy optimization using gradient-descent optimization
is efficient.
We estimate the gradient using a first order difference formula, i.e.,
∂ f (x)
∂x
=
f (x+δ )− f (x)
δ
+O
(
δ max
∣∣∣∣∂ 2 f (x)∂x2
∣∣∣∣) (32)
The following lemma provides the complexity of computing the gradient in the free energy.
Lemma 6. Let ρ : RN 7→ CD×D be Hermitian, full-rank, twice differentiable, ‖ρ−1‖ ≤ pmin, β > 0 and let H = ∑ jα jVj be a
Hermitian matrix where Vj ∈ CD×D is unitary and α j > 0. A vector G ∈ RN can be computed such that
‖G−∇(Tr(ρH)−β−1Tr(ρ log(ρ)))‖ ≤ ε,
using a number of queries that is in
O˜
(
N
ε2
(
β−1
p2min
+‖α‖1
)(
β‖H‖Tr
(∣∣∣∣∂ 2ρ∂θ 2
∣∣∣∣)+Tr(∣∣∣∣ρ ∂ρ−1∂θ
∣∣∣∣)2
))
Proof. The function we are optimizing is
F(θ) = Tr(ρ(θ)H)−β−1Tr(ρ(θ) log(ρ(θ)) (33)
We assume that the state ρ(θ) is twice differentiable. Now let ∂ 2θρ(θ) = Q
−1(θ)D(θ)Q(θ) be the diagonalized form of the
operator for diagonal matrix D(θ) and basis transformations Q. We then have from Von-Neumann’s inequality and the cyclic
property of the trace operation that
Tr
(
∂ 2ρ(θ)
∂ 2θ
H
)
= Tr
(
D(θ)Q−1(θ)HQ(θ)
)
≤∑
i
Dii(θ)λ
(
Q−1(θ)HQ(θ)
)
ii . (34)
8Here λ (·) gives the diagonal eigenvalue matrix for the operator. We then have from the triangle inequality that
Tr
(
∂ 2ρ(θ)
∂ 2θ
H
)
= Tr
(
D(θ)Q−1(θ)HQ(θ)
)
≤∑
i
|Dii(θ)||λ
(
Q−1(θ)HQ(θ)
)
ii |
≤ Tr
√(∂ 2ρ(θ)
∂ 2θ
)(
∂ 2ρ(θ)
∂ 2θ
)†‖H‖
= Tr
(∣∣∣∣∂ 2ρ∂θ 2
∣∣∣∣)‖H‖. (35)
Now we have the comparably more difficult task of computing an upper bound on the second derivative of the von Neumann
entropy.
∂ 2Tr(ρ logρ)
∂θ 2
= Tr
(
∂ 2ρ
∂θ 2
log(ρ)
)
+2Tr
(
∂ρ
∂θ
∂ log(ρ)
∂θ
)
+Tr
(
ρ
∂ 2 log(ρ)
∂θ 2
)
. (36)
First, we have again from Von Neumann’s trace inequality and the fact that the eigenvalues of ρ are in [pmin,1] that∣∣∣∣Tr(∂ 2ρ∂θ 2 log(ρ)
)∣∣∣∣≤ ‖ log(ρ−1)‖Tr(∣∣∣∣∂ 2ρ∂θ 2
∣∣∣∣)≤ log( 1pmin
)
Tr
(∣∣∣∣∂ 2ρ∂θ 2
∣∣∣∣) . (37)
The remaining terms in (37) require the use of an integral expression for the derivative of the logarithm
∂
∂θ
log(ρ) =
∫ 1
0
(1− t(1−ρ))−1 ∂ρ
∂θ
(1− t(1−ρ))−1dt :=
∫ 1
0
A−1
∂ρ
∂θ
A−1dt. (38)
Next let
〈
φ j
∣∣ be a complete orthonormal set of left eigenvectors of ρ∂θρ−1 with eigenvalues λ j then under the assumption
that ρ∂θρ−1 is non-singular (38) yields
Tr
(
∂ρ
∂θ
∂ log(ρ)
∂θ
)
= Tr
(∫ 1
0
∂ρ
∂θ
A−1
∂ρ
∂θ
A−1dt
)
=∑
j,k
∫ 1
0
〈
φ j
∣∣ ∂ρ
∂θ
A−1|φk〉〈φk|∂ρ∂θ A
−1 ∣∣φ j〉dt.
=∑
j,k
∫ 1
0
〈
φ j
∣∣ρ ∂ρ−1
∂θ
ρA−1|φk〉〈φk|ρ ∂ρ
−1
∂θ
ρA−1
∣∣φ j〉dt.
=∑
j,k
∫ 1
0
λ jλk
〈
φ j
∣∣ρA−1|φk〉〈φk|ρA−1 ∣∣φ j〉dt.
≤
∫ 1
0
‖ρA−1‖2dtTr
(∣∣∣∣ρ ∂ρ−1∂θ
∣∣∣∣)2
≤ max
p∈[0,1]
(∫ 1
0
∣∣∣∣ p1− t(1− p)
∣∣∣∣2 dt
)
Tr
(∣∣∣∣ρ ∂ρ−1∂θ
∣∣∣∣)2
= max
p∈[0,1]
(
pTr
(∣∣∣∣ρ ∂ρ−1∂θ
∣∣∣∣)2
)
= Tr
(∣∣∣∣ρ ∂ρ−1∂θ
∣∣∣∣)2 . (39)
For our choice of A in (38) we specifically have that
−A−1 ∂A
∂θ
A−1 =−tA−1 ∂ρ
∂θ
A−1 (40)
Using this we then have that
Tr
(
ρ
∂ 2 log(ρ)
∂θ 2
)
=
∫ 1
0
ρA−1
∂ 2ρ
∂θ 2
A−1+Tr
(
ρ
∂A−1
∂θ
∂ρ
∂θ
A−1
)
+Tr
(
ρA−1
∂ρ
∂θ
∂A−1
∂θ
)
dt (41)
9Now using the von Neumann trace inequality, the triangle inequality and the sub-multiplicative property of the spectral norm we
have that ∣∣∣∣∫ 10 Tr
(
ρA−1
∂ 2ρ
∂θ 2
A−1
)
dt
∣∣∣∣≤ Tr(∣∣∣∣∂ 2ρ∂θ 2
∣∣∣∣)∫ 10 ‖A−1ρA−1‖dt
≤ Tr
(∣∣∣∣∂ 2ρ∂θ 2
∣∣∣∣) maxp∈[0,1]
(∫ 1
0
p
(1− t(1− p))2 dt
)
= Tr
(∣∣∣∣∂ 2ρ∂θ 2
∣∣∣∣) . (42)
Next we have from (40), (39) and the fact that (∂θρA−1)2 is positive semi-definite that∣∣∣∣Tr(∫ 10 ρ ∂A−1∂θ ∂ρ∂θ A−1
)
dt
∣∣∣∣= ∣∣∣∣Tr(∫ 10 ρtA−1 ∂ρ∂θ A−1 ∂ρ∂θ A−1
)
dt
∣∣∣∣
≤
∫ 1
0
Tr
(∣∣∣∣∣
(
∂ρ
∂θ
A−1
)2∣∣∣∣∣
)
dt max
t
‖ρA−1‖
≤ Tr
(∣∣∣∣ρ ∂ρ−1∂θ
∣∣∣∣)2 . (43)
By following the exact same argument on the remaining mixed derivative of this form, we then have∣∣∣∣Tr(ρ ∂ 2 log(ρ)∂θ 2
)∣∣∣∣≤ Tr(∣∣∣∣∂ 2ρ∂θ 2
∣∣∣∣)+2Tr(∣∣∣∣ρ ∂ρ−1∂θ
∣∣∣∣)2 (44)
Finally we then have that
∂ 2Tr(ρ logρ)
∂θ 2
∈ O
(
log
(
1
pmin
)
Tr
(∣∣∣∣∂ 2ρ∂θ 2
∣∣∣∣)+Tr(∣∣∣∣ρ ∂ρ−1∂θ
∣∣∣∣)2
)
(45)
and
δ
∂ 2F
∂θ 2
∈ O
(
β−1δ (log(p−1min)+β‖H‖)Tr
(∣∣∣∣∂ 2ρ∂θ 2
∣∣∣∣)+Tr(∣∣∣∣ρ ∂ρ−1∂θ
∣∣∣∣)2
)
(46)
It then follows from the triangle inequality that by combining N such gradient evaluations we can estimate the gradient of the
free energy using a step size of
δ ∈Θ
εβ
N
(
(log(p−1min)+β‖H‖)Tr
(∣∣∣∣∂ 2ρ∂θ 2
∣∣∣∣)+Tr(∣∣∣∣ρ ∂ρ−1∂θ
∣∣∣∣)2
)−1 . (47)
Also, each of the evaluations of F(θ) must be carried out to precision εδ which implies that the entropy must be estimated
within error βεδ and from Theorems 1 and 2 the number of queries needed to estimate the gradient of the free energy is in
O˜
((
β−1
p2min
+‖α‖1
)
β
εδ
)
⊆ O˜
(
N
ε2
(
β−1
p2min
+‖α‖1
)(
β‖H‖Tr
(∣∣∣∣∂ 2ρ∂θ 2
∣∣∣∣)+Tr(∣∣∣∣ρ ∂ρ−1∂θ
∣∣∣∣)2
))
(48)
The above analysis shows that the gradient can be computed using our method using a relatively small number of queries.
While the cost per gradient evaluation is not necessary prohibitive, a challenge remains in estimating the number of steps required
to obtain convergence. The following provides an estimate of the number of steps required to get close to the minimum free
energy, neglecting errors in the free energy estimation.
The flavor of gradient descent that we consider has the following form for a function f (x),
xt+1 = xt − r∇ f (xt) (49)
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where r is the rate of descent. There are bounds on the convergence of gradient descent in the scenario where the function to be
optimized is smooth and strongly convex. f (x) is said to be µ-strongly convex if
f (x′)≥ f (x)+∇ f (x) · (x′− x)+ µ
2
‖x− x′‖2 . (50)
f (x) is said to be L-smooth if
f (x′)≤ f (x)+∇ f (x) · (x′− x)+ L
2
‖x− x′‖2 . (51)
For a function to be both smooth and strongly convex means that it is both upper and lower bounded by quadratic functions. Even
if a function is not strongly convex, then the objective function can be made strongly convex within the vicinity of an optima
by adding a quadratic function to the objective function that has negligible impact on the derivatives. Thus the assumptions of
strong convexity can approximately hold locally even for landscapes that are littered with local optima. Under such assumptions,
the following theorem holds35:
Theorem 3. Suppose that f is both µ-strongly convex and L-smooth, and has a minimum at x = x∗ Then, for a rate of descent
r = 1/L,
‖x(t)− x∗‖ ≤
(
1− µ
L
)t
‖x(0)− x∗‖ , (52)
i.e., it converges to within ε distance of x∗ in time O((L/µ) log(‖x0− x∗‖/ε))
This result shows that at most a logarithmic number of repetitions will be needed in order to follow the gradients to the
global optima for a strongly convex function. Thus for constant µ , L and x0 the complexity of gradient descent varies from the
complexity of gradient evaluation only up to logarithmic factors. Thus the results of Lemma 6 also give the query complexity of
performing the gradient descent optimization under such assumptions.
IV. NEAR TERM APPLICATIONS
The current state-of-the-art quantum algorithms for Gibbs state preparation are desgined for fault-tolerant devices and in
particular require significant circuit depth and a large overhead in terms of ancilla qubits, rendering them unsuitable for use
in near-term quantum devices. The variational approach can be beneficial as it opens the possibility of discovering algorithms
for preparing Gibbs states of systems of interest with much shorter depth. However, as with other quantum circuit optimiza-
tion/learning approaches, there is always a significant possibility of the optimizer getting lost in Hilbert space and thus not
converging in any reasonable time. Such pitfalls can be avoided by choosing a suitable ansatz or template for the algorithm,
thereby restricting the search space and increasing the confidence that the optimizer converges to a circuit that is good enough,
if not necessarily optimal.
There are many ansatzae that could be considered in our variational approach. We focus here on Trotterized adiabatic state
preparation, which chooses an ansatz that strongly resembles a Trotter series approximation to a state preparation protocol for
the eigenstates of the Hamiltonian H from the eigenstates H0 which are trivial to prepare. Specifically, we define
H ′(s) = H0+ sH1 (53)
with H = H ′(1) = H0 +H1 Here H ′(1) = H and H ′(0) = H0, which means that if H ′(s) is gapped for all s ∈ [0,1] then an
adiabatic sweep along a linear adiabatic path from H ′(0) to H ′(1) will map the eigenstates of H0 to those of H = H0 +H1. We
take our state to be of the form for parameters ~θ = [θ1, . . . ,θr, p1, . . . , pD−1]∣∣∣ψ0(~θ)〉= r+1∏
k=0
e−iH
′((θk+θk+1)/2)·(θk+1−θk)TU(p1, . . . , pD−1) |0〉
=
r
∏
k=1
e−iH
′((θk+θk+1)/2)·(θk+1−θk)T
D
∑
j=1
√
p j | j〉 | j〉 , (54)
where θ0 = 0 and θ1 = 1 and pD = 1−∑D−1j=1 p j by normalization. In other words, the parameters θ1, . . . ,θr specify the adiabatic
path whereas p1, . . . , pD−1 are the probabilities of the different eigenstates in the density matrix obtained after tracing out one
subsystem. While the total time of evolution T could additionally be varied over we take it to be fixed in the optimization for
simplicity and the fact that T is linearly dependent on the other parameters of the ansatz. This ansatz has one key advantage: if
we take T → ∞ and r→ ∞ then all Gibbs states can be prepared in this fashion. This is to say, we know that a solution exists
for the preparation of the true Gibbs state that is of this form. Other solutions, which may require a sub-exponential number of
parameters, may be preferable in practice to ours but we choose this ansatz strictly because we know that it will converge under
the assumption that the gap of the Hamiltonian is bounded.
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(a)
(b)
Figure 4. Plots showing convergence to the Gibbs state using our variational ansatz for a five qubit Hamiltonian. (a) shows the difference
between the lowest free energy reported by the optimizer up to the corresponding number of function evaluations and the free energy of the
Gibbs state. (b) shows the trace distance between the true Gibbs state and the state corresponding to the lowest free energy obtained by the
optimization. We see convergence in both the free energy and trace distance.
A. Numerical Simulations
We aim to demonstrate the validity of our protocol by numerically minimizing the free energy for the above ansatz. We added
a penalty term to the free energy in the cost function to ensure that the parameters p1, . . . , pD are valid probabilities, i.e., they
are between 0 and 1. The variables θ1, . . . ,θr were further parameterized as θ1 = tanhφ1, . . . ,θr = tanhφr to ensure that the total
time of evolution remains bounded. We numerically minimized the cost function using Powell’s conjugate direction method
which is a gradient-free numerical optimization algorithm.
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For our simulations, we restrict ourselves to qubit Hamiltonians of of the following form:
H0 =
n
∑
j=1
a jσ
( j)
Z , (55)
H1 =∑
j
b jσ
( j)
X +∑
j,k
c j,kσ
( j)
Z σ
( j)
Z , (56)
the goal being to prepare Gibbs states of H = H0 +H1. Fig. 4 shows the representative progress in numerical optimization for
one such Hamiltonian with coefficients of magnitude O(1). We chose an initialization such that the parameters p1, . . . , pD were
random perturbations about the true Gibbs state probabilities, and the path specified by the parameters φ1, . . . ,φr was a random
perturbation about a linear adiabatic path. We record the progress of the optimization as follows. At fixed intervals (of number
of cost function evaluations), we have the optimizer return the quantum state at that point and the corresponding free energy.
From this data, we compute the lowest free energy obtained till a given a number of function evaluations, and the corresponding
quantum state. In fig. 4(a) we plot the difference between this “current best” free energy and that of the true Gibbs state. Fig. 4(b)
plots the trace distance between the state corresponding to the “current best” free energy and the true Gibbs state. The results
show that we indeed converge towards the minimum free energy in the optimization, and that this also implies convergence in
trace distance to the true Gibbs state.
V. CONCLUSION
Gibbs state preparation remains an indispensible tool in quantum simulation and quantum machine learning. While methods
are known for preparing Gibbs states accurately on fault-tolerant quantum computers, existing approaches require complicated
control structures or use heuristic methods derived from quantum thermodynamics. Here we take a different approach that uses a
linear combination of unitaries-based approach, that can be implemented semi-classically, to approximate the free energy. Since
the Gibbs state minimizes free energy minimizing it is a natural target for such state preparation. We show that high-temperature
Gibbs states can be efficiently prepared using this approach and importantly, this approach allows the user to take advantage of
prior knowledge about the form of the Gibbs state through a clever use of a variational ansatz.
We further show the method working, albeit slowly, for learning the Gibbs state for a five qubit system. This work shows that
the approach given here is likely to be viable on present day hardware and thus future work based on this could include the first
training of quantum Boltzmann machines that do not use quantum annealing hardware.
Beyond this, a number of important problems remain open surroundding this work. While our work showed that in principle
minimizing the free energy is a valid objective function, if one wishes to minimize a statistical difference between the output state
and the ideal Gibbs distribution then formally speaking it is not necessarily true that minimizing the free energy will minimize
the distance if local optima are present in the landscape. Addressing this issue as well as optimizing this approach to use state of
the art optimizers and ansatzae that are more appropriate for the problem then trotterized adiabatic state preparation. By finding
such improved methods we may find ourselves one step closer to a practical understanding of how to train quantum Boltzmann
machines and in turn bring us one step closer to realizing them in hardware.
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