In this paper we study direct and inverse approximation inequalities in L p (R d ), 1 < p < ∞, with the Dunkl weight. We obtain these estimates in their sharp form substantially improving known results. Moreover, we establish new estimates of the modulus of smoothness of a function f via the fractional powers of the Dunkl Laplacian of approximants of f . Needed Pitt-type estimates for Dunkl transform are obtained as well as the Lebesgue type estimate for moduli of smoothness.
We also assume that L ∞ ≡ C b is the space of bounded continuous functions f with norm f ∞ . As usual S(R d ) denotes the Schwartz space. The differential-differences Dunkl operators are given by
, j = 1, . . . , d.
Let ∆ k = d j=1 D 2 j,k be the Dunkl Laplacian. As usual, (−∆ k ) s for s > 0 stands for the fractional power of the Dunkl Laplacian; see Section 3.2 for more details.
By definition,
k(a) and d k = 2(λ k + 1).
The number d k plays the role of the generalized dimension of the space (R d , dµ k ). We note that λ k ≥ −1/2 and, moreover, λ k = −1/2 if and only if d = 1 and k ≡ 0. In what follows we assume that λ k > − 1 2 and d k > 1.
Throughout this paper, A B means that A ≤ CB with a constant C > 0 depending only on nonessential parameters. Moreover, we write A ≍ B if A B and B A.
Sharp Jackson and inverse inequalities.
Let E σ (f ) p be the best approximation of a function f in L p (R d , dµ k ) by entire functions of type σ > 0, i.e.,
where B σ p,k is the Bernstein class of entire functions of spherical exponential type at most σ (see Section 3.1 for more details). It is known [21] that the best approximation is achieved. As usual, ω r (f, δ) p denotes the modulus of smoothness of order r of f ∈ L p (R d , dµ k ) (the precise definition and the main properties are given in Section 3.4) .
In [21, 22] , we derived the classical Jackson and inverse approximation theorems in L p (R d , dµ k ), 1 ≤ p ≤ ∞, namely, (j + 1) r−1 E j (f ) p , n ∈ N, r > 0, as well as the equivalence between the fractional modulus of smoothness and the Kfunctional:
(1.4) K r (f, δ) p ≍ ω r (f, δ) p , δ > 0.
Moreover, we obtained that for d k > 1
where the difference ∆ r δ is defined by the generalized translation operator T t (see (3.4) below). In [23] , we proved the Jackson inequality in L p (R d , dµ k ), 1 ≤ p < 2, with a sharp constant.
Our first goal is to sharpen (1.2) and (1.3) in the case 1 < p < ∞, taking into account the strict convexity of the spaces L p (R d , dµ k ). The sharp Jackson and sharp inverse inequalities are given in the following result. Theorem 1.1. If 1 < p < ∞, r > 0, n ∈ N, s = max(p, 2), and q = min(p, 2), then for
Inequalities (1.6) and (1.7) have been first obtained by M.F. Timan (see [13, 37, 38] ) for periodic functions f ∈ L p (−π, π]:
where r ∈ N, E j (f ) p is the best approximation of f by trigonometric polynomials of degree at most j, and ω r (f, δ) p is the classical r-modulus of smoothness. Sharp Jackson and inverse approximation inequalities were further developed in many papers (see for example [8, 9, 10, 14, 16, 26, 39] and the references therein). Our proof of Theorem 1.1 is based on the corresponding Littlewood-Paley decomposition in the Dunkl setting; cf. [8, 10] . The next two inequalities provide sharp interrelation between fractional moduli of smoothness of different orders. 
Smoothness of functions via smoothness of best approximants.
Recently [25] , smoothness properties of approximation processes were used to characterize smoothness properties of functions themselves. We continue this line of research in L p with Dunkl weights. As approximation processes we consider the best approximants and the de la Vallée Poussin type operators.
Assume that η j f is the de la Vallée Poussin type operator, namely, η j f is the multiplier linear operator given by 
1.4. Weighted Fourier inequalities in Dunkl setting. In various problems of harmonic analysis and approximation theory it is important to know how smoothness of functions is related to the behavior of its Fourier transforms. This study was originated by Lebesgue [Zy, (4.1)] who obtained the following estimate for the Fourier coefficients f n of a periodic function f ∈ L 1 (−π, π]:
Similar problems in the non-weighted Lebesgue space, i.e., k ≡ 0, have been recently investigated in [5, 4, 19] . In this paper we extend these results for the Dunkl setting.
Let F k (f )(y) denote the Dunkl transform, see Section 2.
To prove this theorem, we need the Pitt-type inequalities given in the following result.
Such inequalities are well-known in the non-weighted case (k ≡ 0); see, e.g., [3, 17, 18] . Taking q = p ′ and q = p, (1.12) and (1.13) become analogues of Hausdorff-Young and Hardy-Littlewood inequalities for Dunkl transform [1] . Below we give a simple proof of Proposition 1.6 based on the interpolation technique [35] . See also [2] for similar results.
1.5.
Characterizations of the Besov spaces. It is well known that the classical Besov spaces on R d can be characterized in terms of best approximations. Recently [25] , another characterization via smoothness of approximation processes was suggested.
The Besov-Dunkl spaces were considered in several papers (we refer to [1] and the references therein). We introduce the Besov-Dunkl space in terms of moduli of smoothness; cf. [40, Ch. 2] .
Let 1 < p < ∞, 0 < q ≤ ∞, and 0 < s. We say that f ∈ L p (R d , dµ k ) belongs to the
Equivalence (1.5), Theorems 1.1, 1.3 and 1.4, Corollary 1.2, and Hardy's inequalities immediately imply the following
The following characterizations hold:
where P 2 j f stands for the best approximants f 2 j or the de la Vallée Poussin type operators η j f .
1.6. Structure of the paper. The paper is organized as follows. In the next section, we introduce some basic notation and present important auxiliary results of the Dunkl harmonic analysis. In Section 3, we introduce needed spaces of distributions. Moreover, we define the fractional power of the Dunkl Laplacian, the fractional modulus of smoothness, and the fractional K-functional associated to the Dunkl weight. Section 4 contains the Littlewood-Paley-type inequalities in the Dunkl setting. In Section 5, we prove the sharp direct and inverse theorems of approximation theory in the spaces L p (R d , dµ k ), namely Theorem 1.1 and Corollary 1.2. In Section 6, we derive estimates of the modulus of smoothness of a function f via the fractional powers of the Dunkl Laplacian of entire functions f σ and η j f . Pitt-type estimates given in Proposition 1.6 and Theorem 1.5 are proved in Section 7. The proof of Proposition 1.6 is based on the Hardy-Littlewood inequality for the Dunkl transform given in [1] .
Elements of Dunkl harmonic analysis
In this section, we recall the basic notation and results of the Dunkl harmonic analysis (see, e.g., [30, 31, 21] ).
The Dunkl kernel e k (x, y) = E k (x, iy) is a unique solution of the system
is the Dunkl gradient. The Dunkl kernel plays the role of a generalized exponential function and its properties are similar to those of the classical exponential function e 0 (x, y) = e i(x,y) . Several basic properties follow from the integral representation [30] e k (x, y) =
where µ k x is a probability Borel measure and supp µ k
For f ∈ L 1 (R d , dµ k ), the Dunkl transform is defined by
For k ≡ 0 we recover the classical Fourier transform F . As usual, by A k we denote the Wiener class
Several basic properties of the Dunkl transform are given in
(2) If f ∈ A k , then the following pointwise inversion formula holds:
The following formula is well known [32, Corollary 2.5]:
Let y ∈ R d be given. Rösler [29] defined a generalized translation operator τ y in L 2 (R d , dµ k ) by the equation
The operator τ y f is not positive and it remains an open question whether τ y f is an L p -bounded operator for p = 2.
Let t ≥ 0. In [21] , we have recently defined the different generalized translation
where σ k x,t is a probability Borel measure such that
In particular, T t 1 = 1.
(3) If f ∈ S(R d ), 1 ≤ p ≤ ∞, then T t f p,dµ k ≤ f p,dµ k and the operator T t can be extended to L p (R d , dµ k ) with preservation of the norm.
Note that for k ≡ 0, T t f (x) coincides the usual spherical mean S d−1 f (x + ty ′ ) dσ 0 (y ′ ). Let g(y) = g 0 (|y|) be a radial function. Thangavelu and Xu [36] defined the convolution
We also mention the following Hausdorff-Young and Hardy-Littlewood type inequalities.
where d k is the generalized dimension defined by (1.1). For σ > 0 we define two classes of entire functions, namely, B σ p,k and B σ p,k . We say that a function f
Smoothness characteristics and the
The smallest σ = σ f in this inequality is called a spherical type of f . In other words, the class B σ p,k is the collection of all entire functions of spherical type at most σ. We say that a function f ∈ B σ p,k if f ∈ L p (R d , dµ k ) is such that its analytic continuation to C d satisfies |f (z)| ≤ Ce σ|Im z| , ∀ z ∈ C d . It turns out that both classes coincide [21] . Moreover, the following Paley-Wiener type characterization holds true.
The Dunkl transform F k (f ) in Proposition 3.1 is understood as a function for 1 ≤ p ≤ 2 and as a tempered distribution for p > 2.
3.2. Lizorkin and Sobolev spaces. Now we define the fractional power of the Dunkl Laplacian. Let
be the weighted Lizorkin space (see, [28, 20, 33] ) and set
Now we will use some auxiliary results from our paper [22] . Let Φ ′ k and Ψ ′ k be the spaces of distributions on Φ k and Ψ k respectively. We have
, where Π stands for the set of all polynomials of d variables. We can multiply distributions from Ψ ′ k on functions from
is the space of infinitely differentiable functions whose derivatives have polynomial growth at infinity.
Next, using Dunkl multipliers we can define the following distributions. Let r > 0. We define the fractional power of the Dunkl Laplacian for ϕ ∈ Φ k as follows
Basic definitions in the distributional sense. Let us now define the direct and inverse Dunkl transforms F k , F −1 k , generalized translation operators τ y , T t , and convolution (f * k g) for distributions.
For
Moreover, the following equalities are valid:
In particular, this implies the commutativity of considered operators. Let ϕ ∈ Φ k and ϕ − (y) = ϕ(−y). We say that
Moreover, we remark that
The next result establishes the interrelation between the convolutions given by (2.1) and (3.1).
Proposition 3.3 ([22]
). If f ∈ L p (R d , dµ k ), g ∈ L 1 rad (R d , dµ k ), and F k (g) ∈ N k , then the convolutions given by (2.1) and (3.1) coincide.
3.4.
Moduli of smoothness and K-functionals. The K-functional for the couple (L p (R d , dµ k ), W r p,k ) is defined in the usual way: for t > 0
for any f ∈ L p (R d , dµ k ), one has lim t→0 K r (f, t) p = 0. The monotonicity property of the K-functional is given by
is the realization of the K-functional K r (f, t) p . Moreover, define
where g * ∈ B
1/t p,k is the best or near best approximant for f in L p (R d , dµ k ) . The realization of the K-functional was introduced in [15, 24] , where its importance in the approximation theory was shown. Proposition 3.4 ([22] ). Suppose t > 0, 1 ≤ p ≤ ∞, and r > 0, then, for any f ∈
For the case of integer r, see [7, Cor. 2.3, Th. 3.1] (k ≡ 0) and [21] (k(·) ≥ 0). For the case of fractional moduli, see [34] (k ≡ 0). The discussion on various ways to define moduli of smoothness can be found in [21, Sec. 6] .
Let ω m (f, δ) p denote the modulus of smoothness of order m > 0 of a function f ∈
and I stands for the identical operator. The difference (3.4) coincides with the classical fractional difference for the translation operator T t f (x) = f (x + t) and corresponds to the usual definition of the fractional modulus of smoothness, see, e.g., [6, 33] . Now we give several basic properties of the modulus of smoothness and the difference (3.4) (see [22] ): 
Littlewood-Paley-type inequalities
Let η j f , θ j f be multiplier linear operators, defined by relations
respectively. We have
(see [21, 22] ). Moreover,
and for any function 
Hence, B ∞ p,k is dense in W r p,k . Let f ∈ B σ p,k , δ, ε > 0 and suppose that ψ ∈ S(R d ) is an entire function of exponential type 1 such that ψ(0) = 1. Let ψ δ (x) = ψ(δx). Then inequality (3.7) and the Nikolskii inequality [22] 
Then we have
Using again Bernstein's inequality (3.7), we finally obtain
Now we establish the desired version of the Littlewood-Paley inequalities. To prove it, we follow the same reasoning as those in the papers [8, 10, 11] (see also [12, Chapter 7] ). We will also use the paper [41] . 
Moreover,
Proof. For f ∈ S(R d ) and r ≥ 0, equivalence (4.4) was proved in [41] . By Lemma 4.1, S(R d ) is dense in W r p,k and hence, equivalence (4.4) is valid for any f ∈ W r p,k . Inequality (3.7) implies η 0 f ∈ W r p,k . Applying the equality η 0 f (x) = 0 j=−∞ θ j f (x) and (4.4), we have
Hence,
that is, (4.5) is shown. Since (−∆ k ) r/2 η 0 f p η 0 f p , we obtain (4.6) from (4.5).
To prove Theorem 1.2, we will also need the following result. Proof. The proof is carried out as the corresponding result in [8] . We give it for completeness. If 1 < p ≤ 2, then q = p and 
Set g n = η n−1 f . Applying (4.1) and (4.5) with r = 0, we have E 2 n (f ) p ≤ f − g n p , E 2 n (g n ) p = 0, and for 0 ≤ j < n E 2 j (g n ) p ≤ η n g n − η j g n p = n l=j+1 θ l g n p n l=j+1 |θ l g n | 2
Hence, 
Thus, we verified (5.1) for 1 < p ≤ 2. Let 2 < p < ∞ and s = p. Applying the duality between ℓ n p/2 and ℓ n q , where q = (p/2) ′ , we can write
where n−1 j=0 2 prj a q j (x) = 1. Using this, we derive
Applying Hölder's inequality and (4.5), we obtain
Hence, from (5.2), we get J f − g n p + 2 −rn (−∆ k ) r/2 g n p K r (f, 2 −n ) p , that is, (5.1) follows. Thus, (1.6) is proved.
Since the Sobolev space is dense in L p (R d , dµ k ), we can assume that f ∈ W r p,k and write inequality (1.7) in the form
Taking into account Proposition 3.4, (4.5), Corollary 4.3, (3.2), and (4.1)-(4.3), this gives
Bernstein's inequality (3.7) yields 
p,k is the best approximant of f and positive constants A, B are independent of f, f σ , g.
Following similar arguments as those in [25] , let us prove the left-hand side inequality in (1.10). Using Hardy's inequality In view of (4.5),
This and (6.6) imply (6.5).
7.
Proof of Theorem 1.5
Proof of Proposition 1.6. Using the fact that F k is self-adjoint, Proposition 2.4 implies the following Hardy-Littlewood type inequality for 2 ≤ p ′ < ∞:
As usual, we first obtain this inequality on the Schwartz space and then we use density arguments to consider the general case | · | d k (1−2/p ′ ) f ∈ L p ′ (R d , dµ k ).
From (2.2), (2.3), and (7.1) and applying the interpolation theorem [35, Theorem 2], we arrive at inequalities (1.12) and (1.13).
Proof of Theorem 1.5. To show part (1), we use Proposition 1.6 (1) for the difference (3.4) in place of f . Using also (3.6), we have |x| d k (1−1/p−1/q) (1 − j λ k (δ|x|)) r/2 F k (f )(x) q ∆ r δ f p .
To conclude the proof, we use (3.5) and the fact that for λ > −1/2, one has 1 − j λ (t) ≍ min(1, t 2 )
uniformly in t ≥ 0. The latter follows from the known properties of the Bessel function: j λ (t) = 1 − t 2 4(λ + 1) + O(t 4 ), t → 0, |j λ (t)| ≤ min(1, C λ t −λ−1/2 ), t > 0. To verify part (2), we use Proposition 1.6 (2) in the form
where 2 ≤ p < ∞, p ′ ≤ q ≤ p, and proceed as above.
