thefr ratios (the most sensitive ratio) lie approximately twothirds of the way to the fr ratio for constant B. Using this piece of experimental data, and for a first-order approximation assuming that one can linearly interpolate between Eqs. 
thefr ratios (the most sensitive ratio) lie approximately twothirds of the way to the fr ratio for constant B. Using this piece of experimental data, and for a first-order approximation assuming that one can linearly interpolate between Eqs.
(1) and (3), one arrives at Eq. (7). This approximation can be arrived at graphically by performing the same interpolation on the graph on page 80 of Ref. 
IV. CONCLUSION
It has been empirically shown that metallic-glass piezomagnetic ribbons of the 2605CO composition are in a constant Hboundary condition due to the transverse magnetization. The 2605SC alloy is in a "2/3 constant B condition" when kee > 0.75. This is due to partial rotation of the magnetization of this alloy at very low fields because of the low anisotropy constant. An empirical relation between fr, fa, and k•e was derived for the 2605SC alloy. The maximum coupling coefficient of the 2605SC specimens tested was determined to be k33•,•0.875 (uncorrected for leakage flux).
The application of this empirical relation to the data ofRef. 1 yields k33•0.924, which is lower than the value of 0.965 reported there. This letter will discuss a problem recently encountered while performing an absolute identification experiment with a set of many stimuli which differed along three physical dimensions. The purpose of that experiment was to examine independence of perceptual correlates of the three dimensions by trying to find out whether or not information conveyed through a three-dimensional set of stimuli equals the sum of the amounts of information conveyed through three separate sets of stimuli that differ only along one dimension. The problem encountered was, how to obtain a reliable estimate of mutual information from identification data for a large set of alternative stimuli, while keeping the number of required experimental trials within the realm of reality.
As it has been several decades since information theory first found widespread use in psychophysics, it may be worth while reviewing some fundamental ideas. If an event X has k possible outcomes (x•, x2,..., xk ), and the ith outcome occurs with probability p(xi), then the average uncertainty or entropy, according to the Shannon-Wiener theory, is k H (X) = --• p(x,)log2 p(x,).
( Table I .
One sees that in the first three examples the number of trials taken falls progressively short of the minimum stipulated by Miller for obtaining an unbiased estimate of mutual reason the variance of T should be small, compared to its mean, even for relatively small trial samples, which is supported by our simulation results. Therefore, the main problem of using insufficiently large numbers of trials to estimate mutual information in an absolute identification paradigm is not the variance of the estimate, but its bias.
