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Prefa´cio
E´
comum ouvir-se dizer que “a Matema´tica e´ a linguagem da Cieˆncia”, mas o sim-
plismo da frase esconde diversos aspectos inerentes a`s palavras “Matema´tica” e
“Cieˆncia”. Em alguns ramos do conhecimento, como na F´ısica, por exemplo, teˆm-se
plena conscieˆncia de que um conhecimento mais profundo da Matema´tica e´ essencial
para entender e descrever os fenoˆmenos naturais que nos cercam. Um corola´rio
imediato dessa conscieˆncia e´ o evidente interesse pela Matema´tica demonstrado pelos
alunos que se iniciam nos cursos de F´ısica. Embora, e talvez, na˜o se possa dizer o
mesmo da maioria dos alunos que se iniciam em outros ramos de estudos, o mundo
moderno esta´ repleto de exemplos onde a Matema´tica se mostra essencial, como no
caso da Cieˆncia da Computac¸a˜o.
Neste volume I, o Prof. Joa˜o Bosco faz um passeio pela Matema´tica e pela Lo´gica,
citando grandes personagens dessa epopeia humana e descrevendo os resultados mais
relevantes sob o foco dos fundamentos da Cieˆncia da Computac¸a˜o. E´ gratificante,
por exemplo, verem-se mencionados no Cap´ıtulo 14, resultados de Kurt Go¨del, mo-
numentos a` inteligeˆncia humana.
O autor na˜o tem a pretensa˜o de ser este um livro texto; como ele pro´prio es-
creve. O mesmo foi pensado como livro de apoio ao estudo dos fundamentos da
Cieˆncia da Computac¸a˜o. Ale´m de muito bem ilustrado com reproduc¸o˜es fotogra´ficas
das imagens dos va´rios matema´ticos, lo´gicos e filo´sofos que deram contribuic¸o˜es
fundamentais a` cieˆncia da computac¸a˜o, o livro fornece ao final de cada cap´ıtulo uma
boa quantidade de refereˆncias recomendadas aos leitores interessados.
Rio de Janeiro, Novembro de 2015
Rolci de Almeida Cipolatti
Departamento de Matema´tica




odemos dizer que dentre as atividades intelectuais humanas, as principais sa˜o a
cieˆncia e a filosofia. Dentre estas, as consideradas mais elevadas e mais antigas sa˜o
a matema´tica, a mu´sica, e a filosofia. A mu´sica e a matema´tica, alia´s, se separaram
em e´pocas relativamente recentes. A aritme´tica, a geometria, a trigonometria, a
a´lgebra e outros ramos da matema´tica esta˜o intrinsecamente ligados a` noc¸a˜o de
quantidade mas a natureza da matema´tica como cieˆncia e o foco de seu estudo esta˜o,
tambe´m, vinculados a` filosofia e a` histo´ria da matema´tica.
A mu´sica, por exemplo, seja ela de Bach, Beethoven, Jazz, Rock ou Bossa Nova na˜o
tem muito significado fora de seu contexto histo´rico. Em alguns casos, temos que
levar em considerac¸a˜o o contexto temporal e espacial. Por exemplo, podemos ate´
gostar da mu´sica de Tchaikovisky mas, certamente na˜o a percebemos como um russo
do se´culo XIX a perceberia. Sa˜o questo˜es vinculadas ao ethos cultural de tempo
e origem. Assim e´ a matema´tica. Postulados, conceitos e teoremas esta˜o em um
contexto histo´rico em que o homem, em seu desejo de aprender foi estabelecendo as
bases da matema´tica durante a construc¸a˜o de sua trajeto´ria rumo a` civilizac¸a˜o.
As civilizac¸o˜es eg´ıpcias, babiloˆnicas e, posteriormente, a grega cla´ssica criaram
os fundamentos da matema´tica que se estabeleceram para evolu´ırem ate´ os dias de
hoje. Durante sua evoluc¸a˜o histo´rica a matema´tica passou de um n´ıvel de simplicidade
aritme´tica para um n´ıvel de maior complexidade nas suas a´reas de domı´nio. Ou seja,
do simples ato de contar a`s integrais de contorno, aos diferenciais de Laplace, a`s
equac¸o˜es de Riemann, a` constante de Plank, aos princ´ıpios como o de Heisenberg,
aos teoremas de Go¨del ou mesmo aos operadores como os hamiltonianos da mecaˆnica
quaˆntica. Cada problema, soluc¸a˜o ou teorema esta˜o ligados a` histo´ria que deve ser
conceitualmente compreendida em relac¸a˜o ao tempo e espac¸o.
Na˜o temos como entender a computabilidade sem a sua perspectiva histo´rica. As
provas de Alonso Church e Alan Turing vieram de conceitos anteriores como os
conceitos de recursividade de Cantor, da lo´gica combinato´ria de Scho¨nfinkel e do
ca´lculo lambda de Haskell Curry. Hilbert, no in´ıcio do se´culo XX, propoˆs 23 pro-
blemas a serem resolvidos no se´culo. Em 1910 apresentou 10 deles na confereˆncia
de Paris, dos quais apenas 4 foram resolvidos. Assim, liga-se a histo´ria ao tempo
espac¸o dos problemas e a histo´ria liga Hilbert com von Neumann, Heisenberg, Dirac,
Schro¨dinger, Niels Bohr e Einstein, mostrando como as principais teorias da f´ısica
moderna foram criadas.
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A perspectiva histo´rica tambe´m e´ importante para compreender como Einstein
chegou a` relatividade e a sua busca pela teoria geral do universo, ou como Turing
usou a computabilidade para resolver o problema da ma´quina Enigma, ou, ainda,
como Heisenberg chegou ao princ´ıpio da incerteza buscando pela posic¸a˜o do ele´tron.
Como todos se relacionam? Se relacionam por meio da transformac¸a˜o histo´rica de
conceitos matema´ticos que va˜o se juntando como um enorme quebra-cabec¸a. So´
a histo´ria pode mostrar que a matema´tica que estudamos hoje foi gerada por um
processo constru´ıdo no tempo da jornada da humanidade. Uma jornada de milhares
de anos de teorias obtidas pela cieˆncia e experimento. A histo´ria, na verdade, e´ quem
molda teorias. A relatividade de Einstein nunca foi sua principal teoria. Um dos ma-
tema´ticos da teoria quaˆntica era von Neumann que propos o modelo da computac¸a˜o
determin´ıstica. Vejam que paradoxo! Um dos cientistas da teoria quaˆntica, nada
determin´ıstica, propo˜e um modelo de arquitetura de processador para o computador
como uma ma´quina de estado determin´ıstica.
Podemos dizer que a cieˆncia e´ investigativa mas grande parte nasce da criatividade,
da intuic¸a˜o e da interatividade humana, ou seja, do processo histo´rico. Portanto,
ha´ que se diferenciar entre o modelo investigativo da matema´tica e o modelo cog-
nitivo. Sendo a matema´tica uma cieˆncia com base em postulados toda validac¸a˜o
de resultados da matema´tica como modelo investigativo, e´ corroborado por ela
mesma como cieˆncia cognitiva. Desta forma podemos dizer que o contexto histo´rico e´
fundamental para a compreensa˜o do seu conteu´do. Certamente, a matema´tica atingiu,
hoje, uma importaˆncia crucial em todas as atividades humanas. Seja na economia,
na engenharia ou na sau´de, todos dependem de me´todos matema´ticos. Cada um dos
ramos da matema´tica agora se subdividem em a´reas com especificidades como as
especialidades da engenharia ou da medicina.
A matema´tica tem uma teia de relac¸o˜es com va´rias a´reas do conhecimento. As
relac¸o˜es da matema´tica com a astronomia, a f´ısica e outras cieˆncias podem ser
observadas desde ha´ muito tempo, em livros como os de Newton, Kepler, Pascal,
Descartes e outros mais modernos como Gauss, Hamilton, Boole, Cantor, Riemann,
entre outros. Assim forma-se a base para a um livro de suma importaˆncia. Um livro
que e´ fundamental para a compreensa˜o, pelo leitor, de como surgiram as ideias ma-
tema´ticas. Antes de deduzir e demonstrar os teoremas principais ou mais elaborados
da matema´tica, e´ importante mostrar ao leitor as bases a partir das quais foram
enunciados os problemas e como foi conduzida sua soluc¸a˜o com o alicerce matema´tico
existente. Mas o livro na˜o para por a´ı. Trata-se de uma leitura muito agrada´vel que
nos transporta a` visa˜o de problemas e soluc¸o˜es matema´ticas em seu tempo; na sua
origem; ou na sua fonte. Organizado, preferencialmente numa linha temporal, o livro
aborda as diversas teorias matema´ticas de uma maneira interdependente, mostrando
que os conceitos fundamentais se mante´m e se aplicam a`s descobertas matema´ticas
cada vez mais complexas.
Evitando a grande dificuldade de expor e demonstrar as modernas teorias rela-
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tiv´ısticas, quaˆnticas ou das cordas o livro compensa pela facilidade de expor as
ideias sobre elas e como foram elaboradas, questionadas e resolvidas. Torna-se mais
fa´cil entender e mais evidente de se constatar as relac¸o˜es conceituais do homem e
sua obra no contexto temporal da evoluc¸a˜o da matema´tica. E´ como compreender
de que maneira a matema´tica vai se revelando a si mesma e por si mesma. E´ a
histo´ria permitindo a formac¸a˜o do homem acostumado a` discussa˜o matema´tica e
ao pensamento matema´tico, mais do que um usua´rio habituado a formula´rios e
receitas como ferramentas de soluc¸o˜es de problemas. Resta-me apenas desejar uma
boa leitura.
Floriano´polis, Novembro de 2015
Joa˜o Caˆndido Dovicchi




em vindo a` serie “Pensamento Matema´tico @ Cieˆncia da Computac¸a˜o”. Este
e´ o primeiro volume intitulado “Dos Primo´rdios da Matema´tica aos Sistemas
Formais da Computac¸a˜o”. Este livro foi organizado atrave´s das atividades do projeto
de pesquisa INE-UFSC 2013.1333, realizado no Departamento de Informa´tica e
Estat´ıstica da UFSC, durante os anos de 2014 e 2015. O seu conteu´do diz respeito ao
elo existente entre a matema´tica, a lo´gica, e a cieˆncia da computac¸a˜o. Destina-se a
servir como material de apoio para o ensino em disciplinas de matema´tica ou lo´gica,
para alunos em cieˆncia da computac¸a˜o. O conteu´do aqui exposto, tenta mostrar como
a matema´tica e a lo´gica contribuiram para o surgimento da cieˆncia da computac¸a˜o,
colocando do ponto de vista histo´rico os diversos acontecimentos que surgiram de
mentes geniais que, no passado, foram bem aproveitados ou redundaram diretamente
na aparic¸a˜o da cieˆncia da computac¸a˜o. As pa´ginas deste livro mostrara˜o que a
matema´tica e a lo´gica sempre foram realizac¸o˜es humanas que proporcionaram as
ideias para as soluc¸o˜es dos problemas teo´ricos e pra´ticos, que fizeram surgir a cieˆncia
da computac¸a˜o. O tema do livro tem uma histo´ria longa e bastante abrangente e
interessante. Afinal, onde quer que olhemos a cieˆncia da computac¸a˜o, permeia a
lo´gica e a matema´tica nos fundamentos desta cieˆncia. Sem a matema´tica e lo´gica
como base, na˜o haveria cieˆncia da computac¸a˜o.
Sa˜o 16 cap´ıtulos. Assim, os assuntos dos foram escolhidos e distribuidos nos cap´ıtulos
para enfatizar como os conceitos da matema´tica foram utilizados na cieˆncia da
computac¸a˜o. O livro deve ser utilizado como complemento de estudo relativo a
outros livros de matema´tica, lo´gica ou cieˆncia da computac¸a˜o teo´rica. O principal
objetivo e´ mostrar as origens dos fundamentos da cieˆncia da computac¸a˜o, e de alguns
conceitos que temos hoje na computac¸a˜o. O seu conteu´do mostra para que serve a
matema´tica e a lo´gica, quando se pensa em cieˆncia da computac¸a˜o. Ao final, os siste-
mas axioma´ticos da cieˆncia da computac¸a˜o, sa˜o definidos no sentido de se deixar mais
claro, a base matema´tica e lo´gica para a cieˆncia da computac¸a˜o. O livro focaliza a ma-
tema´tica discreta e a lo´gica, desde seus primo´rdios ate´ final dos anos 40 do se´culo XX.
E´ comum no meio universita´rio, encontrarmos alunos detestando matema´tica, porque
na˜o sabem do que se trata ou porque na˜o sabem bem para que ela serve. Na reali-
dade, os professores de matema´tica pura, em virtude de so´ viverem essa matema´tica,
na˜o tem como dizer como a matema´tica serve para a cieˆncia da computac¸a˜o. A
matema´tica, da forma como e´ ensinada, acaba na˜o depertando interesse para a
grande maioria dos alunos, pela simples raza˜o que o que se ensina na˜o sa˜o ideias
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e a raza˜o dos conceitos existirem. Em geral, desde tenra idade, para os estudantes
a matema´tica e´ ensinada no sentido de resolver problemas pra´ticos, e na˜o uma
educac¸a˜o em matema´tica. O conhecimento bruto, a memorizac¸a˜o e a rapidez sa˜o
quesitos considerados ao inve´s das ideias. Muitas vezes, manipulac¸o˜es de fo´rmulas
e ca´lculos acabam produzindo, o desejo de se livrar da matema´tica. Muitas vezes,
ocasionando a evasa˜o de alunos da computac¸a˜o.
Este livro tem a missa˜o de ajudar e destina-se a alunos de graduac¸a˜o de cieˆncia
da computac¸a˜o, ou mesmo os de n´ıveis mais avanc¸ados que na˜o despertaram para
a matema´tica e a lo´gica, a se conectarem com a matema´tica. Neste sentido, para
ensinar matema´tica e lo´gica na computac¸a˜o e´ melhor que essas disciplinas sejam
ensinadas por professores que conhec¸am, tambe´m, pelo menos algumas das a´reas
da cieˆncia da computac¸a˜o. A experiencia de ensino do autor, mostra tambe´m que
a distaˆncia em que sa˜o colocadas certas disciplinas num curriculo de cieˆncia da
computac¸a˜o, acaba dificultando o entendimento de outras disciplinas desta a´rea,
porqueˆ se estuda certas disciplinas de matema´tica e lo´gica, nos primeiros per´ıodos, e
determinadas disciplinas da computac¸a˜o, onde se precisa de matema´tica e lo´gica,
nas u´ltimas fases. Se eu conseguir avanc¸ar neste caminho, terei alcanc¸ado o objetivo
de evitar de muitos jovens desistam, logo no in´ıcio de um curso de graduac¸a˜o em
computac¸a˜o, simplesmente, por na˜o saberem de que se trata a matema´tica e a lo´gica,
que e´ colocada nos seus primeiros cursos de graduac¸a˜o.
A sua esseˆncia e´ mostrar como os conceitos da matema´tica e da lo´gica influiram
e serviram no surgimento e construc¸a˜o da cieˆncia da computac¸a˜o. Embora muito
do conteu´do aqui colocado, seja abstrato para um aluno iniciante, possivelmente
ainda imaturo, a intenc¸a˜o do material do livro e´ servir de apoio em disciplinas
de matema´tica, lo´gica ou computac¸a˜o teo´rica. E´ uma tentativa de acrescentar o
conhecimento sobre as ra´ızes da cieˆncia da computac¸a˜o, proporcionando uma visa˜o
que outros livros, que tratam de temas espec´ıficos, na˜o contemplam do ponto de vista
histo´rico e conceitual. Quem deseja conhecer uma cieˆncia, precisa tambe´m conhecer
suas ra´ızes. A ideia neste trabalho e´ motivar o aluno a ficar conectado com o mundo
da matema´tica e da lo´gica, voltado a` cieˆncia da computac¸a˜o, tentando motiva´-lo,
evitando o que e´ muitas vezes na˜o entendido e acabam por originar o problema da
evasa˜o de alunos nas fases iniciais de um curso de graduac¸a˜o. E´ neste contexto que
este livro apresenta seu conteu´do.
Toda a evoluc¸a˜o histo´rica aqui descrita e´ mostrada nos cap´ıtulos apropriados, mos-
trando a participac¸a˜o de matema´ticos e lo´gicos famosos e importantes, como Euler,
Fermat, Leibniz, De Morgan, George Boole, Frege, Gauss, Cantor, Hil-
bert,Go¨del, Alonzo Church, Bertrand Russell e tantos outros. O assunto e´
bastante abrangente, mas o autor tenta enfatizar as ideias e os conceitos, sem entrar
no me´rito das demonstrac¸o˜es matema´ticas, que esta˜o em toda parte, nos livros de
matema´tica, lo´gica e nos de teoria matema´tica da computac¸a˜o. O livro apresenta
o lado humano da matema´tica e da lo´gica, e enaltece as realizac¸o˜es dos grandes
matema´ticos e lo´gicos, no seu contexto histo´rico, cujas ideias influiram na aparic¸a˜o da
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cieˆncia da computac¸a˜o. Com isso, o autor imagina o sentido de mostrar a importaˆncia
da matema´tica e da lo´gica para a construc¸a˜o desta nossa cieˆncia.
Entre os princ´ıpios que nortearam o autor na apresentac¸a˜o do seu material destacam-
se os seguintes: (1) Salientar a afinidade das civilizac¸o˜es orientais nos primo´rdios
da matema´tica, onde tudo comec¸ou. (2) Relacionar as tendeˆncias da matema´tica
aritme´tico-alge´brica e da lo´gica, ambas formalistas, em direc¸a˜o a` construc¸a˜o da
cieˆncia da computac¸a˜o. (3) Se a matema´tica e a lo´gica sa˜o uma grande aventura nas
ideias, as suas histo´rias refletem alguns dos mais nobres pensamentos de inu´meras
gerac¸o˜es. Como consequeˆncia, a cieˆncia da computac¸a˜o tambe´m comporta ideias
geniais de gerac¸o˜es mais recentes, mas sobretudo, numa evoluc¸a˜o muito mais ra´pida,
talvez pela grande contribuic¸a˜o dada pela matema´tica, pela lo´gica e pela aparic¸a˜o da
microeletroˆnica que revolucionou o computador digital. Assim, o autor vislumbrou,
a princ´ıpio, a organizac¸a˜o de dois volumes, baseando a exposic¸a˜o da matematica e
da lo´gica, em termos das personalidades, as verdadeiras donas das ideias, as vezes
narrando fatos e suas ideias geniais, ale´m de algumas escolas, em vez de assuntos. Os
va´rios assuntos aqui abordados esta˜o em outros livros mais espec´ıficos de matema´tica,
de lo´gica e nos livros da cieˆncia da computac¸a˜o teo´rica. O autor pretende, em outros
volumes, explicitar alguns temas aqui tratados muito superficialmente
Por vezes, uma refereˆncia bibliogra´fica substitui uma ana´lise histo´rica. A histo´ria aqui
contada comec¸ou nos primo´rdios da matema´tica, indo ate´ kurt Go¨del e Alonzo
Church, ja´ no se´culo XX, no limiar do surgimento da cieˆncia da computac¸a˜o. A
selec¸a˜o do material foi baseada exclusivamente levando-se em conta os personagens
da lo´gica e da matema´tica, que mais influiram para a cieˆncia da computac¸a˜o. Nem
sempre foi possivel consultar todas as fontes em primeira ma˜o. Algumas vezes, foram
ulilizadas fontes de segunda. O autor reconhece que e´ um bom princ´ıpio, conferir
as afirmac¸o˜es tanto quanto possivel pelas fontes originais. Entretanto, no tempo
dispon´ıvel ao autor, as citac¸o˜es decorreram, de va´rios livros de sua pro´pria biblioteca
sobre matema´tica, lo´gica e computac¸a˜o. Ale´m dos recursos pro´prios de bibliografia
do autor, foram feitos o uso extensivo de diversos sites de Internet, pelo conteu´do
interessante que apresentaram. Tambe´m, pelos recursos financeiros dispon´ıveis, nestes
dois volumes, o editor e´ o pro´prio autor, conforme as regras da Ageˆncia Brasileira do
ISBN.
Floriano´polis, Novembro de 2015
Joa˜o Bosco M. Sobral

CAPI´TULO 1
As Bases da Cieˆncia da
Computac¸a˜o
I
niciamos este livro focalizando as bases da Cieˆncia da Computac¸a˜o: a Matema´tica
e a Lo´gica. Os grandes cientistas da Matema´tica e da Lo´gica, mesmo sem ter
a visa˜o de todo o conjunto da obra, avanc¸aram no tempo, construindo a cieˆncia
que levou a` construc¸a˜o do computador digital e o desenvolvimento desta cieˆncia. A
evoluc¸a˜o da Cieˆncia da Computac¸a˜o ocorreu promovida pelas mentes geniais, cada
uma delas se baseando no trabalho dos que os antecederam. Se prestarmos atenc¸a˜o,
perceberemos que o lac¸o entre certos geˆnios, mesmo separados entre se´culos, e´ algo
admira´vel. A natureza da Matema´tica (nu´meros, fundamentos e lo´gica, estruturas
alge´bricas, geometrias) conduziram a` computabilidade, aos modelos de computac¸a˜o,
suas origens e limitac¸o˜es que temos hoje. Enfim, a evoluc¸a˜o das ideias da Matema´tica
e da Lo´gica conduziram ao surgimento da Cieˆncia da Computac¸a˜o. Os conceitos
originais da Computac¸a˜o sempre estiveram ligados a` Matema´tica e a` Lo´gica, o que
mostra que quem criou a Cieˆncia da Computac¸a˜o foram os matema´ticos e o lo´gicos.
As ideias da Matema´tica e da Lo´gica, algumas que esta˜o a´ı a se´culos, foram muito
bem aproveitadas impulsionando o desenvolvimento da Computac¸a˜o. Neste cap´ıtulo
sa˜o colocadas as constribuic¸o˜es, numa visa´o geral de como a Matema´tica e a Lo´gica
influiram diretamente no surgimento da Cieˆncia da Computac¸a˜o.
O conhecimento histo´rico proporciona um enriquecimento da cultura humana, a
qual, permite enfrentar novos desafios e estes serem conclu´ıdos com eˆxitos. A histo´ria
destaca os pape´is dos personagens principais que a criou, pois a criatividade e´ a
extrapolac¸a˜o das ideias ja´ incorporadas em novas verso˜es.
1.1 O que e´ a Matema´tica
A palavra matema´tica vem do grego, significando “estudo”, “cieˆncia”, “conheci-
mento”, “aprendizagem”. Matema´tica e´ entender o mundo de uma forma mais
estruturada e objetiva.
2 Cap´ıtulo 1. As Bases da Cieˆncia da Computac¸a˜o
Matema´tica consiste em uma simplificac¸a˜o do nosso mundo que e´ limitado em muitos
dos seus aspectos. Genericamente, pode-se definir a Matema´tica como “matema´tica
e´ aprender com a natureza”. Em Struik (1987) e Janos (2009), em seu livro
“Matema´tica e Natureza”, e´ bem destacado que a matema´tica e´, genericamente, sobre
ideias.
Ha´ muito tempo buscava-se um consenso quanto a` definic¸a˜o do que e´ a Matema´tica.
No entanto, nas u´ltimas de´cadas do se´culo XX tomou forma uma definic¸a˜o que tem
ampla aceitac¸a˜o entre os matema´ticos:
“A Matema´tica e´ a cieˆncia das regularidades” (os padro˜es).
Segundo esta definic¸a˜o, o trabalho do matema´tico consiste em examinar padro˜es
abstratos, tanto reais (visuais) como imagina´rios (mentais). Ou seja, os matema´ticos
procuram regularidades na natureza, nos nu´meros, no espac¸o, na cieˆncia e na ima-
ginac¸a˜o. E formulam teorias com as quais tentam explicar as relac¸o˜es observadas.
Matema´tica e´ a cieˆncia do racioc´ınio abstrato e lo´gico. A matema´tica estuda quanti-
dades, medidas, estruturas, espac¸os e variac¸o˜es. Um trabalho matema´tico consiste em
procurar por padro˜es, formular conjecturas e a partir de axiomas e definic¸o˜es,
por meio de deduc¸o˜es rigorosas estabelecer novos resultados. Deduc¸o˜es que levam a
resultados, constituem os teoremas. Teoremas, base para outros teoremas, sa˜o cha-
mados de lemas. Resultados consequentes de teoremas, sa˜o os chamados corola´rios.
Como veremos no pro´ximo cap´ıtulo, desde as nossas primeiras concepc¸o˜es de nu´mero
e forma, que datam de tempos ta˜o remotos como os do comec¸o do per´ıodo neol´ıtico,
que a Matema´tica sempre foi parte da atividade humana. Ela evoluiu a partir de
contagens, medic¸o˜es, ca´lculos e do estudo sistema´tico de formas geome´tricas e mo-
vimentos de objetos f´ısicos. Depois, a Matema´tica se desenvolveu, primitivamente,
no Egito, no Oriente Me´dio, mais precisamente na Mesopotaˆmia, na Gre´cia, na
I´ndia (Hindus), e na civilizac¸a˜o a´rabe. Os racioc´ınios mais abstratos que envolviam
argumentac¸a˜o lo´gica surgiram com os matema´ticos gregos aproximadamente em 300
a.C., notadamente com a obra Os Elementos de Euclides (aproximadamente, 365
a.C-300 a.C). A partir do per´ıodo histo´rico da Renascenc¸a (fins do se´culo XIV e in´ıcio
do se´culo XVII), o desenvolvimento da Matema´tica intensificou-se na Europa, quando
novas descobertas cient´ıficas levaram a um crescimento acelerado de resultados, que
influencia ate´ os dias de hoje.
1.2 Caracter´ısticas da Matema´tica
Como em Omnes (1996), deparamo-nos com as caracter´ısticas da Matema´tica, as
quais sa˜o elencadas a seguir:
• (a) Seu ı´ntimo parentesco com a Lo´gica, a tal ponto que na˜o se pode dizer
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onde as duas se separam.
• (b) A capacidade das matema´ticas se reduzirem a um puro uso de s´ımbolos,
com o que elas mostram a distaˆncia que as separa de qualquer espe´cie de
realidade concreta. As matema´ticas sa˜o o extremo da abstrac¸a˜o (auseˆncia de
detalhes), que desde o nascimento da geometria grega, essa caracter´ıstica de
abstrac¸a˜o e´ separada da realidade concreta.
• (c) Uma terceira caracter´ıstica e´ o estreito lac¸o que elas conservam com a
realidade, na medida em que as cieˆncias da natureza, particularmente a F´ısica,
na˜o podem dispensar-se da linguagem ou dos conceitos da matema´tica.
• (d) Ale´m dessas, as matema´ticas sa˜o um produto do ce´rebro humano, sa˜o
realizac¸o˜es humanas e, sa˜o feitas por homens que vivem em sociedade.
1.3 A estrada de Leibniz a Go¨del
Por volta do se´culo III a.C., o matema´tico indiano Pingala ja´ havia originado a
primeira ideia do que viria a ser o sistema de numerac¸a˜o bina´rio. No se´culo XVIII,
Gottfried Leibniz (1646-1716) acreditava que se poderia resolver todos os proble-
mas de cooperac¸a˜o humana atrave´s de uma linguagem universal (“characteristica
universallis”) e de uma a´lgebra de racioc´ınio (“calculus ratiocinator”). Leibniz
tentou desenvolver algo pelo qual todo racioc´ınio poderia ser reduzido a uma ca´lculo
matema´tico. Provavelmente, a partir da ideia de Pingala, Leibniz em 1703, desen-
volveu a Lo´gica em um sentido formal e matema´tico, utilizando o sistema bina´rio.
Em seu sistema, uns e zeros tambe´m representam conceitos como verdadeiro e falso,
ligado e desligado, va´lido e inva´lido. Ainda usado atualmente no processamento de
todos computadores modernos, o sistema estabelece que sequeˆncias espec´ıficas de
uns e zeros podem representar qualquer informac¸a˜o.
Na linha diviso´ria entre a matema´tica dos se´culos XVIII e XIX, dos que contribuiram
indiretamente para assuntos na Cieˆncia da Computac¸a˜o, domina a figura de Carl
Friedrich Gauss (1777-1855), que tem participac¸a˜o na “teoria dos nu´meros” com
o surgimento da aritme´tica modular, muito utilizada em computac¸a˜o.
Em Stewart (2012), Ian Stewart (o autor de Mania de Matema´tica e Sera´ que Deus
joga dados? ) faz um maravilhoso trabalho de equilibrar histo´ria e teoria matema´tica
num livro fa´cil de se entender. Em Uma Histo´ria da Simetria na Matema´tica, Ian
Stewart conta sobre o conceito de simetria e em seu prefa´cio ressalta:
A data e´ 13 de maio de 1832. Na ne´voa da alvorada, dois jovens franceses se
encaram, pistolas em punho, em duelo por causa de uma mulher. O tiro e´ disparado,
e um dos homens tomba no cha˜o, mortalmente ferido. Ele morre duas semanas depois,
de peritonite, aos 21 anos, sendo enterrado numa vala comum - uma sepultura na˜o
identificada. Uma das mais importantes ideias da histo´ria da Matema´tica e da cieˆncia
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quase morre como ele.
O duelista que sobreviveu continou desconhecido. O que morreu era E´variste
Galois, revoluciona´rio pol´ıtico e matema´tico obsessivo cujos trabalhos reunidos
ocupavam apenas seis pa´ginas. Mas o legado que transmitiu revolucionou a Ma-
tema´tica. Galois inventou uma linguagem que descreve a simetria nas estruturas
matema´ticas e deduz as suas propriedades. Conhecida como “teoria de grupo”, hoje
essa linguagem e´ usada tanto na Matema´tica pura quanto na aplicada, na qual regula
a formac¸a˜o dos padro˜es naturais do mundo em que vivemos. A simetria tambe´m tem
papel central nas fronteiras da f´ısica, no mundo quaˆntico do muito pequeno e no
mundo relativ´ıstico do mundo grande. Enta˜o, a teoria dos grupos e´ uma unificac¸a˜o
matema´tica dos principais campos da f´ısica moderna. E tudo comec¸ou como uma
simples questa˜o de a´lgebra, sobre a resoluc¸a˜o de equac¸o˜es matema´ticas - encontrar
uma inco´gnita a partir de algumas indicac¸o˜es matema´ticas, que correspondeu a
tentativa de soluc¸a˜o alge´brica para as qu´ınticas.
E´ importante compreender que ja´ se sabia da existeˆncia de soluc¸o˜es particula-
res para as equac¸o˜es qu´ınticas. A questa˜ era: sera´ que essas soluc¸o˜es podaim ser
sempre representadas por uma fo´rmula alge´brica? Em 1821, o jovem noruegueˆs Niels
Henrik Abel demonstrou que uma qu´ıntica na˜o poderia ser resolvida de forma
alge´brica. Suas demonstrac¸a˜o, pore´m foi indireta e bem misteriosa. Ele provou que
nenhuma soluc¸a˜o geral era poss´ıvel, mas na˜o mostrou o porqueˆ. E´variste Galois
descobriu que a impossibilidade de resolver a qu´ıntica derivava das simetrias da
equac¸a˜o. Se essas simetrias passassem pelo teste de Galois, elas se encaixariam de
uma forma muito espec´ıfica, e as equac¸o˜es poderiam ser resolvidas por uma fo´rmula
alge´brica. Se as simetrias na˜o passassem, essa fo´rmula na˜o existiria. Galois descobriu
que ma qu´ıntica na˜o poderia ser resolvida por uma fo´rmula porque ela tinha um tipo
errado de simetria.
Simetria na˜o e´ um nu´mero nem um formato, e´ um tipo de transformac¸a˜o - uma
maneira de mover um objeto. Se o objeto parecer o mesmo depois de movido, a
transformac¸a˜o presente e´ uma simetria. Por exemplo, um quadrado continua um
quadrado se for rotacionado em um aˆngulo reto.
Essa ideia, muito desenvolvida, e´ ba´sica na atual compreesa˜o atual do Universo.
No cerne da “teoria da relatividade”teoria da relatividade, de Albert Einstein
(1879-1955), encontra-se o princ´ıpio de que as leis da F´ısica devem ser as mesmas
em todos os lugares e em todos os tempos. Ou seja, as leis devem ser sime´tricas
em relac¸a˜o ao movimento no espac¸o e a` passagem do tempo. A nos diz que tudo
no Universo e´ constitu´ıdo a partir de uma colec¸a˜o de part´ıculas “fundamentais”. O
comportamento dessas part´ıculas e´ regido por equac¸o˜es matema´ticas - as “leis da
natureza” - e essas leis tambe´m tem uma simetria. Part´ıculas podem se transformar
matematicamente em outras bem diferentes (este na˜o e´ o caso de simetria), e essas
transformac¸o˜es tambe´m na˜o alteram as leis da F´ısica.
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Esses conceitos, e outros mais recentes, nas fronteiras da f´ısica atual, na˜o pode-
riam ser descobertos sem uma profunda compreensa˜o matema´tica da simetria. Essa
compreensa˜o veio da matema´tica pura; seu papel na F´ısica so´ surgiu depois. Ideias
extraordinariamente u´teis podem sair de considerac¸o˜es apenas abstratas.
Simetria tem um histo´ria que comec¸ou na antiga Babiloˆnia e termina nos tempos de
hoje do se´culo XXI. A histo´ria da simetria mostra como a busca aparentemente inu´til
do que parecia uma fo´rmula imposs´ıvel abriu um novo horizonte para o Universo,
revolucionando a Cieˆncia e a Matema´tica. De uma maneira mais abrangente, a
histo´ria da simetria ilustra como as influeˆncia culturais e a continuidade histo´rica das
grandes ideias podem ganhar destaque por conta de sublevac¸o˜es ocasionais, tanto
pol´ıticas quanto cient´ıficas.
A simetria na˜o se tornou uma ideia dominante pelo caminho esperado: a geometria.
O indispensa´vel conceito de simetria que os matema´ticos e f´ısicos usam hoje chegou
pela a´lgebra.
Neste mesmo per´ıodo de Gauss (1877-1855), E´variste Galois (1811-1832), an-
tes de sua morte, deixou nada menos do que a chave da a´lgebra moderna, que veio a
ser a teoria dos grupos.
No se´culo XIX, durante muitas de´cadas, a matema´tica pura, nos pa´ıses de l´ıngua
inglesa, manteve a sua forte eˆnfase na a´lgebra formal. Augustus De Morgan
(1806-1871), de 1826-1866 foi professor na University College, em Londres, e tambe´m
apresentou uma forma de uma lo´gica das proposic¸o˜es. De Morgan influenciou muito
as matema´ticas britaˆnicas da e´poca. A influeˆncia de De Morgan pode ser atestada
em sua obra Budget of Paradoxes (1872) publicada postumamente. Esta ”a´lgebra
oriunda de uma lo´gica”iniciou uma escola de pensamento que aspirava estabelecer a
unificac¸a˜o da lo´gica e da matema´tica.
George Boole (1815-1864) foi influenciado pelos trabalhos de lo´gica simbo´lica
realizados por De Morgan. A tendeˆncia formalista nos matema´ticos ingleses teve
importaˆncia para a aparic¸a˜o de An Investigation of the Laws of Thought em 1854, de
George Boole (1815-1864) do Queens’s College em Dublin. Um se´culo e meio depois
de Leibniz, George Boole publicou, baseado neste trabalho, a´lgebra booleana (em
1854), com um sistema completo que permitia a construc¸a˜o de modelos matema´ticos
para o processamento computacional. Enta˜o, mostrava-se como as leis da lo´gica
formal, que tinham sido codificadas por Aristo´teles (384 a.C-322 a.C), que eram
ensinadas durante se´culos nas Universidades, e depois sistematizada por Leibniz
(1703) podiam, elas pro´prias, tornar-se um objeto de uma a´lgebra, como surgiu a
a´lgebra de Boole.
Em 1884, as ideias ficaram mais fortalecidas com o livro de Gottlob Frege ”Die
Grundlagen der Aritmetik”, no qual propoˆs uma deduc¸a˜o dos conceitos da aritme´tica
a partir da lo´gica. Estas investigac¸o˜es atingiram o cl´ımace no in´ıcio do se´culo XX e,
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influenciaram o trabalho posterior de David Hilbert (1862-1943) sobre os funda-
mentos da aritme´tica.
Por outro lado, o estudo moderno da teoria dos conjuntos foi iniciado por Georg
Cantor (1845-1818) e Richard Dedekind (1831-1916) em 1870. Georg Cantor
ficava conhecido como o criador da teoria dos conjuntos . Seus principais artigos sobre
esta teoria aconteceram entre 1895-1897. Neste mesmo tempo, Cantor descobriu
o primeiro dos paradoxos suscitados pela teoria dos conjuntos. Ele descobriu os
paradoxos, enquanto trabalhava sobre seus artigos de 1895 e 1897, e ele escreveu a
Hilbert (1862-1943) em 1896, explicando o paradoxo para este. Hilbert contribuiu
indiretamente para a Cieˆncia da Computac¸a˜o. Hilbert pensava na Matema´tica, mas
dois dos sues problemas que ele colocou na comunidade cient´ıfica da e´poca, bem no
in´ıcio do se´culo XIX, influenciaram, posteriormente, as primeiras ideias de Turing
(1912-1954) para a Cieˆncia da Computac¸a˜o.
Mais ainda, Bertrand Russel (1872-1970) descobriu um paradoxo que leva seu
nome Russell em 1903, enquanto trabalhava sobre sua obra Principles of Mathe-
matics (1910-1913). O paradoxo surgiu em conexa˜o com o conjunto de todos os
conjuntos, os quais na˜o sa˜o membros deles pro´prios, isto e´, sobre a teoria dos conjun-
tos de Cantor. Tornava-se claro que se tinha de usar a teoria dos conjuntos com
cuidado, especialmente na utilizac¸a˜o do termo ”todos”, e evitar o descuido semaˆntico.
A resposta ao paradoxo veio do pro´prio Russell, com a introduc¸a˜o de sua teo-
ria dos tipos. Embora primeiro introduzido por Russell em 1903 nos Princ´ıpios, sua
teoria dos tipos encontra sua expressa˜o madura em seu artigo Mathematical Logic
como base na Teoria dos Tipos de 1908, e na obra monumental que ele com co-autoria
de Alfred North Whitehead (1861-1947), Principia Mathematica (1910 , 1912,
1913). Sua ide´ia ba´sica era que a refereˆncia a colec¸o˜es problema´ticas (como o conjunto
de todos os conjuntos que na˜o sa˜o membros de si mesmos) poderiam ser evitados,
organizando todas as sentenc¸as em uma hierarquia, comec¸ando com frases sobre os
membros no n´ıvel mais baixo, sentenc¸as sobre conjuntos de membros no pro´ximo
n´ıvel mais baixo, sentenc¸as sobre conjuntos de conjuntos de membros no pro´ximo
n´ıvel mais baixo, e assim por diante. Deste ponto de vista, segue-se que e´ poss´ıvel,
se referir a uma colec¸a˜o de objetos para os quais uma determinada condic¸a˜o vale, se
esses esta˜o todos ao mesmo n´ıvel ou do mesmo ”tipo”. Surge enta˜o, a ideia de tipos
e a teoria dos tipos , que veio ser utilizada na Cieˆncia da Computac¸a˜o, no sentido de
se organizar os espac¸os de dados em programas de computador. No u´ltimo cap´ıtulo
do segundo volume, sobre Tipos Abstratos de Dados, o leitor vera´ que a teoria dos
tipos deu origem a`s classes de objetos, e que este conceito norteou em como se
pode programar um computador segundo o paradigma da orientac¸a˜o a objetos. Em
teoria dos conjuntos, uma classe (tambe´m chamada colec¸a˜o) e´ ”quase”um conjunto,
ou seja, classes tem va´rias propriedades em comum com conjuntos, mas na˜o sa˜o,
necessariamente, conjuntos.
Apo´s a descoberta de paradoxos na teoria ingeˆnua dos conjuntos, sistemas de
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axiomas foram propostos no in´ıcio do se´culo XX. Foram feitas muitas tentativas para
revelar o valor verdadeiro das matema´ticas. E um dos caminhos foi estabelecer um
sistema de axiomas para a teoria dos conjuntos de Cantor, dos quais os axiomas
de Zermelo-Fraenkel sa˜o os mais conhecidos. Ernst Zermelo e Adolf Fraenkel,
participantes do c´ırculo de Hilbert, realizou-os em 1908, para evitar o paradoxo de
Russel. E hoje, a teoria dos conjuntos e´ uma forma matema´tica de se modelar o
mundo em conjuntos, enquanto o paradigma orientado a objetos e´ a forma computaci-
onal de se modelar o mundo atrave´s das classes de objetos, advinda da teoria dos tipos.
Este volume termina lembrando Kurt Go¨del. Grande parte da Cieˆncia da Com-
putac¸a˜o teo´rica mais geral, tem suas ra´ızes, historicamente, bem como conceitual-
mente, no campo da lo´gica, e por isso, muitos dos resultados de Go¨del tambe´m sa˜o
importantes no campo do valor teo´rico para Cieˆncia da Computac¸a˜o. Entre 1933-
1935, Go¨del introduziu as func¸o˜es recursivas primitivas. Em 1934,Go¨del definiu as
func¸o˜es recursivas gerais, a partir das ideias de Jacques Herbrand. Go¨del na˜o se
preocupou com a noc¸a˜o de efetivamente computa´vel, mas somente com a definic¸a˜o
de func¸a˜o recursiva, como as func¸o˜es recursivas primitivas.
O final do se´culo XIX e in´ıcio do se´culo XX foi marcado pelas controve´rsias na
matema´tica, sobretudo na forma de me´todo, de como a matema´tica deveria conduzir
a sua teoria da prova. Como explicado em Costa (2008) sobre as correntes filoso´ficas
e´poca, divididas em Logicismo, Intuicionismo, Formalismo e a Matema´tica e Lin-
guagem. O intuicionismo deu origem a algumas formas de construtivismo.
A corrente cla´ssica logicista de Bertrand Rusell conduziu a` primeira iniciativa
sobre a teoria dos tipos. E a corrente filoso´fica construtivista dos anos 30, na˜o se
limitou apenas a` matema´tica. A de´cada dos anos 30, na mesma e´poca de Go¨del, foi
marcada por avanc¸os na teoria da computac¸a˜o atrave´s dos trabalhos de Alonzo
Church, Kleene, Rosser e Alan Turing. A e´poca foi de grande importaˆncia para
o surgimento e desenvolvimento da teoria da recursa˜o. Com isso, surgiu uma nova
a´rea da matema´tica chamada matema´tica recursiva. Essa a´rea, assim como as demais
a´reas da matema´tica cla´ssica, utilizava a lo´gica cla´ssica.
Na de´cada de 1940, o matema´tico Andrei Andreyevich Markov desenvolveu
uma versa˜o construtiva da matema´tica recursiva. Basicamente, Markov desenvolveu
a matema´tica recursiva substituindo a lo´gica cla´ssica pela lo´gica intuicionista. E
o mesmo fez, Martin Lo¨f, na de´cada de 60, quando estudou a teoria dos tipos,
substituindo a lo´gica cla´ssica pela lo´gica intuicionista. O fato e´ que a teoria dos
tipos veio contribuir para a Cieˆncia da Computac¸a˜o, quando se trata de dados de
programas, e redundar no que temos hoje, relativo a visa˜o dos tipos abstratos de
dados, que nos proporcinou as classes de objetos do paradigma de programac¸a˜o
orientado a objetos.
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1.4 A Matema´tica Discreta
Uma das maneiras de se dividir a Matema´tica em dois grandes grupos de sistemas
matema´ticos, e´ fazeˆ-la pela classe dos sistemas discretos e a classe dos sistemas
cont´ınuos Janos (2009). Mas estamos, neste livro, interessados nos sistemas dis-
cretos. Deixemos a matema´tica dos sistemas cont´ınuas para um outro volume da
se´rie Pensamento Matema´tico @ Cieˆncia da Computac¸a˜o. A Matema´tica Discreta
e´ utilizada, diretamente, como uma ferramenta essencial para a Cieˆncia da Com-
putac¸a˜o, e e´ abordada nas primeiras disciplinas de um curso de graduac¸a˜o em cieˆncia
da computac¸a˜o. A classe dos sistemas discretos esta´ associada aos nu´meros
naturais N, um conjunto enumera´vel, tal como {0, 1, 2, . . .}, e que modelam os
fenoˆmenos com variac¸o˜es discretas. Para sistemas discretos da computac¸a˜o, temos a
Matema´tica Discreta, a mais apropriada para estudar e modelar esses sistemas. No
computador digital todas as grandezas sa˜o de estados elementares e de tempo discreto.
Na Matema´tica Discreta teo´rica, existem estruturas muito utilizadas, com aplicac¸a˜o
na Cieˆncia da Computac¸a˜o. Refereˆncias bibliogra´ficas que podem ser citadas, por
exemplo, sa˜o os livros Deo (1974) (teoria dos grafos) , Stanat (1977) (modelos
matema´ticos, racioc´ınio matema´tico, conjuntos, relac¸o˜es bina´rias, func¸o˜es, conta-
gem e teoria da Complexidade, conjuntos infinitos e a´lgebras), Tremblay (1987)
(Lo´gica, teoria dos conjuntos, a´lgebra, teoria dos grafos e teoria da computabilidade),
Sudkamp (1988) (Matema´tica preliminar e linguagens, grama´ticas de linguagens,
teoria dos autoˆmatos e linguagens, decidibilidade, computabilidade e complexidade
computacional) Carnielli e Epstein (2005) (Computabilidade, func¸o˜es computa´veis,
Lo´gica e o fundamentos da matema´tica) e Sipser (2011) (Autoˆmatos e linguagens,
teoria da computabilidade e teoria da complexidade). Existem muitas outras obras
tratando sobre a Matema´tica Discreta e entre estas existem as obras que tratam da
a´lgebra como em Monteiro (1969).
No contexto da matema´tica discreta, destaca-se a “teoria dos grafos”, surgida
no se´culo XVIII, com Euler (1707-1783) em 1736, com o problema das pontes de
Ko¨nigsberg, e que se desenvolveu como base para va´rias teorias subsequentes. A teoria
esta´ intimamente ligada a muitos ramos da Matema´tica, e e´ poderosa na construc¸a˜o
de modelos matema´ticos e resoluc¸a˜o de problemas relacionados a qualquer sistema
envolvendo uma relac¸a˜o bina´ria. Ainda no se´culo XIX, Gustav Kirchhoff(1824-
1887), que investigava redes ele´tricas, e Arthur Cayley (1821-1895), que estudava
qu´ımica orgaˆnica, desenvolveram a teoria das a´rvores, hoje proporcionando as es-
truturas de dados usadas em Computac¸a˜o. Cayley foi um dos primeiros a usar a
teoria dos conjuntos de Cantor e a definir o conceito de conjunto de forma moderna
e, juntamente com William Hamilton (1788-1856) contribuiram para a a´lgebra
linear. Arthur Cayley foi um matema´tico britaˆnico. Foi professor Matema´tica Pura,
na Universidade de Cambridge, de 1863 a 1895. As suas contribuic¸o˜es incluem a
multiplicac¸a˜o de matrizes e o teorema de Cayley.
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Figura 1 – Arthur Cayley - A´rvores em grafos, estruturas de dados e multiplicac¸a˜o
de matrizes.
Fonte: Google Images - pt.wikipedia.org.
Em matema´tica, e mais especificamente na teoria dos grafos, uma a´rvore e´ um
grafo na˜o direcionado em que quaisquer dois ve´rtices sa˜o conectados por exatamente
um caminho. Em outras palavras, qualquer gra´fico ligado sem ciclos simples e´ uma
a´rvore. Uma floresta e´ uma unia˜o disjunta de a´rvores. Os va´rios tipos de estruturas
de dados referidos como a´rvores em Cieˆncia da Computac¸a˜o tem gra´fos subjacentes
que sa˜o a´rvores na teoria dos grafos, embora as estruturas tais dados sa˜o a´rvores
geralmente com nodo-raiz, assim, de fato, a ser grafos orientados, e tambe´m pode
ter ordenac¸a˜o adicional de ramos. O termo “a´rvore” foi cunhado em 1857 pelo
matema´tico britaˆnico Arthur Cayley.
Gustav Robert Kirchhoff foi um f´ısico alema˜o. Suas contribuic¸o˜es cient´ıficas
foram principalmente no campo dos circuitos ele´tricos, e com isso criu a Tree Theory
(Teoria das A´rvores), estruturas de grafos muito utilizadas para estruturar dados em
Cieˆncia da Computac¸a˜o.
Tambe´m na primeira metade do se´culo XX, a a´lgebra modificou o seu cara´ter
ancestral. Em vez de tratar meramente da teoria das equac¸o˜es alge´bricas, tornou-se
a doutrina abstrata dos dias de hoje, com suas estruturas alge´bricas, com suas
estruturas de grupos, ane´is, corpos e conceitos. Uma das origens da nova a´lgebra
foi o desenvolvimento da “teoria dos grupos”, partindo da teoria de Galois das
equac¸o˜es alge´bricas e levando a uma teoria abstrata autoˆnoma, especialmente a`
teoria dos grupos finitos Struik (1987), estabelecendo deste modo a transformac¸a˜o
da a´lgebra como um todo. Grupos finitos acabaram por encontrar seu espac¸o na a´rea
da criptografia aplicada a sistemas computacionais de seguranc¸a. Portanto, a partir
da teoria dos nu´meros (que nos proporcionou a aritme´tica modular, aplicada na
a´rea de Seguranc¸a da Informac¸a˜o) e da teoria dos conjuntos, surgiram as estruturas
alge´bricas como os grupos, ane´is (polinoˆmios), corpos, espac¸os vetoriais (que tem
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Figura 2 – Gustav Kirchhoff - A´rvores em cieˆncia da computac¸a˜o.
Fonte: Google Images - www.nndb.com.
uma a´lgebra vetorial), espac¸os me´tricos (Hilbert) servindo para a computac¸a˜o
quaˆntica, e espac¸os topolo´gicos (computac¸a˜o gra´fica). Todas estas teorias alicerc¸am
e contribuem para determinadas a´reas da Cieˆncia da Computac¸a˜o, beneficiadas pela
Lo´gica ou Matema´tica Discreta.
1.5 Lo´gica e Cieˆncia da Computac¸a˜o
A “teoria da computac¸a˜o” se baseiou em conceitos definidos pelos lo´gicos e ma-
tema´ticos. Na ordem de suas existeˆncias, vieram Leibniz, De Morgan, Boole,
Frege, Go¨del, Church, John von Neumann, Turing e Shannon.
A partir da Lo´gica de Aristo´teles, sistematizada por Leibniz no se´culo XVII,
criando o cerne de uma lo´gica proposicional, no se´culo XIX, em 1854, o matema´tico e
lo´gico britaˆnico George Boole, atrave´s da obra intitulada ”An Investigation of the
Laws of Thought”, apresentou um sistema matema´tico de ana´lise lo´gica conhecido
como A´lgebra de Boole. Depois da a´lgebra de Boole, o lo´gico Gottlob Frege definiu
o primeiro ca´lculo baseado em . Gottlob Frege (1879) evoluiu da Lo´gica Proposicio-
nal (Leibniz) para a Lo´gica dos Predicados, passando das verdades absolutas para as
verdades relativas, que e´ a lo´gica que viria a ser usada nos programas mais comuns do
computador de hoje - x < 3 e´ um predicado, uma func¸a˜o que retorna verdade ou falso.
Giuseppe Peano (1858-1932) foi um matema´tico e lo´gico italiano. Autor de mais
de 200 livros e artigos, ele foi um dos fundadores da lo´gica simbo´lica e desenvolvedor
da teoria dos conjuntos, para as quais ele tambe´m contribuiu bastante na notac¸a˜o.
De 1890 ate´ sua morte em 1932, ele trabalhou a lo´gica simbo´lica e usava o me´todo
axioma´tico, realc¸ando a necessidade do rigor matema´tico. Isto conduziu-o ao seu
Formula´rio Matema´tico (5 volumes, 1895-1908), uma apresentac¸a˜o compreensiva dos
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teoremas da matema´tica (cerca de 4200), logicamente fundamentada com a ajuda
dos seus silogismos. Peano na˜o convenceu suficientemente o mundo matema´tico,
mas a sua influeˆncia em questa˜o de Lo´gica e´ inequ´ıvoca Struik (1987).
Alonzo Church, nos anos 30, depois de ter passado um ano na Universidade
de Harvard, em seguida, um ano em Go¨ttingen e Amsterdam, voltou para os Estados
Unidos tornando-se professor na Universidade de Princeton em 1929, instituic¸a˜o
excitante para a Lo´gica em 1930. Haviam Church, juntamente com seus alunos
Rosser e Kleene. Kurt Go¨del, matema´tico e lo´gico, visitou o Institute for Ad-
vanced Study de 1933-1935, antes de se mudar para la´ permanentemente. Havia
tambe´m,John von Neumann que foi orientado por Hilbert. Importante tambe´m
citar Alan Turing, que ja´ pensava sobre a noc¸a˜o de calculabilidade efetiva (depois,
chamada de computabilidade), que veio como um estudante-visitante em 1936 e ficou
para completar seu doutorado sob a orientac¸a˜o de Church.
O trabalho de Church e´ de grande importaˆncia na lo´gica matema´tica, na “te-
oria da computabilidade” (tambe´m chamada de “teoria da recursa˜o”) e em Cieˆncia
da Computac¸a˜o teo´rica. Church contribuiu com alguns trabalhos importantes, den-
tre os quais Alternatives to Zermelo’s Assumption (1927). Ele criou o λ-Ca´lculo
nos anos 30, que hoje e´ uma ferramenta inestima´vel para cientistas da computac¸a˜o.
Church foi fundador do Journal of Symbolic Logic in 1936. O λ-ca´lculo deu origem,
posteriormente, a primeira linguagem de programac¸a˜o funcional, LISP, concebida por
John McCarthy em 1958. Num ce´lebre artigo, McCarthy mostra que e´ poss´ıvel
usar exclusivamente func¸o˜es matema´ticas e estruturas de dados elementares. O que
e´ poss´ıvel a partir do momento em que ha´ um mecanismo formal para manipular
func¸o˜es, como o λ-Ca´lculo de Alonzo Church. A linguagem LISP (List Processing)
foi projetada, primariamente, para o processamento de dados simbo´licos. Ela e´
uma linguagem formal oriunda da Matema´tica, classificada como uma linguagem
funcional. Durante os anos de 1970 e 1980, LISP tornou-se a principal linguagem da
comunidade da a´rea de Inteligeˆncia Artificial.
A Lo´gica e´ utilizada na especificac¸a˜o de sistemas computacionais. Como em Zach
(2006), computac¸o˜es sa˜o estruturas matema´ticas contendo nodos (estados) e transic¸o˜es
de estados e a Lo´gica faz afirmac¸o˜es sobre tais estruturas. Portanto, computac¸o˜es
sa˜o modelos para expresso˜es lo´gicas. Esta abordagem e´ conhecida como computac¸a˜o-
como-modelo. Como um exemplo de como a Lo´gica e´ utilizada nesta abordagem,
considere as triplas de Hoare, que tipicamente sa˜o representados como {Γ}P {∆},
significando que se um programa P comec¸a a ser rodado em um estado que satizfaz
as proposic¸o˜es lo´gicas em Γ, enta˜o P termina (se e´ que termina) em um estado que
satisfaz as proposic¸o˜es em ∆. As fo´rmulas em Γ sa˜o chamadas de pre´-condic¸o˜es de P ,
enquanto que as em ∆ sa˜o chamadas de po´s-condic¸o˜es, depois que P foi executado.
Esta abordagem e´ a esseˆncia dos me´todos formais baseados na linguagem Z, como
em Spivey (1989), constitu´ıda da “teoria dos conjuntos”, Lo´gica dos Predicados e do
λ-Ca´lculo, na qual os estados sa˜o descritos por fo´rmulas da lo´gica dos predicados,
enquanto as transic¸o˜es sa˜o descritas nos esquemas da linguagem Z. Nesses esquemas,
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existem as varia´veis envolvidas nas transic¸o˜es e mais as pre´-condic¸o˜es e po´s-condic¸o˜es
descritas em fo´rmulas da lo´gica dos predicados.
1.6 Lo´gica e Computadores
Julius Edgar Lilienfeld (1882-1963) foi um f´ısico Austro-Hu´ngaro Judeu. Nasceu
em Lemberg na A´ustria-Hungria (hoje chamado Lviv na Ucraˆnia). Entre 1900 e 1904,
Lilienfeld estudou na Friedrich-Wilhelms-Universita¨t (rebatizada Universidade
Humboldt, em 1949), em Berlim, onde recebeu seu Ph.D. em 18 de fevereiro de 1905.
Em 1905 ele comec¸ou a trabalhar no Instituto de F´ısica da Universidade de Leipzig.
Figura 3 – Julius Lilienfeld - O criador do Field Effect Transistor e do Electrolytic
Capacitor em meados dos anos 20.
Fonte: www.computerhistory.org.
O in´ıcio da carreira de Lilienfeld foi na Universidade de Leipzig, onde realizou
importante trabalho inicial sobre as descargas ele´tricas no ”va´cuo”, entre eletrodos
meta´licos, de cerca de 1910 em diante. Mais do que qualquer outro cientista, ele era
responsa´vel pela identificac¸a˜o de emissa˜o de ele´trons como um efeito f´ısico separado.
Ele o chamou de ”emissa˜o auto-eletroˆnico, e estava interessado como uma poss´ıvel
fonte de ele´trons para tubos de raios-X miniaturizados, em aplicac¸o˜es me´dicas. Lili-
enfeld foi o responsa´vel pelo primeiro relato confia´vel da fenomenologia experimental
de ele´tron campo emissa˜o, em 1922. O efeito foi explicado por Fowler e Nordheim
em 1928.
Lilienfeld emigrou para os Estados Unidos no in´ıcio de 1920, originalmente para
defender patentes que possu´ıa, e em seguida, fez uma carreira cient´ıfica e industrial
nos Estados Unidos, tornando-se cidada˜o americano posteriormente.
Entre outras coisas, ele inventou um transistor “FET-like” e o “capacitor eletrol´ıtico”
na de´cada de 1920. Ele apresentou va´rias patentes que descrevem a construc¸a˜o e
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operac¸a˜o de transistores, assim como muitas caracter´ısticas de transistores modernos.
Um transistor “FET-like” foi concedido 28 de janeiro de 1930. Quando Brattain,
Bardeen e Robert Gibney tentaram obter patentes em seus primeiros dispositivos,
a maioria de suas reivindicac¸o˜es foram rejeitada devido a`s patentes Lilienfeld.
A radiac¸a˜o o´ptica emitida quando ele´trons atacam uma superf´ıcie de metal e´ de-
nominado “Lilienfeld radiac¸a˜o”, depois que ele descobriu que perto de aˆnodos de
tubos de raios-X. A Sociedade Americana de F´ısica nomeou um dos seus principais
preˆmios apo´s Lilienfeld.
Na estrada de Leibniz a` Shannon, em 1931, apenas seis anos depois de Julius Lili-
enfeld (1882-1963) ter inventado o transistor no Canada´, Kurt Go¨del (1906-1978)
definiu os fundamentos da Cieˆncia da Computac¸a˜o teo´rica com seu trabalho em lin-
guagens formais universais e os limites de prova e computac¸a˜o. Ele construiu sistemas
formais que permitam declarac¸o˜es auto-referenciais que falavam sobre si mesmas,
em particular, sobre se essas podiam ser derivadas de um conjunto enumera´vel de
axiomas dados atrave´s de um procedimento de prova de teoremas computacional.
Go¨del passou a construir expresso˜es que afirmavam a sua pro´pria indemonstrabili-
dade, para provar que a Matema´tica tradicional ou era falha, ou continha declarac¸o˜es
improva´veis. O resultado da incompletude de Go¨del e´ amplamente considerada como
a realizac¸a˜o mais nota´vel da Matema´tica do se´culo XX, embora alguns matema´ticos
dizem que era uma questa˜o da Lo´gica, na˜o da Matema´tica, e outros chamam o
resultado fundamental da Cieˆncia da Computac¸a˜o teo´rica. Reformulado posterior-
mente por Church, Post e Turing), o assunto transformou-se numa disciplina que
ainda na˜o existia oficialmente naquela e´poca, mas foi efetivamente criada atrave´s do
trabalho iniciado por Go¨del. O resultado de Go¨del teve um enorme impacto na˜o so´
sobre a Matema´tica, na Filosofia, mas tambe´m veio a ter na Cieˆncia da Computac¸a˜o.
Seguindo Herbrand, Go¨del tambe´m contribuiu para o desenvolvimento das func¸o˜es
recursivas, depois muito estudadas por Church e seus alunos Kleene e Rosser.
No se´culo XX, em 1936, a Lo´gica foi incorporada a` ideia da construc¸a˜o das ma´quina
abstratas de Alan Turing. Partindo-se do princ´ıpio que muitas das nossas tarefas
dia´rias sa˜o uma sequeˆncia de passos que obedecem a uma determinada ordem, de um
estado inicial, atrave´s de um per´ıodo de tempo finito, e que nesse per´ıodo produzimos
resultados esperados e bem definidos num estado final, podemos classificar essas
tarefas dentro de um procedimento lo´gico, que utilizam os conceitos da lo´gica para
fazer com que uma ma´quina pudesse produzir as sequeˆncias de passos apropriados
para essas tarefas. Turing descobriu que qualquer procedimento lo´gico bem definido,
passo a passo, podia ser executado numa ma´quina abstrata. Turing provou tambe´m
que, teoricamente, podia-se construir uma ma´quina de Turing universal, que podia
seguir os passos de um procedimento lo´gico bem definido, passo a passo, lendo
instruc¸o˜es e processando as mesmas, seguindo regras de transic¸a˜o entre passos, assim
fazendo surgir a ideia de uma ma´quina programa´vel.
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Figura 4 – Kurt Go¨del em 1962 - Os limites de prova dos sistemas formais.
Fonte: www.qotd.org.
Em 1937, o engenheiro americano Claude Shannon utilizou as teorias da A´lgebra
de Boole para a soluc¸a˜o de problemas de circuitos de telefonia com rele´s, tendo
publicado um trabalho denominado ”Symbolic Analysis of Relay and Switching”,
praticamente introduzindo na a´rea tecnolo´gica o campo da eletroˆnica digital. Esse
ramo da eletroˆnica emprega em seus sistemas um pequeno grupo de circuitos ba´sicos
padronizados conhecidos como portas lo´gicas. Portas lo´gicas ou circuitos lo´gicos, sa˜o
dispositivos que operam um ou mais sinais lo´gicos de entrada para produzir uma e
somente uma sa´ıda, dependente da func¸a˜o implementada no circuito. Sa˜o geralmente
usadas em circuitos eletroˆnicos, por causa das situac¸o˜es que os sinais deste tipo de
circuito podem apresentar: presenc¸a de sinal (”1”); e auseˆncia de sinal (”0”). As
situac¸o˜es ”Verdade”e ”Falso”sa˜o estudadas na lo´gica em que Boole transformou
em A´lgebra. O comportamento das portas lo´gicas e´ conhecido pela tabelas-verdade,
criadas por Emil Post (aquelas que estudamos no primeiro curso de lo´gica proposici-
onal) que apresentam os estados lo´gicos das entradas e das sa´ıdas dos circuitos lo´gicos.
Konrad Zuse (1910-1995), um engenheiro alema˜o (Figura 5), no per´ıodo de 1935-
1940, levara a ideia de ma´quina programa´vel de Turing a` frente. A sua terceira
versa˜o de ma´quina, o Z3, foi finalizado em 1941. Ela era baseada em rele´s telefoˆnicos e
funcionou satisfatoriamente. A troca do sistema decimal, mais dif´ıcil de implementar
(utilizado no projeto de Charles Babbage) pelo simples sistema bina´rio tornou
a ma´quina de Zuse mais fa´cil de construir e potencialmente mais confia´vel, com
a tecnologia dispon´ıvel naquele tempo. O Z3 passou a ser o primeiro computador
programa´vel funcionando. Em va´rios aspectos ele era muito semelhante a`s ma´quinas
modernas, sendo pioneiro em va´rios avanc¸os, como o uso de aritme´tica bina´ria e
nu´meros de ponto flutuante. Os programas eram armazenados no Z3 em filmes
perfurados. Desvios condicionais na˜o existiam, mas o Z3 ainda era um computador
universal (ignorando sua limitac¸a˜o no seu espac¸o de armazenamento f´ısico). Em
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duas patentes de 1937, Konrad Zuse antecipou que as instruc¸o˜es da ma´quina
poderiam ser armazenadas no mesmo espac¸o de armazenamento utilizado para os
dados, a primeira ide´ia do que viria a ser conhecida como a arquitetura de John Von
Neumann e que seria implementada no projeto do EDSAC britaˆnico (1949). Zuse
ainda projetou a primeira linguagem de alto n´ıvel, em 1945, chamada de Plankalku¨l.
Figura 5 – Konrad Zuse - O primeiro computador programa´vel com sistema bina´rio
e arquitetura de von Neumann.
Fonte: www.dsc.ufcg.edu.br.
Desde a exposic¸a˜o dos limites fundamentais de prova e computac¸a˜o de Go¨del,
e posterior construc¸a˜o de Konrad Zuse do primeiro computador programa´vel
(1935-1941), tem havido uma se´rie de trabalhos sobre algoritmos especializados
resolvendo classes de problemas. A Lo´gica e´ extensivamente utilizada em todas as
a´reas vinculadas aos computadores. No se´culo XX, entre as de´cadas de 30 a 60, a
partir da ideia de Turing sobre a inteligeˆncia em ma´quinas, pesquisadores previram
que quando o conhecimento humano pudesse ser expresso usando Lo´gica, seria
poss´ıvel criar uma ma´quina com a capacidade de pensar, ou seja, com Inteligeˆncia
Artificial. Isto se mostrou mais dif´ıcil que o esperado em func¸a˜o da complexidade
do racioc´ınio humano. Entretanto, com a lo´gica simbo´lica, demonstrac¸o˜es feitas
por humanos podem ser auxiliadas por computador. Usando prova automa´tica de
teoremas, os computadores podem conduzir demonstrac¸o˜es. No cap´ıtulo 7 o leitor
podera´ conhecer mais detalhes, desde o advento da lo´gica, ate´ a apresentac¸a˜o das
lo´gicas mais utilizadas em sistemas de computac¸a˜o.
1.7 Para os nossos Propo´sitos ...
Das matema´ticas e lo´gicas aqui mencionadas, ale´m desta introduc¸a˜o (1) As Bases da
Cieˆncia da Computac¸a˜o, focalizaremos (2) As Origens: A Aritme´tica, (3) Os Nu´meros,
(4) Os Nu´meros Primos, (5) Congrueˆncia e Aritme´tica Modular, (6) A´lgebra na
Europa (7) A Lo´gica: de Leibniz a` Boole, (8) Se´culo XIX: Frege e a Lo´gica dos
Predicados, (9) A Teoria dos Conjuntos, (10) Relac¸o˜es e Func¸o˜es, (11) Grupos e
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Corpos (12) Conjuntos e Enumerac¸a˜o, (13) A Aritme´tica nos Se´culos XIX e XX,
(14) Hilbert - Formalismo e os Sistemas Axioma´ticos, (15) Go¨del e os Limites dos
Sistemas Formais, (16) Dos Fundamentos da Matema´tica aos Sistemas Formais, e
finalizando, (17) Os Sistemas Formais da Computac¸a˜o.
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CAPI´TULO 2
As Origens - A Aritme´tica
E
ste cap´ıtulo diz respeito a aritme´tica, a a´rea mais antiga e mais elementar da
Matema´tica. Os primeiros registros escritos indicam que os eg´ıpcios e babiloˆnios
usavam todas as operac¸o˜es aritme´ticas elementares. O termo aritme´tica tambe´m e´
usado em refereˆncia a` teoria dos nu´meros. E´ neste contexto que se pode encontrar
o teorema fundamental da aritme´tica e func¸o˜es aritme´ticas. Na Idade Me´dia, a
aritme´tica era uma das artes liberais ensinadas nas universidades.
2.1 As Origens
O per´ıodo paleol´ıtico diz respeito aos fatos histo´ricos da humanidade ha´ aproximada-
mente 15 mileˆnios atra´s, 15000 a.C. O per´ıodo neol´ıtico - na pre´-histo´ria europeia,
portanto, na˜o se aplicando a` pre´-histo´ria americana (incluindo o Brasil), Neol´ıtico
(pedra nova) ou Per´ıodo da Pedra Polida e´ o nome do per´ıodo que vai aproxima-
damente do de´cimo mileˆnio a.C., com o in´ıcio da sedentarizac¸a˜o e surgimento da
agricultura, ao terceiro mileˆnio a.C.(3000 a.C.), dando lugar a` Idade dos Metais. Na
antropologia evoluciona´ria, sedentarizac¸a˜o e´ um termo aplicado a` transic¸a˜o cultural
da colonizac¸a˜o noˆmade para a permanente. Na transic¸a˜o para o sedentarismo, as
populac¸o˜es semi-noˆmades possu´ıam um acampamento fixo para a parte sedenta´ria
do ano. O sedentarismo se tornou poss´ıvel com novas te´cnicas agr´ıcolas e pecua´rias.
O desenvolvimento do sedentarismo aumentou a agregac¸a˜o populacional e levou a`
formac¸a˜o de vilas, cidades e outras formas de comunidades.
As nossas primeiras concepc¸o˜es de nu´mero e forma datam de tempos ta˜o re-
motos como os do comec¸o da idade da pedra, o per´ıodo neol´ıtico. Durante este
per´ıodo, os homens viviam em cavernas, em condic¸o˜es pouco diferentes das dos
animais, e as suas principais atividades eram orientadas para o recolhimento de
alimentos onde fosse poss´ıvel encontra´-los. Eles faziam instrumentos para cac¸ar
e pescar, desenvolviam a linguagem para comunicar uns com os outros. Com o
desenvolvimento da linguagem e com o uso da palavra, tal percepc¸a˜o quantitativa
aumentou tanto, e chegou a tal n´ıvel de sofisticac¸a˜o que permitiu a determinadas
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culturas dar o nome a imensidades das coisas, e nos u´ltimos tempos do paleol´ıtico
enriqueceram suas habitac¸o˜es com certas formas de arte, como estatuetas e pinturas.
As pinturas em cavernas ja´ revelavam a compreensa˜o da forma; matematicamente
falando, revelavam uma compreensa˜o da descric¸a˜o bidimensional dos objetos no
espac¸o Struik (1987).
Poucos progressos ocorreram no conhecimento de valores nume´ricos e de relac¸o˜es
espaciais ate´ se dar a transic¸a˜o da era da atividade do recolhimento de alimentos
para a sua produc¸a˜o, da cac¸a e da pesca para a agricultura. Com esta transformac¸a˜o,
uma revoluc¸a˜o na qual a atitude do homen perante a natureza deixou de ser passiva
para ser ativa - inicia-se um novo per´ıodo da idade da pedra, o per´ıodo neol´ıtico
Struik (1987).
2.2 Per´ıodo Neol´ıtico
Neol´ıtico (pedra nova) e´ o nome do per´ıodo que vai aproximadamente do de´cimo
mileˆnio a.C.(9000 a.C), com o surgimento da agricultura, a aproximadamente o
quarto mileˆnio (4000 a.C.): o grande acontecimento na histo´ria da humanidade. Os
noˆmades que vagavam a procura de alimentos foram desaparecendo, os cac¸adores e
pescadores foram sendo substitu´ıdos por agricultores (entre 6000-5000 a.C. invenc¸a˜o
do arado). Esses se fixavam num local enquanto o solo se mantivesse fe´rtil, cons-
tru´ıram habitac¸o˜es mais permanentes, surgindo assim as povoac¸o˜es. Neste per´ıodo ja´
faziam o pa˜o, fermentavam a cerveja, e nos u´ltimos tempos do neol´ıtico, preparavam
e fundiam o cobre e o bronze. Inventaram a roda e aperfeic¸oaram os barcos e os
abrigos. Esta invenc¸o˜es deram-se somente em certas regio˜es. Quando comparado o
neol´ıtico com o per´ıodo paleol´ıtico, o ritmo de aperfeic¸oamento te´cnico foi muito
mais acelerado Struik (1987).
Durante o neol´ıtico, surgiu a atividade considera´vel de troca de objetos, quando,
provavelmente, deu-se in´ıcio ao come´rcio primitivo entre as diversas povoac¸o˜es,
quando foram estabelecidas as ligac¸o˜es entre localidades afastadas algumas centenas
de quiloˆmetros. A descoberta de te´cnicas de fundic¸a˜o e de manufatura, primeiro de
cobre e depois de utens´ılios de bronze, estimulou fortemente as primeiras atividades
de come´rcio primitivo. Falar, no per´ıodo neol´ıtico, tambe´m era uma atividade pre-
sente em todos os povos em todas as e´pocas. Isto tambe´m promoveu a formac¸a˜o de
linguagens . As palavras dessas linguagens exprimiam coisas bem concretas e pouco
abstratas, mas ja´ havia lugar para termos nume´ricos simples e algumas relac¸o˜es de
forma.
Os termos nume´ricos , lentamente comec¸aram a ser usados. A percepc¸a˜o de quan-
tidade pelo homem primitivo era praticamente intuitiva. As primeiras ocorreˆncias
de contagem faziam a distinc¸a˜o entre um, dois e muitos. A partir de um grupo de
treˆs ou quatro objetos, o homem dizia simplesmente que havia muitos objetos nesse
grupo. Quando o conceito de nu´mero foi-se ampliando, os nu´meros maiores foram,
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primeiro, formados por adic¸a˜o: adicionando um e dois dava treˆs; adicionando dois e
dois dava quatro; adicionando dois e treˆs dava cinco Struik (1987).
O desenvolvimento das atividades do come´rcio primitivo estimulou o conceito de
nu´mero . Os nu´meros foram ordenados e agrupados em unidades cada vez maiores.
Os registros nume´ricos eram conservados por meio de agrupamentos em entalhes de
madeira, nodos de corda ou conchas, em grupos de cinco. Deste me´todo a` utilizac¸a˜o
de s´ımbolos especiais para cinco, dez, vinte, ..., foi apenas um passo e vamos encontrar
exatamente tais s´ımbolos no in´ıcio da histo´ria da escrita Struik (1987).
A percepc¸a˜o de noc¸o˜es primitivas como a diferenc¸a entre um c´ırculo e uma reta, entre
um animal e um rebanho, uma a´rvore e uma floresta, fazem parte das primeiras
noc¸o˜es de nu´meros, formas e quantidades diferentes percebidas. Mesmo sem conhecer
um sistema nume´rico, o homem primitivo tinha uma ideia n´ıtida e clara, para
indicar uma quantidade de dois, treˆs, quatro ou cinco elementos, porque dispunha de
cinco dedos em uma ma˜o, dez dedos nas duas ma˜os ou vinte dedos nas ma˜os e nos
pe´s. Isto conduziu a` numerac¸a˜o de base cinco e mais tarde a de base dez, completada
com a adic¸a˜o e, por vezes, a subtrac¸a˜o. Assim, doze era considerado dez mais dois, e
nove como dez subtra´ıdo de um Contador (2008).
Contar pelos dedos, ou seja, contar de cinco em cinco, e dez em dez, surgiu apenas,
numa fase do desenvolvimento social. Quando se alcanc¸ou essa fase, os nu´meros pas-
saram a exprimir-se em uma base, com a ajuda da qual podem ser formados nu´meros
maiores. Para contar, quando os dedos das ma˜os e dos pe´s na˜o eram suficientes,
amontoavam-se pedras em grupos de cinco, ou marcac¸o˜es em ossos, basto˜es, para
registrar um determinado nu´mero. Foi desta maneira que surgiu uma aritme´tica de
tipo primitivo. O nu´mero quatorze, por exemplo, exprimia-se por adicionar “dez mais
quatro”, ou algumas vezes subtraindo “quinze menos um”. A multiplicac¸a˜o comec¸ou
quando vinte se exprimiu na˜o como ”dez mais dez”, mas como ”duas vezes dez”. Tais
operac¸o˜es de dois operandos (dia´dicas) foram usadas durante milhares de anos como
uma espe´cie de meio caminho entre adic¸a˜o e multiplicac¸a˜o, especialmente no Egito e
na civilizac¸a˜o Indu (´India). A divisa˜o comec¸ou quando se exprimiu dez como metade
de vinte, embora a formac¸a˜o consciente de frac¸o˜es permanecesse bastante rara. Um
fenoˆmeno curioso era a o gosto pelos nu´meros grandes, que podia ser explicado pela
tendeˆncia que o homem primitivo tinha para exagerar em determinadas contagens
Struik (1987).
A quantidade dez foi adotada com o passar do tempo e a partir da percepc¸a˜o
de sua pro´pria anatomia, o homem deu o passo fundamental e muitas civilizac¸o˜es
desenvolveram um sistema nume´rico pro´prio, apesar da distaˆncia e do tempo entre
elas. Assim, na˜o e´ poss´ıvel datar exatamente, o surgimento da aritme´tica,
a primeira a´rea da matema´tica a ser desenvolvida, pois contar era uma atividade
presente em todos os povos e em todas as e´pocas. A palavra Aritme´tica vem da
palavra grega arithmetike, que se compo˜e de arithmos (nu´mero) e de techne (cieˆncia),
resultando assim, na cieˆncia dos nu´meros (nu´meros e suas operac¸o˜es).
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Tornou-se tambe´m necessa´rio medir o comprimento ou volume de certos objetos. Os
padro˜es eram grosseiros e muitas vezes provinham de partes do corpo humano, o que
deu origem a unidades de medida, como dedo, a ma˜o e o pe´. Os nomes “vara”, “brac¸a”
e “cu´bito” recordam este costume. Quando se contruiam casas, as dos agricultores
indianos e dos habitantes da Europa central, estabeleciam-se regras para a construc¸a˜o
ser feita segundo linhas retas e aˆngulos retos. A palavra “reta” se relaciona com
“esticar” uma corda; a palavra “linha” relaciona-se com “linho”, o que mostra alguma
ligac¸a˜o entre a tecelagem e as origens da geometria. Este foi um dos modos pelos
quais o interesse pela medic¸a˜o se desenvolveu no per´ıodo neol´ıtico.
O homem do neol´ıtico tambe´m revelou um sentido para os padro˜es geome´tricos.
A cozedura e a pintura de ceraˆmica, o entrelac¸amento de juncos, a tecelagem de
cestos e teˆxteis, a fabricac¸a˜o de metais conduziram a` noc¸a˜o de plano e relac¸o˜es
espaciais. A ornamentac¸a˜o neol´ıtica mostra a manisfestac¸a˜o da congrueˆncia, da
simetria, e da semelhanc¸a (similaridade). Nestas formas ocorreram as relac¸o˜es
nume´ricas com padro˜es pre´-histo´ricos. Tais padro˜es constituem exemplos de
padro˜es geome´tricos utilizados na ceraˆmica, na tecelagem e na cestaria.
Esses padro˜es ficaram populares atrave´s da histo´ria: nos primeiros per´ıodos da
Gre´cia, nos mozaicos bizantinos e a´rabes, e na tapec¸aria persa e chinesa. Alguns
autores consideram que este aspecto da matema´tica foi um fator determinante do
seu desenvolvimento Struik (1987). Embora, as ra´ızes sociais da matema´tica fossem
mais evidentes nos tempos primitivos da histo´ria da humanidade, e mais obscuros
nos tempos modernos.
Nos povos com uma estrutura social bem distante da nossa civilizac¸a˜o te´cnica,
encontramos registros do tempo e, relacionados com ele, conhecimentos dos movi-
mentos do sol, da Lua e das estrelas. Com o desenvolvimento da agricultura e do
come´rcio, tal conhecimento atingiu pela primeira vez um cara´ter cient´ıfico. O uso do
calenda´rio lunar teve origem muita antiga na histo´ria da humanidade e esta´ ligado
a`s variac¸o˜es da vegetac¸a˜o com as fases da Lua. Os povos primitivos mais antigos
registros ja´ atribuiam conhecimentos astronoˆmicos nos per´ıodos pre´-histo´ricos mais
remotos. Dessa astronomia resultaram alguns conhecimentos sobre as propriedades
da esfera, das direc¸o˜es angulares, dos c´ırculos e mesmo de figuras mais complicadas.
Termina o per´ıodo neol´ıtico, inicia-se a era dos metais (bronze). A Idade do Bronze
e´ um per´ıodo da civilizac¸a˜o no qual ocorreu o desenvolvimento desta liga meta´lica,
resultante da mistura de cobre com estanho. Iniciou-se no Oriente Me´dio em torno
de 3300 a.C, substituindo diretamente o per´ıodo neol´ıtico (popularmente conhecida
como Idade da Pedra), ate´ 1500 a.C.
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2.3 O Desenvolvimento da Aritme´tica
A aritme´tica (da palavra grega arithmo´s, que significa “nu´mero” e´ o ramo da ma-
tema´tica que lida com nu´meros e com as operac¸o˜es poss´ıveis entre eles Davenport
(1999). E´ o ramo mais antigo e mais elementar da matema´tica, usado por quase
todos no´s, seja em tarefas do cotidiano, em ca´lculos de nego´cios ou ca´lculos ci-
ent´ıficos. Resumidamente sa˜o as quatro mais simples operac¸o˜es matema´ticas, ou seja,
adic¸a˜o, subtrac¸a˜o, multiplicac¸a˜o e divisa˜o, que formam a aritme´tica elemen-
tar. Originariamente, as operac¸o˜es de adic¸a˜o e subtrac¸a˜o eram feitas atrave´s do
a´baco.
Figura 6 – O a´baco primitivo - Primeira calculadora utilizada pelo homem: repre-
sentando o nu´mero 6302715408.
Fonte: http://pt.wikipedia.org/wiki/A´baco.
Como uma extensa˜o do ato natural de se contar nos dedos, o a´baco e´ um antigo
instrumento de ca´lculo, que segundo muitos historiadores foi inventado em sua forma
primitiva, na regia˜o da Mesopotaˆmia, onde va´rios povos antigos habitaram essa regia˜o
entre os se´culos V e I a.C. Entre esses povos antigos estavam: babiloˆnios, ass´ırios,
sume´rios, caldeus, amoritas e aca´dios. Os babiloˆnios foram os primeiros a usar o
a´baco mais primitivo. Desde enta˜o, uma variedade de a´bacos foram desenvolvidos
pelos eg´ıpcios, gregos, romanos, indianos, chineˆses e japoneˆses, nativos americanos e
russos, ate´ se chegar a um a´baco escolar do se´culo XIX .
Desde sua forma original, o a´baco e´, basicamente, formado por uma moldura
com basto˜es ou arames paralelos, dispostos no sentido vertical, correspondentes cada
um a uma posic¸a˜o digital (unidades, dezenas, centenas, ...) e nos quais esta˜o os
elementos de contagem (bolas, contas,...) que podem fazer-se deslizar livremente, e
um processo de ca´lculo com sistema decimal, atribuindo a cada haste um mu´ltiplo
de dez, pode ser utilizado ainda hoje para ensinar a`s crianc¸as as operac¸o˜es de somar
e subtrair.
2.4 Oriente Antigo - A Matema´tica Eg´ıpcia
O Oriente Antigo e´ o termo utilizado para denominar a regia˜o de onde apareceram
as civilizac¸o˜es anteriores a`s cla´ssicas, na regia˜o que atualmente se denomina Oriente
Me´dio (Iraque, parte do Ira˜, parte da Turquia, S´ıria, L´ıbano, Israel, Egito) no per´ıodo
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que vai desde a Idade do Bronze (in´ıcio em 3300 a.C.) chegando ate´ a` expansa˜o dos
Persas (2000 a.C-1500 a.C.). A a´rea geogra´fica do Oriente Antigo: (a) Mesopotaˆmia:
inclui os modernos estados de Iraque e Ira˜; Levante: inclui os modernos estados de
Israel, Jordaˆnia, L´ıbano, S´ıria e os Territo´rios ocupados Palestinos; (c) Anato´lia:
inclui a parte asia´tica do moderno estado de Turquia; Egito: a´rea atual , mas com as
intensas relac¸o˜es pol´ıticas, econoˆmicas e culturais mantidas com toda a a´rea chamado
Oriente Antigo, a partir de 2000 a.C.
No oriente antigo, a civilizac¸a˜o eg´ıpcia, um povo que emergiu lentamente das condic¸o˜es
neol´ıticas, se aglutinou em torno de 3150 a.C. com a unificac¸a˜o pol´ıtica do Alto e do
Baixo Egito, e se desenvolveu ao longo dos treˆs mileˆnios seguintes, a`s matgens do Rio
Nilo. A descoberta do papiro (do grego Pa´pyros, vegetal caracter´ıstico das margens
alagadic¸as do Rio Nilo, que de suas longas folhas obtinha-se o papiro, material sobre
o qual se escrevia), fez surgir, assim, a palavra papel, pelos eg´ıpcios. A maior parte
do conhecimento da matema´tica eg´ıpcia deriva de dois papiros: o chamado Papiro de
Moscovo, dois se´culos mais antigo, com 25 problemas, do que o Papiro de Rhind, com
85 problemas. Esta matema´tica baseava-se no sistema de numerac¸a˜o decimal,
com sinais especiais para cada unidade mais elevada. Na base deste sistema, os
eg´ıpcios desenvolveram uma aritme´tica de carater predominantemente aditivo, o que
significa que o seu principal objetivo era reduzir multiplicac¸o˜es a adic¸o˜es sucessivas.
Surge o primeiro sistema de numerac¸a˜o (os hiero´glifos eg´ıpcios), tal como no Egito
(3000 a.C).
O sistema de numerac¸a˜o eg´ıpcio - O primeiro sistema de escrita nume´rica mais
antigo que se conhece e´ o dos eg´ıpcios. Os eg´ıpcios usavam um sistema de agrupa-
mento simples, com base 10, com s´ımbolos especiais para 1, 10, 100, 1000, ... e de
uma forma aditiva. Os eg´ıpcios usavam hiero´glifos, como mostrados na Figura 7. Os
s´ımbolos nume´ricos eg´ıpcios eram baseados no sistema de numerac¸a˜o decimal,
com sinais especiais para cada unidade mais elevada. Na base deste sistema, os
eg´ıpcios desenvolveram uma aritme´tica de cara´ter predominantemente aditivo, o que
significa que o seu principal objetivo era reduzir multiplicac¸o˜es a adic¸o˜es sucessivas.
O aspecto mais nota´vel da aritme´tica eg´ıpcia e´ o seu ca´lculo de frac¸o˜es. Todas as
frac¸o˜es eram reduzidas a frac¸o˜es unita´rias (de numerador 1). Eram indicadas pelo
denominador com um s´ımbolo do numerador. As u´nicas excec¸o˜es eram 1/2 e 2/3,
para as quais existiam s´ımbolos especiais. A reduc¸a˜o a somas de frac¸o˜es unita´rias,
era poss´ıvel atrave´s de tabelas, que davam a decomposic¸a˜o de frac¸o˜es da forma 2/n
- a u´nica decomposic¸a˜o necessa´ria por causa da multiplicac¸a˜o dia´dica. O Papiro
de Rhind tem uma tabela que da´ as equivaleˆncias em frac¸o˜es unita´rias para todos
os nu´meros ı´mpares entre 5 e 101. O princ´ıpio subjacente a esta reduc¸a˜o a frac¸o˜es
unita´rias na˜o e´ claro: por exemplo, porque e´ que, quando n = 19, a reduc¸a˜o e´
(1/12 + 1/76 + 1/114) e na˜o (1/12 + 1/57 + 1/228) ? Este ca´lculo com frac¸o˜es deu a`
matema´tica eg´ıpcia um carater complicado. Mas, a maneira de operar com frac¸o˜es
unita´rias foi praticada durante milhares de anos, no per´ıodo grego e na Idade Me´dia.
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Figura 7 – Os eg´ıpcios usavam hiero´glifos para representar nu´meros em base 10.
Fonte: obaricentrodamente.blogspot.com/2015/02/a-multiplicacao-egipcia.html.
A decomposic¸a˜o pressupunha alguma per´ıcia matema´tica. No Papiro de Rhindi,
encontrou-se 2/7 representado pela soma 1/4 + 1/28, 2/7 por 1/56 + 1/776, 2/99
por 1/66 + 1/198. Ha´ teorias interessantes para explicar os me´todos eg´ıpcios nas
decomposic¸o˜es de uma frac¸a˜o em uma soma de frac¸o˜es unita´rias. Muitos problemas
eram simples e na˜o iam ale´m de equac¸o˜es lineares com uma inco´gnita. Por exemplo:
a soma de (2/3 + 1/2 + 1/7) de uma quantidade x com ela pro´pria da´ 33. Qual e´ a
quantidade x ? Resposta: 141/41/971/561/6791/7761/1941/388. Hoje escrevemos:
1428/97. Para a inco´gnita de uma equac¸a˜o eg´ıpcia existia um hiero´glifo.
Os problemas, relacionados com a qualidade do pa˜o e de diferentes tipos de cerveja,
com a alimentac¸a˜o dos animais, e o armazenamento do trigo, mostram a origem
pra´tica desta aritme´tica pouco coˆmoda e desta a´lgebra primitiva. Alguns problemas
revelam o conhecimento de uma progressa˜o aritme´tica e de progressa˜o geome´trica.
Alguns problemas tinham natureza geome´trica, relacionada com a medic¸a˜o. A a´rea
do triaˆngulo era dada pela metade do produto da base pela altura; a a´rea do c´ıculo
de diaˆmetro d era dada por (d − d/9) ∗ ∗2 o que conduzia a um a valor de pi de
256/81 = 3, 1605. Existiam tambe´m fo´rmulas para volumes so´lidos, como o cubo, o
paralelep´ıpedo e o cilindro circular, todos concebidos como recipientes, principalmente
sementes. O mais nota´vel da medic¸a˜o eg´ıpcia foi a fo´rmula do valor do volume de uma
piraˆmide quadrangular truncada paralelamente a` base: V = (h/3)(a ∗∗2+ab +b∗∗2),
onde a e b sa˜o os lados dos quadrados e h e´ a altura. Este resultado, de que ainda,
na˜o foi encontrado um equivalente em outras formas de matema´tica antiga, e´ tanto
mais nota´vel quanto e´ certo de que os eg´ıcios na˜o tinham qualquer conhecimento do
teorema de Pita´goras. Todas as formas de desenvolvimento cient´ıfico foram atribuidas
aos construtores de piraˆmides de aproximadamente (3000 a.C.). Mas, todos os textos
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disponiveis evidenciam uma matema´tica eg´ıpcia de objetivos muito limitados, embora
com alguma sofisticac¸a˜o dentros desses limites Struik (1987).
2.5 Oriente Antigo - Os Sume´rios na Mesopotaˆmia
Figura 8 – A´rea geogra´fica do Oriente Antigo.
Fonte: 2013 Encyclopedia Britannica Inc.
As matema´ticas orientais surgiram como uma cieˆncia pra´tica com o objetivo do
ca´lculo do calenda´rio, a administrac¸a˜o das colheitas. A eˆnfase inicial foi dada natu-
ralmente a` aritme´tica pra´tica e a` medic¸a˜o. Pore´m, uma cieˆncia cultivada durantes
se´culos, cuja tarefa na˜o e´ apenas aplicar, desenvolveu tendeˆncias para a abstrac¸a˜o. E
a aritme´tica se transformou em a´lgebra, porque possibilitava melhores ca´lculos
pra´ticos. Pelas mesmas razo˜es, a medic¸a˜o deu origem aos comec¸os da geometria
teo´rica.
Sume´rios viviam como noˆmades vagando pelo Planalto do Ira˜ e no alto dos Montes
Zagros. Provavelmente por falta de comida e a´gua, por volta de 3500 a.C., os sume´rios
sa´ıram das montanhas da A´sia Central a` procura de terras fe´rteis e chegaram ao
sul da Mesopotaˆmia. Os Sume´rios foram o primeiro povo a habitar a regia˜o da
Mesopotaˆmia, compreendida entre os rios Tigre e Eufrates (atula Iraque). Por ser
uma regia˜o com poucas chuvas, desde muito cedo os sume´rios tiveram de aprender a
desviar e armazenar as a´guas do Tigre e do Eufrates, e com isso puderam cultivar
uma grande quantidade e variedade de alimentos. Com o tempo foram constituindo
cidades. Sa˜o as primeiras civilizac¸o˜es baseados nos povos que constru´ıram e viveram
em cidades. As primeiras cidades surgiram no Oriente e a primeira delas foi Uruk,
por volta de 3200 a.C. Hoje essa cidade e´ Warka e fica no Iraque. A civilizac¸a˜o
sume´ria era composta por diversas cidades e possivelmente Uruk era a maior delas,
mas todas eram bastante desenvolvidas para a e´poca.
Atribui-se aos sume´rios, a invenc¸a˜o da escrita cuneiforme na Mesopotaˆmia. Os
sume´rios escreviam em ta´boas feitas de argila, usando um estilete de extremidade
triangular que deixava sinais em forma de cunha. Com isso, a escrita recebeu o nome
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de escrita cuneiforme. Os sume´rios constituiram uma civilizac¸a˜o fanta´stica para
a humanidade. A eles sa˜o atribuidos a invenc¸a˜o da roda e criac¸a˜o da histo´ria. A prova
mais antiga do uso da roda, data de cerca de 3500 a.C., e vem de um esboc¸o em
uma placa de argila encontrada na regia˜o da antiga Sume´ria, na Mesopotaˆmia (atual
Iraque), mas e´ provavel que sua utilizac¸a˜o venha de per´ıodos muito mais remotos.
As matema´ticas mesopotaˆmicas atingiram um n´ıvel mais elevado do que as ma-
tema´ticas eg´ıpcias Struik (1987). Na Mesopotaˆmia podemos identificar um certo
progresso no decorrer dos se´culos. Os textos mais antigos, datados do terceito mileˆnio
(2100 a.C) revelam uma grande habilidade para calcular. Esses textos conte´m ta´buas
de multiplicac¸a˜o nas quais um sistema de numerac¸a˜o sexagegimal bem desenvol-
vido se sobrepo˜e ao sistema decimal. Existiam s´ımbolos cuneiformes Leite (2014) que
indicavam 1, 60, 3600 e tambe´m (60 ∗ ∗(−1) = (1/60)), (60 ∗ ∗(−2) = (1/(60 ∗ ∗2))).
Enquanto os eg´ıpcios indicavam cada unidade mais elevada, atrave´s de um s´ımbolo,
os sume´rios usavam o mesmo s´ımbolo, mas indicavam o seu valor pela sua posic¸a˜o.
Assim, 1 seguindo outro 1 significava 61 e 5 seguido por 6 e por 3, dev´ıamos escrever
(5, 6, 3) significava (5 ∗ 60 ∗ ∗2 + 6 ∗ 60 ∗ ∗1 + 3 = 18363). Isto fez surgir os sistemas de
numerac¸a˜o posicional. Tal sistema tinha vantagem enorme para o ca´lculo. O sistema
de posic¸a˜o eliminou muitas das dificuldades da aritme´tica fraciona´ria, tal como o
sistema decimal o faz em relac¸a˜o a` escrita de frac¸o˜es.
Figura 9 – Comparando algarismos egipcios e sume´rios.
Fonte: matematica.br.
Na matema´tica sume´ria, existiam algumas ambiguidades no tipo de ca´lculo. O
significado exato de cada s´ımbolo nem sempre era claro em func¸a˜o de sua posic¸a˜o, a
interpretac¸a˜o exata dependia do contexto. Tambe´m, a princ´ıpio eles na˜o tinham um
modo claro de indicar a opc¸a˜o “vazia” ou nula, que conhecemos hoje como o zero, as
vezes deixavam de fato um espac¸o vazio o que gerava muita ambiguidade. Posteri-
ormente apareceu um s´ımbolo especial para representar o “vazio”, representando o
zero. A invenc¸a˜o do zero era um resultado lo´gico do sistema de posic¸a˜o. Tambe´m,
a nossa divisa˜o atual das horas em 60 minutos e em 3600 segundos, assim como a
divisa˜o do c´ırculo em 360 graus data dos sume´rios Struik (1987).
2.6 O Oriente Antigo - A Matema´tica Babiloˆnica
Por volta de 1900 a.C. (se´culo XX a.C.), um novo processo de invasa˜o territorial
dizimou a dominac¸a˜o dos sume´rios na regia˜o Mesopotaˆmica. Dessa vez, os amoritas,
povo oriundo da regia˜o sul do deserto a´rabe, fundaram uma nova civilizac¸a˜o que
tinha a Babiloˆnia como sua cidade principal. A matema´tica babiloˆnica se refere a
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qualquer forma de matema´tica desenvolvida pelos povos da Mesopotaˆmia, desde os
dias dos antigos sume´rios ate´ a queda da Babiloˆnia em 539 a.C.
Figura 10 – Sistema de Numerac¸a˜o babiloˆnico - Base 10, aditivo, numerac¸a˜o ate´ 60,
e posicional para nu´meros superiores.
Fonte: es.slideshare.net.
Nos textos desta e´poca, encontramos a aritme´tica transformada numa a´lgebra
ja´ bem estabelecida. Embora os eg´ıpcios deste per´ıodo fossem somente capazes
de resolver equac¸o˜es simples (hoje, chamadas lineares), os babiloˆnios da e´poca de
Hamura´bi, ja´ tinham a capacidade para manipular equac¸o˜es quadra´ticas. Resolviam
as lineares e as quadra´ticas com duas varia´veis, e ate´ mesmo problemas com equac¸o˜es
cu´bicas e biquadra´ticas. Embora conhecessem a regra geral, formulavam os problemas
apenas com valores nume´ricos espec´ıficos para os coeficientes. Ver exemplo em Struik
(1987) (p.58).
O forte cara´ter aritme´tico-alge´brico da matema´tica babiloˆnica transparece tambe´m
na geometria. Tal como no Egito, a geometria veio da fundamentac¸a˜o de problemas
pra´ticos relacionados com a medic¸a˜o, mas a forma geome´trica de um problema era
usualmente uma maneira de apresentar uma questa˜o alge´brica. o conhecimento sobre
a matema´tica babiloˆnica e´ derivado de 400 ta´buas de argila. Gravadas em escrita
cuneiforme (escrita dos Sume´rios), as ta´buas eram escritas quando a argila ainda
estava u´mida, e depois cozinhadas em fornos ou sob o calor do sol. A maioria das
ta´buas de argila datam de 1800 a.C ate´ 1600 a.C, e cobre to´picos a quais incluem
frac¸o˜es, a´lgebra, equac¸o˜es quadra´ticas e equac¸o˜es cu´bicas ale´m da ideias que reduda-
ram na Gre´cia no se´culo V a.C, sobre o teorema de Pita´goras. Assim, a matema´tica
babiloˆnica se manteve constante, em seu conteu´do por cerca de quase dois mileˆnios
(2000 anos).
A geometria babiloˆnica se relaciona intimamente com a mensurac¸a˜o pra´tica. A
principal marca da geometria babiloˆnica era seu cara´ter alge´brico. A aritme´tica
babiloˆnica ja´ havia evolu´ıdo para uma a´lgebra bem desenvolvida, ja´ se resolviam
equac¸o˜es quadra´ticas e ja´ se discutiam algumas cu´bicas e tambe´m biquadradas.
Tambe´m foram encontrados problema interessantes sobre sequeˆncias numa ta´bua,
datando por volta de 300 a.C., afirmando que:
1 + 2 + 22 + 23 + ...+ 29 = 29 + 29 − 1
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e outro diz que:





Os babiloˆnios tambe´m deram aproximac¸o˜es interessantes, como de
√
2 = 1 + 24/60 +
(51/60)2 + (10/60)3 = 1, 4142155 e de 1√
2
= 17/24.
2.7 A Matema´tica Grega
Eg´ıpcios, babiloˆnicos e chineses, muito antes do se´culo VI a.C. (anos 600 a.C), ja´
eram ja´ capazes de efetuar ca´lculos e medidas de ordem pra´tica com grande precisa˜o.
Foram os gregos, no entanto, que introduziram o me´todo axioma´tico: as rigorosas
provas dedutivas e o encadeamento sistema´tico de teoremas demonstrativos que
tornaram a Matema´tica uma Cieˆncia.
A matema´tica grega cla´ssica (matema´tica da Gre´cia Antiga) e´ o nome dado a`
matema´tica escrita em grego, desde 600 a.C. (e´poca em que viveu Tales de Mileto)
ate´ o fechamento da Academia de Plata˜o em 529 d.C.
A palavra “matema´tica”, que e´ de origem grega, englobava o que hoje se chama de
aritme´tica e geometria. Ate´ o se´culo VI a.C. a matema´tica grega na˜o se destacava.
Havia, como em outras civilizac¸o˜es da e´poca, te´cnicas de contagem e medic¸a˜o. No
se´culo VI a.C. iniciam-se as duas escolas de pensamentos na Gre´cia antiga - A
escola joˆnica (Tales de Mileto) e a escola pitago´rica (Pita´goras de Samos). Os
pitago´ricos a dividiam em: aritme´tica, geometria, astronomia, e mu´sica. Na concepc¸a˜o
de Aristo´teles, apenas a aritme´tica e a geometria, as duas a´reas teo´ricas que mais
atra´ıram os gregos antigos, eram consideradas cieˆncias puramente matema´ticas.
A Matema´tica como uma cieˆncia nasceu na Gre´cia Antiga. A Matema´tica nas-
ceu na atmosfera do racionalismo joˆnico: uma matema´tica que colocava na˜o so´ a
questa˜o ”como”, mas tambe´m o ”porque”cient´ıfico. Caracter´ıstica dessa fase era
que os gregos verificavam a validade de suas teses nas a´reas que abordavam: astro-
nomia, o´ptica, mu´sica, geometria, e mais tarde, a mecaˆnica, por meio de modelos
matema´ticos, o que lhes conferia poder de fazer previso˜es. Ao mesmo tempo, os
gregos criaram a metodologia matema´tica. A base neste sistema, pela primeira
vez tornou-se o me´todo dedutivo, mostrando como apoiando-se sobre verdades
bem conhecidas (axiomas), por meio do correto uso da Lo´gica aristote´lica garante-se
a verdade dos novos resultados, as concluso˜es (teoremas). As realizac¸o˜es dos ma-
tema´ticos gregos sa˜o conhecidas, principalmente, pelos trabalhos de Plata˜o, Tales
de Mileto, Pita´goras, Euclides e Aristo´teles. Tradicionalmente, o pai da Ma-
tema´tica grega e´ Tales de Mileto. A sua figura simboliza as circunstaˆncias sob as
quais foram estabelecidos os fundamentos na˜o so´ da matema´tica, mas tambe´m da
cieˆncia e da filosofia. Como matema´tico, Tales de Mileto fez surgir a geometria.
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Os fatos geome´tricos muito conhecidos por no´s, tem suas demonstrac¸o˜es atribu´ıdas
a Tales de Mileto.
Hipo´crates de Quios (470 a.C-410 a.C) (na˜o confundir com o me´dico, pai da
medicina, Hipo´crates de Co´s, aproximadamante da mesma e´poca) mostrou que os
matema´ticos gregos possuiam um sistema ordenado de geometria plana, em que o
princ´ıpio da deduc¸a˜o lo´gica, que permitia deduzir uma afirmac¸a˜o a partir de outra,
tinha sido inteiramente aceita. Era o in´ıcio da axioma´tica, surgida em Os Elementos,
t´ıtulo de todos os tratados axioma´ticos gregos, incluindo o de Euclides. Hipo´crates
investigou as a´reas das figuras planas delimitadas por retas ou por arcos circulares.
A sua obra precede Euclides, e ja´ se situava no que se chamava de tradic¸a˜o euclidiana.
O problema da quadratura do c´ırculo (encontrar um quadrado de a´rea igual a`
de um c´ırculo dado), constituia um problema central na matema´tica grega; a tri-
secc¸a˜o do aˆngulo (dividir um aˆngulo dado em treˆs partes iguais); a duplicac¸a˜o do
cubo (encontrar o lado do cubo do qual o volume e´ o dobro do volume de um cubo
dado), eram os treˆs famosos problemas matema´ticos da antiguidade. A importaˆncia
destes treˆs problemas consistia no fato de eles na˜o podiam ser resolvidos geometrica-
mente pela construc¸a˜o de um nu´mero finito de linhas retas e c´ırculos, sena˜o pela
aproximac¸a˜o, constituindo um meio de alcanc¸ar novos campos da matema´tica.
Contemporaˆneo de Tales de Mileto, Pita´goras de Samos (571 a.C.-496 a.C.)
foi um filo´sofo e matema´tico grego. Pita´goras foi o fundador de uma escola de
pensamento grega denominada em sua homenagem de escola pitago´rica. Segundo
o pitagorismo, o princ´ıpio fundamental que forma todas as coisas e´ o nu´mero.
Pita´goras descobriu em que proporc¸o˜es uma corda deve ser dividida para a ob-
tenc¸a˜o das notas musicais no in´ıcio, sem altura definida, sendo uma tomada como
fundamental, e a partir dela, gerar-se-a´ a quinta e terc¸a atrave´s da reverberac¸a˜o
harmoˆnica: os sons harmoˆnicos. Prendendo-se a metade da corda, depois a terc¸a
parte e depois a quinta parte conseguiremos os intervalos de quinta e terc¸a em relac¸a˜o
a` fundamental. A chamada se´rie harmoˆnica. A` medida que subdividimos a corda
obtemos sons mais altos e os intervalos sera˜o diferentes. E assim sucessivamente.
Descobriu ainda que frac¸o˜es simples das notas, tocadas juntamente com a nota
original, produzem sons agrada´veis. Ja´ as frac¸o˜es mais complicadas, tocadas com a
nota original, produzem sons desagrada´veis (talvez, hoje, chamados de dissonantes).
E assim, surgiu a mu´sica.
Um problema na˜o solucionado na e´poca de Pita´goras era determinar as relac¸o˜es
entre os lados de um triaˆngulo retaˆngulo. O problema ja´ era conhecido na Babiloˆnia
de Hammurabi, mas a primeira prova geral foi obtida na escola pitago´rica. Enquanto
os babiloˆnios o consideravam basicamente como um resultado de medic¸o˜es, os pi-
tago´ricos concebiam-no como um teorema geme´trico abstrato. Pita´goras provou que
o quadrado da hipotenusa e´ igual a soma dos quadrados dos catetos.
A descoberta mais importante atribuida a Pita´goras foi a dos nu´meros irracio-
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nais, por meio de segmentos de retas incomensura´veis. Esta descoberta pode ter sido
o resultado do seu interesse pela me´dia geome´trica. Qual era a me´dia geome´trica
entre 1 e 2, na e´poca dois s´ımbolos sagrados? Esta questa˜o conduziu ao estudo da
raza˜o entre a diagonal e o lado do quadrado e descobriu-se que esta raza˜o na˜o podia
ser expressa por ”nu´meros”, isto e´ aqueles nu´meros que chamamos hoje de nu´meros
racionais, os u´nicos nu´meros que eram conhecidos na e´poca. O primeiro nu´mero
irracional a ser descoberto foi a raiz quadrada do nu´mero 2, que surgiu exatamente
da aplicac¸a˜o do teorema de Pita´goras em um triaˆngulo de catetos valendo 1:
12 + 12 = x 2 = 2⇒ x = ±√2
Os gregos na˜o conheciam o s´ımbolo da raiz quadrada e diziam simplesmente: ”o
nu´mero que multiplicado por si mesmo e´ 2”. A partir da descoberta da raiz de 2
foram descobertos muitos outros nu´meros irracionais.
Aristo´teles em Analytica Priora, sugere uma prova como um exemplo da prova
como reduc¸a˜o ao absurdo. A contradic¸a˜o encontrada, quando supoˆs que raiz de 2
poderia ser um nu´mero conhecido racional, na˜o foi resolvida no Oriente, nem na
Europa renascentista, por uma extensa˜o do conceito de nu´mero, mas rejeitando a
teoria dos nu´meros para tais casos e procurando uma s´ıntese na geometria.
Esta descoberta que perturbou a harmonia entre aritme´tica e geometria, foi feita
provavelmente nas u´ltimas de´cadas do se´culo V a.C. Struik (1987). Tal dificuldade
surgiu de outra dificuldade que tinha emergido dos argumentos relacionados com a
realidade da mudanc¸a (a raza˜o so´ reconhece o ser absoluto, sendo toda mudanc¸a
apenas aparente), argumentos que prenderam a atenc¸a˜o dos filo´sofos, desde essa
e´poca, ate´ os tempos atuais. Esta dificuldade foi atribuida a Zena˜o de Eleia (490
a.C-430 a.C) em 450 a.C, um filo´sofo pre´-socra´tico da escola elea´tica grega, que
nasceu em Eleia, e que seu me´todo consistia na elaborac¸a˜o de paradoxos. Isso passou
a ter significado matema´tico quando os processos infinitos tiveram de ser estudados.
Aqui, os paradoxos de Zena˜o entravam em conflito com algumas concepc¸o˜es antigas
e intuitivas sobre o infinitamente pequeno e o infinitamente grande. Acreditou-se
sempre que a soma de um nu´mero infinito de quantidades se podia tornar-se ta˜o
grande quanto se quisesse, mesmo que cada quantidade fosse extremamente pe-
quena (∞ ×  = ∞), e tambe´m que a soma de um nu´mero finito ou infinito de
quantidades de dimensa˜o zero era zero (n × 0 = 0,∞× 0 = 0). Zena˜o desafiou
estas concepc¸o˜es antigas e seus paradoxos criaram uma agitac¸a˜o, cujos efeitos ainda
podem ser observado ainda hoje. Os paradoxos foram retomados por Aristo´teles,
e um deles e´ conhecido pelo nome de Aquiles. Os paradoxos de Zena˜o eram enun-
ciados de maneira a salientar contradic¸o˜es existentes nos conceitos de movimento
e de tempo, e nenhuma tentativa satisfato´ria foi feita, na e´poca, para resolver as
contradic¸o˜es. Os argumentos de Zena˜o mostravam que um segmento finito podia
ser dividido num nu´mero infinito de pequenos segmentos, cada um deles com um
comprimento finito. O racioc´ınio de Zena˜o influenciou o pensamento matema´tico de
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muitas gerac¸o˜es, e comec¸aram a preocupar ainda mais os matema´ticos, depois da
descoberta dos nu´meros irracionais. Era a matema´tica poss´ıvel como cieˆncia exata?
E um verdadeiro escaˆndalo lo´gico e crise na matema´tica grega apareceu, depois de
Zena˜o. A crise do sistema social na Gre´cia (ver Struik (1987)) conduziu tambe´m a`
crise na matema´tica grega. A atmosfera intelectual reinante na e´poca conduziu a`
discussa˜o dos fundamentos da matema´tica: Ligados a` Academia de Plata˜o, atribui-se
a teoria dos irracionais, a teoria das proporc¸o˜es, e o chamado me´todo da exausta˜o,
que permitiu o tratamento rigoroso dos ca´lculos de a´reas e volumes. Esse me´todo
resolveu a crise na matema´tica grega; as suas formulac¸o˜es rigorosas ajudaram a
determinar o rumo da axioma´tica grega, e de maneira considera´vel, da matema´tica
grega como um todo. Tal me´todo foi a resposta da escola platoˆnica a Zena˜o. Isso
evitava as dificuldades dos infinitesimais, pela reduc¸a˜o dos problemas que conduziam
a infinitesimais, a problemas que envolviam somente o uso da lo´gica formal, como em
Struik (1987). Praticamente todo trabalho produtivo que chamamos ”matema´tica
grega”foi realizado no per´ıodo entre 350 a. C-200 a. C.
Geometria e´ uma palavra que resulta dos termos gregos ”geo”(terra) e ”me´tron”(medir),
cujo significado, em geral, e´ designar propriedades relacionadas com a posic¸a˜o e
forma de objetos no espac¸o. A Geometria e´ a a´rea da matema´tica que se dedica a
questo˜es relacionadas com forma, tamanho, posic¸a˜o relativa entre figuras ou proprie-
dades do espac¸o, dividindo-se em va´rias suba´reas, dependendo dos me´todos utilizados
para estudar os seus problemas.
Euclides de Alexandria, mestre, matema´tico da escola platoˆnica (a ecola de
Plata˜o), e conhecido como o pai da Geometria, nasceu na S´ıria aproximadamente em
330 a.C. e realizou seus estudos em Atenas. Ele e´ ate´ hoje, na histo´ria da Matema´tica,
considerado como um dos mais estudiosos deste campo na antiga Gre´cia. Euclides
tornou-se um matema´tico grego, cuja principal obra intitula-se Os Elementos (
a.C). A obra ”Os Elementos”, atribu´ıda a Euclides, e´ uma das mais influentes na
histo´ria da matema´tica, servindo como o principal livro para o ensino de matema´tica
(especialmente geometria) desde a data da sua publicac¸a˜o ate´ o fim do se´culo XIX
ou in´ıcio do se´culo XX, como em Heath (1908), Heath (1908, 1956) e Heath (1981).
Nessa obra, os princ´ıpios do que e´ hoje chamado de geometria euclidiana foram
deduzidos a partir de um pequeno conjunto de axiomas.
A obra composta por treze volumes, sendo: (1) cinco sobre geometria plana, (2) treˆs
sobre nu´meros, (3) um sobre a teoria das proporc¸o˜es, (4) um volume sobre incomen-
sura´veis, (5) e os u´ltimos treˆs sobre geometria no espac¸o. Euclides foi considerado
um dos mais ce´lebres geˆnios da matema´tica depois de escrito o seu mais revoluciona´rio
livro Os Elementos. Escrito originalmente em grego, a obra cobre toda a aritme´tica,
a a´lgebra e a geometria, conhecidas ate´ enta˜o no mundo grego, reunindo o tra-
balho de predecessores de Euclides. Sistematizou todo o conhecimento geome´trico
dos antigos, intercalando os teoremas ja´ enta˜o conhecidos com a demonstrac¸a˜o de
muitos outros, que completavam lacunas e davam coereˆncia e encadeamento lo´gico
ao sistema por ele criado. Apo´s sua primeira edic¸a˜o foi copiado e recopiado inu´meras
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Figura 11 – Euklides - O criador da Geometria Euclidiana.
Fonte: prac.us.edu.pl.
vezes, tendo sido traduzido para o a´rabe em (774). A obra possui mais de mil edic¸o˜es
desde o advento da imprensa, sendo a sua primeira versa˜o impressa datada de 1482
(Veneza, Ita´lia). Essa edic¸a˜o foi uma traduc¸a˜o do a´rabe para o latim. Tem sido
considerado como responsa´vel por uma influeˆncia sobre a mente humana maior que
qualquer outro livro, com excec¸a˜o da B´ıblia Morris (1980). Embora muitos dos resul-
tados descritos em Os Elementos originarem-se em matema´ticos anteriores, uma das
reconhecidas habilidades de Euclides foi apresenta´-los em uma u´nica estrutura logi-
camente coerente, tornando-a de fa´cil uso e refereˆncia, incluindo um sistema rigoroso
de provas matema´ticas que continua a ser a base da matema´tica 23 se´culos mais tarde.
Designa-se por per´ıodo helen´ıstico, o per´ıodo da histo´ria da Gre´cia e de parte do
Oriente Me´dio compreendido entre a morte de Alexandre o Grande em 323 a.C. e a
anexac¸a˜o da pen´ınsula grega e ilhas, pelos romanos em 146 a.C.. Caracterizou-se pela
difusa˜o da civilizac¸a˜o grega numa vasta a´rea que se estendia do mar Mediterraˆneo
oriental a` A´sia Central. De modo geral, o helenismo foi a concretizac¸a˜o de um ideal
de Alexandre: o de levar e difundir a cultura grega aos territo´rios que conquistava. Foi
naquele per´ıodo que as cieˆncias tiveram seu primeiro e grande desenvolvimento. Foi
o tempo de Euclides e Arquimedes na Gre´cia. O helenismo marcou um per´ıodo
de transic¸a˜o para o domı´nio e o apogeu posterior do Impe´rio Romano. Tambe´m e´
relevante o fato de o maior progresso da matema´tica helen´ıstica ter ocorrido no Egito
e na˜o na Mesopotaˆmia.
O desenvolvimento histo´rico cont´ınuo da aritme´tica moderna comec¸a com a
civilizac¸a˜o helen´ıstica da Gre´cia antiga, embora tenha se originado muito mais tarde
do que os exemplos dos babiloˆnios e dos eg´ıpcios Karlson (1961). Depois das operac¸o˜es
aritme´ticas tradicionais como a adic¸a˜o, a subtrac¸a˜o, a multiplicac¸a˜o e a divisa˜o, outras
operac¸o˜es mais avanc¸adas, tais como as porcentagens, raiz quadrada, exponenciac¸a˜o
e func¸o˜es logar´ıtmicas, tambe´m foram inclu´ıdas neste ramo da matema´tica.
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2.8 O Sistema de Numerac¸a˜o Romano
A Pen´ınsula grega ficou sob domı´nio romano a partir de 146 a.C., e a queda do
Impe´rio Romano refere-se ao fim do Impe´rio Romano do Ocidente, ocorrido em
476 d.C. (se´culo V), embora a parte oriental do Impe´rio, denominada de Impe´rio
Bizantino, continuou a existir por quase mil anos, ate´ 1453, que marcou o fim da
Idade Me´dia na Europa, quando ocorreu a queda de Constantinopla (fundada em
330 a.C.), hoje, oficialmente renomeada Istambul pela Repu´blica da Turquia.
A partir deste per´ıodo, ate´ o final do se´culo XI d.C., os povos crista˜os mergu-
lharam na maior desordem pol´ıtica, na recessa˜o econoˆmica e no obscurantismo.
A Europa custou a se recuperar da queda do Impe´rio Romano (476 d. C) e das
invaso˜es ba´rbaras. Seus conhecimentos cient´ıficos eram elementares, para na˜o dizer
inexistentes. O ensino da aritme´tica teo´rica, em particular, buscava suas principais
informac¸o˜es numa obra atribu´ıda a Boe´cio (480-525) (se´culo V d.C.), que por sua
vez se inspirou amplamente numa obra matema´tica de qualidade med´ıocre atribu´ıda
ao grego Nicoˆmaco de Gerasa (60-120) (se´culo II d.C.). Nicoˆmaco na˜o era muito
habilidoso com a matema´tica, portanto ocupava-se apenas com as propriedades
elementares dos nu´meros. A introduc¸a˜o a` Aritme´tica continha erros bastante ele-
mentares, pois Nicoˆmaco na˜o dava provas dos resultados. Algumas vezes enunciou
resultados que na verdade sa˜o falsos, baseado em exemplos nume´ricos como evideˆncia.
Deste modo, a aritme´tica pra´tica consistia essencialmente no uso da numerac¸a˜o
arcaica do povo romano, tanto no modo de contar com os dedos quanto na pra´tica
de operac¸o˜es atrave´s de pedras ou de fichas nos velhos Abacus, tambe´m legados pela
civilizac¸a˜o romana.
Como a maior parte dos sistemas da antiguidade, a numerac¸a˜o romana, o sis-
tema dos algarismos romanos (I, V, X, L, C, D, M) era regida pelo princ´ıpio da
adic¸a˜o. Como sa˜o conhecidos ate´ hoje, os numerais romanos parecem a` primeira
vista ter sido definidos em cima do alfabeto latino (I = 1, V = 5, X = 10, L = 50, C
=100, D = 500, M = 1.000). Esses numerais sa˜o independentes uns dos outros e sua
justaposic¸a˜o implicava geralmente como a soma dos valores correspondentes. Como
no exemplo: MMDCCXXVI = 1000+1000+500+100+100+10+10+5+1 = 2726.
Apesar disso, os romanos acabaram complicando esse sistema, introduzindo a regra
segundo a qual, todo nu´mero colocado a` esquerda de um algarismo de valor superior
e´ dele abatido. Foi assim que os nu´meros 4, 9, 19, 40, 90, 400 e 900, por exemplo,
foram frequentemente representados como nos exemplos: (a) (IV = 5 - 1) (b) (IX =
10 - 1). O sistema romano tem o agravante de serem dificeis de se calcular com esses
nu´meros. Ale´m disso, como a notac¸a˜o e´ puramente aditiva, mais e mais s´ımbolos sa˜o
necessa´rios para representar uma quantidade, a` medida que o nu´mero representado
aumenta.
Uma observac¸a˜o sobre o a´baco e´ que esses artefatos nem sempre revelam o processo
espec´ıfico usado para resolver problemas, mas as caracter´ısticas do sistema de nu-
merac¸a˜o em particular influenciaram fortemente a complexidade dos me´todos. O
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sistema de hiero´glifos para numerais eg´ıpcios, como os numerais romanos posteriores,
descendem de marcas de contagem usado para contar Ifrah (1997), Ifrah (2005).
Em ambos os casos, esta origem resultou em valores que usavam uma base decimal,
mas na˜o incluiam a notac¸a˜o posicional. Ca´lculos complexos com algarismos romanos
exigiram o aux´ılio de uma placa de contagem ou o a´baco romano para obter os
resultados Gonick (1984).
2.9 A Contagem dos Povos Primitivos da Ame´rica
Muito antes do final do se´culo XV d.C., a Ame´rica ja´ era ocupada por va´rios povos,
que viviam de variadas formas, as quais iam da sua organizac¸a˜o tribal, ate´ aos vastos
impe´rios, como era o caso dos Astecas. Muitas dessas civilizac¸o˜es desapareceram em
consequ¨eˆncia da colonizac¸a˜o, que se iniciou no final do se´culo XV, mas deixaram
heranc¸as histo´ricas que marcaram o nosso continente ate´ os dias de hoje.
Os Astecas e os Maias conheciam a escrita e registravam regularmente o seu cotidiano.
Os Incas, por sua vez, criaram um interessante e eficiente sistema de contagem: o
quipo. Este instrumento era feito de cordo˜es coloridos, onde cada cor representava a
contagem de algo. Com o quipo, registravam e somavam as colheitas, habitantes e
impostos. Mesmo com todo desenvolvimento, este povo na˜o desenvolveu um sistema
de escrita. Uma curiosidade: ja´ nos tempos primitivos da Ame´rica Eels (1913), dos
307 sistemas de numerac¸a˜o investigados, 146 eram decimais, 106 de base 5 (cinco
dedos das ma˜os) ou 20. A base 20, na sua forma mais carcter´ıstica, foi usada pelos
Maias no Me´xico (antiga regia˜o Mesome´rica) e pelos Celtas na Europa.
2.10 O Sistema de Numerac¸a˜o Hindu-Ara´bico
Com primeira presenc¸a atestada no se´culo III a.C., havia o sistema de numerais
brahmi, o qual na˜o seguia o conceito de posic¸o˜es fixas para os s´ımbolos. Os numerais
brahmi eram um sistema de numerac¸a˜o origina´rio da I´ndia, Sa˜o ancestrais gra´ficos
diretos dos atuais numerais Hindus e ainda dos algarismos ara´bicos (ou indo-ara´bicos).
Pore´m eram conceitualmente diferentes do sistema posterior, pelo fato de na˜o usarem
sistema posicional com zero, algo recente, se comparado com outros sistemas decimais
na˜o posicionais.
A ideia do sistema de notac¸a˜o posicional de base 10 se originou na I´ndia, onde
os primeiros conceitos de numerac¸a˜o posicional foram desenvolvidos. Os primo´rdios
de um sistema de numerac¸a˜o decimal posicional teriam ocorrido por volta de 500
a.C. Havia, pore´m, como na numerac¸a˜o romana (na˜o verdadeiramente posicional),
s´ımbolos adicionais para as dezenas centenas e milhares. Esse sistema posicional, da
I´ndia se disseminou pela vizinha Pe´rsia, de onde foi tomado pelos a´rabes. O sistema
dos numerais indianos e´ comumente conhecido no Ocidente como hindu-ara´bico ou
simplesmente algarismos ara´bicos, uma vez que chegaram a` Europa trazidos pelos
a´rabes.
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Como contado em Ifrah (2005), numa escurida˜o cultural quase total, os ociden-
tais tinham perdido ate´ a memo´ria das artes e das cieˆncias. Os pr´ıncipes europeus
desta e´poca se preocupavam muito pouco com a cultura. A ce´lebre biblioteca de
Alexandria, a mais rica da antiguidade grega, foi destru´ıda duas vezes: uma primeira
no se´culo IV, por vaˆndalos crista˜os e outra vez, paradoxalmente, por muc¸ulmanos
fana´ticos do se´culo VII. Va´rios manuscritos originais vieram a desaparecer e va´rias
obras-primas da literatura e da cieˆncia gregas teriam sido perdidas para a poste-
ridade, se ja´ na˜o tivessem sido recolhidas e traduzidas em l´ıngua a´rabe. Isso foi
poss´ıvel, grac¸as a`s obras do a´rabe Ibn Roshd (Averroe`s) (1126-1198). Os a´rabes
se interessavam tambe´m pelas culturas orientais. Com relac¸a˜o aos nu´meros, primeiro
eles se dedicaram a`s numerac¸o˜es alfabe´ticas grega e judia, cujo uso foi adaptado a`s
28 letras de seu pro´prio alfabeto.
O sistema de numerac¸a˜o hindu-ara´bico foi trazido da India, em torno de 825 d.C.
(se´culo IX d.C.) pelo matema´tico a´rabe, Abu Abd Allah Muhammad ibn Musa
al-Khwarizmi (com acentuac¸a˜o a´rabe modificada dada a dificuldade no nosso sis-
tema de impressa˜o) foi um matema´tico, astroˆnomo, astro´logo, geo´grafo e autor persa.
Conhecem-se poucos detalhes de sua vida. Era um erudito na Casa da Sabedoria em
Bagdade.
Figura 12 – Al-Khwarazmi - O difusor do sistema indu-arabic na Europa.
Fonte: Fonte: http://pt.wikipedia.org/wiki/Al-Khwarizmi .
Quando eles (a´rabes) tiveram acesso a`s descobertas Hindus, foi como ter encontrado
uma luz na escurida˜o. Como proclamava com entusiasmo o autor de uma obra a´rabe
da e´poca, este sistema ”e´ o me´todo mais resumido e pra´tico, mais fa´cil de entender
e mais coˆmodo de aprender. Ele comprova, sem du´vida, um esp´ırito penetrante, um
belo talento criador e a superioridade de discernimento e de geˆnio inventivo dos
Hindus”.
Uma vez conhecida pelos a´rabes, a aritme´tica hindu, grac¸as a`s mu´ltiplas relac¸o˜es
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desses povos, ganhou tambe´m rapidamente o ocidente. Quando se viram diante da
numerac¸a˜o e dos me´todos de ca´lculo vindos da I´ndia, os a´rabes tiveram suficiente
presenc¸a de esp´ırito para apreciar suas vantagens, reconhecer sua superioridade e
adota´-los. Ao contra´rio, os crista˜os da Europa que ficaram agarrados a seus sistemas
arcaicos e foram ta˜o reticentes diante da novidade, que foi preciso esperar durante
se´culos, ate´ que o triunfo do ”algoritmo”, como era enta˜o denominado o ca´lculo
escrito, fosse finalmente total e definitivo Ifrah (2005). A evoluc¸a˜o do sistema hindu-
ara´bico e´ motrada na Figura 13, desde o se´culo VI na I´ndia, ate´ o se´culo XV, ja´
introduzido na Europa.
Figura 13 – A evoluc¸a˜o no tempo, do sistema hindu-ara´bico.
Fonte: invivo.fiocruz.br.
Nosso sistema de numerac¸a˜o Hindu-Ara´bico e´ um sistema de numerac¸a˜o posicional
de base 10. Ele e´ preciso e na˜o apresenta ambiguidades, justamente porque temos o
s´ımbolo 0 (zero) para representar auseˆncia de uma casa. O nome Al Khawarismi
deu surgimento a palavra ”algarismo”.
Qualquer sistema de nu´meros, por mais elementar que seja, supo˜e a adoc¸a˜o de
alguns s´ımbolos, estruturados em dois princ´ıpios: o princ´ıpio de ordenamento , que
permite distinguir o primeiro s´ımbolo (um), do segundo (dois), e eventualmente do
terceiro (treˆs), e assim por diante; e o princ´ıpio de agrupamento , que interrompe a
produc¸a˜o de s´ımbolos individuais diferentes, estabelecendo um s´ımbolo de ordem
superior, cuja combinac¸a˜o com os precedentes permite reiniciar o sistema. Assim,
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”um, dois, treˆs, ..., dez, dez-um, dez-dois, ..., dez-dez ou cem, cento-um, cento-dois,
...”deu origem ao sistema baseado em 10, ou seja, um sistema decimal, como o hindus
entenderam como numerar.
A partir do final do se´culo XI, a atividade dos tradutores e dos compiladores de obras
a´rabes, gregas ou hindus floresceu na Europa. Os contatos culturais entre os dois
mundos passaram a ser ali cada vez mais frequentes, com o desembarque considera´vel
de europeus desejosos de se instruir em matema´tica, astronomia, cieˆncias naturais e
filosofia. Paulatinamente, este per´ıodo (se´culos XII-XIII) trouxe ao conhecimento
da Europa as obras de Aristo´teles (384 a.C-322 a.C), Euclides (365 a.C-300 a.C),
Ptolomeu (90 d.C-168 d.C), AlKhowarizmi (780 d.C-850 d.C), Al-Biruni (973
d.C-1048 d.C) e de tantos outros. Foi a vez dos crista˜os traduzirem em latim tudo o
que lhes chegava a`s ma˜os, e assinaram, deste modo, num prazo mais ou menos curto,
o fim do abacismo (o ca´lculo com a´baco). A partir de enta˜o, o ca´lculo e a cieˆncia
moderna puderam se desenvolver sem entraves.
2.10.1 Depois do Se´culo XI - O Sistema Decimal - Base 10
Leonard Fibonacci (1170-1250) ficou conhecido pela introduc¸a˜o dos algarismos
Hindu-Ara´bicos na Europa. Com outros matema´ticos do seu tempo, contribuiu
para o renascimento das cieˆncias exatas, apo´s a decadeˆncia do u´ltimo per´ıodo da
antiguidade cla´ssica e do in´ıcio da Idade Me´dia. Fibonacci destacou-se ao escrever
o Liber Abaci, o Livro do A´baco, em 1202, sendo obra importante sobre matema´tica.
Liber Abaci introduziu os numerais Hindu-Ara´bicos na Europa, ale´m de discutir
muitos problemas matema´ticos.
Figura 14 – Fibonacci: o primeiro grande matema´tico europeu da Idade Me´dia.
Fonte: en.wikipedia.org/wiki/Leonardo Fibonacci.
No Liber Abaci (1202), Fibonacci apresenta o chamado modus Indorum (me´todo
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dos Hindus), hoje conhecido como algarismos ara´bicos (Sigler 2003; Grimm 1973).
O livro defendia a numerac¸a˜o com os d´ıgitos 0-9 e a notac¸a˜o posicional, esclarecendo
o sistema de posic¸a˜o a´rabe dos nu´meros, incluindo o nu´mero zero. O livro mostrou a
importaˆncia pra´tica do novo sistema numeral, aplicando-o a` contabilidade comercial,
conversa˜o de pesos e medidas, o ca´lculo de juros, taxas de caˆmbio e outras aplicac¸o˜es.
O livro foi bem recebido em toda Europa e teve um impacto profundo no pensamento
europeu. Esse elegante sistema de sinais nume´ricos, em breve, substituiria o na˜o mais
oportuno sistema de algarismos romanos.
Liber Abaci tambe´m colocou e resolveu um problema que envolve o crescimento
de uma populac¸a˜o hipote´tica de coelhos com base em pressupostos idealizados. A
soluc¸a˜o, de gerac¸a˜o em gerac¸a˜o, foi uma sequeˆncia de nu´meros mais tarde conhecida
como a sequeˆncia de Fibonacci: 〈1, 1, 2, 3, 5, 8, 11, ...〉. A sequ¨eˆncia nume´rica era
conhecida por matema´ticos indianos ja´ no se´culo VI, mas foi o Liber Abaci que a
introduziu no Ocidente.
2.10.2 Representando Nu´meros na Base 10
Seja qual for a raza˜o, usamos o sistema decimal de numerac¸a˜o com os algarismos:
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9}. Existe, enta˜o, uma regra geral de representac¸a˜o para qual-
quer qualquer N inteiro ou fraciona´rio :
N = an .10
n + an−1.10n−1 + an−2.10n−2 + ...+ a1.101 + a0.100
onde n e´ um inteiro positivo ou negativo (n ∈ Z). Portanto, qualquer nu´mero
decimal inteiro ou fraciona´rio pode ser representado segundo esta fo´rmula.
Exemplos (Decomposic¸a˜o de nu´meros reais)
7236, 81 = 7× 104 + 2× 103 + 3× 102 + 6× 101 + 8× 10−1 + 1× 10−2
1537 = (1537)10 = 1× 103 + 5× 102 + 3× 101 + 7× 100
36, 189 = (36, 189)10 = 3× 101 + 6× 100 + 1× 10− 1 + 8× 10− 2 + 9× 10− 3
6, 032× 1023 = (6, 032× 1023)10 = 6× 1023 + 0× 1022 + 3× 1021 + 2× 1020
O sistema de numerac¸a˜o decimal Stein (2008), e´ semelhante a um diciona´rio. Em vez
de letras, o sistema de numerac¸a˜o decimal usa os caracteres {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}.
Estes dez caracteres formam todas as palavras que podem ser usadas para descrever
quantidades. E´ um diciona´rio simples: por exemplo o nu´mero 384, 07 e´ na verdade
definido por 3× 102 + 8× 101 + 4× 100 + 0× 10−1 + 7× 10−2. O valor quantitativo da
palavra 384, 07 e´ dedut´ıvel das letras (d´ıgitos) usadas e de suas posic¸o˜es na palavra
(nu´mero decimal).
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Uma maneira de definir os nu´meros reais e´ o conjunto de todas as representac¸o˜es
decimais da forma anterior, em que somente e´ permitida uma quantidade finita de
nu´meros a` esquerda do ponto decimal, mas uma quantidade infinita para o outro
lado. Com essa convenc¸a˜o, 384, 07 = 384, 7000000 . . ..
Os racionais sa˜o todos aqueles nu´meros, tal como, 25, 512121212 . . . que eventu-
almente se acomodam em um padra´o repetitivo a` direita do ponto decimal. Pode-se
verificar que 0, 5121212 . . . = 507/990.
Um nu´mero normal de base 10 e´ aquele no qual, em me´dia, cada d´ıgito deci-
mal, tal como 5, aparece 1/10 das vezes. Cada par de d´ıgitos decimais sucessivos,
digamos 57, aparece 1/100 das vezes, cada tripla de d´ıgitos decimais sucessivos,
tal como 571,, aparece 1/1000 das vezes, e assim por diante. Esse e´ o equivalente
matema´tico da moeda ”aleato´ria ideal”, no lugar de uma moeda aleato´ria ideal com
dois lados, cujos arremessos gerariam um nu´mero normal na base 2. O caso de base
10, pode ser imaginado a uma roleta perfeitamente equilibrada com 10 nu´meros, de
0 a 9. E´ possivel formular uma definic¸a˜o equivalente de normalidade para qualquer
base de um sistema de numerac¸a˜o. Em Stein (2008), cap´ıtulo 10, p.200-202, existe
mais informac¸a˜o sobre nu´meros normais conhecidos. Uma observac¸a˜o interessante e´
que ha´ muitos poucos exemplos de nu´merosnormais em todas as bases; todos os que
sa˜o conhecidos sa˜o altamente artificiais, pois na˜o sa˜o encontrados no mundo real.
Tambe´m que, esses nu´meros normais, na˜o aparecem quando estamos medindo coisas.
Em de vez de 10, que usamos no sistema decimal, e´ poss´ıvel usarmos, como base de
um sistema de numerac¸a˜o, qualquer inteiro positivo maior que 1. Quando ”2”assume
o lugar de ”10”no sistemas decimal, temos como resultado o sistema de numerac¸a˜o
bina´rio de base 2, com o alfabeto consistindo dos d´ıgitos {0, 1}.
2.11 Representando Nu´meros na Base 2
A aritme´tica babiloˆnica (2100 a. C) baseava-se no nu´mero 60, e nos costumes e
linguagem dos povos que falam ingleˆs, esta˜o submersos os remanescentes de um
sistema de base 12, que em certa e´poca imperou nas ilhas britaˆnicas: 12 meses
num ano, 12 polegadas num pe´, dois per´ıodos de 12 horas num dia, medidas em
grupos de du´zias, entre outros exemplos. Inspirado no nu´mero de dedos no par das
ma˜os humanas, o sistema decimal terminou por ofuscar todos os outros meios de
numerac¸a˜o, pelo menos no ocidente.
Pingala foi um antigo matema´tico indiano, famoso por sua obra, o Chandas Shas-
tra, um tratado saˆnscrito (ou l´ıngua saˆnscrita e´ uma l´ıngua da I´ndia, com uso
litu´rgico no hindu´ısmo, budismo e jainismo. O saˆnscrito faz parte do conjunto das
23 l´ınguas oficiais da I´ndia.) sobre proso´dia (e´ a parte da lingu´ıstica que estuda a
entonac¸a˜o, o ritmo, o acento - a intensidade, altura, durac¸a˜o - da linguagem falada
e demais atributos correlatos na fala. A proso´dia descreve todas as propriedades
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acu´sticas da fala que na˜o podem ser preditas pela transcric¸a˜o ortogra´fica) considerado
parte do Vedanga (Os Vedanga sa˜o seis disciplinas auxiliares para a compreensa˜o e
tradic¸a˜o dos Vedas, textos sagrados do Hindu´ısmo). Na tradic¸a˜o litera´ria Indiana,
Pingala e´ identificado como o irma˜o mais novo do Panini, o grande grama´tico do
se´culo V a.C. Outras tradic¸o˜es o identificam com Patanjali, o autor do Mahabhashya.
Mylius (1983:68) considera o Chandas-shastra ”muito posterior”no corpo Vedanga.
Isso o colocaria pro´ximo a` Era Comum, provavelmente po´s-datando os tempos do
Impe´rio Ma´uria (R. Hall, Mathematics of Poetry, tem ”c. 200 a.C.”).
O Chandas Shastra e´ dividido em oito cap´ıtulos. Foi editado por Weber (1863).
Esta´ na transic¸a˜o entre a me´trica ve´dica e a me´trica cla´ssica dos e´picos saˆnscritos.
O matema´tico do se´culo X, Halayudha, o comentou e expandiu. Neste contexto,
Pingala apresenta a primeira descric¸a˜o conhecido de um sistema nume´rico bina´rio.
Ele descreveu o sistema nume´rico bina´rio em conexa˜o a` listagem das me´tricas ve´dicas
com s´ılabas longas e curtas. A sua discussa˜o sobre a combinac¸a˜o de me´trica corres-
ponde ao teorema binomial. O comenta´rio de Halayudha inclui uma apresentac¸a˜o
do triaˆngulo de Pascal (chamado de meru-prastaara). A obra de Pingala tambe´m
conte´m as ide´ias ba´sicas de nu´meros de Fibonacci (chamados de maatraameru).
O uso do zero e´ a`s vezes erroneamente designado a Pingala devido a` sua dis-
cussa˜o sobre nu´meros bina´rios, geralmente representados usando 0 e 1 na discussa˜o
moderna, mas Pingala usou s´ılabas longas e curtas. Quatro s´ılabas curtas (em bina´rio,
”0000”) no sistema de Pingala, contudo, representam o nu´mero um, e na˜o o zero.
Uso posicional do zero data de se´culos posteriores e teria sido familiar a Halayudha,
mas na˜o ao Pingala.
Da ideia de Pingala no se´culo III a.C., o sistema bina´rio foi refinado por Leibniz,
no se´culo XVII.
2.11.1 Leibniz e o sistema bina´rio
Leibniz na˜o inventou o co´digo bina´rio, mas foi um dos precursores no uso no
contexto de uma lo´gica. Certos pensadores ocidentais po´s-renascentistas, no entanto,
fascinaram-se pela simplicidade dos dois estados da numerac¸a˜o bina´ria. Lentamente,
o conceito infiltrou-se em disciplinas cient´ıficas isoladas, da lo´gica e da filosofia a`
matema´tica e a` engenharia, ajudando a anunciar a aurora da era do computador
digital. Leibniz foi um dos primeiros defensores do sistema bina´rio, que chegou a ele
de uma maneira indireta. Em 1666, enquanto completava seus estudos universita´rios,
e bem antes de inventar sua calculadora de rodas dentadas, Leibniz, enta˜o com 20
anos, esboc¸ou um trabalho que, modestamente, dissertava sobre sistemas bina´rios,
denominado ”De Arte Combinatoria”(Sobre a Arte das Combinac¸o˜es), esse pequeno
trabalho delineava um me´todo geral para reduzir todo pensamento - de qualquer
tipo e sobre qualquer assunto - a enunciados de perfeita exatida˜o. A lo´gica (ou, como
ele a chamava, as leis do pensar) seria enta˜o transposta do domı´nio verbal, que e´
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repleto de ambiguidades, ao domı´nio da matema´tica, que pode definir com precisa˜o as
relac¸o˜es entre objetos ou enunciados. Ale´m de propor que todo pensamento racional
se tornasse matema´tico, Leibn´ız invocava ”uma espe´cie de linguagem ou escrita
universal”, mas infinitamente diversa de todas as outras concebidas ate´ aquele tempo,
isso porque os s´ımbolos e ate´ mesmo as palavras nela envolvidas dirigir-se-iam a`
raza˜o, e os erros, exceto os fatuais, seriam meros erros de ca´lculo. Seria muito dif´ıcil
formar ou inventar essa linguagem, mas tambe´m seria muito fa´cil compreendeˆ-la.
2.11.2 Refinamento do Sistema Bina´rio
Seus contemporaˆneos, talvez perplexos, talvez sentindo-se inferiorizados por suas
ide´ias, ignoraram esse ensaio, e o pro´prio Leibniz, ao que parece, nunca voltou a
retomar a ide´ia da sua nova linguagem. Uma de´cada mais tarde, pore´m, ele comec¸ou
a explorar uma nova maneira as potencialidades da matema´tica, concentrando-se em
aprimorar o sistema bina´rio. Enquanto trabalhava, transcrevendo laboriosamente
nu´meros decimais transformados em bina´rios, era estimulado por um manuscrito se-
cular que lhe chamara a atenc¸a˜o. Tratava-se de um comenta´rio sobre o venera´vel livro
chineˆs I Ching ou ”Livro das Mutac¸o˜es”, que procurava representar o universo e todas
as suas complexidades por meio de uma se´rie de dualidades, contrastando luz e trevas,
macho e feˆmea. Encorajado por essa aparente validac¸a˜o de suas pro´prias noc¸o˜es
matema´ticas, Leibniz continuou aperfeic¸oando e formalizando as intermina´veis com-
binac¸o˜es de uns e zeros, que constitu´ıram o moderno sistema bina´rio. E hoje, qualquer
computador digital atual, independente do tamanho ou da finalidade a que se destina,
significa, ter em sua esseˆncia, um sistema de tra´fego de informac¸o˜es expresso em
zeros e uns. Um co´digo de dois s´ımbolos na˜o era a u´nica alternativa ao sistema decimal.
Neste sistema bina´rio, como e´ conhecido hoje, usa-se a base 2, portanto reque-
rendo apenas dois s´ımbolos: ”0”e ”1”.
O uso do sistema bina´rio e´ inadequado para o nosso dia-a-dia, mas e´ ideal para a
construc¸a˜o dos computadores, pois so´ tem dois algarismos, e sa˜o o´timos para repre-
sentar dois estados, tais como ”ligado/desligado”, ”aberto/fechado”, ”sim/na˜o”ou
”falso/verdadeiro”.
Neste caso:
N2 = an .2
n + an−1.2n−1 + an−2.2n−2 + ...+ a1.21 + a0.20
onde n e´ um inteiro positivo ou negativo (n ∈ Z). Portanto, qualquer nu´mero
bina´rio pode ser representado segundo esta fo´rmula.
Em bina´rio 100 (decimal) sera´: 10102 = 1x2
3 + 0x22 + 1x21 + 0x20 = 1x8 + 1x2 = 102
Exemplos (Decomposic¸a˜o de nu´meros bina´rios)
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(10111)2 = 1x2
4 + 0x23 + 1x22 + 1x21 + 1x20
(10, 1)2 = 1x2
1 + 0x20 + 1x2−1
2.11.3 Os Sistema Bina´rio e a Ideia dos Carto˜es Perfurados
No se´culo XIX, em 1801, apareceu o tear controlado por carta˜o perfurado, invenc¸a˜o de
Joseph Marie Jacquard (ver no Volume II, cap´ıtulo sobre Calculadoras Mecaˆnicas,
a Pre´-Histo´ria dos Computadores), no qual as perfurac¸o˜es indicavam os 1’s e os
locais na˜o perfuradas, indicavam os 0’s. O sistema esta´ longe de ser um computador,
mas ilustrou que as ma´quinas poderiam ser controladas pelo sistema bina´rio. Carto˜es
perfurados perduraram ate´ o se´culo XX, meados dos anos 70. Atualmente, no
processamento de todos computadores modernos, a ideia do carta˜o perfurado tem
sido substitu´ıda pelo sistema similar, mas de leitura o´tica sobre marcas no carta˜o,
indicadas pelo usua´rio, correspondendo a sequeˆncias espec´ıficas de 0’s e 1’s, podendo
representar qualquer informac¸a˜o. Como por exemplo, empregado na Mega-Sena da
CEF ou em grandes vestibulares ou exames nacionais da educac¸a˜o brasileira.
2.11.4 As Aplicac¸o˜es dos Nu´meros Bina´rios
Em Stein (2008), temos que o sistema bina´rio e´ o de uso natural para o armaze-
namento de informac¸o˜es em um computador digital. Originalmente, a informac¸a˜o
era exibida por meio de uma sequeˆncia de luzes: acesa (1) e apagada (0). Com-
putadores, no passado dos anos 50-70, aimda armazenavam informac¸o˜es de forma
magne´ticamente: magnetizado (1), na˜o-magnetizado (0).
Em outro fato, considere uma moeda como em Stein (2008), em que o sistema
bina´rio surge, diante dos lanc¸amentos da moeda ao acaso. Ha´ uma correspondeˆncia
simples entre uma sequeˆncia infinita de caras ou coroas e representac¸o˜es bina´rias de
nu´meros 0 e 1. Mais precisamente de representac¸o˜es bina´rias entre 0 e 1. Dada uma
sequeˆncia de caras ou coroas, substitua cara por 0, coroa por 1, remova as v´ırgulas,
e coloque uma v´ırgula decimal a` esquerda do primeiro d´ıgito. A sequeˆncia infinita de
caras ou coroas que alterna cara e coroa (Ca, Co, Ca, Co, ...) torna-se um nu´mero
bina´rio 0, 01010 . . .. Tambe´m e´ poss´ıvel fazer o procedimento reverso: a partir de
um nu´mero bina´rio entre 0 e 1, construir uma sequeˆncia infinita de caras ou coroas.
Neste caso, a procura por uma moeda aleato´ria ideal, se transforma na procura por
um nu´mero bina´rio. A exigeˆncia de que cada sequeˆncia espec´ıfica de n jogadas ocorra
1/(2n) das vezes, se torna a exige¨ncia de que cada seque¨ncia espec´ıfica de n d´ıgitos
bina´rios (0s e 1s) ocorra 1/(2n) das vezes. Um nu´mero que possui essa propriedade e´
chamado normal de base 2.
Outra aplicac¸a˜o de bina´rios em Stein (2008), e´ o de haver um diciona´rio que traduza
blocos de nu´meros para os caracteres da linguagem na qual uma mensagem seja apre-
sentada. Este e´ o caso, do co´digo ASCII (American Standard Code for Information
Interchange), o co´digo que traduz blocos de oito d´ıgitos bina´rios armazenados em
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um computador para caracteres imprimı´veis ou tecla´veis que se originam a partir do
teclado de um computador. Um exemplo e´ o caso da do bloco bina´rio ”01000001”(cuja
representac¸a˜o decimal e´ 65, armazenado em 1 byte de 8 bits), corresponde ao caracter
”A”.
2.12 Nos Dias de Hoje ...
Ale´m das operac¸o˜es elementares de somar, subtrair, multiplicar e dividir, os ma-
tema´ticos, de hoje, por vezes, usam o termo ”aritme´tica superior”Davenport (1999),
quando se refere a resultados mais avanc¸ados relacionados a` Teoria dos Nu´meros.
Esta inclui as propriedades dos inteiros relacionados com, a divisibilidade, a pri-
malidade e a soluc¸a˜o de equac¸o˜es em inteiros. E´ neste contexto que se pode
encontrar o Teorema Fundamental da Aritme´tica e as Func¸o˜es Aritme´ticas
Monteiro (1969). O livro A Course in Arithmetic de Jean-Pierre Serre reflete esse
uso, assim como termos, como a aritme´tica de primeira ordem Serre (1973).
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nde e quando esta fanta´stica aventura da inteligeˆncia humana comec¸ou? Na˜o
sabemos de nada. O acontecimento se perde nos tempos pre´-histo´ricos, e dele na˜o
resta hoje trac¸o algum.
Surgida sem du´vida sobre bases emp´ıricas, a invenc¸a˜o dos nu´meros deve ter cor-
respondido a preocupac¸o˜es de ordem pra´tica e utilita´ria. Aqueles que guardavam
rebanhos, precisavam ter certeza de que, ao voltar do pasto, todos os animais tinham
entrado no curral. Os que estocavam ferramentas, ou armas, ou que mantinham
reservas alimentares para atender a uma vida comunita´ria, deviam estar aptos a
verificar se a disposic¸a˜o dos v´ıveres, armas ou instrumentos era ideˆntica a` que eles
haviam deixado anteriormente.
Tudo comec¸ou com este artif´ıcio conhecido como correspondeˆncia um a um, que
confere, mesmo aos esp´ıritos mais desprovidos, a possibilidade de comparar com
facilidade duas colec¸o˜es de seres ou de objetos, da mesma natureza ou na˜o, sem
ter de recorrer a` contagem abstrata. Foi sem du´vida grac¸as a este princ´ıpio que,
durante mileˆnios, o homem pre´-histo´rico poˆde praticar a aritme´tica antes mesmo de
ter conscieˆncia e de saber o que e´ um nu´mero abstrato.
Os nu´meros devem ter surgido pela necessidade de se contar ou conhecer coisas
importantes para a sobreviveˆncia dos homens da antiguidade. Situac¸o˜es diferentes
precisavam de nu´meros diferentes. E, enta˜o, surgiram os va´rios tipos de nu´meros:
naturais, inteiros, racionais, irracionais (alge´bricos, transcedentais e incomputa´veis),
reais e complexos. Cada tipo servindo para determinada situac¸a˜o. Estes tipos de
nu´meros sera˜o explicados nas sec¸o˜es seguintes, mas observando no cap´ıtulo 2, a
evoluc¸a˜o dos sistemas nume´ricos, desde os eg´ıpcios aos hindu-ara´bicos que usamos.
50 Cap´ıtulo 3. Os Nu´meros
3.1 Nu´meros Naturais
A dualidade de todas as coisas e´ uma noc¸a˜o importante na maioria das culturas. Os
nu´meros naturais tiveram suas origens nas palavras utilizadas para a contagem de
objetos, comec¸ando com o nu´mero dois, e da´ı por diante. Uma abstrac¸a˜o seguinte
foi identificar o nu´mero 1 (Bertrand Russel em “A se´rie dos nu´meros naturais”,
Introduc¸a˜o a` filosofia matema´tica.
O avanc¸o seguinte na abstrac¸a˜o foi o uso de numerais para representar os nu´meros.
Isto permitiu o desenvolvimento de sistemas para o armazenamento de grandes
nu´meros. Por exemplo, os babiloˆnicos desenvolveram um sistema de atribuic¸a˜o de
valor baseado essencialmente nos numerais de 1 a 10. Os eg´ıpcios antigos possu´ıam
um sistema de numerais com hiero´glifos distintos para 1, 10, e todas as poteˆncias de
10 ate´ um milha˜o. Uma gravac¸a˜o em pedra encontrada em Karnak, datando de cerca
de 1500 a.C. e atualmente no Louvre, em Paris, representa 276 como 2 centenas, 7
dezenas e 6 unidades; e uma representac¸a˜o similar para o nu´mero 4622, como em
Georges Ifrah, na HISTORIA UNIVERSAL DOS ALGARISMOS.
Um avanc¸o muito posterior na abstrac¸a˜o foi o desenvolvimento da ideia do zero
como um nu´mero com seu pro´prio numeral, como em Ce´lia Maria Carolino Pires,
“Nu´meros Naturais e Operac¸o˜es”. Um d´ıgito zero tem sido utilizado como notac¸a˜o
de posic¸a˜o desde cerca de 700 a.C. pelos babiloˆnicos, pore´m ele nunca era utilizado
como elemento final. O conceito da forma como ele e´ utilizado atualmente se originou
com o matema´tico indiano Brahmagupta em 628. Contudo, o zero foi utilizado
como um nu´mero por todos os computus (calculadoras da idade me´dia) comec¸ando
com Dionysius Exiguus (470 d.C-544 d.C) em 525, quem escreveu um tratado de
matema´tica elementar, pore´m no geral nenhum numeral romano foi utilizado para
escreveˆ-lo. Ao inve´s disto, a palavra latina para ”nenhum”, “nullae”, foi empregada
pelos romanos.
O primeiro estudo esquema´tico dos nu´meros como abstrac¸a˜o (ou seja, como entidades
abstratas) e´ comumente atribu´ıdo aos filo´sofos gregos Pita´goras(570 a.C-495 a.C) e
posteriormente por Arquimedes(287 a.C-212 a.C). Entretanto, estudos independen-
tes tambe´m ocorreram por volta do mesmo per´ıodo na I´ndia, China, e Mesoame´rica
(regia˜o atual da Ame´rica Central).
No se´culo XIX, uma definic¸a˜o do conjunto teo´rico dos nu´meros naturais foi de-
senvolvida. Com esta definic¸a˜o, era mais conveniente incluir o zero (correspondente
ao conjunto vazio) como um nu´mero natural. Esta convenc¸a˜o e´ seguida pelos teori-
zadores de conjuntos, logicistas, e cientistas da computac¸a˜o. Outros matema´ticos,
principalmente os teorizadores dos nu´meros, comumente preferem seguir a tradic¸a˜o
antiga e excluir o zero dos nu´meros naturais, Da´ı a notac¸a˜o N∗ para indicar a exclusa˜o
do zero.
Os nu´meros devem ter se originado na necessidade de se contar, mas o conceito
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abstrato de nu´mero surgiu muito depois. Nu´meros naturais sa˜o abstrac¸o˜es criadas
pelos humanos para contar objetos. O conjunto dos \index{nu´meros naturais},
denotado por N e´ dado por {1, 2, 3, ...}.
A palavra grega “axioma” e´ usada na matema´tica com o significado que deve
ser, por princ´ıpio, aceita como uma verdade. ou seja, e´ uma premissa ou um pos-
tulado. As raizes da matema´tica sa˜o os axiomas. Todas as teorias sa˜o baseadas
nos seus axiomas.
Uma construc¸a˜o consistente do Conjunto dos Nu´meros Naturais foi desenvolvida
no se´culo XIX por Giuseppe Peano. Essa construc¸a˜o, comumente chamada de
Axiomas de Peano, e´ uma estrutura simples e elegante, servindo como um bom
exemplo, de construc¸a˜o de conjuntos nume´ricos.
Giuseppe Peano (1858-1932) foi um matema´tico Italiano que contribuiu bastante
sobre a notac¸a˜o que hoje e´ usada. A axiomatizac¸a˜o padra˜o dos nu´meros naturais e´
chamada de , em sua homenagem. Como parte desse esforc¸o, ele fez contribuic¸o˜es
fundamentais para o tratamento rigoroso e sistema´tico do me´todo de prova da . Ele
passou a maior parte da sua carreira ensinando matema´tica na Universidade de
Turim, na Ita´lia.
Figura 15 – Peano - Os princ´ıpios da aritme´tica, apresentados por um novo me´todo.
Fonte: pt.wikipedia.org.
3.1.1 Os Axiomas de Peano
Descrito informalmente:
1. Zero e´ um nu´mero.
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2. Se a e´ um nu´mero, enta˜o o sucessor de a e´ um nu´mero chamado de s(a).
3. Zero na˜o e´ sucessor de nenhum nu´mero.
4. Na˜o existem dois nu´meros com o mesmo sucessor.
5. Se uma propriedade pertence a zero, e tambe´m ao sucessor de todo nu´mero,
enta˜o todos os nu´meros tem essa propriedade (Axioma da Induc¸a˜o).
Agora, considerando-se tambe´m o 0 e os nu´meros naturais {1, 2, 3, ...}, os axiomas de
Peano e as operac¸o˜es de soma e multiplicac¸a˜o, toda a a´lgebra pode ser desenvolvida.
Uma observac¸a˜o interessante e´ que tendo-se a e seu sucessor b descrito como uma
func¸a˜o s, tala que s(a) = b, pode-se definir as operac¸o˜es da aritme´tica com os
nu´meros naturais Janos (2009):
1. a + b = b + a (comutatividade da adic¸a˜o, para um nu´mero finito de parcelas)
2. a.b = b.a (comutatividade da multiplicac¸a˜o)
3. a + (b + c) = (a + b) + c (associatidade da adic¸ao)
4. a.(b.c) = (a.b).c (associatividade da multiplicac¸a˜o)
5. a.(b + c) = a.b + a.c (distributividade da multiplicac¸a˜o, em relac¸a˜o a` adic¸a˜o)
Aqui, a multiplicac¸a˜o e´ definida como a.b = axb = b + b + ...+ b, onde b e´ somado
tantas vezes quanto for o valor de ”a”. Exemplo: 4x3 = 3 + 3 + 3 + 3 = 12, ou seja,
uma multiplicac¸a˜o significa somar 4 vezes o valor 3. Tambe´m pode-se ver uma soma
s como uma func¸a˜o que para cada dois naturais [a, b] → a + b. O mesmo para a
multiplicac¸a˜o que associa dois operandos (a, b)→ a.b = axb.
As leis da aritme´tica para os nu´meros naturais parecem o´bvias porque estamos
acostumados com elas. Mas, precisamos ter em mente que existem outras aritme´ticas
em que estas leis podem na˜o ser va´lidas. Por exemplo, na aritme´tica das matrizes, a
propriedade (2) na˜o a´ va´lida, pois a multiplicac¸a˜o de matrizes na˜o e´ comutativa.
3.1.2 A operac¸a˜o de subtrac¸a˜o e os nu´meros negativos
Das propriedade de (1) a (5) podemos definir a relac¸a˜o de desigualdade. Esta
e´ uma relac¸a˜o de ordem sobre N. A relac¸a˜o entre dois nu´meros naturais, b > a
(”b”maior que ”a”) significa que, a partir de ”a”, pode obter ”b”, adicionando-se
um quantidade ”c”ao conteu´do ”a”, isto e´, b = a + c. Isto e´ que nos leva a operac¸a˜o
de subtrac¸a˜o, c = (b − a). Enta˜o, a diferenc¸a (b − a) de dois nu´meros naturais e´ o
nu´mero natural c. Entretanto, no domı´nio dos naturais, isto so´ e va´lido, se b > a.
A relac¸a˜o de desigualdade b > a ou que a < b, ou mesmo que a ≤ b, pressupo˜e,
intuitivamente, uma relac¸a˜o de ordem sobre o conjunto dos nu´meros naturais N.
Num cap´ıtulo posterior e´ mostrado o que e´, formalmente, uma relac¸a˜o de ordem
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sobre um conjunto, ou uma relac¸a˜o de ordem parcial sobre N.
Ocorreu um enorme avanc¸o quando esta restric¸a˜o foi resolvida pela introduc¸a˜o
do ”0”e do ”1”, fazendo-se aparecer que:
• a + 0 = a (”0”e´ um elemento distinguido e neutro para a adic¸a˜o)
• a − a = 0 (isto pode ser provado, como esta´ JACY MONTEIRO (1969), p.75.
• a.0 = 0 (por definic¸a˜o de multiplicac¸a˜o)
e a introduc¸a˜o dos nu´meros negativos -1, -2, -3, ..., em conjunto com a definic¸a˜o
(b−a) = −(a−b). So´ assim, puderam ser representadas algebricamente, os atrasos, os
delocamentos em sentido contra´rio, os de´bitos financeiros, as temperaturas negativas
(frias). Historiadores acreditam que o ”0”apareceu por volta de 300 a.C, para significar,
por exemplo, o ”na˜o sobrou nenhum ...”e o uso do ”0”para diferenciar, por exemplo
87 de 807, surgiu muito tempo depois Janos (2009). E o outro elemento importante
de N e´ ”1”.
3.1.3 Princ´ıpio da Induc¸a˜o Finita sobre N
Induc¸a˜o e´ muito comum em matema´tica (quando se envolve os nu´meros naturais),
para uso em definic¸o˜es e provas matema´ticas, mas tambe´m t´ıpica, para ser aplicada
em va´rias partes da cieˆncia da computac¸a˜o.
Definic¸o˜es indutivas sa˜o especialmente adequadas para uso com conjuntos in-
finitos. Ale´m disso, conjuntos definidos por induc¸a˜o, ganham, implicitamente,
uma estrutura que pode servir como base para a definic¸a˜o indutiva de func¸o˜es
sobre esses conjuntos. Provas indutivas sa˜o especialmente adequadas para proprie-
dades de conjuntos com elementos, de comprimento ilimitado.
Consideremos as seguintes duas formulac¸o˜es equivalentes do princ´ıpio da induc¸a˜o
finita sobre N:
1. P ocorre para n = 0.
2. Se P ocorre para um n ∈ N, enta˜o P tambe´m ocorre para n + 1.
Ou de outra forma:
1. P ocorre para n = 0.
2. Se n ∈ N, n 6= 0 e P ocorre para todo m ∈ N, tal que m < n, enta˜o P tambe´m
ocorre para n.
Mais sobre a construc¸a˜o formal dos nu´meros naturais N e a prova de va´rios teoremas
sobre N, o leitor por estudar em Monteiro (1969), Cap´ıtulo II, 2, sec¸a˜o 2.1, p.10.
54 Cap´ıtulo 3. Os Nu´meros
3.2 Nu´meros Inteiros
Os nu´meros inteiros sa˜o contru´ıdos e simbolizados por Z, a partir do conjunto N dos
nu´meros naturais, pelo processo da simetrizac¸a˜o da adic¸a˜o definida sobre N. Simetria
e´ algo que aparece em muitas situac¸o˜es na natureza, sendo muitas vezes usada pelo
homem na construc¸a˜o de coisas f´ısicas. E´ mostrado que N pode ser considerado uma
parte de Z.
E´ mostrado na subsec¸a˜o anterior, que acrescentando-se o ”0”e os nu´meros negativos
dos nu´meros naturais (os sime´tricos dos nu´meros naturais), obte´m-se os nu´meros
inteiros Z:
...− 3,−2,−1, 0, 1, 2, 3, ...
A construc¸a˜o formal dos nu´meros inteiros Z e a prova de va´rios teoremas sobre Z, o
leitor por estudar em Monteiro (1969), Cap´ıtulo III.
3.3 Nu´meros Inteiros e Frac¸o˜es
Com a aparic¸a˜o dos nu´meros inteiros negativos e do ”0”, pode-se, agora, somar,
subtrair e multiplicar nu´meros inteiros. Mas, para dividir dois inteiros, preci-
samos definir o conceito de frac¸a˜o. O aspecto mais nota´vel da aritme´tica eg´ıpcia e´ o
seu ca´lculo de frac¸o˜es.
Por exemplo para dividir 21 em 3 partes iguais , fazemos 21 = 7 + 7 + 7. Mas,
dividir 21 em 4 partes iguais e´ imposs´ıvel com nu´meros inteiros. Por isso, definimos e
representamos frac¸o˜es tais como, 21/4, 7/3, como relac¸o˜es entre inteiros. Usando-se
inteiros, o ma´ximo que da´ para dizer e´ que, 21/4 = 5 e resta 1, ou que 7/3 = 2 e
resta 1, ou mesmo que 17/5 = 3 e resta 2. Claramente, 21/4 representa a frac¸a˜o ”a
quarta parte de um todo que e´ 21”, e ”7/3 representa um terc¸o de um todo que e´ 7”.
Definimos frac¸o˜es, como relac¸o˜es entre inteiros. Os pontos na reta dos nu´meros, que
representam frac¸o˜es, sa˜o obtidos atrave´s da subdivisa˜o de cada intervalo em frac¸o˜es
decimais, usando-se o sistema de numerac¸a˜o decimal.
Qualquer frac¸a˜o decimal pode ser escrita como:









3.4 Ampliando a Aritme´tica
Agora, usando-se 0 e 1, os nu´meros negativos e as frac¸o˜es, podemos ampliar as leis
da aritme´tica com:
1. a + 0 = 0 + a = a
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2. a.1 = 1.a = a (”1”e´ um elemento distinguido e neutro para a multiplicac¸a˜o,
onde neste caso, a e´ tomado na soma da multiplicac¸a˜o, apenas 1 vez.)
3. a + b = a + c ⇒ b = c
4. a + (−a) = +(a) + (−a) = 0
5. (a).(1/a) = (1/a).(a) = 1 se a 6= 0
Como pode ser visto, o resultado da divisa˜o de dois nu´meros inteiros pode ser um valor
exato, como por exemplo, 2/5 = 0, 4 ou uma frac¸a˜o cujos termos decimais se repetem
indefinidamente, como por exemplo, 1/3 = 0, 3333333...e 1/13 = 0, 076923076....
Toda frac¸a˜o representando um nu´mero racional, tem de ser de uma destas formas.
Uma frac¸a˜o na˜o pode ser uma expressa˜o decimal que nunca se repete, como por
exemplo: 0,12123123412345...
3.5 Nu´meros Racionais
Um nu´mero racional, e´ um nu´mero que pode ser escrito na forma p/q (isto e´, uma
raza˜o ou frac¸a˜o), onde p e q sa˜o dois nu´meros inteiros. O conjunto do nu´meros
racionais e´ denotado por Q, onde:
Q = {p/q | p ∈ Z; q ∈ Z∗}, onde Z∗ = Z− {0}
Na´o e´ claro os argumentos filoso´ficos dos gregos que fizeram dos nu´meros raci-
onais, o aˆmago da matema´tica. Uma propriedade que distingue os racionais dos
inteiros e´ que eles sa˜o ”densos”.
Definic¸a˜o (Conjunto Denso)
Sejam a e b dois elementos quaisquer de um conjunto D . Diz-se que o conjunto D e´
denso, se podemos inserir outro elemento d , pertencente a D , tal que d se encontra
entre a e b.
Ser denso reflete a forma como os nu´meros racionais sa˜o distribu´ıdos ao longo
de uma reta numerada. Qualquer segmento de reta, na˜o importa qua˜o pequeno seja,
sera´ sempre ocupado por infinitos nu´meros racionais. Deste modo, pode-se concluir
como os gregos fizeram, que a reta inteira e´ ocupada por nu´meros racionais.
Contudo, em matema´tica, a intuic¸a˜o, muitas vezes, pode conduzir a uma con-
clusa˜o falsa. Um dos acontecimentos mais fanta´sticos na histo´ria da matema´tica foi
a descoberta que os nu´meros racionais, apesar de densos, deixam ”buracos”na reta;
existindo pontos que na˜o correspondem a nu´meros racionais. E assim o conjunto Q
na´o e´ ta˜o denso como se pensava.
Terminou-se por descobrir que o nu´mero
√
2 na˜o e´ um nu´mero racional. Conta
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a histo´ria que a escola pitago´rica ficou desapontada, pois neste caso, havia-se chegado
a um ponto que podia ser marcado na reta, mas que na˜o era um nu´mero racional.
A revolta foi ta˜o significativa que os pitago´ricos se recusaram a admitir
√
2 como
um nu´mero, e como a diagonal de um triaˆngulo retaˆngulo de lados iguais a 1 e´
√
2,
diziam os pitago´ricos que a diagonal desse triaˆngulo retaˆngulo era indefin´ıvel. Uma
prova, fa´cil de se entender, de que
√
2 e´ irracional, se encontra no cap´ıtulo 3 de Janos
(2009) e que pi e pi2 sa˜o irracionais, onde uma prova, bem mais complexa, pode ser
encontrada no teorema 1 do cap´ıtulo, volume II de Spivak (1970).
No caso do conjuntos dos nu´meros racionais Q, entre duas frac¸o˜es quaisquer, na˜o
importa qua˜o pro´ximas sejam, sempre se pode inserir outra frac¸a˜o. Genericamente,
se temos as frac¸o˜es 1/p e 1/q , sempre se pode inserir infinitas novas frac¸o˜es, e neste
caso, podemos inserir (1/p + 1/q)/2. Consequentemente, qualquer resultado de uma
medic¸a˜o, pode ser expressa em termos de nu´meros racionais, porque a precisa˜o de
uma medic¸a˜o e´ limitada pela construc¸a˜o dos instrumentos de medic¸a˜o Janos (2009).
O que se pode esperar e´, no ma´ximo, alcanc¸ar um resultado aproximado, no que os
nu´meros racionais sa˜o suficientes.
3.6 Nu´meros Irracionais
A descoberta atribu´ıda a Pita´goras (571 a.C.-496 a.C.), filo´sofo e matema´tico grego
que viveu entre os se´culos VI-V a.C, foi a dos nu´meros irracionais, por meio de
segmentos de reta incomensura´veis. Isto pode ter sido o resultado de seu interesse
pela ideia de me´dia geome´trica. A me´dia geome´trica de um conjunto de nu´meros
positivos e´ definida como o produto de todos os membros do conjunto, elevado ao
inverso do nu´mero de membros. Qual era a me´dia geome´trica de 1 e 2, os dois
s´ımbolos sagrados na e´poca de Pita´goras ? Esta questa˜o conduziu ao estudo da
raza˜o entre a diagonal e o lado de um quadrado, hoje conhecida por
√
2, seguindo a
ideia do ca´lculo de me´dia geome´trica de Pita´goras, descobriu-se que esta raza˜o na˜o
podia ser expressa pelos nu´meros racionais da e´poca, os u´nicos nu´meros que eram
reconhecidos como tal Struik (1987).
Veja a explicac¸a˜o em JANOS (2009). Podemos procurar nu´meros irracionais na reta
dos nu´meros, usando uma sequeˆncia de intervalos aninhados, onde cada intervalo
e´ inserido dentro de uma intervalo maior.
O conceito de nu´meros reais surgiu a partir da utilizac¸a˜o de frac¸o˜es comuns pe-
los Eg´ıpcios, por volta do ano 1000 a.C. O desenvolvimento da noc¸a˜o manteve-se
com a contribuic¸a˜o dos gregos, que proclamaram a existeˆncia dos nu´meros irracionais.
Os nu´meros reais sa˜o os que podem ser expressos por um nu´mero inteiro (3, 28, 1568)
ou decimal (4,28; 289,6; 39985,4671). Significa que abarcam os nu´meros racionais
(que podem ser representados como o quociente de dois inteiros com denominador
diferente de zero) e os nu´meros irracionais (os que na˜o podem ser expressos como
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uma fracc¸a˜o de nu´meros inteiros com denominador diferente de zero).
Considere que um nu´mero real esta´ definido por um decimal como 3,5712... .
A v´ırgula (ponto) decimal nos fornece uma sequeˆncia de aproximac¸o˜es racionais do
nu´mero 3; ou seja, 3,5; 3,57; 3,571; ... Isto e´, cada aproximac¸a˜o fornece um novo
ponto na reta dos nu´meros no intervalo [3,0 - 4,0], depois [3,5 - 3,6], depois [3,570 -
3,571], e assim por diante. A palavra ”aninhado”significa que cada novo intervalo
est[a compreendido no intervalo anterior. Assim, os comprimentos desses intervalos
aninhados va˜o diminuindo (1; 0,1; 0,01; 0,001; ...). Como estamos considerando um
decimal com infinitos termos, estes intervalos sera˜o ta˜o pequenos quanto desejar-
mos, ou que, o comprimento dos intervalos corresponde a um sequeˆncia que tende a 0.
Considerando, agora, o seguinte axioma:
”Cada sequeˆncia de intervalos aninhados corresponde precisamente a um u´nico
ponto na reta dos nu´meros, que e´ contido por todos esses intervalos.”
Se considerarmos que existe mais de um ponto comum a todos os intervalos
aninhados, e os intervalos tendem para 0, sera´ imposs´ıvel ter dois pontos contidos
num intervalo com comprimento menor que a distaˆncia entre eles.
Portanto, por definic¸a˜o, este ponto e´ chamado de um nu´mero real. Se esse nu´mero
real na˜o for racional, ele sera´ irracional.
Por que se deve aceitar este axioma, e o que e´ esse ponto pertencente a todos
os intervalos? Porque ele gera concluso˜es u´teis e consistentes dentro da teoria ma-
tema´tica. Aceitamos este axioma, da mesma forma que aceitamos que ”dois pontos
definem uma u´nica reta”, ou que ”todo nu´mero natural tem um sucessor”Janos (2009).
Agora, supondo que o nu´mero procurado p, se encontra no intervalo [2,7 - 2,8].
Procurando p no intervalo, vamos, atrave´s dos intervalos aninhados, construindo
a sequeˆncia de comprimentos dos intervalos tendendo a 0: [2,7 - 2,8], [2,71-2,72],
[2,715-2,716], e assim por diante, com os comprimetos dos intervalos tendendo a 0.
Enta´o, se, em em dos passos p estiver em um dos pontos extremos de um intervalo,
p sera´ um nu´mero racional do tipo 2,71515, isto e´, 2,7151000... Mas, se p na˜o for
um desses extremos, enta˜o p sera´ irracional.
Os nu´meros irracionais, que sa˜o representados por expresso˜es decimais na˜o
perio´dicas pode ser representado por frac¸o˜es cont´ınuas. Por exemplo:
√






6 = [2, 2, 4, 2, 2, 4, ...]
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Muitos nu´meros alge´bricos irracionais produzem frac¸o˜es cont´ınuas perio´dicas
relativamente simples. Por exemplo:
√
2 = [1, 2, 2, 2, ...]
√
3 = [1, 1, 2, 1, 2, 1, 2]
O nu´mero pi tambe´m pode ser representado como uma frac¸a˜o cont´ınua, neste
caso, na˜o-perio´dica.





Pore´m, como encontrar um ponto na˜o extremo ? A resposta esta´ nos cortes
de Dedekind, como sera´ descrito a seguir.
Encontrando irracionais - Cortes de Dedekind
Uma forma equivalente de encontrar nu´meros irracionais, foi apresentada pelo
matema´tico alema˜o. Julius Wilhelm Richard Dedekind (1831-1916).
Figura 16 – Dedekind - O me´todo para encontrar irracionais.
Fonte: https://www.wikipedia.org/wiki/RichardDedekind .
Em Janos (2009), Cap´ıtulo 1, p.8, e´ mostrado o me´todo de Dedekind para encontrar
nu´meros irracionais.
A teoria dos irracionais atula, desenvolvida por Dedekind e Weierstrass (), segue
literalmente o modo de pensar grego de Eudoxo (a quem e´ atribuida a teoria das
proporc¸o˜es, mas com os me´todos da artime´tica moderna, que avriram perspectivas
mais amplas.
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3.7 Nu´meros Reais
Muito tempo depois, o conjunto dos nu´meros irracionais foi unido ao conjunto dos
racionais Q, gerando os nu´meros reais R. Um nu´mero real e´ aquele que pode ser
escrito na forma decimal, sejam as casas decimais finitas, como por exemplo, 7, 2
ou com infinitas repetic¸o˜es, como em 1, 235235235..., ou mesmo os que nunca se
repetem, como em, 1, 101001000100001..., em que depois de cada 1 segue um nu´mero
maior de zeros.
E´ bem conhecido que os nu´meros que terminam com decimais finitas ou com
repetic¸o˜es sa˜o racionais. E os que nunca se repetem sa˜o irracionais.
O continuum dos nu´meros reais e´ composto pela totalidade dos nu´meros deci-
mais finitos e infinitos. Os racionais infinitos sa˜o os que conte´m decimais perio´dicas
(d´ızimas perio´dicas), por maior que seja esses per´ıodos, e os irracionais os na˜o
perio´dicos.
A aritme´tica abrange o estudo de procedimentos manuais para a realizac¸a˜o
de operac¸o˜es com os nu´meros naturais, inteiros, racionais e reais.
3.7.1 Nu´meros Alge´bricos
A maioria dos nu´meros que encontramos quando estudamos a´lgebra podem ser
imaginados como soluc¸o˜es de equac¸o˜es alge´bricas. Por exemplo:
O nu´mero 1, 2/3,
√
2 e i =
√−1 sa˜o soluc¸o˜es das equac¸o˜es:
x − 1 = 0, 3x − 2 = 0, x 2 − 2 = 0, x 2 + 1 = 0
Nu´meros reais ou complexos (sera´ visto adiante), como os acima, sa˜o uma soluc¸a˜o
de uma equac¸a˜o polinomial com coeficientes inteiros, sa˜o chamados alge´bricos.
Desta forma, qualquer nu´mero racional a/b e´ alge´brico, pois satisfaz a equac¸a˜o
bx − a = 0. Logo,, se um nu´mero e´ na˜o-alge´brico, isto e´, na˜o e´ da forma a/b,
enta˜o ele na˜o sera´ racional, e portanto sera´ irracional. Contudo, um nu´mero irra-
cional tambe´m pode ser alge´brico. Veja o exemplo da soluc¸a˜o da equac¸a˜o x 2−2 = 0.
Um nu´mero que a soluc¸a˜o da equac¸a˜o polinomial a0.x
n + a1.x
n−1 + a2.xn−2 + ...+
an−1.x + an = 0, onde a0 6= 0, a1, a2, ..., an sa˜o inteiros e n um inteiro positivo,
chamado de grau da equac¸a˜o, e´ um nu´mero alge´brico.
A questa˜o que surge e´: existem nu´meros irracionais, na˜o-alge´bricos ? Ou de
outra forma, existem nu´meros que na˜o sa˜o ra´ızes de uma equac¸a˜o polinomial com
coeficientes inteiros ?
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3.7.2 Nu´meros Transcendentais
O que se sabe e´ que por volta de 1850 um novo tipo de nu´mero foi descoberto (pelos
platonistas): os nu´meros transcedentais.
Joseph Liouville (1809-1882) foi um matema´tico franceˆs que provou a existeˆncia
de nu´meros na˜o alge´bricos. Considere o nu´mero 0,12345678910111213... cuja
parte decimal e´ a sequeˆncia dos naturais, ele e´ na˜o-alge´brico. Tais nu´meros foram
chamados de transcendentais, porque transcendem aos nu´meros que podem ser
soluc¸o˜es de equac¸o˜es polinomiais.
Figura 17 – Joseph Liouville e os nu´meros transcedentais.
Fonte: https://pt.wikipedia.org/wiki/JosephLiouville.
Liouville fundou o Journal de Mathe´matiques Pures et Applique´es. Embora tenha
trabalhado em todas as a´reas da matema´tica pura e aplicada, e´ sobretudo conhecido
por ter sido o autor da primeira demonstrac¸a˜o da existeˆncia de nu´meros transcen-
dentes.
Os nu´meros transcedentais, inicialmente, eram considerados como nu´meros raros.
Mas, aos poucos, foram sendo descobertos, como os dois casos mais famosos na
matema´tica: os nu´meros pi e o nu´mero e.
Tambe´m, na˜o e´ nada fa´cil provar que um nu´mero e´ transcedental, pois para
isso, deve-se provar que ele e´ na˜o-alge´brico, isto e´, ele na˜o e´ soluc¸a˜o de nenhuma
equac¸a˜o polinomial. Em 1929 foi provado que epi e´ transcedental.
Quando falamos de nu´meros transcedentais, estamos falando dos definidos como
nu´meros normais. Um nu´mero normal na base 10 (decimal) e´ aquele que, em me´dia,
cada d´ıgito decimal aparece 10 por cento das vezes. Como tambe´m, um par de
d´ıgitos sucessivos, como por exemplo, 75, aparecera´ 1 por cento das vezes, e cada
tripla de digitos, como por exemplo, 763 aparecera´ 0,1 por cento das vezes, e assim
por diante. O conceito de nu´meros normais vale em qualquer base, e os nu´meros
transcedentais sa˜o, provavelmente, nu´meros normais.
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Embora na˜o seja o que nossa intuic¸a˜o mostre, mas, na verdade, o que se conhece e´
que existem mais nu´meros irracionais do que racionais. E existem mais nu´meros
transcedentais do que alge´bricos. Interessante, que ale´m de na˜o serem nada raros,
os nu´meros transcedentais sa˜o a maioria entre os irracionais, como menciona
Janos (2009).
3.7.3 O Nu´meros Incomputa´veis
Ao surgir a Cieˆncia da Computac¸a˜o, veremos que um novo tipo de nu´mero, no
conjunto dos nu´meros reais, apareceu: os nu´meros computa´veis. Esses nu´meros
sa˜o os que podemos calcular com uma quantidade finito de operac¸o˜es dentro do que
veio a ser chamado de algoritmo, uma sequeˆncia finita de passos (computacionais)
para se chegar a conclusa˜o de alguma tarefa. Por exemplo, o nu´mero pi e´ um exemplo,
calculado pela divisa˜o do comprimento de uma crcunfereˆncia pelo seu diaˆmetro.
Contudo, como veremos no cap´ıtulo sobre ”Computabilidade”, existem nu´meros
reais que na˜o podem ser calculados a partir de um algoritmo. Esses sa˜o chamados
de nu´meros incomputa´veis. Esse tipo de nu´mero e´ importante, para a cieˆncia da
computac¸a˜o, pois surgiram das limitac¸o˜es de uma ma´quina computacional ou, em
outros termos, limitac¸o˜es dos sistemas computacionais, como descoberto por,
Alan Turing e Alonzo Church no se´culo XX, meado da de´cada de 30.
3.8 Os Nu´meros Complexos
A sequeˆncia de tipos de nu´meros comec¸ou com os inteiros positivos e expandiu para
os inteiros negativos, depois os racionais e depois os irracionais, advindo, enta˜o, os
reais e por fim, culminaram com os nu´meros complexos. Por exemplo, resolver a
equac¸a˜o x 2 − 2 = 0, tornou necessa´rio a introduc¸a˜o de nu´meros irracionais (no caso,
x =
√
2 e´ raiz desta equac¸a˜o), o que faz aparecer um irracional (
√
2) alge´brico. Em
outro caso, temos a equac¸a˜o quadra´tica do tipo x 2 + 1 = 0, na˜o possui soluc¸o˜es nos
nu´meros reais, porque tem-se x =
√−1, e na˜o se pode calcular a raiz quadrada de um
nu´mero negativo. Assim, ou se considerava que este tipo de equac¸a˜o era insolu´vel ou
o conceito de nu´mero, outra vez, deveria ser estendido para um novo conjunto mais
amplo, com um novo s´ımbolo que permitisse que a equac¸a˜o tivesse uma soluc¸a˜o. Foi
exatamente isto que foi feito, quando se definiu
√−1 e foi introduzido o s´ımbolo i, defi-
nido como i2 = −1, a unidade imagina´ria, como Descartes disse ser esses nu´meros.
Assim, os sistemas de nu´meros, nem sempre esta˜o ligados aos nu´meros reais. Este e´
o caso dos nu´meros complexos que na˜o se prestam para ”contar”. Sua existeˆncia e´
devido a` necessidade de se expandir o campo dos nu´meros reais, oferecendo um novo
tipo de nu´mero, uma nova ferramenta consistente que atende a`s regras da aritme´tica
com esses nu´meros.
O conceito de nu´mero complexo teve um desenvolvimento gradual. Comec¸aram
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a ser utilizados formalmente no se´culo XVI (anos 1500) em fo´rmulas de resoluc¸a˜o
de equac¸o˜es de terceiro e quarto graus Cerri e Monteiro (2001). Os primeiros que
conseguiram dar soluc¸o˜es a equac¸o˜es cu´bicas foram Scipione del Ferro e Tarta-
glia. Este u´ltimo, depois de ter sido alvo de muita insisteˆncia, passou os resultados
que tinha obtido a Girolamo Cardano, que prometeu na˜o divulga´-los. Cardano,
depois de conferir a exatida˜o das resoluc¸o˜es de Tartaglia, na˜o honrou sua promessa
e publicou os resultados em sua obra Ars Magna em 1545.
A impossibilidade de se resolver equac¸o˜es do tipo x 2 + a = 0, quando a e´ po-
sitivo, era conhecida ha´ se´culos. E em 1545, Cardano tentou descobrir dois nu´meros
cuja soma era 10 e cujo produto era igual a 40. Isto o levou a` equac¸a˜o quadra´tica:
x + y = 10 xy = 40
y = 10− x = 40
x
10x − x 2 = 40
x 2 − 10x + 40 = 0, que fornece duas soluc¸o˜es 5 +√−15 e 5−√−15
Inicialmente, Cardano na˜o soube o que fazer com estas ”soluc¸o˜es”. Ele na˜o sabia
os que estes valores significavam. Mas, intrigado, Cardano resolver dar a estas o
tratamento ordina´rio da a´lgebra, e notou que ambas as soluc¸o˜es satisfaziam as
condic¸o˜es iniciais do problema, isto e´:
(5 +
√−15) + (5−√−15) = 10 e (5 +√−15)(5−√−15) = 40.
E´ mesmo ? Fac¸am as contas.
Hoje, quando temos equac¸o˜es cu´bicas do tipo ax 3 + bx 2 + cx + d = 0, sabemos
que elas requerem soluc¸o˜es nos nu´meros complexos, mesmo que as soluc¸o˜es sejam
nu´meros reais (pois eles fazem parte do conjunto dos nu´meros complexos).
Em 1835, Hamilton deu um tratamento formal aos nu´meros complexos, definindo-os
como uma par ordenado (x,y), sendo x e y reais e obedecendo aos axiomas:
1. Dois nu´meros complexos (a, b) e (c, d) sa˜o iguais se a = c e b = d .
2. k(a, b) = (ka, kb)
3. (a, b) + (c, d) = (a + c, b + d)
4. (a, b)(c, d) = (ac − bd , ad = bc)
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Sobre os nu´meros complexos e´ poss´ıvel provar que os nu´meros complexos sa˜o com-
pletos, ou o que e´ o mesmo de dizer que representam um conjunto fechado, o que
significa que qualquer operac¸a˜o com nu´meros complexos resultara´ tambe´m em um
nu´mero complexo. Isto na˜o acontece com os inteiros, pois quando dividimos dois
inteiros, o resultado na˜o e´ outro inteiro. E tambe´m isto na˜o acontece com os reais,
pois a raiz quadrada de -1 (um nu´mero real), o resultado na˜o e´ real, ou seja e´ um
nu´mero complexo. Assim, os reais na˜o formam um campo ou corpo fechado, ou
seja, na˜o sa˜o completos.
E o resultado mais surpreendente da a´lgebra, chamado o Teorema Fundamental
da A´lgebra, prova que:
”Todo polinoˆmio de grau n tem sempre n ra´ızes complexas”
O que da´ importaˆncia ao fato, de que e´ importante existir nu´meros comple-
xos. O leitor encontrara´ mais sobre este teorema, no cap´ıtulo sobre que explica os
ane´is de polinoˆmios.
Durante o se´culo XIX muitos esforc¸os foram feitos para se obter base mais so´lida
para a a´lgebra. Portanto, o sistema de nu´meros passou a ser visto de uma ma-
neira integrada, onde diferentes classes de nu´meros foram organizadas de foma mais
consistente, mostrando-se cada classe como subconjunto de outras como esta´ em
N ⊂ Z ⊂ Q ⊂ R ⊂ C e que tambe´m {Q ∪ I} ⊂ R
Figura 18 – Os conjuntos de nu´meros: N ⊂ Z ⊂ R ⊂ C.
Fonte: www.brasilescola.com.
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3.9 Mais Nu´meros
Neste ponto, outras perguntas podem ser levantadas:
1. Ale´m do nu´meros complexos, sa˜o necessa´rios outros tipos de nu´meros ?
2. Podem os nu´meros complexos fazer parte de outro tipo ainda mais abrangente
?
Para a a´lgebra cla´ssica (elementar) na˜o e´ preciso de tal extensa˜o. De fato, pode ser
provado que o conjunto Cdos nu´meros complexos na˜o pode ser estendido. Nu´meros
complexos sa˜o necessa´rios e suficientes para resolver qualquer problema da a´lgebra
cla´ssica no plano (em duas dimenso˜es), ou seja no espac¸o R2. Se a dimensa˜o do
espac¸o for maior que 2, o caminho deve ser outro.
Para um estudo mais aprofundado sobre esta questa˜o, o leitor pode estudar o trabalho
de Hamilton. William Rowan Hamilton (1805-1865) foi um matema´tico, que
contribuiu com trabalhos fundamentais ao desenvolvimento da a´lgebra. A sua desco-
berta mais importante em matema´tica e´ a dos quaternio˜es, uma quadra ordenada
q = (a, b, c, d), para representar pares de nu´meros complexos (a + bi , c + di), em que
a, b, c, d sa˜o nu´meros reais. Esse novo sistema de nu´meros teria que ser consistente
com os axiomas e as operac¸o˜es fundamentais da aritme´tica. Assim, Hamilton pode
introduzir os quartenions no plano tridimensional. A motivac¸a˜o que o levou a
desenvolver um novo sistema de nu´meros foi originada no problema da multiplicac¸a˜o
de dois vetores num espac¸o vetorial tridimensional (3D).
3.10 Classificaca˜o dos Nu´meros
Para resumir: um nu´mero e´ a expressa˜o de uma quantidade em relac¸a˜o a` sua unidade.
O termo vem do latim e refere-se a um s´ımbolo ou um conjunto de s´ımbolos. A
Teoria dos Nu´meros agrupa estes s´ımbolos em distintos conjuntos. Pode-se, por fim,
organizar os nu´meros (os mais usados por no´s) dividindo-os em sistemas como na
classificac¸a˜o abaixo. De forma geral, os tipos de nu´meros mais importantes, para os
matema´ticos e para os cientistas da cieˆncia da computac¸a˜o sa˜o classificados como:
• Nu´meros: Reais ou Complexos;
• Reais: Racionais ou Irracionais;
• Racionais: Inteiros (incluindo os naturais) ou Frac¸o˜es Puras (1/2, 1/3/,
1/4, ...);
• Irracionais: Alge´bricos (√2), Transcedentais (pi, e, ...) ou Incomputa´veis
(???);
• Naturais: Pares ou I´mpares;
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• Naturais: Primos ou Na˜o-Primos.
Desta classificac¸a˜o, podemos destacar os tipos de nu´meros que sa˜o computa´veis:
reais racionais (inteiros e frac¸o˜es puras) ou reais irracionais (alge´bricos e transceden-
tes).
3.11 Outros Nu´meros
Nu´mero perfeito: nu´mero cuja soma de seus divisores (exclu´ıdo o pro´prio nu´mero)
e´ igual a ele mesmo (p. ex.: 6). O nu´mero 26 e´ o u´nico que existe que se encontra
entre um quadrado (25 = 52) e um cubo (27 = 33) (provado por Pierre de Fermat).
O nu´mero 69 e´ o u´nico que existe cujos algarismos que compo˜em seu quadrado
(692 = 4761) e seu cubo (693 = 328509) formam todos os nu´meros entre 0 e 9 sem





um dos maiores nu´meros que ja´ serviram a algum propo´sito em Matema´tica. O
nu´mero de Graham, ainda maior, aparece em problemas de combinato´ria.
3.12 Definic¸o˜es de Nu´meros
O conceito de nu´mero, na sua forma mais simples, e´ claramente abstrata e intuitiva.
Entretanto, foi objeto de estudo de diversos pensadores. Pita´goras de Samos
(cerca de 571 a.C. ou 570 a.C.-497 a.C. ou 496 a.C.), por exemplo, considerava o
nu´mero a esseˆncia e o princ´ıpio de todas as coisas; para Arthur Schopenhauer
(1788-1860) o conceito nume´rico apresenta-se como a cieˆncia do tempo puro.
Outras definic¸o˜es de nu´mero sa˜o:
• Nu´mero e´ a relac¸a˜o entre a quantidade e a unidade, Isaac Newton (1643-1727).
• Nu´mero e´ um composto da unidade, Euclides de Alexandria (360 a.C.-295
a.C.).
• Nu´mero e´ uma colec¸a˜o de objetos de cuja natureza fazemos abstrac¸a˜o, E´mile
Boutroux (1845-1921).
• Nu´mero e´ o resultado da comparac¸a˜o de qualquer grandeza com a unidade,
Benjamin Constant (1767-1830).
• Nu´mero e´ o movimento acelerado ou retardado, Aristo´teles (384 a.C.-322 a.C.).
• Nu´mero e´ uma colec¸a˜o de unidades, Tales de Mileto (cerca de 624 ou 625
a.C.-556 ou 558 a.C.) e Marie Jean Antoine Nicolas Caritat (1743-1794).
• Nu´mero e´ a raza˜o entre uma quantidade abstrata e uma outra quantidade da
mesma espe´cie, Isaac Newton (1643-1727).
• Nu´mero e´ a classe de todas as classes, equivalente a uma dada classe, Bertrand
Russell (1872-1970) em Principia Mathematica).
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palavra primos vem do latin primus, principal e prime em ingleˆs. Os nu´meros
primos tem uma longa histo´ria. Foi Pita´goras (570 a.C) quem primeiro entendeu
seu conceito e era interessado nas suas propriedades. Euclides (300 a.C) provou
que eles sa˜o infinitos e formulou o Teorema Fundamental da Aritme´tica. Eles
sa˜o colocados aqui porque exercem um papel importante na Teoria dos Nu´meros e
tem muito utilidade nas te´cnicas usadas em determinados algoritmos de criptografia,
usados na a´rea de seguranc¸a da informac¸a˜o.
4.1 Divisibilidade
Antes de entendermos a definic¸a˜o de um nu´mero primo, precisamos saber o que
significa um inteiro ser divis´ıvel por outro inteiro. Neste caso, existe uma relac¸a˜o de
divisibilidade sobre Z.
Definic¸a˜o (Divisores)
Sejam a e b dois nu´meros inteiros. Diz-se que b e´ um divisor de a se, e somente se,
existe um inteiro c tal que a = b.c. Usa-se a notac¸a˜o b | a para indicar que b e´ um
divisor de a; neste caso, tambe´m se diz que b divide a ou que b e´ um fator de a ou
que a e´ um mu´ltiplo de b. A relac¸a˜o ”b e´ divisor a, indicada com ”e´ denominada
relac¸a˜o de divisiblidade sobre Z. Note que a | 0 para todo inteiro a e que 0 | a se, e
somente se a = 0. Por causa desta u´ltima propriedade costuma-se excluir o caso em
que o divisor e´ nulo. Isto e´ considera-se a restric¸a˜o da relac¸a˜o da divisibilidade ao
subconjuto Z∗ × Z, onde Z∗ = Z− 0.
Definic¸a˜o (Ma´ximo Divisor Comum - MDC)
Se a e b sa˜o dois nu´meros inteiros enta˜o, todo inteiro c tal que c | a e c | b e´
denominado divisor comum de a e b.
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Definic¸a˜o (MDC)
Diz-se que um nu´mero inteiro d e´ um ma´ximo divisor comum de dois inteiros
a e b se, e somente se, sa˜o va´lidas as seguintes condic¸o˜es: (D1) d | a e d | b, (D2)
para todo nu´mero inteiro d ′, se d ′ | a e d ′ | b, enta˜o d ′ | d .
Definic¸a˜o (Mı´nimo Mu´ltiplo Comum - MMC)
Para todo nu´mero inteiro a indicamos por M(a) o conjunto de todos os nu´meros
inteiros que sa˜o mu´ltiplos de a.
4.2 O que sa˜o Nu´meros Primos
Definic¸a˜o (O que e´ um Nu´mero Primo)
Um nu´mero inteiro p > 1 e´ um nu´mero primo , quando ele tem exatamente dois
divisores: o nu´mero 1 e ele mesmo. Ou seja, um nu´mero e´ primo se ele e´ somente
divis´ıvel por ele mesmo e pela unidade 1. Isto e´, um nu´mero e´ primo, se e somente
se, seus u´nicos divisores forem +1, −1, +p e −p.
Definic¸a˜o (Primos entre si)
Diz-se que dois nu´meros inteiros a e b sa˜o primos entre si , se e somente se,
MDC(a, b) = 1.
Teorema (Teorema Fundamental da Aritme´tica)
Aqui esta´ uma menc¸a˜o ao teorema fundamental da aritme´tica . Todo nu´mero
inteiro a, com a 6= 0 e a 6= ±1 e´ igual a um produto de nu´meros primos. Ale´m
disso, se a = p1.p2. . . . .ps = q1.q2. . . . .qt sa˜o duas decomposic¸o˜es de a, como produtos
de fatores primos, s = t e pi = ±qi , para i = 1, 2, . . . , s. Estas decomposic¸o˜es
chamam-se fatorac¸a˜o.
Corola´rio 1 (Inteiros maiores ou igual a 2)
Todo nu´mero inteiro a ≥ 2 (estritamente maior que 1, portanto, natural) pode
ser representado de modo u´nico (a menos da ordem dos fatores) como igual a um
produto de nu´meros primos positivos.
A prova deste corola´rio e´ dependente das definic¸o˜es de MDC e MMC.
Consequentemente, podemos ter que qualquer inteiro a, tal que a 6= 0, a 6= ±1,
temos que:
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onde p1 < p2 < ... < pn sa˜o primos e cada ai , para i ∈ N∗ e´ um expoente in-
teiro positivo.
Chamamos cada paii , para i = 1..n de fator do nu´mero primo a e o conjunto
{paii | i = 1..n}
sa˜o os fatores primos do nu´mero a. O que este teorema diz e´ que qualquer inteiro
a, tal que a 6= 0, a 6= ±1, para a pode ser feita uma decomposic¸a˜o em fatores
primos.
Exemplos:
• 91 = 7× 13
• 2 = 1× 2
• 3600 = 24 × 32 × 52
• 11011 = 7× 112 × 13
• 1368 = 2× 3× 3× 7× 11
Se P for o conjunto dos nu´meros primos, enta˜o qualquer inteiro positivo a pode ser
expresso como:
a = ×p ∈ Ppap , onde ap ≥ 0 e para qualquer valor de a, a maioria dos expo-
entes ap sera´ 0.
Corola´rio 2 (Um so´ fator primo positivo)
Todo nu´mero inteiro a 6= 0 e a 6= ±1 admite, pelo menos, um fator primo po-
sitivo.
As provas destes teoremas e corola´rios na˜o sa˜o colocadas aqui. Existem va´rios
livros sobre Teoria dos Nu´meros, onde pode ser encontrada, como por exemplo em
Janos (2009) ou em Monteiro (1969).
4.3 Decomposic¸a˜o em Fatores Primos
Aprendemos a decomposic¸a˜o em fatores primos no ensino me´dio, mas na˜o sabemos
onde o conceito sera´ u´til. Mas, na matema´tica, a´rea da critografia, esta decompisic¸a˜o
e´ muito u´til. Todo nu´mero natural, maior que 1, pode ser decomposto num produto
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de dois ou mais fatores primos.
Decomposic¸a˜o do nu´mero 24 num produto 24 = 4x6, 24 = 2x2x6 ou 24 = 2x2x2x3 =
23x3. Veja que no produto 2x2x2x3, todos os fatores sa˜o primos. Chamamos de
fatorac¸a˜o de 24 a decomposic¸a˜o de 24 num produto de fatores primos. Enta˜o a
fatorac¸a˜o de 24 e´ 23x3.
De um modo geral, chamamos de fatorac¸a˜o de um nu´mero natural, maior que
1, a sua decomposic¸a˜o num produto de fatores primos.
Regra pra´tica para a fatorac¸a˜o
Existe uma regra pra´tica para fatorar um nu´mero natural. Veja, no exemplo, os
passos para aplicando a regra:
1. Dividimos o nu´mero pelo seu menor divisor primo;
2. a seguir, dividimos o quociente obtido pelo menor divisor primo desse quociente
e assim sucessivamente ate´ obter o quociente 1.
A Figura 19 mostra a fatorac¸a˜o do nu´mero 630.
Figura 19 – Exemplo de decomposic¸a˜o em fatores primos.
Fonte: http://www.somatematica.com.br/fundam/decomp.php.
Enta˜o 630 = 2x3x3x5x7 ou 630 = 2x32x5x7.
Num caso mais geral para a sendo inteiro e a 6= 0 e a 6= ±1, e´ que, por exem-
plo, temos 30 = 2.3.5 que e´ uma decomposic¸a˜o de 30 num produto de fatores primos.
A partir desta decomposic¸a˜o podemos ter:
30 = (−2)(−3)5 = (−2)(3)(−5) = 2(−3)(−5), e depois podemos alterar em cada
uma destas decomposic¸o˜es a ordem dos fatores.
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Tabela 1 – Distribuic¸a˜o Me´dia de Primos ate´ o Inteiro N
N Q(N) Q(N)/N (Densidade) Probabilidade
10 4 0.4 0.4
100 25 0.4 0.4
1 000 168 0.168 1.7
10 000 1 229 0.1229 1.2
100 000 9 592 0.09592 0.9
1 000 000 78 498 0.078498 0.7
10 000 000 664 579 0.0664579 0.6
100 000 000 5 761 455 0.05761455 0.6
1 000 000 000 50 847 534 0.050847534 0.5
Fonte: Michel Janos, Matema´tica e Natureza, Cap.1, p.24.
4.4 Distribuic¸a˜o dos Nu´meros Primos
Teorema (Infinitos Nu´meros Primos)
Existem infinitos nu´meros primos.
A prova deste teorema e´ devida a Euclides no se´culo III a.C.; a prova, o leitor
podera´ ver em Janos (2009) ou em Monteiro (1969).
Teorema (Teorema da distribuic¸a˜o dos nu´meros primos)
Os matema´ticos algebristas sempre procuravam buscar as leis que governassem
a distribuic¸a˜o dos nu´meros primos. Entretanto, quando os matema´ticos desistiram de
procurar uma fo´rmula de gerac¸a˜o dos nu´meros primos (ou que fornecesse a quantidade
de primos contida nos primeiros nu´meros inteiros N ), o passo decisivo foi quando
partiram em busca da distribuic¸a˜o me´dia de nu´meros primos entre os inteiros,
como pode ser vista na Tabela 1.
Se chamarmos Q(N ) a quantidade de nu´meros primos ate´ o valor inteiro N , obtemos
a seguinte distribuic¸a˜o me´dia de primos entre o inteiro N :
A coluna Q(N )/N da Tabela 1 pode ser interpretada como a probabilidade que um
inteiro selecionado aleatoriamente ate´ o valor N tem de ser primo.
A distribuic¸a˜o dos primos entre os inteiros e´ extremamente irregular, mas quando
verificamos para a densidade dos nu´meros primos dada pela raza˜o Q(N )/N , a irre-
gularidade parece dar lugar a certa regularidade. Essa regularidade e´ verificada na
Tabela 2 quando verificamos que:
Q(N )/N ) = 1
lnN
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Tabela 2 – Visa˜o da Regularidade quando Q(N )/N = 1/(lnN )
N Q(N)/N (1) 1/(ln N) (2) (1)/(2)
1 000 0.168 0.145 1.159
1 000 000 0.078498 0.072382 1.084
1 000 000 000 0.050847534 0.0482549 1.053
10 000 000 000 0.0455052512 0.04342944 1.047
Fonte: Michel Janos, Matema´tica e Natureza, Cap.1, p.24.
onde lnN e´ o logaritmo natural (de base e), como pode ser visto na Tabela ...
(seguinte)




, donde Q(N ) = N
lnN
Esta conclusa˜o e´ conhecida como o Teorema dos Nu´meros Primos.
Em termos da distribuic¸a˜o dos nu´meros primos, pode-se considerar quantos nu´meros
provavelmente sera˜o rejeitados antes que um nu´mero primo seja encontrado, usando
um teste de nu´meros primos. Um resultado da Teoria dos Nu´meros, conhecido como
Teorema dos Nu´meros Primos, afirma que os primos pro´ximos de N sa˜o espac¸ados em
me´dia cada lnN inteiros. Assim, na me´dia, ter´ıamos que testar algo na ordem de lnN ,
antes que um nu´mero primo fosse encontrado. Como todos os inteiros pares podem
ser imediatamente rejeitados, o valor correto e´ 0.5× lnN . Por exemplo, se um primo
da ordem de grandeza de 2200 fosse procurado, enta˜o seriam necessa´rios cerca de
0.5ln(2200) = 69 tentativas para encontrar um nu´mero primo. Mas, esse valor e´ uma
me´dia. Em alguns lugares ao longo da linha dos nu´meros, os primos sa˜o mais pro´ximos,
e em outros lugares eles esta˜o mais espac¸ados. Vejamos o exemplo de Stallings (2008):
Os dois inteiros ı´mpares consecutivos 1.000.000.000.061 e 1.000.000.000.063 sa˜o
ambos primos. Eles esta˜o bem pro´ximos. Por outro lado, na sequeˆncia:
〈1001! + 2, 1001! + 3, 1001! + 5, ..., 1001! + 1000, 1001! + 1001〉
de 1000 nu´meros inteiros compostos, os primos esta˜o bem mais espac¸ados. Um
inteiro maior que 1 e que na˜o e´ primo diz-se inteiro composto.
Saber que a densidade dos nu´meros primos Q(N )/N pode ser descrita por uma
func¸a˜o logaritmica foi uma descoberta bastante interessante, porque, intuitivamente,
e´ dif´ıcil de se enxergar que a densidade e a func¸a˜o logar´ıtma estejam relacionadas.
Gauss foi quem fez esta observac¸a˜o. Embora, a prova deste teorema na˜o tivesse
sido feita naqueles tempos, so´ se conseguiu a prova, quase 100 anos mais tarde,
por Jacques Salomon Hadamard (1865-1963) e Charles de la Valle´e Poussin
(1866-1962), no in´ıcio do se´culo XX.
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4.5 Noc¸o˜es sobre Teoria dos Nu´meros
A teoria dos nu´meros e´ o ramo da matema´tica pura que estuda propriedades dos
nu´meros em geral, e em particular dos nu´meros inteiros, bem como a larga classe de
problemas que surge no seu estudo.
Normalmente, o primeiro contato com a teoria dos nu´meros e´ por meio da teoria
elementar dos nu´meros. Atrave´s desta disciplina podem ser introduzidas propriedades
bastante interessantes e nota´veis dos nu´meros inteiros, mas, que ao serem propostas
como questo˜es a serem resolvidas, ou teoremas a serem provados, sa˜o geralmente de
dif´ıcil soluc¸a˜o ou comprovac¸a˜o. Estas questo˜es esta˜o ligadas basicamente a treˆs tipos
de pesquisas, a saber: (a) Estudos espec´ıficos sobre as propriedades dos nu´meros
primos; (b) Estudos envolvendo a pesquisa de procedimentos efetivos eficientes para
a aritme´tica ba´sica; (c) Estudos sobre a resoluc¸a˜o de equac¸o˜es diofantinas; (d) Estas
questo˜es diretamente ligadas ao estudo do conjunto dos nu´meros inteiros e o seu
subconjunto: N, o conjunto dos nu´meros naturais.
Antes de darmos alguns exemplos de aplicac¸o˜es de nu´meros primos, precisamos
ver alguns conceitos sobre artime´tica modular.
4.6 Aritme´tica Modular - Parte I
Frequentemente, que preferirmos, em certas circunstaˆncias, ignorar os mu´ltiplos de
um dado nu´mero quando fazemos ca´lculos. E´ o caso dos dias da semana ou nas
horas do dia; no primeiro caso ignoramos mu´ltiplos de 7, no segundo, mu´ltiplos
de 24 (ou, muitas vezes, mu´ltiplos de 12). Estes sa˜o exemplos de ”aritme´tica modular”.
A ”aritme´tica do relo´gio”e´ um exemplo de aritme´tica mo´dulo n, neste caso n = 12.
Se forem 7:00 horas e passarem 10:00 horas, enta˜o sera˜o 5:00 horas (7 + 10 e´ igual a
5 mo´dulo 12).
Se passarem 89 horas, sera˜o 0:00 (7 + 89 e´ igual a 0 mo´dulo 12). Olhamos para o
tempo entre os mu´ltiplos de 12. A aritme´tica modular e´ a formalizac¸a˜o matema´tica
deste tipo de racioc´ınio.
Quando estamos a utilizar a aritme´tica usual sobre os nu´meros naturais, apenas temos
como nu´meros: {1, 2, 3, 4, 5, ...} Se em vez dos naturais considerarmos os nu´meros
inteiros passamos a trabalhar com os nu´meros {...,−4,−3,−2,−1, 0, 1, 2, 3, 4, ...}.
Quais os nu´meros que se consideram nesta aritme´tica? Vejamos o exemplo de
20 ≡ 8(mod12). Neste caso, temos que o nu´mero 20 e´ identificado com o nu´mero
8, ou seja, temos que o nu´mero 20 e o nu´mero 8 sa˜o equivalentes na aritme´tica
mo´dulo 12, porque, por definic¸a˜o de congrueˆncia, 12 e´ divisor de (20 − 8) = 12.
Equivalente a estes dois, temos ainda uma infinidade de outros nu´meros: 32, 44, 56, ...
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A este conjunto de nu´meros {8, 20, 32, 44, 56, 68, ...} chamamos classe de equivaleˆncia
mo´dulo 12 e esta classe vai ser identificada pelo menor deles, ou seja, pelo 8. De um
modo ana´logo, temos ainda mais 11 classes de equivaleˆncia nesta aritme´tica mo´dulo
12, representadas pelos nu´meros: 0, 1, 2, 3, 4, 5, 6, 7, 9, 10, 11. E estes va˜o ser os
nossos ”nu´meros”nesta aritme´tica.
Generalizando, os ”nu´meros”considerados na aritme´tica modular mo´dulo p
sa˜o: 0, 1, 2, ..., p − 2, p − 1, p. Uma vez que este tipo de aritme´tica apenas considera
um nu´mero finito de ”nu´meros”, tambe´m se diz que a aritme´tica modular e´ uma
aritme´tica finita.
Agora que ja´ temos os nossos nu´meros, o passo seguinte e´ estudar as operac¸o˜es que
se podem efetuar com estes nu´meros, em particular, a adic¸a˜o e a multiplicac¸a˜o.
Adic¸a˜o Modular - Qual o resultado da adic¸a˜o (5 + 10) na aritme´tica mo´dulo
12 ?
Na aritme´tica usual seria igual 15, mas para respondermos corretamente a` nossa
pergunta temos que saber qual e´ o resto que 15 tem quando e´ dividido por 12. Uma
vez que este resto e´ igual a 3, dizemos que:
5 + 12 = 5mod12 ou 9 + 6 = 3mod12
E se considera´ssemos agora o mo´dulo 9 em vez de 12? De maneira ana´loga, mas neste
caso a divisa˜o considerada seria por 9 e na˜o por 12. Uma vez que 15 = 1× 9 + 6,
dizemos que 5 + 10 = 6mod9.
Multiplicac¸a˜o Modular - Qual sera´ o resultado da multiplicac¸a˜o (5× 10)mod12?
Na aritme´tica usual seria igual a 50, mas para respondermos corretamente a` nossa
pergunta temos que saber qual e´ o resto que 50 tem quando e´ dividido por 12. Uma
vez que este resto e´ igual a 2, dizemos que 5× 10 = 2mod12.
E se considera´ssemos agora, o mo´dulo 9 em vez de 12? Proceder´ıamos de ma-
neira ana´loga, mas neste caso a divisa˜o considerada seria por 9 e na˜o por 12. Uma
vez que 50 = 5× 9 + 5, diz´ıamos que: 5× 10 = 5mod9.
Teorema (Teorema de Fermat)
Se p e´ primo e a e´ um inteiro positivo na˜o divis´ıvel po p, enta˜o (ap−1 ≡
1)modp.
Uma forma alternativa deste teorema aparece no que segue:
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Exponenciac¸a˜o Modular
A exponenciac¸a˜o modular, caso o expoente seja um nu´mero primo, e´ calculada
usando-se a forma alternativa do Teorema de Fermat,
Se p e´ um nu´mero primo e a e´ um inteiro positivo, enta˜o (ap ≡ a)modp.
Exemplos (Expoentes primos)
• ap = 72 = 49 ≡ 7 mod 2, pois a = 7 e p = 2 e´ um primo.
• ap = 105 = 100.000 = 10mod5, pois a = 10 e p = 5 e´ um primo.
• ap = 117 ≡ 11 mod 7, pois a = 11 e p = 7 e´ um primo.
Exemplo (Expoente na˜o-primo)
Seja p = 4, onde p e´ na˜o-primo. Para encontrar 114(mod13) podemos proceder
da seguinte forma:
114 = (112)2 = 1212 ≡ 121 mod 2
Congrueˆncia - Uma das ferramentas mais importantes na Teoria dos Nu´meros e´ a
congrueˆncia.
Congrueˆncia e´ a relac¸a˜o entre dois nu´meros inteiros que, divididos por um terceiro,
chamado mo´dulo de congrueˆncia, deixam o mesmo resto. Por exemplo, 20 e´
congruente a 14 com relac¸a˜o a 6 pois, 20/6=3 restando 2 e 14/6=2 restando 2.
Definic¸a˜o (Congrueˆncia)
Suponha que a, b e m sejam nu´meros inteiros diferentes de zero. Dizemos que
a e´ congruente a b mo´dulo m, se m dividir (a − b). Escrevemos isto como:
(a ≡ b) mod m.
Exemplos:
(20 ≡ 14) mod 6, pois 20− 14 = 6/6 = 1, com resto = 0.
(−1 ≡ 9) mod 5, pois (−1− 9) = −10/2 = −5, com resto = 0.
(1100 ≡ 2) mod 9, pois 1100− 2 = 1098/9 = 122, com resto = 0.
E, na aritme´tica modular, o quadrado de qualquer nu´mero ı´mpar e´ 1 mo´dulo
8. Vejamos:
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(32 ≡ 1) mod 8, pois 9− 1 = 8/8 = 1, com resto = 0.
(52 ≡ 1) mod 8, pois 25− 1 = 24/8 = 3, com resto = 0.
Encontramos congrueˆncias em todos os lados. Por exemplo, os relo´gios trabalham
com mo´dulos 12 ou 24 para as horas e mo´dulo 60 para os minutos e segundos.
Calenda´rios usam mo´dulo 7 para os dias da semana e mo´dulo 12 para os meses.
Outros exemplos:
(a) (73 ≡ 4) mod 23, pois 73 − 4 = 69/23 = 3, com resto = 0. (b) (21 ≡ −9)
mod 10, pois 21− (−9) = 21 + 9 = 30/10 = 3, com resto = 0.
A linguagem da congrueˆncia foi desenvolvida por Karl Friedrich Gauss no in´ıcio
do se´culo XIX.
4.7 Conceitos Ba´sicos da Congrueˆncia
Se os inteiros a e b da˜o o mesmo resto quando divididos pelo inteiro p (p ¿ 0) enta˜o
podemos dizer que a e b sa˜o coˆngruos, mo´dulo p e podemos representar: (a ≡ b)
mod p.
Uma maneira equivalente de dizer isso e´ afirmar que a diferenc¸a (a − b) ou (b − a) e´
divis´ıvel por p, ou que p e´ divisor dessa diferenc¸a. Veja um exemplo:
(47 ≡ 43) mod 4, logo (47− 43) e´ divis´ıvel por 4.
A congrueˆncia define uma relac¸a˜o de equivaleˆncia, pois atende a`s proprieda-
des reflexiva, sime´trica e transitiva, ou seja: (a) (a ≡ a) mod p (reflexiva); (b)
(a ≡ b) mod p, enta˜o (b ≡ a) mod p (sime´trica); (c) (a ≡ b) mod p e (b ≡ c) mod
p, enta˜o (a ≡ c) mod p (transitiva).
Algumas propriedades aritme´ticas da congrueˆncia:
Se (a ≡ b) mod p e (c ≡ d) mod p enta˜o: (a + c ≡ b + d) mod p; (a − c ≡ b − d)
mod p; (a.c ≡ b.d) mod p.
Todas essas propriedades esta˜o demonstradas em Monteiro (1969). Mas, a visa˜o do
conceito de congrueˆncia pode ser mais entendido explicado atrave´s de exemplos.
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4.8 Teoremas de Fermat
Dois teoremas, da Teoria do Nu´meros, desempenham pape´is importantes em cripto-
grafia (mais precisamente em criptografia de chave pu´blica).
Teorema (Fermat) - Se p e´ primo e a e´ um inteiro positivo na˜o divis´ıvel por
p (a e p sa˜o relativamente primos), enta˜o ap−1 ≡ 1 (mod p). Veja os exemplos na
Figura 20.
Figura 20 – Exemplos do Teorema de Fermat.
Fonte: Stallings, Criptografia e Seguranc¸a de Redes, Teoria dos Nu´meros, Cap.8, p.169.
Uma forma alternativa do teorema de Fermat e´ que:
Se p e´ primo e a e´ um inteiro positivo, enta˜o ap ≡ a(modp).
Esta segunda alternativa na˜o requer que a e p sejam relativamente primos. Veja os
exemplos:
p = 5, a = 3ap = 35 = 243 ≡ 3(mod5) = a(modp) p = 5, a = 10ap = 105 =
100000 ≡ 10(mod5) = 0(mod5) = a(modp)
4.9 Func¸a˜o Φ de Euler
Leonhard Paul Euler (1707-1783) foi um matema´tico e f´ısico su´ıc¸o de l´ıngua
alema˜, que passou a maior parte de sua vida na Ru´ssia e na Alemanha.
Euler fez importantes descobertas, mais precisamente em ca´lculo e teoria dos grafos.
Tambe´m fez muitas contribuic¸o˜es para a matema´tica moderna no campo da termino-
logia e notac¸a˜o, em especial, a noc¸a˜o de uma func¸a˜o matema´tica, usada hoje. Euler
e´ considerado um dos mais proeminentes matema´ticos do se´culo XVIII. Euler foi um
dos mais prol´ıficos matema´ticos, calcula-se que toda a sua obra reunida teria entre
60 e 80 volumes. Uma declarac¸a˜o atribu´ıda a Pierre-Simon Laplace manifestada
sobre Euler na sua influeˆncia sobre a matema´tica: ”Leiam Euler, leiam Euler, ele e´
o mestre de todos no´s.”
Sobre o interesse de Euler na teoria dos nu´meros, muitos dos primeiros traba-
lhos de Euler foram baseadas nas obras de Pierre de Fermat. Euler desenvolveu
algumas das ideias de Fermat, e refutou algumas das suas conjecturas.
Euler provou o teorema de Fermat e inventou tambe´m a func¸a˜o Φ tociente (n).
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Figura 21 – Leonhard Euler - Provou o teorema de Fermat.
Fonte: http://www.arte7cultura.blogspot.com/2013/04/leonhard-euler.html.
Usando as propriedades desta func¸a˜o, ele generalizou o teorema de Fermat ao que
e´ hoje conhecido como o teorema de Euler. Ele contribuiu de forma significativa
para a teoria dos nu´meros perfeitos. O conceito e´ considerado como um teorema
fundamental da teoria dos nu´meros, e suas ideias alicerc¸aram o caminho para o
trabalho de Carl Friedrich Gauss (1777-1855), foi um matema´tico e f´ısico alema˜o
que contribuiu muito em diversas a´reas da cieˆncia, dentre elas a teoria dos nu´meros,
tendo desenvolvido a artime´tica modular aqui mostrada.
Func¸a˜o Tociente de Euler - Antes de vermos o Teorema de Euler, e´ preciso
mostrar uma quantidade de nu´meros importante na Teoria dos Nu´meros, chamada
de func¸a˜o de Euler, denotada por Φ(n), e que e´ definida como o nu´mero de inteiros
positivos menores que n e relativamente primos de n. Para o caso n = 1, este na˜o
tem significado, portanto define-se Φ(1) = 1. Veja os exemplos de Φ(37) e Φ(35) na
Figura 22.
Figura 22 – Exemplos de Φ(n).
Fonte: Stallings, Criptografia e Seguranc¸a de Redes, Teoria dos Nu´meros, Cap.8, p.169.
Para o caso de um nu´mero primo p, Φ(p) = p − 1. E supondo-se que tenhamos
dois nu´meros primos p e q , com p 6= q , pode ser mostrado que para n = p.q ,
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Φ(n) = Φ(p.q) = Φ(p).Φ(q) = (p − 1).(q − 1). A prova da igualdade pode ser
encontrada em Stallings (2008), Cap.8, p.170.
Teorema (Euler) - No Teorema de Euler, para cada a e n relativamente pri-
mos, temos: aφ(n) ≡ 1(modn), onde φ(n), a func¸a˜o tociente de Euler, e´ o nu´mero de
inteiros positivos menores que n e, relativamente primos de n.
Como acontece no teorema de Fermat, uma expressa˜o alternativa mais geral tambe´m
u´til e´: am ≡ 1(modn)
Da mesma forma que no teorema de Fermat, se a e n sa˜o relativamente primos,
enta˜o existe pelo menos um inteiro m que satisfaz esta equac¸a˜o.
Para testar se um nu´mero e´ primo, ver o me´todo de Miller-Rabin Stallings (2008),
Cap 8, p.171.
4.10 Aplicac¸o˜es dos Nu´meros Primos
Ate´ agora, mostramos a teoria dos nu´meros primos, como e´ desde Euclides (300 a.C),
com uso somente na matema´tica pura, sem nenhuma aplicac¸a˜o no mundo concreto.
Para um computador e´ tarefa fa´cil descobrir se um nu´mero, por exemplo, com
uma centena de algarismos e´ primo. Isto porque, existe algoritmo que pode ser
programado no computador. Mas, praticamente imposs´ıvel descobrir, se esse nu´mero
pode ser fatorado (decomposto em fatores de nu´meros primos). Este e´ um problema
computacionalmente dif´ıcil (invia´vel) de ser resolvido.
Podemos exemplicar alguns casos:
Exemplo 1 - Suponha que e´ solicitado ao leitor multiplicar 18 × 7. O ca´lculo
de 126 e´ imediato. Mas, se agora, for dado 126, teremos que fatora´-lo de algumas
formas diferentes para descobrir os fatores 18 e 7. Isto mostra que a multiplicac¸a˜o e´
imediata, mas a fatorac¸a˜o sempre leva mais tempo.
O exemplo mostram que para fatorar nu´meros grandes, mesmo se utilizando os
mais potentes computadores, embora, nao se tenha uma impossibilidade matema´tica,
mas e´ computacionalmente invia´vel, devido ao tempo de processamento. Os dois
exemplos sa˜o casos usados que garantem, ainda nos tempos de hoje, a seguranc¸a de
algoritmos importantes de criptografia.
Exemplo 2 - Muitas das modernas aplicac¸o˜es que esta˜o a ser levadas a efeito
no campo da criptografia dependem de algumas das propriedades dos nu´meros
inteiros e dos nu´meros primos. No entanto, as aplicac¸o˜es aritme´ticas envolvendo as
propriedades dos nu´meros inteiros esta˜o diretamente relacionadas com a capacidade
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de se resolver dois problemas fundamentais:
• O problema do teste para verificar se o nu´mero e´ primo.
• O problema da decomposic¸a˜o em fatores primos.
Estes sa˜o problemas aparentemente de simples soluc¸a˜o, ate´ que passem a envolver
numerais com dezenas e ate´ centenas de d´ıgitos.
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Modular - Parte II
U
ma ferramenta da aritme´tica, muito importante na Teoria dos Nu´meros e´ a
aritme´tica modular, que envolve o conceito de congrueˆncia. A aritme´tica modular
e´ aqui colocada pela sua utilidade em determinadas a´reas da Cieˆncia da Computac¸a˜o,
tais como na a´rea de seguranc¸a computacional no campo da criptografia ou na a´rea
de redes de computadores, no uso em protocolos de comunicac¸a˜o, quando o proto-
colo necessita numerar sua mensagens enviadas e verificar o nu´mero da mensagens
recebidas. Existem va´rias outras aplicac¸o˜es na˜o colocadas neste texto.
5.1 Definindo Congrueˆncia e Aritme´tica Modular
Uma congrueˆncia e´ a relac¸a˜o entre dois nu´meros que, divididos por um terceiro -
chamado mo´dulo de congrueˆncia - deixam o mesmo resto. Por exemplo, o nu´mero 9
e´ congruente ao nu´mero 2, mo´dulo 7, pois ambos deixam resto 2, ao serem divididos
por 7. Representamos essa congrueˆncia do exemplo por 9 ≡ 2(mod 7).
Em matema´tica, aritme´tica modular (chamada tambe´m de aritme´tica do relo´gio
analo´gico) e´ um sistema de aritme´tica para inteiros, onde os nu´meros ”voltam pra
tra´s”quando atingem um certo valor, o mo´dulo.
O matema´tico suic¸o Leonhard Euler (1707-1783) foi o pioneiro na abordagem
de congrueˆncia por volta de 1750, quando ele explicitamente introduziu a ideia de
congrueˆncia mo´dulo n, um nu´mero natural n.
A aritme´tica modular foi desenvolvida posteriormente por Carl Friedrich Gauss
em seu livro ”Disquisitiones Arithmeticae”, publicado em 1801, como na Figura 23.
Carl Friedrich Gauss (1777-1855) foi um matema´tico, astroˆnomo e f´ısico Alema˜o
que contribuiu muito em diversas a´reas da cieˆncia, dentre elas, na matema´tica, sobre
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Figura 23 – Carl Friedrich Gauss - O livro Disquistiones Artihmaticae que introduziu
a aritme´tica modular.
Fonte: https://pt.wikipedia.org/wiki/Carl Friedrich Gauss
a teoria dos nu´meros. Alguns se referem a ele como o princeps mathematicorum (o
mais nota´vel dos matema´ticos) e um grande matema´tico desde a antiguidade. Gauss
tinha uma marca influente em muitas a´reas da matema´tica e da cieˆncia e e´ um dos
mais influentes na histo´ria da matema´tica. Ele considerava a matema´tica como ”a
rainha das cieˆncias”.
Figura 24 – Carl Friedrich Gauss - O criador da aritme´tica modular.
Fonte: https://en.wikipedia.org/wiki/CarlF riedrichGauss.
Gauss observou que essa relac¸a˜o tinha um comportamento semelhante a` igualdade,
e introduziu uma notac¸a˜o espec´ıfica para este fato e que denominou de congrueˆncia.
Este e´ um conceito muito importante da teoria dos nu´meros, e que esta´ relacionado
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com divisibilidade e os restos de uma divisa˜o de nu´meros inteiros. Muitas aplicac¸o˜es,
no dia-a-dia das pessoas, funcionam exatamente o conceito de congrueˆncia. Dife-
rentes co´digos nume´ricos de identificac¸a˜o, como co´digos de barras, nu´meros dos
documentos de identidade, CPF, CNPJ, ISBN, ISSN, calenda´rios (semanas, meses,
anos) e muito usado em criptografia (transformac¸a˜o do que e´ leg´ıvel em ileg´ıvel e
voce-versa) e na numerac¸a˜o das mensagens de um protocolo de comunicac¸a˜o, ale´m
de diversos fenoˆmenos perio´dicos esta˜o diretamente ligados ao tema. E´ um tema que
pode ser trabalhado ja´ no n´ıvel do Ensino Fundamental, no contexto do processo de
ensino-aprendizagem de matema´tica (aritme´tica).
No que segue, vamos mostrar alguns elementos teo´ricos sobre a aritme´tica mo-
dular e, na segunda parte do trabalho teremos a apresentac¸a˜o de alguns exemplos de
aplicac¸a˜o desse importante e interessante tema da a´rea de teoria dos nu´meros.
5.2 Exemplos de Congrueˆncia
Exemplo 1: (Aritme´tica do Relo´gio Analo´gico)
Este e´ um exemplo cla´ssico do tema, como mostrado em Sa (2008).
Figura 25 – Congrueˆncia Mo´dulo 12 de um relo´gio analo´gico - O relo´gio usa aritme´tica
mo´dulo 12.
Fonte: https://pt.wikipedia.org/wiki/Aritme´tica modular.
Num relo´gio analo´gico e´ tratado um caso de congrueˆncia, mo´dulo 12. Note que 13
horas e´ congruente a 1 hora, no mo´dulo 12. Ambos divididos por 12, deixam resto
1. 17 horas e´ congruente a 5 horas, mo´dulo 12. Tanto 17, como 5, divididos por 12,
deixam resto 5... e assim, sucessivamente.
1 ≡ 13 ≡ 25 ≡ . . . (mod 12) 5 ≡ 17 ≡ 29 ≡ . . . (mod 12)
Assim, as horas marcadas num relo´gio analo´gico constituem tambe´m um caso cla´ssico
de congrueˆncia, nesse caso com mo´dulo 12.
Exemplo 2 (Artme´tica Modular das Semanas)
Vejamos uma aplicac¸a˜o interessante sobre o tema, relacionada aos calenda´rios Sa
(2008): vamos supor que voceˆ saiba em qual dia da semana caiu o dia 1o de janeiro
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de um determinado ano. Em 2006, por exemplo, foi um domingo. Imaginemos que
voceˆ deseja saber quando caira´ um outro dia qualquer (vale para qualquer ano). E´
so´ montar uma tabela para essa primeira semana, que no caso sera´:
Domingo → 1 Segunda → 2 Terca → 3 Quarta → 4
Quinta → 5 Sexta → 6 Sabado → 7
Verificamos aqui que estamos novamente diante de um caso de congrueˆncia, mo´dulo
7 nesse caso. Digamos que estive´ssemos interessados em descobrir em que dia da
semana caiu o dia 5 de julho (e na˜o temos um calenda´rio em ma˜os, e´ claro). Primeiro
precisamos ver quantos dias existem de 1 de janeiro ate´ 5 de julho. Vejamos:
Janeiro = 31 dias, Fevereiro = 28 dias (2006 na˜o e´ bissexto), Marc¸o = 31 dias,
Abril = 30 dias, Maio = 31 dias, Junho = 30 dias, Julho = 5 dias, Total = 186 dias.
Agora, e´ como se tive´ssemos uma fila de 186 dias e estamos desejando saber, na
congrueˆncia de mo´dulo 7 (7 dias da semana) qual o correspondente ao 186. Acho
que voceˆ concorda que estamos diante de uma situac¸a˜o bem semelhante a` que vimos
no caso dos relo´gios analo´gicos.
Se dividirmos 186 por 7, teremos o resultado 26 e resto da divisa˜o 4.
Logo, o 186 e´ congruente ao 4, no mo´dulo 7. Como o dia 4 de janeiro de 2006
foi uma quartafeira, o 186o desse mesmo ano tambe´m o sera´ e, e´ claro, que todas
as demais quarta-feiras deste ano sera˜o ocupados por nu´meros congruentes ao 4,
mo´dulo 7.
Assim, com esses dois exemplos que mostramos, podemos observar que em nosso
dia-a-dia existem inu´meras situac¸o˜es onde se faz presente a noc¸a˜o de congrueˆncia,
mo´dulo k: calenda´rios, relo´gios analo´gicos e problemas em geral envolvendo repetic¸o˜es
perio´dicas.
5.3 Conceitos Ba´sicos da Congrueˆncia Mo´dulo k
Se os inteiros a e b da˜o o mesmo resto quando divididos pelo inteiro k , onde (k > 0)
enta˜o podemos dizer que a e b sa˜o coˆngruos, mo´dulo k e podemos representar:
a ≡ b(mod k).
Uma maneira equivalente de dizer isso e´ afirmar que a diferenc¸a (a − b) ou (b − a) e´
divis´ıvel por k , ou que k e´ divisor dessa diferenc¸a. Veja um exemplo:
(47 ≡ 43) mod 4, logo (47− 43) e´ divis´ıvel por 4.
A congrueˆncia define uma relac¸a˜o de equivaleˆncia, pois atende a`s propriedades
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reflexiva, sime´trica e transitiva, ou seja: (a ≡ a) mod k) (reflexiva) (a ≡ b) mod k)
enta˜o b ≡ a mod k (sime´trica) (a ≡ b) mod k) e (b ≡ c) mod k, enta˜o (a ≡ c)
mod k (transitiva).
Algumas propriedades aritme´ticas da congrueˆncia:
Se a ≡ b(mod k) e c ≡ d(mod k), enta˜o: a +c ≡ b +d(mod k) e a−c ≡ b−d(mod k)
e a × c ≡ b × d(mod k).
Para qualquer inteiro d , se d = f (mod k), enta˜o a × d ≡ b × f (mod k).
Todas essas propriedades esta˜o demonstradas em Monteiro (1969). Mas, a visa˜o do
conceito de congrueˆncia pode ser mais entendido, explicado atrave´s de exemplos.
5.4 Outros Exemplos de Aplicac¸o˜es de Congrueˆncia
Mostraremos, no que segue, que na criptografia e em diversos nu´meros de documentos
de identificac¸a˜o (como no CPF, por exemplo), tambe´m esta´ presente a aritme´tica
modular e a noc¸a˜o de congrueˆncia.
Se escrevemos uma palavra em algum idioma, de modo errado, logo percebemos
que fizemos uma inversa˜o das letras. Mas, se digitamos um co´digo de identificac¸a˜o
de forma erroˆnia, isto ocorrera´ com os d´ıgitos de um nu´mero, de um co´digo de
identificac¸a˜o qualquer, na˜o ter´ıamos como perceber a troca num simples olhar. Para
isso e tambe´m para minimizar fraudes, foram criados os chamados d´ıgitos de controle
ou verificac¸a˜o. Tais d´ıgitos de verificac¸a˜o sa˜o normalmente baseados na noc¸a˜o de
congrueˆncia que mostramos anteriormente.
Exemplo 3 (Aplicac¸a˜o na Verificac¸a˜o dos dois d´ıgitos de controle de um
CPF)
O nu´mero de CPF de uma pessoa, no Brasil, e´ constitu´ıdo de 11 d´ıgitos, sendo
um primeiro bloco com 9 algarismos e um segundo, com mais dois algarismos, que
sa˜o, como no ISBN e nos co´digos de barra, d´ıgitos de controle ou de verificac¸a˜o . A
determinac¸a˜o desses dois d´ıgitos de controle e´ mais um caso de aplicac¸a˜o da noc¸a˜o
de congrueˆncia.
No caso do CPF, o de´cimo d´ıgito (que e´ o primeiro d´ıgito verificador) e´ o re-
sultado de uma congrueˆncia, mo´dulo 11 de um nu´mero obtido por uma operac¸a˜o dos
primeiros nove algarismos:
Se a1 a2 a3 a4 a5 a6 a7 a8 a9 e´ a sequ¨eˆncia formada pelos 9 primeiros d´ıgitos,
devemos multiplica´-los, nessa ordem, pela base 1, 2, 3, 4, 5, 6, 7, 8, 9 e somar os produ-
tos obtidos.
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O d´ıgito que esta´ faltando, que vamos representar por a10 deve ser tal que ao
ser subtra´ıdo da soma obtida, deve gerar um mu´ltiplo de 11, isto e´, se a soma obtida
e´ S, o nu´mero S − a10 deve ser mu´ltiplo de 11, ou seja, S − a10 ≡ 0 (mod 11). Note
que tal nu´mero sera´ o pro´prio resto da divisa˜o por 11 da soma obtida.
Por exemplo, se o CPF de uma pessoa tem os seguintes 9 primeiros d´ıgitos, 235 343
104, o primeiro d´ıgito de controle sera´ obtido da seguinte maneira:
Escrevemos os nove primeiros e, abaixo deles, a base de multiplicac¸a˜o com os
d´ıgitos de 1 a 9.
2 3 5 3 4 3 1 0 4
1 2 3 4 5 6 7 8 9
Efetuando as multiplicac¸o˜es correspondentes, teremos:
(2×1)+ (3×2)+ (5×3)+ (3×4) +(4×5) +(3×6)+ (1×7)+ (0×8) +(4×9) = 116
Dividindo o nu´mero 116 por 11, teremos o resultado 10 e resto 6. Dessa forma,
o primeiro d´ıgito de controle sera´ o algarismo 6.
A determinac¸a˜o do segundo d´ıgito de controle e´ feita de modo similar, sendo que
agora acrescentamos o de´cimo d´ıgito (que e´ o que acabamos de calcular) e usamos
uma base de multiplicac¸a˜o de 0 a 9.
Vejamos:
2 3 5 3 4 3 1 0 4 6
0 1 2 3 4 5 6 7 8 9
Efetuando as multiplicac¸o˜es, teremos:
(2 x 0) + (3 x 1) + (5 x 2) + (3 x 3) + (4 x 4) + (3 x 5) + (1 x 6) + (0 x
7) + (4 x 8) + (6 x 9) = 145
Dividindo o nu´mero 145 por 11, teremos o quociente 13 e o resto 2. Logo, o segundo
d´ıgito de controle e´ o 2. Conclu´ımos enta˜o que, no neste exemplo, o CPF completo
seria: 235 343 104 62
Se o resto da divisa˜o fosse 10, ou seja, se o nu´mero obtido fosse congruente ao
10, mo´dulo 11, usar´ıamos, nesse caso, o d´ıgito zero.
Exemplo 4 (Aplicac¸a˜o no ISBN)
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Vejamos o exemplo demostrado por Sa (2008) para o co´digo de identificac¸a˜o de
livros ISBN. Um dos exemplos mais antigos e´ o sistema International Standard Book
Number (ISBN) de catalogac¸a˜o de livros, CD-Roms e publicac¸o˜es em braile, que
foi criado em 1969. A necessidade que as editoras teˆm de catalogar os seus livros e
informatizar o sistema de encomendas serviu de motivac¸a˜o na gerac¸a˜o desse co´digo.
A vantagem e´ que, por ser um co´digo nume´rico, ultrapassa as dificuldades geradas pe-
los diversos idiomas do mundo, bem como a grande diversidade de alfabetos existentes.
Dessa forma, poder´ıamos, por exemplo, identificar atrave´s do ISBN um livro japoneˆs.
Em tal sistema, as publicac¸o˜es sa˜o identificadas atrave´s de 10 algarismos, sendo que
o u´ltimo (d´ıgito de controle) e´ calculado atrave´s da aritme´tica modular envolvendo
operac¸o˜es matema´ticas com os outros nove d´ıgitos. Esses nove primeiros d´ıgitos sa˜o
sempre subdivididos em 3 partes, de tamanho varia´vel, separadas por h´ıfen, que
transmitem informac¸o˜es sobre o pa´ıs, editora e sobre o livro em questa˜o.
Por exemplo, a l´ıngua inglesa e´ identificada somente pelo algarismo 0 e a edi-
tora McGraw-Hill tem um co´digo de 2 algarismos que a identifica, dessa forma,
restam ainda 6 algarismos para a identificac¸a˜o de suas publicac¸o˜es, havendo pois a
possibilidade de 106 = 1 000 000 de t´ıtulos.
Vejamos como se processa o ca´lculo do d´ıgito final do ISBN (controle).
Representando por a1 a2 a3 a4 a5 a6 a7 a8 a9 a sequ¨eˆncia formada pelos 9 pri-
meiros d´ıgitos. Devemos multiplica´-los, nessa ordem, pela base 10, 9, 8, 7, 6, 5, 4, 3, 2
e somar os produtos obtidos. O d´ıgito que esta´ faltando, que vamos representar por
a10 deve ser o menor valor poss´ıvel, tal que ao ser acrescentado a` soma obtida, deve
gerar um mu´ltiplo de 11, isto e´, se a soma obtida e´ S, o nu´mero S + a10 deve ser
mu´ltiplo de 11, ou seja, S + a10 ≡ 0 (mod 11).
Verificando o ISBN
Na contra-capa do livro Temas e Problemas Elementares, da Colec¸a˜o Professor
de Matema´tica Sa (2008), da Sociedade Brasileira de Matema´tica, temos o seguinte
co´digo do ISBN: 85-85818-29-8.
Vejamos o ca´lculo do d´ıgito de controle que, como estamos observando, e´ igual
a 8. Assim,
8 5 8 5 8 1 8 2 9
10 9 8 7 6 5 4 3 2
Efetuando as multiplicac¸o˜es correspondentes e somando os produtos obtidos, teremos:
(8× 10) + (5× 9) + (8× 8) + (5× 7) + (8× 6) + (1× 5) + (8× 4) + (2× 3) + (9× 2) =
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80 + 45 + 64 + 35 + 48 + 5 + 32 + 6 + 18 = 333
Divindo 333 por 11, teremos o quociente 30 e resto 3.
Para obtermos um mu´ltiplo de 11, ao acrescentarmos o de´cimo algarismo, o menor
valor que atende a tal condic¸a˜o sera´ o nu´mero 8, pois 11 − 3 = 8. O que confere
o valor apresentado no co´digo dado. Isso significa dizer que 333 + 8 = 341 e´ um
mu´ltiplo de 11, ou ainda, que 341 ≡ 0 (mod 11).
Uma outra verificac¸a˜o de ISBN
O livro ”Matema´tica Aplicada a` Administrac¸a˜o”, Economia e Contabilidade, da
Editora Thompson, tem o seguinte co´digo ISBN 85-221-0399-?. Qual o seu d´ıgito de
controle?
Soluc¸a˜o:
8 5 2 2 1 0 3 9 9
10 9 8 7 6 5 4 3 2
Efetuando a soma dos produtos correspondentes, teremos: 80 + 45 + 16 + 14 +
6 + 0 + 12 + 27 + 18 = 218
Dividindo 218 por 11, teremos o quociente 19 e resto da divisa˜o igual a 9.
Dessa forma, o d´ıgito de controle sera´ igual a 2, (11 - 9 = 2).
Podemos observar que os dois livros que usamos como exemplo tem o prefixo
85, que identifica livros publicados no Brasil.
Observac¸o˜es:
• No ISBN, se o d´ıgito for igual a 10 (no caso do resto da divisa˜o por 11 ser igual
a 1), e´ usada a representac¸a˜o do 10 em algarismos romanos, ou seja usa-se um
X.
• Em todos os casos que iremos mostrar, que usam aritme´tica modular, sa˜o
usadas bases de multiplicac¸a˜o que operadas com os d´ıgitos do nu´mero geram
um determinado valor S. A esse valor obtido deve ser somado ou subtra´ıdo
um valor x, de modo a que exista uma congrueˆncia ao zero, num mo´dulo que
normalmente e´ 11 ou 10, conforme o caso.
• A partir de janeiro de 2007, os co´digos do ISBN esta˜o sendo representados com
13 d´ıgitos. No caso dos livros editados no Brasil ha´ um acre´scimo dos d´ıgitos
978 antes do 85.
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Exemplo 5 (Aplicac¸a˜o no Co´digo de Barra EAN-13)
Como em Sa (2008), um dos co´digos de barras mais usados no mundo todo e´
o EAN-13, constitu´ıdo de 13 algarismos, sendo que o u´ltimo e´ o d´ıgito de controle.
Nesse caso e´ usada a congrueˆncia mo´dulo 10 e os fatores que compo˜em a base de
multiplicac¸a˜o sa˜o os d´ıgitos 1 e 3, que va˜o se repetindo da esquerda para a` direita.
Se a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 e´ a sequ¨eˆncia formada pelos 12 primeiros
d´ıgitos de EAN-13, devemos multiplica´-los, nessa ordem, pela base 1, 3, 1, 3, 1, 3, 1,
3, 1, 3, 1, 3 e somar os produtos obtidos. Vamos representar por S a soma obtida.
O d´ıgito que esta´ faltando, que vamos representar por a13 deve ser tal que ao ser
somado com S, deve gerar um mu´ltiplo de 10, isto e´, o nu´mero S + a13 deve ser
mu´ltiplo de 10, ou seja, S + a13 ≡ 0 (mod 10).
Vejamos um exemplo:
Numa embalagem de uma garrafa para bebidas, temos o seguinte co´digo de barras:
8 424906 201767, onde 7 e´ d´ıgito de controle.
Vamos efetuar os ca´lculos para a determinac¸a˜o do d´ıgito de controle (que esta-
mos vendo ser o d´ıgito 7).
8 4 2 4 9 0 6 2 0 1 7 6, 1 3 1 3 1 3 1 3 1 3 1 3 (neste caso, esta e´ a base de multiplicac¸a˜o)
Efetuando os produtos, teremos:
8 + 12 + 2 + 12 + 9 + 0 + 6 + 6 + 0 + 3 + 7 + 18 = 83
Dividindo 83 por 10 teremos o quociente 8 e resto 3.
Logo, o d´ıgito de controle sera´ igual a 7, o mesmo que (10 - 3). Note que 83 + 7 = 90
(mu´ltiplo de 10)
Sabemos tambe´m que, no co´digo de barras com 13 algarismos, os treˆs primei-
ros d´ıgitos do co´digo representam o pa´ıs de registro do produto (verifique que para
produtos filiados no Brasil teremos sempre os d´ıgitos 7, 8 e 9); os quatro d´ıgitos
seguintes identificam o fabricante; os pro´ximos cinco d´ıgitos identificam o produto e
o u´ltimo, como ja´ sabemos, e´ o d´ıgito verificador ou de controle, que se pode calcular
atrave´s da congrueˆncia, mo´dulo 10.
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5.5 A Aritme´tica Modular na Criptografia
Imaginemos dois amigos, Alice e Bob, que vivem isolados e apenas podem comunicar
atrave´s do correio. Eles sabem que o carteiro e´ um tremendo ”curioso”e que leˆ todas
as suas cartas. Alice tem uma mensagem para Bob e na˜o quer que ela seja lida.
Que e´ que pode fazer? Ela pensou em lhe enviar um cofre com a mensagem, fechado
a cadeado. Mas como lhe fara´ chegar a chave? Na˜o pode enviar dentro do cofre, pois
assim Bob na˜o o podera´ abrir. Se enviar a chavem em separado, o carteiro pode
fazer uma co´pia.
Depois de muito pensar, ela tem uma ide´ia. Envia-lhe o cofre fechado com um
cadeado. Sabe que Bob e´ esperto e acabara´ por perceber a sua ide´ia. Com mais
uma ida e uma volta do correio, e sem nunca terem trocado chaves, a mensagem
chega ate´ Bob, que abre o cofre e a leˆ. Como e´ que voceˆ acha que resolveram o
problema? Pense bem no assunto, tente responder a questa˜o. E´ simples ... depois
que voceˆ descobrir.
O ”truque”usado foi o seguinte: Bob colocou um outro cadeado no cofre e ele
tinha a chave desse segundo cadeado. Devolve o cofre a Alice por correio, desta vez
fechado com os dois cadeados. Alice remove o seu cadeado, com a chave que possui
e reenvia o cofre pelo correio so´ com o cadeado colocado por Bob. E´ claro que Bob
tem apenas que abrir o cofre, com a sua pro´pria chave e ler a mensagem enviada
pela sua amada. O carteiro na˜o tem como saber o conteu´do do cofre.
Na criptografia usam-se chaves que, de certa forma, sa˜o ana´logas a` estrate´gia usada
pelos dois amigos da histo´ria. Esta histo´ria relata a velha charada do sigilo nas comu-
nicac¸o˜es e uma de suas brilhantes soluc¸o˜es. Talvez tenha servido de inspirac¸a˜o para
os treˆs jovens norte-americanos, Whitefield Diffie, Martin Hellman e Ralph
Merkle, ao construirem em 1976 um sistema de criptografia, definiram que o segredo
da comunicac¸a˜o e´ assegurado por duas chaves (dois nu´meros, um em sigilo e outro
pu´blico). Neste caso, os comunicantes so´ precisam trocar entre si (o nu´mero pu´blico),
como aconteceu na histo´ria do Bob e da Alice. Foi esta invenc¸a˜o que inspirou o
sistema de criptografia RSA (Rovest, Shamir e Addleman), como esta´ na sec¸a˜o
de aplicac¸o˜es de nu´meros primos no cap´ıtulo 4.
Bailey Whitfield Diffie (1944-) e´ um matema´tico e cripto´grafo estadunidense.
Pioneiro em criptografia de chave pu´blica. Formado pelo Instituto de Tecnologia de
Massachusetts, ele se interessava muito pela criptografia.
Martin Edward Hellman (1945-) e´ um cripto´grafo Estadunidense, conhecido
por sua invenc¸a˜o do protocolo Diffie-Hellman de acordo de chave compartilhada,
desenvolvido em cooperac¸a˜o com Whitfield Diffie e Ralph Merkle. Hellman
publicou sua criac¸a˜o, que acabou por originar a ideia de criptografia de chave
pu´blica, com os colaboradores Whitfield Diffie e Ralph Merkle na Universidade
de Stanford em 1976.
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Figura 26 – Whitefield Diffie - Pioneiro em criptografia de chave pu´blica, juntamente
com Martin Hellman.
Fonte: http://cisac.fsi.stanford.edu/people/whitefieldd iffie.
Figura 27 – Martin Hellman - Um dos criadores do me´todo Diffie-Hellman usado
para gerac¸a˜o e troca de uma chave compartilhada entre duas partes
comunicantes.
Fonte: https://pt.wikipedia.org/wiki/Martin Hellman.
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Figura 28 – Ralph Merkle - E´ um pesquisador estadunidense em criptografia de
chave pu´blica e, mais recentemente, pesquisador e palestrante sobre
nanotecnologia molecular.
Fonte: https://pt.wikipedia.org/wiki/Ralph Merkle.
Alice e Bob sa˜o personagens fict´ıcios, muito citados, em va´rios livros. Sa˜o nomes
sistematicamente utilizados pelos especialistas de criptografia. E´ mais interessante do
que falar apenas no emissor e receptor, ou apenas em A e B. Costuma se acrescentar
a eles uma terceira personagem, representada na nossa histo´ria pelo carteiro, que
costuma receber o nome de Eva - Eve, em ingleˆs - e que representa aquela que se
po˜e a` escuta - ou seja, aquela que comete ”eavesdrop”.
Ate´ a` descoberta de Diffie, Hellman e Merkle, a comunicac¸a˜o de mensagens
cifradas exigia uma troca da chave da cifra, como fizemos nas atividades anteriores e
como era feito nas chaves de Ju´lio Ce´sar. Era preciso que Alice e Bob se encon-
trassem previamente e combinassem uma chave que apenas eles dois conhecessem.
So´ isso lhes permitiria, posteriormente, trocar mensagens a` distaˆncia sem que Eva,
sempre a` escuta, conseguisse percebeˆ-las. Assim funcionaram as mensagens secretas
desde os tempos do romano Ce´sar ate´ aos tempos modernos. Assim funcionaram os
espio˜es. A chave poderia ser simples, mas era sempre necessa´rio que Alice e Bob
combinassem tudo antes, e nem sempre isso era poss´ıvel.
A ide´ia de Diffie, Hellman e Merkle era revoluciona´ria. Segundo o esquema que
propuseram, Alice e Bob comec¸am por acordar em dois nu´meros. E estes podem ser
pu´blicos, pois mesmo que Eva os consiguisse descobrir, na˜o tera´ como descobrir a
chave do processo de cifragem. Cada um deles escolhe um outro nu´mero, que mante´m
secreto. Feitos alguns ca´lculos, em ambos lados, baseadas em aritme´tica modular,
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ambos chegam a um mesmo resultado: um nu´mero que mais ningue´m conhece e
que sera´ a chave compartilhada entre eles, de codificac¸a˜o das suas mensagens. O
processo que inventaram e´ relativamente simples, embora muito engenhoso, e sera´
mostrado no quadro abaixo. Tudo se passa de forma parecida com a da histo´ria dos
dois cadeados. As chaves na˜o sa˜o trocadas, mas cada um acaba por poder abrir o
cofre, sem que o carteiro, o consiga.
O processo inventado por Diffie, Hellman e Merkle marca o nascimento da
criptografia com chaves pu´blicas, que funcionam em conjunto com chaves secretas
que na˜o precisam ser ”trocadas”. Baseia-se na aritme´tica modular, que consiste,
essencialmente, em trabalhar com os restos da divisa˜o inteira por um nu´mero deter-
minado, chamado mo´dulo. Esse processo foi denominado de congrueˆncia, mo´dulo k,
e foi inventado por Gauss, conforme ja´ observamos no in´ıcio deste cap´ıtulo.
Simon Singh, no seu ”Livro dos Co´digos”em Singh (2001), da´ um exemplo que
retrata bem o processo matema´tico da aritme´tica modular, envolvido nessas chaves
pu´blicas. Simon Lehna Singh (1964-) e´ um autor britaˆnico. Singh e´ o autor do
livro ”O U´ltimo Teorema de Fermat”, que narra a histo´ria do enigma mais longo
da Matema´tica, o ”O U´ltimo Teorema de Fermat”. Lanc¸ado no Brasil pela Editora
Record em 1998, o livro ”O U´ltimo Teorema de Fermat”teve versa˜o para a televisa˜o
na se´rie de documenta´rios cient´ıficos da BBC ”Horizon”. E´ autor tambe´m dos livros
”Big Bang”e ”O Livro dos Co´digos”.
Figura 29 – Simon Singh - Autor do livro ”O U´ltimo Teorema de Fermat”.
Fonte: https://pt.wikipedia.org/wiki/Simon Singh.
Neste exemplo, Alice e Bob precisam se comunicar e combinam nos nu´meros que
servem: o primeiro de base para uma potenciac¸a˜o e o segundo para o mo´dulo da
congrueˆncia. Digamos que tenham optado pelos nu´meros 5 e 11. Estariam enta˜o se
referindo ao ca´lculo de 5x e da congrueˆncia no mo´dulo 11.
(O expoente x seria secreto, a` escolha de cada um deles).
Alice escolhe 3 para seu nu´mero secreto (expoente da poteˆncia) Alice calcula
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53 = 125 e, atrave´s de congrueˆncia mo´dulo 11, gera o nu´mero 4, pois 125 dividido
por 11 deixa resto 4.
Alice envia o resultado, 4, para Bob.
Bob escolhe 6 para seu nu´mero secreto (novamente o expoente da poteˆncia). Bob
calcula 56 = 15625 e, atrave´s de congrueˆncia mo´dulo 11, gera o nu´mero 5, pois 15625
dividido por 11 deixa resto 5.
Bob envia o resultado, 5, para Alice.
Note que, mesmo que esses dois nu´meros que eles enviaram um ao outro, fos-
sem interceptados, as pessoas na˜o teriam como saber a chave final do processo.
Alice pega o resultado de Bob, 5, e o seu nu´mero secreto, 3, e calcula 53 = 125 ≡
4(mod11). Mas, 125 dividido por 11 deixa resto 4.
Bob pega o resultado de Alice, 4, e o seu nu´mero secreto, 6, e calcula 46 = 4096 = 4
(mod 11). Mas, 4096 dividido por 11 tambe´m deixa resto 4.
Veja que Alice e Bob encontraram o mesmo nu´mero, 4, sem que tivessem in-
formado um ao outro os seus nu´meros secretos pessoais. Esse nu´mero seria agora
usado como chave para a composic¸a˜o das mensagens criptogra´ficas. A congrueˆncia,
como foi aplicada aqui, funcionou exatamente como a histo´ria dos cadeados e do
correio, contada por Crato (2001).
Tente fazer com outros nu´meros secretos, verifique que voceˆ sempre ira´ obter resulta-
dos iguais.
E´ atrave´s da criptografia que, diariamente, atrave´s da Internet, uma luta sempre
se processa: a de enviar dados e a de tentar captar esses dados (sa˜o os famigerados
hackers).
E´ claro que o tema criptografia e´ muito mais complexo do que mostramos aqui. O
que exemplificamos, atrave´s de chaves criptogra´ficas simples, foi para mostrar a
relac¸a˜o que existe entre esse tema e a aritme´tica modular. E´ um assunto bastante
interessante, e que pode ser usado no ensino fundamental, relacionado a conceitos
importantes da Matema´tica, como operac¸o˜es inversas, divisibilidade e func¸o˜es.
5.6 O Problema da Fatorac¸a˜o de Nu´meros Primos Grandes
Atualmente, nu´meros primos tem tido aplicac¸a˜o na a´rea da Cieˆncia da Computac¸a˜o,
em particular na a´rea de seguranc¸a computacional, mais precisamente em criptografia
(cifragem usada no sigilo das informac¸o˜es). Por exemplo, a aplicac¸a˜o a` seguranc¸a na
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transmissa˜o de dados atrave´s da criptografia, a te´cnica de cifrar e decifrar mensagens
que sa˜o transmitidas em redes de computadores, em particular, a Internet, ou mesmo,
na armazenagem de dados sigilosos em um sistema de computador.
Como aplicac¸a˜o na a´rea da Cieˆncia da Computac¸a˜o, a aritme´tica modular e´ utilizada
na a´rea de seguranc¸a da informac¸a˜o, em va´rias situac¸o˜es de uso da criptografia, mais
particularmente no conhecido desenvolvimento do algoritmo de criptografia de chave
pu´blica RSA ou no Acordo de Chaves de Diffie-Hellman Stallings (2008).
Uma das formas de transmitir ou armazenar informac¸o˜es de forma sigilosa e´ usar as
te´cnicas da criptografia. Em criptografia assime´trica no me´todo RSA, duas chaves sa˜o
necessa´rias para se ter um algoritmo: uma chave pu´blica PU e uma chave privada PR.
Supondo, agora, que a chave pu´blica (cifragem) do transmissor tenha 150 algarismos
(um nu´mero extremamente grande) e que a chave privada (decifragem) so´ pode
ser obtida a partir da chave pu´blica de cifragem, como obter essa chave privada a
partir de dois nu´meros primos de 75 algarismos? A chave de decifragem (privada) e´
o segredo que cada parte tem na comunicac¸a˜o. Enta˜o, como se poderia chegar a esse
par de nu´meros primos (relativamente grandes)? Este e´ o problema da fatorac¸a˜o de
um nu´mero num produto de nu´meros primos muito grandes, que matematicamente e´
poss´ıvel, mas computacionalmente e´ invia´vel, pelo tempo de processamento envolvido
no processo de fatorac¸a˜o. Este fato matema´tico sobre a fatorac¸a˜o de nu´meros primos
grandes e´ que garante a seguranc¸a deste algoritmo.
Este caso, pode ser mostrado no algoritmo de criptografia de chave pu´blica RSA
(Rivest, Shamir, Adleman na Figura 30). Eles usaram nu´meros primos e o pro-
blema da fatorac¸a˜o de nu´meros muito grandes, para garantir a inviabilidade com-
putacional quanto ao algoritmo RSA, como mostrado no que segue. A aritme´tica
modular e´ usada no algoritmo seguinte nas linhas 5, 9 e 11.
Figura 30 – Ron Rivest, Adi Shamir e Len Adleman e o algoritmo RSA
Fonte: (Reproduc¸a˜o) - ACM - Association for Computing Machinery.
Algoritmo RSA (Ron Rivest, Adi Shamir e Len Adleman)- aplicando a
func¸a˜o Φ de Euler.
Gerac¸a˜o de Chaves RSA
1. Selecione p e q , onde p e q sa˜o primos e p 6= q
2. Calcule n = p.q
3. Calcule Φ(n) = (p − 1).(q − 1)
98 Cap´ıtulo 5. Congrueˆncia e Aritme´tica Modular - Parte II
4. Selecione o inteiro e tal que mdc(Φ(n), e) = 1; 1 < e < Φ(n)
5. Calcule d , tal que d ≡ e−1(modΦ(n))
6. Chave pu´blica PU = {e, n}
7. Chave privada PR = {d , n}
Criptografia
8. Texto leg´ıvel M < n
9. Texto cifrado C = M e (mod n)
Decriptografia
10. Texto cifrado C
11. Texto leg´ıvel M = C d (mod n)
5.7 Problema do Logaritmo Discreto
O algoritmo mencionado mostrado na sec¸a˜o anteiror e´ baseado na dificuldade com-
putacional da fatorac¸a˜o de um nu´mero primo muito grande, num produto de fatores
primos. Para mostrar outra utilidade dos nu´meros primos, vejamos uma outra
aplicac¸a˜o. Criptosistemas (sistemas de criptografia assime´trica) podem ser baseados
em outra forma de dificuldade computacional: o problema do logaritmo discreto.
Como em Terada (2008), o problema do logaritmo discreto e´ definido como:
Definic¸a˜o (Logaritmo Discreto)
Dados um nu´mero primo p e inteiros g , t tais que 0 < g , t < p, calcular um
inteiro s tal que t = gs (mod p).
Usando logaritmo discreto no algoritmo ElGamal geral:
Em criptografia, o algoritmo de ElGamal e´ um criptosistema com o uso de chaves
assime´tricas (pu´blicas e privadas) criado pelo cripto´grafo eg´ıpcio Taher Elgamal
em 1984. A seguranc¸a computacional desse algoritmo se baseia na dificuldade de
soluc¸a˜o que o problema do logaritmo discreto apresenta.
Correspondendo a este problema, considerado computacionalmente invia´vel, pode-se
generalizar o Algoritmo de ElGamal como podemos ver no que segue, como em
Terada (2008):
Existem duas partes comunicantes: Alice e Bob.
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Base de ElGamal: Alice escolhe inicialmente um inteiro S tal que 1 ≤ S ≤|
H | −1. Seja x ∈ G a ser criptografado por Bob. O conjunto chaves e´ K ={
(G ,A, S ,B) : B = AS
}
. Notemos que G e H sa˜o, por hipo´tese, escolhidos para que
S seja dificil de ser calculado, mesmo conhecendo-se A e B (problema do Logaritmo
Discreto Geral). Os valores A e B sa˜o pu´blicos; S e´ secreto e conhecido somente por
Alice. O algoritmo tem duas partes: criptografia e decriptografia.
Algoritmo de Criptografia:
Para um chave pu´blica (A,B) de Alice, Bob efetua as seguintes etapas para x ∈ G :
1. Escolhe um nu´mero secreto k ∈ Z|H | (este e´ um NONCE, um valor gerado e
comunicado somente uma vez). Se Bob na˜o conhece | H |, ele pode escolher
k ∈ ZG , sem qualquer prejuizo. Recomenda-se usar um k distinto para cada x
a ser criptografado.
2. Seja o texto leg´ıvel x ∈ G . Calcula-se y = Ak e z = x ◦ B k . Notemos que
y , z ∈ G .
3. O texto ileg´ıvel e´ (y , z ), o qual e´ enviado para Alice. Ou seja, Bob → y = Ak e
z = x ◦ B k →Alice.
Observe que B k pode ser considerado como uma chave ”vola´til”, isto e´, uma chave
que so´ e´ usada para criptografar este x , e a criptografia consiste em multiplicar B k
por x (B k = ASk).
Algoritmo de Decriptografia:
Para Alice decriptografar y , z ∈ G ela tera´ que efetuar z ◦ (yS )−1. Lembre que
y−S = A−Sk = (B k)−1.
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CAPI´TULO 6
A A´lgebra na Europa
C
omo ja´ visto no cap´ıtulo 2 as origens da a´lgebra se encontram na antiga Babiloˆnia
Struik (1987), cujos matema´ticos, da e´poca, desenvolveram um sistema aritme´tico
avanc¸ado, que depois a aritme´tica virou a´lgebra, com o qual puderam fazer ca´lculos
alge´bricos. Com esse sistema eles foram capazes de aplicar fo´rmulas e calcular soluc¸o˜es
para inco´gnitas numa classe de problemas.
6.1 O que Significa a Palavra A´lgebra
A palavra “a´lgebra” na˜o se sujeita a uma etimologia n´ıtida como a palavra “aritme´tica”,
que deriva do grego arithmos (”nu´mero”).
Abu Abd Allah Muhammad ibn Musa al-Khwarizmi (780-850) foi um ma-
tema´tico, astroˆnomo, astro´logo e geo´grafo. O livro intitulado “Al-jabr Wa’l-moca´bala”
Wallis (1693), escrito em Bagda´ por volta do ano 825, e´ um livro histo´rico com o
objetivo de ensinar soluc¸o˜es para os problemas matema´ticos cotidianos da e´poca.
E´ um livro histo´rico de matema´tica escrito em a´rabe entre 813 e 833 d.C. pelo
matema´tico e astroˆnomo muc¸ulmano al-Khwarizmi, um erudito pertencente a` Casa
da Sabedoria de Bagdade, atual capital atual do Iraque. Nesta obra, al-Khwarizmi
expo˜e os alicerces da a´lgebra, sendo o primeiro a estudar sistematicamente a resoluc¸a˜o
de equac¸o˜es lineares e quadra´ticas. A palavra “Al-jabr” da qual a´lgebra foi derivada
significa “reunia˜o”, “conexa˜o” ou “complementac¸a˜o”, uma das operac¸o˜es ba´sicas
com equac¸o˜es (al-gabr) descritas neste livro, quase quatro se´culos depois, com o
t´ıtulo Ludus Algebrae et Almucgrabalaeque. A palavra “Al-jabr”, foi traduzida para
o latim, redundando na palavra a´lgebra, uma variante latina desta palavra a´rabe. No
se´culo XII, traduc¸o˜es de sua obra para o latim, sobre numerais indianos apresentou
a notac¸a˜o posicional decimal para o mundo ocidental. Suas contribuic¸o˜es tiveram
um grande impacto sobre a linguagem alge´brica. O radical da palavra “algarismo” e
“algoritmo” vem de algoritmi, a forma latina de seu nome ”Khwarizmi”.
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6.2 Diofanto de Alexandria
Diofanto de Alexandria (201 e 214- 284 e 298) foi um matema´tico grego, con-
siderado como o grande impulsionador da a´lgebra. Diofanto desempenhou um
papel semelhante ao de Euclides (360 a.C.-295 a.C.) na Geometria. Entre va´rios
livros que escreveu, o mais importante destes e´ Arithmetica, uma obra contendo
130 problemas alge´bricos, suas soluc¸o˜es nume´ricas (equac¸o˜es alge´bricas) e teoria dos
nu´meros, ale´m de introduzir notac¸a˜o simbo´lica diferente para o quadrado de uma
inco´gnita, para o cubo e assim sucessivamente. Estudiosos bizantinos, que fugiram de
Constantinopla (atual Istambul, capital da Turquia), em meados do se´culo XV (anos
1400), trouxeram o livro para a Europa Ocidental. Provavelmente 170 anos depois,
a obra de Diofanto era conhecida apenas por alguns, quando, em 1621, foi feita a
traduc¸a˜o para o latim. Escreveu tambe´m sobre as soluc¸o˜es de inequac¸o˜es: para que
uma equac¸a˜o tenha soluc¸a˜o, primeiro precisamos saber a qual sistema nume´rico as
soluc¸o˜es pertencem, isto e´, se as soluc¸a˜o pertencem ao nu´meros naturais, inteiros,
reais ou outros. Certas equac¸o˜es cujas soluc¸o˜es sa˜o nu´meros inteiros ou racionais sa˜o
chamadas de equac¸o˜es diofantinas.
Figura 31 – Diofanto: 130 problemas alge´bricos e suas soluc¸o˜es nume´ricas.
Fonte: www.somatematica.com.br
6.3 Fibonacci e a A´lgebra na Europa
A A´lgebra entrou na Europa via Fibonacci. Leonardo Fibonacci (1170-1250)
foi um matema´tico italiano, tido como o primeiro matema´tico europeu da Idade
Me´dia. E´ considerado por alguns como o mais talentoso matema´tico ocidental da
Idade Me´dia. Escreveu Liber Abaci, sendo a segunda edic¸a˜o, de 1228, a que hoje e´
conhecida. Esse livro conte´m uma grande quantidade de assuntos relacionados com a
Aritme´tica e a A´lgebra da e´poca, e realizou um papel importante no desenvolvimento
matema´tico na Europa nos se´culos seguintes, pois, por esse livro, os europeus vieram
a conhecer os algarismos hindus, tambe´m denominados ara´bicos. A teoria contida em
Liber Abaci e´ ilustrada com muitos problemas que representam uma grande parte
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Figura 32 – Traduc¸ao latina (1670) de uma obra de Diofanto.
Fonte: https://pt.wikipedia.org/wiki/Ficheiro:Diophantus-cover-Fermat.jpg
do livro. Liber Abaci repercutiu na Europa, acarretando um ra´pido florescimento
da a´lgebra na Europa, devidos aos seguintes fatores: (a) facilidade de manipular
trabalhos nume´ricos atrave´s do sistema de numerac¸a˜o indo-ara´bico, muito superior
aos sistemas (tais como o romano) que requeriam o uso do a´baco; (b) invenc¸a˜o da
imprensa com tipos mo´veis, que acelerou a padronizac¸a˜o do simbolismo mediante a
melhoria das comunicac¸o˜es, baseada em ampla distribuic¸a˜o; (c) ressurgimento da
economia, sustentando a atividade intelectual; (d) e a retomada do come´rcio e viagens,
facilitando o intercaˆmbio de ide´ias tanto quanto de bens; (e) cidades comercialmente
fortes surgiram primeiro na Ita´lia, e foi la´ que o renascimento alge´brico na Europa
efetivamente teve in´ıcio.
6.4 Franc¸ois Vie`te
Franc¸ois Vie`te (1540-1603) foi um matema´tico franceˆs que introduziu a primeira
notac¸a˜o alge´brica sistema´tica. Ele tambe´m esteve envolvido em decifrar co´digos e
publicou In Artem Analyticum Isagoge Viete (1646), que foi o mais antigo traba-
lho sobre a´lgebra simbo´lica. Em 1572 publicou o “Canon Mathematicus”, uma
tentativa para servir de introduc¸a˜o a` trigonometria. Canon Mathematicus abrange
trigonometria; ele conte´m tabelas trigonome´tricas, tambe´m da´ a matema´tica por tra´s
da construc¸a˜o das tabelas. Vinte anos mais tarde publicou “In artem analyticum
isagoge” que foi o mais antigo trabalho sobre a´lgebra simbo´lica. Neste tratado, Vie`te
demonstrou o valor dos s´ımbolos introduzindo letras para representar inco´gnitas. Ele
sugeriu o uso de letras como s´ımbolos para quantidades, conhecidas e desconhecidas.
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Ele usou para vogais para as inco´gnitas e consoantes para quantidades conhecidas. A
convenc¸a˜o, onde as letras no in´ıcio do alfabeto representam quantidades conhecidas,
enquanto letras perto do final para representar quantidades desconhecidas foi intro-
duzida mais tarde por Descartes em La Ge´ome´trie. Esta convenc¸a˜o e´ usada hoje em
dia, muitas vezes sem que as pessoas percebam. Vie`te fez muitos melhoramentos
na teoria de equac¸o˜es. Ele apresentou me´todos para resolver equac¸o˜es de segundo,
terceiro e quarto graus.
Figura 33 – Vie´te - O primeiro trabalho sobre a´lgebra simbo´lica.
Fonte: https://pt.wikipedia.org/wiki/Franc¸oisV i e`te.
6.5 Rene´ Descartes
Rene´ Descartes (1596-1650) foi matema´tico franceˆs. Historicamente, Rene´ Descar-
tes deve ter sido o primeiro filo´sofo a utilizar as te´cnicas alge´bricas como meio de
explorac¸a˜o cient´ıfica. Notabilizou-se, sobretudo, por seu trabalho revoluciona´rio na
filosofia e na cieˆncia, mas tambe´m obteve reconhecimento matema´tico por sugerir
a fusa˜o da a´lgebra com a geometria - fato que gerou a geometria anal´ıtica e o
sistema de coordenadas que hoje leva o seu nome (coordenadas cartesianas). Por fim,
foi tambe´m uma das figuras-chave na Revoluc¸a˜o Cient´ıfica.
O interesse de Descartes pela matema´tica surgiu cedo, no ”College de la Fleche”,
escola do mais alto padra˜o, dirigida por jesu´ıtas, na qual ingressara´ aos oito anos de
idade. Mas por uma raza˜o muito especial e que ja´ revelava seus pendores filoso´ficos:
a certeza que as demonstrac¸o˜es ou justificativas matema´ticas proporcionam. Aos
vinte e um anos de idade, depois de frequ¨entar os ambientes matema´ticos em Paris,
ja´ graduado em Direito, ingressa voluntariamente na carreira das armas. Durante
os quase nove anos que serviu em va´rios exe´rcitos, na˜o se sabe de nenhuma proeza
militar realizada por Descartes. Possivelmente, as batalhas que ocupavam suas
ideias e seus sonhos travavam-se no campo da cieˆncia e da filosofia.
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Figura 34 – Descartes - A junc¸a˜o da Geometria e a A´lgebra.
Fonte: http://www.iep.utm.edu/descarte/.
6.6 Os Tempos de Fermat
Pierre de Fermat (1601-1665) foi um matema´tico e cientista franceˆs. A influeˆncia
de Pierre de Fermat foi limitada pela falta de interesse na publicac¸a˜o das suas
descobertas, conhecidas principalmente pelas cartas a amigos e anotac¸o˜es na sua
co´pia da Arithmetica, de Diofanto. Estas cartas passaram a ser publicadas a partir
de 1636, por interme´dio do padre Mersenne, em Paris, que procurou Fermat apo´s
ouvir falar dele. Nas suas cartas, Fermat descrevia as suas ideias, descobertas e ate´
pequenos ensaios, que eram transmitidos por Mersene a outros matema´ticos da
Europa. Fermat gostava de trocar e resolver desafios, como por exemplo, Mersenne
uma vez escreveu-lhe perguntando se o nu´mero - muito grande - 100.895.598.169
era primo ou na˜o. Tais questo˜es geralmente levavam anos a serem resolvidas, mas
Fermat replicou sem hesitac¸a˜o que o nu´mero era produto de 112.303 e 898.423, e
que cada um desses fatores era primo.
Fermat tambe´m ajudou a criar a Geometria Anal´ıtica em 1629, e descreveu
as suas ideias num trabalho na˜o publicado intitulado “Introduc¸a˜o aos Lugares
Geome´tricos Planos e So´lidos”, de 1636, que circulou apenas na forma de manus-
crito, e que so´ foi publicado em 1679, postumamente, junto com sua obra completa.
Fermat, bastante modesto, era avesso a publicar seus trabalhos. Disso resulta, em
parte, o fato de Descartes comumente ser mais lembrado como criador da Geometria
Anal´ıtica. Neste trabalho Fermat introduziu a ideia de eixos perpendiculares e
descobriu as equac¸o˜es gerais da reta, circunfereˆncia e equac¸o˜es mais simples para
para´bolas, elipses e hipe´rboles, e depois demonstrou que toda equac¸a˜o de 1o e 2o
grau pode ser reduzida a um desses tipos.
Nada disto esta´ no ensaio de Descartes, apesar deste ter tido acesso a` “Introduc¸a˜o”
de Fermat, va´rios meses antes de publicar a sua obra intitulada “Geometria”, de
1637, como um dos treˆs apeˆndices do “Discurso do Me´todo”, obra considerada o
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Figura 35 – Fermat: o precursor da Teoria dos Nu´meros.
Fonte: https://en.wikipedia.org.
marco inicial da filosofia moderna. Nela, em resumo, Descartes defende o me´todo
matema´tico como modelo para a aquisic¸a˜o de conhecimentos em todos os campos.
Descartes travou argumentos, com ele, diversas vezes. Fermat na˜o conhecia o
monumental ego´ısmo e a disposic¸a˜o de Descartes, mas com pacieˆncia demoliu os
argumentos de Descartes em todas as ocasio˜es.
O trabalho de Fermat tambe´m foi centrado sobre as propriedades da tangente
de curvas; O me´todo de Fermat, para determinar tangentes, foi desenvolvido pela sua
abordagem aos problemas de ma´ximos e mı´nimos, e foi ocasia˜o de outro atrito com
Descartes. Quando Descartes foi informado do me´todo de Fermat, este atacou a
sua genialidade, desafiando Fermat a encontrar a tangente a` curva x 3 + y3 = 3.a.x .y
e, loucamente, vaticinou que ele falharia. O pro´prio Descartes foi incapaz de resolver
o problema e ficou intensamente irritado quando Fermat o resolveu com facilidade
(esta curva chama-se agora folium de Descartes).
No caso da geometria anal´ıtica, fruto dessa fusa˜o, o me´rito na˜o foi de uma so´
pessoa. Dois franceses, Pierre de Fermat (1601-1665) e Rene´ Descartes (1596-
1650), sa˜o os responsa´veis por esse grande avanc¸o cient´ıfico: o primeiro movido
basicamente por seu gosto pela matema´tica e o segundo por razo˜es filoso´ficas. E
diga-se de passagem, na˜o trabalharam juntos: a geometria anal´ıtica e´ um dos
muitos casos, em cieˆncia, de descobertas simultaˆneas e independentes.
O bem-sucedido Pierre de Fermat dedicava muitas de suas melhores horas de
lazer a` matema´tica. Na verdade Fermat simplesmente na˜o conseguia fugir a sua
verdadeira vocac¸a˜o e, apesar de praticar matema´tica como hobby, nenhum de seus
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contemporaˆneos contribuiu tanto para o avanc¸o desta cieˆncia quanto ele. Ale´m
da geometria anal´ıtica, Fermat teve papel fundamental na criac¸a˜o do Ca´lculo
Diferencial, do Ca´lculo de Probabilidades e, especialmente, da Teoria dos
Nu´meros.
6.7 Breve Histo´ria da A´lgebra Abstrata
histo´ria desta seca˜o esta´ em Milles (1992).
A a´lgebra, tal como apresentada hoje nos nossos cursos universita´rios, costuma
resultar de dif´ıcil compreensa˜o aos nossos estudantes, precisamente por seu cara´ter
abstrato. Normalmente, uma estrutura e´ definida a partir dos axiomas que a caracte-
rizam e, logo depois, uma sucessa˜o aparentemente intermina´vel de teoremas passa a
ser deduzida destes axiomas. Muitas vezes, resulta dif´ıcil para o aluno compreender
porque a a´rea se desenvolveu na direca˜o em que ela e´ apresentada e porque alguns
resultados sa˜o mais relevantes do que outros.
Nesse sentido, um conhecimento da histo´ria do assunto pode tornar claro porque e´
natural considerar uma determinada estrutura e na˜o outra, um determinado conjunto
de axiomas e na˜o outro; porque algumas perguntas sa˜o mais relevantes do que outras.
Na verdade, a histo´ria mostrara´ que muitas vezes o desenvolvimento de um dado
assunto na˜o foi linear nem simples, que os matema´ticos levaram muito tempo para
compreender a importaˆncia de um conceito e, a`s vezes, ate´ para admit´ı-lo como va´lido.
A histo´ria que pretendemos contar nestas pa´ginas e´ fascinante em mais de um
sentido. Na˜o somente diz como determinadas ideias foram sendo introduzidas grada-
tivamente na matema´tica, como descreve tambe´m o longo processo que levou esta
cieˆncia na direc¸a˜o de uma abstrac¸a˜o sempre crescente. Tambe´m nos mostra que
muitas vezes, um determinado conceito foi se impondo por forc¸a das circustaˆncias,
como resultado de um acu´mulo de descobertas que apontavam na sua direc¸a˜o, mesmo
apesar da resisteˆncia de um bom nu´mero de matema´ticos, muitos destes de primeira
qualidade.
A histo´ria da matema´tica esta´ intimamente ligada com o desenvolvimento de todas
as a´reas da cultura humana e muitas vezes sa˜o motivac¸o˜es vindas de campos ta˜o
diversos como a F´ısica, a Filosofia ou a Arte, que determinam o progresso desta
cieˆncia. Algumas destas influeˆncias, se bem que na˜o todas, resultara˜o aparentes nesta
nossa histo´ria.
6.7.1 O Desenvolvimento da A´lgebra
O texto desta sec¸a˜o e´ originado do trabalho Breve Histo´ria da A´lgebra Abstrata, de
Ce´sar Polcino Milies, EPUSP.
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Durante muito tempo, a palavra A´lgebra designava aquela parte da Matema´tica que
se ocupava de estudar as operac¸o˜es entre nu´meros e, principalmente, da resoluc¸a˜o de
equac¸o˜es. Nesse sentido, pode-se dizer que esta cieˆncia e´ ta˜o antiga quanto a pro´pria
histo´ria da humanidade, se levamos em conta que esta u´ltima se inicia a partir da
descoberta da escrita. De fato, tanto nas tabuletas de argila da sume´ria quanto nos
papiros eg´ıpcios, encontramos problemas matema´ticos que lidam com a resoluc¸a˜o de
equac¸o˜es. No Papiro Rhind, por exemplo, documento eg´ıpcio que data aproximada-
mente do ano 1650 a.C. e no qual o escriba conta que esta´ copiando material que
prove´m do ano 2000 a.C., encontramos problemas sobre distribuic¸a˜o de mercadorias
que conduzem a equac¸o˜es relativamente simples. Surpreendentemente, descobrimos
tambe´m que os antigos babiloˆnios sabiam resolver completamente equac¸o˜es de se-
gundo grau.
No Papiro Rhind, por exemplo, documento eg´ıpcio que data aproximadamente
do ano 1650 a.C. e no qual o escriba conta que estava copiando material que prove´m
do ano 2000 a.C., encontramos problemas sobre distribuic¸a˜o de mercadorias que
conduzem a equac¸o˜eses relativamente simples. Surpreendentemente, descobrimos
tambe´m que os antigos babiloˆnios sabiam resolver completamente equac¸o˜es de se-
gundo grau.
Desde os seus comec¸os, a a´lgebra se preocupou sempre com a procura de me´todos
gerais e rigorosos. Assim por exemplo, R.J. Gillings [9, Appendix I] comentando
os me´todos que os eg´ıpcios usavam para lidar com a resoluc¸a˜o de equac¸o˜es diz:
Os estudiosos da histo´ria e filosofia da cieˆncia do se´culo vinte, ao considerar as
contribuic¸o˜es dos antigos Eg´ıpcios, se inclinam para atitude moderna de que um
argumento ou prova lo´gica deve ser simbo´lico para ser considerado rigoroso, e que um
ou dois exemplos espec´ıficos usando nu´meros escolhidos na˜o podem ser considerados
cientificamente so´lidos. Mas isto na˜o e´ verdade! Um argumento ou demonstrac¸a˜o
na˜o simbo´lico pode ser realmente rigoroso quando dado para um valor particu-
lar da varia´vel; as condic¸o˜es para o rigor sa˜o que o valor particular da varia´vel
seja t´ıpico e que uma consequente generalizac¸a˜o para qualquer valor seja imediata.
Em qualquer dos to´picos mencionados neste livro, onde o tratamento dado pelos
escribas seguia estas linhas, ambos os requisitos eram satisfeitos de modo que os ar-
gumentos colocados pelos escribas sa˜o ja´ rigorosos ... o rigor esta´ impl´ıcito no me´todo.
Quando finalmente se desenvolveu uma notac¸a˜o apropriada (empregando letras
para reperesentar coeficientes e varia´veis de uma equac¸a˜o), foi poss´ıvel determinar
fo´rmulas gerais de resoluc¸a˜o de equac¸o˜es e discutir me´todos de trabalho tambe´m
gerais. Pore´m, mesmo nestes casos, tratava-se de situac¸o˜es relativamente concretas.
As letras representavam sempre algum tipo de nu´meros (inteiros, racionais, reais ou
complexos) e utilizavam-se as propriedades destes de forma mais ou menos intuitiva.
Como veremos adiante, a formalizac¸a˜o destes conceitos de modo preciso so´ acontece-
ria a partir do se´culo XIX.
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Foi precisamente nesse se´culo que alargou-se consideravelmente o conceito de operac¸a˜o.
Alguns autores da e´poca na˜o mais se restringem a estudar as operac¸o˜es cla´ssicas entre
nu´meros, mas da˜o ao termo um significado bem mais amplo e estudam operac¸o˜es
entre elementos, sem se preocupar com a natureza destes, interessando-se apenas
com as propriedades que estas operac¸o˜es verificam.
A passagem da a´lgebra cla´ssica para a assim chamada a´lgebra abstrata foi um
processo sumamente interessante. Representa na˜o somente um progresso quanto aos
conteu´dos te´cnico-ciet´ıficos da disciplina como amplia consideravelmente o seu campo
de aplicac¸a˜o e, o que e´ mais importante, implica - num certo sentido - uma mudanc¸a
na pro´pria concepc¸a˜o do que a matema´tica e´, da compreensa˜o de sua condic¸a˜oo de
cieˆncia independente e da evoluc¸a˜o dos me´todos de trabalho.
Jean Alexandre Euge`ne Dieudonne´ (1906-1992) foi um matema´tico franceˆs.
Conhecido por suas pesquisas sobre a´lgebra abstrata e ana´lise funcional, pelo envol-
vimento ativo no Grupo Bourbaki e no projeto E´le´ments de ge´ome´trie alge´brique
de Alexander Grothendieck, e como historiador da matema´tica, particularmente
nos campos da ana´lise funcional e topologia alge´brica. Dieudonne´ nasceu e cres-
ceu em Lille, passando um per´ıodo de sua formac¸a˜o na Inglaterra, onde iniciou a
estudar a´lgebra. Em 1924 foi admitido na E´cole Normale Supe´rieure, onde foi
contemporaˆneo de Andre´ Weil. Completou os estudos e em seguida doutorou-se em
1931, orientado por Paul Montel,[2] per´ıodo que foi acompanhado por estadias nas
universidades de Princeton e Berlim, bem como no Instituto Federal de Tecnologia
de Zurique. Em 19321933 foi professor em Bordeaux, em 19331937 em Rennes, em
19371952 em Nancy, sendo professor visitante em Estrasburgo e Sa˜o Paulo. Em 1952
foi para os Estados Unidos, onde lecionou inicialmente na University of Michigan.
De 1953 a 1959 foi professor na Northwestern University. Retornou a Paris em 1959,
permanecendo ate´ 1964 no Institut des Hautes E´tudes Scientifiques. Desde 1964 foi
titular de uma cadeira em Nice.
Em 1934 fundou juntamente com outros matema´ticos o Grupo Bourbaki, do qual foi
um dos dois membros mais influentes. E´ de conhecimento corrente que a maior parte
dos textos publicados com o pseudoˆnimo Bourbaki chegaram a sua forma final
pelas ma˜os de Dieudonne´. Seu talento para a redac¸a˜o de livros texto e sua visa˜o
sinte´tica sa˜o expressos tambe´m na publicac¸a˜o monumental E´le´ments de ge´ometrie
alge´brique, escrito juntamente com Alexander Grothendieck na de´cada de 1960, a
base para a fundamentac¸a˜o da teoria dos Se´minaires de ge´ometrie alge´brique (SGA)
da escola de Grothendieck. Em seu Cours de ge´ometrie alge´brique, publicado em dois
volumes, apresenta um esboc¸o sucinto da teoria, apresentando no primeiro volume a
histo´ria do assunto em questa˜o.
Suas outras a´reas de interesse foram teoria dos grupos, grupo de Lie, ana´lise funcio-
nal (teoria dos espac¸os vetoriais topolo´gicos), teoria espectral e topologia (em 1944
introduziu o conceito de espac¸o paracompacto).
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Na˜o obstante, e´ conhecido principalmente por seu E´le´ments dAnalyse, onde expo˜e
em diversos volumes a ana´lise completa ate´ geometria diferencial, grupos de Lie
e teoria espectral, destinado a profissionais da a´rea. Publicou tambe´m livros texto
sobre ana´lise e a´lgebra linear/geometria para iniciantes.
Figura 36 – Jean Dieudonne´ - O criado do Grupo Bourbaki em 1934.
Fonte: Google Images - en.wikipedia.org.
J. Dieudonne´ dizia que “... em matema´tica, os grandes progressos estiveram sempre
ligados a progressos na capacidade de elevar-se um pouco mais no campo da abstrac¸a˜o”
e, na mesma obra, A. Lichnerowicz observou que “... e´ uma caracter´ıstica da
matema´tica repensar integralmente seus pro´prios conteu´dos e nisso reside, inclusive,
uma condic¸a˜o essencial para seu progresso”. A histo´ria da a´lgebra abstrata ilustra
perfeitamente estes pontos de vista.
Pode-se dizer que ha´ dois fatores que contribuiram fundamentalmente para o desen-
volvimento da a´lgebra: (a) de um lado, a tendeˆncia a aperfeic¸oar as notac¸o˜es, de modo
a permitir tornar o trabalho com as operac¸o˜es (e equaco˜es) cada vez mais simples,
ra´pido e o mais geral poss´ıvel e, por outro lado, (b) a necessidade de introduzir novos
conjuntos de nu´meros, com o consequente esforc¸o para compreender sua natureza e
sua adequada formalizac¸a˜o.
6.7.2 O Simbolismo Alge´brico
Como em Milles (1992), e´ bem sabido que o uso de uma notac¸a˜o adequada e´ funda-
mental para o bom desenvolvimento de uma a´rea da matema´tica. Pore´m, a histo´ria
nos ensina que nem sempre e´ fa´cil chegar a uma tal notac¸a˜o. Um bom exemplo vem
dos pro´prios nu´meros naturais. A numerac¸a˜o indo-ara´bica que usamos ainda hoje,
comec¸ou a ser desenvolvida na I´ndia e a primeira refereˆncia ao princ´ıpio posicional
aparece pela primeira vez na obra de Aryabhata chamada Aryabatiya, publicada
em 499. A primeira ocorreˆncia de fato se da´ no ano 595, onde a data 346 aparece em
numerac¸a˜o posicional e o registro mais antigo do uso do nu´mero zero se acha numa
inscric¸a˜o indiana de 876 d.C.
A necessidade de uma notac¸a˜o mais sofisticada se manifestou pela primeira vez
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em relac¸a˜o a` resoluc¸a˜o de equac¸o˜es alge´bricas. Como ja´ observamos, os eg´ıpcios
resolviam equac¸o˜es de primeiro grau e algumas equac¸o˜es particulares do segundo
grau, enquanto que os babiloˆnios conheciam o me´todo para resolver qualquer equac¸a˜o
de segundo grau. Tambe´m os gregos resolviam este tipo de equac¸o˜es, por me´todos
geome´tricos mas, em todos os casos, na˜o havia notac¸o˜es nem fo´rmulas gerais.
E no se´culo IV d.C., na Aritme´tica de Diophanto, que encontramos pela pri-
meira vez o uso de uma letra para representar a inco´gnita de uma equac¸a˜o. Como
os manuscritos originais de Diofanto na˜o chegaram ate´ no´s, na˜o sabemos com toda
certeza quais os s´ımbolos que ele usava, mas acredita-se que representava a inco´gnita
pela letra ς, uma variante da letra σ. Esta escolha se deve provavelmente ao fato
de que, no sistema grego de numerac¸a˜o, as letras representavam tambe´m nu´meros
conforme sua posic¸a˜o no alfabeto, mas a letra ς na˜o fazia parte do sistema e na˜o
correspondia, assim, a nenhum valor nume´rico particular. Ele usava tambe´m nomes
para designar as va´rias poteˆncias da inco´gnita, como quadrado, cubo, quadrado-
quadrado (para a quarta poteˆncia), quadrado-cubo (para a quinta) e cubo-cubo
(para a sexta). O uso de poteˆncias superiores a treˆs e´ nota´vel uma vez que, como
os gregos se apoiavam em interpretac¸o˜es geome´tricas, tais poteˆncias na˜o tinham
um significado concreto. Pore´m, de um ponto de vista puramente aritme´tico, estas
poteˆncias sim tem significado e esta era a postura adotada por Diofanto.
A partir de enta˜o, os me´todos e notac¸o˜es de Diofanto foram se aperfeic¸oando
lentamente. Mesmo os s´ımbolos hoje ta˜o comuns para representar as operac¸o˜es
demoraram a ser introduzidos. Muitos algebristas usavam p e m para representar
a adic¸a˜o e a subtrac¸a˜o por serem as iniciais das palavras plus e minus. O s´ımbolo
“=” para representar a igualdade foi introduzido so´ em 1557 por Robert Recorde e
na˜o voltou a aparecer numa obra impressa ate´ 1618. Autores como Kepler, Gali-
leo, Torricelli, Cavalieri, Pascal, Napier, Briggs e Fermat, entre outros, ainda
usavam alguma forma reto´rica em vez de um s´ımbolo, como as palavras aequa-
les, esgale, faciunt, gheljck ou a abreviatura aeq. Para uma histo´ria detalhada da
evoluc¸a˜o do simbolismo alge´brico, o leitor pode consultar a refereˆncia cla´ssica de
F. Cajori (F. Cajori, A History of Mathematical Notations, Dover, New York, 1993).
Robert Recorde(1510-1558) foi um matema´tico ingleˆs. E´ bastante conhecido por
ter criado o sinal de igualdade, no ano de 1557.
A notac¸a˜o de expoentes e´ usada por Nicolas Chuquet (1445-1500) na sua Tripary,
onde escreve expresso˜es como 123, 103 e 1203 para representar o que hoje escrever´ıamos
como 12x 3, 10x 3 e 120x 3 e tambe´m 120 e 71m para 12x 0 e 7x ?1.
Os primeiros passos para a introduc¸a˜o do conceito de polinoˆmio e seu uso para a
formulac¸a˜o de problemas de resoluc¸a˜o de equac¸o˜es foram dados por Simon Stevin
(1548-1620). Foi tutor de Maur´ıcio de Nassau. Ele foi um defensor do sistema de
Cope´rnico e o primeiro a discutir e sugerir o emprego de frac¸o˜es decimais (em
oposic¸a˜o ao sistema sexagesimal defendido por outros), na sua obra mais conhecida
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Figura 37 – Robert Recorde - O criador do s´ımbolo de igualdade “=” e o primeiro a
usar o s´ımbolo “+” em 1557.
Fonte: Google Images - en.wikipedia.org.
Figura 38 – Nicolas Chuquet - O criador da notac¸a˜o de expoentes no se´culo XV.
Fonte: Google Images - en.wikipedia.org.
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De Thiende, publicada em Flamengo em 1585 e traduzida ao franceˆs, sob o t´ıtulo
La Disme, no mesmo ano. Al´ı ele usou s´ımbolos como pequenos c´ırculos envolvendo
os d´ıgitos 0, 1, 2, etc. para indicar as posic¸o˜es das unidades, d´ızimas, cente´simas,
respectivamente. Assim por exemplo, ele escreve 875, 782 como 875 circ(0) 7 circ(1)
8 cic(2) 2 circ(3) (onde circ() e´ uma notac¸a˜o criada pelo autor para contornar o
problema do Latex de criac¸a˜o do s´ımbolo c´ırculo com o d´ıgito dentro). No restante do
livro, ele estuda as operac¸o˜es entre d´ızimas e justifica as regras de ca´lculo empregadas.
O leitor interessado pode ver uma traduc¸a˜o ao ingleˆs de De Tiende em Smith (1929).
(D. E. Smith, A Source Book in Mathematics, McGraw Hill, New York, 1929, p.20-34).
Figura 39 – Simon Stevin - O introdutor do conceito de polinoˆmio e o emprego de
frac¸o˜es decimais no se´culo XVI.
Fonte: Google Images - scienceworld.wolfram.com.
No seu livro seguinte, “L’ Arithmetique”, publicado em 1585, ele introduz uma
notac¸a˜o exponencial semelhante para denotar as va´rias poteˆncias de uma vari´avel.
As poteˆncias que no´s escrever´ıamos com x , x 2 x3 etc. sa˜o denotadas por ele como
0, 1, 2, e assim, por exemplo, o polinoˆmio 2x 3 + 4x 2 + 2x + 5 se escreveria, na sua
notao como:2 cic(3) + 4 cic(2) + 2 cic(1) + 5 cic(0).
Ele denomina estas expresso˜es de multinoˆmios e mostra como operar com eles.
Entre outras coisas, observa que as operac¸o˜es com multinoˆmios tem muitas proprie-
dades em comum com as operac¸o˜es entre “nu´meros aritme´ticos”. Ainda, ele mostra
que o algor´ıtmo de Euclides pode ser usado para determinar o ma´ximo divisor
comum de dois multino˜mios.
E interessante destacar aqui que nos encontramos frente a dois progressos nota´veis
na direc¸a˜o da abstrac¸a˜o. De um lado temos a percepc¸a˜o, cada vez mais clara, de que
os me´todos de resoluc¸a˜o de equac¸o˜es dependem unicamente do grau da equac¸a˜o e na˜o
dos valores dos coeficientes nume´ricos (vale lembrar que autores como Tartaglia,
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Cardano e outros, que se utilizavam apenas de coeficientes positivos, consideravam
como problemas diferentes, por exemplo, as equac¸o˜es da forma X 3 = aX + b e
X 3 + aX = b). Mais importante ainda, vemos que Simon Stevin trata seus mul-
tinoˆmios como novos objetos matema´ticos e estuda as operac¸o˜es entre eles.
Mais interessante ainda e´ o trabalho de Franc¸ois Vie`te (1540-1603). Nascido
em Fontenay-le Comte, teve formac¸a˜o de advogado e, nesta condic¸a˜o, serviu ao
parlamento de Bretania em Rennes e foi banido de suas atividades, devido a` oposic¸a˜o
pol´ıtica, entre 1584 e 1589, quando foi chamado por Henri III para ser conselheiro
do parlamento, em Tours. Nos anos em que esteve afastado da atividade pol´ıtica,
dedicou-se ao estudo da matema´tica e, em particular, aos trabalhos de Diophanto,
Cardano, Tartaglia, Bombelli e Stevin. Da leitura destes trabalhos ele teve a
ide´ia de utilizar letras para representar quantidades. Isto ja´ tinha sido feito no pas-
sado, ate´ por autores como Euclides e Aristo´teles, mas seu uso era pouco frequente.
Sua principal contribuic¸a˜o a` A´lgebra aparece no seu livro In Artem Analyticam
Isagoge (Introduc¸a˜o a` Arte Anal´ıtica) impresso em 1591, onde trata das equac¸o˜es
alge´bricas de um novo ponto de vista. Ele fez importantes progressos na notac¸a˜o
e seu verdadeiro me´rito este´ em ter usado letras na˜o somente para representar a
inco´gnita, mas tambe´m para representar os coeficientes ou quantidades conhecidas.
Ele usava consonantes para representar quantidades conhecidas e reservava as vogais
para representar as inco´gnitas. Deixamos Vie`te descrever a grande descoberta com
suas pro´prias palavras (Vie`te, Opera Mathematica 1646, p.8):
Este trabalho pode ser ajudado por um certo artificio. Magnitudes dadas sera˜o
distinguidas das desconhecidas e requeridas por um simbolismo, uniforme e sempre
fa´cil de perceber, como e´ poss´ıvel designando as quantidades requeridas pela letra A
ou por outras letras vogais A,I ,O,V ,Y e as dadas pelas letras B,G,D ou outras
consonantes.
Assim por exemplo, a equac¸a˜o que no´s escrevemos como bx 2+cx = d era representada
por ele na forma:
B in A quadratum plus C plano in A aequalia D solido.
Como Vie`te pensava geometricamente, requeria, para suas equac¸o˜es, um princ´ıpio
de homogeneidade, i.e., todos os termos de uma dada equac¸a˜o deveriam ter a mesma
“dimensa˜o”; assim por exemplo, todos os termos de uma equac¸a˜o quadra´tica, tal
como a dada acima, deviam representar volumes. E´ por causa disso que o coeficiente
da varia´vel C e´ acompanhado do adjetivo plano, pois devia representar uma a´rea.
Da mesma forma, D e´ acompanhado do termo so´lido para enfatizar que representa
um volume.
Uma restric¸a˜o a` generalidade de sua notac¸a˜o e´ que ele representava por letras
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apenas nu´meros positivos e, como muitos dos seus predecessores, na˜o utilizava co-
eficientes negativos. Johann van Waveren Hudde (1628-1704) foi o primeiro a
usar, em 1657, letras para representar coeficientes que podiam ser tanto positivos
quanto negativos.
Figura 40 – John Hudde - Letras representando coeficientes no se´culo XVII em 1657.
Fonte: Google Images - learn-math.info.
Vie`te chamava sua a´lgebra simbo´lica de log´ıstica speciosa por oposic¸a˜o a` log´ıstica
numerosa, que trata dos nu´meros. E importante observar que Vie`te tinha plena
conscieˆncia de que seu emprego de letras lhe permitia trabalhar com classes de
equac¸o˜es, por oposic¸a˜o ao emprego de nu´meros, que permite apenas trabalhar com
um exemplo de cada vez. Com isso ele tornou expl´ıcita a diferenc¸a entre A´lgebra
e Artime´tica: para ele, a A´lgebra - log´ıstica speciosa - era um me´todo para operar
com espe´cies ou formas de coisas e a Aritme´tica - log´ıstica numerosa - lidava apenas
com nu´meros. Tambe´m tentou trabalhar algebricamente, provando, por exemplo,
as identidades que os gregos tinham exibido por me´todos geome´tricos. Assim, no
seu Zeteticorum Libri Quinque - Cinco Livros de Ana´lise - publicado em 1593, ele
utiliza o me´todo de “completar quadrados” numa equac¸a˜o de segundo grau e tambe´m
encontramos ali identidades gerais do tipo: a3 + 3a2b + 3ab2 + b3 = (a + b)3, que ele
escreve na forma:
a cubus + b in a quad. 3 + a in b quad.3 + b cubo aequalia a + b cubo.
Sobre os seus cinco livros de Ana´lise, Vie`te na˜o usava o termo a´lgebra que, por
ser de origem a´rabe, na˜o considerava adequado para a Europa crista˜; no seu lugar
empregava o termo Ana´lise que, devido talvez a sua influeˆncia, foi adotado depois
como sinoˆnimo de “Algebra Superior”.
Dois episo´dios ilustram muito bem o talento matema´tico de Vie`te e fama que
chegou a desfrutar ainda durante sua vida. Em 1593, o matema´tico belga Adriaen
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van Roomen(1561-1615), na versa˜o latinizada do seu nome - propoˆs “a todos os
matema´ticos” o problema de resolver uma determinada equac¸a˜o de grau 45, do tipo:
x 45 − 45x 43 + 945x 41 − . . .− 3795x 3 + 45x = K
O embaixador dos Pa´ıses Baixos na corte de Franc¸a afirmou enta˜o que nenhum
matema´tico franceˆs seria capaz de resolver esta equac¸a˜o. O rei, Henrique IV, fez
Vie`te saber deste desafio e ele notou que a equac¸a˜o proposta resultava de expressar
a igualdade K = sen(45.ϑ) em termos de x = senϑ e conseguiu achar, nessa primeira
audieˆncia, uma raiz positiva. No dia seguinte, ele achou todas as 23 ra´ızes positivas da
equac¸a˜o. Van Roomen ficou ta˜o impressionado que fez uma visita especial a Vie`te.
Este publicou sua soluc¸a˜o em 1595, num tratado intitulado Ad problema, quod omni-
bus mathematicis totius orbis construendum propusuit Adrianus Pomanus, responsum.
Outro episo´dio que ilustra sua extraordina´ria capacidade e´ o seguinte. Durante
a guerra com a Espanha, ainda a servic¸o de Henrique IV, ele pode decifrar o o
co´digo utilizado pelos espanhois a partir de cartas que foram interceptadas e, dali
em diante, conhecer o conteu´do de novas cartas escritas nesse co´digo. E os espanhois
achavam seu co´digo ta˜o dif´ıcil de ser quebrado ...
O uso de letras para representar classes de nu´meros e assim tratar das equac¸o˜es de
forma mais geral demorou a ser aceito. Um aperfeic¸oamento desta notac¸a˜o foi devido
a Rene´ Descartes (1596-1650) que, na sua obra utiliza pela primeira vez a pra´tica,
hoje usual, de utilizar as primeiras letras do alfabeto para representar quantidades
conhecidas e as u´ltimas, como x ,y e z para as inco´gnitas. E precisamente nessa obra
que Descartes apresenta as ideias que deram origem a` Geometria Anal´ıtica, junto
com as contribuic¸o˜es de Pierre de Fermat. Esse texto na˜o foi apresentado como
um livro independente, mas como um apeˆndice da sua obra, pela que seria mais
conhecido, o Discours de la me´thode pour bien conduire sa raison et chercher la
ve´rite´ dans les scie´nces, em 1637 (neste livro ele descreve o uso da du´vida meto´dica
como forma de tornar a ideias claras e precisas a partir das quais poderia-se chegar a
concluso˜es va´lidas. Por esta e muitas outras contribuic¸o˜es, ele veio a ser considerado o
“pai da filosofia moderna”.). A obra foi publicada em franceˆs e na˜o em latim, que era
a linguagem cient´ıfica universal da e´poca. Franciscus van Schooten (1615-1660),
um matema´tico holandeˆs, publicou em 1649, em Leyden, uma traduc¸a˜o ao latim
que incluia material suplementar e que foi ampliada a dois volumes entre 1654-1661.
Foi devido a esta publicac¸a˜o e a ac¸a˜o de Von Schooten e seus disc´ıpulos que a
geometria cartesiana se desenvolveu rapidamente. Franciscus van Schooten e´
conhecido por popularizar a geometria anal´ıtica de Rene´ Descartes.
Tal como Vie`te, Descartes utilizava as letras para indicar apenas nu´meros positivos,
embora na˜o hesitasse em escrever diferenc¸as de coeficientes literais. O uso de letras
para representar tanto nu´meros positivos quanto negativos aparece pela primeira
vez em 1637, numa obra de John Huddle (1633-1704) intitulada De reducrione
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Figura 41 – Van Schooten - Quem popularizou a geometria cartesiana de Descartes.
Fonte: Google Images - learn-math.info.
a equationenum, que tambe´m fez parte da edic¸a˜o de Schooten da Geometria de
Descartes entre 1654-1661. O progresso final, em relac¸a˜o ao uso da notac¸a˜oo consistiu
em usar uma letra tambe´m para representar o grau de uma equac¸a˜o. Nossa notac¸a˜o
moderna que utiliza expoentes negativos e fraciona´rios foi introduzida por Isaac
Newton (1642-1727) numa carta dirigida ao, enta˜o, secreta´rio da Royal Society, em
13 de junho de 1676, onde diz:
Figura 42 – Isaac Newton - Notac¸a˜o de expontes literais, negativos e fraciona´rios em
1676.
Fonte: Google Images - www.estudopratico.com.br.























Tambe´m sua fo´rmula para o binoˆmio foi anunciada nesta carta, usando letras
para representar inclusive expoentes racionais. Antes de Issac Newton, ja´ John
Wallis (1616-1703), um matema´tico britaˆnico cujos trabalhos sobre o ca´lculo foram
precursores aos de Isaac Newton, tinha usado expoentes literais, em 1657, em
expresso˜es tais como ARm × ARn = A2Rm+n ao tratar de progresso˜es geome´tricas.
118 Cap´ıtulo 6. A A´lgebra na Europa
Figura 43 – John Wallis - Os expoentes literais em equac¸o˜es em 1657, antes mesmo
de Newton.
Fonte: Google Images - www.profcardy.com.
O primeiro a usar o s´ımbolo “+” tal como o conhecemos tambe´m foi Robert
Recorde (1510-1558), que em 1557 publicou o primeiro texto de a´lgebra da Inglaterra,
chamado The Whetstone of Witte. Ali ele introduz o s´ımbolo dizendo:
“I will sette as I doe often in woorke vse, a pair of paralleles or Gemowe lines, of
one length, thus :=, bicause no .2 thynges, can be moare equalle.”
(Usarei, como fac¸o frequentemente no trabalho, um par de linhas paralelas, do
mesmo comprimento assim :=, porque duas coisas na˜o podem ser mais iguais).
Este s´ımbolo na˜o foi incorporado rapidamente. Como vimos, Vie`te, usava ainda, em
1589, a expressa˜o aequalis e, mais tarde, o s´ımbolo . Descartes, em 1637, usava ∝
que provavelmente deriva de æ, usado como abreviatura de aequalis. Incidentalmente,
vale a pena mencionar que os s´ımbolos + e - hoje usados para denotar adic¸a˜o e
subtrac¸a˜o, respectivamente, aparecem impressos pela primeira vez num texto de
Johannes Widman, professor da Universidade de Leipzig (1460-1498), foi um
matema´tico alema˜o, o primeiro a utilizar o sinal ”+”e -”na aritme´tica por meio de
seu livro Aritme´tica Comercial, publicado em 1489 em Leipzig, Alemanha.
O sinal + deriva, aparentemente da palavra latina et, usada em va´rios manuscritos
para designar a adic¸a˜o e o sinal - da letra m que, como vimos, era usada para
abreviar minus. Eles sa˜o usados numa aritme´tica comercial intitulada Rechenung
auff allen Kauffmanschafft que publicou em 1489, mas estes sinais ja´ apareciam
em notas manuscritas de um seu aluno de 1486 que se conservam na biblioteca de
Dresden (Codex Lips 1470). Eles foram aceitos gradativamente e ja´ Boaventura
Cavalieri (1598-1647), um disc´ıpulo de Galileo, estudou astronomia, trigonometria
esfe´rica e ca´lculo logar´ıtmico. Bonaventura Cavalieri foi matema´tico italiano que
em 1635 publicou sua obra mais conhecida, Geometria indivisibilibus continuorum
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Figura 44 – Johannes Widmann - Os sinais “+” e “-” aparecem impressos pela
primeira vez num texto em 1489.
Fonte: Google Images - en.wikipedia.org.
nova (Nova Geometria dos Indivis´ıveis Cont´ınuos), em que desenvolveu a ideia de
Kepler sobre quantidades infinitamente pequenas. Seu me´todo sobre os indivis´ıveis
foi muito criticado na e´poca, pois na˜o apresentava o rigor matema´tico desejado.
Cavalieri enta˜o, em 1647, publicou a obra Exercitationes geometricae sex (Seis
Exerc´ıcios Geome´tricos), onde usava +, -, =, como se fossem familiares ao leitor,
e na qual apresentou de maneira mais clara sua teoria. Mas e´ considerado um dos
precursores do ca´lculo integral. Tal livro transformou-se em fonte importante para
os matema´ticos do se´culo XVII.
6.8 Histo´ria Resumida do Teorema Fundamental da A´lgebra
Peter Rothe, no seu livro Arithmetica Philosophica publicado em 1608, escreveu
que uma equac¸a˜o polinomial de grau n, com coeficientes reais, podia ter
soluc¸o˜es. Albert Girard no seu livro L’invention nouvelle en l’Alge`bre publicado
em 1629, afirmou que uma equac¸a˜o polinomial de grau n tem soluc¸o˜es, mas
na˜o disse que tais soluc¸o˜es eram necessariamente nu´meros complexos.
Thomas Harriot (1560-1621) foi um matema´tico algebrista, fundador da escola
inglesa de a´lgebra (1602) e introdutor de va´rios s´ımbolos e notac¸o˜es empregados em
a´lgebra ainda hoje, como os sinais > (maior que) e < (menor que). Harriot, por
volta de 1602, havia descoberto que: se a e´ raiz de um polinoˆmio, enta˜o (x − a)
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Figura 45 – Boaventura Cavalieri - Utilizava na e´poca, os sinais “+” e “-”, depois
de Johannes Widman.
Fonte: Google Images - pt.wikipedia.org.
divide o polinoˆmio.
Em 1637 (se´culo XVII), Descartes escreve em La Ge´ome´trie, o que anos antes
Harriot havia descoberto - se a e´ raiz de um polinoˆmio, enta˜o (x − a) divide o po-
linoˆmio. Descartes afirmou tambe´m que para todas as equac¸o˜es de grau n, podemos
imaginar n ra´ızes, mas estas podem na˜o corresponder a quantidades nos nu´meros
reais. No in´ıcio, os nu´meros complexos na˜o eram vistos como nu´meros, mas
sim, como um artif´ıcio alge´brico u´til para se resolver equac¸o˜es. Descartes, no se´culo
XVII (anos 1600), os chamou de nu´meros imagina´rios.
Abraham de Moivre e Leonard Euler, no se´culo XVIII (anos 1700), comec¸aram
a estabelecer uma estrutura alge´brica para os nu´meros complexos. Em particular,
Euler denotou a raiz quadrada de -1 (
√−1) por i . Em matema´tica, no escopo
dos nu´meros complexos, o Teorema Fundamental da A´lgebra afirma que
qualquer polino´mio p(z ) com coeficientes complexos de uma varia´vel x e de grau
n ≥ 1 tem alguma raiz complexa. Ou em outros termos: ”Um polinoˆmio p(z ) de
grau n tem sempre n ra´ızes complexas”.
Uma consequeˆncia do Teorema Fundamental da A´lgebra e´ que qualquer po-
linoˆmio com coeficientes reais e grau superior a 0, pode ser escrito como
produto de polinoˆmios com coeficientes reais, de primeiro ou segundo
grau. No entanto, em 1702, Leibniz afirmou que nenhum polinoˆmio do tipo x 4 + a4
(com a sendo real e na˜o nulo) poderia ser obtido sob aquela forma.
Poucos anos mais tarde, Nicolaus Bernoulli II (1695-1726) afirmou o mesmo,
relativamente ao polinoˆmio x 4− 4x 3 + 2x 2 + 4x + 4, mas recebeu uma carta de Euler
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em 1742, na qual lhe foi explicado que o seu polinoˆmio era, de fato, outro.
Jean le Rond d’Alembert (1717-1783) foi um matema´tico franceˆs. Uma pri-
meira tentativa de demonstrar o teorema foi levada a cabo por D’Alembert em
1746, mas a demonstrac¸a˜o foi considerada incorrecta.
Outras tentativas foram levadas a cabo por Euler (1749), de Foncenex (1759),
Lagrange (1772) e Laplace (1795). Estas u´ltimas quatro tentativas recorreram
a` tese de Argand; mais precisamente, a existeˆncias de ra´ızes eram dadas como
certa e o que faltava provar era que eram da forma a + b.i para nu´meros reais a e
b. Em terminologia moderna, Euler, Foncenex, Lagrange e Laplace estavam a
supor a existeˆncia de um corpo alge´brico (uma estrutura alge´brica) construindo a
decomposic¸a˜o de polinoˆmios, ou seja, qualquer polinoˆmio com coeficientes reais
e grau superior a 0, pode ser escrito como produto de polinoˆmios com coeficientes
reais, de primeiro ou segundo grau.
No fim do se´culo XVIII foram publicadas duas novas demonstrac¸o˜es. Uma delas,
alge´brica, da autoria de James Wood, foi publicada em 1798, mas logo completa-
mente ignorada. A demonstrac¸a˜o de Wood tinha uma falha de natureza alge´brica. A
outra demonstrac¸a˜o foi publicada por Gauss em 1799, que era sobretudo geome´trica,
mas tinha tambe´m uma falha, mas de natureza topolo´gica.
Ja´ no se´culo XIX, uma demonstrac¸a˜o rigorosa foi publicada por Argand em 1806.
Jean-Robert Argand (1768-1822) foi um matema´tico franceˆs, nascido na Su´ıc¸a.
Foi com ele que, pela primeira vez, o Teorema Fundamental da A´lgebra foi
enunciado para polinoˆmios com coeficientes complexos e na˜o apenas para
polino´mios com coeficientes reais.
Figura 46 – Argand - O Teorema Fundamental da A´lgebra com coeficientes complexos
em 1806.
Fonte: www.routledgetextbooks.com.
Gauss demonstrou que o conjunto dos nu´meros complexos e´ algebricamente fechado,
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e publicou mais duas demonstrac¸o˜es em 1816 e uma nova versa˜o da primeira de-
monstrac¸a˜o em 1849.
Entretanto, a primeira publicac¸a˜o a conter uma demonstrac¸a˜o do teorema foi ”Cours
d’analyse de l’E´cole Royale Polytechnique”, em 1821, atrave´s de Augustin-Louis
Cauchy (1789-1857). A demonstrac¸a˜o em questa˜o e´ a de Argand, embora este na˜o
seja mencionado por Cauchy.
Outro detalhe sobre o teorema: nenhuma das demonstrac¸o˜es mencionadas era cons-
trutiva. Karl Weierstrass (1815-1897) foi um matema´tico alema˜o, professor na
Universidade de Berlim, quem levantou pela primeira vez, em 1891, o problema de
encontrar uma demonstrac¸a˜o construtiva do teorema. Tal demonstrac¸a˜o foi obtida
por Hellmuth Kneser em 1940 e simplificada por Martin Kneser em 1981.
Figura 47 – Weierstrass - A demonstrac¸a˜o construtiva do Teorema Fundamental da
A´lgebra.
Fonte: https://en.wikipedia.org/wiki/Karl Weierstrass.
O trabalho de Weierstrass forneceu as bases da teoria das func¸o˜es anal´ıticas,
aquelas que sa˜o definidas usando-se se´ries de nu´meros reais, e programadas para
formarem as bibliotecas de func¸o˜es embutidas nas linguagens de programac¸a˜o.
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6.9 A Insolubilidade da Qu´ıntica
A equac¸a˜o cu´bica geral foi resolvida por sendo simplificada em uma cu´bica reduzida.
A qua´rtica, ao ser reduzida a uma cu´bica. Mas, as soluc¸o˜es de cada equac¸a˜o polinomial
de grau acima da qua´rtica estavam se tornando cada vez mais complicadas. Parecia
que a so´luc¸a˜o da qu´ıntica seguiria o mesmo caminho: encontrar a transformac¸a˜o que
reduzisse a qu´ıntica para uma qua´rtica e, enta˜o, usar a fo´rmula de Ferrari. Talvez
por isso mais de dois se´culos se tiveram passado.
Por quase 250 anos, apo´s a soluc¸a˜o da qua´rtica por Cardano e Ferrari, matema´ticos
tentaram resolver o miste´rio da qu´ıntica. Alguns grandes nomes da matema´tica naufra-
garam, incluindo Leonhard Euler e Joseph Louis Lagrange. Este u´ltimo ainda
publicou um artigo famoso ”Reflexa˜o sobre a Resoluc¸a˜o das Equac¸o˜es Alge´bricas”.
6.9.1 Paolo Ruffini
Paolo Ruffini (1765-1822) foi o primeiro matema´tico a sugerir que a qu´ıntica na˜o
poderia ser resolvida por meio de radicais, e ofereceu uma prova que a soluc¸a˜o
alge´brica de equac¸o˜es gerais de grau maior que 4 e´ sempre impossivel. Ruffini se
baseou em Lagrange. Mas, na prova de Ruffini havia uma lacuna. Em sua tentativa
de prova, Ruffini viu uma parcela da verdade: ele percebeu que o caminho para a
soluc¸a˜o passava por uma ana´lise do que ocorria com as equac¸o˜es quando as ra´ızes
fossem permutadas. Neste ponto surgia a ideia do que veio a ser chamado de um
grupo de permutac¸o˜es, um caso particular do que viria a ser um grupo. Ruffini,
embora na˜o tivesse formalizado a ideia de um grupo de permutac¸o˜es, ele provou os
resultados iniciais ba´sicos que viria a constituir a teoria dos grupos.
6.9.2 Abel
Niels Henrik Abel (1802-1829) era um algebrista noruegueˆs que resolveu atacar o
problema de resolver a qu´ıntica. A pric´ıpio achou que havia encontrado uma soluc¸a˜o
a` maneira de Cardano e Ferrari. Depois de perceber que sua prova estava errada, ele
chegou a` conclusa˜o oposta: era imposs´ıvel encontrar uma expressa˜o alge´brica para as
ra´ızes da quintica geral.
Trabalhando na mesma linha de Ruffini, mas evitando os erros deste,Abel conseguiu
provar que qu´ıntica geral na˜o podia ser resolvida pelos radicais. Sua prova trouxe um
desfecho a um problema, cuja jornada de soluc¸a˜o comec¸ara a mais de treˆs mileˆnios
antes, no Egito. Abel publicou um ensaio que trazia um esboc¸o de sua prova. Abel
faleceu aos 27 anos, sem saber que seus escritos haviam causado uma empolgac¸a˜o na
comunidade matema´tica. Deve-se a Abel o primeiro estudo sistema´tico das func¸o˜es
alge´bricas
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Figura 48 – Ruffini - A ideia de grupo de permutac¸o˜es, precursor da Teoria dos
Grupos.
Fonte: 〈https://it.wikipedia.org/wiki/Paolo Ruffini (matematico).〉
Figura 49 – Abel - A qu´ıntica geral na˜o podia ser resolvida pelos radicais.
Fonte: https://en.wikipedia.org/wiki/Niels Henrik Abel.
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6.9.3 Galois
E´variste Galois (1811-1832), de considera´vel talento matema´tico, tambe´m foi um
personagem importante na tentativa de resolver a qu´ıntica. Embora Abel tenha
sido o primeiro a demonstrar a insolubilidade da qu´ıntica, Galois descobriu uma
abordagem muito mais geral para o problema, que estava destinada a se tornar
muito importante. Galois foi o primeiro a formalizar o conceito matema´tico de um
grupo alge´brico, que e´ uma das ideia centrais da A´lgebra moderna. A conexa˜o entre
equac¸o˜es polinomiais, grupos e corpos e´ um dos temas fundamentais do ramo
da matema´tica conhecido como Teoria de Galois.
Figura 50 – E´variste Galois.
Fonte: www.unicauca.edu.co.
A teoria de Galois na˜o somente explica porque na˜o existe soluc¸a˜o geral para a
qu´ıntica, como tambe´m mostra precisamente porque os polinoˆmios de menor grau
tem soluc¸o˜es. Qaundo se diz que na˜o existe uma fo´rmula para polinomiais de grau
cinco, significa dizer que a ”linguagem”para descrever soluc¸o˜es e´ composta simples-
mente de nu´meros inteiros, radicais e expresso˜es alge´bricas que os envolviam. O que
se poderia dizer e´ que, se existissem fo´rmulas que de fato extraiam as raizes dos
polinoˆmios de grau 5, elas usariam outras expresso˜es que na˜o os radicais. Isto e´,
a ”linguagem”para descrever as ra´ızes seria outra. Ate´ mesmo, sendo necessa´rio a
definic¸a˜o de um conjunto de nu´meros superior aos nu´meros complexos, pois no n´ıvel
desses, ate´ ja´ existem nas ra´ızes de polinoˆmios de grau 2. O que e´ interessante aqui e´
saber que, para entender este assunto completamente, e´ necessa´rio aprender a teoria
de Galois. E, para entender a teoria de Galois, e´ necessa´rio em primeiro plano fazer
um curso de A´lgebra abstrata no curso de graduac¸a˜o.
Neste per´ıodo, a A´lgebra teve modificado o seu cara´ter ancestral. Em vez de tratar
da teoria das equac¸o˜es alge´bricas (polinomiais), tornou-se a doutrina abstrata dos
dias de hoje, com as estruturas alge´bricas de ane´is e corpos. Mas, uma das origens
da A´lgebra moderna, no se´culo XIX, foi o desenvolvimento da teoria dos grupos,
partindo da teoria de Galois das equac¸o˜es alge´bricas e levando a uma teoria abstrata
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autoˆnoma, especialmente a` teoria dos grupos finitos, estabelecendo deste modo um
modelo para a transformac¸a˜o da A´lgebra como um todo.
Este desenvolvimento da A´lgebra pode ser estudado na obra Lehrbuch der Al-
gebra (2 vols. 1895-1896) de Heinrich Martin Weber (1842-1913), um matema´tico
alema˜o, professor em Ko¨nigsberg. Sua a´rea de interesse era a´lgebra e teoria dos
nu´meros. E´ mais conhecido por esta obra. Weber teve, em Ko¨nigsberg, seus alunos
famosos, Hilbert (ver no cap´ıtulo 14) e Hermann Minkowiski (1864-1909). Este
livro de Weber tem cap´ıtulos especiais sobre grupos e corpos alge´bricos.
Figura 51 – Weber - o professor orientador de Hilbert, algebrista do se´culo XIX.
Fonte: 〈https://pt.wikipedia.org/wiki/Heinrich Weber.〉
Quando finalmente se desenvolveu uma notac¸a˜o apropriada (empregando letras
para representar coeficientes e varia´veis), foi poss´ıvel determinar fo´rmulas gerais
de resoluc¸a˜o de equac¸o˜es e discutir me´todos de trabalho tambe´m gerais. Pore´m,
mesmo nestes casos, tratava-se de situac¸o˜es relativamente concretas. As letras re-
presentavam sempre algum tipo de nu´meros (inteiros, racionais, reais ou complexos)
e utilizavam-se as propriedades destes de forma mais ou menos intuitiva. Como
veremos adiante, a formalizac¸a˜o destes conceitos de modo preciso so´ aconteceria
a partir do se´culo XIX. Foi precisamente nesse se´culo que alargou-se consideravel-
mente o conceito de operac¸a˜o. Alguns autores da e´poca na˜o mais se restringem a
estudar as operac¸o˜es cla´ssicas entre nu´meros, mas da˜o ao termo um significado bem
mais amplo e estudam operac¸o˜es entre elementos, sem se preocupar com a natu-
reza destes, interessando-se apenas com as propriedades que estas operac¸o˜es verificam.
A passagem da a´lgebra cla´ssica para a assim chamada a´lgebra abstrata foi
um processo sumamente interessante. Representa na˜o somente um progresso quanto
aos conteu´dos te´cnico-ciet´ıficos da disciplina como amplia consideravelmente o seu
campo de aplicac¸a˜o e, o que e´ mais importante, implica - num certo sentido - uma
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mudanc¸a na pro´pria concepc¸a˜o do que a matemc¸atica e´, da compreenc¸a˜o de sua
condic¸a˜o de cieˆncia independente.
Frege (1848-1925) (ver cap´ıtulo 8) e Peano (1858-1932) tambe´m fizeram o seu
trabalho pioneiro neste tema e as suas consequeˆncias foram examinadas na obra Al-
gebraisch Theorie der Ko¨rper (1910), por Ernst Steinitz (1871-1928). Nesta u´ltima
obra , um corpo alge´brico (ko¨rper) e´ o conceito abstrato principal, num sistema
de elementos que tem duas operac¸o˜es, a adic¸a˜o e a multiplicac¸a˜o, satisfazendo a
propriedades de tipo associativo, comutativo, e distributivo.
6.10 Os ramos da A´lgebra Moderna
Atualmente, em Matema´tica, A´lgebra e´ o ramo que estuda a manipulac¸a˜o formal de
equac¸o˜es, operac¸o˜es matema´ticas, polinoˆmios e estruturas alge´bricas Benatti (2015).
O termo a´lgebra, na verdade, compreende um espectro de diferentes ramos alge´bricos
da matema´tica, cada um com suas especificidades. As alge´bras tem sido relavantes
para a construc¸a˜o da cieˆncia da computac¸a˜o. A A´lgebra Elementar que faz parte
do curr´ıculo no ensino secunda´rio, introduz o conceito de varia´vel representativa de
nu´meros. Expresso˜es usando estas varia´veis sa˜o manipuladas usando as regras de
operac¸a˜o aplica´veis a nu´meros, como a adic¸a˜o. Estes conceitos podem ser usados,
por exemplo, na resoluc¸a˜o de equac¸o˜es. Na A´lgebra Abstrata as suas definic¸o˜es
exatas conduzem a`s estruturas tais como os grupos, ane´is e corpos. A A´lgebra
Linear se utiliza de alguns conceitos e estruturas fundamentais da matema´tica como
vetores, espac¸os vetoriais, transformac¸o˜es lineares, sistemas de equac¸o˜es lineares e
matrizes, e forma a base matema´tica da a´rea da computac¸a˜o gra´fica. A A´lgebra
Computacional, tambe´m conhecida por computac¸a˜o alge´brica ou computac¸a˜o
simbo´lica, serve para a manipulac¸a˜o de fo´rmulas matema´ticas por computadores
digitais Davenport, Siret e Tournier (1993), atrave´s da computac¸a˜o com s´ımbolos
representando objetos matema´ticos.
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A Lo´gica - De Leibniz a Boole
N
este cap´ıtulo estaremos falando sobre as contribuic¸o˜es cient´ıficas dos lo´gicos que
mais se destacaram no advento da lo´gica s´ımbolica: Aristo´teles, Leibniz,George
Boole e De Morgan. Depois, a evoluc¸a˜o da lo´gica, como cieˆncia do racioc´ınio,
tem seguimento com Friedrich Ludwig Gottlob Frege no se´culo XIX, como sera´
mostrada no cap´ıtulo 8.
7.1 O In´ıcio da Lo´gica
Lo´gica, uma palavra do grego logos, tem dois significados principais: discute o uso
do racioc´ınio humano e e´ o estudo do racioc´ınio va´lido. No segundo sentido, a
lo´gica e´ discutida principalmente nas disciplinas de filosofia, matema´tica e cieˆncia
da computac¸a˜o. Para os nossos propo´sitos enfatizamos o uso da lo´gica s´ımbolica na
cieˆncia da computac¸a˜o.
A Lo´gica examina de forma gene´rica as formas que uma argumentac¸a˜o pode tomar,
quais dessas formas sa˜o va´lidas e quais sa˜o falaciosas. Na matema´tica, estudam-se as
formas va´lidas de infereˆncia de uma linguagem formal. Na cieˆncia da computac¸a˜o,
a lo´gica e´ uma ferramenta indispensa´vel. Por fim, a lo´gica tambe´m e´ estudada na
teoria da argumentac¸a˜o Cox J. Robert; Willard (1983).
A Lo´gica foi estudada em va´rias civilizac¸o˜es da Antiguidade (3500 a.C.-476 d.C). A
Lo´gica, como disciplina intelectual, foi criada no se´culo IV a.C. por Aristo´teles. Na
Gre´cia Antiga a lo´gica foi estabelecida como disciplina por Aristo´teles que estudava
as leis do pensamento. Aristo´teles (384 a.C.-322 a.C.) foi um filo´sofo grego, aluno de
Plata˜o. Ver Figura 55. Seus escritos abrangem diversos assuntos e juntamente com
Plata˜o e So´crates (professor de Plata˜o), Aristo´teles e´ visto como um dos fundadores
da filosofia ocidental. Aristo´teles foi o autor do primeiro trabalho sobre Lo´gica. A
Lo´gica de Aristo´teles constitui o exemplo mais sistema´tico em mais de 2300 anos de
histo´ria. Sua premissa principal envolve uma teoria de cara´ter semaˆntico desenvolvida
por ele para servir de estrutura para a compreensa˜o da veracidade de proposic¸o˜es.
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Foi por meio de sua lLo´gica que se estabeleceu a primazia da Lo´gica dedutiva Oliver
(1998).
Figura 52 – Em 335 a.C. Aristo´teles funda sua pro´pria escola em Atenas, em uma
a´rea de exerc´ıcio pu´blico denominada Liceu
Fonte: A escola de Aristo´teles por Gustav Adolph Spangenberg, 1883-1888,
em https://pt.wikipedia.org/wiki/Aristoteles.
Aristo´teles sistematizou a Lo´gica, definindo as formas de infereˆncia que eram va´lidas
e as que na˜o eram - em outras palavras, aquilo que realmente decorre de algo e
aquilo que so´ aparentemente decorre; e deu nomes a todas essas diferentes formas
de interfereˆncias. A lo´gica e´ frequentemente dividida em duas formas do racioc´ınio
de infereˆncia: o racioc´ınio indutivo e o racioc´ınio dedutivo. Por 2000 anos, estudar
lo´gica, significou estudar a lo´gica de Aristo´teles.
Um silogismo (“conexa˜o de ideias”, “racioc´ınio” composto pelos termos “com” e
“ca´lculo”) e´ um termo filoso´fico com o qual Aristo´teles designou a argumentac¸a˜o
lo´gica perfeita, constitu´ıda de treˆs proposic¸o˜es declarativas que se conectam de tal
modo que a partir das duas primeiras, chamadas premissas, e´ poss´ıvel deduzir uma
conclusa˜o. A teoria do silogismo foi exposta por Aristo´teles. Sua teoria do silogismo
constitui o cerne de sua lo´gica e atrave´s dela tenta caracterizar as formas de silogismo
e determinar quais deles sa˜o va´lidas e quais na˜o, o que conseguiu com bastante
sucesso. Como primeiro passo no desenvolvimento da lo´gica, a teoria do silogismo foi
extremamente importante. A Figura 53 ilustra a ideia de silogismo.
Seus escritos abrangem diversos assuntos, entre outros, como as leis da lo´gica. Junta-
mente com Plata˜o e So´crates (professor de Plata˜o), Aristo´teles e´ visto como um dos
fundadores da filosofia ocidental. Em 335 a.C. funda o Liceu na cidade de Atenas. O
Liceu de Aristo´teles era uma escola que mantinha cursos regulares, de manha˜ e a`
tarde, sobre lo´gica, f´ısica, metaf´ısica, reto´rica, pol´ıtica e literatura.
A filosogia grega liderada por Aristo´teles considerava que qualquer argumento
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Figura 53 – Os dois ca˜es veritas e falsitas correm atra´s da lebre problema, a lo´gica
apressa-se armada com a sua espada syllogismus.
Fonte: por Gregor Reisch em Margarita Philosophica, Typus Logic.
lo´gico (uma proposic¸a˜o) poderia ser reduzido a duas premissas e uma conclusa˜o.
Aristo´teles criou treˆs princ´ıpios que notearam o in´ıcio da lo´gica como cieˆncia:
1. Princ´ıpio da Identidade: “Uma coisa e´ igual a si mesmo: A = A.”
2. Pric´ıpio do meio excluido: “Uma proposic¸a˜o e´ verdadeira ou falsa, isto e´, “A
ou na˜o-A”.
3. Princ´ıpio da Contradic¸a˜o: “Nenhuma proposic¸a˜o pode ser falsa e verdadeira”.
“A na˜o pode ser A e na˜o-A”.
A lo´gica de Aristo´teles dominou o pensamento cient´ıfico no mundo ociental
por 2000 anos. Silogismo e´ um termo filoso´fico com o qual Aristo´teles designou
a argumentac¸a˜o lo´gica perfeita, constitu´ıda de treˆs proposic¸o˜es declarativas que
se conectam de tal modo que a partir das duas primeiras, chamadas premissas, e´
poss´ıvel deduzir uma conclusa˜o. Os silogismos seguem algumas regras como:
• Todo silogismo (argumento) conte´m somente 3 termos : maior, me´dio e menor.
• Os termos da conclusa˜o na˜o podem ter extensa˜o maior que os termos das
premissas.
• O termo me´dio na˜o pode entrar na conclusa˜o.
• O termo me´dio deve ser universal ao menos uma vez.
• De duas premissas negativas, nada se conclui.
• De duas premissas afirmativas, na˜o pode haver conclusa˜o negativa.
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• A conclusa˜o segue sempre a premissa mais fraca.
• De duas premissas particulares, nada se conclui.
Silogismo regular e´ o argumento t´ıpico dedutivo, composto de 3 proposic¸o˜es - Premissa
Maior (P), Premissa Menor (p) e Conclusa˜o (c) - onde 3 termos, Maior (T), Me´dio(M)
e Menor (t), sa˜o compostos 2 a 2. Num silogismo, as premissas sa˜o um ou dois
ju´ızos que precedem a conclusa˜o e, dos quais ela decorre como consequente necessa´rio
dos antecedentes, dos quais se infere a consequeˆncia. Nas premissas, o termo maior
(formara´ o predicado da conclusa˜o) e o termo menor (formara´ o sujeito da conclusa˜o)
sa˜o comparados com o termo me´dio, e assim temos a premissa maior e a premissa
menor, segundo a extensa˜o dos seus termos. Como exemplificado na Figura 54.
Figura 54 – Um exemplo cla´ssico de silogismo.
Fonte: http://www.colegioweb.com.br/curiosidades/como-funciona-o-silogismo-aristotelico.html.
Outro exemplo e´: “Todo pol´ıtico e´ mentiroso”. (1a premissa, a declarato´ria) “Luiz e´
pol´ıtico”. (2a premissa, a indicativa). Logo, “Luiz e´ mentiroso”. (conclusa˜o)
Mais de 2300 anos depois de sua morte, Aristo´teles continua sendo uma das pessoas
mais influentes. Ele contribuiu para quase todos os campos do conhecimento humano
e foi o fundador de muitas a´reas novas. Entre inu´meras outras conquistas, Aristo´teles
foi o fundador da lo´gica formal. Lo´gica formal e´ o estudo da infereˆncia com conteu´do
puramente formal. Uma infereˆncia possui um conteu´do puramente formal se ele pode
ser expresso como um caso particular de uma regra totalmente abstrata, isto e´, uma
regra que na˜o e´ sobre uma qualquer coisa em particular. As obras de Aristo´teles
conteˆm o primeiro estudo formal da lo´gica.
O nascimento da chamada lo´gica moderna, atrave´s do trabalho de Gottlob Frege
no se´culo XIX (1879) e Bertrand Russell no se´culo XX (Principia Mathematica
em 1910-1913, Introduc¸a˜o a` Filosofia da Matema´tica em 1919), trouxeram a tona
se´rias limitac¸o˜es da lo´gica aristote´lica. Mas, a lo´gica formal moderna segue e amplia
o trabalho de Aristo´teles Mckeon (2001).
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Lo´gica simbo´lica e´ o estudo das abstrac¸o˜es simbo´licas que capturam as caracter´ısticas
formais da infereˆncia lo´gica Hamilton (1980). A lo´gica simbo´lica e´ frequentemente
dividida em dois ramos que constituem as lo´gicas cla´ssicas. lo´gica proposicional
(iniciada por Leibniz, desenvolvida por Boole, De Morgan) que sistematizou o
conceito de verdades absolutas, e a lo´gica de predicados (proposta por Gottlob
Frege), chamadas de Lo´gicas cla´ssicas, sendo que a Lo´gica Proposicional deu surgi-
mento a A´lgebra Booleana e formou a base do projeto de hardware dos computadores
digitais. E a Lo´gica dos Predicados, estendida a partir da Lo´gica proposicional,
introduziu o conceito das verdades relativas, e´ ate´ hoje, utilizada na Matema´tica e
na programac¸a˜o de computadores.
A Lo´gica aristote´lica havia se tornado amplamente aceita em cieˆncias e matema´tica.
Leibniz propoˆs sistematizar a lo´gica de Aristo´teles, que manteve-se em ampla uti-
lizac¸a˜o no Ocidente ate´ o in´ıcio do se´culo XIX. O sistema lo´gico de Aristo´teles
foi responsa´vel pela introduc¸a˜o do silogismo hipote´tico, da lo´gica indutiva Berman
(1983) e a lo´gica modal temporal Knuuttila (1981) Fisher, M. e Gabbay (2005), estas
u´ltimas complementares das lo´gicas cla´ssicas. Pela lo´gica temporal, ha´ situac¸o˜es em
que os atributos de “ verdadeiro” e “falso” na˜o bastam, e e´ preciso determinar se
algo e´ “Verdadeiro no per´ıodo de tempo T ” ou “Falso apo´s o evento E”. Para isso, e´
utilizado um sistema lo´gico espec´ıfico que inclui novos operadores para tratar dessas
situac¸o˜es Fisher, M. e Gabbay (2005). Mais tarde no se´culo XX, Zohar Manna
e Pnueli provaram a lo´gica temporal no sentido da especificac¸a˜o e verificac¸a˜o de
propriedades de sistemas de computac¸a˜o.
Figura 55 – Plata˜o e Aristo´teles - Na Escola de Atenas,
Fonte: por Rafael Sanzio, na Stanza della Segnatura, nos Museus Vaticanos. Fonte:
https://pt.wikipedia.org/wiki/Aristoteles.
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7.2 Leibniz - O sentido matema´tico da Lo´gica Aristote´lica
Mas, foi Gottfried Wilhelm Leibniz (1646-1716) quem primeiro tentou dar a
lo´gica aristote´lica um sentido matema´tico. Leibniz acreditava que para resolver
todos os problemas da cooperac¸a˜o humana deveria existir uma linguagem universal
e uma a´lgebra do racioc´ınio (”calculus raciocinator”).
Leibniz desenvolveu uma te´cnica pela qual todo racioc´ınio poderia ser redu-
zido a um ca´lculo matema´tico. Leibniz imaginava, uma te´cnica servindo como
um tipo de linguagem universal, cujos s´ımbolos e vocabula´rio eram direcionados
ao racioc´ınio de uma maneira que erros, exceto aqueles que de fato existissem, eram
simplesmente o resultado da aplicac¸a˜o incorreta das regras. A linguagem deveria ser
ideogra´fica, cada s´ımbolo representando um conceito bem definido Janos (2009).
Figura 56 – Leibniz - A linguagem universal e o ca´lculo do racioc´ınio.
Fonte: iep.utm.edu.
Embora, a lo´gica de Aristo´teles tenha dominado o pensamento cient´ıfico no mundo
ociental por 2000 anos, Mas, foi a ide´ia de uma ”linguagem universal”cultivada
por Gottfried Wilhelm Leibniz (1646-1716), quem desenvolveu um me´todo de
racioc´ınio lo´gico, que iniciava o advento da lo´gica moderna.
Como curiosidade, o uso de ”func¸a˜o”como um termo matema´tico foi iniciado por
Leibniz, em uma carta de 1694, para designar uma quantidade relacionada a uma
curva, tal como a sua inclinac¸a˜o em um ponto espec´ıfico Arp e Caplan (2013b).
Leibniz - o precursor da lo´gica simbo´lica
Depois dos desenvolvimentos da matema´tica nos se´culos XVI e XVII, a ide´ia da
introduc¸a˜o do simbolismo ja´ vinha sendo amadurecida. A lo´gica moderna comec¸ou
ainda no se´culo XVII com Leibniz. Para contornar a ambiguidade dos termos e
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dos processos conclusivos da linguagem ordina´ria, Leibniz viu surgir a ide´ia central
de sua nova lo´gica precisamente como projeto de criac¸a˜o de uma lo´gica simbo´lica
e de cara´ter completamente calcul´ıstico, ana´logos aos procedimentos matema´ticos.
Ou seja, se estava construindo um simbolismo cada vez mais manipula´vel e seguro,
capaz de funcionar de uma maneira, por assim dizer, mecaˆnica e automa´tica, sujeito
a operac¸o˜es que, no fundo, na˜o eram mais do que regras para manipulac¸a˜o de s´ımbolos.
Seus estudos influenciaram, 200 anos mais tarde, va´rios ramos da lo´gica matema´tica
moderna e outras a´reas relacionadas, como por exemplo a Ciberne´tica.
”Norbert Wiener dizia que se fosse escolher na Histo´ria da Cieˆncia um patrono para
a Ciberne´tica, elegeria Leibniz”).
Leibniz deu-se conta de tudo isto e concebeu, tambe´m para a deduc¸a˜o lo´gica. Ele
fez a desvinculac¸a˜o do conteu´do semaˆntico das proposic¸o˜es, isto e´, considerando
regras cuja aplicac¸a˜o pudesse prescindir da considerac¸a˜o do conteu´do semaˆntico das
expresso˜es. Isto veio aliviar o processo de infereˆncia, do esforc¸o de manter presente o
significado. Deste modo coube a Leibniz a descoberta da verdadeira natureza do
”ca´lculo”em geral, ale´m de aproveitar pela primeira vez a oportunidade de reduzir
as regras da deduc¸a˜o lo´gica a meras regras de ca´lculo. Leibniz influenciou seus
contemporaˆneos e sucessores atrave´s de seu ambicioso programa para a Lo´gica.
Este programa visava criar uma linguagem universal baseada em um alfabeto do
pensamento, chamada characteristica universalis e uma espe´cie de ca´lculo universal
para o racioc´ınio.
Na visa˜o de Leibniz a linguagem universal deveria ser como a a´lgebra: uma colec¸a˜o
de s´ımbolos ba´sicos que padronizassem noc¸o˜es simples. Noc¸o˜es mais complexas teriam
seu significado atrave´s de construc¸o˜es apropriadas envolvendo os s´ımbolos ba´sicos,
que iriam assim refletir a estrutura das noc¸o˜es complexas. Numerais, palavras que
indica os seres em termos nume´ricos, isto e´, que atribui quantidade aos seres ou
os situa em determinada sequeˆncia, seriam usados para representar noc¸o˜es na˜o
anal´ıticas (na˜o sujeitas a ana´lise), os quais poderiam tornar poss´ıveis que as verdades
de qualquer cieˆncia pudessem ser ”calculadas”por operac¸o˜es aritme´ticas, desde que
formuladas na referida linguagem universal ((22, volume XI)) .
Essa ide´ia de Leibniz sustentava-se em dois conceitos intimamente relacionados:
o de um simbolismo universal e o de um ca´lculo de racioc´ınio (isto e´, um
me´todo quase mecaˆnico de racioc´ınio). Isto para a histo´ria da computac¸a˜o tem um
particular interesse, pois esse calculus ratiocinator de Leibniz continha o embria˜o
da ma´quina de raciocinar buscada, treˆs se´culos depois, por Alan Turing e depois
pelos pesquisadores dentro do campo da Inteligeˆncia Artificial. Leibniz percebeu,
bem antes, de George Boole, Charles Babbage e Alan Turing, a possibilidade da
mecanizac¸a˜o do ca´lculo aritme´tico.
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O pro´prio Leibniz e seu contemporaˆneo Blaise Pascal procuraram construir
ma´quinas de calcular. O leitor encontrara´ sobre ma´quinas de calcular no cap´ıtulo
sobre Calculadoras Mecaˆnicas, a Pre´-Histo´ria dos Computadores, no volume II.
Nota-se portanto, que o mesmo impulso intelectual que o levou ao desenvolvimento
da lo´gica matema´tica, o conduziu a` busca da mecanizac¸a˜o dos processos de racioc´ınio.
Ressalte-se aqui atenc¸a˜o sobre a ide´ia de uma linguagem universal. Como ja´ foi
dito, ele captou muito bem as inu´meras ambigu¨idades a que esta˜o submetidas as
linguagens de comunicac¸a˜o ordina´rias e as vantagens que apresentam os s´ımbolos da
aritme´tica e da a´lgebra. Ao querer dar a` lo´gica uma linguagem livre de ambigu¨idades
e ao procurar associar a cada ide´ia um s´ımbolo e, obter a soluc¸a˜o de todos os
problemas mediante a combinac¸a˜o destes s´ımbolos,Leibniz acabou provocando um
novo desenvolvimento da pro´pria lo´gica.
A ide´ia de uma linguagem universal (“characteristica universallis”) e do “calculus
ratiocinator”, foi a contribuic¸a˜o de Leibniz ao desenvolvimento da lo´gica. Esta
contribuic¸a˜o aparece sob dois aspectos: ele aplicou com sucesso me´todos matema´ticos
para a interpretac¸a˜o dos silogismos aristote´licos, e apontou aquelas partes da a´lgebra
que esta˜o abertas a uma interpretac¸a˜o na˜o aritme´tica. Pela primeira vez se expoˆs, de
uma maneira clara o princ´ıpio do procedimento formal. Leibniz tornou-se, assim, o
grande precursor da lo´gica matema´tica simbo´lica, com origem na segunda metade do
se´culo XVII.
Na realidade, o trabalho de Leibniz ficou substancialmente reduzido a alguns
fragmentos, parciais, muito interessantes e capazes de nos dar uma ide´ia de como
concebia sua obra. Nem sequer seus seguidores diretos levaram para a frente a cons-
truc¸a˜o do ca´lculo lo´gico, mais ale´m de um n´ıvel muito rudimentar. Provavelmente,
a characteritica universallis tenha afastado Leibniz de objetivos de construir o
primeiro ca´lculo lo´gico auteˆntico. Em uma linguagem universal deveria ser poss´ıvel
falar sobre temas, ale´m do conjunto de nu´meros. Teria-se que poder falar, argumentos
lo´gicos, sobre os fatos da vida cotidiana. Mas, na˜o seria conveniente trabalhar com
uma infinidade de s´ımbolos referentes a cada um dos temas. A ideia de Leibniz:
um mesmo conjunto de s´ımbolos serviria para falar de todos os temas atrave´s de
proposic¸o˜es.
Nos tempos de hoje, uma proposic¸a˜o e´ uma declarac¸a˜o que poderia somente
ser julgada, de forma absoluta, como verdadeira (V) ou falsa (F), mas nunca como
verdadeira e falsa simultaneamente. Existem declarac¸o˜es que na˜o sa˜o proposic¸o˜es,
mas que sa˜o chamadas de sentenc¸as. E quais sa˜o as declarac¸o˜es que na˜o sa˜o
proposic¸o˜es? Uma declarac¸a˜o aberta na˜o e´ considerada proposic¸a˜o, pois na˜o e´ poss´ıvel
julga´-la como verdadeira nem como falsa. Pois ela depende dos valores assumidos por
varia´veis contidas nela. Neste caso, diz-se que no caso de sentenc¸as temos verdades re-
lativas. Como exemplo, (a) considere a proposic¸a˜o: “Leibniz propoˆs uma linguagem
universal”. Neste caso, pode-se dizer que a declarac¸a˜o e´ verdadeira. (b) Considere
a sentenc¸a: “Ele propoˆs uma linguagem universal”. Nesta segunda declarac¸a˜o e´
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imposs´ıvel dizer se ela e´ verdadeira ou falsa sem saber quem e´ a varia´vel “Ele” (qual
o valor de “Ele”).
O calculo ratiocinator seria um ca´lculo proposicional descrevendo uma te´cnica,
que utilizando operadores lo´gicos “e”, “ou”, “na˜o”, possibilitaria as proposic¸o˜es
lo´gicas para denotar qualquer argumento lo´gico poss´ıvel. Uma proposic¸a˜o descreve
e comunica um ou mais fatos, devendo ser verdadeira ou falsa. Uma proposic¸a˜o
seria denotada por “p” e leˆ-se “p e´ tal que”. Uma proposic¸a˜o e´ va´lida quando seu
valor e´ verdadeiro. Uma proposic¸a˜o seria composta de subproposic¸o˜es unidas
pelos operadores lo´gicos “e”, “ou”, “na˜o”, “implicac¸a˜o”, “equivaleˆncia” e mais as
“tautologias”, “princ´ıpio da contradic¸a˜o” (este princ´ıpio de Aristo´teles estabelece
que, a negac¸a˜o de uma proposic¸a˜o falsa e´ verdadeira) e o “princ´ıpio do silogismo”
(uma forma de argumentac¸a˜o que deduz uma conclusa˜o va´lida a partir de duas
premissas).
O Ca´lculo Proposicional e´ um sistema dedutivo que usa a linguagem da lo´gica
simbo´lica para representar um conjunto de infereˆncias va´lidas (deduc¸o˜es), isto e´,
preservando a veracidade (verdade), a partir de expresso˜es com ”e”, ”ou”, ”na˜o”,
”implicac¸a˜o”, ”equivaleˆncia”. O que interessa sa˜o apenas as infereˆncias va´lidas,
do ponto de vista da lo´gica em si Janos (2009), ou seja, dentro do escopo da sintaxe da
linguagem da lo´gica, abstraindo-se o significado (semaˆntica) da proposic¸a˜o (tambe´m
chamada de sentenc¸a). O leitor pode aprender mais sobre esses conceitos, em Janos
(2009),Manna (1985) ou Filho (2002).
7.3 A Lo´gica Proposicional
A Lo´gica Proposicional, tambe´m chamada Lo´gica Sentencial e´ a linguagem lo´gica que
formaliza a estrutura lo´gica mais elementar do discurso matema´tico, definindo preci-
samente o significado dos conectivos lo´gicos “nao” (¬), “e” (∧), “ou” (∨), “se-entao”
(condicional, →), e o “se-e-somente-se” (bicondicional, ↔). A definic¸a˜o da Lo´gica
Sentencial desdobra-se na especificac¸a˜o do que seja uma linguagem proposicional e
na descric¸a˜o de uma abstrac¸a˜o adequada para os princ´ıpios lo´gicos que governam os
conectivos.
Primeiro, introduzimos os s´ımbolos ba´sicos e mostramos como eles sa˜o combinados
para formar as setenc¸as abstratas da Lo´gica Proposicional. Apresentamos regras
sinta´ticas com as quais combinac¸o˜es de s´ımbolos sa˜o tomadas ser sentenc¸as na
linguagem. Tambe´m consideramos o que estas sentenc¸as significam.
7.3.1 A Linguagem
Definic¸a˜o (Proposic¸o˜es)
As sentenc¸as da lo´gica proposicional sa˜o feitas dos seguintes s´ımbolos, chamados
proposic¸o˜es:
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Tabela 3 – Regras semaˆnticas para os conectivos lo´gicos




if-then ⊃ ou →
if-and-only-if ≡ ou ↔
Fonte: The Logical Basic for Computer Programming, Volume I, Manna e Waldinger.
Os s´ımbolos proposicionais (na˜o-lo´gicos): P, Q, R, S, P1, Q1, R1, S1, P2, Q2, R2, S2.
Os s´ımbolos: truth e false, usados em proposic¸o˜es.
Os s´ımbolos lo´gicos:
• Pontuac¸a˜o: ( , )
• Conectivos: “nao” (¬), “e” (∧), “ou” (∨), “se-entao” (condicional, →), e o
“se-e-somente-se” (bicondicional, ↔)
Os s´ımbolos de veracidade e falsidade: truth e false, que podem aparecer nas ex-
presso˜es da Lo´gica.
Definic¸a˜o (Sentenc¸as)
Usaremos as letras E , F , G, e H, podendo ser escritas com subscritos, para re-
presentar as sentenc¸as. Contudo, estes s´ımbolos na˜o sa˜o parte da linguagem da
Lo´gica Proposicional, mas somente em nossa “metalinguagem” informal, a linguagem
na qual falamos usando a Lo´gica Proposicional.
Definic¸a˜o (Sentenc¸as)
As sentenc¸as da Lo´gica Proposicional sa˜o constru´ıdas a partir das proposic¸o˜es,
por aplicac¸a˜o dos conectivos proposicionais:
Em cada caso, as sentenc¸as F , G, e H, usadas para se construir sentenc¸as mais
complexas, pelas regras acima, sera˜o chamadas suas componentes. Assim, os compo-
nentes de if F then G, sa˜o F e G.
Toda sentenc¸a intermedia´ria que usamos para construir uma sentenc¸a E , incluindo a
pro´pria E , e´ uma subsentenc¸a de E . Assim, as subsentenc¸as de E e´ a pro´pria E , as
componentes de E , e as subsentenc¸as destas componentes.. As subsentenc¸as de E ,
outras diferentes do que a pro´pria E sa˜o as subsentenc¸as pro´prias de E .
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Exemplo - Uma sentenc¸a E : (( (P ∨Q)) ≡ (( P) ∧ ( Q)))
• As proposic¸o˜es P e Q sentenc¸as.
• (P ∧Q), ¬P, e ¬Q sa˜o sentenc¸as.
• ( (P ∨Q) e ((¬P) ∧ (¬Q)) sa˜o sentenc¸as.
• E a expressa˜o E : ((¬(P ∨Q)) ≡ ((¬P) ∧ (¬Q))) e´ uma sentenc¸a.
Cada das 8 sentenc¸as (incluindo E) e´ uma subsentenc¸a de E ; cada das 7 sentenc¸as
(excluindo E) e´ uma subsentenc¸a pro´pria de E .
7.3.2 O Significado de uma Sentenc¸a
Ate´ o momento temos apresentado a sintaxe (ou forma) das sentenc¸as, sem atribuir
qualquer significado (semaˆntica) a essas. Agora e´ mostrado como atribuir um valor
de veracidade (true) ou falsidade (false) para uma sentenc¸a da Lo´gica Proposicional.
No´s devemos distinguir os s´ımbolos true e false os quais podem ocorrer dentro de uma
sentenc¸a, os quais sa˜o sempre italizados, dos valores semaˆnticos true e false, os quais
sa˜o os possiveis significados de uma sentenc¸a, que sa˜o escritos em fontes na˜o italizadas.
E´ significativo falarmos sobre se os valores semaˆnticos de uma sentenc¸a (true
ou false), se no´s sabemos os valores semaˆnticos dos pro´prios s´ımbolos P e Q . Esta
informac¸a˜o e´ provida, pelo que se chama de interpretac¸a˜o.
Definindo mais precisamente a noc¸a˜o de interpretac¸a˜o.
Definic¸a˜o (Interpretac¸a˜o)
Uma interpretac¸a˜o I e´ uma atribuic¸a˜o de uma valor-semaˆntico (true ou false),
para cada conjunto de s´ımbolos proposicionais; a interpretac¸a˜o vazia atribui um
valor semaˆntico a nenhum s´ımbolo. Para cada sentenc¸a F , uma interpretac¸a˜o I e´
dita ser uma interpretac¸a˜o para F , se I atribui um valor semaˆntico, true ou falso,
para cada dos s´ımbolos proposicionais de F .
Definic¸a˜o (Regras Semaˆnticas)
• Regra proposic¸a˜o: O valor semaˆntico de cada s´ımbolo proposicional, P, Q, R,
S, numa expressa˜o lo´gica E e´ o mesmo como o valor semaˆntico atribuido a E
por I.
• Regra true: A sentenc¸a true (... e´ verdade ...) e´ true sob I.
• Regra false: A sentenc¸a false (... e´ falso ...) e´ false sob I.
De outra forma, estas regras podem tambe´m ser expressas por tabelas-verdade (criadas
por Emil Post) e sumarizadas para os conectivos lo´gicos como:
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Fonte: The Logical Basic for Computer Programming, Volume I, Manna e Waldinger.
Tabela 5 – Regras semaˆnticas para os conectivos lo´gicos
F G F ∧ G F ∨ G F → G F ≡ G
true true true true true true
true false false true false false
false true false true true false
false false false false true true
Fonte: The Logical Basic for Computer Programming, Volume I, Manna e Waldinger.
Tabela 6 – Regra semaˆntica para if-then-else
F G H if F then G else H
true true true true
true true false true
true false true false
true false false false
false true true true
false true false false
false false true true
false false false false
Fonte: The Logical Basic for Computer Programming, Volume I, Manna e Waldinger.
7.3.3 Definic¸o˜es Importantes
Definic¸a˜o (va´lida, satisfat´ıvel, contradito´ria, implicac¸a˜o, equivalente, con-
sistente)
Uma sentenc¸a F e´ va´lida, se ela verdadeira sob toda interpretac¸a˜o para F .
Uma sentenc¸a F e´ satisfat´ıvel, se ela verdadeira para alguma interpretac¸a˜o para F .
Uma sentenc¸a F e´ contradito´ria (ou insatisfat´ıvel), se ela falsa sob toda in-
terpretac¸a˜o para F .
Uma sentenc¸a F implica uma sentenc¸a G, se para toda interpretac¸a˜o I para
F e G, se F for verdadeira sob I, enta˜o G e´ tambe´m verdadeira sob I.
Duas sentenc¸as F e G sa˜o equivalentes, se toda interpretac¸a˜o sob F e G, enta˜o F
tem o mesmo valor-semaˆntico como G.
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Um conjunto de sentenc¸as F1, F2, . . . e´ consistente, se existe alguma interpretac¸a˜o
I, para F1, F2, . . ., sob a qual cada Fi e´ verdadeira.
7.3.4 Esquemas de Sentenc¸as Va´lidas
Ate´ temos apresentado sentenc¸as particulares da Lo´gica Proposicional e introduzido
me´todos para estabelecer sua validade. Podemos estabelecer a validade de um es-
quema de setenc¸as.
Suponha o esquema tal que F or (not F). Instanciando F como:
(Existem macacos em Jupiter) or ( not(Existe macacos em Jupiter) )
A veracidade desta sentenc¸a pode ser determinada a partir de sua estrutura, sem
sabermos se seus constituintes sa˜o verdadeiros ou falsos.
Da mesma forma:
(Chu´ı tem pouco mais de 5 mil habitantes) or ( not(Chu´ı tem pouco mais de 5 mil
habitantes) )
e´ verdadeira sem se consultar a prefeitura de Chu´ı. De fato, ambas as sentenc¸as sa˜o
instaˆncias da sentenc¸a abstrata
F ∨ (¬F)
a qual implica que as sentenc¸as:
• P ∨ (¬P),
• Q ∨ (¬Q),
• ((P ∧Q) ∨ (¬(P ∧Q)))
e mais uma classe infinita de outras sentenc¸as que se encaixam neste esquema, sejam
todas va´lidas.
7.3.5 O me´todo da Tabela-Verdade
As duas sec¸o˜es anteriores definiram a sintaxe e a semaˆntica da linguagem da Lo´gica
Proposicional e formalizaram ainda, do ponto de vista semaˆntico, o conceito de
implicac¸a˜o lo´gica. Esta sec¸a˜o descreve um me´todo sistema´tico para decidir implicac¸a˜o
lo´gica chamado de tabela-verdade.
O me´todo baseia-se na observac¸a˜o de que, se F e´ um conjunto finito de proposic¸o˜es e
Q e´ uma proposic¸a˜o, ha´ um nu´mero finito de s´ımbolos proposicionais ocorrendo em Q
e nas proposic¸o˜es em F . Logo, ha´ um nu´mero finito de atribuic¸o˜es de valores-verdade
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Tabela 7 – Implicac¸a˜o Lo´gica ou Consequeˆncia Lo´gica
A B C A ⇒ (B⇒ C) (A ⇒ B)⇒ (A⇒ C)
true true true true true
true true false false false
true false true true true
true false false true true
false true true true true
false true false true true
false false true true true
false false false true true
Fonte: The Logical Basic for Computer Programming, Volume I, Manna e Waldinger.
(valores semaˆnticos) distintos para esses s´ımbolos. Assim, para se decidir se F e´
uma implicac¸a˜o lo´gica para Q, ou Q e´ consequeˆncia lo´gica de F , basta enumerar
todas essas atribuic¸o˜es e, para cada delas que satisfizer a todas as proposic¸o˜es em
F , testar se ela tambe´m satisfaz Q. Se esta condic¸a˜o for sempre observada, enta˜o
podemos afirmar que Q e´ consequeˆncia lo´gica de F . Note que, se a interpretac¸a˜o I
na˜o satisfaz a alguma proposic¸a˜o em F , o valor que a interpretac¸a˜o atribui a Q na˜o
importara´, pela forma em que a implicac¸a˜o lo´gica foi definida. Indicamos implicac¸a˜o
lo´gica da forma: F ⇒ Q.
Este me´todo naturalmente pode ser usado tambe´m para decidir se uma sentenc¸a e´
satisfat´ıvel, ou se duas sentenc¸as sa˜o equivalentes.
Exemplos (Implicac¸a˜o lo´gica)
(a) Seja F : A ⇒ (B ⇒ C ) e seja G: (A ⇒ B) ⇒ (A ⇒ C ).
A pergunta e´ F ⇒ G ? A resposta pode ser vista na Tabela 7. Cada linha da
tabela corresponde a atribuic¸a˜o de valores-semaˆnticos, para os simbolos proposici-
onais A, B e C. Como para toda interpretac¸a˜o I, se F e´ verdadeira, G tambe´m e´
verdadeira, enta˜o dizemos que F implica logicamente G e denotamos tambe´m por
F  G. E onde F ` Q para denotar que Q e´ um teorema, isto e´, Q e´ uma deduc¸a˜o
de F .
Pode ser provado que se uma sentenc¸a F for um conjunto finito de proposic¸o˜es,
digamos F = (P1,P2, . . . ,Pn), enta˜o F  R, se e somente se, (P1∧P2∧ . . .∧Pn)→ R
e´ uma tautologia.
Ale´m disso, se Q = (Q1,Q2, . . . ,Qn), enta˜o F e Q sa˜o tautologicamente equivalentes,
se e somente se, (Q1 ∧Q2 ∧ . . . ∧Qn)↔ R e´ uma tautologia.
A tautologia mais trivial, ja´ nos referimos. E´ a chamada Lei do Terceiro Exclu´ıdo:
“uma sentenc¸a ou e´ verdadeira ou e´ falsa”. Formalmente, F ∨ (¬F) = (¬F) ∨ F .
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Tabela 8 – Implicac¸a˜o Lo´gica ou Consequeˆncia Lo´gica
F Q Nome da Lei
A ∗ (B ∗ C ) (A ∗ B) ∗ C associatividade
A ∗ B B ∗ A comutatividade
A ∧ (B ∨ C ) (A ∧ B) ∨ (A ∧ C ) distributividade
A ∨ (B ∧ C ) (A ∨ B) ∧ (A ∨ C ) distributividade
A→ (B → C ) (A→ B)→ (A→ C ) distributividade
¬(A ∧ B) ¬A ∨ ¬B De Morgan
¬(A ∨ B) ¬A ∧ ¬B De Morgan
¬¬A A
A → B ¬A ∨ B
¬(A→ B) A ∧ ¬B
¬(A↔ B) (A ∧ ¬B) ∨(¬A ∧ B)
Fonte: Programac¸a˜o em Lo´gica, Marco A. Casanova.
Ha´ uma se´rie de outras leis u´teis da Lo´gica Proposicional (Sentencial) que po-
dem ser apresentadas ou como tautologias da forma F ↔ G ou como pares de
sentenc¸as F , G que sa˜o tautologicamente equivalentes.
A tabela 8 apresenta algumas destas leis que podem ser usadas para expressar
as sentenc¸as da Lo´gica.
7.3.6 A A´lgebra das Proposic¸o˜es
Toda Lo´gica e´ uma linguagem. Com uma linguagem, no´s podemos expressar as
proposic¸o˜es e as sentenc¸as da Lo´gica. O que George Boole descobriu (ver no
decorrer deste cap´ıtulo) e´ que com o conjunto de s´ımbolos para proposic¸o˜es pode-se
construir uma A´lgebra. Neste caso, a A´lgebra e´ dada pelo conjunto dos s´ımbolos
proposicionais, mais os conectivos lo´gicos.
A tabela 8 apresenta algumas leis desta A´lgebra, com as quais podemos provar
propriedades expressas pela Lo´gica. Com o Me´todo da Tabela-Verdade podemos
verificar va´rias propriedades envolvendo os conectivos lo´gicos e as proposic¸o˜es desta
Lo´gica (Cap´ıtulo 7 em Filho (2002)), tratando as implicac¸o˜es e equivaleˆncias pelo
Me´todo da Tabela-Verdade.
Um outro me´todo de prova desta Lo´gica e´ o Me´todo Dedutivo. As implicac¸o˜es
e equivaleˆncias podem ser provadas por este me´todo mais eficiente. No emprego
do Me´todo Dedutivo desempeham papel importante as equivaleˆncias relativas a`
A´lgebra das Proposic¸o˜es, que subsistem quando as proposic¸o˜es que nelas figuram sa˜o
substitu´ıdas pelas sentenc¸as compostas de proposic¸o˜es tautolo´gias e contradito´rias.
Assim, com a visa˜o de um Me´todo Dedutivo mais a linguagem da Lo´gica, temos o
que denominamos, neste caso, o Ca´lculo da Lo´gica. Neste caso, o Ca´lculo da Lo´gica
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Proposicional e´ baseado numa A´lgebra, a A´lgebra das Proposic¸o˜es.
Algo muito interesse e inerente a` esta Lo´gica Proposicional, e´ que esta Lo´gica
trata de verdades absolutas: ou seja, uma proposic¸a˜o e´ verdadeira ou falsa. Uma
sentenc¸a e´ verdadeira ou falsa. Este conceito ficara´ mais claro quando se estuda a
Lo´gica dos Predicados, que sera´ apresentada no capitulo 8.
7.4 De Morgan
Augustus De Morgan (1806-1871) foi um matema´tico e lo´gico indiano, mas
britaˆnico de viveˆncia, professor de matema´tica na enta˜o rece´m-criada universidade,
em Londres, cargo que ocupou ate´ 1866. Foi o primeiro presidente da London
Mathematical Society, fundada em 1866.
Figura 57 – A preparac¸a˜o do caminho para o nascimento da lo´gica simbo´lica.
Fonte: http://pt.wikipedia.org/wiki/Augustus De Morgan.
Como professor, um de seus primeiros trabalhos, Elementos de Aritme´tica, de 1831,
distingue-se pelo tratamento filoso´fico das ideias de nu´mero e magnitude. Ale´m
disso, contribuiu para o simbolismo matema´tico propondo o uso do trac¸o inclinado
para a impressa˜o das frac¸o˜es. Sua maior contribuic¸a˜o para o conhecimento foi como
reformador da lo´gica. Augustus De Morgan. As realizac¸o˜es mais importantes
de De Morgan foram o lanc¸amento das bases, a preparac¸a˜o do caminho para o
nascimento da lo´gica simbo´lica.
De Morgan apercebeu-se que Boole tinha aberto um novo e importante pata-
mar. Sobre o trabalho de Boole, De Morgan formulou as Leis de De Morgan
usadas na Lo´gica Proprosicional. Efetivamente, o renascimento dos estudos de lo´gica
que comec¸aram na primeira metade do se´culo XIX deveu-se quase que inteiramente
aos trabalhos de George Boole.
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Surgiu a moderna concepc¸a˜o de a´lgebra, que levou a` compreensa˜o da a´lgebra como
a´lgebra, ou seja, como o desenvolvimento abstrato das consequ¨eˆncias de um grupo
de postulados sem necessariamente a interpretac¸a˜o ou aplicac¸a˜o de nu´meros. Sem
esta compreensa˜o de que a a´lgebra em si mesma nada mais e´ do que um sistema
abstrato, ela poderia ainda encontrar-se inserida no contexto aritme´tico do se´culo
XVIII, incapaz de avanc¸ar para as variantes propostas por Hamilton (1805-1865).
Por iniciativa pro´pria, Boole separou os s´ımbolos das operac¸o˜es matema´ticas das
coisas sobre as quais elas operavam, buscando compreendeˆ-las. Seu trabalho nesta
direc¸a˜o e´ extremamente interessante, pore´m obscurecido pelo seu principal interesse
- a criac¸a˜o de um simples e maneja´vel sistema simbo´lico.
7.5 George Boole: da Lo´gica a` A´lgebra
O trabalho da linguagem universal e a a´lgebra do racioc´ınio chamada “calculus
raciocinator” foi uma inovac¸a˜o de Leibniz que seu sucessor, George Boole (1815-
1864) um matema´tico ingleˆs do se´culo XIX, estendeu transformando lo´gica em
a´lgebra. Da´ı, o termo “a´lgebra booleana” e´ uma homenagem a George Boole.
Boole foi o primeiro a defin´ı-la como parte de um sistema de lo´gica em mea-
dos do se´culo XIX. Mais especificamente, a a´lgebra booleana foi uma tentativa
de utilizar te´cnicas alge´bricas para lidar com as regras de infereˆncia do ca´lculo
proposicional. Boole introduziu o sistema alge´brico, inicialmente, em uma publicac¸a˜o
simplificada, o The Mathematical Analysis of Logic, publicado em 1838, em resposta a
uma controve´rsia que existia entre Augustus De Morgan e William Hamilton, e
mais tarde como um livro mais substancial, The Laws of Thought, publicado em 1854.
A A´lgebra Booleana surgiu por volta de 1860, em artigos escritos por William Je-
vons e Charles Sanders Peirce. A primeira apresentac¸a˜o sistema´tica de A´lgebra
Booleana ocorreu em 1890. O primeiro tratamento extensivo de A´lgebra Booleana
foi em 1898, com Universal Algebra de Whitehead Lobur (2006). O que Boole viu
foi que as regras de infereˆncia do “calculus raciocinator” de Leibniz, ja´ formavam
uma a´lgebra proposicional, ou seja, um conjunto de proposic¸o˜es, munido dos
operadores “e”, “ou”, “na˜o”, “implicac¸a˜o”, “equivaleˆncia”, e mais os elementos
distinguidos da a´lgebra “true” e “false”.
Nesta a´lgebra, aparecem as leis de De Morgan, completando a a´lgebra pro-
posicional. A A´lgebra de Boole e´ uma a´lgebra abstrata, e sua estrutura alge´brica
captam as propriedades essenciais dos operadores lo´gicos e de conjuntos, ou ainda
oferece um estrutura para se lidar com “afirmac¸o˜es” Scheinerman (2003).
Formalmente, uma A´lgebra Booleana e´ uma 6-upla (L,∧,∨, 6=, false, true)consistindo
de um conjunto munido de duas operac¸o˜es bina´rias (tambe´m denotado por ∨ (ge-
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ralmente chamado de “ou”), ∧ (geralmente chamado de ”e”), uma operac¸a˜o una´ria
(tambe´m denotada por 6= (tambe´m geralmente chamado de “na˜o”), e duas constantes
(tambe´m denotada por ”false”, geralmente chamado de “zero” ou de “falso”) e
outra constante (tambe´m denotada por “true” ( geralmente chamado de “um” ou
de “verdadeiro”), e satisfazendo as seguintes propriedades, para quaisquer p, q e r
pertencentes a L: (a) Associativas, (b) Comutativas, (c) Absortivas, (d) Distributivas,
(e) Elementos Neutros.
Figura 58 – George Boole: a transformac¸a˜o da lo´gica em a´lgebra.
Fonte: livrespensadores.net.
Na matema´tica e na cieˆncia da computac¸a˜o, as a´lgebras booleanas sa˜o estruturas
alge´bricas que “capturam a esseˆncia” das operac¸o˜es lo´gicas E, OU e NA˜O, bem como
das operac¸o˜es da teoria de conjuntos como unia˜o, produto cartesiano e complemento
de um conjunto. Ela tambe´m e´ o fundamento da matema´tica computacional, que
associa as constantes true e false aos nu´meros bina´rios 0 e 1, respectivamente. A
a´lgebra booleana acabou por ter sua aplicac¸a˜o na eletroˆnica. Foram pela primeira
vez aplicadas, alguns anos depois, aos interruptores (rele´s) e depois transformados
em bits, no se´culo XX, por Claude Shannon.
Os operadores da A´lgebra Booleana podem ser representados de va´rias formas.
E´ frequente serem simplesmente escritos como E, OU ou NA˜O (sa˜o mais comuns os
seus equivalentes em ingleˆs: AND, OR e NOT). Na descric¸a˜o de circuitos tambe´m
podem ser utilizados NAND (NOT AND), NOR (NOT OR) e XOR (OR exclusivo).
Os matema´ticos usam com frequeˆncia + para OU e . para E (visto que sob alguns
aspectos estas operac¸o˜es sa˜o ana´logas a` adic¸a˜o e multiplicac¸a˜o noutras estruturas
alge´bricas) e representam NA˜O com uma linha trac¸ada sobre a expressa˜o que esta´ a
ser negada. Aqui podemos usar outra notac¸a˜o comum, com ∧ para E, ∨ para OU, e
¬ para o operador NA˜O.
O calculus raciocinator de que Boole transformou em uma a´lgebra, formou, mais
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tarde, no se´culo XX, a base para a construc¸a˜o dos circuitos lo´gicos criados por
Shannon, na segunda metada da de´cada de 40, e que hoje formam a lo´gica dos
circuitos eletroˆnicos do computador dos dias de hoje.
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Se´culo XIX - Frege e o Ca´lculo
dos Predicados
A
presenta-se neste cap´ıtulo, as lo´gicas surgidas no se´culo XIX, a partir de Frege,
aplicadas a` Cieˆncia da Computac¸a˜o. A lo´gica, como cieˆncia, tem por objeto o
estudo dos me´todos e princ´ıpios que permitem distinguir racioc´ınios va´lidos de outros
na˜o va´lidos.
8.1 O Ca´lculo de Frege
Ao contra´rio de Aristo´teles, e mesmo de George Boole, que procuravam iden-
tificar as formas va´lidas de argumento (eles pensavam na l´ınguagem da lo´gica),
a preocupac¸a˜o ba´sica de Friedrich Ludwig Gottlob Frege (1848-1925) era a
sistematizac¸a˜o do racioc´ınio matema´tico, ou dito de outra maneira, encontrar uma
caracterizac¸a˜o precisa do que deveria ser uma “demonstrac¸a˜o matema´tica”. O que
Frege pensava era num ca´lculo, um sistema dedutivo, ao inve´s da linguagem da
Lo´gica, por onde se pudesse fazer provas. Na Lo´gica Proposicional apresentada no
capitulo anterior, ela foi iniciada por Leibniz atrave´s de fragmentos pensado visando
uma linguagem o mais abrangente possivel que falasse de tudo.
George Boole contribuiu para transformar essa lo´gica numa a´lgebra, mas o me´todo
dedutivo desta Lo´gica Proposicional que temos hoje, deve-se a Emil Post. A par-
tir das va´rias propridades alge´bricas mostradas no capitulo anterior, chegou-se ao
Me´todo Dedutivo constituido de va´rias regras de infereˆncia constru´ıdas a partir da
definic¸a˜o do que vem a ser um argumento, a validade de um argumento e os crite´rios
de avaliar a validade de um argumento e os argumentos va´lidos fundamentais. Esses
argumentos ba´sicos sa˜o usados para fazer infereˆncia, os passos de uma deduc¸a˜o ou
demonstrac¸a˜o. Com este Me´todo Dedutivo temos o ca´lculo proposicional.
Frege havia notado que os matema´ticos da e´poca frequ¨entemente cometiam erros
em suas demonstrac¸o˜es, supondo assim que certos teoremas estavam demonstrados,
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quando na verdade na˜o estavam. Para corrigir isso, Frege procurou formalizar as
regras de demonstrac¸a˜o, iniciando com regras elementares, bem simples, sobre cuja
aplicac¸a˜o na˜o houvesse du´vidas (os axiomas).
Figura 59 – O nascimento da lo´gica moderna e o ca´lculo dos predicados.
Fonte: https://pt.wikipedia.org/wiki/Gottlob Frege.
O resultado que revolucionou a Lo´gica, foi a criac¸a˜o do Ca´lculo de Predicados, um
sistema de representac¸a˜o simbo´lica (por volta de 1879) para representar formalmente
a estrutura dos enunciados lo´gicos e suas relac¸o˜es, e a contribuic¸a˜o para a invenc¸a˜o
da Lo´gica de Predicados Axioma´tica (o conhecido Ca´lculo dos Predicados).
8.2 A Lo´gica e o Ca´lculo dos Predicados
No estudo estudo sobre a Lo´gica Proposicional, no´s temos determinado que uma
sentenc¸a tal como:
Os macacos em Jupiter sa˜o vermelhos ou Os macacos em Jupiter na˜o sa˜o vermelhos.
e´ verdadeira sem a necessidade de uma investigac¸a˜o na biologia de Jupiter. A sentenc¸a
e´ uma instaˆncia da sentenc¸a va´lida da Lo´gica Proposicional P or (not P), tomado-se
P ser a proposic¸a˜o “Os macacos em Jupiter sa˜o vermelhos”.
Entretanto, existem sentenc¸as que no´s podemos dizer que e´ verdadeira pela sua forma,
mas que na˜o sa˜o instaˆncias de nehuma sentenc¸a va´lida na Lo´gica Proposicional. Por
exemplo:
Existem pedras vermelhas em Jupiter ou Todas as pedras em Jupiter na˜o sa˜o
vermelhas.
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Existe um nu´mero perfeito ı´mpar ou Todos os nu´meros perfeitos na˜o sa˜o ı´mpares.
sa˜o verdaeiras sem termos que lanc¸ar uma aeronave espacial ou mesmo sabermos a
definic¸a˜o de um nu´mero perfeito.
A linguagem da Lo´gica Proposicional e´ grosseira e primitiva para poder expres-
sar o conceito de um objeto, uma propriedade de um objeto (tal como sendo uma
pedra ou um nu´mero perfeito), ou a relac¸a˜o entre diversos objetos de um Universo
de Discurso.
A linguagem da Lo´gica dos Predicados estende a linguagem da Logica Porposi-
cional por habilitarmos a falar sobre objetos e o relacionamento entre eles. Agora,
as sentenc¸as acima podem, ambas, ser consideradas como instaˆncias da sentenc¸a
abstrata F (que na˜o e´ da Lo´gica Proposicional), tal que:
F : (para algum x)[p(x) e q(x)] ou (para todo x)[se p(x) enta˜o na˜o q(x)]
Para a sentenc¸a das “pedras”, tomamos p(x) ser “x e´ uma pedra sobre Jupiter” e
q(x) ser “x e´ vermelha”. Sob esta interpretac¸a˜o, o significado intuitivo da sentenc¸a
F torna-se:
F : (para algum x)[x e´ uma pedra sobre Jupiter e x e´ vermelha] ou (para todo
x)[se x e´ uma pedra sobre Jupiter enta˜o na˜o x e´ vermelha]
Para a sentenc¸a dos “nu´meros”, tomamos p(x) ser “x e´ um nu´mero perfeito” e
q(x) ser “x e´ ı´mpar”. Sob esta interpretac¸a˜o, o significado intuitivo da sentenc¸a F
torna-se:
F : (para algum x)[x e´ um nu´mero perfeito e x e´ ı´mpar] ou (para todo x)[se x e´
um nu´mero perfeito enta˜o na˜o x e´ ı´mpar]
Ambas as sentenc¸as sa˜o interpretadas como verdadeiras. De fato, qualquer instaˆncia
da sentenc¸a abstrata F , e´ verdadeira sem considerarmos o significado atri-
buido a p(x) e q(x).
Por outro lado, nem toda instaˆncia da sentenc¸a abstrata G, tal que:
G: (para todo x)[p(x)] ou (para todo x)[na˜o p(x)]
e´ verdadeira. Por exemplo, se tomarmos p(x) ser “x e´ um macaco Rhesus”, o
significado intuitivo da sentenc¸a G torna-se:
G: (para todo x)[x e´ um macaco Rhesus ou (para todo x)[na˜o (x e´ um macaco
Rhesus)].
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Isto e´: “Todos os macacos sa˜o Rhesus” ou “todos os macacos na˜o sa˜o Rhesus”.
Visto que na˜o verdade que todos sejam macacos Rhesus, mas tambe´m na˜o e´ verdade
que todos sejam macacos Rhesus (de fato, existe algum macaco Rhesus), a sentenc¸a
inteira e´ contradito´ria e portanto e´ falsa. Note que na sentenc¸a abstrata G, a existeˆncia
do elemento varia´vel x , muda completamente, em relac¸a˜o a sentenc¸a abstrata da
mesma forma como na Lo´gica Proposicional. A introduc¸a˜o de uma varia´vel ou de
varia´veis, numa sentenc¸a abstrata desta Lo´gica, traz o conceito de lo´gica de primeira
ordem, pois agora, quantifica-se (existe, para todo) varia´veis nesta Lo´gica.
8.2.1 Verdades absolutas × Verdades Relativas
Ao contra´rio da Lo´gica Proposicional de Leibniz, Boole, De Morgan, que lida com
verdades absolutas, sem poder expressar varia´veis, no Ca´lculo dos Predicados
lidamos com verdades relativas, podendo-se expressar varia´veis atrave´s da dis-
tinc¸a˜o da afirmac¸a˜o (um predicado) de seus argumentos. Entende-se que a afirmac¸a˜o
pode ser verdadeira ou falsa, de acordo com os valores atribuidos a`s varia´veis as
quais a afirmac¸a˜o e´ aplicada, dentro do universo de discurso da Lo´gica dos Predicados.
A Lo´gica de Predicados e´ uma lo´gica simbo´lica de sistema formal como lo´gica de
primeira ordem. Na lo´gica de primeira ordem, dois quantificadores comuns sa˜o: os
quantificadores existencial ∃ (”existe um”) e universal ∀ (“para todo”). As varia´veis
poderiam ser elementos no domı´nio do discurso, ou talvez as relac¸o˜es ou func¸o˜es du-
rante este universo. No uso informal, o termo “lo´gica de predicados” ocasionalmente
se refere a lo´gica de primeira ordem. Alguns autores consideram que o ca´lculo de
predicados seja a forma axioma´tica da lo´gica de predicados (seu sistema dedutivo), e
a lo´gica de predicados e´ a liguagem deste ca´lculo, com sua sintaxe e sua semaˆntica
para as expresso˜es va´lidas logicamente Manna (1985), Hamilton (1978) Stolyar (1970).
O Ca´lculo dos Predicados, por ser consistente (tudo que e´ provado e´ verdadeiro)
e completo (tudo que e´ verdadeiro pode ser provado), tem sido muito relevante
para a cieˆncia da computac¸a˜o. Va´rias ferramentas de prova automa´tica de teoremas
(lo´gica computacional) existem no sentido de provar a correc¸a˜o da especificac¸a˜o ou
implementac¸a˜o de programas de computador.
No Ca´lculo dos Predicados lidamos com verdades relativas ou varia´veis, atrave´s
da distinc¸a˜o da afirmac¸a˜o (um predicado) de seus argumentos. Entende-se que a
afirmac¸a˜o pode ser verdadeira ou falsa, de acordo com os valores atribuidos a`s
varia´veis as quais a afirmac¸a˜o e´ aplicada, dentro do universo de discurso da Lo´gica
dos Predicados. Neste caso, predicadosindexpredicados sa˜o proposic¸o˜es (tambe´m
chamadas sentenc¸as).
8.2.2 Fatos Histo´ricos sobre a Linguagem de Primeira Ordem
A Lo´gica de Primeira Ordem originou-se no “Begriffsschrift” publicado por Frege
em 1879. Posteriormente, por volta de 1930, treˆs matema´ticos Godel, Herbrand
8.2. A Lo´gica e o Ca´lculo dos Predicados 155
e Skolem obtiveram resutados importantes sobre o problema de caracterizar ade-
quadamente os princ´ıpios lo´gicos de primeira ordem, partindo de resultados de
Lo¨wewnhein e de Skolem, anteriores a 1920, Go¨del em sua tese de doutorado “U¨ber
die Vollsta¨ndigkeit des Logikkalku¨ls”, defendida em 06 de Fevereiro de 1930 (Hilbert
era o orientador), provou a existeˆncia de um sistema axioma´tico consistente e
completo para a Lo´gica de Primeira Ordem. Herbrand, tambe´m na sua tese de
doutorado “Recherches sur la The´orie de la De´monstration”, completada em abril
de 1929 e defendida em 11 de junho de 1930, obteve uma soluc¸a˜o para o problema da
caracterizac¸a˜o dos princ´ıpios lo´gicos de primeira ordem que se tornou fundamental
para a mecanizac¸a˜o da Lo´gica de Primeira Ordem (ver em Casanova, Giorno e
Casanova (1986)). Estes princ´ıpios e´ que tornaram possivel a implentac¸a˜o da Lo´gica
de Primeira Ordem com na linguagem de programac¸a˜o Prolog Casanova, Giorno e
Casanova (1986). Finalmente, Skolem, em uma se´rie de trabalhos publicados em
torno de 1930, ofereceu uma outra souluc¸a˜o para o problema da caracterizac¸a˜o de
certa forma semelhante aos resultados de Herbrand.
Um segundo grupo de resultados importantes refere-se aos chamados problemas
de decisa˜o para a Lo´gica de Primeira Ordem. Por exemplo, o problema da validade
consiste em determinar se existe, ou na˜o, um algoritmo que recebe como entrada
qualquer fo´rmula de primeira ordem, e produz como sa´ıda um “sim”, se a fo´rmula e
sempre va´lida, e um “na˜o” em caso contra´rio. Church em “An Unsolvable Problem
with Elementary Number Theory” (1936), e independentemente Turing, no trabalho
“On Computable Numbers with an Application to the Entscheidungsproblem” (1936),
provaram que tal algoritmo na˜o pode existir, estabelecendo assim, a indecidibildade
do problema da validade. Este resultado teve inu´meras ramificac¸o˜es imediatas para
outros problemas de decisa˜o em primeira ordem, que sa˜o abordados no Cap.2 em
Casanova, Giorno e Casanova (1986). No contexto da programac¸a˜o em Lo´gica como
esta´ em Casanova, Giorno e Casanova (1986), este resultado e´ evidentemente muito
importante porque impo´e uma limitac¸a˜o se´ria no que se poderia atingir em Pro-
gramac¸a˜o em Lo´gica de Primeira Ordem.
Mas, um benef´ıcio trazido pela Lo´gica de Primeira Ordem foi, em virtude de ser
provada consistente e completa, serve muito bem a` construc¸a˜o de Teorias de Primeira
Ordem. Exemplos desta teorias sa˜o dados no u´ltimo cap´ıtulo sobre Os Sistemas
Formais da Computac¸a˜o em ??.
A Lo´gica de Primeira Ordem como sera´ descrita aqui e´ um sistema formal apropriado
a` definic¸a˜o de teorias do universo de discurso da Matema´tica.
8.2.3 A Linguagem de Primeira Ordem
Definic¸a˜o (Um Alfabeto A)
• S´ımbolos Lo´gicos:
– Pontuac¸a˜o: ( , )
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– Conectivos: ¬, ∧, ∨, →, ↔
– Quantificadores: ∃ (existencial), ∀ (universal)
– Varia´veis: um conjunto na˜p-vazio, enumera´vel de s´ımbolos distintos dos
demais
– Igualdade: = (opcional)
• S´ımbolos Na˜o-Lo´gicos
– Um conjunto, possivelmente vazio, de constantes.
– Para cada n > 0, um conjunto, possivelmente vazio, de s´ımbolos funcionais
n-a´rios, distintos dos demais.
– Para cada n > 0 um conjunto, possivelmente vazio, de s´ımbolos predicati-
vos n-a´rios, distintos dos demais.
Definic¸a˜o (Termos)
Um conjunto de termos de primeira ordem sobre o alfabeto A , e´ o menor con-
junto satisfazendo as seguintes condic¸o˜es:
• Toda varia´vel em A e´ um termo.
• Toda constante em A e´ um termo.
• Se t1, t2, . . . , tn sa˜o termos e f e um s´ımbolo funcional n-a´rio de A, enta˜o,
f (t1, t2, . . . , tn) tambe´m e´ um termo sobre A.
• Se F e´ uma sentenc¸a (constitu´ıda de proposic¸o˜es) e s e t sa˜o termos, enta˜o a
condicional se F enta˜o s else t e´ um termo.
Definic¸a˜o (Proposic¸o˜es)
Intuitivamente, as constantes e varia´veis denotam objetos no universo de discurso
As proposic¸o˜es da Lo´gica de Primeira Ordem sa˜o voltados para representar relac¸o˜es
entre objetos do universo do discurso. Proposic¸o˜es sa˜o cosntru´ıdas de acordo com as
seguintes regras:
• Os s´ımbolos true (verdade) e false (falso) sa˜o proposic¸o˜es.
• Se t1, t2, . . . , tn sa˜o termos, onde n ≥ 1 e p e um s´ımbolo predicativo n-a´rio de
A, enta˜o, p(t1, t2, . . . , tn) e´ uma proposic¸a˜o.
Definic¸a˜o (Sentenc¸as - Fo´rmulas Bem-Formadas)
O conjunto de fo´rmulas sobre A e´ o menor conjunto satisfazendo as seguintes
considerac¸o˜es:
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• Se t1, t2, . . . , tn sa˜o termos e p um s´ımbolo predicativo n=a´rio, enta˜o p(t1, t2, . . . , tn)
e´ uma fo´rmula sobre o alfabeto A.
• Se t1 e t2 sa˜o termos e “=” e´ um s´ımbolo de A, enta˜o (t1 = t2) e´ uma fo´rmula
sobre A.
• Se P e Q sa˜o fo´rmulas (proposic¸o˜es) sobre A, enta˜o ¬P , (P ∧ Q), (P ∨ Q),
(P → Q) e (P ↔ Q), tambe´m sa˜o fo´rmulas (sentenc¸as) sobre A.
• Se P e´ uma fo´rmula sobre A e x e´ uma varia´vel de A, enta˜o ∀ x (P) e ∃ x (P)
tambe´m sa˜o fo´rmulas sobre A.
Fo´rmulas bem-formadas sa˜o as sentenc¸as da Lo´gica de Primeira Ordem. Da
mesma forma que na Lo´gica Proposicional, sentenc¸as sa˜o formadas por pro-
prosic¸o˜es. E as proposic¸o˜es sa˜o as chamadas fo´rmulas-atoˆmicas (indivis´ıveis).
Pelas regras de formac¸a˜o das fo´rmulas, as varia´veis podem ocorrer em uma fo´rmula,
associadas a um quantificador ou na˜o. Esta observac¸a˜o origina uma se´rie de definic¸o˜es
auxiliares como seguem:
8.2.4 O Significado de uma Sentenc¸a
Em definir validade para Lo´gica Proposicional, no´s primeiro definimos a noc¸a˜o de
veracidade/falsidade de uma sentenc¸a sob uma interpretac¸a˜o, que atribui valores
true ou false (valores-semaˆnticos) aos s´ımbolos proposicionais da sentenc¸a. Agora,
no´ estendemos esta noc¸a˜o para a Lo´gica dos Predicados de forma ana´loga. Como
as sentenc¸as envolvem termos, uma interpretac¸a˜o deve incluir um domı´nio, um
conjunto de objetos que proveˆ um significado para os termos. A noc¸a˜o
precisa de uma interpretac¸a˜o sera´ agora definida. Uma interpretac¸a˜o para uma
sentenc¸a deve atribuir um significado a cada um dos simbolos livres da
sentenc¸a. Atribuiremos valores do domı´nio para constantes e as varia´veis livres,
func¸o˜es (sobre o dominio) aos s´ımbolos funcionais e relac¸o˜es (sobre o domı´nio) aos
s´ımbolos predicativos. A associac¸a˜o de um valor para a expressa˜o e´ determinado a
partir dos valores de seus componentes, por aplicar as regras semaˆnticas definidas
para a Lo´gica dos Predicados. O leitor pode estudar estes detalhes em Manna (1985).
8.2.5 Modelos e Consequeˆncia Lo´gica
Usamos aqui a definic¸a˜o dada em Loeckx e Sieber (1987).
Seja W um conjunto de fo´rmulas, tal que W ⊆ WFFB , onde WFFB e´ o con-
junto de fo´rmulas bem-formadas da Lo´gica dos Predicados de base B . B = (F ,P),
onde F e´ conjunto de s´ımbolos funcionais e P e´ o conjunto de s´ımbolos predicativos
da Lo´gica dos Predicados. Uma interpretac¸a˜o φ = (D , I ) e´ chamada um modelo de
W , se toda fo´rmula w ∈W e´ va´lida (|=φ w) sob essa interpretac¸a˜o φ. Uma fo´rmula
w ∈WFFB e´ chamada uma consequeˆncia lo´gica de W - denotado por W |=φ w , se
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w e´ va´lida (|=φ w) para todo modelo φ de W .
O me´todo usual de demonstrac¸a˜o de uma na˜o-contradic¸a˜o, consiste em contruir
um modelo, como definido acima, ou seja oferecer uma interpretac¸a˜o semaˆntica,
para o sistema considerado. Porque se uma teoria admite um modelo, enta˜o ela
e´ na˜o-contradito´ria. Go¨del provou a rec´ıproca desta propriedade: “todo sistema
axioma´tico de primeira ordem, na˜o contradito´rio, possui um modelo”.
8.3 Caracterizando as Lo´gicas Cla´ssicas, Hoje
Hoje, a Lo´gica e´ o estudo filoso´fico do racioc´ınio va´lido. Utilizada em atividades mais
intelectuais, a lo´gica e´ usada principalmente nas disciplinas de filosofia, matema´tica e
na a´rea da cieˆncia da computac¸a˜o. Ela examina de forma gene´rica as formas que a
argumentac¸a˜o pode tomar, quais dessas formas sa˜o va´lidas e quais sa˜o na˜o-va´lidas
(falaciosas). Na matema´tica, estuda-se as formas va´lidas de infereˆncia atrave´s de
uma linguagem formal. Na computac¸a˜o, ajudou a construir os computadores digitais
que temos hoje, como mostrado no Cap´ıtulo 8 do Volume 2 da presente se´rie.
Esta parte da decomposic¸a˜o funcional da estrutura interna das frases (substituindo a
dicotomia sujeito-predicado, herdada da tradic¸a˜o lo´gica aristote´lica, pela oposic¸a˜o ma-
tema´tica func¸a˜o-argumento) e da introduc¸a˜o do conceito de quantificac¸a˜o (impl´ıcito
na lo´gica cla´ssica), tornando assim poss´ıvel a sua manipulac¸a˜o em regras de deduc¸a˜o
formal. Os enunciados ”para todo x - ∀ x”, ”existe x - ∃ x”que denotam operac¸o˜es de
quantificac¸a˜o sobre varia´veis, teˆm a sua origem no seu trabalho, como o exemplo:
”Todos os humanos sa˜o mortais”se torna ”Todos os X sa˜o tais que, se x e´ um humano
enta˜o x e´ mortal”.
Mas, a lo´gica simbo´lica, surgido com Leibniz no se´culo XVII, foi negligenciada por
muitos anos depois de sua invenc¸a˜o. Entretanto, com o trabalho pioneiro de George
Boole, sua grande criac¸a˜o tem sido melhorada. Ate´ 1910 ainda existiam eminentes
matema´ticos desdenhando-a sob a curiosidade filoso´fica, sem qualquer significaˆncia
matema´tica. O trabalho de Whitehead e Russel em Principia Mathematica (1910-
1913) foi o primeiro a convencer um grupo de matema´ticos que a lo´gica simbo´lica
devia receber uma se´ria atenc¸a˜o.
A Lo´gica Simbo´lica e´ uma ferramenta matema´tica para o estudo dos me´todos,
estruturas e validade das deduc¸o˜es e provas matema´ticas. Entretanto, a dificul-
dade desta abordagem ficou clara quando Bertrand Arthur William Russell
(1872-1970) e Alfred North Whitehead (1861-1947) publicaram seu trabalho
monumental denominado Principia Mathematica, o livro em treˆs volumes, publicados
entre 1910 e 1913, onde dezenas de pa´ginas e s´ımbolos foram necessa´rios somente
para provar que 1 + 1 = 2. Russell, foi um dos mais influentes matema´ticos, filo´sofos
e lo´gicos que viveram no se´culo XX.
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Figura 60 – Russell - matema´tico, filo´sofo e lo´gico do se´culo XX.
Fonte: openlibrary.org.
8.3.1 Lo´gica dos Predicados e a Inteligeˆncia Artificial
A Lo´gica dos Predicados e´ uma lo´gica bem apropriada para a a´rea da Inteligeˆncia
Artificial (IA), a inteligeˆncia vista de forma similar a` humana, exibida por software,
como desenvolvida por John McCarthy (1927-2012), um cientista da computac¸a˜o
estadunidense, conhecido pelos estudos no campo da IA, e por ser o criador da
primeira linguagem de programac¸a˜o funcional, chamada LISP (List Processing),
recebeu o Preˆmio Turing de 1972 e a Medalha Nacional de Cieˆncias dos Estados
Unidos de 1991 McCarthy (1963a).
Figura 61 – John McCarthy - O Ca´lculo dos Predicados e a IA.
Fonte: Google Images - www.independent.co.uk.
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Ale´m, das Lo´gicas Proposicional e de Predicados, existem as Lo´gicas Temporais
descorrentes destas, que podem ser aplicadas para especificar e verificar proprieda-
des de sistemas de computac¸a˜o, mas especificamente, os sistemas concorrentes ou
distribu´ıdos.
8.3.2 Ferramentas atuais em Lo´gica de Primeira Ordem
Existem algumas ferramentas baseadas em lo´gica de primeira ordem, para se provar
a correc¸a˜o de protocolos criptogra´ficos:
• Timed Cryptographic Protocol Logic Kramer (2006) (http://eprint.iacr.org/).
• Um outro provador de teoremas e´ AVISPA - Automated Validation of Internet
Security Protocols and Applications (http://www.avispa-project.org/).
• Uma outra ferramenta e´ a que esta´ em Han Zhiyong Zhou (2009).
• Outra lo´gica e´ a que e´ apresentada em Time-Dependent Cryptographic Protocol
Logic and Its Formal SemanticsLei Jun Liu (2011), onde uma lo´gica modal
predicativa e´ proposta.
• SPASS - An Automated Theorem Prover for First-Order Logic with Equality
(http://www.spass-prover.org/)
• PROVERIF - Cryptographic protocol verifier in the formal model (http://prose-
cco.gforge.inria.fr/personal/bblanche/proverif/)
8.4 Ordens nas Lo´gicas Cla´ssicas
Aqui cabe a explicac¸a˜o do que vem a ser a ordem sobre uma lo´gica cla´ssica.
• Lo´gica Proposicional de ordem 0: Tambe´m conhecida por Lo´gica Senten-
cial, e´ a lo´gica mais ba´sica, que descreve apenas verdades-absolutas.
• Lo´gica de Primeira Ordem: e´ uma extensa˜o de lo´gica proposicional, onde se
pode expressar verdades-relativas, onde se pode quantificar varia´veis atrave´s
dos quantificadores ∃ (existe) e ∀ (para todo). Usa a ide´ia de universo de
discurso ou domı´nio de discurso (normalmente chamado apenas de ”domı´nio”).
O domı´nio e´ um conjunto sobre os quais se pode quantificar. A lo´gica de
primeira ordem inclui apenas varia´veis e quantificadores sobre elementos
individuais do domı´nio. Por exemplo, na sentenc¸a de primeira ordem (∀ x |
x 6= x + 1), a varia´vel x e´ usada para representar um indiv´ıduo arbitra´rio, no
domı´nio da lo´gica de primeira ordem.
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• Lo´gica de Segunda Ordem: na lo´gica matema´tica, a lo´gica de segunda
ordem e´ uma extensa˜o da lo´gica de primeira ordem, pela adic¸a˜o de varia´veis
e quantificadores sobre conjuntos de indiv´ıduos. Por exemplo a sentenc¸a
(∀ S ∧ ∀ x )(x ∈ S ∨ x 6∈ S ) diz que, para todo o grupo S de indiv´ıduos e todo
indiv´ıduo x , ou x pertence a S , ou x na˜o pertence a S (este e´ o princ´ıpio da
bivaleˆncia). Uma sentenc¸a na lo´gica de segunda ordem, assim como na lo´gica de
primeira ordem, e´ uma fo´rmula bem formada sem varia´veis livres (de nenhum
tipo).
• Lo´gica de Alta-Ordem (High Order Logic): na matema´tica e na lo´gica, uma
lo´gica de ordem superior e´ uma forma de lo´gica de predicados que se distingue
da lo´gica de primeira ordem por permitir a presenc¸a de quantificadores sobre
predicados e func¸o˜es. Por exemplo, numa lo´gica de alta-ordem, um quantificador
existencial sobre um s´ımbolo de func¸a˜o poderia ser interpretado como um
modificador ”Existe uma func¸a˜o f”. Este sistema formal se distingue em que
suas fo´rmulas conte´m varia´veis que podem ser quantificadas, e por possuir uma
semaˆntica mais forte. Lo´gicas desse tipo, com sua semaˆntica padra˜o, sa˜o mais
expressivas, que a de primeira ordem.
8.4.1 Lo´gica de Segunda Ordem
Da lo´gica de segunda ordem e seus resultados metalo´gicos: suas propriedades na
teoria dos modelos sa˜o ”menos bem-comportadas”do que as da lo´gica de primeira
ordem em relac¸a˜o a certas aplicac¸o˜es.
Segue como corola´rio do Teorema da Incompletude de Go¨del, que na˜o ha´
sistema dedutivo (isto e´, na˜o ha´ uma ”demonstrabilidade”) para fo´rmulas de segunda
ordem que satisfac¸a simultaneamente esses treˆs atributos desejados:4
(Correc¸a˜o) Toda sentenc¸a demonstra´vel de segunda ordem e´ universalmente va´lida,
isto e´, verdadeira em todos domı´nios sob a semaˆntica padra˜o.
(Completude) Toda fo´rmula de segunda ordem universalmente va´lida, sob a
semaˆntica padra˜o, e´ demonstra´vel.
(Efetividade) Existe um algoritmo que possa verificar e decidir corretamente se
uma dada sequeˆncia de s´ımbolos e´ uma demonstrac¸a˜o va´lida ou na˜o.
Este corola´rio e´ expresso dizendo-se que a lo´gica de segunda ordem na˜o admite
uma teoria de demonstrac¸a˜o completa. Neste aspecto a lo´gica de segunda ordem
com semaˆnticas padra˜o difere da lo´gica de primeira ordem, e esta e´ uma das razo˜es
pelas quais os lo´gicos muitas vezes evitam usar lo´gica de segunda ordem.
Como foi mencionado acima, Henkin demonstrou que o sistema dedutivo padra˜o
para o lo´gica de primeira ordem e´ correto, completo, e efetivo para a lo´gica de
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segunda ordem com semaˆntica de Henkin, e o sistema dedutivo com princ´ıpios
de compreensa˜o e de escolha sa˜o corretos, completos e efetivos para as semaˆnticas de
Henkin que usa apenas modelos que satisfazem esses princ´ıpios.
8.4.2 Lo´gica de Alta Ordem
Lo´gica de primeira ordem quantifica apenas as varia´veis (∃, ∀); lo´gica de segunda
ordem, ale´m disso, tambe´m quantifica sobre conjuntos; lo´gica de terceira ordem
tambe´m quantifica sobre conjuntos de conjuntos, e assim por diante.
Por exemplo, a frase ∀P , de segunda ordem, tal que:
(0 ∈ P ∧ ∀ i .I ∈ P → i + 1 ∈ P)→ (∀ n.N ∈ P)
expressa o princ´ıpio da induc¸a˜o matema´tica.
Em matema´tica e lo´gica, uma lo´gica de ordem superior e´ uma forma de lo´gica
de predicados que se distingue da lo´gica de primeira ordem pela aplicac¸a˜o de quanti-
ficadores adicionais e uma semaˆntica mais rigorosa. Lo´gicas de ordem superior tem
semaˆntica mais expressiva, mas suas propriedades modelo-teo´rico (da Teoria dos
Modelos, que estuda estruturas matema´ticas, do ponto de vista da lo´gica, na qual
(”algebra universal + logic = teoria dos modelos”) sa˜o menos bem-comportadas do
que os de lo´gica de primeira ordem.
Lo´gica de ordem superior e´ a unia˜o de primeira, segunda, terceira ... ordem lo´gica;
ou seja, ele admite quantificac¸a˜o sobre conjuntos arbitrariamente profundamente
aninhados.
Aplicando esta lo´gica, existe o sistema provador de teoremas, denominado Isa-
belle Nipkow Lawrence C. Paulson (2014), utilizado para provar hardware e software,
e que na a´rea de seguranc¸a computacional pode provar a correc¸a˜o de protocolos
criptogra´ficos.
Atualmente ha´ duas semaˆnticas poss´ıveis para HOL. Na semaˆntica padra˜o ou com-
pleta, quantificados e objetos do tipo superior variam sobre todos os objetos poss´ıveis
tipo. Por exemplo, um quantificador sobre um conjunto de indiv´ıduos varia ao longo
de todo o conjunto das partes do conjunto de indiv´ıduos. Assim, na semaˆntica padra˜o,
uma vez que o conjunto de indiv´ıduos e´ especificado, temos o suficiente para indicar
todos os quantificadores.
HOL com semaˆntica padra˜o e´ mais expressiva do que a lo´gica de primeira or-
dem por, exemplo, admitir axiomatizac¸o˜es catego´ricas dos nu´meros naturais e dos
nu´meros reais, que sa˜o poss´ıveis com a lo´gica de primeira ordem. No entanto, sabemos
atrave´s dos resultados de Go¨del, que HOL com semaˆntica padra˜o na˜o admite um
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efetivo e completo ca´lculo como prova eficaz.
8.5 Lo´gica Dedutiva e Indutiva
A lo´gica diferencia duas classes fundamentais de argumentos: os dedutivos e os
indutivos. Os argumentos dedutivos sa˜o aqueles em que as premissas fornecem um
fundamento definitivo da conclusa˜o, enquanto nos indutivos as premissas proporcio-
nam somente alguma fundamentac¸a˜o da conclusa˜o, mas na˜o uma fundamentac¸a˜o
conclusiva.
Um racioc´ınio indutivo e´ um tipo de racioc´ınio que partindo de premissas par-
ticulares obte´m uma conclusa˜o universal. Uma outra maneira de expressar essa
diferenc¸a e´ dizer que numa deduc¸a˜o e´ imposs´ıvel que as premissas sejam verdadeiras
e a conclusa˜o falsa, mas no racioc´ınio indutivo no sentido forte isso e´ poss´ıvel, embora
seja pouco prova´vel. Num racioc´ınio dedutivo a informac¸a˜o da conclusa˜o ja´ esta´
contida nas premissas, de modo que se toda a informac¸a˜o das premissas e´ verdadeira,
a informac¸a˜o da conclusa˜o tambe´m devera´ ser verdadeira. No racioc´ınio indutivo a
conclusa˜o conte´m alguma informac¸a˜o que na˜o esta´ contida nas premissas, ficando em
aberto a possibilidade de que essa informac¸a˜o a mais cause a falsidade da conclusa˜o
apesar das premissas verdadeiras Copi Cohen (1990).
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primeira teoria matema´tica que tratou de conjuntos foi desenvolvida por Cantor -
Georg Ferdinand Ludwig Philipp Cantor (1845-1918). A partir do final do
se´culo XIX a teoria dos onjuntos tornou-se uma poderosa ferramenta matema´tica
para aplicac¸o˜es em muitos campos da matema´tica, mas sobretudo, aqui sera´ usada
como base para os capitulos seguintes, que focalizam a origem matema´tica da cieˆncia
da computac¸a˜o. O matema´tico Georg Cantor comec¸ou as suas pesquisas estudando
se´ries trigonome´tricas, mas logo foi direcionado por elas a elucidar o conceito de
conjunto. Dessa maneira ele deu origem a` teoria de conjuntos, desenvolvendo a
primeira teoria matema´tica dos nu´meros infinitos. Conjuntos representam uma forma
simples de se modelar o mundo em que vivemos.
No se´culo XIX, a chamada escola de Berlin participava o matema´tico alema˜oLeopold
Kronecker (1823-1891). Ele estudou em Berlim e obteve o grau de doutor em 1845
com uma tese sobre Teoria dos Nu´meros. As suas principais contribuic¸o˜es para a
matema´tica foram no campo da a´lgebra e continuidade de func¸o˜es. A esta escola
pertenceram matema´ticos eminentes, especialistas em a´lgebra e na teoria dos nu´meros
alge´bricos. A esses nomes podemos associar Richard Dedekind e seu aluno nota´vel,
Georg Cantor. Richard Dedekind, em constante contato com Cantor, utilizava
os desenvolvimentos da teoria de conjuntos na sua elucidac¸a˜o do conceito de conti-
nuidade e na sua definic¸a˜o dos nu´meros reais. Como expressado por Hilbert com
refereˆncia a Dedekind:
“O matema´tico viu-se forc¸ado a ser um filo´sofo, para poder seguir sendo
matema´tico.”
O ensinamentos de Kronecker sobre o infinito estavam em constante flagrante com
as teorias de Dedekind e especialmente de Cantor. Richard Dedekind, durante
31 anos professor na Technishe Hochschule de Brunswick, construiu uma teoria
rigorosa dos nu´meros irracionais. Karl Wilhelm Theodor Weierstrass (1815-
1897), mais conhecido como Karl Weierstrass, foi um matema´tico alema˜o, professor
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Figura 62 – Leopold Kronecker - Algebrista do se´culo XIX, orientador acadeˆmico de
Georg Cantor.
Fonte: https://pt.wikipedia.org/wiki/Leopold Kronecker.
na Universidade de Berlim. Cantor e Weierstrass deram definic¸o˜es aritme´ticas de
nu´meros irracionais um tanto diferentes da teoria de Dedekind, mas baseados em
considerac¸o˜es semelhantes.
Figura 63 – Karl Weierstrass - Contemporaˆneo de Cantor em Berlin.
Fonte: https://pt.wikipedia.org/wiki/Karl Weierstrass.
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Aos olhos de Kronecker, entretanto, o maior herege, que se opunha a`s opinio˜es
determinadas por certos grupos, era Cantor. Cantor era conhecido na˜o so´ pela sua
teoria dos irracionais, mas tambe´m pela sua teoria dos conjuntos. Com essa teoria,
Cantor criou um campo inteiramente novo da pesquisa matema´tica, que era capaz de
satisfazer as exigeˆncias mais sutis do rigor, uma vez que suas premissas fossem aceitas.
As publicac¸o˜es de Cantor comec¸aram em 1870 e continuaram durante muitos
anos. Em 1883 publicou Grundlagen einer allgemeinen Mannigfaltigkeitslehre, onde
desenvolver uma teoria dos nu´meros cardinais transfinitos (como contar conjuntos
infinitos) baseada num tratamento matematico sistema´tico do infinito. Atribui o
menor cardinal transfinito ℵN ao conjunto enumera´vel. dando ao continuum um
nu´mero transfinito mais elevado e, deste modo, conseguiu, tornou-se poss´ıvel criar
uma aritme´tica dos nu´meros transfinitos ana´loga a` aritme´tica ordina´ria. No sentido
de ordenar conjuntos infinitos, Cantor tambe´m definiu nu´meros ordinais transfini-
tos, expressando a maneira pela qual conjuntos infinitos pudessem estar ordenados
(existisse uma relac¸a˜o de ordem sobre os conjuntos infinitos.
O principal opositor de Cantor era Kronecker, que representava uma tendeˆncia
totalmente oposta no mesmo processo de aritmetizac¸a˜o das matema´ticas, diante das
controve´rsias das correntes filoso´ficas da matema´tica do se´culo XIX. Kronecker era
da corrente intuicionista, enquanto Cantor, da corrente formalista. Mas, Cantor
ganhou larga aceitac¸a˜o quando a sua teoria para a fundamentac¸a˜o da teoria das
func¸o˜es reais e em topologia (espac¸os topolo´gicos) se tornaram cada vez mais o´bvia,
especialmente depois de Lebesgue, que em 1901, enriqueceu a teoria dos conjuntos
com a sua teoria da medida. Continuavam a haver dificuldades lo´gicas na teiroa dos
nu´meros transfinitos e apareceram paradoxos, como, por exemplo, os de Bertrand
Russel. Isto mais uma vez conduziu a diferentes escolas de pensamento sobre os
fundamentos da matema´tico. A controve´rsia do se´culo XX entre formalistas e intuici-
onistas era, assim, uma continuac¸a˜o a um novo n´ıvel da controve´rsia entre Cantor e
Kronecker, que teria outros protagonistas. O leitor pode continuar entendendo o
que aconteceu no in´ıcio do se´culo XX, no cap´ıtulos 14 e 15.
Cantor foi um matema´tico russo. Em 1856 sua famı´lia mudou-se para a Alemanha,
continuando a´ı os seus estudos. Doutorou-se na Universidade de Berlim em 1867,
tendo como professores Ernst Kummer, Karl Weierstrass e Leopold Kronec-
ker. Em 1872 foi docente na Universidade de Halle-Wittenberg, na cidade alema˜
Halle an der Saale, ficando conhecido por ter elaborado toda a conceituac¸a˜o da
teoria dos conjuntos.
Henri Le´on Lebesgue(1875-1941) foi um matema´tico franceˆs. Estudou de 1894 a
1897 na Escola Normal Superior de Paris e foi professor no Lyce´e Henri-Poincare´ de
Nancy. La´ ele descobriu a integral que leva seu nome. O autor, quando estudante de
graduac¸a˜o no Instituto de Matema´tica da UFRJ (1971-1974), cursou um disciplina
sobre a integral de Lebesgue. Lembra o autor que nesta disciplina foram demonstrados
12 lemas para se poder demonstrar o primeiro teorema.
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Figura 64 – Cantor - as primeiras ideias da teoria dos conjuntos
Fonte: https://pt.wikipedia.org/wiki/Georg Cantor.




Os conceitos da teoria dos conjuntos sa˜o simples, mas requerem a abstrac¸a˜o e a
maturidade da linguagem de um sistema formal alge´brico: a a´lgebra abstrata dos
conjuntos. A teoria lida com as propriedades de colec¸o˜es de elementos bem definidas
chamadas de conjuntos. Os conjuntos sa˜o, enta˜o, compostos de elementos. E os
elementos podem ser de qualquer natureza. Assim, servem como uma forma de se
modelar o mundo que vivemos. De forma geral, podemos pensar esse mundo, como
conjuntos de coisas de natureza quaisquer.
Posteriormente, no cap´ıtulo sobre a Visa˜o Abstrata de Dados, falaremos de uma
outra maneira de se modelar o mundo computacional que vivemos: os objetos. Mas,
de qualquer forma, quando la´ chegarmos, encontraremos os conjuntos de dados que
sa˜o atributos de uma classe de objetos, os conjuntos de objetos de uma determinada
classe, o conjunto de operac¸o˜es de uma classe. Enfim, encontraremos os conjuntos.
Vamos nos referir neste cap´ıtulo, as noc¸o˜es da teoria dos conjuntos, criada do
ponto de vista intuitivo, por Cantor: a teoria ingeˆnua dos conjuntos. Dados aos pa-
radoxos encontrados pelo pro´prio Cantor e outros, como por exemplo, o que parece
o paradoxo mais importante, o paradoxo de Russel, a teoria dos conjuntos passou
por modificac¸o˜es propostas por outros matema´ticos, no que tange a formulac¸a˜o de
axiomas que sustentassem a teoria de Cantor.
Assim, em 1908, Ernst Zermelo (1871-1953) propoˆs a primeira teoria axioma´tica
dos conjuntos, a chamada teoria dos conjuntos de Zermelo. Em 1922, um ou-
tro matema´tico, Adolf Abraham Halevi Fraenkel (1891-1965), melhorou o sis-
tema axioma´tico criado por Ernst Zermelo. Ele propoˆs um dos muitos sistemas
axioma´ticos que foram propostos no in´ıcio do se´culo XX para promover uma teoria
dos conjuntos sem paradoxos. Na matema´tica, a teoria dos conjuntos de Zermelo-
Fraenkel, nomeada em homenagem a eles, e´ a forma padra˜o da teoria axioma´tica
dos conjuntos, sendo o fundamento matema´tico mais comum, que conhecemos hoje.
Entretanto, pelo n´ıvel a que se propo˜e este livro, adotaremos um ponto de vista
informal, para mostrar va´rios exemplos na a´rea da cieˆncia da computac¸a˜o, e ilustrar
o entendimento da matema´tica, usando esta cieˆncia.
O primeiro trabalho de Fraenkel foi nos nu´meros p-a´dicos de Kurt Hensel e na
Teoria dos Ane´is, uma estrutura alge´brica definida entre os grupos e corpos alge´bricos,
na˜o abordada neste volume, mas que tem importaˆncia no estudo dos polinoˆmios.
Ele e´ conhecido por seu trabalho em teoria axioma´tica dos conjuntos, publicando
seu primeiro grande trabalho no tema (“Einleitung in die Mengenlehre”), em 1919.
Em 1922 e 1925 ele publicou dois artigos em que procurava melhorar o sistema
axioma´tico de Zermelo; o resultado sa˜o os axiomas de Zermelo-Fraenkel. Fraenkel
trabalhou na Teoria dos conjuntos e nos Fundamentos da matema´tica. Fraenkel
tambe´m estava interessado na histo´ria da matema´tica, escrevendo em 1920 e 1930
sobre os trabalhos alge´bricos de Gauss, e ele publicou uma biografia de Cantor.
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Figura 66 – Ernst Zermelo: a formalizac¸a˜o da teoria dos conjuntos de Cantor
Fonte: www.learn-math.info.
Figura 67 – Adolf Fraenkel: a formalizac¸a˜o da teoria dos conjuntos de Cantor
Fonte: https://pt.wikipedia.org/wiki/Adolf Abraham Halevi Fraenkel.
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Ao mesmo tempo e de forma independente, o matema´tico noruegueˆs Thoralf Albert
Skolem (1887-1963) fazia o mesmo. Skolem conhecido principalmente por seu
trabalho em lo´gica matema´tica e teoria dos conjuntos. O resultado, um sistema
de dez axiomas, chamados de axiomas de Zermelo-Fraenkel, e´ o mais utilizado
atualmente para fundamentar a teoria dos conjuntos.
Figura 68 – Skolem - O pioneiro na construc¸a˜o de modelos na˜o-standard de aritme´tica
e teoria dos conjuntos.
Fonte: https://pt.wikipedia.org/wiki/Thoralf Skolem.
Skolem publicou aproximadamente 180 artigos sobre equac¸o˜es diofantinas, teoria
dos grupos, teoria dos reticulados, e principalmente sobre, lo´gica matema´tica e teoria
dos conjuntos. Skolem publicou uma demonstrac¸a˜o em 1927, mas Emmy Noether
independentemente o redescobriu alguns anos depois. Skolem foi um dos primeiros
a escrever sobre reticulados. Em matema´tica, especialmente na teoria da ordem e em
a´lgebra, um reticulado e´ uma estrutura L = (L,R) tal que L e´ parcialmente ordenado
por R e para cada dois elementos a, b de L, existe o supremo (menor limite superior)
e o ı´nfimo (maior limite inferior) de {a, b}. Skolem foi um pioneiro da Teoria
dos Modelos. Na matema´tica, Teoria de Modelos e´ o estudo da representac¸a˜o de
conceitos matema´ticos em termos de teoria de conjuntos, ou o estudo de modelos que
apoiam sistemas matema´ticos. E´ assumido que existem alguns objetos matema´ticos
pre´-existentes, e investiga-se o que pode ser conclu´ıdo de tal colec¸a˜o de objetos,
algumas operac¸o˜es e/ou relac¸o˜es entre estes objetos, e alguns axiomas. Em 1920, ele
simplificou enormemente a demonstrac¸a˜o de um teorema de Leopold Lo¨wenheim,
demonstrado em 1915, resultando no teorema de Lo¨wenheim-Skolem, o qual afirma
que se uma teoria tem um modelo, enta˜o ela tem um modelo enumera´vel. Skolem
(1922) refinou os axiomas de Zermelo para a teoria dos conjuntos, mas utilizando a
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lo´gica de primeira ordem. O axioma resultante e´ parte, agora, dos axiomas padra˜o da
teoria dos conjuntos. Em 1933 e posteriormente, Skolem foi pioneiro na construc¸a˜o
de modelos na˜o-standard de aritme´tica e teoria dos conjuntos.
A completude da lo´gica de primeira ordem e´ um corola´rio fa´cil, de resultados
demonstrados por Skolem no in´ıcio dos anos 20 e discutidos em Skolem (1928),
mas ele na˜o chegou a perceber este fato, talvez devido ao fato de os matema´ticos
e lo´gicos na˜o estarem conscientes da completude como um problema matema´tico
fundamental ate´ a primeira edic¸a˜o de 1928 do Principles of Theoretical Logic de
Hilbert e Ackermann quando a completude foi claramente enunciada. Em todo caso,
Kurt Go¨del primeiro provou esta completude em 1930.
Skolem desconfiou da ideia de infinito absoluto e foi um dos fundadores do fi-
nitismo na matema´tica. Skolem (1923) mostrou sua aritme´tica primitiva recursiva,
uma contribuic¸a˜o muito precoce para a teoria das func¸o˜es computa´veis, como meio de
evitar os enta˜o chamados paradoxos do infinito. Enta˜o, ele desenvolveu a aritme´tica
dos nu´meros naturais primeiramente definindo os elementos por recursa˜o primitiva, e
enta˜o montando outro sistema para demonstrar propriedades dos elementos definidos
pelo primeiro sistema. Esses dois sistemas o possibilitavam definir nu´meros primos e
estabelecer uma parcela considera´vel da teoria dos nu´meros. Se o primeiro desses
sistemas puder ser considerado como uma linguagem de programac¸a˜o para definir
elementos, e o segundo como lo´gica de programac¸a˜o para demonstrar propriedades
desses elementos, Skolem pode ser visto como um pioneiro na˜o-intencional da cieˆncia
da computac¸a˜o teo´rica.
Como veremos no cap´ıtulo ??, em 1929, Presburger provou que a aritme´tica
de Peano sem multiplicac¸a˜o era consistente, completa (estes conceitos o leitor pode
ver no cap´ıtulo 15) e decid´ıvel (ver no cap´ıtulo 12). No ano seguinte, Skolem provou
que o mesmo era verdade para a aritme´tica de Peano sem a soma, um sistema
denominado de aritme´tica de Skolem em sua homenagem. O famoso resultado de
Go¨del em 1931 (ver em 15) e´ que a pro´pria aritme´tica de Peano (com ambas adic¸a˜o
e multiplicac¸a˜o) era incompleta e consequentemente indecid´ıvel.
9.1 A soluc¸a˜o da angu´stia de Cantor
A soluc¸a˜o da angu´stia de Cantor, a hipo´tese do continuum, era a hipo´tese de que,
depois do primeiro infinito, a pro´xima quantidade infinita seria a quantidade de
pontos de um continuum, ou seja, a quantidade dos pontos da reta real (R). Cerca
de 60 anos se passaram, apo´s a descoberta de Cantor desse problema fundamental,
ate´ que aparecesse uma soluc¸a˜o. Ela foi encontrada por um outro matema´tico genial,
dessa vez da Universidade de Chicago, chamado Paul Joseph Cohen (1934-2007),
nascido em Long Branch, New Jersey, Estados Unidos. Cohen doutorou-se em
matema´tica em 1958, na Universidade de Chicago. E´ mais conhecido pela sua prova
da independeˆncia entre a hipo´tese do continuum e o axioma da escolha da teoria de
9.1. A soluc¸a˜o da angu´stia de Cantor 175
conjuntos de ZermeloFraenkel.
Figura 69 – Paul Joseph Cohen: a soluc¸a˜o sobre a Hipo´tese do Continuum de Cantor.
Fonte: curvebank.calstatela.edu.
Na e´poca de Cohen ja´ havia suficiente maturidade matema´tica na teoria dos con-
juntos para que algue´m percebesse (provavelmente so´ Cohen percebeu na e´poca)
que a noc¸a˜o de conjunto era muito vaga (a teoria dos conjuntos nasceu ingeˆnua) para
que a hipo´tese do continuum pudesse ser demonstrada como verdadeira ou falsa.
Cohen provou que a hipo´tese do continuum na˜o podia ser demonstrada com os
outros axiomas da teoria, assim como sua negac¸a˜o tambe´m na˜o poderia. Como
consequeˆncia, acabamos podendo impor, ou na˜o, a hipo´tese do continuum como
um axioma independente dos demais, obtendo assim pelo menos duas matema´ticas
diferentes e contradito´rias.
Por causa do trabalho de Cohen, surgiram a possibilidade da existeˆncia de pelo
menos duas matema´ticas diferentes. Uma matema´tica ja´ era determinada por um
sistema lo´gico subjacente e por uma teoria de conjuntos. Logo, como ja´ se sabia
antes de Cohen, existem infinitas matema´ticas porque existem infinitas lo´gicas.
Qualquer mudanc¸a em algum axioma do sistema lo´gico subjacente, ou em algum
axioma de uma teoria de conjuntos, pode produzir uma matema´tica totalmente
diferente. Mesmo que seja so´ uma simples mudanc¸a, em apenas um axioma - por
exemplo, como aconteceu com a matema´tica baseada na Fuzzy Logic (lo´gica difusa),
uma matema´tica que tantas aplicac¸o˜es industriais, tecnolo´gicas e cient´ıficas tem tido
nos seus anos de existeˆncia.
Mas, o trabalho de Cohen mostrou que a hipo´tese do continuum, que Cantor
tentou desesperadamente demonstrar e´, surpreendentemente, um axioma da teoria
dos conjuntos que pode ser afirmado ou negado, produzindo matema´ticas diferentes
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em cada caso. O curioso e´ que, aparentemente, so´ a matema´tica cla´ssica - aquela
que afirma a hipo´tese do continuum - tem interessado a` maioria dos f´ısicos e veio a
interessar aos matema´ticos que conduziram a` cieˆncia da computac¸a˜o.
Cohen falou sobre seu trabalho sobre a independeˆncia do axioma da escolha e
da hipo´tese do continuum dos axiomas de Zermelo-Fraenkel em uma palestra de
t´ıtulo ”Independence results in set theory”, apresentada no simpo´sio internacional
sobre a ”teoria dos modelos”em Berkeley, em julho de 1963. Sua prova apareceu em
dois artigos ”The Independence of the Continuum Hypothesis”(1963) e ”The Inde-
pendence of the Continuum Hypothesis II”(1964). Andrzej Mostowski, revisando
o primeiro deles, escreveu:
- Estes resultados apresentam as soluc¸o˜es longamente aguardadas, dos mais
destacados problemas em aberto da teoria dos conjuntos axioma´tica e deve ser
considerado como o mais importante avanc¸o no estudo da teoria dos conjuntos
axioma´tica, desde a publicac¸a˜o de Go¨del (cap´ıtulo 15) em 1940, da monografia
”The Consistency of the Continuum Hypothesis”( 1940). ... Para este revisor parece
mais do que prova´vel que a influeˆncia da descoberta de Cohen sera´, pelo menos,
ta˜o profunda em metamatema´tica, como na filosofia geral da matema´tica (e
talvez na˜o somente de matema´tica).
Em 1966, Cohen publicou a monografia sobre Teoria dos Conjuntos e a Hipo´tese
do Continuum, baseada em um curso que ele deu em Harvard na primavera de 1965.
Azriel Le´vy, quem ouviu pela primeira vez os resultados de Cohen na confereˆncia
sobre a teoria dos modelos em Berkeley, escreveu:
- Esta monografia e´ principalmente uma exposic¸a˜o dos resultados ce´lebres do autor,
ou seja, a independeˆncia da hipo´tese do cont´ınuo e o axioma da escolha. Ale´m disso,
tambe´m apresenta os principais resultados cla´ssicos em lo´gica e teoria dos conjuntos.
... Este livro apresenta uma abordagem nova e intuitiva e da´ alguns vislumbres do
processo mental que levou o autor a suas descobertas. O leitor encontrara´ neste livro
apenas a quantidade certa de observac¸o˜es filoso´ficas para uma monografia
matema´tica.
John Charles Fields (1863-1932) foi um matema´tico canadense que fundou a
Medalha Fields, destinada a agraciar matema´ticos por conquistas excepcionais. No
mesmo ano, Cohen foi premiado com uma medalha Fields, considerada o preˆmio
Nobel da Matema´tica, pelo seu trabalho fundamental sobre os fundamentos da teoria
dos conjuntos.
No inicio do se´culo XX, em 1900, o matema´tico David Hilbert (leia no capi-
tulo 14), formulou uma lista de 23 problemas como desafio para os matema´ticos do
se´culo XX e a apresentou no Congresso Internacional de Matema´tica de Paris. O
primeiro problema era a independeˆncia da hipo´tese do continuum em relac¸a˜o aos
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outros axiomas das teorias de conjuntos. Cohen teve a distinc¸a˜o de resolver, 63 anos
depois, o Problema 1 de Hilbert (ver em 14).
9.2 Conceitos Primitivos
Voltando a` teoria dos conjuntos ba´sica, as seguintes noc¸o˜es sera˜o consideradas como
conceitos primitivos : conjunto, elemento, relac¸a˜o de pertineˆncia, relac¸a˜o de igualdade,
igualdade de conjuntos e par ordenado.
Definic¸a˜o: (Conjunto) - Um conjunto e´ uma colec¸a˜o de elementos, sem consi-
derar repetic¸a˜o desses elementos dentro do conjunto. Se repetic¸a˜o de elementos e´
envolvida, o conceito e´ mais amplo e e´ denominado bag, em alusa˜o a uma bolsa, que
pode conter va´rios elementos repetidos dentro dela.
Definic¸a˜o: (Elemento) - Um elemento e´ um membro de um conjunto.
Definic¸a˜o: (Relac¸a˜o de Pertineˆncia) - Sem um elemento x faz parte de um
conjunto X , usa-se a notac¸a˜o x ∈ X , que deve ser lida como ”x e´ elemento do
conjunto X ”ou ”x pertence a X ”. A negac¸a˜o de x ∈ X e´ representada por x 6∈ X ,
onde se leˆ ”x na˜o pertence a X .
Definic¸a˜o: (Relac¸a˜o de Igualdade) - Se dois elementos a e b representam o mesmo
elemento, escrevemos a = b e dizemos ”a e´ igual a b e o s´ımbolo denominado sinal de
igualdade. A negac¸a˜o de a = b sera´ indicada por a 6= b e que significa ”a e´ diferente
de b”, ou seja, os s´ımbolos a e b na˜o representam o mesmo elemento.
Definic¸a˜o: (Igualdade de Conjuntos) - Consideraremos que dois conjuntos A
e B sa´o iguais se, e somente se, todo elemento de A pertence a B e todo elemento de
B pertence a A. Abreviadamente, A = B .
Definic¸a˜o: (Subconjunto) - Sejam A e B dois conjuntos. Diz-se que A e´ subconjunto
de B se, e somente se, todo elemento de A e´ tambe´m elemento de B . Usa-se a notac¸a˜o
A ⊂ B para indicar que A e´ subconjunto de B , A e´ uma parte de B , que A esta´ contido
em B ou que B conte´m A, isto e´ B ⊃ A. O s´ımbolo ⊂ e´ denominado sinal de inclusa˜o.
Uma vez, introduzido o sinal de inclusa˜o ⊂, a noc¸a˜o de igualdade entre conjuntos
pode ser posta como A = B se, e somente se, A ⊂ B e B ⊂ A.
Definic¸a˜o (Complementar)
Seja A uma parte de um conjunto E e seja, por hipo´tese que, um conjunto A′, tal que
A′ ⊂ E , formado por todos os elementos x tais que x 6∈ A: A′ = {x ∈ E | x 6∈ A}.
O conjunto A′ e´ denominado complementar de A em E e e´ indicado por CUA.
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Definic¸a˜o (Conjunto Vazio)
Da definic¸a˜o imediatamente anterior, podemos concluir que se A = E , teremos
que A′ = {x ∈ E | x 6∈ E}, ou seja, A′ e´ um conjunto que na˜o tem elementos. Isto e´,
A′ e´ um conjunto vazio. Tambe´m podemos dizer que uma das partes de um conjunto
E e´ o pro´prio conjunto E , definido como o complementar de E em E , o qual e´
indicado por φ. Esta definic¸a˜o mostra que o conjunto φ na˜o possui nenhum elemento,
e e´ indicado para simbolizar o conjunto vazio.
Tambe´m, se A = E , tem-se que A′ = φ = {x ∈ E | x 6∈ E}, ∀E . E pela hipo´tese na
definic¸a˜o anterior, que φ ⊂ E , ∀E . Esta u´ltima propriedade caracteriza o conjunto
vazio, pois, se um conjunto A e´ tal que A ⊂ E , ∀E , tem-se, em particular que, A ⊂ φ
e como φ ⊂ A, teremos A = φ, o que significa que existe um u´nico conjunto vazio e
que ele esta´ contido em qualquer outro conjunto.
Para explicar o conjunto vazio em computac¸a˜o, o leitor pode imaginar uma ta-
bela de banco de dados que foi criada e que, inicialmente, esta´ vazio, sem ainda
nenhum registro de dados.
Definic¸a˜o (Conjunto Unita´rio)
Seja E um conjunto na´o vazio e seja a um elemento de E . O subconjunto de
{x ∈ E | x = a} e´ indicado por {a} e e´ denominado conjunto unita´rio determinado
pelo elemento a. Note que {a} ⊂ E para qualquer que seja a de E .
Para explicar um conjunto unita´rio em computac¸a˜o, o leitor pode imaginar uma
tabela de banco de dados que foi criado e que, inicialmente, tem armazenado apenas
um registro de dados.
Definic¸a˜o (Conjunto das Partes de um Conjunto)
Para todo conjunto E admite-se que exista um outro conjunto, denotado por P(E ),
cujos elementos sa˜o as partes de E . Em outras plavras, dizer que um conjunto X ⊂ E ,
e´ dizer que X ∈ P(E ). Dizemos que P(E ) e´ o conjunto das partes de E .
Se E = φ, enta˜o, P(E ) e´ um conjunto unita´rio cujo u´nico elemento e´ o con-
junto vazio, isto e´, P(φ) = {φ}.
Note que se X = E , temos E ⊂ E , ou seja E ∈ P(E ). Logo, todo conjunto
tambe´m pode ser considerado como elemento de um outro conjunto.
Para explicar um conjunto das partes em computac¸a˜o, o leitor pode imaginar uma
tabela de banco de dados que foi criado e que pode-se ter as viso˜es desse banco
(tabela) tendo armazenado registros que podem ser vistos desde o vazio, o unita´rio
(quando so´ existe 1), podendo ser visto tambe´m as suas partes, constitu´ıdas de
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subconjuntos contendo conjuntos de registros, ate´ o u´ltimo subconjunto, a visa˜o final
de toda a tabela, vista em termos de subconjuntos.
9.3 Operac¸o˜es com conjuntos
Para explicar as operac¸o˜es da a´lgebra dos conjuntos, e´ suposto que todos os conjuntos
considerados sa˜o partes de um universo de conjuntos U , chamdo conjunto-universo.
Definic¸a˜o (Intersec¸a˜o de Conjuntos)
Sejam dois conjuntos A e B que sa˜o partes de U . A intersec¸a˜o B , denotada por
A
⋂
B e´ definida como A
⋂
B = {x ∈ U | x ∈ A e x ∈ B}.
Definic¸a˜o (Conjuntos Disjuntos)
Sejam dois conjuntos A e B que sa˜o partes de U . Se A intersec¸a˜o B = φ, di-
zemos que A e B sa˜o conjuntos disjuntos, ou seja, na˜o tem elementos em comum.
Definic¸a˜o (Unia˜o de Conjuntos)
Sejam dois conjuntos A e B que sa˜o partes de U . A ∪ B , denotada por A ∪ B
e´ definida como A ∪ B = {x ∈ U | x ∈ A ou x ∈ B}.
Definic¸a˜o (Diferenc¸a entre Conjuntos)
Sejam dois conjuntos A e B que sa˜o partes de U . O subconjunto A − B =
{x ∈ U | x ∈ A ou x 6∈ B} e´ denominado diferenc¸a entre A e B .
9.4 Visualizac¸a˜o das Operac¸o˜es entre Conjuntos
As definic¸o˜es de complemento, intersec¸a˜o, unia˜o e diferenc¸a entre conjuntos, podem
ser visualizadas nas Figuras 1a, 1b, 1c e 1d, pelos diagramas de Venn. John Venn
(1834-1923) foi um matema´tico ingleˆs. A partir de 1862, foi professor na Universidade
de Cambridge, estudou e ensinou lo´gica e teoria das probabilidades.
Teorema (Propriedades das Operac¸o˜es sobre conjuntos)
Quaisquer que sejam as partes A, B e C de U , tem-se:
1. A ∩ A = A e A ∪ A = A
2. A ∩ B = B ∩ A e A ∪ B = B ∪ A (propriedades comutativas)
3. A ∪ Φ = A e A ∩ U = A
4. (A ∩ B) ∩ C = A ∩ (B ∩ C ) e (A ∪ B) ∪ C = A ∪ (B ∪ C ) (propriedades
associativas)
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Figura 70 – Diagramas de Venn para as operac¸o˜es sobre conjuntos.
Fonte: https://pt.wikipedia.org/wiki/John Venn.
Figura 71 – Diagramas de Venn - Complemento, intersec¸a˜o, unia˜o e diferenc¸a entre
conjuntos.
Fonte: Elementos de A´lgebra, Jacy Monteiro, Monteiro (1969).
5. A ∩ (B ∪ C ) = (A ∩ B) ∪ (A ∩ C ) e A ∪ (B ∩ C ) = (A ∪ B) ∩ (A ∪ C )
(propriedades distributivas)
Aqui, um primeiro exemplo de uma a´lgebra, o que vem a ser a a´lgebra dos conjuntos.
As noc¸o˜es de conjuntos finitos e infinitos, alguns axiomas desta teoria e a noc¸a˜o de
subconjunto e as operac¸o˜es ba´sicas sobre conjuntos, sa˜o mostrados como esta˜o em
Monteiro (1969).
9.5 Bag Theory - Multiconjuntos
Bag theory, tambe´m chamada de teoria dos multiconjuntos e´ uma generalizac¸a˜o
do conceito de conjunto. Num conjunto na˜o existem elementos repetidos. Mas, a
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repetic¸a˜o e´ consentida numa bag (num multiconjunto). Uma bag, corresponde ao
caso de um bolsa que pode conter elementos iguais que sa˜o repetidos. Para especificar
sistemas de computac¸a˜o, existe o me´todo formal da linguagem Z Spivey (1988),
Spivey (1989), que se utiliza da teoria dos conjuntos Monteiro (1969), da lo´gica
dos predicados Loeckx e Sieber (1987), das func¸o˜es do λ-Ca´lculo Michaelson (1989).
Estendendo a linguage Z, existe a linguagem de especifica˜o OBJECT Z Duke e Rose
(2000), a qual reu´ne a linguagem Z, mais as estruturas de classe (um tipo abstrato
de dados baseado em estados) com o comportamento dos esquemas da linguagem Z
e mais lo´gica temporal.
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ste cap´ıtulo trata sobre relac¸o˜es e func¸o˜es. Particulamente u´teis na cieˆncia da
computac¸a˜o, as formas de relac¸o˜es de equivaleˆncia e de relac¸o˜es de ordem, apa-
recem em algumas situac¸o˜es relavantes da construc¸a˜o da cieˆncia da computac¸a˜o,
enquanto as func¸o˜es deram origem a toda uma discussa˜o inicial com relac¸a˜o as
suas avaliac¸o˜es que redundaram na teoria da computabilidade e no surgimento das
linguagens funcionais.
Introduzir, agora, a noc¸a˜o de produto cartesiano, e´ importante porque uma pec¸a
chave em um sistema de computac¸a˜o pode ser um banco de dados relacional, cons-
truido a partir de tabelas, e uma tabela explora o conceito de relac¸a˜o, que e´ um
subconjunto de um produto cartesiano. Em termos do que existe matematicamente
sobre relac¸o˜es, as propriedades mais importantes das relac¸o˜es de equivaleˆncia sa˜o
usadas no paradigma da programac¸a˜o orientada a objetos, e as relac¸o˜es de ordem
ordenam eventos em um sistema de computac¸a˜o, ordem dos eventos e´ fundamental.
Finalizando o cap´ıtulo, consideraremos o conceito fundamental de aplicac¸a˜o e func¸a˜o.
10.1 Conceitos Ba´sicos
Definic¸a˜o (Pares Ordenados)
Consideramos a noc¸a˜o de par ordenado como um conceito primitivo. A cada ele-
mento a e a cada elemento b esta´ associado um terceiro elemento indicado por (a, b),
denominado par ordenado, de modo que se tenha (a, b) = (c, d) se, e somente se,
a = c e b = d . Dizemos ainda que a e´ o primeiro elemento do par e b e´ o segundo
elemento do par ordenado (a, b).
Para evitar confuso˜es, fazemos algumas observac¸o˜es:
{a, b} = {b, a}, mas (a, b) 6= (b, a).
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No caso em que a = b, temos {a, b} = {a}, mas (a, b) 6= (b, a). O que sig-
nifica que deve-se fazer distinc¸a˜o entre o conujnto {a, b} e o para ordenado (a, b).
Definic¸a˜o (Produto Cartesiano)
O conceito de produto cartesiano e´ a base para o conceito de relac¸a˜o, que por
sua vez, deu origem, na de´cada dos anos 70, aos bancos de dados relacionais.
Sejam dois conjuntos A e B diferentes do conjunto vazio. Chama-se produto carte-
siano, denotado por A × B , o conjunto de todos os pares ordenados (a, b), onde
a ∈ A e b ∈ B .
Assim, A X B = {(a, b) | a ∈ Aeb ∈ B}.
Se A = Φ ou B = Φ, tem-se que A× B = Φ.
Generalizando, podemos ter um produto cartesiano de mais de dois conjuntos,
tal como A X B X ... X Y X Z . Neste caso, dizemos que temos a construc¸a˜o de
um tupla de n elementos.
Exemplo (Computac¸a˜o - Produto Cartesiano)
Seja um conjunto de pessoas e que um cadastro dessas pessoas tenha que ser
feito por uma empresa que mante´m uma carteira de clientes. Considere enta˜o os con-
juntos denotados por NOME, ENDEREC¸O, IDADE, INTERESSE, INSTITUICAO.
Enta˜o, neste caso, define-se o produto cartesiano destes conjuntos, indicado por
(NOME × ENDERE C¸O × IDADE × INTERESSE × INSTITUICAO), o conjunto
formado por todos as qu´ıntuplas (tuplas de 5 componentes) ordenadas por elementos
destes conjuntos. Produto Cartesino sa˜o muito u´teis para a construc¸a˜o de tabelas que
armazenam dados numa base de dados computacional. Relac¸o˜es sa˜o subconjuntos
de produtos cartesianos, e portanto, tambe´m muito importantes na construc¸a˜o de
bancos de dados chamados relacionais.
10.2 Conceituando Relac¸o˜es
Definic¸a˜o (Relac¸a˜o)
Sejam E e F dois conjuntos e seja E X F o produto cartesiano de E por F . Todo sub-
conjunto R de E X F e´ denominado relac¸a˜o de E em F . Se R e´ uma relac¸a˜o de E em
E , neste caso, dizemos que R e´ um subconjunto de E X E , e R e´ uma relac¸a˜o sobre E .
Se R e´ uma relac¸a˜o entre E e F , usaremos a notac¸a˜o a R b, onde a ∈ E e
b ∈ F , lendo-se ”a esta´ na relac¸a˜o R com o elemento b, porque (a, b) ∈ R.
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10.2.1 Relac¸o˜es de Equivaleˆncia
Descobrir relac¸o˜es de equivaleˆncia e´ fundamental para os matema´ticos entenderem
certas classes de objetos. Como exemplos, temos a congrueˆncia dos inteiros (”desco-
berta”por Gauss), que e´ ferramenta ba´sica para entendermos certos teoremas em
Teoria dos Nu´meros. Esta sec¸a˜o mostra a caracter´ıstica ou condic¸a˜o de coisas equiva-
lentes. Equivalente e´ um adjetivo, oriundo do franceˆs ”e´quivalent”, que expressa
algo que possui igual valor, ou que tem o mesmo sentido. A palavra equivalente,
quando usada para descrever alguma coisa, implica que essa coisa pode substituir
outra tendo igual virtude, significado, ou atributo. Neste sentido pode-se pensar no
conceito de classe, como um conjunto de coisas diferentes que podem substituir ou
representar outras, porque essas coisas sa˜o equivalentes. Exemplos, numa classe de
professores de matema´tica do ensino fundamental, um professor pode substituir ou
representar outro. Note que os professores, como pessoas, sa˜o diferentes, mas, podem
exercer a mesma tarefa, ou seja de ensinar a matema´tica fundamental.
Assim, na matema´tica ou lo´gica, e´ a caracter´ıstica das coisas diferentes, mas que pos-
suem um mesmo valor, mesmo significado. Na Lo´gica, por exemplo, a correspondeˆncia
entre duas proposic¸o˜es (sentenc¸as) diferentes que possuem o mesmo valor-verdade,
ou seja, se uma e´ verdadeira, a outra tambe´m sera´. Do ponto de vista da cieˆncia
da computac¸a˜o, o termo classe e´ um termo te´cnico, aplicado em linguagens orienta-
das a objetos, para descrever conjuntos de estruturas de dados caracterizados por
propriedades comuns, chamadas de atributos. Portanto, seja em matema´tica, lo´gica
ou cieˆncia da computac¸a˜o, coisas diferentes esta˜o reunidas num conjunto de coisas,
mas que existe uma relac¸a˜o entre elas, chamada na a´lgebra de relac¸a˜o de equivaleˆncia.
Definic¸a˜o: (Relac¸a˜o de Equivaleˆncia)
Diz-se que uma relac¸a˜o R sobre um conjunto E e´ uma relac¸a˜o de equivaleˆncia
se, e somente se, sa˜o va´lidas as seguintes condic¸o˜es:
• E1 - ∀ x ∈ E , tem-se x R x , propriedade reflexiva.
• E2 - ∀ x , y ∈ E , se x R y enta˜o y R x , propriedade sime´trica.
• E3 - ∀ x , y , z ∈ E , se x R y e y R z enta˜o x R z , propriedade transitiva.
10.2.2 Relac¸a˜o de Equivaleˆncia e Partic¸a˜o de Conjunto
Seja E um conjunto na˜o vazio e seja A uma parte na˜o vazia de P(E ). Diz-se que
A e´ uma partic¸a˜o do conjunto E (ou seja, A ∈ P(E ) se, e somente se, as seguintes
condic¸o˜es sa˜o verificadas:
a) X 6= Φ, para todo X em A; b) quaisquer que sejam X e Y em A, se X 6= Y ,
enta˜o X ∩ Y = Φ; c) para X ∈ A, ⋃X = E .
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De a) pode-se ver que Φ 6∈ A e a condic¸a˜o b) mostra que as partes em A sa˜o
disjuntas duas a duas.
Existe, na a´lgebra, dois teoremas importantes sobre partic¸o˜es de conjuntos e
relac¸o˜es de equivaleˆncia, que estabelece a conexa˜o entre os conceitos de relac¸a˜o
de equivaleˆncia e de partic¸a˜o.
Teoremas (Relac¸a˜o de Equivaleˆncia e Partic¸o˜es)
Toda partic¸a˜o P sobre um conjunto E , determina uma relac¸a˜o de equivaleˆncia
sobre E .
Toda relac¸a˜o de equivaleˆncia sobre um conjunto E , determina uma partic¸a˜o so-
bre o conjunto E .
As demonstrac¸o˜es destes teoremas podem ser vistas em Nachbin (1971).
10.2.3 Relac¸a˜o de Ordem
De uma maneira geral, a palavra ordem diz respeito a disposic¸a˜o das coisas de
acordo com uma categoria, ou seja, o lugar que lhes conve´m. Colocar em ordem e´ o
ato ou efeito de organizar as coisas em posic¸o˜es pre´-estabelecidas. Se coisas esta˜o
numa categoria, em posic¸o˜es pre-estabelecidas, causadas por algum fato, tais coisas
esta˜o relacionadas de algum modo caracter´ıstico, numa relac¸a˜o de causa e efeito.
A matema´tica, atrave´s da a´lgebra, define essa relac¸a˜o, chamando-a de relac¸a˜o de
ordem. Vejamos nas Figuras 73, 74 e 75, um exemplo da relac¸a˜o de ordem pensada
por Lamport (ver na Figura 72) para ordenar eventos em um sistemas distribuido.
Para contornar o problema do tempo f´ısico em sistemas de computac¸a˜o distribuido,
Lamport criou um modelo lo´gico, em que definiu uma relac¸a˜o de ordem sobre
eventos se comunicando num sistema distribuido.
Figura 72 – Leslie Lamport - A ordem dos eventos em sistemas distribu´ıdos.
Fonte: https://pt.wikipedia.org/wiki/Relac¸a˜o de ordem.
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Figura 73 – Os nodos 1 e 3 teˆm tratado os eventos A e B.
Fonte: https://pt.wikipedia.org/wiki/Relac¸a˜o de ordem.
Na Figura 73, os nodos 1 e 3 teˆm tratado os eventos A e B, incrementando suas
respectivas marcas de tempo de Lamport para 1. Mas, eles ainda na˜o esta˜o sincro-
nizados com o nodo 2 ou uns com os outros, enta˜o vamos adiante para a Figura
74.
Figura 74 – Os nodos 1 e 2 foram sincronizados e o nodo 1 enviou uma mensagem
ao nodo 2.
Fonte: https://pt.wikipedia.org/wiki/Relac¸a˜odeordem.
Agora, na Figura 74 os nodos 1 e 2 foram sincronizados e o nodo 1 enviou uma
mensagem ao nodo 2, considerando o seu ro´tulo de tempo, incrementando ro´tulo de
tempo do nodo 2 para 1. Vamos adiante mais uma vez. Ver na Figura 75 ).
Na Figura 75 o nodo 3 trata de dois eventos D e E, e sincronizou com os outros dois
nodos 2 e 1. Observe que o ro´tulo de tempo de Lamport do nodo 2, e´ incrementado
para 3, saltando para o valor 2, porque o ro´tulo de tempo do evento de E ja´ esta´ em
3, que e´ um valor maior.
Nossos nodos agora, esta˜o todos sincronizados, mas o que os nossos valores ro´tulos
de tempos realmente tem a nos dizer? A prova de Lamport para este teorema e´
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Figura 75 – O nodo 3 trata de dois eventos, D e E.
Fonte: https://pt.wikipedia.org/wiki/Relac¸a˜o de ordem.
”dif´ıcil”, por isso na˜o vamos falar sobre os detalhes do algoritmo aqui, mas sabemos
no sentido causal (causalidade entre os eventos), imaginado por Lamport, em que
o evento B veio antes do evento D, E aconteceu antes de F, e F aconteceu antes do
evento G.
Infelizmente, ha´ algumas coisas que na˜o sabemos, ja´ que na˜o estamos armazenando
informac¸o˜es sobre o estado dos outros nodos. Por exemplo, na˜o temos nenhuma
maneira de saber se C aconteceu antes ou depois ou B , pois sa˜o concorrentes.
No´s precisar´ıamos de usar vetorr de relo´gios para discernir significativamente esta
informac¸a˜o. Esta questa˜o sera´ vista mais adiante, nesta mesma sec¸a˜o, no to´pico
relogios-vetoriais.
Exemplo (Relac¸a˜o de ordem em Computac¸a˜o) - Num sistema de computac¸a˜o,
eventos acontecem de forma ordenada, caracterizando uma relac¸a˜o de ordem. Num
terminal de auto-atendimento, eventos de uma transac¸a˜o banca´ria, esta˜o ordenados,
desde o in´ıcio ate´ o te´rmino da transac¸a˜o.
Definic¸a˜o : (Relac¸a˜o de Ordem)
Diz-se que uma relac¸a˜o R sobre um conjunto E e´ uma relac¸a˜o de ordem se, e
somente se, sa˜o verificadas as seguintes condic¸o˜es:
• O1 - ∀ x ∈ E , tem-se x R x , propriedade reflexiva.
• O2 - ∀ x , y ∈ E , se x R y e y R x enta˜o x = y , propriedade anti-sime´trica.
• O3 - ∀ x , y , z ∈ E , se x R y e y R z enta˜o x R z , propriedade transitiva.
Se R e´ uma relac¸a˜o de ordem sobre E diz-se que R e´ uma ordem sobre E . Tambe´m,
pode-se dizer que E e´ um conjunto ordenado pela ordem R ou que E e´ parcialmente
ordenado pela ordem R.
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Diz-se que uma relac¸a˜o R sobre um conjunto E e´ uma pre-ordem se, e somente se,
R e´ reflexiva e transitiva, isto e´, R satisfaz as consic¸o˜es O1 e O3.
Exemplo (Computac¸a˜o - Relac¸a˜o de ordem parcial numa sequeˆncia de even-
tos)
No terminal de auto-atendimento, visto, como um u´nico processo, os eventos sa˜o
ordenados exclusivamente pelos tempos de um relo´gio local, ou seja, o tempo dado
pelo relo´gio de um processador da ma´quina local ao terminal. Entretanto, como
mostrado por LAMPORT (1978), na˜o podemos sincronizar perfeitamente os relo´gios
f´ısicos em um sistema distribu´ıdo. Em geral, na˜o podemos usar o tempo f´ısico para
mencionar a ordem de qualquer par de eventos arbitra´rios que ocorram dentro dele.
Sendo um sistema distribu´ido, agora temos na˜o mais um so´ processo, mas digamos, no
caso mais simples, dois processos, onde ocorrem eventos que em processos diferentes.
Para ordenar esses eventos, podemos, em geral, usar um esquema semelhante a`
causalidade f´ısica. E essa ordenac¸a˜o e´ baseada em dois fatos simples e o´bvios:
• Se dois eventos ocorrem no mesmo processo pi (i = 1, 2, ...,N ), enta˜o eles
ocorrem na ordem em que o processo pi os observou.
• Quando uma mensagem e´ enviada entre processos, o evento de envio da
mensagem no processo emissor, ocorre antes do evento de recepc¸a˜o da mensagem
no processo receptor.
Como em Coulouris, Dollimore e Kindberg (2007), textbfLamport observou a gene-
ralizac¸a˜o desses dois relacionamentos de uma relac¸a˜o de ordem, chamada aqui,
”ocorreu-antes”, tambe´m conhecida como relac¸a˜o de ordenac¸a˜o causal ou ordenac¸a˜o
causal potencial. Ele visualizou uma ordenac¸a˜o parcial entre eventos de um sistema
distribuido de computac¸a˜o.
Pode-se, assim, definir a relac¸a˜o ”ocorreu-antes”. Denotamos essa ordem por →.
• OA1: Se num processo pi , se e ocorreu-antes de e ′ (e →i e ′) enta˜o e →i e ′.
• OA2: Se existem dois processos, um emissor e outro receptor de mensagens,
paara uma mensagem m, a relac¸a˜o ”ocorreu-antes”e´: envio(m)→ recebe(m),
onde envio(m) e recebe(m) correspondem aos eventos de envio e recepc¸a˜o de
m, respectivamente.
• OA3: Se e, e ′ e e ′′ sa˜o eventos tais que e → e ′ e e ′ → e ′′, enta˜o e → e ′′.
Desta forma, se e e e ′ sa˜o eventos e se e → e ′, enta˜o pode-se encontrar um conjunto
de eventos ordenados e1, e2, ..., enque formam uma sequeˆncia de eventos em um
ou mais processos, tal que e = e1 e e
′ = en e, para i = 1, 2, ...,N − 1, OA1 ou
OA2 se aplica a aplica entre ei e ei+1. Isto significa, que ou os eventos ocorrem
sucessivamente em um processo ou existe uma mensagem m tal que ei = envio(m) e
ei+1 = recebe(m). A sequeˆncia de eventos 〈e1, e2, ..., en〉 na˜o precisa ser u´nica.
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A relac¸a˜o → (”ocorreu-antes”), pode ser ilustrada na Figura ??para treˆs proces-
sos p1, p2 e p3. Suponha que em p1 ocorram dois eventos sucessivos a e b. Em p2
ocorram os eventos sucessivos c e d e que em p3 ocorram dois eventos sucessivos e
e f . Tambe´m, entre os eventos b e c existe o envio de uma mensagem m1 entre p1
e p2. Tambe´m, entre os eventos d e f existe o envio de uma mensagem m2 entre p2 e p3.
O que se pode concluir sobre a relac¸a˜o → (”ocorreu-antes”)?
Note que, combinando estas relac¸o˜es, pode-se dizer, tambe´m, que a → f . Mas,
tambe´m que, nem todos os eventos esta˜o relacionados pela relac¸a˜o → (”ocorreu-
antes”). Por exemplo a 9 e e e 9 a, pois eles ocorrem em diferentes processos
ou na˜o existe nenhum encadeamento de envio e recepc¸a˜o de mensagens entre eles.
Neste caso, dizemos que os eventos a e e que na˜o sa˜o relacionados pela relac¸a˜o →
(”ocorreu-antes”), sa˜o eventos concorrentes, e escrevemos a ‖ e.
A relac¸a˜o → captura um fluxo de dados entre dois eventos. Note tambe´m que,
os dados podem fluir de maneiras diferentes da passagem de mensagens. Veja o caso
em que algue´m envia uma mensagem a outra pessoa e depois, avisa a essa pessoa, que
por sua vez, faz seu processo enviar outra mensagem para outra pessoa, enta˜o o envio
da primeira mensagem claramente ocorreu antes da segunda, mas a relac¸a˜o →, como
definida, na˜o relaciona nenhuma mensagem de rede enviada entre as pessoas emiten-
tes, e neste caso, na˜o podemos modelar esse tipo de relacionamento com tal relac¸a˜o→.
Outra questa˜o a ser notada e´ que, se a relac¸a˜o (”ocorreu-antes”) vale entre dois
eventos, enta˜o o primeiro, poderia ou na˜o, ter causado o segundo. No caso de um
servidor que recebe uma mensagem de requisic¸a˜o e, subsequentemente, envia uma
resposta, enta˜o o evento de envio, obviamente, causou o evento de resposta. Ou o
evento de resposta foi causado pelo envio da requisic¸a˜o. Entretanto, a relac¸a˜o →
(”ocorreu-antes”), captura apenas, a causalidade em potencial, pois dois eventos
podem estar relacionados por →, mesmo que na˜o exista nenhuma conexa˜o entre
eles. No caso do servidor receber uma requisic¸a˜o e enviar subsequentemente ou-
tra mensagem a cada 10 minutos, sem nenhuma relac¸a˜o espec´ıfica com a primeira
mensagem, nenhuma causalidade real existe, mas a relac¸a˜o→ ordenaria esses eventos.
Relo´gios Lo´gicos - Lamport criou um mecanismo por meio do qual a ordenac¸a˜o
(”ocorreu-antes”) pode ser capturada numericamente, chamado relo´gio lo´gico Coulou-
ris, Dollimore e Kindberg (2007). Este e´ uma varia´vel no software de cada processo,
um contador que aumenta a contagem monotonicamente, e seu valor na˜o tem qual-
quer relacionamento com um relo´gio f´ısico. Cada processo pi mante´m seu pro´prio
relo´gio Li , que usa para indicar tempo lo´gico nos eventos. Denota-se a indicac¸a˜o de
tempo do evento e em pi como Li(e).
Para capturar a relac¸a˜o →(”ocorreu-antes”), os processos precisam atualizar seus
relo´gios e transmitir os valores de seus relo´gios em mensagens, seguindo as seguintes
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regras:
• RL1: Li e´ incrementado antes da ocorreˆncia de um evento no processo pi :
Li = Li + 1
• RL2:
– (a) Quando um processo pi envia uma mesnagem m, m leva junto o valor
t = Li .
– (b) Quando da recepc¸a˜o de (m, t), um processo pj calcula o maior tempo
Lj = max {Lj , t} e, enta˜o, aplica RL1 antes de indicar o tempo do evento
recebe(m).
Pode ser mostrado por induc¸a˜o (...) sobre o tamanho da sequeˆncia dos eventos, que,
relacionando-se dois eventos e e e ′, que e → e ′ ⇒ L(e) < L(e ′). Note que o inverso,
na˜o e´ verdade. Se L(e) < L(e ′), na˜o podemos concluir que e → e ′. Note, tambe´m
que, para os eventos b e e, L(b) > L(e), mas b ‖ e.
Exemplo (Computac¸a˜o - Relac¸a˜o de ordem total numa sequeˆncia de even-
tos)
A definic¸a˜o 10.2.3 diz respeito a uma relac¸a˜o de ordem parcial. Para se conse-
guir uma relac¸a˜o de ordem total a partir da relac¸a˜o → (”ocorreu-antes”), a seguinte
regra O4, acrescentada a` definic¸a˜o 10.2.3, define o que vem a ser uma relac¸a˜o de
ordem total. Se uma relac¸a˜o de ordem R sobre um conjunto E , verificar a condic¸a˜o:
• O4 - ∀ x , y ∈ E , se x R y ou y R x , diz-se que R e´ uma relac¸a˜o de ordem total
sobre E ou que E e´ um conjunto totalmente ordenado pela ordem R.
Com as regras sobre os relo´gios para ro´tulos de tempo, alguns pares de eventos
distintos, gerados por processos distintos, podem ter ro´tulos de tempo numericamente
ideˆnticos. Entretanto, podemos criar uma ordem total nos eventos. Uma ordem para
qual todos os pares de eventos distintos, sejam ordenados levando-se em conta os
identificadores dos processos em que os eventos ocorrem.
Assim, se e e´ um evento ocorrendo em pi com indicac¸a˜o de tempo local Ti e
e ′ e´ um evento ocorrendo em pj com indicac¸a˜o de tempo local Tj , define-se os ro´tulos
de tempo globais lo´gicas para esses eventos como (Ti , i) e (Tj , j ) respectivamente.
E define-se (Ti , i) < (Tj , j ), se e somente se, Ti < Tj ou Ti = Tj e i < j . Essa
ordenac¸a˜o na˜o tem nenhum significado f´ısico, porque os identificadores de processos
sa˜o arbitra´rios.
Relo´gios Vetoriais - Como em Coulouris, Dollimore e Kindberg (2007), sob o
fato de que se L(e) < L(e ′), na˜o se pode concluir que e → e ′, MATTERN (1989) e
192 Cap´ıtulo 10. Relac¸o˜es e Func¸o˜es
FIDGE (1991) desenvolveram relo´gios vetoriais para superar a deficieˆncia dos relo´gios
de Lamport.
Um relo´gio vetorial para um sistema de N processos e´ um vetor de N inteiros.
Cada processo mante´m seu pro´prio relo´gio vetorial Vi , o qual e´ utilizado para rotular
o tempo dos eventos locais. As mensagens dos processos levam, junto, os ro´tulos
de tempo vetoriais nas mensagens que trocam si e existem regras para atualizar os
relo´gios como segue:
• RV1: No in´ıcio, Vi [j ] = 0, j = 1, 2, ...,N
• RV2: Imediatamente antes de pi , rotular o tempo de um evento, ele configura
Vi [i ] = Vi [i ] + 1.
• RV3: pi inclui o valor t = Vi em cada mensagem que envia.
• RV4: Quando pi recebe um ro´tulo de tempo t em uma mensagem, ele configura
Vi [j ] = max {Vi [j ], t [j ]}, para j = 1, 2, ...,N .
Para um relo´gio vetorial Vi , Vi [i ] e´ o nu´mero de eventos em que pi indicou o tempo
e Vi [j ](j 6= i) e´ o nu´mero de eventos ocorridos em pj , nos quais pi foi potencialmente
afetado. O processo pj pode ter indicado o tempo de mais eventos nesse ponto, mas
ainda nenhuma informac¸a˜o sobre eles fluiu para pi nas mensagens.
Pode-se comparar as indicac¸o˜es de tempo vetoriais, como segue:
• V = V ′, se e somente se V [j ] = V ′[j ], para j = 1, 2, ...,N
• V ≤ V ′, se e somente se, V [j ] ≤ V ′[j ], para j = 1, 2, ...,N
• V < V ′, se e somente se, V ≤ V ′ ∧ V 6= V ′
Seja V (e) o ro´tulo de tempo vetorial aplicada pelo processo em que o evento e ocorre.
Pode-se mostrar por induc¸a˜o, que no tamanho de qualquer sequeˆncia de eventos
relacionados a dois eventos e e e ′, que e → e ′ ⇒ V (e) < V (e ′) e que o inverso e´
verdadeiro, se V (e) < V (e ′), enta˜o e → e ′.
Os ro´tulos de tempo vetoriais tem a desvantagem, quando comparados com os
ro´tulos de tempo de Lamport, porque ocupam espac¸o de armazenamento e carga
u´til nas mensagens proporcional ao nu´mero de processos N .
Uma relac¸a˜o de ordem parcial ou total, e´ indicada pelo s´ımbolo ≤ (leia-se me-
nor, precede). A ordem oposta pode ser indicada pelo s´ımbolo ≥ (leia-se, maior,
sucede), com a igualdade que esta´ na regra O3.
Definic¸a˜o (Relac¸a˜o de Ordem Estrita)
10.3. Func¸o˜es 193
Usada em Coulouris, Dollimore e Kindberg (2007), uma terceira definic¸a˜o de ordem,
e´ a de uma ordem estrita associada a` ordem ≤, e´ indicada por <. E a ordem estrita
associada a ≥ e´ indicada por >. Portanto, a < b significa que a ≤ b e a 6= b deve
ser lido como ”a e´ estritamente menor que b”ou ”a precede b”. Enquanto a > b
significa que a ≥ b e a 6= b deve ser lido como ”a e´ estritamente maior que b”ou ”a
sucede b”. Uma relac¸a˜o de ordem estrita e´ o caso em que a igualdade e´ excluida da
definic¸a˜o da relac¸a˜o.
Diz-se que uma relac¸a˜o R sobre um conjunto E e consideremos uma relac¸a˜o R∗
sobre E definida por:
xR ∗ y se, e somente se, xRy e x 6= y .
Neste caso, verifica-se que R∗ e´ uma relac¸a˜o de ordem estrita se, e somente se,
sa˜o verificadas as seguintes condic¸o˜es:
• O1’ - ∀ x ∈ E , tem-se x ¬R ∗ x .
• O2’ - ∀ x , y ∈ E , se x R ∗ y enta˜o y¬R ∗ x .
• O3’ - ∀ x , y , z ∈ E , se x R ∗ y e y R ∗ z enta˜o x R ∗ z , propriedade transitiva.
Pode-se verificar que se a ordem R e´ total, enta˜o a ordem estrita associada a R e´
total.
10.3 Func¸o˜es
Func¸a˜o e´ um dos conceitos mais importantes da matema´tica e u´teis em va´rias cieˆncias.
Existem va´rias definic¸o˜es, dependendo da forma como sa˜o expostas, de maneira
informal a mais formal das definic¸o˜es. As func¸o˜es sa˜o entidades matema´ticas que
atribuem resultados u´nicos para determinadas varia´veis. Neste to´pico, e´ mostrado
como se pode avaliar, representar graficamente, analisar e criar va´rios tipos de func¸o˜es.
De um modo geral, existem as func¸o˜es naturais (reais), que existem na natureza,
mas existem as func¸o˜es altamente artificiais, que nunca se mostram em nenhum
processo relacionado ao mundo real. O que estes dois caso tem em comum e´ que em
ambas as situac¸o˜es existem domı´nios onde sa˜o definidas, contra-domı´nios onde sa˜o
avaliadas e, um mapeamento e´ considerado entre o conjunto-domı´nio e o conjunto
do contra-domı´nio.
10.3.1 Origem das Func¸o˜es
O primeiro passo e´ sabermos a origem do conceito de func¸a˜o. Em comparac¸a˜o a
outras questo˜es matema´ticas, como o sistema de numerac¸a˜o, por exemplo, a origem
conceitual de func¸a˜o e´ bem mais recente. Acredita-se que a primeira menc¸a˜o teria
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surgido a partir dos estudos do ca´lculo infinitesimal, por volta do se´culo XVII, nos
tempos de Isaac Newton (1642-1727) e Wilhelm von Leibniz (1646-1716). O
primeiro a citar o conceito foi o ingleˆs Isaac Newton. Todavia, ele deu um nome
tanto quanto confuso para as suas ideias. Newton descrevia ”relatia quantias”, para
a varia´vel dependente e, ”genita”, para a quantidade sendo avaliada.
O uso de ”func¸a˜o”como um termo matema´tico foi iniciado por Leibniz, em 1673,
para designar uma quantidade relacionada a uma curva, tal como a sua inclinac¸a˜o
em um ponto espec´ıfico Arp e Caplan (2013a). As func¸o˜es que Leibniz considerou
sa˜o atualmente chamadas de func¸o˜es diferencia´veis (deriva´veis). Em relac¸a˜o a este
tipo de func¸a˜o, pode-se falar em limites e derivadas. Estes conceitos sa˜o medidas
dos valores de sa´ıda ou de sua variac¸a˜o em relac¸a˜o aos valores de entrada, e formam
a base do ca´lculo diferencial (ca´lculo infinitesimal). A palavra func¸a˜o foi, posterior-
mente, usada por Euler em meados do se´culo XVIII para descrever uma expressa˜o
envolvendo va´rios argumentos (varia´veis em que sa˜o definidas).
Com o tempo foi-se ampliando a definic¸a˜o de func¸o˜es. No final do se´culo XX,
func¸o˜es foram identificadas como importantes para a construc¸a˜o de modelos f´ısicos de
fenoˆmenos, como por exemplo, o Movimento Browniano que e´ o movimento aleato´rio
das part´ıculas suspensas num fluido (l´ıquido ou ga´s), resultante da sua colisa˜o com
a´tomos ra´pidos ou mole´culas no ga´s ou l´ıquido. Um modelo matema´tico pode se
referir para descrever tais movimentos aleato´rios de part´ıculas.
10.3.2 Definic¸a˜o Formal de Func¸a˜o
Johann Peter Gustav Lejeune Dirichlet (1805-1859) foi um matema´tico alema˜o,
a quem se atribui a moderna definic¸a˜o formal de func¸a˜o. Na probabilidade e estat´ıstica,
existe a Distribuic¸a˜o de Dirichlet, tendo atuado tambe´m na Teoria dos Nu´meros
Considere dois conjuntos: um conjunto X com elementos x e um conjunto Y com
elementos y . Diz-se que a relac¸a˜o f e´ uma func¸a˜o de X em Y , que relaciona cada
elemento x em X , num u´nico elemento y = f (x ) em Y . A func¸a˜o f e´ uma relac¸a˜o
bina´ria entre os dois conjuntos tal que Stewart (2002):
1. f e´ un´ıvoca: se y = f (x ) e z = f (x ), enta˜o y = z ;
2. f e´ total: para todo x em X , existe um y em Y tal que y = f (x ).
Se a primeira condic¸a˜o e´ atendida, mas a segunda na˜o, temos uma func¸a˜o parcial,
que atende a certas situac¸o˜es que podem ocorrer em computac¸a˜o.
O conjunto Y ′ = {f (x ), x ∈ X , f (x ) ∈ Y } e´ chamado de conjunto imagem, por-
que e´ o conjunto de todos os elementos de Y que sa˜o associados pela regra de
mapeamento de f aplicado em X .
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Figura 76 – Dirichlet - A quem se atribui a moderna definic¸a˜o formal de func¸a˜o.
Fonte: https://www.google.com.br/?gws rd=ssl#q=Dirichlet.
Uma transformac¸a˜o e´ uma func¸a˜o onde o domı´nio e´ o mesmo que o contra-domı´nio.
Diz-se, neste caso, existir, uma transformac¸a˜o de S sobre S . Em Janos (2009),
em seu cap´ıtulo 5 sobre Estruturas, sa˜o mostradas as formas de transformac¸a˜o
mais utilizadas: (1) r´ıgidas (rotac¸a˜o, reflexa˜o, translac¸a˜o), (2) transformac¸a˜o da
inversa˜o e as (3) transformac¸o˜es afins. Atrave´s do conceito de transformac¸a˜o,
somos levados ao estudo das Simetrias, que introduz uma das mais importantes
ideias da Matema´tica, os Grupos. Seu estudo e´ feito com base em transformac¸o˜es.
Na Teoria dos Grupos ?? procura-se capturar padro˜es e coloca´-los em forma que
nos possibilita associar matematicamente simetrias e grupos. No estudo sas simetrias
e grupos surge o conceito de regularidade, onde sa˜o estudadas as maneiras que a
Matema´tica encontrou de preencher o plano e o espac¸o tridimensional.
10.3.3 Tipos de Func¸o˜es
Gra´fico de uma func¸a˜o - As func¸o˜es sa˜o comumente representadas em gra´ficos. O
gra´fico de uma func¸a˜o f : X → Y e´ o conjunto dos pares ordenados em X × Y da
forma (x , f (x )), ou seja: {(x , y) ∈ X × Y ‖x ∈ X , y = f (x )}.
Do ponto de vista de como se configuram os elementos avaliados no contra-domı´nio,
podemos ter:
Func¸a˜o Injetora - Cada elemento da imagem esta´ associado a apenas um elemento
do domı´nio, isto e´, quando x 6= y no domı´nio, tem-se f (x ) 6= f (y) no contradomı´nio.
Func¸a˜o Sobrejetora - Todos os elementos do contradomı´nio esta˜o associados a
algum elemento do domı´nio.
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Func¸a˜o Bijetora (bijec¸a˜o) - Sa˜o ao mesmo tempo sobrejetoras e injetoras, isto
e´, cada elemento do domı´nio esta´ associado a um u´nico elemento do contra-domı´nio
e vice-versa.
Func¸a˜o Inversa - Do ponto de vista de como se configuram os elementos avali-
ados no domı´nio em relac¸a˜o aos elementos no contra-domı´nio, temos o caso das
func¸o˜es inversas. A func¸a˜o inversa de f −1 : B → A e´ uma func¸a˜o com gra´fico (f (x ), x ),
definida no contra-domı´nio, onde pode-se obter o gra´fico de f −1(x ), relacionado em
torno de y → x . Dizemos que f −1 e´ a func¸a˜o inversa de f . Uma func¸a˜o pode ter a
sua inversa, ou na˜o. Em computac¸a˜o, func¸o˜es que na˜o tem inversas tem sua utilidade,
particularmente, na criac¸a˜o das chamadas func¸o˜es hash, muito u´teis em seguranc¸a
da informac¸a˜o, para verificar a integridade (erros) dos conteu´dos de grandes arquivos
transmitidos (em geral, baixados) a` longa distaˆncia numa rede como a Internet.
Figura 77 – A inversa f −1de uma func¸a˜o f esta´ representado nas associac¸o˜es na cor
laranja.
Fonte: infopedia.pt.
10.3.4 Composic¸a˜o de func¸o˜es
Seja f : A→ B e g : B → C . A func¸a˜o denotada por g ◦ f : A→ C e´ denominada a
composic¸a˜o de f e g .
Figura 78 – A composic¸a˜o de duas func¸o˜es f e g proporcionando g(f (x )).
Fonte: infopedia.pt.
10.3.5 Func¸o˜es Lambda
Nos anos 30, Alonzo Church (1903-1995) criou uma notac¸a˜o para descrever func¸o˜es,
como um modelo para computabilidade, e foi fundamental para a cieˆncia da com-
putac¸a˜o, desde sua origem ate´ os dis atuais. Na e´poca, ja´ introduzido por Herbrand-
Go¨del, a discussa˜o sobre func¸o˜es pairava sobre a ideia das func¸o˜es recursivas, uma
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forma de repetir a avaliac¸a˜o de uma func¸a˜o e, se obter resultados infinitos, a partir
da repetic¸a˜o de uma definic¸a˜o (expressa˜o da func¸a˜o) finita.
Utiliza-se, em geral, varia´veis x e y para representar as entradas (argumentos)
de func¸o˜es. Uma forma de representar uma func¸a˜o e´ expor o mapeamento expl´ıcito,
ou seja, o processo de avaliar uma func¸a˜o. Por exemplo, como em x 7−→ 2x + 5. O
s´ımbolo 7−→ indica associac¸a˜o. Como em Carnielli e Epstein (2005), tal notac¸a˜o
sugere o aspecto dinaˆmico das func¸o˜es.
Se na˜o houver um s´ımbolo padra˜o para denominar uma func¸a˜o, usualmente nomeia-se
as letras, tais como, f , g , ϕ ou ψ, para dar nomes a`s func¸o˜es. Pode-se escrever,
tambe´m, x 7−→ f (x ).
Se escrevemos, contudo, f (x ) = 2x + 5, a notac¸a˜o sera´ amb´ıgua Carnielli e Epstein
(2005). Na˜o estara´ claro, se nos referimos a` func¸a˜o f , ou se estamos nos referindo
a` avaliac¸a˜o de uma entrada arbitra´ria x , considerando uma sa´ıda para aquele x
particular. Isto e´, pode ocorrer: (1) f (x ) pode significar a pro´pria func¸a˜o f , ou (2) o
valor de f aplicada a um valor particular x . Da mesma forma, quando escrevemos
f (x ) = 5, estamos nos referindo a algum valor particular de x , tal que f (x ) = 5? Ou
significa a func¸a˜o-constante f (x ) = 5?
Se tivermos, agora, uma func¸a˜o de duas varia´veis, (x , y) 7−→ x + y , onde x e
y sa˜o nu´meros reais, embora se saiba que para um soma finita de parcelas, a ordem
nao altera a soma, comumente, na avaliac¸a˜o de uma func¸a˜o, a ordem das parcelas e´
importante e, parte da regra de avaliac¸a˜o da func¸a˜o e´ a ordem das entradas. Assim,
toma-se sempre, a entrada de uma func¸a˜o de va´rias varia´veis como uma colec¸a˜o
ordenada de nu´meros (tuplas ordenadas). Neste caso, enta˜o, (x , y) 7−→ x + y (leˆ-se
(x , y) e´ mapeado para x + y) e temos que (3, 5) 7−→ 8 e (5, 3) 7−→ 8, como explicado
em Carnielli e Epstein (2005).
Mas, se tivermos que distinguir entre f (3, 5) = 3 + 5, uma func¸a˜o de duas varia´veis,
e g(3) = 3 + 5, uma func¸a˜o de uma varia´vel? A´ı, surgiu a ideia da notac¸a˜o λ, criada
por Church. Escreve-se λ x (x + 5) para indicar que estamos vendo a func¸a˜o de
duas varia´veis (x , y) 7−→ x + y como uma func¸a˜o apenas da primeira varia´vel, com
a segunda varia´vel matida fixa como 5. Escreve-se enta˜o λ x (x + y) significando
que vemos a func¸a˜o de duas varia´veis (x , y) 7−→ x + y como uma func¸a˜o apenas
da primeira varia´vel, com a segunda varia´vel mantida fixa. Nesta notac¸a˜o, y e´ dito
ser um paraˆmetro visto como fixo, apesar de na˜o especificarmos o valor que esta´
sendo usado para y . Dependendo do que escolhermos para y , temos uma func¸a˜o
diferente. Se escolhermos y = 9, teremos a func¸a˜o λ x (x +9). Portanto, se quisermos
representar uma func¸a˜o de duas varia´veis x e y , escrevemos λ x y (x + y). O
s´ımbolo λ define quais sa˜o as varia´veis na expressa˜o da func¸a˜o. Usa-se esta notac¸a˜o
λ sempre que o contexto na˜o tornar o significado claro. E agora, pode-se escrever λ
x (9) para a func¸a˜o-constante de sa´ıda 9.
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10.3.6 Linguagens Funcionais
A notac¸a˜o λ foi criada, para se descrever func¸o˜es de forma na˜o-amb´ıgua, antes mesmo
de existir o computador. A notac¸a˜o e´ muito simples, mas poderosa, e e´ baseada
sobre a abstrac¸a˜o de func¸a˜o, para generalizar expresso˜es, atrave´s da introduc¸a˜o de
nomes de varia´veis, e a aplicac¸a˜o da func¸a˜o para avaliar expresso˜es generalizadas por
se atribuir valores particulares aos nomes dessas varia´veis. Abstrac¸a˜o e´ baseada
sobre o uso de nomes para representar objetos concretos e operac¸o˜es sobre esses,
para generalizar as instaˆncias , uma especializac¸a˜o como uma forma de se associar
um valor a um nome, como explicado em Michaelson (1989).
O que se descobriu depois com a existeˆncia do computador? Como explicado em
Michaelson (1989), a notac¸a˜o λ tem um nu´mero de propriedades que se adequam
muito bem para descrever linguagens de programac¸a˜o: (1) A notac¸a˜o por ser simples e´
fa´cil para se implementar. (2) Somente a abstrac¸a˜o e a aplicac¸a˜o sa˜o necessa´rias para
desenvolver representac¸o˜es para construc¸o˜es de linguagens de programac¸a˜o. Tudo que
a notac¸a˜o proveˆ sa˜o nomes, abstrac¸a˜o de func¸o˜es e a aplicac¸a˜o de func¸o˜es. E assim e´
possivel desenvolver construc¸o˜es de linguagens funcionais, a partir desta base teo´rica
para func¸o˜es, para executar construc¸o˜es de uma linguagem, caracterizada por diferir
das caracter´ısticas das contruc¸o˜es das linguagens imperativas (as comumente usadas),
particularmente, nas atribuic¸o˜es e nas repetic¸o˜es. Sobre atribuic¸o˜es, pode-se afirmar
que em linguagens imperativas, o mesmo nome pode ser associado com diferentes
valores, enquanto nas linguagens funcionais, um nome e´ somente associado com um
valor. Sobre a repetic¸a˜o, isto significa fazer a mesma coisa zero ou mais vezes. E em
linguagens funcionais, repetic¸a˜o e´ baseada sobre a ideia de recursa˜o: a definic¸a˜o de
alguma coisa em termos de si pro´pria, descrita formalmente em termos da notac¸a˜o λ.
Uma outra grande contribuic¸a˜o da notac¸a˜o λ, foi o seu uso na abordagem de Ch-
ristopher Strachey (1916-1975), um cientista britaˆnico da cieˆncia da computac¸a˜o
que construiu para descric¸o˜es de linguagens imperativas baseadas na notac¸a˜o λ, de
modo que toda construc¸a˜o imperativa teria uma denotac¸a˜o de funca˜o equivalente. A
abordagem de Strachey foi fortalecida pela descric¸a˜o teo´rica dolattices de Dana
Stewart Scott (1932-), para a notac¸a˜o λ. Em matema´tica, um lattice (reticulado)
e´ um conjunto parcialmente ordenado em que cada dois elementos teˆm um supremo
exclusivo (tambe´m chamado de um menor limite superior) e um ı´nfimo exclusivo
(tambe´m chamado de um maior limite inferior). Um exemplo e´ dado pelos nu´meros
naturais, parcialmente ordenado pela relac¸a˜o de divisibilidade, para o qual o supremo
u´nico e´ o mı´nimo mu´ltiplo comum (m.m.c) e o ı´nfimo u´nico e´ o ma´ximo divisor
comum (m.d.c). Lattices (reticulados) tambe´m podem ser caracterizados como es-
truturas alge´bricas que satisfac¸am determinados axiomas. Atualmente, semaˆntica
denotacional e´ usada para dar definic¸o˜es formais de linguagens de programac¸a˜o
Loeckx e Sieber (1987). Linguagens funcionais esta˜o proximamente relacionadas a`
semaˆntica de linguagens baseada na notac¸a˜o λ, como em Schmidt (1986).
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ma das realizac¸o˜es mais importantes da Matema´tica e´ ter mostrado que estruturas
aparentemente dissimilares podem ter muitos atributos em comum. Esses atri-
butos podem ser codificados em um conjunto de axiomas, e concluso˜es podem ser
deduzidas para todas as estruturas que satisfac¸am esses axiomas. Uma das mais
importantes estruturas e´ chamado de grupo. Seguindo a sequeˆncia de surgimento,
sobre as extenso˜es das definic¸o˜es de estruturas alge´bricas, depois da estrutura de
grupo, sa˜o definidas as estruturas de anel e de um corpo alge´brico. A partir deste
u´ltimo define-se a estrutura de um espec¸o vetorial, que tem como base uma estrutura
de um corpo alge´brico. Mas, por enquanto, fiquemos, para fins de compor o roteiro
deste livro, apenas com a definic¸a˜o de um grupo. Os espac¸os abstratos gerados por
vetores de comprimento finito conduziram aos espac¸os me´tricos abstratos que hoje
levam o nome de Hilbert. E os espac¸os de Hilbert fornecem a base matema´tica
para o futuro da cieˆncia da computac¸a˜o: a computac¸a˜o quaˆntica.
Na A´lgebra moderna, um grupo e´ um conjunto de elementos, munido de uma
operac¸a˜o que combina dois elementos quaisquer, para formar um terceiro pertencente
ao conjunto. A operac¸a˜o deve satisfazer algumas condic¸o˜es chamadas axiomas de
grupo: associatividade, um elemento neutro sobre a operac¸a˜o dos elementos
do conjunto, e elementos inversos (simetriza´veis) diante da operac¸a˜o que define o
grupo.
Na a´rea da geometria, grupos compartilham um parentesco fundamental com
a noc¸a˜o de simetria. Um grupo de simetria guarda informac¸o˜es sobre as simetrias
de um objeto geome´trico.
A ubiquidade dos grupos em inu´meras a´reas - dentro e fora da matema´tica - os tornam
um princ´ıpio organizador central da Matema´tica contemporaˆnea. Um grupo consiste
do conjunto de transformac¸o˜es que preservam o objeto inalterado e a operac¸a˜o de
combinar duas dessas transformac¸o˜es aplicando-as uma apo´s a outra. Tais grupos de
simetria teˆm um importante papel em muitas disciplinas. Grupos de matrizes, por
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exemplo, podem ser usados para compreender leis f´ısicas fundamentais na Teoria da
Relatividade e fenoˆmenos em Qu´ımica molecular. Grupos esta˜o por tra´s de muitas
estruturas alge´bricas, como corpos e espac¸os vetoriais, e sa˜o uma importante
ferramenta para o estudo de simetrias. Por estas razo˜es, a Teoria de Grupos e´
considerada uma a´rea importante da matema´tica moderna, e tem muitas aplicac¸o˜es,
ate´ mesmo, por exemplo em f´ısica de part´ıculas.
O conceito de grupo emergiu do estudo de equac¸o˜es de polinoˆmios com E´variste
Galois na de´cada de 1830. Apo´s contribuic¸o˜es vindas da teoria dos nu´meros e
geometria, a noc¸a˜o de grupo foi generalizada e se consolidou por volta de 1870.
Ale´m das propriedades abstratas, matema´ticos estudam as diferentes maneiras
em que um grupo pode ser expresso concretamente (as representac¸o˜es do grupo),
tanto de um ponto-de-vista teore´tico quanto pra´tico-computacional. Em particular,
uma teoria bastante desenvolvida e´ a dos grupos finitos, que culminou com a
classificac¸a˜o dos grupos simples finitos, completada em 1983.
Antes de definir o que e´ um grupo, sa˜o mostrados alguns conceitos fundamen-
tais no contexto da a´lgebra abstrata, entre os quais podemos destacar uma definic¸a˜o
para a estrutura de um semi-grupo (que pode ser comutativo), de um mono´ide,
a noc¸a˜o de elemento simetriza´vel e de elemento regular, a definic¸a˜o de uma
estrutura de grupo e o uso de uma relac¸a˜o de ordem total sobre os elementos
de um grupo.
11.1 Propriedades dos Grupos
As seguintes propriedades sa˜o pertinentes a` Teoria dos Grupos.
Definic¸a˜o (Operac¸a˜o Associativa):
Diz-se que uma operac¸a˜o ∗ sobre um conjunto E e´ associativa se, e somente se, a
seguinte condic¸a˜o estiver verificada:
∀ x , y , z ∈ E tem-se (x ∗ y) ∗ z = x ∗ (y ∗ z )
Definic¸a˜o (Elementos Permuta´veis)
Seja uma operac¸a˜o ∗ definida sobre um conjunto E e sejam x e y dois elemen-
tos de E . Diz-se que x e y sa´o permuta´veis (ou comutam) se, e somente se, x ∗y = y∗x .
Definic¸a˜o (Operac¸a˜o Comutativa)
Diz-se que uma operac¸a˜o ∗ sobre um conjunto E e´ comutativa se, e somente se, dois
elementos quaisquer de E sa˜o permuta´veis, isto e´, x ∗ y = y ∗ x .
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Definic¸a˜o (Elemento Neutro)
Seja ”*”uma operac¸a˜o definida sobre um conjunto E ; diz-se que um elemento e, de E ,
e´ elemento neutro para a operac¸a˜o ”*”, se , e somente se, ∀ x ∈ E , tem-se x ∗e = e ∗x .
Se E = N,Z,R e se ”*”for a operac¸a˜o ”+”ou ”.”para estes conjuntos, temos que os
elementos neutros para tais conjuntos sa˜o 0 e 1, para as operac¸o˜es ”+”ou ”.”, de
adic¸a˜o e multiplicac¸a˜o, respectivamente, pois x + 0 = 0 + x e x ∗ 1 = 1 ∗ x .
Teorema (Unicidade do Elemento Neutro)
Se uma operac¸a˜o ”*”definida sobre um conjunto E , tem elemento neutro, enta˜o esse
elemento neutro e´ u´nico.
Definic¸a˜o (Estrutura de Semi-Grupo)
Diz-se que uma operac¸a˜o ”*”definida sobre um conjunto E , define uma estutura de
semi-grupo sobre E se, e somente se, o seguinte axioma estiver verificado:
G1 (Propriedade Associativa): ∀ x , y , z ∈ E , (x*y)*z = x*(y*z)
Ou seja, em um semi-grupo so´ ha´ a propriedade associativa.
Definic¸a˜o (Conjunto Fechado)
Seja ”*”uma operac¸a˜o definida sobre um conjunto E e seja A um subconjunto
de E . Diz-se que A e´ fechado em relac¸a˜o a` operac¸a˜o ∗ se, e somente se, ∀ x , y ∈ A,
tem-se que x ∗ y ∈ A.
Definic¸a˜o: (Elemento Simetriza´vel)
Seja ”*”uma operac¸a˜o definida sobre um conjunto E suponhamos que esta operac¸a˜o
tenha um elemento neutro e, de E . Diz-se que um elemento a ∈ E e´ simetriza´vel para
a operac¸a˜o ∗ se, e somente se, ∃ a ′ ∈ E se, e somente se, tem-se a ∗ a ′ = e = a ′ ∗ x .
• O elemento a ′ de E e´ chamado de sime´trico de a.
• O elemento neutro e e´ simetriza´vel.
• Indicaremos por U (E ) o conjunto de todos os elementos simetriza´veis de E
para a operac¸a˜o ”*”.
• Se E e´ um mono´ide multiplicativo, enta˜o um elemento simetriza´vel e´ denomi-
nado elemento invers´ıvel, e seu sime´trico a ′ e´ chamado inverso de a, ou inverso
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multiplicativo, e indicado por a−1. A expressa˜o a ∗ x = e = x ∗ a e´, enta˜o,
escrita sob a forma a.a−1 = 1 = a−1.a.
• Se E e´ um mono´ide aditivo, enta˜o um elemento simetriza´vel e´ denominado
elemento invers´ıvel, e seu sime´trico a ′ e´ chamado oposto de a, ou inverso
aditivo, e indicado por −a. A expressa˜o a ∗ x = e = x ∗ a e´, enta˜o, escrita sob
a forma a + (−a) = 0 = (−a) + a.
Teorema (Unicidade de um elemento sime´trico)
Se a e´ um elemento simetriza´vel de um mono´ide (E , ∗), enta˜o existe um u´nico
elemento x ∈ E tal que a ∗ x = e = x ∗ a.
Teorema (Elementos Simetriza´veis de um Mono´ide)
Sejam a e b dois elementos simetriza´ves de um mono´ide (E , ∗). Enta˜o:
• se a ′ e´ o sime´trico de a, enta˜o a ′ e´ simetriza´vel e seu sime´trico e´ o pro´prio a.
• a ∗ b e´ simetriza´vel e seu sime´trico e´ b ′ ∗ a ′, onde a ′ e b ′ sa˜o, respectivamente
os sime´tricos de a e b.
Corola´rio do Teorema
Se E e´ um mono´ıde em relac¸a˜o a uma operac¸a˜o ∗, e seja U (E ) o conjunto de
todos os elementos simetriza´veis de E para a operac¸a˜o ”*”. Enta˜o:
• O elemento neutro e ∈ U (E ).
• U (E ) e´ fechado em relac¸a˜o a` operac¸a˜o ∗.
• O sime´trico de todo elemento de U (E ) pertence a U (E ).
Teorema - Sejam a e b dois elementos permuta´veis de um mono´ide (E , ∗). Enta˜o:
1. se b e´ simetriza´vel, enta˜o a comuta com o sime´trico b ′ de b.
2. se a e b sa˜o simetriza´ves, enta˜o seus sime´tricos a ′ e b ′ sa˜o permuta´veis.
Teorema - Se a e b sa˜o dois elementos quaisquer de um mono´ide (E , ∗) e se b
e´ simetriza´vel, enta˜o existem elemento x e y u´nicos, de E , tal que b∗x = a e y ∗b = a.
Nesta caso, temos que x = b ′ ∗ a = a ∗ b ′, onde b ′ e´ o sime´trico de b. Depen-
dendo da operac¸a˜o ∗, x = b ′ ∗ a = a ∗ b ′ tem um nome especial. Por exemplo, se ∗
for a operac¸a˜o multiplicatica, o u´nico elemento x tal que b ∗ x = a e´ denominado
quociente de de a por b, denotado por a | b que e´ o mesmo que a
b
.
Portanto, temos a definic¸a˜o a
b
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e 1
b
= b−1, quaisquer que sejam a e b em E , com b invers´ıvel (simetriza´vel).
A func¸a˜o div : E × U (E ) : (a, b) 7−→ a
b
e´ denominada divisa˜o.
No caso da operac¸a˜o de adic¸a˜o, o u´nico elemento x tal que b + x = a e´ deno-
minada diferenc¸a entre a e b, o que e´ indicado por a − b. Portanto, po definic¸a˜o:
a − b = a + (−b), e em particular b + (a − b) = a, b − b = 0, 0− b = −b, quaisquer
que sejam a e b em E , com b simetriza´vel.
A func¸a˜o sub : E × U (E ) : (a, b) 7−→ a − b e´ denominada subtrac¸a˜o.
Definic¸a˜o (Elementos regulares a` esquerda e a` direita) (Lei do Cancelamento)
Diz-que um elemento a de um semi-grupo (E , ∗) e´ regular a` esquerda e re-
gular a` direita para a operac¸a˜o ∗ se, e somente se, esta´ verificada a seguinte
condic¸a˜o:
• quaisquer que sejam x e y em E , se a ∗ x = a ∗ y (regular a` esquerda).
• quaisquer que sejam x e y em E , se x ∗ a = y ∗ a (regular a` direita).
• um elemento regular a` esquerda e a` direita e´ chamado de elemento regular.
• um elemento regular e´ tambe´m chamado elemento cancela´vel. Lembra que
em certas equac¸o˜es podemos cancelar elementos em ambos os lados de uma
equac¸a˜o ?
11.2 Grupos Alge´bricos
Definic¸a˜o (Estrutura de Grupo)
Diz-se que uma operac¸a˜o ”*”definida sobre um conjunto G , define uma estrutura de
grupo sobre G se, e somente se, os seguinte axiomas estiverem verificados Monteiro
(1969):
G1 (Propriedade Associativa): ∀ x , y , z ∈ E , (x*y)*z = x*(y*z)
G2 (Existeˆncia de Elemento Neutro): ∃ e ∈ E , tal que ∀ x ∈ E , tem-se x ∗ e = e ∗ x .
G3 (Existeˆncia de Elemento Simetriza´vel): ∀ x ,∃ x ′ ∈ G tal que x ∗ x ′ = e = x ′ ∗ x .
Se ∗ satisfaz ao axioma G4:
G4 Se G for comutativo temos a propriedade (Propriedade Comutativa): ∀ x , y ∈ G ,
tem-se x ∗ y = y ∗ x . Diz-se que G e´ um grupo comutativo, tambe´m conhecido
por grupo abeliano.
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Definic¸a˜o (Semi-Grupo Ordenado)
Seja (E ,+) um semi-grupo comutativo e seja ≤ uma relac¸a˜o de ordem so-
bre o conjunto E . Diz-se que a operac¸a˜o de + e a ordem ≤ sa˜o compat´ıveis se, e
somente se, o seguinte axioma estiver verificado:
OA ∀ ∀ x , y , z ∈ E , se x ≤ y , enta˜o x + z ≤ y + z .
Neste caso, diz-se que (E ,+,≤) e´ um semi-grupo parcialmente ordenado. Para
este caso, valem os axiomas G1, G4, O1, O2, O3 e O4. Se o axioma O4 for verdadeiro,
(E ,+,≤) e´ um semi-grupo totalmente ordenado.
11.3 Exemplos de Grupos
• Considere que a operac¸a˜o ”*” de um grupo G e´ a adic¸a˜o usual. Enta˜o, neste
caso, temos (G ,+), onde o elemento neutro e´ o 0 e o inverso de a e´ representado
por −a. Um exemplo de grupo aditivo e´ o conjunto dos inteiros (Z,+).
• O conjunto (Zn,+), formado pelos nu´meros entre 0 e n − 1, em que a soma e´
feita mo´dulo n, e´ um grupo finito. Por exemplo, em (Z42,+) temos que 20+30,
na˜o e´ 50, mas a soma e´ feita na artime´tica modular e da´ como resultado, 8
(resto da divisa˜o de 50 dividido por 42, que da´ resto 8).
• O conjunto {1,−1} e´ um grupo relativamente a` multiplicac¸a˜o usual.
• O conjunto de todas as bijecc¸o˜es do conjunto {1, 2, 3, ..., n} em si pro´prio e´ um
grupo se se considerarar como operac¸a˜o bina´ria a composic¸a˜o. Este grupo
representa-se por Sn .
• O grupo de simetrias de um pol´ıgono regular de n lados, chamado Dn ou grupo
diedral. Por exemplo, n e´ igual a 4, temos o caso do grupos das simetrias de
um quadrado.
11.4 Grupo das Permutac¸o˜es
Seja o conjunto U = {1, 2, 3, ..., n}. Uma permutac¸a˜o em U , e´ uma func¸a˜o f tal que
f e´ bijetora. O conjunto de todas as permutac¸o˜es em U e´ chamado de conjunto das
permutac¸o˜es de n elementos. Uma permutac¸a˜o pode ser representada de forma
matricial, montando uma matriz de forma que a primeira linha seja os elementos de
U e uma segunda linha seja a representac¸a˜o de uma permutac¸a˜o desses elementos.
Na segunda linha da matriz, troque os elementos nas posic¸o˜es das colunas e uma
permutac¸a˜o surge. Na ana´lise combinato´ria, a noc¸a˜o de grupo de permutac¸a˜o e´
frequentemente utilizados para simplificar a contagem de um conjunto de objetos.
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Grupo de simetrias de um quadrado - Quando constru´ımos pol´ıgonos regulares,
podemos ordenar os seus ve´rtices, para formar uma espe´cie de refereˆncia. Seja um
pol´ıgono regular de ordem n, ao considerarmos apenas as diversas configurac¸o˜es que
na˜o alteram o formato do pol´ıgono - modificando, portanto, somente as posic¸o˜es de
seus ve´rtices - temos o conjunto diedral de ordem n (representado por Dn).
A Teoria de Galois, que e´ a origem histo´rica do conceito de grupo, procura
descrever as simetrias das equac¸o˜es satisfeitas pelas soluc¸o˜es de uma equac¸a˜o po-
linomial. Grupos abelianos (comutativos) esta˜o presentes em va´rias estruturas
estudadas em a´lgebra abstrata, como em corpos alge´bricos.
Na topologia alge´brica, grupos sa˜o usados para descrever os invariantes de espac¸os
topolo´gicos. Eles sa˜o chamados de ”invariantes”porque na˜o mudam se o espac¸o e´
submetido a uma transformac¸a˜o.
A compreensa˜o da teoria de grupos e´ fundamental, tambe´m, na F´ısica, onde e´
utilizada para descrever as simetrias que as leis da F´ısica devem obedecer. O interesse
da F´ısica na representac¸a˜o de grupos e´ grande, especialmente nos grupos de Lie, pois
suas representac¸o˜es podem apontar o caminho para ”poss´ıveis”teorias f´ısicas. Em
Qu´ımica, grupos sa˜o utilizados para classificar estruturas cristalinas e a simetrias
das mole´culas.
O conceito de grupo e´ fundamental para a a´lgebra abstrata: outras bem conhe-
cidas estruturas alge´bricas, como os ane´is, corpos e espac¸os vetoriais, podem todas
ser vistas como grupos dotados de operac¸o˜es e axiomas adicionais. Grupos ocorrem
em todas as partes da matema´tica, e os me´todos da teoria dos grupos influenciaram
fortemente va´rios ramos da a´lgebra, e nos interessa neste livro, a sua aplicac¸a˜o a`
criptografia na a´rea de seguranc¸a computacional da informac¸a˜o.
11.5 Curiosidades sobre a Teoria dos Grupos
Para ver o relacionamento com a cieˆncia da computac¸a˜o, imaginemos na a´rea
da computac¸a˜o gra´fica, o conceito de transformac¸o˜es - que sa˜o as formas de se
classificar figuras geome´tricas - como por exemplo, girar uma figura em torno de seu
eixo ou desloca´-la de um ponto no espac¸o a outro. Atrave´s do conceito de trans-
formac¸o˜es, somos levados a conceito de simetria. A pro´pria natureza, e mesmo as
mais diversas construc¸o˜es do homem, esta˜o repletas de exemplos contendo simetria.
A ideia de simetria introduz uma das mais importantes ideias da matema´tica -
os grupos. Assim, na forma poe´tica que Nathan C. Carter colocou - Teoria dos
grupos e´ o ramo da matema´tica que responde a` questa˜o ”O que e´ simetria?”.
Seu estudo pode ser feito do ponto de vista das transformac¸o˜es. O estudo das
simetrias, tambe´m tem a ver com o conceito de regularidade - a maneira que a
matema´tica encontrou de preencher o espac¸o bidimensional (o plano) e o espac¸o
tridimensional (o espac¸o que nos situamos).
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Ate´ bem pouco tempo, a simetria - um tipo especial de transformac¸a˜o - que, em-
bora movendo um objeto, permite que ele permanec¸a o mesmo era uma busca
indecifra´vel no campo da matema´tica. No entanto, no se´culo XX, emergiu como
elemento central das noc¸o˜es mais essenciais da f´ısica e da cosmologia. Ao escrever
Uma histo´ria da simetria na matema´tica, o genial escritor e divulgador da cieˆncia Ian
Stewart, em Stewart (2012), conta de modo simples e atraente como uma sucessa˜o
de matema´ticos e f´ısicos, a` procura de soluc¸o˜es para equac¸o˜es alge´bricas, acabou por
construir uma teoria que revolucionou nossa visa˜o sobre o Universo. Uma linha do
tempo e´ constru´ıda que vai da antiga Babiloˆnia a` F´ısica do se´culo XXI. Um caminho
cheio de histo´rias de matema´ticos e suas buscas, como a de Girolamo Cardano,
um italiano que “obteve” o me´todo para solucionar as equac¸o˜es cu´bicas e publicou
o primeiro livro importante de a´lgebra. E Evariste Galois, revoluciona´rio franceˆs
que morreu aos 21 anos, num duelo por causa de uma mulher, deixando ine´dita a
teoria dos grupos, que viria a remodelar o modo de calcular a simetria. Um livro
que nos revela, sobretudo, que a histo´ria da matema´tica depende das descobertas
produzidas por pensadores persistentes e inconformados.
Em Janos (2009), o cap´ıtulo 5 aborda ”Estruturas”, onde estes conceitos sa˜o
colocados com detalhes, e o assunto pode ser discutido em outro volume da colec¸a˜o
”Matema´tica & Computac¸a˜o”.
Por exemplo, em duas dimenso˜es, nosso problema e´ ana´logo ao problema de azulejar
o espac¸o plano de uma parede, ou de assentar ceraˆmicas num piso, da forma que
surgem desenhos harmoniosos, obedecendo um certo padra˜o. Procuramos identi-
ficar a maneira mais eficiente de preencher o espac¸o, por exemplo, no problema
do empacotamento de discos, onde as maneiras mais o´bvias de empacotar sa˜o a
forma retangular e a forma hexagonal. Gauss provou que o empacotamento com a
grade hexagonal e´ o mais denso de todas as formas de empacotamento, quando a
disposic¸a˜o dos pontos forma uma grade. No plano, uma grade e´ um conjunto de
pontos dispostos de uma maneira regular. Para formar uma grade, os pontos podem
ser dispostos unidos formando quadrados, retaˆngulos, hexa´gonos ou outras formas
que mantenham algum padra˜o de regularidade.
Pape´is de parede, sa˜o configurac¸o˜es sime´tricas desenhadas no plano. Existem va´rias
possibilidades dispon´ıveis que a computac¸a˜o nos da´ para organizar figuras geome´tricas
regulares, de forma a preencher uma parede. Para desenhar um papel de parede, o
que se tem de fazer e´ escolher uma ou mais das possibilidades de padro˜es, aplicar
um determinado nu´mero de transformac¸o˜es como translac¸o˜es, rotac¸o˜es e reflexo˜es
do ladrilho unita´rio, inserir uma padra˜o art´ıstico no ladrilho, e ir preenchendo um
pedac¸o do papel ate´ que todo o papel estaja coberto.
Do ponto de vista da Teoria dos Grupos, um grupo de pape´is de parede e´ obtido
por transformac¸o˜es r´ıgidas no plano (chamadas de isometrias), sendo que dois padro˜es
(grupos) de pape´is sa˜o iguais, se eles sa˜o obtidos pelas mesmas transformac¸o˜es afins,
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como uma translac¸a˜o ou uma rotac¸a˜o no plano, na˜o afetam o padra˜o do papel de
parede. Um papel de parede pode ter milhares de padro˜es, mas aqui, na˜o imaginemos
que uma tigorosa classificac¸a˜o dos padro˜es possa ser feita. Na˜o considerando as
variac¸o˜es de cores, tamanhos, tipo do papel, entre outros detalhes, mas nos concen-
trando na estrutura ba´sica, pode-se provar o fato surpreendente que existem somente
17 padro˜es de pape´is de parede, ou seja existem 17 grupos de pape´is de parede. Dizem
que todos esses 17 padro˜es esta˜o presentes nos objetos a´rabes Janos (2009).
11.6 Definindo um Corpo
Os axiomas que definem uma estrutura de um corpo comutativo. Seja um conjunto
K que tem pelo menos dois elementos, e sobre esse conjunto esta˜o definidas as
operac¸o˜es de adic¸a˜o e multiplicac¸a˜o (a, b) 7−→ (a + b) e (a, b) 7−→ (a.b) que e que
satisfazem aos seguintes axiomas.
Sejam a, b e c elementos quaisquer de A, enta˜o:
A1 : (a + b) + c = a + (b + c) M1 : (a.b).c = a.(b.c)
A2 : a + b = b + a M2 : a.b = b.a
A3 : a + 0 = a M3 : a.1 = a
A4 : a + (−a) = 0 M4 : a.a−1 = 1
D : a.(b + c) = a.b + a.c
Sejam a e b dois elementos quaisquer de um corpo K , com b 6= 0; como b e´
invers´ıvel, existe o quociente a
b
= a.b−1.
11.7 Histo´ria da Teoria dos Corpos A´lge´bricos
Historicamente, em 1871, Richard Dedekind deu o nome de “corpo” a um con-
junto de nu´meros reais ou complexos que sa˜o fechados para as quatro operac¸o˜es
aritme´ticas. Em 1881, Leopold Kronecker definiu aquilo a que chamou ”domı´nio
de racionalidade”, e que hoje e´ geralmente conhecido como ”corpo de polinoˆmios”.
Em 1893, Heinrich Weber deu a primeira definic¸a˜o clara de um corpo abstrato. Em
1910, Ernst Steinitz publicou o influente artigo Algebraische Theorie der Ko¨rper
(Teoria Alge´brica dos Corpos). Neste artigo ele estuda axiomaticamente as pro-
priedades dos corpos e define conceitos importantes da teoria. E´variste Galois e´
reconhecido como o primeiro matema´tico a unificar a teoria dos grupos e a teoria
dos corpos, originando a designac¸a˜o Teoria de Galois. No entanto, foi Emil
Artin quem primeiro desenvolveu a relac¸a˜o entre grupos e corpos de forma
mais desenvolvida e detalhada entre 1928-1942.
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11.8 Exemplos de estrutura de Corpo
Sa˜o exemplos mais conhecidos de estruturas de corpo:
• O conjunto Q dos nu´meros racionais e´ um corpo em relac¸a˜o a`s operac¸o˜es
de adic¸a˜o e multiplicac¸a˜o, chamado de corpo dos nu´meros racionais.
• O conjunto R dos nu´meros reais e´ um corpo em relac¸a˜o a`s operac¸o˜es de
adic¸a˜o e multiplicac¸a˜o, chamado de corpo dos nu´meros reais.
• O corpo dos nu´meros alge´bricos;
• O conjunto C dos nu´meros complexos e´ um corpo em relac¸a˜o a`s operac¸o˜es
de adic¸a˜o e multiplicac¸a˜o, chamado de corpo dos nu´meros complexos
11.9 Corpos Finitos e Aritme´tica Modular
Definic¸a˜o (Corpo Finito)
Um corpo finito e´ um corpo em que o conjunto dos elementos e´ finito.
Exemplos: (Corpos Finitos)
Da aritme´tica modular, considere-se o conjunto de nu´meros que tem somente 3
nu´meros, tais como {0, 1, 2}. E sejam as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o sobre
este conjunto serem as mesmas como a adic¸a˜o e multiplicac¸a˜o ordina´rias, com a
seguinte excec¸a˜o: se um nu´mero q , resultante de uma operac¸a˜o de adic¸a˜o e multi-
plicac¸a˜o, e´ igual ou excede a 3, esse resultado e´ para ser dividido por 3, o quociente
e´ descartado, e o resto da divisa˜o e´ usado no lugar de q . As Figuras 9 e 10 sa˜o duas
tabelas que mostram os resultados da adic¸a˜o e da multiplicac¸a˜o sobre este conjunto,
e sa˜o chamadas, respectivamente, adic¸a˜o mo´dulo 3 e multiplicac¸a˜o mo´dulo 3.
Tabela 9 – Adic¸a˜o (mod 3)
+ 0 1 2
0 0 1 2
1 1 2 0
2 2 0 1
Fonte: Deo (1974).
Similarmente, podemos definir qualquer sistema aritme´tico mo´dulo m, consistindo
de m elementos {0, 1, 2, ...,m − 1} e relacionando para qualquer q > m − 1, donde:
q −m.p + r (mod m) e r < m.
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Tabela 10 – Multiplicac¸a˜o (mod 3)
. 0 1 2
0 0 0 0
1 0 1 2
2 0 2 1
Fonte: Deo (1974).
11.10 Corpos de Galois
Das tabelas nas Figuras 9 e 10, pode ser verificado que o conjunto {0, 1, 2} com
as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o mo´dulo 3 e´ um corpo. Existe o elemento
identidade 0 para a adic¸a˜o mo´dulo 3, e a identidade 1 para a multiplicac¸a˜o mo´dulo
3. Todo elemento tem um u´nico inverso aditivo e todo elemento diferente de 0 tem
um inverso multiplicativo.
Por meio das tabelas como as Figuras 9 e 10, e´ facilmente mostrado que mo´dulo 2, 5
e 7 sa˜o tambe´m corpos. Por outro lado, para o conjunto {0, 1, 2, 3} com a adic¸a˜o e a
multiplicac¸a˜o mo´dulo 4, este na˜o e´ um corpo, porque o inverso de 2 na˜o existe para
a multiplicac¸a˜o mo´dulo 4.
Genericamente, de fato, para todo conjunto finito Zm = {0, 1, 2, ...,m − 1} com
a adic¸a˜o e multiplicac¸a˜o mo´dulo m e´ um corpo, se, e somente se, m e´ um nu´mero
primo. Tal corpo e´ chamado Corpo de Galois mo´dulo m, denotado por GF (m).
Um corpo finito de Galois e´ bastante u´til na sua aplicac¸a˜o a` criptografia. Um
exemplo de algoritmo criptogra´fico que utiliza o corpo GF (2m)) e´ o algoritmo ElGa-
mal. Este algoritmo, na literatura de criptografia, e´ um sistema criptogra´fico para
uso com chaves assime´tricas (uma chave pu´blica e uma chave privada) criado pelo
eg´ıpcio Taher Elgamal em 1984. Sua seguranc¸a se baseia na dificuldade de soluc¸a˜o
que o Problema do Logaritmo Discreto pode apresentar. Neste algoritmo e´
suficiente que GF (2m) seja visto como um grupo, para que o Problema do Logaritmo
Discreto fac¸a aparecer a dificuldade computacional.
Vimos que grupos podem ser aplicados, atrave´s do Problema do Logaritmo
Discreto, a` criptografia de chave pu´blica atrave´s do algoritmo de ElGamal. Mas,
quais grupos? Um exemplo de grupos G para os quais o Problema do Logaritmo
Discreto e´ computacionalmente invia´vel e´ um Corpo finito de Galois.
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Se´culo XIX - Conjuntos e
Enumerac¸a˜o
E
m matema´tica, estamos interessados em abstrac¸o˜es, e na cieˆncia da computac¸a˜o
estamos mais interessados em representac¸o˜es de objetos matema´ticos ou objetos
f´ısicos. Conjuntos sa˜o abstrac¸o˜es que permeiam toda a matema´tica, e consequente-
mente transpassam, tambe´m, o mundo da Cieˆncia da Computac¸a˜o que vivemos.
Na matema´tica, como vimos no cap´ıtulo 3, vimos que nos Axiomas de Peano,
usamos a palavra nu´mero va´rias vezes. Mas, o que sa˜o nu´meros? Normalmente, se
responde a esta pergunta partindo da existeˆncia dos nu´meros naturais, que sa˜o parte
dos nu´meros racionais, que sa˜o parte dos nu´meros reais, ..., como fizemos no cap´ıtulo 3.
Entretanto, usando-se a noc¸a˜o abstrata de conjunto, podemos explicar o que sa˜o
nu´meros, na˜o a partir dos nu´meros naturais, mas construindo a infinitude dos
nu´meros naturais a partir de um conjunto que nada tem. Mais precisamente, a
partir do conjunto vazio - o conjunto que na˜o conte´m nenhum elemento. Este e´
um conjunto, que apesar de na˜o ter nada, e´ importante, pois ele e´ um elemento de
qualquer conjunto. Tambe´m na˜o podemos falar de um conjunto vazio, pois a Teoria
dos Conjuntos prova que o conjunto vazio e´ u´nico.
Enta˜o, fazemos o seguinte:
• Defina o nu´mero 0 como sendo o conjunto vazio φ.
• 1 sera´ definido como sendo um conjunto unita´rio - de um elemento - denotado
por {φ}.
• 2 sera´ definido como sendo o conjunto {0, 1}.
• 3 sera´ definido como sendo o conjunto {0, 1, 2}.
• ... ... ...
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• n sera´ definido como sendo o conjunto {0, 1, 2, ..., n}.
Esta e´ uma definic¸a˜o axioma´tica, pois na˜o fornece os elementos de N, mas descreve
propriedades que dizem respeito aos elementos de N.
12.1 Definic¸a˜o Axioma´tica
Como em Janos (2009), comec¸amos com uma definic¸a˜o axioma´tica da Teoria dos
Conjuntos, que pode prover as bases para tratar do entedimento da noc¸a˜o de infinito
desenvolvida por Cantor. Tambe´m pode ser base para se entender a Teoria dos
Conjuntos na˜o Cantoriana, desenvolvida no se´culo XX (ver Bertrand Russel), devido
aos paradoxos encontrados na Teoria dos Conjuntos de Cantor.
O me´todo axioma´tico usado no desenvolvimento de uma determinada teoria ma-
tema´tica ou lo´gica, se configura a partir de:
1. Termos indefinidos.
2. Relac¸o˜es indefinidas.
3. Axiomas relacionando os termos indefinidos com as relac¸o˜es indefinidas.
No desenvolvimento axioma´tico da Teoria dos Conjuntos, as noc¸o˜es de conjunto
e elemento sa˜o termos indefinidos. Portanto, a relac¸a˜o ”elemento pertencente
a um conjunto”e´ uma relac¸a˜o indefinida. Para os nossos propo´sitos, o axioma da
Teoria dos Conjuntos a ser destacado e´:
Dois conjuntos A e B sa˜o iguais se, e somente se, eles tem os mesmos
elementos, ou seja, se cada elemento de A pertence a B , e se cada ele-
mento de B pertence a A.
Este axioma deve ser bem entendido, pois o conjunto {x1, x2, x3} e´ igual ao conjunto
{x1, x2, x3, x1}, dado que ambos conte´m somente os elementos x1, x2 e x3. Note que,
tambe´m a ordem dos elementos no conjunto na˜o importa.
A colec¸a˜o como constru´ıda neste exemplo {x1, x2, x3, x1}, faz parte de uma outra
teoria denominada Bag Theory, que pode ser usada para especificar sistemas de
computac¸a˜o Spivey (1989), mas que extrapola o conteu´do deste livro.
Por causa dos conjuntos infinitos, a Teoria dos Conjuntos e´ uma matema´tica dos
infinitos. Foi a partir desta teoria que Cantor chegou ao conceito de nu´mero
transfinito, incluindo as classes nume´ricas dos cardinais. Aparentemente, conjun-
tos infinitos nada tem a ver com a Cieˆncia da Computac¸a˜o. Mas, como veremos,
posteriormente, o racioc´ınio com o infinito serve para provar certos fatos importantes
para a Ciencia da Computac¸a˜o, como a existeˆncia de func¸o˜es na˜o-computa´veis
e a existeˆncia de problemas indecid´ıveis.
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Um nu´mero transfinito e´ a forma rigorosa usada pela matema´tica para contar o
nu´mero de elementos de conjuntos infinitos. Georg Cantor estudou sistematica-
mente o conceito de poteˆncia (tamanho) de um conjunto, e concluiu que:
(Cantor) - ”os conjuntos infinitos na˜o sa˜o todos iguais” (equipotentes).
Naquela e´poca, pensava-se que todos os conjuntos de infinitos possu´ıam a mesma
grandeza (cardinalidade), mas Cantor provou de forma conclusiva que isso na˜o
era verdade, pois:
”a quantidade de nu´meros do conjunto dos reais R era maior do que
a dos racionais Q”
Cantor dizia que os nu´meros Reais podiam ser subdivididos de duas maneiras:
• Como Racionais e Irracionais
• Como Alge´bricos e Transcendentes
Cantor demonstrou que o conjunto dos nu´meros alge´bricos possuem a mesma
”poteˆncia”(tamanho, magnitude) dos nu´meros inteiros, enta˜o, sa˜o os transcendentes
que da˜o a ”densidade”que resulta em uma poteˆncia maior.
Foram essas observac¸o˜es de Cantor que levaram ao desenvolvimento da Teoria dos
Conjuntos.
Cantor designou os nu´meros cardinais infinitos pela letra ℵ - ”aleph”, primeira
letra do alfabeto hebraico. E utilizou ı´ndices i para designa´-los:
Ao conjunto dos naturais ele atribuiu o cardinal transfinito ℵ0; este e´ um nu´mero
infinito e, portanto, na˜o ha´ como compara´-lo com um nu´mero natural.
Existem outros conjuntos com o mesmo ”infinito”dos naturais, ou a mesma poteˆncia
(cardinalidade) ℵ0, como o conjunto dos nu´meros pares {0, 2, 4, 6, 8...}, o conjunto
dos nu´meros ı´mpares {1, 3, 5, 7, 9, ...}, etc.
O conjunto dos pares tem ”aparentemente”metade dos nu´meros existentes no con-
junto dos nu´meros Naturais, ou seja ℵ0
2
. Mas como ℵ0 e´ um ”nu´mero infinito”enta˜o
qualquer comparac¸a˜o com um nu´mero na˜o diz nada, e portanto, ℵ0
2
e´ infinito.
Os nu´meros racionais tambe´m possuem a mesma cardinalidade ℵ0.










, ... e eliminando os elemen-
tos que podem ser simplificados, enta˜o fazemos uma equivaleˆncia com os nu´meros
naturais N mostrando que os racionais possuem uma cardinalidade.
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Existem ainda diversos conjuntos que possuem o mesmo infinito, mas todos sa˜o feitos
a partir da enumerac¸a˜o de nu´meros naturais.
Exemplo (P(N), o conjuntos das partes de N na˜o-conta´vel).
Enta˜o podemos fazer um conjunto P(N) em que cada elemento e´ um subconjunto
dos naturais (o conjunto das partes). Se fossemos tentar ordenar esse conjunto
segundo a soma dos elementos de cada subconjunto, na˜o haveria forma de expressar
os subconjuntos infinitos. Cantor conseguiu uma prova rigorosa de que este conjunto
P(N) na˜o pode ser enumerado, o que levou-o a propor o cardinal ℵ1 para P(N).
O fato de um conjunto possuir o cardinal ℵ1 significa que ele e´ um conjunto
infinito e tal maneira que na˜o pode ser colocado em correspondeˆncia bi-un´ıvoca com
o conjunto dos nu´meros naturais N. A classe de todos os conjuntos equivalentes ao
conjunto das partes dos nu´meros naturais define o nu´mero cardinal ℵ1.
Cantor, portanto, conseguiu mostrar que o conjunto das partes dos nu´meros
naturais tem mais elementos que o conjunto dos nu´meros naturais, mas
na˜o conseguiu mostrar que na˜o existe um conjunto intermedia´rio, ou seja, que
na˜o existe um conjunto X que tem mais elementos que o conjunto dos
nu´meros naturais e menos elementos que P(N). Esta hipo´tese ficou conhecida
na matema´tica como a hipo´tese do cont´ınuo, e so´ foi resolvida adequadamente
va´rias de´cadas depois.
Agora, se considerarmos o conjunto dos reais R, este conjunto conte´m o conjunto
dos nu´meros inteiros, racionais e irracionais. Mas, pode-se provar que ele na˜o e´
equivalente ao conjunto dos naturais. Pode-se provar que o conjunto dos nu´meros
reais R tem a mesma cardinalidade do conjunto das partes dos nu´meros naturais
P(N), e enta˜o, segundo Cantor (e a hipo´tese do cont´ınuo) sua cardinalidade e´ ℵ1.
12.2 Conjuntos Conta´veis e Na˜o Conta´veis
Esta parte e´ baseada em Sudkamp (1988). A sec¸a˜o apresenta a importante con-
tribuic¸a˜o de Georg Cantor, que se usa para provar a existeˆncia de func¸o˜es na˜o
computa´veis e de problemas indecid´ıveis. Estes fatos, como sera˜o colocados posteri-
ormente no Cap´ıtulo 4 do Volume 2, sa˜o cruciais, diante das limitac¸o˜es descobertas
sobre a computac¸a˜o e o computador, antes mesmo dessa ma´quina vir a existir.
Cantor criou a base matema´tica, que depois foi usada para se provar tais limitac¸o˜es.
Cantor provou que os conjuntos infinitos na˜o teˆm todos a mesma poteˆncia (poteˆncia
significando ”tamanho”). Fez a distinc¸a˜o entre conjuntos enumera´veis (em ingleˆs
chamam-se countable) - que se podem contar, e conjuntos cont´ınuos (ou na˜o-
enumera´veis) (em ingleˆs uncountable) - que na˜o podem ser contados.
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Provou que o conjunto dos nu´meros racionais Q e´ enumera´vel, enquanto que o
conjunto dos nu´meros reais R e´ cont´ınuo (logo, na˜o-enumera´vel, e maior que o
anterior). Foi ele quem utilizou pela primeira vez o s´ımbolo R para representar o
conjunto dos nu´meros reais. Na demonstrac¸a˜o foi utilizado o ma´todo da diagonal de
Cantor.
Em 1897 foram descobertos alguns paradoxos suscitados pela teoria dos conjuntos.
Apesar dos paradoxos encontrados na Teoria de Cantor, ela na˜o foi desprezada,
podendo ser pensada ou usada, hoje, como uma forma de se modelar o mundo em
conjuntos.
Agora, e´ explicado o que sa˜o os conjuntos conta´veis e conjuntos na˜o-conta´veis
como em Sudkamp (1988).
Cardinalidade e´ a medida que compara os tamanhos de conjuntos. Intuititiva-
mente, a cardinalidade de um conjunto e´ o nu´mero de elementos no conjunto. Esta
definic¸a˜o informal e´ suficiente quando tratando-se com conjuntos finitos. No caso
finito, a cardinalidade pode ser obtida por contar os elementos do conjunto. Mas,
em se tratando de conjuntos infinitos, existem as dificuldades o´bvias de se contar
conjuntos infinitos e se estender esta abordagem.
Para dois conjuntos finitos pode ser mostrado ter o mesmo nu´mero de elemen-
tos por contruir um mapeamento um-a-um entre os elementos dos conjuntos.
Exemplo (Conjuntos finitos de mesmo tamanho)
Sejam os conjuntos E = {a, b, c} e F = {1, 2, 3}. Para comparar estes dois conjuntos
observe que estes sa˜o conjuntos finitos de mesma cardinalidade. Considere o mape-
amento: a → 1, b → 2 e c → 3. Isto mostra que os dois conjuntos E e F tem o
mesmo tamanho (magnitude).
Esta abordagem do mapeamento funciona, igualmente, bem para conjuntos finitos
ou infinitos.
Definic¸a˜o (Conjuntos de mesma cardinalidade)
• Dois conjuntos E e F tem a mesma cardinalidade, se existe uma func¸a˜o total
um-a-um f , com f : E → F .
• A cardinalidade de um conjunto E e´ menor ou igual a cardinalidade de um
conjunto F , se existe uma func¸a˜o total um-a-um f , com f : E → F .
A cardinalidade de um conjunto de um conjunto E e´ denotada por card(E ). As
relac¸o˜es em (1) e (2) sa˜o denotadas card(E ) = card(F ) e card(E ) ≤ card(F ), respec-
tivamente.
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A cardinalidade de E e´ dita ser estritamente menor que a cardinalidade de F
e e´ denotada por card(E ) < card(F ), se card(E ) ≤ card(F ) e card(E ) 6= card(F ).
A cardinalidade de um conjunto finito e´ denotada pelo nu´mero de elementos no
conjunto. Assim, card({a, b, c}) = 3.
Um conjunto que tenha a mesma cardinalidade como o conjunto N e´ chamado
infinitamente conta´vel ou enumera´vel. O termo conta´vel se refere a conjuntos




Em teoria dos conjuntos, quando todo elemento de um conjunto B e´ tambe´m
elemento de um conjunto A dizemos que B e´ um subconjunto ou uma parte de A; e
denotamos A ⊆ B .
Definic¸a˜o (Subconjunto Pro´prio)
Dizemos que um conjunto B e´ um subconjunto pro´prio de um conjunto A, se
B ⊆ A (B e´ subconjunto de A) e B 6= A (B e´ diferente de A). Em particular, o
conjunto vazio φ e´ um subconjunto pro´prio de todo conjunto na˜o-vazio.
Definic¸a˜o (Conjunto Infinito)
Como em Sudkamp (1988), um conjunto e´ infinito, se ele tem um subconjunto
pro´prio de mesma cardinalidade.
12.4 Func¸o˜es
Dois tipos de func¸o˜es sa˜o agora importantes: (a) Func¸a˜o Total, (b) Func¸a˜o Parcial.
Embora, a matema´tica so´ considere func¸o˜es totais, para a cieˆncia da computac¸a˜o, as
func¸o˜es parciais existem em va´rias situac¸o˜es reais em certos estados dos sistemas de
computac¸a˜o.
Definic¸a˜o (Func¸a˜o Total)
Sejam E e F dois conjuntos nume´ricos e seja f uma relac¸a˜o de E em F . Neste caso,
f e´ um subconjunto do produto cartesiano de E X F . Diz-se que f e´ uma func¸a˜o
total de E em F , se e somente se, estiverem verificadas as seguintes condic¸o˜es:
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• A1 - ∀ x ∈ E , ∃ y ∈ F tal que (x , y) ∈ f
• A2 - ∀ x , y , y ′, com x ∈ E , e y e y ′ em F , se (x , y) ∈ f e (x , y ′) ∈ f enta˜o
y = y ′.
• A3 - E´ imediato de A1 e A2 que, ∀ x ∈ E , existe um u´nico y ∈ F tal que
(x , y) ∈ f
Definic¸a˜o (Func¸a˜o Parcial)
Em computac¸a˜o e´ importante salientar o fato de que algumas func¸o˜es na˜o sa˜o
definidas para todos os elementos do seu domı´nio (conjunto de entrada). Isto cor-
responde a situac¸a˜o do que e´ chamada uma func¸a˜o parcial . Caso em que alguns
elementos do domı´nio de uma func¸a˜o, podem na˜o corresponder a nenhum elemento
no contra-domı´nio da func¸a˜o. Ou seja, a func¸a˜o comporta elementos do seu domı´nio,
mas que na˜o tem imagem no seu contra-domı´nio. Na pra´tica da computac¸a˜o, isto tem
cabimento, muito embora, no campo da matema´tica, na˜o se valorize esta situac¸a˜o.
No nosso contexto, sempre usaremos o termo func¸a˜o, no sentido da acepc¸a˜omais
geral de func¸a˜o parcial.
Na cieˆncia da computac¸a˜o, em va´rios contextos, func¸o˜es sa˜o cidada˜os de primeira
classe. Em muitas partes deste livro aparecera˜o func¸o˜es aplicadas a`s questo˜es da
cieˆncia da computac¸a˜o, isto e´, func¸o˜es parciais.
Em resumo:
• De forma geral, se f e´ parcial, f na˜o precisa estar definida para todo elemento
de E .
• O dominio de f e´ o conjunto dom(f ) ⊆ E , dos elementos em que f e´ definida.
• Se f e´ total, ela e´ definida para todo elemento de E .
• Toda func¸a˜o total, e´ um caso especial de uma func¸a˜o parcial.
• E´ importante salientar que o termo mais correto a ser tecnicamente usado,
e´ func¸a˜o na˜o total ou func¸a˜o parcial na˜o total, porque a definic¸a˜o de func¸a˜o
parcial na˜o implica em restric¸a˜o de domı´nio, como indicado no item anterior.
• Para func¸o˜es totais define-se:
1. f e´ injetiva (1-a-1), se ∀ x ∈ E , comx1 6= x2, f (x1) 6= f (x2).
2. f e´ sobrejetiva, se ∀ y ∈ F ,∃ x ∈ E , tal que f (x ) = y .
3. f e´ bijetiva, se f for injetiva e sobrejetiva.
Exemplo (Conjunto infinitamente conta´vel)
O exemplo e´ de Sudkamp (1988). O conjunto N− {0} e´ infinitamente conta´vel
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Tabela 11 – Tabela: Nu´meros reais na˜o enumera´veis
Linha Representac¸a˜o do Nu´mero
0 r0,0 r0,1 r0,2 r0,3 r0,4 ...
1 r1,0 r1,1 r1,2 r1,3 r1,4 ...
2 r2,0 r2,1 r2,2 r2,3 r2,4 ...
3 r3,0 r3,1 r3,2 r3,3 r3,4 ...
4 r4,0 r4,1 r4,2 r4,3 r4,4 ...
5 r5,0 r5,1 r5,2 r5,3 r5,4 ...
6 r6,0 r6,1 r6,2 r6,3 r6,4 ...
... ... ... ... ... ... ...
Fonte: Prolo (2004).
(enumera´vel), pois pode-se considerar a func¸a˜o f (n) = n + 1 que define um mapea-
mento f : N→ N− {0}.
Pode ser paradoxal que o conjunto N − {0}, obtido removendo-se o nu´mero 0
de N, tenha o mesmo nu´mero de elementos de N. Neste caso, claramente, na˜o existe
um mapeamento um-a-um de um conjunto finito sobre um subconjunto pro´prio
dele pro´prio. E´ esta propriedade que diferencia conjuntos finitos de infinitos.
Exemplo Sudkamp (1988) (Conjunto dos Naturais I´mpares)
O conjunto do nu´mero naturais ı´mpares e´ infinitamente conta´vel. A func¸a˜o
f (n) = 2n + 1 estabelece uma func¸a˜o um-a-um entre N e o conjunto dos naturais
ı´mpares.
Exemplo (Pontos de uma grade infinita de duas dimenso˜es)
Pode ser mostrado, como em Sudkamp (1988), que o conjunto dos pontos de uma
grade (em ingleˆs, grid) infinita de duas dimenso˜es e´ infinitamente conta´vel. A
grade e´ constru´ıda por rotular os eixos (duas dimenso˜es) com os nu´meros naturais.
A posic¸a˜o definida por linha i e coluna j e´ denotada pelo par ordenado [i , j ]. Os
elementos da grade podem ser listados sequencialmente. Isto pode ser visto na Tabela
11 seguinte:
Os elementos da grade podem ser listados sequencialmente, por considerar-se a
seguinte correspondeˆncia
0 → [0, 0], 1 → [0, 1], 2 → [1, 0], 3 → [2, 0], 4 → [1, 1], 5 → [0, 2], 6 → [0, 3],
7→ [1, 2] ...
o qual mostra que N× N e´ infinitamente conta´vel ou enumera´vel.
O conjuntos de interesse na Teoria das Linguagens e na Teoria da Computabi-
lidade sa˜o quase, exclusivamente, finitos ou infinitamente conta´veis, o que e´ o mesmo
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que enumera´veis.
Teorema (Propriedades dos Conjuntos Conta´veis) Sudkamp (1988)
• A unia˜o de dois conjuntos conta´veis e´ um conjunto conta´vel.
• O produto cartesiano de dois conjuntos conta´veis e´ conta´vel.
• O conjunto de subconjuntos finitos de um conjunto conta´vel e´ conta´vel.
• O conjunto de sequeˆncias de comprimento finito consistindo de elementos de
um conjunto conta´vel na˜o vazio e´ infinitamente conta´vel (enumera´vel).
12.5 Enumerac¸a˜o
Enumerac¸a˜o e´ um conceito muito importante, pois a cadinalidade de um conjunto
e´ dada pela comparac¸a˜o deste conjunto com outro que serve como refereˆncia. Ale´m
de se verificar a equivaleˆncia entre dois conjuntos. O conceito de equivaleˆncia e´
muito u´til em cieˆncia da computac¸a˜o. Por exemplo, no paradigma de programac¸a˜o
orientada a objeto, objetos de uma mesma classe sa˜o equivalentes.
Tomando-se dois conjuntos A e B , dizemos que eles sa˜o equivalentes se a cada
componente de A corresponder um u´nico componente de B , e se cada componente
de B , corresponder a um u´nico elemento de A.
A equivaleˆncia em conjuntos finitos coincide com a noc¸a˜o de nu´mero de elementos.
Mas, na˜o e´ preciso saber o nu´meros de elementos para se saber se dois conjuntos sa˜o
equivalentes.
Exemplo (Conjuntos Equivalentes)
Por exemplo, o conjunto de todas as cadeiras ocupadas em uma sala e´ equiva-
lente ao conjunto de pessoas sentadas. A ideia de Cantor foi estender o conceito de
equivaleˆncia de conjuntos finitos para conjuntos infinitos.
Formalmente, uma enumerac¸a˜o dos elementos de um conjunto E pode ser de-
finida como:
• Um mapeamento sobrejetivo de N (os nu´meros naturais) a E . Essa definic¸a˜o
e´ adequada para questo˜es de computabilidade e teoria dos conjuntos.
• Um mapeamento bijetor de E para um segmento dos nu´meros naturais N.
Essa definic¸a˜o e´ adequada para questo˜es de combinato´ria e conjuntos finitos.
Assim, o in´ıcio do segmento dos nu´meros naturais e´ {1, 2, ..., n} para algum n
que e´ a cardinalidade de E .
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Cantor definiu que o nu´mero transfinito que representa o nu´mero de elementos
de um conjunto enumera´vel e´ ℵ0. Foi demonstrado por Cantor em 1874, que existem
nu´meros cardinais acima de ℵ0. Cantor usou um me´todo que hoje e´ conhecido como
me´todo da diagonal de Cantor Sudkamp (1988).
Em cieˆncia da computac¸a˜o, considera-se como um requisito adicional para enu-
merac¸o˜es, que o mapeamento de N para um conjunto E seja computa´vel. Esse
mapeamento e´ uma func¸a˜o, e nesse caso, diz-se que a func¸a˜o e´ computa´vel. O conjunto
E e´ enta˜o chamado recursivamente enumera´vel, referindo-se ao uso na Teoria
da Recursividade (Teoria da Computabilidade) na formalizac¸a˜o do que significa ao
mapeamento ser computa´vel.
Exemplos (Conjuntos Enumera´veis)
1. Os nu´meros naturais sa˜o enumera´veis pela func¸a˜o f (n) = n. Nesse caso, f : N→ N
e´ simplesmente a func¸a˜o identidade.
2. O conjunto Z dos nu´meros inteiros e´ enumera´vel. Seja a func¸a˜o f : N → Z,
tal que:
f (n) = −(n + 1)/2, se n e´ impar, e f (n) = n/2, se n e´ par.
Esta func¸a˜o e´ uma bijec¸a˜o, ja´ que para cada nu´mero natural existe exatamente
um nu´mero inteiro como imagem em Z.
3. Todos os conjuntos finitos sa˜o enumera´veis.
4. Exemplo (Conjunto Na˜o-Enumera´vel) - Os nu´meros reais na˜o possuem
enumerac¸a˜o, como provado pelo argumento de diagonalizac¸a˜o de Cantor.
12.6 Propriedades da Enumerac¸a˜o
• Existe uma enumerac¸a˜o para um conjunto, somente se o conjunto for conta´vel.
Na matema´tica, um conjunto conta´vel e´ um conjunto de mesma cardina-
lidade (nu´mero de elementos) de um subconjunto qualquer do conjunto dos
nu´meros naturais. Um conjunto e´ dito na˜o-conta´vel quando ele na˜o e´ conta´vel.
O termo foi criado por Georg Cantor. Os elementos de um conjunto conta´vel
podem ser contados um por vez, mesmo que a contagem nunca termine, e cada
elemento do conjunto sera´ eventualmente associado com um nu´mero natural.
• Se um conjunto e´ enumera´vel ele tera´ uma nu´mero infinito de diferentes
enumerac¸o˜es, exceto nos casos de conjunto vazio ou conjuntos com um elemento.
Definic¸a˜o (Recursivamente Enumera´vel)
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Na Teoria da Computac¸a˜o, um conjunto E e´ chamado recursivamente enumera´vel
ou parcialmente decid´ıvel se:
• existe um procedimento efetivo que reconhece os elementos do conjunto E ,
para qual, o procedimento pa´ra, e e´ exatamente o conjunto de nu´meros em
E ; e na˜o pa´ra, se o elemento na˜o esta´ em E . Esta primeira definic¸a˜o sugere
porque o termo parcialmente decid´ıvel a`s vezes e´ usado.
• Ou, equivalentemente: Existe um procedimento que enumera os membros
de E . Isso significa que sua sa´ıda e´ simplesmente uma lista de membros
de E : [e1, e2, e3, ..., en , ...] . Esta segunda definic¸a˜o sugere porque o termo
computavelmente enumera´vel e´ usado.
Os conjuntos recursivamente enumera´veis sa˜o importantes na Teoria da Com-
putac¸a˜o, no que tange a complexidade computacional, pois considera-se a classe de
complexidade que conte´m todos conjuntos recursivamente enumera´veis.
12.7 Alguns conjuntos na˜o-enumera´veis
Como em Prolo (2004), nas pro´ximas sec¸o˜es mostramos alguns conjuntos na˜o-
enumera´veis importantes, utilizando me´todo na sec¸a˜o 12.7.1. Ao final, pode-se
concluir que a partir de resultados sobre cardinalidade de conjuntos, que:
• Existem func¸o˜es na˜o-computa´veis.
• Existem problemas na˜o-decid´ıveis (indecid´ıveis).
12.7.1 O conjunto dos Reais na˜o-enumera´vel
O conjunto dos nu´meros reais R e´ na˜o-enumera´vel.
Para provar este fato, vamos nos restringir aqui, por simplicidade, apenas ao intervalo
(0,1]. E´ o´bvio que R na˜o pode ser menor do que (0,1].
1. A prova e´ por contradic¸a˜o (ou reduc¸a˜o ao absurdo) e tem 7 passos. Primeiro
assumimos como hipo´tese que o conjunto e´ enumera´vel. Ora, no´s queremos provar
exatamente o contra´rio, isto e´, ao final conclu´ımos que se tal hipo´tese for verdadeira
chega-se a uma contradic¸a˜o, e portanto a hipo´tese na˜o e´ verdadeira: o conjunto dos
reais na˜o e´ enumera´vel.
2. Ora, se o conjunto e´ enumera´vel por hipo´tese, enta˜o deve existir uma enumerac¸a˜o
para ele (mesmo que no´s na˜o saibamos qual/como ela e´): r0, r1, r2, r3, r4, r5, r6
3. Considere que todo nu´mero real pode ser representado em decimal com mantissa
infinita. Alguns tem mantissa como 0.033333 . . ., pi,
√
abc. Mesmo os que tem man-
tissa finita, como 0.25, podem ser representados como 0.2499999 . . . . Isto mostra
224 Cap´ıtulo 12. Se´culo XIX - Conjuntos e Enumerac¸a˜o
Tabela 12 – Tabela: Nu´meros reais na˜o enumera´veis
Linha Representac¸a˜o do Nu´mero
0 r0,0 r0,1 r0,2 r0,3 r0,4 ...
1 r1,0 r1,1 r1,2 r1,3 r1,4 ...
2 r2,0 r2,1 r2,2 r2,3 r2,4 ...
3 r3,0 r3,1 r3,2 r3,3 r3,4 ...
4 r4,0 r4,1 r4,2 r4,3 r4,4 ...
5 r5,0 r5,1 r5,2 r5,3 r5,4 ...
6 r6,0 r6,1 r6,2 r6,3 r6,4 ...
... ... ... ... ... ... ...
Fonte: Prolo (2004).
que representac¸o˜es com mantissa infinita (sem zeros na˜o significativos a` esquerda)
tem correspondeˆncia bijetora (biun´ıvoca) com os reais.
4. O diagrama abaixo mostra esquematicamente uma enumerac¸a˜o qualquer do
intervalo (0, 1], que deve existir de acordo com 2 acima. Cada linha representa um
nu´mero. Cada nu´mero e´ uma sequeˆncia infinita de d´ıgitos a partir do ponto decimal
(Como estamos representando apenas o intervalo (0, 1], antes do ponto decimal e´
sempre 0, que na˜o e´ representado). O nu´mero pi/10, por exemplo, seria representado
como 31415 . . ., e deve ser listado em uma linha k ∈ N. rk ,0 = 3, rk ,1 = 1, rk ,2 = 4,
rk ,3 = 1, rk ,4 = 5, . . . . Na verdade, para todo nu´mero no intervalo (0, 1] deve haver
um k ∈ N, tal que o nu´mero e´ representado na linha k da Tabela 12.
5. Imagine agora o nu´mero real x , cuja representac¸a˜o e´: x0x1x2x3x4 . . . xl . . .. Este e´
constru´ıdo da seguinte forma:
x0 = 9− r0,0
x1 = 9− r1,1
x2 = 9− r2,2
x3 = 9− r3,3
x4 = 9− r4,4
... ... ... ...
xl = 9− rl ,l
Para cada l ∈ N, o l-e´simo d´ıgito de x apo´s o ponto decimal e´ o complemento de 9
do l-e´simo d´ıgito do nu´mero listado na linha l da enumerac¸a˜o.
6. A construc¸a˜o acima representa um nu´mero real no intervalo (0, 1]. Portanto,
o nu´mero deve pertencer a` enumerac¸a˜o, por exemplo numa linha k ∈ N qualquer.
Mas pela definic¸a˜o o k -e´simo d´ıgito de x e´ diferente do k -e´simo d´ıgito desta linha.
Ou seja, x na˜o corresponde a nenhum dos elementos da enumerac¸a˜o. Isto e´ uma
CONTRADIC¸A˜O! A hipo´tese original e´, portanto, falsa.
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7. OBSERVAC¸A˜O 1: O me´todo de Cantor, acima, e´ chamado de me´todo da diagonal
porque o nu´mero x foi definido utilizando os elementos da diagonal (rk ,k) da tabela
da enumerac¸a˜o da hipo´tese.
Como mostrado em Prolo (2004), a partir da contribuic¸a˜o de George Cantor
sobre conjuntos enumera´veis e na˜o-enumera´veis, pode-se mostrar resultados
importantes para a teoria da computabilidade, sobre a na˜o computabilidade
de func¸o˜es e os problemas na˜o-decid´ıveis.
12.7.2 Problemas de Decisa˜o
Um problema de decisa˜o, e´ uma func¸a˜o total bina´ria, cujo contradomı´nio tem apenas
os valores {verdade, falso} ou {0, 1} ou {sim, nao}.
PD : U → {0, 1}
12.7.3 Problemas Decid´ıveis
Um problema de decisa˜o e´ dito ser decid´ıvel, se existe um procedimento efetivo P ,
tal que PD decide. Se a entrada do procedimento e´ x :
• se x ∈ PD , P gera como sa´ıda (1, verdade, sim).
• se x 6∈ PD , P gra como sa´ıda (0, falso, na˜o).
O leitor deve notar que, isto e´ o mesmo que dizer que χPD e´ computa´vel.
12.7.4 Func¸o˜es na˜o-enumera´veis
O conjunto de func¸o˜es totais dos naturais para os naturais, como segue,
F = {f : N→ N | ftotal} e´ na˜o-enumera´vel.
1. Primeiro, note que ao provarmos que F e´ na˜o-enumera´vel, provamos tambe´m que
as func¸o˜es parciais na˜o o sa˜o, pois F e´ um subconjunto das parciais. O motivo da
restric¸a˜o para totais e´ por forc¸a do argumento que sera´ utilizado abaixo.
2. O me´todo e´ o mesmo usado acima. Primeiro assumimos como hipo´tese que
o conjunto F e´ enumera´vel. Ora, no´s queremos provar exatamente o contra´rio, isto e´,
ao final conclu´ımos que se tal hipo´tese for verdadeira chega-se a uma contradic¸a˜o,
e portanto a hipo´tese na˜o e´ verdadeira: o conjunto das func¸o˜es de N em N e´ na˜o-
enumera´vel.
3. Ora, se o conjunto e´ enumera´vel por hipo´tese, enta˜o deve existir uma enumerac¸a˜o
para ele (mesmo que no´s na˜o saibamos qual/como ela e´):
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Tabela 13 – Tabela: Conjunto de func¸o˜es na˜o enumera´veis
Func¸a˜o Argumentos
0 f0(0) f0(1) f0(2) f0(3) f0(4) ...
1 f1(0) f1(1) f1(2) f1(3) f1(4) ...
2 f2(0) f2(1) f2(2) f2(3) f2(4) ...
3 f3(0) f3(1) f3(2) f3(3) f3(4) ...
4 f4(0) f4(1) f4(2) f4(3) f4(4) ...
5 f5(0) f5(1) f5(2) f5(3) f5(4) ...
6 f6(0) f6(1) f6(2) f6(3) f6(4) ...
... .... .... .... .... .... ...
Fonte: Prolo (2004).
f0, f1, f2, f3, f4, f5, f6
4. Duas func¸o˜es f , g (∈ N) sa˜o iguais, se e somente se, elas sa˜o iguais para todo
elemento do domı´nio; sa˜o diferentes, se e somente se, existe algum x ∈ N para o qual
f (x ) 6= g(x ). Podemos, portanto, representar uma tal func¸a˜o f como uma sequeˆncia
infinita
f (0), f (1), f (2), f (3), ...
ou imagine o grafo de f = {(0, f (0)), (1, f (1)), (2, f (2)), (3, f (3)), ...}.
5. O diagrama abaixo mostra uma enumerac¸a˜o qualquer de F , que deve existir
pela hipo´tese. Cada linha representa uma func¸a˜o. Cada coluna x corresponde ao
valor da func¸a˜o aplicada a x . Para toda a func¸a˜o de F deve haver um k ∈ N tal que
a func¸a˜o e´ representada na linha k da Tabela 13.
6. Imagine agora a func¸a˜o f ∈ F , cuja representac¸a˜o f (0)f (1)f (2)f (3)f (4)...f (l)...
e´ constru´ıda da seguinte forma:
f (0) = f0(0) + 1
f (1) = f1(1) + 1
f (2) = f2(2) + 1
f (3) = f3(3) + 1
f (4) = f4(4) + 1
f (5) = f5(5) + 1
...
f (l) = fl(l) + 1
...
Para cada l ∈ N , f e´ diferente da func¸a˜o fl da linha l da enumerac¸a˜o, pois por
construc¸a˜o, f e´ diferente de fl quando aplicada ao argumento l (f (l) = fl(l) + 1).
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Portanto, f na˜o pertence a` enumerac¸a˜o. Mas como f ∈ F , por hipo´tese, f pertence a`
enumerac¸a˜o. Novamente chegamos a uma contradic¸a˜o. A hipo´tese original e´ portanto
falsa. F e´ na˜o-enumera´vel.
12.8 Concluso˜es Importantes
CONCLUSA˜O 1 : Existe func¸a˜o na˜o-computa´vel. Vimos que o conjunto de todos
os procedimentos efetivos em uma dada linguagem (ALGORITMOS) e´ enumera´vel.
Mas o conjunto das func¸o˜es F , tais que:
F : N→ N sobre os naturais N e´ na˜o-enumera´vel,
pois card(F ) > ℵ0. Portanto, na˜o existe bijec¸a˜o entre ALGORITMOS e F . Neste
caso, na˜o se tem como associar um procedimento efetivo para cada func¸a˜o. Ou seja,
existem ”mais”func¸o˜es do que programas. Donde se conclui que existem func¸o˜es
na˜o-computa´veis (na verdade muitas!, infinitas!), isto e´:
Existem ”mais”func¸o˜es na˜o-computa´veis do que func¸o˜es computa´veis.
CONCLUSA˜O 2 : Existe problema na˜o-decid´ıvel.
1. Com argumento similar ao usado para o conjunto F das func¸o˜es totais dos
naturais para os naturais, pode-se mostrar o subconjunto de F , das func¸o˜es totais
bina´rias de naturais:
FB = {f : N → {0, 1} ‖f total}
tambe´m na˜o e´ enumera´vel. Esta prova pode ficar como um exerc´ıcio para o leitor.
2. Ora, FB e´ exatamente o conjunto dos problemas de decisa˜o (definidos an-
teriormente) para os naturais. Em termos de conjuntos, FB representa o conjunto
poteˆncia de N (2N, o conjunto de todos os subconjuntos de naturais). De fato, cada
membro f de FB e´ a func¸a˜o caracter´ıstica de um subconjunto dos naturais.
3. Ou seja o nu´mero de problemas de decisa˜o na˜o e´ enumera´vel. Visto que AL-
GORITMOS e´ enumera´vel, novamente conclu´ımos pela existeˆncia de (infinitos)
problemas que na˜o sa˜o decid´ıveis.
4. Note que FB ⊂ F , portanto o fato de que FB na˜o e´ enumera´vel por si so´
implica que F tambe´m na˜o e´.
CONCLUSA˜O FINAL:
• Existem func¸o˜es matema´ticas que na˜o podem ser computadas (na˜o
podem ser expressas por procedimento efetivo, um algoritmo).
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• Problemas que na˜o podem ser decididos por computador.
• Conjuntos que na˜o podem ser enumerados por programa de computador.
12.9 Nu´meros Conta´veis e Nu´meros Computa´veis
Nesta sec¸a˜o, estamos tratando de conjuntos infinitos: infinitamente conta´vel, o que
e´ o mesmo que enumera´vel. Quando um conjunto possui o mesmo tamanho dos
naturais N, dizemos que ele e´ um conjunto conta´vel (Aleph-zero, ℵ0). Pore´m nem
todos os conjuntos sa˜o conta´veis, como o conjunto dos nu´meros Reais R, provado
pelo me´todo de diagonalizac¸a˜o (ver em Sudkamp (1988)), ou seja, podemos dizer
que o infinito dos Reais R e´ maior que o infinito dos naturais N .
Mas se o conjunto dos nu´meros Reais R e´ composto pelo conjunto dos Racio-
nais Q e Irracionais I, e foi provado que os Racionais Q possuem o mesmo tamanho
dos Naturais N, enta˜o podemos afirmar que quem faz a diferenc¸a na contagem sa˜o os
nu´meros Irracionais I. Mas, que Irracionais I fazem essa diferenc¸a? Existem va´rios
tipos deles tambe´m. Alguns irracionais sa˜o constru´ıdos como ra´ızes de polinoˆmios
com coeficientes inteiros, chamados de irracionais Alge´bricos.
Pore´m, pela mesma te´cnica de Godel (ver o cap´ıtulo 15), podemos provar que
os Irracionais alge´bricos tambe´m sa˜o conta´veis, associando cada coeficiente do po-
linoˆmio a um expoente de um nu´mero primo. Ja´ que os Irracionais alge´bricos sa˜o
conta´veis, quem faz a diferenc¸a sa˜o justamente os irracionais na˜o-alge´bricos, cha-
mados transcendentes. Mas, mesmo dentre os transcendentes, existem diferentes
tipos, como o nu´mero pi, por exemplo, que na˜o podemos ter ele como raiz de um
polinoˆmio, mas podemos aproxima´-lo ta˜o precisamente quanto desejemos por meio
de um algoritmo. Nu´meros dessa forma sa˜o chamados Computa´veis.
Mas ainda podemos provar que os Computa´veis tambe´m sa˜o conta´veis. Fazemos isso
provando que se existe um algoritmo que aproxima o nu´mero (chamado computa´vel),
enta˜o esse algoritmo pode ser implementado numa linguagem (mostrado por Turing).
Mas como existem conta´veis codificac¸o˜es em uma linguagem finita, enta˜o existem
conta´veis nu´meros Computa´veis.
Enta˜o, quem sa˜o os na˜o-conta´veis? Existem nu´meros que na˜o podemos gerar por
meios de algoritmos, por exemplo: a constante de Chaitin. Resumidamente, po-
demos construir calculando o seguinte somato´ria: para cada algoritmo existente
(cujo natural associado e´ n), se o algoritmo pa´ra, soma-se 2− n, sena˜o, na˜o soma
nada. Como a somato´ria na˜o pode ser calculada porque na˜o podemos saber se um
algoritmo pa´ra (Problema da Parada), enta˜o a constante de Chaitin e´ um nu´mero
na˜o-computa´vel. Em cieˆncia da computac¸a˜o, na sub-a´rea de teoria da informac¸a˜o
algor´ıtmica, a constante de Chaitin (nu´mero Oˆmega de Chaitin) ou probabilidade
de parada e´ um nu´mero real que informalmente representa a probabilidade de que
um programa constru´ıdo de forma aleato´ria ira´ parar. Estes nu´meros sa˜o formados
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de uma construc¸a˜o de Gregory Chaitin.
Enta˜o quais nu´meros fazem os nu´meros Reais serem um infinito maior que o dos
nu´meros naturais? Sa˜o os nu´meros que na˜o podemos construir, na˜o podemos aproxi-
mar e na˜o podemos descrever, ou seja, nem da´ pra pensar sobre eles.
12.10 Definic¸o˜es Recursivas
Muitos dos conjuntos envolvidos na gerac¸a˜o de linguagens conte´m um nu´mero infinito
de elementos. Precisamos definir um conjunto infinito em uma maneira que permita
seus membros serem constru´ıdos e manipulados.
Uma definic¸a˜o recursiva de um conjunto X especifica um me´todo para construir
os elementos do conjunto. A definic¸a˜o utiliza dois componentes: os elementos-base e
o conjunto finito de operadores. A base consiste de elementos expl´ıcitos projetados
como membros de X . Os operadores sa˜o usados para construir novos elementos
do conjunto, a partir dos membros definidos previamente. O conjunto X gerado
recursivamente consiste de todos os elementos que podem ser gerados a partir da
base, por um nu´mero finito de aplicac¸o˜es dos operadores.
A palavra-chave aqui e´ gerar. Claramente, nenhum procedimento pode listar o
conjunto completo dos nu´meros naturais N. Qualquer nu´mero natural, contudo,
pode ser obtido comec¸ando-se do 0 e construindo a sequeˆncia inicial dos nu´meros
naturais. Isto, intuitivamente, descreve o procedimento de gerar recursivamente os
nu´meros naturais. Esta ideia e´ formalizada pela seguinte definic¸a˜o recursiva, como
em Sudkamp (1988).
Definic¸a˜o (Gerac¸a˜o recursiva dos nu´meros naturais N)
Uma definic¸a˜o recursiva de N e´ constru´ıda usando a func¸a˜o-sucessor s , tal como
em SUDKAMP (1988):
1. Base: 0 ∈ N,
2. Etapa recursiva: Se n ∈ N, enta˜o s(n) ∈ N,
3. Fecho: n ∈ N, se ele pode ser obtido a partir do 0, por um nu´mero finito de
aplicac¸o˜es da func¸a˜o s .
Definic¸a˜o (Definic¸a˜o recursiva da soma de naturais)
A definic¸a˜o recursiva da soma de m e n e´ feita sobre n, o segundo membro da
soma: SUDKAMP (1988)
1. Base: Se n = 0, enta˜o, m + n = m,
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2. Fecho: m + n = k somente se esta igualdade pode ser obtida de m + 0 = m,
usando-se finitamente va´rias aplicac¸o˜es da operac¸a˜o em (2).
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CAPI´TULO 13
A Aritme´tica nos Se´culos XIX e
XX
A
necessidade do formalismo na Aritme´tica na˜o era apreciada ate´ o trabalho de
Hermann Gu¨nther Grassmann (1809-1877), que mostrou em 1861, que muitos
fatos da aritme´tica poderiam ser derivados de fatos mais ba´sicos sobre a operac¸a˜o de
sucessor e o conceito de induc¸a˜o.
Figura 79 – Hermann Grassmann - A primeira formulac¸a˜o axioma´tica da aritme´tica.
Fonte: pt.wikipedia.org.
13.1 Teorias Axiomatizadas da Aritme´tica
Teorias Axiomatizadas da Aritme´tica sa˜o apresentados neste cap´ıtulo. De forma
semelhante a va´rias outras teorias da matema´tica, apesar de ser extensivamente
utilizada ha´ bastante tempo, so´ foi formalizada no se´culo XIX. A formalizac¸a˜o mais
conhecida e´ a feita atrave´s de um conjunto de axiomas conhecidos como axiomas
de Peano, os quais foram propostos em 1889 pelo matema´tico italiano Giuseppe
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Peano. E´ importante ressaltar que a aritme´tica usual utiliza a semaˆntica da lo´gica
cla´ssica (podendo ser tanto de primeira-ordem, como de ordens superiores). Esta
aritme´tica e´ conhecida como aritme´tica de Peano e e´ comumente abreviada como
PA (Peano Arithmetic). Para tal precisamos conhecer algumas construc¸o˜es que
correspondem a` teorias aritme´ticas.
Grassmann expoˆs a primeira fo´rmula axioma´tica da aritme´tica, usando amplamente
o princ´ıpio de induc¸a˜o. Seus seguidores citaram amplamente seu trabalho. Em 1881,
Charles Sanders Peirce mostrou uma forma de axiomatizac¸a˜o da aritme´tica de
nu´meros naturais. Em 1888, Richard Dedekind propoˆs uma colec¸a˜o de axiomas
sobre os nu´meros, e em 1889, Giuseppe Peano publicou uma versa˜o mais preci-
samente formulada das anteriores, em uma colec¸a˜o de axiomas no seu livro, ”Os
principios da Aritme´tica apresentados por um novo me´todo”(Em Latim: Arithmetices
principia, nova methodo exposita).
Quando Peano formulou seus axiomas, a linguagem da lo´gica matema´tica ainda era
nova. O sistema de notac¸a˜o lo´gica por ele criado para a apresentac¸a˜o de seus axiomas
na˜o se mostrou popular, apesar de ser a geˆnese da notac¸a˜o moderna de pertencimento
(∈, derivado do  utilizado por Peano) e implicac¸a˜o (⊃, derivado do ”C”invertido de
Peano). Ele manteve uma distinc¸a˜o clara entre a simbologia lo´gica e a matema´tica,
o que na˜o era ainda comum na matema´tica; tal separac¸a˜o foi introduzida pela
primeira vez no Begriffsschrift, trabaho de Gottlob Frege no cap´ıtulo ??, publicado
em 1879. Peano desconhecia o trabalho de Frege e independentemente recriara
suas te´cnicas lo´gicas se baseando nos trabalhos de Boole e Schro¨der. Os axiomas
de Peano definem as propriedades aritme´ticas de nu´meros naturais, geralmente
representadas como o conjunto N ou a assinatura (os s´ımbolos na˜o-lo´gicos de uma
linguagem formal) para os axiomas incluem o s´ımbolo de constante 0 e o s´ımbolo
de func¸a˜o-una´ria sucessor. Ver no Cap´ıtulo 3, quando foram apresentados os va´rios
conjuntos de nu´meros mais usados.
A partir da notac¸a˜o lo´gica de Peano, um sistema axioma´tico para a aritme´tica,
poˆde ser constru´ıdo atrave´s de axiomas lo´gicos da lo´gica de primeira ordem e mais
axiomas aritme´ticos descritos na forma da a´lgebra.
Mais tarde, em 1929, Mojzesz Presburger (1904-1943), um matema´tico, lo´gico e
filo´sofo poloneˆs de origem judaica, aluno de Alfred Tarski, ficou conhecido, quando
ainda estudantepor, por ter inventado a aritme´tica de Presburger. Formalmente, sa˜o
bem conhecidas as aritme´ticas de Peano e Presburger.
13.2 Sobre a Aritme´tica de Peano
Os axiomas de Peano conteˆm treˆs tipos de declarac¸o˜es. O primeiro axioma afirma a
existeˆncia de pelo menos um membro no conjunto ”nu´meros”. As quatro seguintes sa˜o
afirmac¸o˜es gerais a respeito de igualdade. Os pro´ximos treˆs axiomas sa˜o declarac¸o˜es
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da lo´gica de primeira ordem sobre nu´meros naturais expressando as propriedades
fundamentais da operac¸a˜o de sucessor. O nono e u´ltimo axioma, e´ uma declarac¸a˜o
da lo´gica de segunda ordem do princ´ıpio da induc¸a˜o matema´tica sobre os nu´meros
naturais. Um sistema de primeira ordem mais ”fraco”chamado aritme´tica de
Peano e´ obtido ao adicionar os s´ımbolos de adic¸a˜o e multiplicac¸a˜o e substituir o
axioma de induc¸a˜o de segunda ordem, por um esquema axioma´tico de primeira ordem.
Quando Peano formulou seus axiomas, a linguagem da lo´gica matema´tica ainda
era nova. O sistema de notac¸a˜o lo´gica por ele criado para a apresentac¸a˜o de seus
axiomas na˜o se mostrou popular, apesar de ser a geˆnese da notac¸a˜o moderna de
pertencimento (∈, derivado do  utilizado por Peano) e implicac¸a˜o (⊃, derivado
do ”C”invertido de Peano). Ele manteve uma distinc¸a˜o clara entre a simbologia
lo´gica e a matema´tica, o que na˜o era ainda comum na matema´tica; tal separac¸a˜o
foi introduzida pela primeira vez no Begriffsschrift, trabalho de Gottlob Frege
(Cap´ıtulo 8), publicado em 1879.
Peano desconhecia o trabalho de Frege e independentemente recriara suas te´cnicas
lo´gicas se baseando nos trabalhos de Boole e Schro¨der. Os axiomas de Peano
definem as propriedades aritme´ticas de nu´meros naturais, geralmente representadas
como o conjunto N E os s´ımbolos na˜o-lo´gicos para os axiomas, incluem o s´ımbolo da
constante 0 e o s´ımbolo de func¸a˜o una´ria sucessor. Ver no Cap´ıtulo 3, quando foram
apresentados os va´rios conjuntos de nu´meros mais conhecidos.
Os axiomas de Peano tambe´m podem ser derivados de construc¸o˜es conjunto-teo´ricas
de nu´meros naturais e axiomas da Teoria dos Conjuntos como a de Zermelo-
Fraenkel. A construc¸a˜o padra˜o dos naturais, devido a John von Neumann
(tambe´m contribuiu para a Teoria dos Conjuntos), comec¸a com a definic¸a˜o de
0 (zero) como o conjunto vazio , e um operador s nos conjuntos, definido como:
s(a) = a ∪ {a}.
O conjunto dos nu´meros naturais N, tambe´m pode ser definido como a intersecc¸a˜o
de todos os conjuntos fechados sob s que conte´m o conjunto vazio. Cada nu´mero
natural e´ igual (como conjunto) ao conjunto de nu´meros naturais menor que ele:
Figura 80 – O conjunto dos nu´meros naturais N e´ definido como a intersec¸a˜o de
todos os conjuntos fechados.
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e assim em diante. O conjunto N, junto com 0 e a func¸a˜o sucessor s : N→ N satisfaz
os axiomas de Peano.
A aritme´tica de Peano, que e´ uma aritme´tica dotada da operac¸a˜o de multiplicac¸a˜o,
na˜o e´ decid´ıvel, isto e´, na˜o existe um procedimento efetivo, que decide se qualquer
declarac¸a˜o dada na aritme´tica de Peano e´ verdadeira ou falsa. Pelo teorema da
incompletude de Go¨del (ver no cap´ıtulo 15), a aritme´tica de Peano e´ incompleta
e sua consisteˆncia na˜o e´ demonstra´vel internamente, como o leitor conhecera´ no
Teorema 2 de Go¨del.
13.3 Sobre a Aritme´tica de Presburg
Aritme´tica de Presburger e´ a teoria de primeira-ordem dos nu´meros naturais com a
oprac¸a˜o de soma. Tem esse nome em honra de Mojzesz Presburger, o qual a apre-
sentou em 1929. A aritme´tica de Presburguer conte´m apenas a operac¸a˜o de adic¸a˜o
e equalizac¸a˜o, suprimindo a operac¸a˜o de multiplicac¸a˜o totalmente. Isso inclui o es-
quema de induc¸a˜o matema´tica sobre o nu´meros naturais, mostrada no Cap´ıtulo ??. A
aritme´tica de Presburger e´ muito mais fraca do que aritme´tica de Peano, que inclui
tanto a operac¸a˜o de adic¸a˜o quanto a de multiplicac¸a˜o. Ao contra´rio da aritme´tica de
Peano, a aritme´tica de Presburger e´ uma teoria decid´ıvel. Isto significa que e´ poss´ıvel
efetivamente determinar, por qualquer sentenc¸a na linguagem da aritme´tica de
Presburger, se essa sentenc¸a e´ dedut´ıvel dos axiomas da aritme´tica de Presburger.
A propo´sito do tempo de funcionamento assinto´tico da complexidade computacional
deste problema de decisa˜o, esse e´ duplamente exponencial, como mostrado por Fis-
cher e Rabin (1974) (ver o cap´ıtulo ”Sobre a Teoria da Complexidade”, no segundo
volume da se´rie, intitulado ”Da Computabilidade Formal a`s Maquinas Programa´veis).
A linguagem da aritme´tica de Presburger conte´m constantes 0 e 1 e a func¸a˜o
bina´ria ”+”, interpretada como adic¸a˜o. Nessa linguagem, os axiomas da aritme´tica
Presburger tem as propriedades:
(1) ¬(0 = x +1) (2) x +1 = y +1→ x = y (3) x +0 = x (4) (x +y)+1 = x +(y +1)
Se P(x ) for uma fo´rmula de primeira ordem na linguagem da aritme´tica de Presbur-
ger, enta˜o a fo´rmula segue um axioma:
(5) (P(0) ∧ ∀ x (P(x )→ P(x + 1)))→ ∀ yP(y)
O ı´tem (5) e´ um esquema de axioma de induc¸a˜o, o que representa um nu´mero
infinito de axiomas. Uma vez que os axiomas no esquema em (5) na˜o podem ser
substitu´ıdos por qualquer nu´mero finito de axiomas, a aritme´tica de Presburger na˜o e´
finitamente axiomatizable. A aritme´tica de Presburger na˜o pode formalizar concei-
tos tais como a divisibilidade ou nu´meros primos. Geralmente, qualquer conceito de
nu´mero levando a multiplicac¸a˜o na˜o pode ser definida na aritme´tica de Presburger,
uma vez que leva a` incompletude e indecidibilidade. No entanto, pode-se formular
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exemplos individuais de divisibilidade, como, por exemplo, se revelar ”para todo
x , existe y : (y +y = x )∨(y +y +1 = x )”. Isto indica que cada nu´mero e´ par ou ı´mpar.
Presburger provou que sua aritme´tica e´: (a) consistente: na˜o ha´ nenhuma de-
clarac¸a˜o na aritme´tica de Presburger que pode ser deduzida a partir dos axiomas
de tal forma que sua negac¸a˜o pode tambe´m ser deduzida; (b) completo: para cada
operac¸a˜o na aritme´tica de Presburger, ou e´ poss´ıvel deduzi-la a partir dos axiomas
ou e´ poss´ıvel deduzir a sua negac¸a˜o; (c) decid´ıvel: existe um procedimento efetivo,
que decide se qualquer declarac¸a˜o dada na aritme´tica de Presburger e´ verdadeira
ou falsa. Estes tre¨s conceitos sera˜o abordados nos cap´ıtulos 14 e 15 e no segundo
volume, no cap´ıtulo intitulado ”Turing - A Computac¸a˜o sem Computador”.
Mojzesz Presburger provou que a sua aritme´tica e´: (1) consistente: Na˜o ha´
nenhuma declarac¸a˜o na aritme´tica de Presburger que pode ser deduzida a partir dos
axiomas de tal forma que sua negac¸a˜o pode tambe´m ser deduzida; (2) completa:
Para cada instruc¸a˜o na aritme´tica de Presburger, ou e´ poss´ıvel deduzi-la a partir
dos axiomas ou e´ poss´ıvel deduzir a sua negac¸a˜o; (3) decid´ıvel: Existe um procedi-
mento efetivo, que decide se qualquer declarac¸a˜o dada na aritme´tica de Presburger e´
verdadeira ou falsa.
13.4 Uma Aritme´tica de Primeira Ordem
Em Carnielli e Epstein (2005), Parte III, Lo´gica e Aritme´tica, o cap´ıtulo 20, trata
da construc¸a˜o da aritme´tica de primeira ordem. O apresentando em (A): uma lin-
guagem formal para a aritme´tica na p.235, uma aritme´tica de primeira ordem.
Definic¸a˜o (Uma definic¸a˜o na˜o-construtiva de Aritme´tica)
Uma aritme´tica e´ a colec¸a˜o de todas as fo´rmulas bem-formadas na linguagem
apresentada, em que sa˜o verdadeiras a respeito dos nu´meros naturais.
Em (B), Cap´ıtulo 20, p.237, temos os princ´ıpios de infereˆncia e axiomas lo´gicos.
Ale´m disso, em (C), Cap.20, p.240, e´ apresentado o sistema axioma´tico chamado
Q, constitu´ıdo de um axiomas lo´gicos e regras de infereˆncia e, mais sete axiomas
aritme´ticos, formando um particular fragmento da aritme´tica de primeira ordem,
constru´ıdo acrescentando-se a` parte (B), alguns axiomas espec´ıficos para a aritme´tica.
13.4.1 Prova de consisteˆncia e verdade em Q
Supondo a interpretac¸a˜o padra˜o. Neste caso, o simbolismo foi projetado para fazer
refereˆncia aos nu´meros naturais, onde + e´ interpretado com a operac¸a˜o de adic¸a˜o,
”.”como a operac¸a˜o de multiplicac¸a˜o, e ”’”como a operac¸a˜o sucessor.
Tendo em mente esta interpretac¸a˜o, afirmarmos que uma fbf (fo´rmula bem-formada)
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e´ verdadeira nos nu´meros naturais. E mais, se as hipo´teses de uma regra sa˜o ver-
dadeiras, enta˜o tambe´m e´ a sua conclusa˜o. Portanto, todos os teoremas de Q sa˜o,
imaginamos, verdadeiros sobre os nu´meros naturais.
Como Hilbert fazia, na˜o se considera questo˜es de veracidade e significado en-
quanto estudamos as propriedades sinta´ticas de um sistema formal. Em vez, disso,
e´ assumido de forma expl´ıcita que o sistema Q tem a propriedade sinta´tica de ser
consistente: ou seja, na˜o existe uma fo´rmula bem formada A, desta aritme´tica, tal
que `Q A e `Q ¬A se verifiquem simultaneamente.
Algumas provas em Q de propriedades da igualdade - Note, que na linguagem
da aritme´tica e nos axiomas, faz parte o s´ımbolo de igualdade ”=”. Em Carnielli e
Epstein (2005) sa˜o provados dois teoremas a respeito de propriedades da igualdade.
Ver no Cap´ıtulo 20, p.242-244.
13.4.2 A Debilidade de Q
Como em Carnielli e Epstein (2005), se tivermos assumido o suficiente sobre os
nu´meros naturais, para podermos representar toda func¸a˜o recursiva em Q, enta˜o
este sistema deveria ser poderoso o suficiente para demonstrar quase todas as
propriedades ba´sicas da aritme´tica. Mas, um fato bem simples quanto x 6= x ′ na˜o
pode ser demonstrado em Q. Como enta˜o podemos demonstrar este fato? Sabemos
como demonstrar que uma sentenc¸a e´ um teorema. Basta exibir a prova. Mas, como
se pode argumentar que na˜o existe uma prova?
13.4.3 Provas sobre Q como Procedimentos Computa´veis
Em Carnielli e Epstein (2005), Cap.22, sec¸a˜o A, e´ provado que Q e´ indecid´ıvel. Isto
e´, na˜o existe procedimento de decisa˜o para o conjunto de teoremas de Q e, assim,
podemos concluir pela indecidibilidade da aritme´tica de primeira ordem baseada em
Q. O que enta˜o, se pode afirmar? O que se pode provar e´ que:
• Teorema Se Q e´ consistente, enta˜o Q e´ recursivamente indecid´ıvel.
• Corola´rio Se Q e´ consistente, enta˜o assumindo-se a tese de Church, Q e´
indecid´ıvel.
13.5 Fragmentos de Aritme´tica
Por fragmentos de aritme´tica, podemos entender a aritme´tica definida com a lingua-
gem em Carnielli e Epstein (2005), mas modificada sem o s´ımbolo funcional ”.”da
multiplicac¸a˜o. Um outro exemplo de fragmeto de aritme´tica e´ a mesma aritme´tica,
mas definida sem os s´ımbolos funcionais ”+”para adic¸a˜o, e ”’”para sucessor. Alter-
nativamente, se mantivermos a mesma linguagem original em Carnielli e Epstein
(2005) e eliminarmos um dos sete axiomas Q1-Q7, que foram acrescentados para
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formar o sistema Q, e assumindo que temos a consisteˆncia, na˜o poderemos mais
representar todas as func¸o˜es recursivas. Deste modo, Q (modificado) sera´ o mais
simples fragmento da aritme´tica, que poderemos estar interessados.
13.6 Provas de Consisteˆncia
Mas, do ponto de vista gene´rico, a prova de consisteˆncia e´ uma prova matema´tica
de que uma determinada teoria axioma´tica e´ consistente. O desenvolvimento inicial
da teoria da prova matema´tica foi impulsionado pelo desejo de fornecer provas
de consisteˆncia finita´rias para toda a matema´tica como parte do programa de
Hilbert. Mas, o programa de Hilbert foi fortemente impactado pela teoremas da
incompletude de Go¨del, que mostraram que teorias de prova suficientemente fortes
na˜o podem provar sua pro´pria consisteˆncia (desde que eles sa˜o de fato consistente).
O leitor vera´ no Cap´ıtulo 15, o teorema que Go¨del provou sobre a incompletude da
axioma´tica consistente da aritme´tica em seuTeorema 1 (de Go¨del).
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CAPI´TULO 14
Hilbert - Formalismo e Sistemas
Axioma´ticos
N
o se´culo XVIII, Leibniz (1646-1716) desejava em sua e´poca, dar uma visa˜o ma-
tema´tica da lo´gica de Aristo´teles. Leibniz acreditava que para resolver todos os
problemas da cooperac¸a˜o humana bastaria uma linguagem universal e um ca´lculo
do racioc´ınio, que ele chamou de (calculus ratiocinator). Leibniz desenvolveu uma
te´cnica pela qual todo racioc´ınio poderia ser resolvido a um ca´lculo matema´tico. Pro-
posic¸o˜es poderiam ser estabelecidas e provadas com um nu´mero pequeno de s´ımbolos.
E´ o que chamamos hoje de Lo´gica Proposicional e o Ca´lculo Proposicional.
Em raza˜o de divergeˆncias nos pro´prios fundamentos da matema´tica, surge no final do
se´culo XIX e in´ıcio do se´culo XX, o matema´tico alema˜o David Hilbert (1862-1943),
numa busca intensa para resolver qual a melhor forma de ver a matema´tica (e a
lo´gica) e contornar va´rias outras dificuldades.
Figura 81 – David Hilbert - O precursor dos sistemas formais.
Fonte: 〈https://pt.wikipedia.org/wiki/David Hilbert〉.
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No final do se´culo XIX, Hilbert tentou desenvolver uma formulac¸a˜o completa
e consistente da matema´tica, na qual sentenc¸as poderiam ser estabelecidas e prova-
das com um pequeno nu´mero de s´ımbolos. Assim surgiu a parceria entre a Lo´gica e a
Matema´tica, que foi chamada de Lo´gica Simbo´lica Janos (2009). Tal completude
da matema´tica significava que tudo que fosse verdadeiro poderia ser provado.
Mas, tambe´m precisava que a matema´tica fosse consistente, o que significava que
tudo que fosse provado seria verdadeiro.
14.1 O Formalismo de Hilbert
No decorrer dos cap´ıtulos foram mostradas as va´rias corrente filoso´ficas, cada qual
indicando os fundamentos da matema´tica, de que forma deveria ser a matema´tica
quanto as formas de provas. Cada corrente defendia sua maneira de fazer as de-
mosntrac¸o˜es matema´ticas. Dentre estas correntes, interessa-nos, neste cap´ıtulo, o
entendimento da corrente formalista liderada por Hilbert. A posic¸a˜o filoso´fica de
Hilbert, a respeito dos fundamentos da matema´tica e´ chamada de formalismo
Carnielli e Epstein (2005). Ele foi o criador e principal representante do formalismo.
Hilbert fundou um escola com va´rios adeptos. Entre os mais famosos estudantes
de Hilbert estavam Ernst Zermelo (quem formalizou a Teoria dos Conjuntos de
Cantor), John von Neumann (o arquiteto do computador digital e criador da
teoria dos autoˆmatos), Haskell Curry (o criador da linguagem funcional Haskell)
e va´rios outros seguidores, como por exemplo, Herbrand que focalizamos sobre
a metamatema´tica (a linguagem que fala da matema´tica). Bastante conhecido na
Franc¸a e com forte influeˆncia no Brasil, e´ o grupo de matema´ticos de concepc¸o˜es
hilbertianas que escreve sob o nome de Nicholas Bourbaki.
O formalismo nasceu do progresso alcanc¸ado pelo chamado me´todo axioma´tico.
Na cieˆncia da computac¸a˜o, quando se pensa em construir sistemas, esses precisam
ser especificados e a´ı entra a ideia dos me´todos de especificac¸a˜o construtivos (base-
ados em a´lgebra) e dos me´todos de especificac¸a˜o axioma´ticos baseados na Lo´gica.
Tambe´m, junto com a aparic¸a˜o do computador digital, sistemas formais tiveram
grande importaˆncia na construc¸a˜o da dos modelos de computac¸a˜o, quanto ao uso da
Lo´gica, da A´lgebra e do Ca´lculo, na criac¸a˜o das va´rias linhas de pesquisa da Cieˆncia
da Computac¸a˜o, e estes sistemas formais sera˜o explicados mais rigorosamente neste
livro no Cap´ıtulo 17 Costa (2008).
Segundo Hilbert, para se estudar uma teoria pelo me´todo axioma´tico, escolhe-
se certo nu´mero de noc¸o˜es primitivas (axiomas) aceitas sem demonstrac¸a˜o, mais
proposic¸o˜es primitivas, na˜o interessando se sa˜o evidentes ou na˜o (aceitas sem
demonstrac¸a˜o) e, as proposic¸o˜es demonstradas (por meio de racioc´ınio logica-
mente corretos a partir das regras de infereˆncia), suficientes para edificar a teoria,
aceitando-se outras proposic¸o˜es mediante, definic¸o˜es e demonstrac¸o˜es. Deixa-se de
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lados os significados intuitivos dos conceitos primitivos. De modo geral as lo´gicas
dedutivas fundamenta-se de acordo com o me´todo em questa˜o Costa (2008).
O me´todo axioma´tico encontra aplicac¸a˜o praticamente em toda a matema´tica e
lo´gica, constituindo-se hoje, na te´cnica ba´sica destas cieˆncias. A filosofia formalista
transforma o me´todo axioma´tico, de te´cnica que e´, na esseˆncia da matema´tica e da
lo´gica. Hilbert, ao contra´rio dos logicistas, na˜o desejava reduzir a matema´tica a`
lo´gica, mas fundamentar a matema´tica e a lo´gica em bases so´lidas. O matema´tico
ou o lo´gico pode estudar as propridades dos objetos (na cieˆncia da computac¸a˜o,
um objeto pode ser um sistema de computac¸a˜o), somente por meio de s´ımbolos do
albabeto de uma linguagem com caracter´ısticas formais (sintaxe), independentes
dos significados que por ventura se possam atribuir aos s´ımbolos. Este assunto sera´
focalizado no cap´ıtulo ??. Os formalistas afirmam, apenas, que o matema´tico e o
lo´gico investiga as propriedades estruturais dos s´ımbolos (e, portanto, de todos os
objetos), independentemente de suas significac¸o˜es Costa (2008).
Hilbert pretendia reduzir o infinito, por um sistema formal de prova, livre de
contradic¸o˜es, cuja validade dessas sentenc¸as pudesse ser provada por meios finitos.
Para Hilbert, o matema´tico pode estudar qualquer sistema simbo´lico, admitindo-se
que o sistema na˜o encerre contradic¸o˜es, isto e´, no sistema axioma´tico na˜o se possa
provar uma proposic¸a˜o e, ao mesmo tempo, sua negac¸a˜o. Este e´ o princ´ıpio da
“na˜o-contradic¸a˜o”. Tal auseˆncia de contradic¸a˜o se chama consisteˆncia da teoria,
no sentido de que “tudo que pode ser provado seja verdadeiro”. Segundo Hilbert,
basta provar a consisteˆncia de uma teoria, para torna´-la inteiramente l´ıcita. Hilbert
edificou ate´ uma meta-teoria, a metamatema´tica ou teoria da demonstrac¸a˜o, cuja
finalidade ba´sica seria demonstrar a consisteˆncia das diversas teorias matema´ticas.
Hilbert apostou na criac¸a˜o de uma linguagem puramente sinta´tica, sem signi-
ficado, a partir da qual se poderia deduzir a respeito da veracidade ou falsidade de
enunciados. Isto deu surgimento ao que se chama hoje, de um sistema formal : uma
linguagem e um sistema dedutivo. Tal linguagem formou a concepc¸a˜o formalista
da matema´tica. Grande parte da comunidade matema´tica mundial acreditava na
existeˆncia de uma matema´tica segura, provadamente correta e livre de inconsisteˆncias.
Ledo engano.
Hilbert criou uma forma de se provar a consisteˆncia de uma teoria. A prova
de consisteˆncia de uma teoria A pode ser reduzida a` consisteˆncia de outra teoria,
digamos B , da seguinte maneira: dentro da teoria B , elabora-se um modelo de A, ou
seja, escolhe-se um sistema conveniente, S , de objetos de B , de tal forma que para
esse sistema sejam satisfeitas as proposic¸o˜es primitivas de A; S constitui, assim, um
modelo da teoria A. Enta˜o constata-se, como consequeˆncia, que se B for consistente,
A tambe´m o sera´. Embora a consisteˆncia possa ser provada por meio da teoria de
modelos, muitas vezes e´ feito de uma forma puramente sinta´tica. Para entendimento
deste fato, precisamos entender os teoremas de Go¨del no Cap´ıtulo 15.
242 Cap´ıtulo 14. Hilbert - Formalismo e Sistemas Axioma´ticos
Na lo´gica dedutiva cla´ssica, uma teoria consistente e´ aquela que na˜o conte´m con-
tradic¸a˜o. A auseˆncia de contradic¸a˜o pode ser provada tanto em termos semaˆnticos
ou sinta´ticos. A definic¸a˜o semaˆntica de que uma teoria e´ consistente e´ se, e somente
se ela tem um modelo, ou seja, existe uma interpretac¸a˜o segundo a qual todas as
fo´rmulas na teoria sa˜o verdadeiras. Este e´ o sentido usado na lo´gica aristote´lica
tradicional. A definic¸a˜o sinta´tica afirma que uma teoria e´ consistente se, e somente
se na˜o existe uma fo´rmula P tal que P e sua negac¸a˜o ¬P sejam demonstra´veis a
partir dos axiomas da teoria sob o seu sistema dedutivo associado.
Se essas definic¸o˜es sinta´ticas e semaˆnticas sa˜o equivalentes, para qualquer teoria
formulada usando uma lo´gica dedutiva particular, a lo´gica e´ chamada completa. A
completude do ca´lculo proposicional foi provado por Paul Bernays em 1918 [3] e
Emil Post em 1921 [4], enquanto a completude do ca´lculo de predicados foi provado
por Kurt Go¨del em 1930 [5]. E provas de consisteˆncia para a aritmetica, restritas
ao axioma da induc¸a˜o foram provadas por Ackermann (1924), von Neumann
(1927) e Herbrand (1931) [6]. Lo´gicas mais fortes em expressividade, como a lo´gica
de segunda ordem, na˜o sa˜o completas.
Veja as notas sobre os fatos histo´ricos referidos anteriormente:
1 Alfred Tarski (1946) afirma que: ”A teoria dedutiva e´ chamado consistente ou
na˜o contradito´rias, se nenhuma duas declarac¸o˜es desta teoria se contradizem”,
ou em outras palavras, ”se de quaisquer duas sentenc¸as contradito´rias, pelo
menos uma na˜o pode ser provada”, onde Tarski define contradito´rio como
segue: ”... duas sentenc¸as, das quais a primeira e´ uma negac¸a˜o do segunda,
sa˜o chamados sentenc¸as contradito´rias”. Esta definic¸a˜o requer uma noc¸a˜o
de ”prova”. Go¨del (1931) define a noc¸a˜o da seguinte maneira: ”a classe de
fo´rmulas demonstra´veis e´ definida como sendo a menor classe de fo´rmulas que
conte´m os axiomas e e´ fechada sob a relac¸a˜o de consequeˆncia lo´gica imediata,
isto e´, uma fo´rmula c decorrente de a e b e´ definida como uma consequeˆncia
imediata em termos de uma regra modus ponens, conforme Go¨del (1931) e van
Heijenoort (1967). Tarski define ”prova”, informalmente, como ”declarac¸o˜es
se sucedem em uma ordem definida de acordo com certos princ´ıpios ... e por
considerac¸o˜es destinadas a comprovar a sua validade, isto e´, uma conclusa˜o
verdadeira para todas as premissas verdadeiras Reichenbach (1947). Tarski
(1946), Kleene (1952) definem a noc¸a˜o de prova, em relac¸a˜o a qualquer uma
induc¸a˜o sobre uma sequeˆncia finita de fo´rmulas, de tal modo que cada fo´rmula
na sequeˆncia e´, ou um axioma ou uma ”consequeˆncia imediata”das fo´rmulas
anteriores; a prova e´ dita ser uma prova da sua u´ltima fo´rmula, e esta fo´rmula e´
dita ser formalmente prova´vel, ou ser um teorema demonstra´vel (formalmente),
como Kleene (1952).
2 Lo´gica Paraconsistente tolera contradic¸a˜o, mas a toleraˆncia a` contradic¸a˜o na˜o
implica em consisteˆncia.
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3 van Heijenoort (1967) afirma que Bernays determinou a independeˆncia dos
axiomas de Principia Mathematica, um resultado na˜o publicado ate´ 1926, mas
ele nada diz sobre Bernays provando sua consisteˆncia.
4 Post prova a consisteˆncia e a completude do ca´lculo proposicional; comenta´rios
de van Heijenoort e Post (1931) sobre a` introduc¸a˜o de uma teoria geral da
proposic¸o˜es elementares (1967), como tambe´m Tarski em (1946).
5 Comenta´rio de van Heijenoort e Go¨del (1930), sobre a Completude dos
Axiomas da Lo´gica como Ca´lculo Funcional em van Heijenoort em 1967.
6 Comenta´rio de van Heijenoort e Herbrand de 1930, sobre a consisteˆncia
da aritme´tica em van Heijenoort 1967.
14.2 O Trabalho de Hilbert
Em 1900, o matema´tico alema˜o David Hilbert lanc¸ou, no II Congresso Internacio-
nal de Matema´tica, em Paris, um desafio aos matema´ticos da e´poca. Ele reuniu uma
lista de 23 problemas da matema´tica em aberto, e convocou uma unia˜o de esforc¸os
para que se buscasse a soluc¸a˜o daqueles problemas. Alguns problemas relacionavam-se
com a´reas mais gerais da matema´tica, mas a maioria desses estavam ligados aos
fundamentos lo´gicos desta cieˆncia. Hilbert imaginava tais problemas proporcionando
um programa de pesquisas e sendo focalizados pela comunidade matema´tica mundial
da e´poca. Hilbert queria unir a comunidade para se chegar a uma visa˜o de um
sistema matema´tico livre de inconsisteˆncias.
Este episo´dio foi muito importante na busca pela fundamentac¸a˜o rigorosa da ma-
tema´tica. Naquela e´poca, os matema´ticos e filo´sofos se sentiam incomodados com a
existeˆncia de problemas cuja falsidade ou veracidade, ate´ enta˜o, na˜o haviam sido
provadas. A presenc¸a de problemas supostamente verdadeiros ou supostamente falsos
permeando todo aparato matema´tico representava uma ameac¸a ao rigor matema´tico
que se buscava.
14.3 Os Problemas Importantes para a Cieˆncia da Computac¸a˜o
Dos 23 problemas matema´ticos, propostos por Hilbert, destacam-se o de nu´mero 2,
que estava relacionado com a confiabilidade do racioc´ınio matema´tico. Ou seja:
Problema 2 (Consisteˆncia): “Se ao seguir as regras de um racioc´ınio ma-
tema´tico (deduc¸a˜o num sistema formal), na˜o se poderia chegar a con-
tradic¸o˜es.”
E ligado ao problema 2, o problema 10, que enunciava:
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Problema 10 (Decisa˜o): “Descreva um procedimento efetivo que determi-
nasse que uma equac¸a˜o polinomial do tipo P(un , un−1, ..., u1, u0) = 0, onde
P e´ um polinoˆmio com coeficientes inteiros, tem soluc¸a˜o (ra´ızes) dentro
do conjunto dos nu´meros inteiros.”
Surge, enta˜o, com Hilbert, o importante problema da decidibilidade.
Este, consiste em indagar se existia um procedimento efetivo (mecaˆnico) para deter-
minar, “se todos os enunciados matema´ticos verdadeiros poderiam ser ou
na˜o provados”.
Isto e´, se poderiam ser deduzidos a partir de um conjunto de premissas (hipo´teses).
Este e´ o problema de decisa˜o em matema´tica e corresponde ao problema da comple-
tude de um sistema formal.
Mais tarde, este tipo de problema surgiu novamente nas pesquisas de Alan Turing,
como sera´ explicado no Cap´ıtulo 4 do Volume 2. Na realidade, Turing se inspirou
nas ideias de Hilbert, como sera´ contado posteriormente.
Sobre a questa˜o da consisteˆncia, tambe´m importante para Hilbert, era uma
condic¸a˜o necessa´ria para a ideia de sistema axioma´tico que ele tinha em mente.
Aristo´teles, em seu tempo, ja´ havia demonstrado que se um sistema e´ inconsistente,
qualquer enunciado poderia ser provado como verdadeiro ou falso. Neste caso, na˜o po-
deria haver algum fundamento cient´ıfico so´lido, para qualquer tipo de conhecimento
matema´tico ou na˜o. David Hilbert em 1920, prenunciado no famoso discurso que
ele deu em 1900, fundou a abordagem “formalista” em Filosofia da Matema´tica.
Hilbert defendeu em 1921, que o objetivo principal dos pesquisadores da ma-
tema´tica e da lo´gica fosse o estabelecimento de matema´tica e lo´gica, sobre uma base
so´lida e comprovadamente consistente de axiomas, a partir do qual, em princ´ıpio,
todas as verdades matema´ticas poderiam ser deduzidas, pelos me´todos padra˜o de
primeira ordem ou lo´gica dos “predicados”).
Hilbert acreditava na matema´tica como um sistema formal, organizado por
um conjunto de s´ımbolos, um nu´mero pequeno de axiomas, juntamente com um
sistema dedutivo composto de regras. O sistema axioma´tico seria completo, no
sentido de que tudo que e´ verdadeiro possa ser provado pelo sistema axioma´tico. E
tambe´m, consistente, no sentido de que tudo que e´ provado sera´ verdadeiro.
Enta˜o, em 1928, ele formulou sua ideia sobre o “Entscheidungsproblem” ou “problema
de decisa˜o” em matema´tica. Este problema originou o termo “decidibilidade”.
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14.4 Consisteˆncia, Completude e Decidibilidade
Aqui podemos ver estes treˆs fatos distintos de interesse de Hilbert.
1. Em primeiro lugar, a consisteˆncia: o conjunto de axiomas deve ser comprova-
damente consistente: tudo que e´ dedut´ıvel e´ verdadeiro.
2. Em segundo lugar, completude: todas as verdades matema´ticas devem, em
princ´ıpio, ser dedut´ıveis a partir dos axiomas.
3. Em terceiro lugar, decidibilidade: deve haver um procedimento claramente
formulado, tal que, dada qualquer afirmac¸a˜o matema´tica no sistema axioma´tico,
tal procedimento pode estabelecer definitivamente, dentro de um tempo finito
ou na˜o, se essa afirmac¸a˜o e´ dedut´ıvel a partir dos axiomas.
Nos tratamentos formais dessas noc¸o˜es, elas sa˜o interpretadas sintaticamente (ou
seja, em termos de relac¸o˜es estruturais entre as fo´rmulas) ao inve´s de semanticamente
(ou seja, em termos de verdade e significado). Assim entendido:
Definic¸a˜o (Consisteˆncia)
Um sistema consistente e´ aquele em que nunca e´ poss´ıvel provar, ao mesmo
tempo (com os mesmos axiomas), uma proposic¸a˜o P e sua negac¸a˜o na˜o P . Porque
se pudermos provar, encontaremos uma contradic¸a˜o.
Nunca e´ possivel provar P E provar na˜o P .
Definic¸a˜o (Completude)
Um sistema completo e´ aquele em que e´ sempre poss´ıvel provar P ou na˜o P ,
para qualquer proposic¸a˜o P que pode ser expressa dentro do sistema.
E´ poss´ıvel provar P OU provar na˜o P , para qualquer P verdadeiro.
Enta˜o, consisteˆncia e completude esta˜o intimamente relacionados, e pode ser
entendida de forma totalmente independente da questa˜o de:
“Se os axiomas sa˜o ou na˜o verdadeiros” e “as regras sa˜o va´lidas” (ou seja, pre-
servando a verdade).
Se, no entanto, formos capazes de alcanc¸ar um sistema consistente e completo
da aritme´tica, com axiomas verdadeiros e regras va´lidas, enta˜o qualquer proposic¸a˜o
aritme´tica seria demonstra´vel, se e somente se, ela e´ verdadeira.
Definic¸a˜o (Decidibilidade)
Poderia um procedimento eficaz ser concebido, que demonstrasse, em um tempo
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finito, se qualquer proposic¸a˜o matema´tica dada, era ou na˜o, dedut´ıvel de um dado
conjunto de axiomas? Se tudo fosse resolvido assim, uma grande parte do objetivo
de Hilbert seria realizado!
No esforc¸o dos matema´ticos da e´poca, as pesquisas queriam mostrar que a ma-
tema´tica era: consistente, completa e decid´ıvel. De 1900 a 1930 (inicio do se´culo
XX), a matema´tica estava centrada sobre treˆs sistemas axioma´ticos: a aritme´tica,
a ana´lise matema´tica (Ana´lise e´ o ramo da matema´tica que lida com os conceitos
introduzidos pelo ca´lculo diferencial e integral, medidas, limites, se´ries infinitas e
func¸o˜es anal´ıticas) e a teoria dos conjuntos. Hilbert propoˆs a demonstrar a con-
sisteˆncia (coereˆncia) da aritme´tica, para posteriormente estender tal consisteˆncia
(coereˆncia) no contexto dos demais sistemas axioma´ticos. Para provar tal consisteˆncia
da aritme´tica e´ preciso que se entenda o que vem a ser uma aritme´tica.
Kurt Go¨del era um disc´ıpulo de Hilbert e trabalhava num dos seus grandes
projetos: demonstrar a consisteˆncia dos axiomas da aritme´tica, para estabelecer de
uma vez, que pelo menos este ramo das matema´ticas estava para sempre livre de
toda contradic¸a˜o interna. Hilbert baseava-se na formulac¸a˜o da aritme´tica e de suas
proposic¸o˜es pelos s´ımbolos de uma linguagem formal da aritme´tica.
Considerava-se o conjunto de todas as proposic¸o˜es corretamente formadas na lin-
guagem formal da aritme´tica, incluindo as operac¸o˜es correntes de adic¸a˜o, subtrac¸a˜o,
multiplicac¸a˜o, divisa˜o inteira (com resto inteiro) e exponenciac¸a˜o. Considerava que
todos os axiomas necessa´rios ali figuravam em boa ordem. O problema que se tratava
em resolver era mostrar que toda proposic¸a˜o do conjunto podia-se atribuir um valor
de verdade u´nico por meio de uma demonstrac¸a˜o, isto e´, de uma sequeˆncia finita
de implicac¸o˜es lo´gicas (ou consequeˆncias lo´gicas) que tivessem origem nos axiomas
Omnes (1996).
As matema´ticas de hoje repousam inteiramente numa base axioma´tica. Fundamentam-
se num sistema de s´ımbolos sem relac¸a˜o direta com a realidade (na˜o considera a
semaˆntica desses simbolos) e submetido as suas pro´prias regras, cuja caracter´ıstica
dominante e´ uma completa submissa˜o a` lo´gica, tambe´m simbolizada e formalizada
Omnes (1996). Por exemplo, a aritme´tica se preocupa com as operac¸o˜es sobre os
nu´meros naturais, as custas de seus axiomas aritme´ticos (envolvendo operac¸o˜es
aritme´ticas), mas para se provar propriedades sobre esses nu´meros e operac¸o˜es,
precisa-se da lo´gica, com seus axiomas lo´gicos. O importante nas matema´ticas e´ cons-
truir provas, e os axiomas da lo´gica em que essas se fundamentam sa˜o supostamente
os mais fundamentais.
Os axiomas sa˜o considerados absolutamente gerais, conhecidos por intuic¸a˜o ou
por teˆ-los extra´ıdos da acumulac¸a˜o dos fatos. A corrente formalista enta˜o, se baseia
na concepc¸a˜o logicista desenvolvida por Bertrand Russel (1872-1970) e Alfred
North Whitehead (1861-1947), que se esteia no me´todo axioma´tico e, as vezes, e´
esquematizada dizendo-se que a matema´tica se reduz a` lo´gica Omnes (1996). Mas,
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para os formalistas as matema´ticas sa˜o inteiramente redut´ıveis a` manipulac¸a˜o de
s´ımbolos. Assim, em meados do se´culo XX, a axioma´tica tal como fora formulada
por Hilbert e codificada pelos livros de Bourbaki, torna-se dominante e, tambe´m,
muito relevante na concepc¸a˜o dos sistemas formais em que a cieˆncia da computac¸a˜o
se fundamenta. As matema´ticas na˜o nos interessam aqui por si mesmas, mas sim,
por seus significados para as a´reas da cieˆncia da computac¸a˜o.
14.5 Outras Contribuic¸o˜es de Hilbert
Hoje, o nome de Hilbert e´ muitas vezes mais lembrado atrave´s do conceito de
espac¸o de Hilbert. Irving Kaplansky Kaplansky que fez grandes contribuic¸o˜es
para a teoria dos ane´is, teoria dos grupos e teoria de corpos, escrevendo sobre ele,
explica o trabalho de Hilbert:
O trabalho de Hilbert em equac¸o˜es integrais por cerca de 1909, levou diretamente
a` investigac¸a˜o no se´culo XX, sobre ana´lise funcional (o ramo da matema´tica em
que as func¸o˜es sa˜o estudados em conjunto). Este trabalho tambe´m estabeleceu a
base para seu trabalho no espac¸o de dimensa˜o infinita, mais tarde chamado espac¸o
de Hilbert, um conceito que e´ u´til na ana´lise matema´tica e mecaˆnica quaˆntica.
Fazendo uso de seus resultados em equac¸o˜es integrais, Hilbert contribuiu para o
desenvolvimento da f´ısica matema´tica por suas memo´rias importantes sobre a teoria
cine´tica dos ga´ses e da teoria da radiac¸a˜o.
Suas contribuic¸o˜es a` matema´tica sa˜o diversas:
• Consolidac¸a˜o da teoria dos invariantes, que foi o objeto de sua tese.
• Transformac¸a˜o da geometria euclidiana em axiomas, com uma visa˜o mais
formal que Euclides, para torna´-la consistente, publicada no seu Grundlagen
der Geometrie (Fundamentos da geometria).
• Trabalhos sobre a teoria dos nu´meros alge´bricos, retomando e simplificando,
com a ajuda de seu amigo Minkowski, os trabalhos de Kummer, Kronec-
ker, Dirichlet (1805-1859) e Dedekind, e publicando-os no seu Zahlbericht
(Relato´rio sobre os nu´meros).
• Criac¸a˜o dos espac¸os que levam seu nome, durante seus trabalhos em ana´lise
sobre equac¸o˜es integrais.
• Contribuic¸a˜o para as formas quadra´ticas, base matema´tica da teoria da
relatividade de Albert Einstein.
A partir de 1933, Hilbert vivenciou o fim da dinastia matema´tica da Universidade
de Go¨ttingen, quando Adolf Hitler assumiu o poder na Alemanha, tendo enta˜o os
nazistas afastado a maior parte dos membros da faculdade. Quando Hilbert faleceu
em 1943, os nazistas tinham praticamente acabado com a universidade, uma vez que
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muitos de seus membros eram judeus, ou casados com judeus.
Em 1934 e 1939 foram, ainda, publicados dois volumes de Grundlagen der Mathema-
tik, que tinham a intenc¸a˜o de levar a uma ”teoria da prova”, sobre a consisteˆncia
da matema´tica, que Go¨del, em 1931, mostrou que seu objetivo era e e´, imposs´ıvel.
Entre seus estudantes famosos, estavam va´rios nomes, mas para nossos propo´sitos,
destacam-se Ernst Zermelo que formalizou as ideias geniais de Cantor sobre a
Teoria dos Conjuntos , e John von Neumann, quem o leitor conhecera´ no pro´ximo
cap´ıtulo sobre O Legado de von Neumann, no volume II.
Enfim, o melhor de Hilbert para a cieˆncia da computac¸a˜o foi sua contribuic¸a˜o, de
forma indireta, sobre o que procurava para respostas dos seus problemas 2 e o 10,
contribuindo sobre a ideia de sistemas formais para a matema´tica, que proporcionou
a John von Neumann, Kurt Go¨del (capitulo 15 e Allan Turing (capitulo ??,
trabalharem essas questo˜es, muito bem aproveitadas para os fundamentos da cieˆncia
da computac¸a˜o na Teoria da Computabilidade.
Talvez a melhor contribuic¸a˜o para a matema´tica tenha sido os espac¸os de Hilbert.
Esses sa˜o uma generalizac¸a˜o do espac¸o euclidiano que na˜o precisa estar restrita a um
nu´mero finito de dimenso˜es. E´ um espac¸o vetorial dotado de produto interno, ou seja,
com noc¸o˜es de distaˆncia e aˆngulos. Os espac¸os de Hilbert permitem que, de certa
maneira, noc¸o˜es intuitivas sejam aplicadas em espac¸os funcionais (de func¸o˜es). Os
espac¸os de Hilbert sa˜o de importaˆncia crucial para a Mecaˆnica Quaˆntica.
Os elementos do espac¸o de Hilbert abstrato sa˜o chamados vetores. Em aplicac¸o˜es,
eles sa˜o tipicamente sequeˆncias func¸o˜es. Espac¸os de Hilbert desempenham um
papel fundamental em toda a F´ısica Quaˆntica e em va´rias a´reas da Matema´tica.
Em Mecaˆnica Quaˆntica, por exemplo, um sistema f´ısico e´ descrito por um espac¸o
de Hilbert complexo (nu´meros complexos) que conte´m os vetores de estado, e to-
das as informac¸o˜es do sistema e complexidades multifocais. Por isto, forma a base
matema´tica de qualquer pesquisa em direc¸a˜o ao estudo da criptografia quaˆntica.
Para os pretendentes em criptografia quaˆntica, aqui e´ dada a definic¸a˜o de um espac¸o
de Hilbert.
Um espac¸o de Hilbert e´ um espac¸o vetorial H sobre o corpo dos complexos
C e dotado de um produto escalar u, v ∈ H 7→ 〈hu〉 ∈ C. H e´ dito ser um espac¸o de
Hilbert, se for completo em relac¸a˜o a` me´trica d definida por esse produto escalar:
d(u, v) = ‖u − v‖ = √〈u − v , u − v〉, onde u, v ∈ H.
Hilbert recebeu muitas honrarias. Em 1905, a Hungarian Academy of Sciences
deu uma citac¸a˜o especial para Hilbert. Ele foi agraciado com o Preˆmio Bolyai em
1910, e eleito membro da Royal Society em Londres, em 1928. Em 1930, Hilbert ja´
aposentado e a sua cidade natal (Ko¨nigsberg) fez dele um cidada˜o honora´rio da cidade.
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Como citado em Hodges (1970), Hilbert acreditava que em matema´tica na˜o existia
- no´s na˜o sabemos e na˜o saberemos”.
Hilbert mencionou George Cantor, de quem era admirador, proferindo uma
frase de efeito sobre este:
”Ningue´m nos tirara´, do para´ıso que Cantou nos deu.”
E deixou seis palavras, mostrando o seu entusiasmo pela matema´tica e sua vida
dedicada a` resoluc¸a˜o de problemas matema´ticos:
”Wir mu¨ssen wissen, wir werden wissen- ”We must know, we shall know.”
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CAPI´TULO 15
Go¨del - Os Limites dos Sistemas
Formais
A
histo´ria da computac¸a˜o mostra que foram os matema´ticos e os lo´gicos que criaram
a cieˆncia da computac¸a˜o, tendo influenciado na criac¸a˜o de todas as a´reas atuais
desta cieˆncia. Este cap´ıtulo esclarece este fato, descrevendo va´rios acontecimentos
relevantes dos matema´ticos, que fizeram culminar com a cieˆncia da computac¸a˜o.
15.1 De Hilbert a` Go¨del
Seguindo do cap´ıtulo precedente, em 1928, um novo problema e´ lanc¸ado por Hilbert.
Parte desse problema abordava a questa˜o do que von Neumann apontara sobre
a consisteˆncia da matema´tica. Hilbert queria saber se era poss´ıvel provar toda
assertiva matema´tica que fosse verdadeira. Isto e´, tudo que fosse verdadeiro poderia
ser provado pela matema´tica? Este era o problema que estava relacionado a` busca
de um sistema formal completo, mas que tambe´m se fosse consistente, seria ainda
melhor. O que Hilbert queria era que, para uma determinada afirmac¸a˜o matema´tica,
houvesse um procedimento que, apo´s um nu´mero finito de passos, parasse e indicasse
que aquela afirmac¸a˜o poderia ou na˜o ser provada em determinado sistema formal.
Hilbert estava interessado num sistema formal que fosse finit´ısticamente descrit´ıvel.
Hilbert dizia que tal sistema deveria ser constru´ıdo com um nu´mero finito de
axiomas e um nu´mero finito de regras, e toda prova dentro do sistema deveria ter
um nu´mero finito de passos. Isto e´, o sistema formal deveria ser consistente, com-
pleto e suficientemente poderoso para abranger a aritmetica ordina´ria Filho (2007).
Particularmente, Hilbert queria ter uma Teoria da Aritme´tica, isto e´, o problema
da consisteˆncia da matema´tica seria reduzido ao problema da consisteˆncia da
aritme´tica.
Os fundamentos matema´ticos da Cieˆncia da Computac¸a˜o moderna comec¸aram a
ser definidos por Kurt Friedrich Go¨del (1906-1978) com seu Teorema da Incom-
pletude (1931).
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Em 1931, Kurt Go¨del, enta˜o um jovem matema´tico, publicou em um perio´dico
alema˜o o artigo intitulado - ”Sobre as Proposic¸o˜es Indecid´ıveis do Principia Mathe-
matica e Sistemas Correlatos”. As concluso˜es contidas em tal artigo sa˜o um divisor
de a´guas na histo´ria da lo´gica e da matema´tica predominante nos tempos de Leibniz
a` Hilbert.
Go¨del provou que sistemas dedutivos (da aritme´tica, da a´lgebra e da lo´gica) na˜o
podiam ser completamente axiomatizados e quaisquer me´todos que sejam utilizados
para demonstrar a consisteˆncia desses sistemas, sera˜o ta˜o complexos que sua con-
sisteˆncia fica ta˜o aberta a du´vidas quanto a dos pro´prios sistemas.
Essa teoria mostra que existem limites no que pode ser provado ou desapro-
vado em um sistema formal (ver Stein (2008), Cap.7). Isso levou a trabalhos
posteriores por Go¨del e outros teo´ricos para definir e descrever tais sistemas for-
mais, incluindo conceitos como recursividade e o λ-Ca´lculo, que sensibilizaram
Alonzo Church, como veremos na sec¸a˜o ??.
Go¨del, matema´tico tcheco naturalizado norte-americano, enta˜o com seus 23 anos, em
sua tese de doutorado de apenas 30 pa´ginas, considerou diversos resultados relevantes
sobre a completude do ca´lculo lo´gico, no campo da Lo´gica Matema´tica.
Figura 82 – Kurt Go¨del: A completude da Lo´gica dos Predicados e o Problema da
Incompletude.
Fonte: en.wikipedia.org.
Existem duas definic¸o˜es de completude, como apresentadas em Filho (2007) :
• Completude semaˆntica - Um sistema de axiomas e´ completo, quando todos os
teoremas verdadeiros da teoria (por exemplo, a aritme´tica) podem ser deduzidos
a partir do sistema de axiomas.
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• Completude sinta´tica - Um sistema de axiomas e´ completo, quando toda a
tentativa de lhe adicionar um axioma, independente dos anteriores, resulta
numa contradic¸a˜o.
Go¨del usava a definic¸a˜o de completude no sentido semaˆntico. Ele demonstrou
que ”toda fo´rmula va´lida logicamente do ca´lculo de primeira ordem (Ca´lculo dos
Predicados) pode ser deduzida a partir dos axiomas cla´ssicos deste mesmo ca´lculo”.
Isto significa que o sistema de axiomas do Ca´lculo de Predicados e´ completo. Go¨del
considerou este resultado como um complemento teo´rico ao me´todo usual da de-
monstrac¸a˜o da na˜o-contradic¸a˜o, como explicado no que segue.
Modelos e Consequeˆncia Lo´gica - Usamos aqui a definic¸a˜o dada em LOECKX
(1987).
Seja W um conjunto de fo´rmulas, tal que W ⊆ WFFB , onde WFFB e´ o con-
junto de fo´rmulas bem-formadas da Lo´gica dos Predicados de base B . B = (F ,P),
onde F e´ conjunto de s´ımbolos funcionais e P e´ o conjunto de s´ımbolos predicativos
da Lo´gica dos Predicados. Uma interpretac¸a˜o φ = (D , I ) e´ chamada um modelo de
W , se toda fo´rmula w ∈W e´consequeˆncia lo´gica va´lida (|=φ w) sob essa interpretac¸a˜o
φ. Uma fo´rmula w ∈WFFB e´ chamada uma consequeˆncia lo´gica de W - denotado
por W |=φ w , se w e´ va´lida (|=φ w) para todo modelo φ de W .
O me´todo usual de demonstrac¸a˜o de uma na˜o-contradic¸a˜o, consiste em contruir
um modelo, como definido acima, ou seja oferecer uma interpretac¸a˜o semaˆntica,
para o sistema considerado. Porque se uma teoria admite um modelo, enta˜o ela
e´ na˜o-contradito´ria. Go¨del provou a rec´ıproca desta propriedade: ”todo sistema
axioma´tico de primeira ordem, na˜o contradito´rio, possui um modelo”.
Este resultado parecia confirmar o que desejava Hilbert, de construir um teo-
ria rigorosa capaz de descrever toda a matema´tica. Mas, Go¨del seguiu um caminho
mais prudente em suas pequisas. O que ele havia conseguido como resultado, era
com relac¸a˜o aos axiomas de um ca´lculo de primeira ordem (que somente quantifica
varia´veis, por exemplo, como: existe ∃ x ou para todo ∀ x ).
Entretanto, os teoremas da incompletude de Kurt Go¨del, vieram por fim a` ten-
tativa de unificar a matema´tica num sistema formal como propoˆs Hilbert. As
consequeˆncias, nas cieˆncias matema´ticas, significam que na˜o e´ poss´ıvel chegar a
uma teoria rigorosa capaz de descrever toda a matema´tica. Uma teoria de tudo,
como imaginava Hilbert. Os teoremas de Godel dizem que e´ imposs´ıvel definir
um sistema de axiomas completo que seja simultaneamente consistente. Isto e´,
ou e´ completo ou e´ consistente. Um sistema formal diz-se completo, se podemos
provar qualquer asserc¸a˜o (afirmac¸a˜o) ou a sua negac¸a˜o a partir dos axiomas. Os
axiomas sa˜o os alicerces de um sistema formal, sa˜o as afirmac¸o˜es iniciais que se
consideram evidentes e sem necessidade de prova. Um sistema diz-se consistente se
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na˜o podemos provar simultaneamente uma afirmac¸a˜o e a sua negac¸a˜o. O leitor pode
ver em 〈http://cronicadaciencia.blogspot.com.br/p/teorema-de-godel.html〉
Mas, o teorema de Kurt Go¨del (1931), teorema mais conhecido como Teorema
da Incompletude de Go¨del dizem que: ”e´ imposs´ıvel definir um sistema
de axiomas completo que seja simultaneamente consistente. Isto e´, ou e´
completo ou e´ consistente”.
Um sistema diz-se completo, se dentro dele, podemos provar qualquer afirmac¸a˜o ou a
sua negac¸a˜o a partir dos axiomas. Um sistema diz-se consistente se na˜o podemos
provar simultaneamente uma afirmac¸a˜o e a sua negac¸a˜o.
Pode-se enunciar os teoremas de Go¨del, assim:
Teorema de Go¨del 1 - O primeiro teorema da incompletude afirma que ne-
nhum sistema consistente de axiomas de uma teoria T , cujo conjunto de teoremas
e´ recursivamente enumera´vel (existe um ”procedimento efetivo”, qualquer tipo de
algoritmo, que reconhece um elemento do conjunto), ou seja, e´ capaz de provar todas
as verdades sobre as relac¸o˜es dos nu´meros naturais (aritme´tica). Para qualquer desses
sistemas de axiomas, sempre havera´ afirmac¸o˜es sobre os nu´meros naturais que sa˜o
verdadeiras, mas que na˜o podem ser provadas dentro do sistema.
De maneira formal:
”Qualquer teoria axioma´tica recursivamente enumera´vel e capaz de expressar algumas
verdades ba´sicas de aritme´tica na˜o pode ser, ao mesmo tempo, completa e consistente.
Ou seja, sempre ha´ em uma teoria consistente proposic¸o˜es verdadeiras que na˜o podem
ser demonstradas nem negadas.”
Teorema de Go¨del 2 - O segundo teorema da incompletude, uma extensa˜o do
primeiro, mostra que tal sistema na˜o pode demonstrar sua pro´pria consisteˆncia.
De maneira formal:
”Uma teoria, recursivamente enumera´vel e capaz de expressar verdades ba´sicas
da aritme´tica e alguns enunciados da teoria da prova (um ramo da lo´gica matema´tica
que representa provas como objetos matema´ticos, facilitando sua ana´lise por te´cnicas
matema´ticas), pode provar sua pro´pria consisteˆncia se, e somente se, for inconsis-
tente”.
Em outras palavras, ”para cada teoria T formal que inclua a aritme´tica e a capaci-
dade de prova, T so´ e´ capaz de fazer uma afirmac¸a˜o sobre a sua pro´pria consisteˆncia
se T for inconsistente”. Ou seja, o sistema so´ pode dizer que e´ consistente se na
realidade na˜o o for.
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Os teoremas de Godel so´ se aplicam a sistemas formais que sejam capazes de
”conter”a aritme´tica. Na realidade e´ poss´ıvel criar sistemas completos e consistentes
desde que estes sejam muito simples, como o Ca´lculo Proposicional (ordem zero, na˜o
expressa e quantifica varia´veis) e o Ca´lculo dos Predicados (primeira ordem, que
quantifica varia´veis). Os teoremas da incompletude de Go¨del sa˜o dois teoremas da
lo´gica matema´tica que estabelecem limitac¸o˜es inerentes a todos, menos aos mais
triviais sistemas axioma´ticos capazes de fazer aritme´tica.
Dizendo de uma forma em gene´rica:
”Proposic¸o˜es formais poderiam ser indecid´ıveis. Ou seja, na˜o se poderia
dizer se sa˜o verdadeiras ou falsas”.
O teorema de Go¨del foi muito importante. Go¨del, provou a incompletude ma-
tema´tica. Ou seja, a matema´tica na˜o poderia ser usada para provar a pro´pria
matema´tica. Os problemas propostas por Hilbert poderiam ser indemonstra´veis. Ou
seja, alguns dos 23 problemas de Hilbert poderiam na˜o ter soluc¸a˜o. Os teoremas,
provados por Kurt Go¨del em 1931, sa˜o importantes tanto para a lo´gica matema´tica
quanto para a filosofia da matema´tica. Os dois resultados sa˜o interpretados como
indicac¸o˜es de que o programa de Hilbert para encontrar um conjunto completo e
consistente de axiomas para toda a matema´tica era imposs´ıvel, e proporcionando
uma resposta negativa para o segundo problema de Hilbert.
Go¨del acabou com o sonho logicista, porque na˜o se pode desenvolver toda a
aritme´tica, e muito menos toda a matema´tica, num sistema que possa ser ao mesmo
tempo consistente e completo. Tambe´m acabou com o sonho formalista: existem
enunciados matema´ticos que sa˜o verdadeiros, mas na˜o sa˜o suscet´ıveis de prova, ou
seja, existe um abismo entre verdade e demonstrac¸a˜o Filho (2007).
Outro resultado fundamental do teorema da incompletude de Go¨del e´ a demons-
trac¸a˜o de que ha´ func¸o˜es que na˜o podem ser representadas por um algoritmo, isto
e´, na˜o podem ser computadas.
Depois que muitas filosofias da matema´tica se mostraram inadequadas, paradoxos
na˜o resolvidos e inconsisteˆncias na matema´tica, surge o matema´tico austr´ıaco
Kurt Friedrich Go¨del (1906-1978), surpreendendo o mundo matema´tico e da
lo´gica, provando que era imposs´ıvel, o objetivo, de uma linguagem universal para
resolver todos os problemas de natureza da cooperac¸a˜o humana, como Leibniz
desejava, e a ideia de uma formulac¸a˜o completa e consistente, como Hilbert queria
para toda a matema´tica.
Kurt Go¨del mostrou que nenhum me´todo finito poderia ser utilizado para provar
o problema da consisteˆncia desse me´todo. A prova de Go¨del foi definitiva ou ele
apenas mostrou que alguns meios na˜o resolviam o problema? O trabalho mais conhe-
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cido que acabou prevalecendo foi o Go¨del provou que nenhum conjunto de axiomas
de um sistema formal e´ suficientemente poderoso para provar sua pro´pria consisteˆncia.
Ale´m disso, atrave´s do trabalho de Go¨del, ficou claro que, apenas para sistemas
formais mais simples, como nos casos das lo´gicas e o ca´lculo proposicional e a
lo´gica e o ca´lculo dos predicados, se poderia construir sistemas consistentes e
completos, como sa˜o os casos dos ca´lculos das lo´gicas simbo´licas seguintes:
• Lo´gica e o Ca´lculo Proposicional - consistente e completo. Manna (1985)
• Lo´gica e o Ca´lculo dos Predicados - consistente e completo. Loeckx e Sieber
(1987)
• LTLp (Lo´gica Temporal Linear proposicional) - consistente e completo. Vas-
concelos (1989)
Existem sistemas formais que na˜o sa˜o consistentes e completos, como nos
casos apontados a seguir:
• LTLPo (Lo´gica Temporal Linear de Primeira Ordem) - consistente, mas incom-
pleta, como provado em Szalas e Holenderski (1988) e Vasconcelos (1989).
• LTTR - consistente, mas de completude em aberto Emerson e Sistla (1984), e
completa no caso do sistema UB de menor expressividade que a LTTR gene´rica
Ben-Ari, Pnueli e Manna (1983).
O leitor podera´ entender melhor este problema, nos cap´ıtulos sobre o trabalho de
Go¨del, cap´ıtulos 14,15.
Durante a primeira metade do se´culo XX, tempos antes de existir o computa-
dor, matema´ticos como Go¨del, e posteriormente, Alan Turing e Alonzo Church
descobriram que certos problemas ba´sicos na˜o poderiam ser resolvidos por imaginados
computadores. Um exemplo e´ o problema:
determinar se um determinado enunciado matema´tico (um teorema) e´
verdadeiro ou falso.
Este parece uma questa˜o natural, que reside estritamente no domı´nio da ma-
tema´tica, mas que nos leva para a existeˆncia de um procedimento efetivo, para o qual
dado tal enunciado, pudesse responder sim (verdadeiro) ou na˜o (falso) Sipser (2011).
A noc¸a˜o de procedimento efetivo, e´ agora, essencial para responder esta questa˜o.
Entretanto, entre as consequeˆncias desse resultado estava o desenvolvimento de ideias
concernentes a modelos teo´ricos sobre computabilidade, que em algum momento
futuro ajudasse a` construc¸a˜o de computadores reais Sipser (2011). E a noc¸a˜o de
computabilidade, e´ agora fundamental para responder esta questa˜o, como colocada
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em Carnielli e Epstein (2005).
Em decorreˆncia do trabalho de Go¨del, e apesar do desapontamento de grande
parte da comunidade da matema´tica e da lo´gica, a parte da Lo´gica Simbo´lica mais
ba´sica, consistente e completa, da lo´gica proposicional e da lo´gica dos predicados,
acabou como base para disciplinas relevantes no estudo da cieˆncia da computac¸a˜o,
como a A´lgebra Booleana (de George Boole) que ja´ existia desde o se´culo XVIII,
muito bem aproveitada, no se´culo XX, na segunda metade da de´cada de 40, por
Claude Shanonn, para a construc¸a˜o de circuitos lo´gicos, que alicerc¸aram a cons-
truc¸a˜o dos primeiros computadores digitais, cuja a histo´ria e´ contada no Cap´ıtulo 8
do Volume 2.
15.2 Ainda sobre o Trabalho de Go¨del
Em Nagel e Newman (2001), o leitor e´ introduzido a uma das descobertas mais
importantes do se´culo XX: os teoremas da incompletude de Go¨del.
Segundo Matheus Silva (2008), em oito cap´ıtulos de prosa clara e rigor concei-
tual, Ernest Nagel e James Newman narram o percurso histo´rico que levaria a`
prova de Go¨del:
A` medida que novas a´reas da matema´tica foram dotadas com conjuntos de axi-
omas, surge no se´c. XIX a esperanc¸a de que toda a matema´tica poderia ser dotada
de um conjunto de axiomas. Se fosse poss´ıvel fornecer uma axiomatizac¸a˜o completa
da aritme´tica, axiomatizar as demais a´reas da matema´tica seria apenas uma questa˜o
de tempo. A metamatema´tica de Hilbert, assim como os Principia Mathematics de
Russell sa˜o exemplos desses modelos axioma´ticos que tinham como objetivo fornecer
uma prova da aritme´tica. Essa esperanc¸a caiu por terra com as concluso˜es de Go¨del.
Para ilustrar como isso acontece, tomemos como exemplo a metamatema´tica de Hil-
bert. Ela procede a partir da seguinte distinc¸a˜o: a matema´tica constitui os sistemas
formais estudados pelos matema´ticos; a teoria acerca desses sistemas denomina-se
”metamatema´tica”. As expresso˜es que ocorrem na matema´tica devem ser compreen-
didas como isentas de sentido, o que importa sa˜o suas estruturas e o modo como
se combinam. As expresso˜es que ocorrem na metamatema´tica, por outro lado, sa˜o
significativas, e sera´ a partir dela que iremos avaliar se a aritme´tica e´ consistente:
demonstrar que duas fo´rmulas contradito´rias na˜o podem ser ambas derivadas dos
axiomas da aritme´tica e´ demonstrar que a aritme´tica e´ consistente. Mas, como
Go¨del demonstrou, esse projeto enfrentou dois obsta´culos insupera´veis.
O primeiro obsta´culo e´ demonstrado pelo Primeiro Teorema da Incompletude
(prova da existeˆncia de proposic¸o˜es indecid´ıveis no ca´lculo dos Principia Mathema-
tica e sistemas semelhantes): em qualquer sistema axioma´tico suficientemente amplo
para expressar a aritme´tica e´ poss´ıvel construir uma fo´rmula aritme´tica F , verda-
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deira, que e´ exprimı´vel nesse sistema, mas que na˜o e´ demonstra´vel no sistema. Tais
fo´rmulas aritme´ticas verdadeiras teˆm um correspondente enunciado metamatema´tico
que afirma que a pro´pria fo´rmula na˜o e´ verdadeira. Isto e´, F diz de si pro´pria que
na˜o e´ demonstra´vel. Se F for demonstra´vel, enta˜o e´ uma verdade da aritme´tica. Por
outro lado, como F afirma que ela pro´pria na˜o e´ demonstra´vel, a sua demonstrac¸a˜o
implica a sua falsidade. Mas se a aritme´tica admite uma fo´rmula e a sua negac¸a˜o
como verdades, enta˜o ela e´ inconsistente. Portanto, F e´ verdadeira e na˜o pode ser
demonstrada na axiomatizac¸a˜o da aritme´tica, pois se F pudesse ser demonstrada
nessa axiomatizac¸a˜o ter´ıamos uma contradic¸a˜o. Logo, F e´ indecid´ıvel.
Como consequ¨eˆncia, a axiomatizac¸a˜o da aritme´tica somente podera´ ser consistente,
se for inerentemente incompleta e (o que e´ trivial) so´ podera´ ser completa, se
for inconsistente. Qualquer axiomatizac¸a˜o consistente da aritme´tica e´ incapaz de
abranger todas as verdades da aritme´tica. Alguns sistemas podem abranger mais ver-
dades do que outros, mas nenhum e´ capaz de abranger todas as verdades da aritme´tica.
O segundo obsta´culo insupera´vel e´ demonstrado pelo Segundo Teorema da In-
completude de Go¨del, que e´ um corola´rio do Primeiro (na˜o e´ poss´ıvel provar, no
interior do ca´lculo dos Principia Mathematica e sistemas semelhantes, a consisteˆncia
do pro´prio sistema): a consisteˆncia de um sistema axioma´tico suficientemente amplo
para conter a aritme´tica na˜o pode ser demonstrada no interior deste pro´prio sistema.
Se a axiomatizac¸a˜o da aritme´tica proposta por Hilbert for consistente, o enunciado
metamatema´tico que representa a sua pro´pria consisteˆncia na˜o e´ demonstra´vel nessa
axiomatizac¸a˜o. A consisteˆncia de sistemas como a metamatema´tica de Hilbert so-
mente pode ser demonstrada com o emprego de princ´ıpios logicamente mais complexos
do que os pro´prios princ´ıpios da metamatema´tica de Hilbert.
As descobertas de Go¨del teˆm grande importaˆncia, mas a extensa˜o do seu alcance ainda
na˜o foi totalmente compreendida. Uma das razo˜es para essa incompreensa˜o e´ que as
descobertas de Go¨del tiveram o mesmo destino de outras descobertas importantes:
foram ta˜o deturpadas por interpretac¸o˜es de intelectuais inferiores a Go¨del, que se
torna dif´ıcil perceber sua real significaˆncia. O desfile de interpretac¸o˜es vai desde
filo´sofos po´s-modernos, que veˆem nisso o surgimento de uma cieˆncia po´s-moderna,
ate´ irracionalistas, que veˆem nas concluso˜es de Go¨del uma derrota da lo´gica cla´ssica.
Mas as descobertas de Go¨del na˜o teˆm nenhuma dessas implicac¸o˜es. Os filo´sofos
po´s-modernos, como de costume, na˜o tem qualquer argumento para sustentar suas
afirmac¸o˜es e a interpretac¸a˜o irracionalista ignora que o pro´prio Go¨del forneceu
demonstrac¸o˜es de consisteˆncia da lo´gica cla´ssica (”The Completeness of the Axioms
of the Functional Calculus of Logic”, 1930).
Uma consequ¨eˆncia real dentre va´rias que podemos inferir das descobertas de Go¨del, e´
que a verdade matema´tica na˜o pode ser identificada com a dedutibilidade a partir
de axiomas ou com meras convenc¸o˜es lingu´ısticas. Esse resultado deita por terra a
epistemologia positivista que procurava explicar o conhecimento a priori, reduzindo-o
ao mero conhecimento lingu´ıstico. Verdades como o u´ltimo teorema de Fermat perma-
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neceram como uma conjectura durante se´culos ate´ a descoberta de sua demonstrac¸a˜o
no se´culo XX. As justificativas racionalistas sa˜o inevita´veis nesse caso, pois na˜o
podemos esgotar tal verdade matema´tica em convenc¸o˜es lingu´ısticas. A raza˜o e´ fonte
de conhecimento substancial, tese defendida pelo pro´prio Go¨del.
Outra consequ¨eˆncia e´ que, aquilo que denominamos de prova matema´tica, nada
tem a ver com um me´todo axioma´tico formalizado. Isso porque os axiomas e regras
de demonstrac¸a˜o, de um me´todo axioma´tico, inicialmente fixadas na˜o podem impor
um limite a` criatividade dos matema´ticos e a sua capacidade para criar novas de-
monstrac¸o˜es. O que tambe´m vai ao encontro das justificativas racionalistas Nagel e
Newman (2001).
15.3 A Enumerac¸a˜o de Go¨del
Em Carnielli e Epstein (2005), uma das criac¸o˜es de Kurt Go¨del para a cieˆncia da
computac¸a˜o foi a criac¸a˜o de um mapeamento de va´rios nu´meros naturais em um
u´nico nu´mero natural. Tal enumerac¸a˜o tambe´m e´ chamada aritmetizac¸a˜o.
Desde que o artigo de Go¨del foi publicado em 1931, o termo ”enumerac¸a˜o de
Go¨del”tem sido usado para se referir a atribuic¸o˜es mais gene´ricas dos nu´meros
naturais a objetos matema´ticos. O conceito foi usado pela primeira vez por Kurt
Go¨del para a prova de seu teorema da incompletude.
Um exemplo, dos nu´meros de Go¨del para a computac¸a˜o, pode ser dado. Como um
programa de computador e´ um sequeˆncia de bits, ou seja, equivalente a um nu´mero
natural, podemos transformar (associar) essa sequeˆncia em/a outro nu´mero natural,
chamado nu´mero de Go¨del.
Podemos trabalhar com um alfabeto A, constitu´ıdo de n s´ımbolos e criarmos as
palavras w sobre o alfabeto A. Pode-se, de fato, associar a`s palavras w , nu´meros
naturais G(w), de tal forma que cada nu´mero natural seja associado a no ma´ximo
uma palavra w de A. Tal representac¸a˜o G(w) e´ chamada de enumerac¸a˜o de Go¨del e
G(w) o nu´mero de Go¨del da palavra w . Go¨del foi o primeiro a usar esta representac¸a˜o.
15.3.1 Requerimentos para a Aritmetizac¸a˜o
Hermes (1969)
Os seguintes requerimentos sa˜o feitos para a aritmetizac¸a˜o G :
1. Se w1 6= w2, enta˜o G(w1) 6= G(w2).
2. Deve existir um procedimento efetivo (mecaˆnico) tal que, para qualquer palavra
dada w , o nu´mero natural G(w) correspondente, pode ser computado num
nu´mero finito de passos pela ajuda desse procedimento.
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3. Para qualquer nu´mero natural n pode ser decidido, num nu´mero finito de
passos, se n e´ o nu´mero de Go¨del de uma palavra w sobre A.
4. Existe um procedimento efetivo que, se n e´ o nu´mero de Go¨del de uma palavra
w sobre A, enta˜o a palavra w (que de acordo com o item 1, deve ser u´nica) pode
ser constru´ıda em um nu´mero finito de passos , atrave´s desse procedimento
efetivo.
Para mostrar que esta enumerac¸a˜o de Go¨del satisfaz os requerimentos de Hermes,
aqui referidos, precisamos do Teorema Fundamental da Aritme´tica:
”Qualquer nu´mero natural n ≥ 2 pode ser representado como um u´nico
produto de nu´meros primos (a menos da ordem dos fatores).”
Deste modo, pode-se enumerar todo os tipos de objetos, na˜o somente de palavras de
s´ımbolos de um alfabeto A. De forma geral, os requerimentos indicados por Hermes,
para que uma enumerac¸a˜o seja de utilidade, sa˜o:
1. Objetos distintos tem nu´meros distintos.
2. Dado um objeto, pode-se efetivamente encontrar o seu nu´mero.
3. Dado um nu´mero, pode-se efetivamente decidir se esse esta´ associado a algum
objeto e, se estiver, a qual objeto.
E´ oportuno observar que o processo de enumerac¸a˜o e´ uma das formas de se atribuir
nomes a objetos. Objetos tem propriedades, independentemente de como atribuimos
os nomes Carnielli e Epstein (2005) (Cap.3, p.43).
15.3.2 Exemplo de Enumerac¸a˜o de Go¨del
Aqui esta´ um exemplo de uma enumerac¸a˜o de Go¨del, aplicado a` computac¸a˜o, como
descrita por Hermes:
Supondo que tenhamos que representar - ”pressionar a tecla A e de enter- por treˆs
nu´meros naturais, 11 para ”pressionar tecla”, 1 para ”A”, e 13 para ”Enter”. Enta˜o
para codificar - ”pressionar tecla ”A”e de ”Enter- combinamos os nu´meros 11, 1 e
13, de forma a compor um outro nu´mero natural. Este outro natural e´ o nu´mero
criado por Go¨del.
Assim, se W G = 211x31x513 = (2048)x (3)x (1220703125) = 7.500.000.000.000
O treˆs s´ımbolos que foram, individualmente, codificados por 11, 1 e 13 sa˜o codificados
como um u´nico inteiro G , onde 2, 3 e 5 sa˜o os treˆs primeiros nu´meros primos. Esta
codificac¸a˜o usa diretamente o Teorema Fundamental da Aritme´tica: ”Qualquer
nu´mero natural e´ representado por um u´nico produto de nu´meros primos”. E tambe´m,
o Teorema dos Infinitos Nu´meros Primos: “A quantidade de nu´meros primos
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e´ infinita”.
Formalizando, se tomarmos os nu´mero naturais x1,x2, ... ,xn , o nu´mero de Go¨del sera´
dado por:
G = ×i = 1n(pi)i = px11 .px22 .....pxnn
em que pi sa˜o os primeiros nu´meros primos.
Neste sentido, pode-se ignorar tudo o que existe de hardware e de software dentro do
computador e se concentrar em treˆs grandes nu´meros para representar as sequeˆncias
de bits: um para a entrada, outro para representar um programa de computador, e
um terceiro para a sa´ıda.
De uma forma geral, uma numerac¸a˜o de Go¨del e´ uma func¸a˜o matema´tica que
atribui a cada s´ımbolo e fo´rmula bem formada de alguma linguagem formal um u´nico
nu´mero natural, chamado seu nu´mero de Go¨del.
A numerac¸a˜o de Go¨del pode ser interpretada como uma codificac¸a˜o em que um
nu´mero e´ atribu´ıdo a cada s´ımbolo da notac¸a˜o matema´tica, apo´s o qual uma sequeˆncia
de nu´meros naturais pode representar uma sequ¨eˆncia de caracteres. Estas sequeˆncias
de nu´meros naturais podem voltar a ser representadas por um u´nico nu´mero natural,
facilitando a sua manipulac¸a˜o nas teorias formais da aritme´tica.
15.4 Go¨del e as Funco˜es Recursivas
Como em Zach (2006), grande parte da Cieˆncia da Computac¸a˜o teo´rica mais geral,
tem suas ra´ızes, historicamente, bem como conceitualmente, no campo da lo´gica,
e por isso, muitos dos resultados de Go¨del tambe´m sa˜o importantes no campo do
valor teo´rico para Cieˆncia da Computac¸a˜o. No per´ıdo de 1933-1935, Go¨del intro-
duziu as func¸o˜es recursivas primitivas. Go¨del (1934) definiu as func¸o˜es recursivas
gerais, a partir das ideias de Herbrand. Go¨del na˜o se preocupou com a noc¸a˜o de
efetivamente computa´vel, mas somente com a definic¸a˜o de func¸a˜o recursiva, como as
func¸o˜es recursivas primitivas.
Go¨del visitou a University of Princeton no per´ıodo acadeˆmico de 1933/34 e deu uma
se´rie de palestras, entre Fevereiro e Maio de 1934, nas quais estavam participando
Church, Kleene e Rosser. Ao fim de suas palestras em Princeton, Go¨del intro-
duziu a noc¸a˜o de func¸a˜o recursiva geral. Essa noc¸a˜o foi baseada em uma sugesta˜o de
Herbrand em uma carta a Go¨del, de 7 de Abril, 1931 (Go¨del, 2003b, 14-21). Nestas
palestras, Go¨del (1934, 368-369), definiu as func¸o˜es recursivas gerais como aquelas
que podem ser calculadas usando um conjunto espec´ıfico de regras de substituic¸a˜o
de um conjunto de equac¸o˜es de definic¸a˜o, e para as quais o resultado do ca´lculo e´
unicamente determinada.
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Para uma discussa˜o sobre a conexa˜o entre as noc¸o˜es de Go¨del e de Herbrand,
veja Sieg 2005. Go¨del na˜o foi o primeiro a propor a definic¸a˜o de recursividade
geral, como uma explicac¸a˜o da noc¸a˜o informal de “efetivamente computa´vel”, mas
apenas como uma explicac¸a˜o da noc¸a˜o de “func¸a˜o recursiva”. Em 1931, Go¨del tinha
introduzido as func¸o˜es recursivas primitivas (embora ele as chamou, em seguida,
apenas “func¸o˜es recursivas”). Ja´ era conhecido desde meados da de´cada de 1920
(Hilbert, 1926; Ackermann, 1928) que existiam func¸o˜es recursivas na˜o-primitivas, que
podiam ser definidas pela dupla recursa˜o, e no in´ıcio de 1930, Pe´ter (1934, 1935)
estudou essas func¸o˜es recursivas em mais detalhes.
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CAPI´TULO 16
Dos Fundamentos da Matema´tica
aos Sistemas Formais
D
enomina-se fundamentos da matema´tica a uma a´rea de estudo que abrange tanto
problemas da filosofia da matema´tica, como da lo´gica e da matema´tica. Ela teve a
sua origem nas u´ltimas de´cadas do se´culo XIX e desenvolveu-se durante as primeiras
de´cadas do se´culo XX, como uma resposta a` crise dos fundamentos gerada pelos
paradoxos, a partir da Teoria dos Conjuntos de Cantor.
O surgimento de paradoxos deveu-se a resposta a` teoria de Cantor dos ordi-
nais transfinitos, Burali-Forti anuncia que nessa teoria pode ser derivada uma
contradic¸a˜o, posteriormente denominada paradoxo de Burali-Forti. Em 1902, Ber-
trand Russell escreve uma carta para Frege na qual anuncia que no sistema das
leis fundamentais da aritme´tica pode ser derivada uma contradic¸a˜o, hoje conhecida
como paradoxo de Russell, mas certas fontes afirmam que ja´ era conhecida com
anteriormente por Ernst Zermelo, pertencente ao c´ırculo de Hilbert. Esses para-
doxos, mais outros enunciados posteriormente, geram uma crise de fundamentos (em
alema˜o: Grundlagenkrisis), na qual sa˜o questionados os me´todos e a lo´gica utilizada
pela matema´tica.
As respostas a` crise de fundamentos desenvolveram-se em diferentes direc¸o˜es, formando-
se as correntes filso´ficas principais denominadas como segue. Neste cap´ıtulo sa˜o
apresentadas as correntes filoso´ficas da matema´tica, que em algum sentido beneficiou
a cieˆncia da computac¸a˜o. Nos fundamentos da matema´tica como explicados em
Costa (2008), sa˜o divididas em Logicismo, Intuicionismo e Formalismo. Em Janos
(2009), sa˜o citadas as correntes do platonismo, formalismo e construtivismo
(ramificado do Intuicionismo).
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16.1 O Platonismo
Platonismo, na filosofia da matema´tica, e´ a ideia de que os objetos matema´ticos
existem, independentemente dos matema´ticos, sendo imuta´veis e eternos. Na corrente
platonista, estamos falando de coisas como nu´meros, triaˆngulos, entre outras, que
conhecemos bem. Mas tambe´m falamos de conjuntos ou algo que na˜o conhecemos
ainda. O platonismo encara uma ideia matema´tica como uma descoberta
e na˜o como algo inventado pelo homem. Exemplos sa˜o: (a) o nu´mero e e
pi sa˜o nu´meros descobertos na natureza, e na˜o inventados pelos matema´ticos. Os
matema´ticos os descobriram. (b) O teorema de Pita´goras na˜o foi inventado, mas
decoberto por Pita´goras. Segundo Janos (2009), 65% dos matema´ticos sa˜o platonistas.
16.2 O Logicismo
Em outro sentido, Gottlob Frege afirma que a matema´tica deve fortalecer as suas
bases lo´gicas, colocando claramente sua posic¸a˜o no livro Fundamentos da aritme´tica,
e depois nas Leis fundamentais da aritme´tica, onde comec¸a com um desenvolvimento
da lo´gica matema´tica para passar a´ matema´tica, como maneira de justificar a uni-
ficac¸a˜o de ambas.
O logicismo e´ a tese de que a matema´tica, ou uma parte dela, deve reduzir-se
a` lo´gica, ou a uma parte da lo´gica. Gottlob Frege foi um dos primeiros lo´gicos
a pensar assim, e ainda no se´culo XIX, em 1884, Frege funda o logicismo. Essa
escola tenta estabelecer a base da matema´tica atrave´s da lo´gica, defendendo que
toda a matema´tica poderia ser derivada a partir da lo´gica, ou seja, a matema´tica
seria na verdade uma lo´gica disfarc¸ada.
Em 1902, o logicismo e´ contestado com a descoberta do paradoxo de Russell.
Utilizando o princ´ıpio criado anteriormente por Frege, Russell pensou na seguinte
classe de entidades: R = {X ‖X 6∈ X }, ou seja, R e´ o conjunto de todos os conjuntos
que na˜o sa˜o membros deles pro´prios. Se R na˜o e´ membro dele mesmo, enta˜o, pela
pro´pria definic¸a˜o de R, ele teria que conter ele mesmo. R tambe´m na˜o pode ser
membro dele mesmo, pois entraria em contradic¸a˜o com sua pro´pria definic¸a˜o. Por
isso, a existeˆncia de R e´ um paradoxo. Como R foi criado a partir do princ´ıpio
utilizado por Frege, este na˜o pode estar correto. O pro´prio Russell tentou resolver
esse problema, criando uma teoria para definir quando uma entidade matema´tica
podesse definir classes. Entretanto, a partir dessa nova teoria, Russell na˜o conseguiu
derivar os princ´ıpios ba´sicos da aritme´tica, sem ter que apelar para princ´ıpios da
matema´tica, e na˜o da lo´gica. Russell aderiu ao pressuposto de Frege da unidade
entre a lo´gica e a matema´tica e escreveu, junto com Whitehead, o monumental
texto dos Principia Mathematica, na qual sa˜o desenvolvidas de uma maneira cont´ınua,
a lo´gica e a matema´tica. Esse aprofundamento das ideias de Frege como resposta a`
crise constitui a base da tendeˆncia logicista.
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16.3 A Teoria dos Tipos de Russell
A teoria dos tipos e´ o ramo da matema´tica que se preocupa com a classificac¸a˜o de
entidades (elementos de conjuntos) em conjuntos chamados tipos.
A teoria dos tipos moderna foi criada, em parte em resposta ao Paradoxo de Rus-
sell, publicado em Principia Mathematica, dos filo´sofos e matema´ticos britaˆnicos
Bertrand Arthur William Russell (1872-1970) e Alfred North Whitehead
(1861-1947).
A resposta ao paradoxo veio do pro´prio Bertarnd Russell, com a introduc¸a˜o
de sua teoria dos tipos. Embora primeiro introduzido por Russell em 1903 nos
Princ´ıpios, sua teoria dos tipos encontra sua expressa˜o madura em seu artigo Mathe-
matical Logic como base na Teoria dos Tipos de 1908, e na obra monumental que
ele escreveu, chamada Principia Mathematica (1910 , 1912, 1913), com co-autoria
de Alfred North Whitehead (1861-1947). Sua ide´ia ba´sica era que a refereˆncia a
colec¸o˜es problema´ticas (como o conjunto de todos os conjuntos que na˜o sa˜o membros
de si mesmos que caracterizou o paradoxo sobre a teoria dos conjuntos de Cantor) po-
deriam ser evitados, organizando todas as sentenc¸as em uma hierarquia, comec¸ando
com frases sobre os membros no n´ıvel mais baixo, sentenc¸as sobre conjuntos de mem-
bros no pro´ximo n´ıvel mais baixo, sentenc¸as sobre conjuntos de conjuntos de membros
no pro´ximo n´ıvel mais baixo, e assim por diante. Deste ponto de vista, segue-se que e´
poss´ıvel, se referir a uma colec¸a˜o de objetos para os quais uma determinada condic¸a˜o
vale, se esses esta˜o todos ao mesmo n´ıvel ou do mesmo “tipo”.
Surge enta˜o, a ideia de tipos e a teoria dos tipos , que veio ser utilizada na cieˆncia da
computac¸a˜o, no sentido de se organizar espac¸o de dados em programas de computa-
dor. No u´ltimo capitulo sobre Visa´o Abstrata de Dados no volume II, o leitor vera´
que a teoria dos tipos deu origem a`s classes de objetos, e que se pode programar um
computador segundo o paradigma da orientac¸a˜o a objetos. Em teoria dos conjuntos,
uma colec¸a˜o (tambe´m chamada de classe) e´ ”quase”um conjunto, ou seja, classes
tem va´rias propriedades em comum com conjuntos, mas na˜o sa˜o, necessariamente,
conjuntos. A ideia de uma colec¸a˜o tem a ver com a definic¸a˜o de um multiconjunto
(Bag Theory).
16.4 O Pre´-Intuicionismo
Antes do Intuicionismo, um pequeno grupo de matema´ticos na˜o eram adeptos as
ideias do logicismo no final do se´culo XIX. Esse grupo, liderados por Poincare´,
Borel e Lebesgue, formaram a escola pre´-intuicionista Brouwer (2011). Essa escola
na˜o aceitava que os nu´meros naturais, o princ´ıpio da induc¸a˜o completa e qualquer
entidade constru´ıda a partir deles, que fossem geradas puramente da lo´gica e da
linguagem. Apesar desse pensamento romper com o logicismo nesses pontos, os
pre´-intuicionistas na˜o foram muito ale´m. Por exemplo, no caso dos reais, essa escola
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na˜o chegou a tentar procurar uma origem que fosse independente da lo´gica e da
linguagem, como fizerampara os nu´meros naturais Brouwer (2011).
Ale´m disso, ao contra´rio do que se vera´ no intuicionismo, grande parte dos pre´-
intuicionistas na˜o chegavam a rejeitar o princ´ıpio do terceiro exclu´ıdo, fato criticado
por Brouwer. Entretanto, esse na˜o foi o caso do matema´tico Leopold Kronecker,
o qual tambe´m pode ser considerado um pre´-Intuicionista. Kronecker na˜o compar-
tilhava da mesma visa˜o queos outros adeptos dessa escola tinham sobre os nu´meros
naturais. Mesmo assim, Kronecker ainda e´ considerado um pre´-intuicionista, pois
na˜o aceitava provas na˜o construtivas, como a construc¸a˜o dos reais feita por Dedekind.
Dessa forma, ele ja´ criticava a lei do terceiro exclu´ıdo (essa e´ uma lei da lo´gica que
diz que para qualquer sentenc¸a P , e´ va´lido P ou ¬P), antes mesmo dos trabalhos
de Brouwer. Por agora, e´ importante notar que a rejeic¸a˜o desse princ´ıpio foi uma
grande cr´ıtica a` matema´tica cla´ssica, pois, naquela e´poca, diversos teoremas impor-
tantes tinham sido provados o utilizando como um argumento essencial.
Em desacordo com as posic¸o˜es anteriores, L. E. J. Brouwer afirma que a ma-
tema´tica chegou a paradoxos por ter-se afastado das intuic¸o˜es claras e dos me´todos
construtivos bem definidos, de modo que os me´todos da lo´gica cla´ssica que pode
ser aplicada sem problemas a objetos concretos e em situac¸o˜es emp´ıricas, sa˜o ex-
trapolados de maneira abusiva quando aplicados na matema´tica. Em particular,
rejeita o princ´ıpio de terceiro exclu´ıdo e as demonstrac¸o˜es de existeˆncia de um
objeto matema´tico que na˜o sa˜o construtivas. Assim, Brouwer deu origem a` corrente
intuicionista, depois ramificada para constituir a corrente denominada construtivista.
16.5 O Intuicionismo
O intuicionismo nasceu em 1907, com a tese de doutorado com t´ıtulo ”On The
Foundations of Mathematics”, escrita pelo matema´tico holandeˆs Luitzen Egbertus
Jan Brouwer (1881-1966).
O logicismo procurou achar uma base para a matema´tica atrave´s da lo´gica, se utili-
zando da forma cla´ssica de pensar (ou seja, a forma utilizada durante o se´culo XIX).
Por sua vez, o intuicionismo tinha uma ideia bem contra´ria a essa forma de pensar,
pois rejeitava que a matema´tica era um produto derivado da lo´gica. Para Brouwer,
os princ´ıpios ba´sicos da matema´tica (os axiomas) eram resultado da intuic¸a˜o, da´ı
o nome pelo qual a escola e´ conhecida. Ale´m disso, os objetos da matema´tica
so´ podem existir quando fossem criados a partir da produc¸a˜o da mente
humana, rejeitando, enta˜o, a visa˜o platonista, de que objetos matema´ticos sa˜o
descobertos e, na˜o criados pelo homem. Para a corrente intuicionista, apenas
existe em matema´tica, o que for constru´ıdo, efetivamente criado pelo ho-
mem. As entidades matema´ticas na˜o sa˜o descobertas pelo matema´tico,
mas criac¸o˜es suas. Com base nessa visa˜o, Brouwer considerava a matema´tica
independente ate´ mesmo da linguagem. Essa filosofia tambe´m criticava fortemente a
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Figura 83 – Brouwer - On The Foundations of Mathematics que originou o intuicio-
nismo.
Fonte: en.wikipedia.org.
matema´tica cla´ssica, na˜o aceitando provas que na˜o fossem construtivas, ou seja, era
uma filosofia construtiva (construtivismo). Esses primeiros trabalhos com eˆnfase nos
fundamentos da matema´tica ficaram conhecidos como o ”primeiro ato”do intuicio-
nismo Ferreiros (2008).
Em 1918, Brouwer passa a desenvolver uma teoria dos conjuntos que e´ inde-
pendente da Lei do Terceiro Exclu´ıdo, rompendo com as teorias mais aceitas ate´
enta˜o, a de Cantor e de Zermelo. Esse trabalho no desenvolvimento de uma teoria
intuicionista dos conjuntos e´ chamado de ”segundo ato”do intuicionismo Ferreiros
(2008).
Como foi visto anteriormente, foi poss´ıvel construir os reais a partir dos racio-
nais utilizando a teoria dos conjuntos de Cantor a partir do me´todo criado por
Dedekind, mas essa construc¸a˜o na˜o e´ aceita pelo intuicionismo, ja´ que e´ na˜o-
construtiva. Ale´m disso, o pro´prio axioma da escolha na˜o e´ aceito do ponto de vista
do construtivismo, pois apenas impo˜e a existeˆncia de uma escolha, mas na˜o explicita
qual e´ essa escolha. O maior problema surge do fato de que a ana´lise cla´ssica e´
muito dependente tanto da construc¸a˜o dos reais como do axioma da escolha. Por isso,
foi rejeitada pelo intuicionismo e, enta˜o, desenvolver uma teoria intuicionista dos
conjuntos foi a forma encontrada por Brouwer para resolver esse problema. Mais
detalhes sobre essa teoria e como ela chega nos reais de forma construtiva pode ser
vista no o´timo trabalho em Ramos (2013).
Com o desenvolvimento da nova teoria intuicionista dos conjuntos, a comunidade
matema´tica ficou dividida durante a de´cada de 20. De um lado, os defensores da ma-
tema´tica cla´ssica, liderados por Hilbert, de outro, os cr´ıticos liderados por Brouwer.
Na matema´tica, existem proposic¸o˜es que ja´ sa˜o, a princ´ıpio, consideradas verdadeiras,
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as quais sa˜o chamadas de axiomas. Excluindo os axiomas, qualquer outra proposic¸a˜o
matema´tica precisa ser provada para ser considerada verdadeira. Dessa forma, um
argumento matema´tico que demonstra de forma rigorosa que determinada proposic¸a˜o
e´ verdadeira e´ chamado de prova. Pore´m, nem todas as formas de provas sa˜o aceitas
por todos os matema´ticos, sendo esse o caso dos intuicionistas. Um ponto funda-
mental do intuicionismo e´ que e´ uma escola na˜o-cla´ssica, ou seja, a u´nica forma de
prova aceita e´ a prova construtiva. Dado uma proposic¸a˜o, esse tipo de prova procura
apresentar um exemplo que mostre que a proposic¸a˜o e´ verdadeira ou pode, ainda,
fornecer um algoritmo que construa tal exemplo Weisstein (2013). Vale ressaltar que,
por essa definic¸a˜o, a matema´tica construtiva e´ independente do pro´prio intuicionismo,
sendo encontrados diversos exemplos de provas construtivas na matema´tica cla´ssica.
16.6 O Construtivismo
No sec¸a˜o anterior, foi mostrada uma forma de matema´tica construtiva atrave´s das
ideias do intuicionismo. O construtivismo, pore´m, na˜o se limitou apenas a essa
escola da matema´tica. A de´cada dos anos 30 foi marcada por avanc¸os na teoria
da computac¸a˜o atrave´s dos trabalhos de Alonzo Church e Alan Turing. Esses
trabalhos tambe´m foram de grande importaˆncia para o surgimento e desenvolvimento
da teoria da recursa˜o. Com isso, surgiu uma nova a´rea da matema´tica chamada
matema´tica recursiva. Essa a´rea, assim como as demais a´reas da matema´tica cla´ssica,
utilizava a lo´gica cla´ssica.
Na de´cada de 1940, o matema´tico Andrei Andreyevich Markov, na Figura
84, desenvolveu uma versa˜o construtiva da matema´tica recursiva. Basicamente, Mar-
kov desenvolveu a matema´tica recursiva substituindo a lo´gica cla´ssica pela lo´gica
intuicionista Bridges (2013).
Figura 84 – Andrew Markov - A versa˜o construtiva da matema´tica recursiva.
Fonte: apometriacuritiba.spaceblog.com.br.
Markov tambe´m criou a cadeia de Markov, um caso particular de processo es-
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toca´stico com estados discretos e apresenta a propriedade Markoviana, chamada
assim em homenagem ao matema´tico Andrei Andreyevich Markov. A repre-
sentac¸a˜o gra´fica de uma cadeia de Markov e´ similar a de um autoˆmato finito
acrescentado de probabilidades em seus estados e transic¸o˜es.
Mesmo com o surgimento da matema´tica construtiva recursiva, o progresso do
construtivismo foi lento durante a de´cada de 1950 e durante metade da de´cada de
1960. O principal motivo foi que em algumas a´reas o construtivismo deixou a teoria ex-
tremamente complexa. Com isso, a comunidade matema´tica foi aos poucos perdendo
o interesse. Entretanto, em 1967, o interesse foi renovado com o importante trabalho
Foundations of Constructive Analysis (1967), do matema´tico Errett Bishop Bishop
(1972). Por meio deste trabalho, ele conseguiu desenvolver de forma construtiva,
grande parte da ana´lise matema´tica do se´culo XX, como em Bridges (2013). O
trabalho de Bishop resultou em uma nova forma de construtivismo, conhecida como
construtivismo de Bishop.
Figura 85 – Errett Bishop - Os fundamentos da ana´lise construtivista.
Fonte: www-groups.dcs.st-and.ac.uk.
Bishop se interessou em questo˜es fundamentais da matema´tica por volta de 1964,
quando ele estava no Miller Institute. Ele escreveu Foundations of Constructive
Analysis, que teve como objetivo mostrar que um tratamento construtivo da ana´lise
era via´vel.
Bishop decidiu refinar a forma de indicar que uma prova e´ na˜o-construtiva. Para isso,
utilizou os chamados princ´ıpios da omniscieˆncia. Qualquer instaˆncia do princ´ıpio
do terceiro exclu´ıdo na˜o pode ser provada por esse construtivismo. Assim, Bishop
resolveu trabalhar particularmente em cima de uma dessas instaˆncias, a qual e´
chamada de princ´ıpio da omniscieˆncia Lietz (2005). Esse princ´ıpio diz que, dado
um conjunto A, ou todos os elementos de A tem uma propriedade P ou existe um
elemento de A com a propriedade ¬P .
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B. van Rootselaar, revisando o texto de Bishop, escreveu: -
“A inspirac¸a˜o foi feita a partir de ideias de Brouwer modificados de modo a obter
uma pec¸a de matema´tica, que podusse ser considerada como construtiva e ao mesmo
tempo se remontasse a` matema´tica cla´ssica, tanto quanto poss´ıvel. O racioc´ınio
subjacente a` teoria e´ principalmente intuicionista, evitando o uso da negac¸a˜o. No
entanto, uma boa dose do intuicionismo de Brouwer e´ rejeitado, notavelmente
as suas noc¸o˜es de sequeˆncias de livre escolha, spreads (um conceito proposto por
Brouwer) e o bar theorem (Brouwer). O princ´ıpio da na˜o-construtivo de racioc´ınio
cla´ssico ”Ou todos os elementos de A tem a propriedade P ou existe um elemento de
A com propriedade na˜o P”(o chamado princ´ıpio da oniscieˆncia) tem de ser evitado.
Isso geralmente e´ feito restringindo as noc¸o˜es de tal forma que nem o princ´ıpio e´
trivialmente satisfeita ou na˜o e´ necessa´rio o apelo ao princ´ıpio.”
Ao mesmo tempo em que Bishop escrevia a publicac¸a˜o citada anteriormente, um
outro nome importante para o construtivismo, Martin-Lo¨f, tambe´m estava traba-
lhando em uma publicac¸a˜o relacionada a` ana´lise construtiva. Ele comec¸ou a escrever a
publicac¸a˜o Notes on Constructive Analysis em 1966, terminando em 1968. Como ate´
a data de publicac¸a˜o ele nunca teve acesso ao trabalho de Bishop, a teoria utilizada
nesse trabalho foi a da matema´tica construtiva recursiva e na˜o o construtivismo de
Bishop Bridges (2013). Apesar dessa publicac¸a˜o marcar o in´ıcio dos trabalhos de
Martin-Lo¨f na matema´tica construtiva, a contribuic¸a˜o mais importante dele foi a
criac¸a˜o e desenvolvimento de uma teoria intuicionista dos tipos. Essa teoria, ale´m de
uma importaˆncia teo´rica, ja´ que serve como um fundamento para o construtivismo
de Bishop Bridges (2013), tem uma grande importaˆncia pra´tica para a computac¸a˜o.
16.7 Teoria Intuicionista dos tipos de Martin-Lo¨f
Per Erik Rutger Martin-Lo¨f (1942-...) e´ um lo´gico, filo´sofo, estat´ıstico e ma-
tema´tico sueco, na Figura 86. E´ internacionalmente reconhecido por seu trabalho
sobre os fundamentos da probabilidade, estat´ıstica, lo´gica matema´tica e cieˆncia da
computac¸a˜o.
Os avanc¸os no construtivismo decorrentes do trabalho de Bishop permitiram que,
em 1971, o matema´tico Martin-Lo¨fdesenvolvesse a chamada teoria intuicionista dos
tipos. Entre as formas de construtivismo mostradas ate´ aqui, a teoria dos tipos e´ a
que deixa mais evidente a relac¸a˜o entre o construtivismo e a computac¸a˜o.
O objetivo desse to´pico sera´ limitado a fazer uma introduc¸a˜o simples do que significa
a teoria dos tipos e mostrar alguns dos seus usos na computac¸a˜o. Isso deve-se ao
fato que e´ uma teoria bastante complexa, seria necessa´rio um artigo inteiro para
explica´-la de forma satisfato´ria.
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Figura 86 – Martin Lo¨f - A teoria intuicionista dos tipos.
Fonte: michaelt.github.io.
Para entender melhor a teoria dos tipos , pode-se pensar na teoria dos conjun-
tos. Na teoria dos conjuntos, o conceito principal e´ o conjunto e a partir dele, a teoria
vai sendo constru´ıda. De forma semelhante funciona a teoria dos tipos, mas sendo
o principal conceito os tipos. O pro´prio Martin-Lo¨f falou algumas palavras que
ajudam entender as ideias por tra´s dessa teoria. De acordo com ele, devemos pensar
acerca de objetos matema´ticos e construc¸o˜es. Todo objeto matema´tico seria de um
certo tipo e sempre seria dado junto comesse determinado tipo. O tipo e´ definido des-
crevendo o que deve-se fazer para construir umobjeto desse tipo. Assim, um tipo seria
bem-definido quando se sabe o que significa se ter um objeto desse tipo Bridges (2013).
Com essas palavras, Martin-lo¨f acaba definindo informalmente o que e´ um tipo .
Ale´m disso, ele vai mais ale´m, dando um exemplo. O exemplo e´ que o motivo das
func¸o˜es N→ N serem um tipo, na˜o e´ porque e´ sabido a existeˆncia de alguma func¸a˜o
nume´rica em particular, como por exemplo, as func¸o˜es recursivas primitivas (soma,
multiplicac¸a˜o, ...), mas sim porque a noc¸a˜o de uma func¸a˜o nume´rica e´ bem entendida
em geral Bridges (2013). Nessa introduc¸a˜o abreviada das ideias de Martin-Lo¨f, ja´
fica evidente a relac¸a˜o entre a teoria dos tipos e a computac¸a˜o. A forma que essa
teoria interpreta os objetos matema´ticos e´ semelhante a muitas linguagens funcionais,
sendo um bom exemplo Haskell.
Em Haskell, todos os dados sa˜o associados a um certo tipo. Pore´m, o que deixa essa
linguagem mais similar ainda, e´ que qualquer func¸a˜o ou expressa˜o da linguagem
tambe´m tem um tipo associado. Por causa dessas semelhanc¸as, algumas linguagens
funcionais mais recentes, como as linguagens Epigram e Agda, basearam-se direta-
mente na teoria de Martin-Lo¨f (teoria dos tipos com l[ogica intuicionista). Ale´m
disso, uma outra grande importaˆncia e´ a relac¸a˜o entre essa teoria e o isomorfismo
de Curry-Howard. De forma resumida, esse isomorfismo estabelece a equivaleˆncia
entre programas e provas matema´ticas. Isso e´ visto de forma bem clara na teoria de
Martin-Lo¨f, pois do jeito que ela e´ desenvolvida, facilita a extrac¸a˜o de programas
274 Cap´ıtulo 16. Dos Fundamentos da Matema´tica aos Sistemas Formais
a partir das provas Bridges (2013). E´ por isso que os conceitos da teoria dos tipos
sa˜o bastante usados para desenvolver programas que tem como objetivo servir de
assistente para provas.
16.7.1 O Construtivismo de Bishop
O intuicionismo de Brouwer teve sucesso na cr´ıtica da matema´tica cla´ssica. Tambe´m
e´ inega´vel a influeˆncia dessa escola para o desenvolvimento do construtivismo. En-
tretanto, Brouwer utilizou os novos conceitos do intuicionismo para a negac¸a˜o da
matema´tica cla´ssica. Por causa disso, ele acabou na˜o se concentrando na relevaˆncia
matema´tica que esses conceitos teriam para a matema´tica construtiva Lietz (2005).
Ale´m disso, com os trabalhos do segundo ato do intuicionismo, Brouwer focou no
desenvolvimento de conceitos que na˜o foram muito bem aceitos por boa parte da
comunidade matema´tica. Diante disso, pode-se dizer que os trabalhos de Brouwer
na˜o foram ta˜o importantes para o desenvolvimento do construtivismo e seus conceitos
quanto foram para a negac¸a˜o da matema´tica cla´ssica.
Ate´ a metade da de´cada de 1960, o construtivismo ainda estava intimamente ligado
ao intuicionismo. Ora, ate´ essa de´cada, a u´nica versa˜o alternativa do construtivismo
era a matema´tica construtiva recursiva de Markov. Entretanto, essa teoria, por
sua vez, tambe´m estava fortemente associada ao intuicionismo , pois utilizava a
lo´gica intuicionista. Como grande parte da comunidade matema´tica dessa e´poca
eram matema´ticos cla´ssicos, era natural que uma teoria que dependesse de uma
outra que negava a matema´tica cla´ssica na˜o fosse popular. Diante desse contexto,
era necessa´rio surgir algum matema´tico que, de alguma forma, conseguisse encai-
xar o construtivismo na matema´tica cla´ssica. Esse foi o papel que o matema´tico
cla´ssico Ernett Bishop assumiu ao desenvolver sua versa˜o do construtivismo. No
desenvolvimento de sua teoria de construtivismo, Bishop procurou na˜o cometer o
mesmo erro que Brouwer. Ou seja, na˜o focou em negar resultados, mas sim, em
constru´ı-los.
16.7.2 Relac¸o˜es entre formas de construtivismo e a matema´tica cla´ssica
Para melhor ilustrar as relac¸o˜es entre as diversas formas de construtivismo e a
matema´tica cla´ssica, pode-se utilizar a Figura 87. Considere CLASS como o conjunto
que representa a matema´tica cla´ssica, INT representa o intuicionismo, BCM
a matema´tica construtiva de Bishop e CRM a matema´tica construtiva
recursiva de Markov.
Por volta do final do se´culo XIX e in´ıcio do se´culo XX, depois de muitas controve´rsias
na matema´tica, foram feitas muitas tentativas para revelar o valor de verdade das
matema´ticas. Seguindo a ideia de Leibniz, a necessidade de maior rigor foi percebida
e estabelecida, atrave´s da iniciativa de David Hilbert. Ele tentava desenvolver uma
formulac¸a˜o consistente e completa da matema´tica. A posic¸a˜o filoso´fica de Hilbert a
respeito dos fundamentos da matema´tica e´ chamada de formalismo. Ele pretendeu
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Figura 87 – A relac¸a˜o entre a matema´tica cla´ssica e os diferentes tipos de construti-
vismo.
Fonte: Ph.D Thesis de Peter Lietz, “From constructive mathematics to computable analysis via the
realizability interpretation”.
reduzir o infinito a um sistema formal livre de contradic¸o˜es, cuja validade pudesse
ser provada por meios finita´rios Carnielli e Epstein (2005) com um pequeno nu´mero
de s´ımbolos. Surgiu enta˜o a parceria entre a Lo´gica e a Matema´tica, chamada de
lo´gica simbo´lica. Um sistema infinito de fo´rmulas definidas de modo finito, como sera´
mostrado neste livro no cap´ıtulo 17.
Por causa da iniciativa de Hilbert, as matema´ticas de hoje repousam inteiramente
numa base axioma´tica. Fundamentam-se num sistema de s´ımbolos sem relac¸a˜o direta
com a realidade (na˜o considera-se a semaˆntica desses simbolos) e submetida as suas
pro´prias regras, cuja caracter´ıstica dominante e´ uma completa submissa˜o a` lo´gica,
tambe´m simbolizada e formalizada Omnes (1996). Por exemplo, como mostrado no
cap´ıtulo 14, a aritme´tica se preocupa com as operac¸o˜es sobre os nu´meros naturais,
mas na visa˜o formalista, as custas de seus axiomas aritme´ticos (envolvendo operac¸o˜es
aritme´ticas), mas para se provar propriedades sobre esses nu´meros e operac¸o˜es,
precisa-se da lo´gica, com seus axiomas lo´gicos.
O importante nas matema´ticas e´ construir provas, e os axiomas da lo´gica em que
essas se fundamentam sa˜o supostamente os mais fundamentais. Os axiomas sa˜o
considerados absolutamente gerais, conhecidos por intuic¸a˜o ou por teˆ-los extra´ıdos da
acumuluc¸a˜o dos fatos. A corrente formalista enta˜o, se baseia na concepc¸a˜o logicista
desenvolvida por Bertrand Russel e Whitehead, que, por sua vez, se esteia no
me´todo axioma´tico e, as vezes, e´ esquematizada dizendo-se que a matema´tica se reduz
a` lo´gica Omnes (1996). Mas, para os formalistas as matema´ticas sa˜o inteiramente
redut´ıveis a` manipulac¸a˜o de s´ımbolos. Assim, em meados do se´culo XX, a axioma´tica
tal como fora formulada por Hilbert e codificada pelos livros de Bourbaki, torna-se
dominante e, tambe´m, muito relevante na concepc¸a˜o dos sistemas formais em que a
cieˆncia da computac¸a˜o se fundamenta. As matema´ticas na˜o nos interessam, aqui,
por si mesmas, mas sim, por seus significados para as a´reas da cieˆncia da computac¸a˜o.
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Hilbert, que no seu livro sobre os fundamentos da geometria (1899) reduziu a
consisteˆncia dos axiomas da geometria aos da aritme´tica, estava muito interessado
na consisteˆncia dos axiomas da aritme´tica. Uma questa˜o originada naquela altura
pelo debate sobre a construtividade e pelas aparentes contradic¸o˜es nos fundamen-
tos. Com este propo´sito concebeu um me´todo chamado formalismo: a reduc¸a˜o das
matema´ticas a um “jogo” finito, com um sistema infinito de fo´rmulas definidas de
modo finito. Ale´m disto, as regras do “jogo” deveriam ser consistentes, isto e´ livre
de contradic¸o˜es. Esta questa˜o conduziu a uma a´rea do pensamento chamada de
metamatema´tica ou teoria da demonstrac¸a˜o, uma cieˆncia a um n´ıvel onde as
matema´ticas formalizadas podiam ser estudadas, os c´ıculos viciosos evitados e as
inconsisteˆncias eliminadas Struik (1987).
16.8 A Metamatema´tica
A metamatema´tica, um termo criado por Jacques Herbrand(1908-1931, 23
anos) em 1930, e´ a linguagem que trata do rigor matema´tico, sobre conceitos como
o de axioma, regra de infereˆncia, demonstrac¸a˜o formal ou deduc¸a˜o, de comple-
tude,consisteˆncia e outros recursos envolvidas na construc¸a˜o de teorias da lo´gica e
da pro´pria matema´tica. A Teoria da Prova e´ inerente a` metamatema´tica.
Herbrand foi um matema´tico franceˆs que trabalhou com Lo´gica matema´tica. Ele
submeteu seu principal estudo sobre da teoria da prova e func¸o˜es recursivas gerais,
no seu trabalho intitulado ”On the Consistency of Arithmetic”(Sobre a Consisteˆncia
da Aritme´tica) no in´ıcio de 1931. A Figura 88 mostra uma foto de Herbrand aos
23 anos, pouco antes de sua morte tra´gica, ao praticar alpinismo numa montanha
na Franc¸a. As ideias de Herbrand sobre func¸o˜es recursivas vieram a contribuir
definitivamente na Cieˆncia da Computac¸a˜o. Go¨del, Church, Kleene, Rosser e
Turing prosseguiram suas ideias.
Figura 88 – Jacques Herbrand - Sobre a consisteˆncia da aritma´tica.
Fonte: http://pt.wikipedia.org/wiki/Jacques Herbrand.
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Enquanto o ensaio de Herbrand intitulado ”Sobre sentenc¸as formalmente inde-
cid´ıveis do Principia Mathematica e sistemas relacionados I ”estava sendo examinado,
Go¨del anunciou a impossibilidade de formalizar a prova de consisteˆncia de uma
teoria suficientemente forte dentro dessa pro´pria teoria.
Herbrand estudou o ensaio de Go¨del e escreveu um apeˆndice para o seu pro´prio
estudo, explicando porque o resultado de Go¨del na˜o contradizia o seu. Mas, em julho
de 1931, Herbrand, acidentalmente, faleceu e, seu trabalho ”On the Consistency of
Arithmetic”foi publicado apo´s sua morte.
David Hilbert, Kurt Go¨del, Jacques Herbrand e Alfred Tarski (1901-1983),
um lo´gico, matema´tico e filo´sofo poloneˆs, foram os idealizadores da metama-
tema´tica. Tarski migrou para os Estados Unidos e tornou-se cidada˜o naturalizado
e foi professor de matema´tica da Universidade da Califo´rnia em Berkeley, de 1942
ate´ sua morte. Tarski escreveu, dentre outras a´reas, sobre topologia, geometria,
teoria da mensurac¸a˜o, axiomatizac¸a˜o da a´lgebra e geometria, fundamentac¸a˜o da
semaˆntica, lo´gica matema´tica, teoria dos conjuntos, metamatema´tica, e, especial-
mente, sobre teoria dos modelos, teoria semaˆntica da verdade, a´lgebra abstrata e
lo´gica alge´brica. Seu trabalho possui grande relevaˆncia filoso´fica. Juntamente com
Aristo´teles, Frege e Go¨del, e´ considerado um dos maiores lo´gicos da histo´ria.
Na filosofia, ganha destaque especialmente por suas caracterizac¸o˜es matema´ticas
dos conceitos de verdade, constante lo´gica (true) e consequeˆncia lo´gica para sen-
tenc¸as de linguagens formalizadas classicamente. Na matema´tica, sua fama deve-se
principalmente a seus trabalhos sobre teoria dos conjuntos, teoria dos modelos e
a´lgebra.
Figura 89 – Alfred Tarski: Filosofia, Lo´gica e Matema´tica.
Fonte: dokumente.unibw.de.
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Caracterizando a metamatema´tica, enquanto trata dos axiomas, a metamatema´tica
na˜o e´ parte espec´ıfica da matema´tica. Ela e´ a linguagem com que se fala da ma-
tema´tica, sem ser a pro´pria matema´tica. E´ apenas uma aplicac¸a˜o de axiomas gerais
a casos particulares da matema´tica.
Hilbert na˜o participa da ideia de unificar a lo´gica e a matema´tica, mas consi-
dera que a formalizac¸a˜o da lo´gica que culmina na obra de Frege e´ uma parte
importante de uma outra resposta. Hilbert propo˜e a formalizac¸a˜o e axiomatizac¸a˜o
das diferentes a´reas da matema´tica, para assim poder dar uma demonstrac¸a˜o da
consisteˆncia de essas teorias, ou seja, de que na˜o e´ poss´ıvel a derivac¸a˜o de contradic¸o˜es
nelas, constituindo a base do Programa de Hilbert e o in´ıcio da corrente formalista.
A corrente formalista foi continuada por figuras como Paul Bernays, Stephen
Kleene, Haskell B. Curry, Ernst Zermelo e John von Neumann.
Paul Isaac Bernays (1888-1977) foi um matema´tico su´ıc¸o. Contribuiu signifi-
cativamente com a lo´gica matema´tica, teoria axioma´tica dos conjuntos e filosofia da
matema´tica. Foi um assistente e grande colaborador de David Hilbert.
Haskell B. Curry (1900-1982) foi um matema´tico e lo´gico estadunidense, co-
nhecido por seu trabalho na lo´gica combinato´ria. O paradoxo de Curry e´ um
paradoxo que ocorre na teoria dos conjuntos ingeˆnua, e permite a derivac¸a˜o de uma
sentenc¸a arbitra´ria de uma sentenc¸a auto-referente e algumas regras de deduc¸a˜o lo´gica
aparentemente ino´cuas. E´ assim denominado em refereˆncia a Haskell Curry. Seu
interesse por lo´gica matema´tica comec¸ou quando ele conheceu Principia Mathematica,
de Alfred North Whitehead e Bertrand Russell. Ainda em Harvard, Curry
comec¸ou um Ph.D. em matema´tica. Enquanto dirigido por George Birkhoff para
trabalhar em equac¸o˜es diferenciais, seu interesse continuava na lo´gica. Em 1927,
enquanto era instrutor na Universidade de Princeton, se mudou para a Universidade
de Go¨ttingen, onde poˆde trabalhar com Paul Bernays. Curry foi supervisionado
por David Hilbert e trabalhou com Bernays, recebendo o grau de Ph.D. em 1930
com uma obra sobre lo´gica combinato´ria.
Haskell da´ nome a uma linguagem de programac¸a˜o puramente funcional, de propo´sito
geral, nomeada em homenagem ao lo´gico Haskell Curry. Como uma linguagem
funcional, a estrutura de controle prima´ria e´ a func¸a˜o.
Haskell e´ a linguagem funcional sobre a qual mais se realizam pesquisas atual-
mente. Muito utilizada no meio acadeˆmico. E´ uma linguagem nova, elaborada em
1987, derivada de outras linguagens funcionais. Ela se baseia em um estilo de pro-
gramac¸a˜o em que se enfatiza mais o que deve ser feito (what) em detrimento de
como deve ser feito (how). E´ uma linguagem que possui foco no alcance de soluc¸o˜es
para problemas matema´ticos, clareza, e de fa´cil manutenc¸a˜o nos co´digos, e possui
uma variedade de aplicac¸o˜es.
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Figura 90 – Haskell Curry - Ele da´ nome a uma linguagem de programac¸a˜o funcional,
muito ensinada e utilizada nos tempos de hoje.
Fonte: https://www.google.com.br/?gws rd=ssl#q=Haskell+B.+Curry.
16.9 O Reordenamento pela Axioma´tica
Como apontado em Omnes (1996), o per´ıodo de reordenamento das matema´ticas pela
axioma´tica, estende-se de 1850 a 1950. Neste per´ıodo podemos citar grandes nomes,
como Hermann Grassmann (1809-1877), quem desenvolveu a a´lgebra linear; Karl
Weierstrass (1815-1897), que forneceu as bases da teoria das func¸o˜es anal´ıticas, base
da implementac¸a˜o de func¸o˜es em bibliotecas de linguagens de programac¸a˜o; Richard
Dedekind(1831-1916) com a teoria dos ane´is (polinoˆmios); Georg Cantor (1845-
1918) com as ideias da teoria dos conjuntos; Gottlog Frege (1848-1925) com a ideia
do Ca´lculo dos Predicados; Giuseppe Peano (1858-1932), com a caracterizac¸a˜o
dos nu´meros naturais e os princ´ıpios de induc¸a˜o matema´tica usadas em muitas
provas da computac¸a˜o teo´rica; David Hilbert (1862-1943), quem touxe a` luz, nas
origens da cieˆncia da computac¸a˜o, sobre a ideia de problemas decid´ıveis (decidibili-
dade) na teoria da computabilidade; Alfred Whitehead (1861-1947) e Bertrand
Russel (1872-1970), sobre os fundamentos da matema´tica, e que juntamente com
Bertrand Russell, escreveu Principia Mathematica, livro que foi classificado pela
Modern Library como o vige´simo terceiro de uma lista dos cem mais importantes
livros do se´culo XX; Kurt Go¨del (1906-1978), que mostrou a inconsisteˆncia da
”consisteˆncia”proposta por Hilbert.
Seguindo a proposta de Hilbert, Zermelo propo˜e em 1908 um sistema de axi-
omas para fundamentar a teoria de conjuntos, evitando os paradoxos conhecidos,
como os de Cantor, Burali-Forti e Russell. Com contribuic¸o˜es posteriores, essa
teoria deu lugar a` Teoria de Conjuntos de Zermelo-Fraenkel com o axioma da escolha,
ZFC, na qual pode ser formalizada a maior parte da matema´tica atual. Essa teoria
e´ geralmente formalizada na lo´gica de primeira ordem com igualdade e tem como
u´nico s´ımbolo na˜o lo´gico na˜o definido, a relac¸a˜o de pertineˆncia.
Todos estes mencionados nesta sec¸a˜o, sem podermos entrar em todas as suas contri-
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buic¸o˜es, nem nos esquecermos que outros nomes participaram dele. De certa forma, a
maior parte desse movimento foi finalmente formalizada, durante 30 anos (1939-1968),
pela grupo de matema´ticos franceses em sua maioria, que assinava pelo pseudoˆnimo
coletivo de Nicholas Bourbaki. A corrente formalista terminou por influenciar a
aparic¸a˜o da cieˆncia da computac¸a˜o.
16.10 Me´todos Construtivos e Me´todos Axioma´ticos na Com-
putac¸a˜o
Vislumbrando as carater´ısticas da matema´tica apontadas, podemos verificar o estreito
lac¸o entre o que caracteriza as matema´ticas e o que caracteriza a construc¸a˜o de
sistemas da computac¸a˜o, pois tais caracter´ısticas dizem bem repeito a` criac¸a˜o dos
sistemas, quanto as formas com que um cientista da computac¸a˜o pode construir um
sistema, seguindo a ideia de um me´todo construtivo ou de um me´todo axioma´tico.
Ambos os me´todos podem ser utilizados quando se comec¸a a construir um sistema
de computac¸a˜o, especificando o seu comportamento (que precisa ser validado) ou
suas propriedades (que precisam ser verificadas). Em ambas as abordagens podemos
nos valer dos formalismos apropriados a cada um dos me´todos. Existem duas formas
importantes para a cieˆncia da computac¸a˜o, de seguir os me´todos de construc¸a˜o da
matema´tica Janos (2009):
• A primeira, defende os me´todos construtivos (construtivismo). Para esses
a ideia e´ de que somente existe na matema´tica, aquilo que efetivamente pode
ser constru´ıdo de forma finita. Do ponto de vista da construc¸a˜o de um sistema
de computac¸a˜o, os me´todos construtivos sa˜o aqueles que descrevem um modelo
abstrato, atrave´s de uma especificac¸a˜o, dizendo como o sistema deve se com-
portar. Com os me´todos construtivos podemos construir especificac¸o˜es mais
detalhadas, que descrevem outras especificac¸o˜es mais simples, visualizando-se o
sistema sendo especificado em n´ıveis de abstrac¸a˜o. Como enta˜o, estar seguro de
que o comportamento do n´ıvel mais detalhado corresponde ao comportamento
do n´ıvel mais simplificado? Constro´ı-se o sistema contendo niveis de abstrac¸a˜o
dos mais altos para os mais baixos, os n´ıveis ser validados, fazendo a validac¸a˜o
do mais detalhado contra o mais simplificado. O leitor pode conhecer, como
exemplo, o me´todo construtivo como esta´ em Milner (1989), que apresenta
a linguagem de especificaca˜o alge´brica de um Calculus of Communicating
Systems (CCS), e ensina me´todos de validac¸a˜o no sentido aqui imaginado.
• A segunda corrente, diz respeito aos me´todos axioma´ticos ou orientados
a` propriedade, tambe´m chamada de (formalismo). Esses defendem que na˜o
existem objetos matema´ticos, sa˜o requeridos pelas lo´gicas, onde existem axio-
mas, definic¸o˜es (termos, s´ımbolos funcionais e s´ımbolos predicativos), teoremas,
fo´rmulas, que podem ser usados diretamente para afirmar propriedades dos
objetos matema´ticos. Em termos matema´ticos, por exemplo, para os formalistas
na˜o existe, a priori, um conjunto de nu´meros naturais, o que fazemos e´ cria´-lo
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atrave´s de um conjunto de axiomas. Da mesma forma, do ponto da construc¸a˜o
de uma sistema de computac¸a˜o, os me´todos axioma´ticos sa˜o aqueles que afir-
mam quais propriedades o sistema deve possuir. O importante nesses me´todos
e´ expressar as propriedades requeridas de forma precisa e intelig´ıvel. O leitor
pode entender me´todos axioma´ticos em Vasconcelos (1989), que descreve va´rios
exemplos de aplicac¸o˜es de lo´gicas temporais na especificac¸a˜o de propriedades
de sistemas de computac¸a˜o.
A ide´ia de considerar a matema´tica como um sistema formal empolgava os
matema´ticos do se´culo XIX. Os resultados obtidos naquela e´poca, precedentes a`
invenc¸a˜o do computador, e´ que o computador seria um sistema lo´gico, e portanto,
seria um sistema formal. O que acabou por se concretizar nos tempos atuais. O
formalismo e oconstrutivismo, acabaram sendo as duas correntes filoso´ficas usadas
para se construir, em suas etapas iniciais, os sistemas de computac¸a˜o.
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CAPI´TULO 17
Os Sistemas Formais na Cieˆncia
da Computac¸a˜o
O
s sistemas formais da matema´tica e da lo´gica embasam matema´tica e logicamente
a cieˆncia da computac¸a˜o. Ha´ forte associac¸a˜o entre estas cieˆncias, de modo que os
sistemas formais da A´lgebra, da Lo´gica e do Ca´lculo, alicerc¸am, matematicamente,
a cieˆncia da computac¸a˜o. Os formalismos da matema´tica e da lo´gica, e como surgem
na cieˆncia da computac¸a˜o, precisam ser explicados. O cap´ıtulo diz respeito ao que os
formalistas da escola de Hilbert estabeleceram. Come;amos com uma breve histo´ria
que recapitula o conteu´do dos cap´ıtulos anteriores.
17.1 Breve Histo´ria dos Sistemas Axioma´ticos
O site de Fernando Vieira Costa Ju´nior nos proporciona uma breve histo´ria do
surgimento da ideia do me´todo axioma´tico de se realizar provas. Desde os tempos
dos per´ıodos paleol´ıtico e neol´ıtico que o homem, ainda cac¸ador-coletor, migra de
um lugar para o outro em busca de alimento e melhores condic¸o˜es de vida. A partir
do per´ıodo neol´ıtico, ja´ se utiliza de sistemas de contagens primitivos, como para
contagem de rebanhos. No entanto, podemos afirmar que a Matema´tica so´ comec¸ou
a surgir ha´ 6000 a.C., depois da agricultura. Ha´ 4000 a.C., os eg´ıpcios utilizavam o
rio Nilo a seu favor, construindo plantac¸o˜es nas proximidades ou fazendo irrigac¸o˜es.
Surge um problema. Em e´poca de cheia do rio, as a´guas destru´ıam as marcac¸o˜es das
terras, gerando grande confusa˜o entre seus proprieta´rios. Ver o cap´ıtulo 2.
Como soluc¸a˜o para este problema, os eg´ıpcios passaram a medir a terra de forma a sa-
ber qual era a medida exata do terreno de cada um. Este e´ considerado o fundamento
da Geometria (geo: terra, metria: medir). Dessa forma, os agrimensores (funciona´rios
dos farao´s que tinham a tarefa de medir a terra) desenvolveram formas de calcular
a´reas de triaˆngulos e retaˆngulos. Estes e outros conhecimentos possibilitaram, poste-
riormente, a construc¸a˜o das piraˆmides e outros monumentos eg´ıpcios. Ver o cap´ıtulo 2.
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Embora os eg´ıpcios ja´ tivessem um grande estoque de conhecimento geome´trico,
somente na Gre´cia, no se´culo IV a.C., foram feitas as primeiras demonstrac¸o˜es de
teoremas. Talles de Mileto (625 a.C.-545 a.C.) e´ considerado o instituidor da
geometria na Gre´cia. Este, assim como Pita´goras de Samos (570 a.C-495 a.C.) e
outros geoˆmetras antigos, realizaram va´rias demonstrac¸o˜es e descobriram muitos
outros teoremas. No se´culo III a.C., Euclides percebe um problema: haviam muitos
teoremas demonstrados, mas existiam outros muitos aceitos sem uma devida demons-
trac¸a˜o. Alguns destes geravam du´vidas, fazendo com que houvesse a necessidade de
revisar o estoque de teoremas aceitos sem demonstrac¸a˜o. Ver o cap´ıtulo 2.
Como soluc¸a˜o para este problema, Euclides pensou em reduzir a quantidade de
sentenc¸as aceitas sem demonstrac¸a˜o a algumas poucas, claras e intuitivamente evi-
dentes (menos uma que deu problema depois). A estas, ele deu o nome de axiomas
(sentenc¸as matema´ticas gerais) e postulados (sentenc¸as geome´tricas). Hoje considera-
mos axiomas e postulados como sendo a mesma coisa. A partir de quatro axiomas e
cinco postulados, Euclides conseguiu demonstrar uma gama enorme de teoremas da
geometria. Ficou assim institu´ıdo o conceito de Sistema Axioma´tico. A matema´tica
utilizou deste me´todo para desenvolver-se por mais de 2000 anos. Na realidade, por
esse per´ıodo a validade deste me´todo sequer foi questionada. Ver o cap´ıtulo 2.
Os estudos de Aristo´teles (384 a.C-322 a.C.), ale´m de outros gregos, foram de
suma importaˆncia para o desenvolvimento da Lo´gica, disciplina que fundamenta o
pensamento das disciplinas dedutivas atuais. Vale lembrar que os trabalhos lo´gicos
de Aristo´teles, como a Teoria do Silogismo, dera˜o a ele o t´ıtulo de pai da Lo´gica.
De fato, as demonstrac¸o˜es futuras, po´s-Euclides, levam em considerac¸a˜o conceitos
da Lo´gica Aristote´lica (ou Lo´gica Cla´ssica). Pore´m, mesmo 2000 anos depois, uma
demonstrac¸a˜o ainda consistia numa atividade intelectual que objetivava convencer o
pro´prio indiv´ıduo e outras pessoas da verdade da sentenc¸a em discussa˜o TARSKI
(2007). Na˜o haviam limites bem definidos para a argumentac¸a˜o. O processo de
prova de teoremas ainda estava envolto pela tentativa de persuasa˜o. Assim como a
geometria grega pre´-euclidiana tratava das verdades geome´tricas, o exigido numa
demonstrac¸a˜o, ate´ aqui, era que o argumento fosse intuitivamente evidente. Aqui
vale a pena rever os cap´ıtulos 2 e 7.
Nesse ponto, era cada vez mais discutido na academia que esse processo de ar-
gumentac¸a˜o necessitava de uma ana´lise mais profunda. Surge o per´ıodo das grandes
controve´rsias na Matema´tica (ver as correntes filoso´ficas destas controve´rsias da
Matema´tica no cap´ıtulo 16), tarefa levada a cabo por lo´gicos e na˜o lo´gicos, a comec¸ar
por Gottlob Frege (1848-1925). A ana´lise desta forma de argumentac¸a˜o culminou
na instituic¸a˜o da noc¸a˜o de demonstrac¸a˜o formal. Similarmente a` atitude de Euclides
frente a` grande quantidade de sentenc¸as geome´tricas intuitivamente aceitas, as formas
de argumentac¸a˜o, ou melhor, as formas de afirmac¸a˜o de novas sentenc¸as (as regras
de infereˆncia) deveriam sofrer uma reduc¸a˜o a algumas poucas regras de infereˆncia
primitivas, das quais deveriam derivar todas as demais. Uma linguagem para a
matema´tica foi completamente formulada. Os sistemas axioma´ticos passaram a
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ser Sistemas Formais, ou seja, a validade de suas sentenc¸as e infereˆncias esta˜o
diretamente ligadas a` forma (no sentido estrutural) com que se apresentam.
Para que um sistema seja um Sistema Formal, ele deve: (a) ter um alfabeto,
que devera´ conter todos os caracteres utilizados na linguagem a ser formalizada;
(b) conter um conjunto de regras de formac¸a˜o, que permitira˜o decidir se uma
sequeˆncia de caracteres da linguagem forma uma sentenc¸a dela; (c) conter um
conjunto de axiomas, isto e´, um conjunto de sentenc¸as bem formadas aceitas (afirma-
das) sem demonstrac¸a˜o; (d) conter um conjunto de regras de infereˆncia primitivas
(ou regras de transformac¸a˜o primitivas), que permitira˜o obter (derivar) novas sen-
tenc¸as a partir dos axiomas ou de sentenc¸as ja´ obtidas anteriormente. Foi o que
Hilbert defendeu: a corrente filoso´fica chamada de Formalismo. Ver no cap´ıtulo 14.
A partir de um sistema formal, pode-se demonstrar formalmente todas (ou quase
todas) as sentenc¸as verdadeiras desse sistema. Essa noc¸a˜o permite transpassar o
problema da argumentac¸a˜o, pois na˜o se pode argumentar para ale´m das regras de
infereˆncias primitivas, ou das regras de infereˆncia que sa˜o derivadas das primitivas, o
que po˜e um limite a`s possibilidade de afirmac¸a˜o de novas sentenc¸as. As demonstrac¸o˜es
passam a ser demonstrac¸o˜es formais. Ver o cap´ıtulo 15.
Finalmente, uma demonstrac¸a˜o, influenciada pela corrente filso´fica chamada Logi-
cismo (ver o cap´ıtulo 16) e´ uma sequeˆncia finita de sentenc¸as, onde as primeiras
sa˜o os axiomas (ou sentenc¸as primitivas) do sistema, depois, todas as sentenc¸as
posteriores da sequeˆncia, podem ser obtidas a partir das sentenc¸as anteriores, ou
atrave´s da aplicac¸a˜o de algumas regras de infereˆncia primitiva, ou de alguma regras
de infereˆncia demonstrada a partir das regras primitivas, e a u´ltima sentenc¸a da
sequeˆncia corresponde ao que se chama teorema.
A partir do reordenamento do me´todo axioma´tico (ver no cap´ıtulo 16), a corrente
filoso´fica formalista consegue enorme influeˆncia, para a Matema´tica moderna e que
contribui para alicerc¸ar a Cieˆncia da Computac¸a˜o, objetivo deste cap´ıtulo. Esses
moldes ficaram como a base de toda a Matema´tica desenvolvida dos tempos de
Hilbert em diante. O problema das demonstrac¸o˜es foi resolvido, sem deixar espac¸o
para persuasa˜o dos per´ıodos ta˜o remotos. O que vem nas sec¸o˜es posteriores diz
respeito aos Sistemas Formais como vistos na Cieˆncia da Computac¸a˜o.
Desde os seus comec¸os, a A´lgebra se preocupou sempre com a procura de me´todos
gerais e rigorosos. Assim por exemplo, R.J. Gillings em ( Mathematics in the times
of the Pharaohs) comentando os me´todos que os eg´ıpcios usavam para lidar com
a resoluc¸a˜o de equac¸o˜es diz - Os estudiosos da histo´ria e filosofia da cieˆncia do
se´culo vinte, ao considerar as contribuic¸o˜es dos antigos Eg´ıpcios, se inclinam para
atitude moderna de que um argumento ou prova lo´gica deve ser simbo´lico para ser
considerado rigoroso.
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17.2 O que sa˜o Sistemas Formais
Formal se refere a forma. Portanto, sistemas formais sa˜o sistemas de manipulac¸a˜o
de formas, sem a preocupac¸a˜o do que estas formas significam no mundo real Barreto
(2000).
• A esseˆncia de um sistema formal e´, portanto, sua sintaxe.
• Inclui-se ainda o estudo , de maneira abstrata, utilizado para se poder descrever
as semaˆnticas das linguagens de programac¸a˜o.
Conforme Barreto (2000), o primeiro registro que se tem de um sistema formal sa˜o
os trabalhos de Euclides (300 a.C). Esses trabalhos organizaram e sistematizaram
todo o conhecimento da e´poca com relac¸a˜o a` geometria euclidiana e sa˜o conhecidos
sob o nome Os Elementos. No trabalho de Euclides, pela primeira vez, a apre-
sentac¸a˜o e´ feita atrave´s de definic¸o˜es, axiomas, postulados, teoremas, corola´rios, e
demonstrac¸o˜es. E´ neste trabalho que se encontram as ra´ızes dos conceitos de uso atual.
Criadores dos Sistemas Formais Atuais - Rene´ Descartes (1596-1650) e de
Leibniz (1646-1716) soˆbre e alfabetos completaram o arcabouc¸o ba´sico de siste-
mas formais. Frege (1848-1925), Peano (1858-1932), Whitehead (1861-1947) e
Bertran Russel (1872-1970) e finalmente Wittgenstein (1889-1951) criaram a
formalizac¸a˜o, como se costuma apresentar nos dias de hoje. Kurt Go¨del enunciou
teoremas dando os limites dos sistemas formais.
17.3 Construc¸a˜o de um Sistema Formal
Como descrito por em Barreto (2000), na construc¸a˜o de um sistema formal deve-se
concentrar atenc¸a˜o no modo como se trabalha. Linguagens naturais (aquelas usadas
entre seres humanos para se comunicarem) possuem ambiguidades que impedem o
seu uso para este propo´sito. Portanto, torna-se necessa´rio, dar um passo na direc¸a˜o
de evitar estas ambiguidades, o que e´ realizado aplicando uma linguagem constitu´ıda
por um conjunto bem definido de e de , permitindo a construc¸a˜o de novos objetos a
partir daqueles que se dispo˜e.
Definic¸a˜o (Alfabeto e Cadeias Finitas)
• Um alfabeto e´ um conjunto finito de s´ımbolos, denotado por letras gregas
maiu´sculas. Exemplos: Φ ou Σ.
• Costuma-sa ainda com relac¸a˜o a alfabetos, usar os seguintes s´ımbolos:
1. O conjunto de todas as cadeias (em ingleˆs, strings) finitas formadas com
os elementos do alfabeto Φ e´ denotado por Φ∗.
2. A cadeia vazia, ou seja, aquela que tem 0 elementos e´ denotada por .
17.3. Construc¸a˜o de um Sistema Formal 287
3. O conjunto Φ∗ − , isto e´, o conjunto de todas as cadeias finitas a partir
do alfabeto Φ, excluida a cadeia vazia, sera´ denotado por Φ+.
4. O comprimento de uma cadeia e´ o nu´mero de elementos da mesma. O da
cadeia µ denota-se ρ(µ) ou |µ|.
Regra de Derivac¸a˜o




Exemplo Barreto (2000): Sejam os dois elementos de Φ∗ = {..., (xy), (car ′), ...}, uma
sera´:




Seja um alfabeto de s´ımbolos Φ e o conjunto de objetos sinta´ticos (cadeias de
s´ımbolos) relativo a este alfabeto, onde um cadeia e´ uma sequeˆncia finita de s´ımbolos
de Φ. Uma linguagem e´ um subconjunto L de Φ∗, isto e´, L ⊆ Φ∗.
Quando e´ preciso explicitar o , denota-se, LΦ ou L(Φ).
Exemplo (Uma linguagem Imperativa L1) Barreto (2000)
As linguagens imperativas sa˜o orientadas a ac¸o˜es, onde a computac¸a˜o e´ vista como
uma sequeˆncia de instruc¸o˜es que manipulam valores de varia´veis. O fundamento da
programac¸a˜o imperativa e´ o conceito de ma´quina de Turing, que nada mais e´ que
uma abstrac¸a˜o matema´tica que corresponde ao conjunto de func¸o˜es computa´veis. A
sua criac¸a˜o foi influenciada pela arquitetura de computadores John von Neumann,
onde programas e dados sa˜o armazenados na mesma memo´ria. Os operandos das
expresso˜es sa˜o passados da memo´ria para a CPU e o resultado da expressa˜o e´ passado
de volta para uma ce´lula da memo´ria. Sa˜o caracterizadas por treˆs conceitos: Varia´veis,
Atribuic¸a˜o e Repetic¸a˜o.
Φ = {; , begin, end, if, then, else,while, do,E, α, β}
Usando esta linguagem L1 podemos escrever um exemplo de programa de com-
putador Barreto (2000), como descrito a seguir:
288 Cap´ıtulo 17. Os Sistemas Formais na Cieˆncia da Computac¸a˜o
begin
while E1 do C1 ; C2 end;
end;
if begin then while E1 else do C2;
begin
If E1 then C1; C2 else C3; C4 end;
end;
Definica˜o (Sistema Formal)
Sistemas formais costumam ser representados por letras gregas maiu´sculas, como
por exemplo: Γ, Π, Σ, Ω, Ξ ou Ψ. Aqui no´s usamos Ψ.
Um sistema formal Ψ e´ um par constitu´ıdo por objetos sinta´ticos de uma linguagem
Φ e um sistema dedutivo, consistindo de um conjunto D chamado, genericamente,
de regras de derivac¸a˜o. E´ denotado por Ψ =< Φ,D >, onde Φ e´ uma linguagem
e D e´ um sistema dedutivo, um conjunto de regras de derivac¸a˜o que deriva regras.
Regras de derivac¸a˜o sa˜o func¸o˜es F : Φ∗
n → Φ∗.
Definic¸o˜es Interessantes
O que e´ formalmente um ca´lculo? Este conceito nunca e´ explicado a contento,
principalmente para um real e completo entendimento de alunos iniciantes. Informal-
mente, o sistema dedutivo de um sistema formal e´ o que vem a ser chamado de um
ca´lculo.
Em func¸a˜o de um sistema dedutivo ser um ca´lculo, e´ necessa´rio se entender o
que vem a ser um sistema dedutivo e e´ importante, agora, o leitor entender o que
vem a ser uma infereˆncia ou deduc¸a˜o.
Definic¸a˜o (Infereˆncia ou Deduc¸a˜o):
Seja um sistema dedutivo de um sistema formal e uma sequeˆncia de objetos sinta´ticos
O = (o1, o2, o3, . . . , os). Neste contexto, tem-se que, os objetos obtidos sucessivamente
pela aplicac¸a˜o das regras de derivac¸a˜o R = (r1, r2, r3, . . . , rs−1) de um sistema formal
formam:
• R : uma infereˆncia ou deduc¸a˜o;
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• O : sequeˆncia de passos da deduc¸a˜o;
• os : a conclusa˜o da deduc¸a˜o.
17.4 O que e´ uma Lo´gica
Uma lo´gica e´ um sistema formal que possui uma linguagem sobre a qual objetos
sinta´ticos sa˜o gerados.
Para a Lo´gica Proposicional, a mais ba´sica de todas as lo´gicas, mas que influiu
na concepc¸a˜o do que viria a ser o computador digital, pode-se estudar a lo´gica
consistindo de Manna (1985) Filho (2002):
Proposic¸a˜o e´ um termo usado em lo´gica para descrever o conteu´do de sentenc¸as. Uma
sentenc¸a e´ um conteu´do que pode ser tomado como verdadeiro ou falso. Diferentes
sentenc¸as podem expressar a mesma proposic¸a˜o quando teˆm o mesmo significado.
Por exemplo, “A neve e´ branca.” e “Snow is white.” sa˜o sentenc¸as diferentes, mas
ambas dizem a mesma coisa, a saber, que a neve e´ branca. Logo, expressam a mesma
proposic¸a˜o. Outro exemplo de sentenc¸a que expressa a mesma proposic¸a˜o que as
anteriores e´ “A precipitac¸a˜o de pequenos cristais de a´gua congelada e´ branca”, pois
“precipitac¸a˜o de pequenos cristais de a´gua congelada” e´ a definic¸a˜o de “neve”. O
conceito de sentenc¸a tem sentido semaˆntico. O termo proposic¸a˜o e´ indicado quando se
considera o caso mais abstrato, pois de uma proposic¸a˜o pode-se ter algumas sentenc¸as
de mesmo significado. Uma proposic¸a˜o e´ um tipo gene´rico para um conjunto de
sentenc¸as de mesmo significado. O que e´ o mesmo que dizer que uma sentenc¸a e´
um caso particular de uma proposic¸a˜o. Tanto faz, proposic¸a˜o ou sentenc¸a, ambas
tem valor semaˆntico verdade ou falso. Sentenc¸as podem ser constru´ıdas a partir de
proposic¸o˜es, por aplicac¸a˜o de conectivos lo´gicos.
• A linguagem, que define proposic¸o˜es abstratas, que no caso da Lo´gica Proposi-
cional, sa˜o chamadas de proposic¸o˜es. A linguagem consiste dos s´ımbolos de
veracidade (verdade e falso) e dos s´ımbolos proposicionais abstratos.
• conectivos lo´gicos sobre proposic¸o˜es: not, and, or, if-then (condicional), inf-
and-only-if (bicondicional), if-then-else.
• Interpretac¸a˜o e o significado de uma sentenc¸a (a semaˆntica da linguagem):
verdade ou falso.
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– equivaleˆncia,
– consisteˆncia de um conjunto de sentenc¸as.
• Tabelas-verdade: me´todo para determinar se uma sentenc¸a e´ va´lida.
• A´rvores semaˆnticas: um outro me´todo para testar a validade de uma sentenc¸a.
• Prova de falsificac¸a˜o: uma me´todo alternativo para testar a validade de uma
sentenc¸a.
• Classes de sentenc¸as va´lidas.
• Substituic¸a˜o de sentenc¸as por sub-sentenc¸as nos esquemas de sentenc¸as va´lidas.
• Interpretac¸a˜o estendida: uma interpretac¸a˜o atribui valores (true ou falso) a`
proposic¸o˜es e estabalece a semaˆntica.
• Conjunto de sentenc¸as que implicam outra, tambe´m conhecido por consequeˆncia
lo´gica.
• Equivaleˆncia lo´gica: proposic¸o˜es que sa˜o esquivalentes em termos da lo´gica
(se-e-somente-se).
• Problemas que podem ser solucionados por lo´gica proposicional.
A Lo´gica dos Predicados estende a Lo´gica Proposicional. Pode-se estudar a Lo´gica
dos Predicados em Manna (1985) ou explicada num livro mais ba´sico como em Filho
(2002). Numa forma bem mais rigorosa temos a obra em Loeckx e Sieber (1987):
• A linguagem, que define s´ımbolos, , proposic¸o˜es e sentenc¸as. A linguagem
consiste dos s´ımbolos de veracidade ou falsidade (verdade e falso), os s´ımbolos-
constantes, os s´ımbolos-varia´veis. Os e os que formam o conjuntos dos s´ımbolos
abstratos. Com estes se pode escrever as proposic¸o˜es e sentenc¸as desta lo´gica.
• Definic¸a˜o dos termos : as expresso˜es que denotam objetos da lo´gica, dadas por
constantes, varia´veis e func¸o˜es.
• Definic¸a˜o das proposic¸o˜es : as expresso˜es que relacionam objetos, tais como os
predicados.
• Definic¸a˜o de sentenc¸as em func¸a˜o das proposic¸o˜es e operadores lo´gicos sobre
proposic¸o˜es.
• Definic¸a˜o das expresso˜es da lo´gica em func¸a˜o das sentenc¸as ou termos.
• Varia´veis livres e ligadas: aqui aparecem os quantificadores ∃ e ∀.
• O significado de uma sentenc¸a (a semaˆntica da linguagem): verdade ou falso.
• Interpretac¸o˜es.
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• Regras e propriedades semaˆnticas.
• Interpretac¸o˜es estendidas.
• Validade de sentenc¸as fechadas (sentenc¸as logicamnete va´lidas).
• Estabelecendo a na˜o-validade.
• Conceitos adicionais: sentenc¸as fechadas, satisfat´ıveis, contradito´rias ou consis-
tentes.
• Fecho universal e existencial.
• Prova de falsificac¸a˜o: uma me´todo alternativo para testar a validade de uma
sentenc¸a.
• Esquemas de sentenc¸as va´lidas: classes de sentenc¸as va´lidas.
• Modelos e consequeˆncia lo´gica: (implicac¸a˜o lo´gica) conjunto de sentenc¸as que
implicam outra, tambe´m conhecido por consequeˆncia lo´gica, que determinam o
Teorema da Deduc¸a˜o.
• Equivaleˆncia lo´gica: proposic¸o˜es que sa˜o esquivalentes em termos da lo´gica
(se-e-somente-se).
• Substituic¸a˜o de sentenc¸as equivalentes.
• Esquemas va´lidos com substituic¸a˜o.
• Problemas que podem ser solucionados por lo´gica dos predicados.
A partir destas duas lo´gicas, a cieˆncia da computac¸a˜o pode se valer de outras lo´gicas
constru´ıdas de expressividade maior com relac¸a˜o as caracter´ısticas computacionais
nos sistemas de computac¸a˜o concorrentes ou distribu´ıdos, como sa˜o os casos das
lo´gicas temporais que podem ser constru´ıdas a partir da Lo´gica Proposicional e da
Lo´gica dos Predicados. O leitor pode obter um trabalho muito bem explicado sobre
lo´gica temporal em Vasconcelos (1989).
O sistema dedutivo de uma lo´gica
Ale´m da linguagem da lo´gica, como se pode derivar (deduzir, numa lo´gica de-
dutiva) uma sentenc¸a a partir de um conjunto de sentenc¸as ?
A partir do conceito de interpretac¸a˜o, um modelo e de consequeˆncia lo´gica,
pode-se estabelecer a conexa˜o entre o conceito de consequeˆncia lo´gica e o s´ımbolo de
implicac¸a˜o lo´gica (⇒), algumas vezes denotado por ⊃, culminando com o Teorema
da Deduc¸a˜o, com as varia´veis livres trazidas sob controle.
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Teorema da Deduc¸a˜o
O que e´ uma deduc¸a˜o Seja W um conjunto de sentenc¸as e v1, v2 sentenc¸as da
Lo´gica dos Predicados. Enta˜o as seguintes duas implicac¸o˜es ocorrem:
1. W |= v1 ⊃ v2 implica W ∪ {v1} |= v2
2. W ∪ {v1} |= v2 implica W |= v¯1 ⊃ v2
onde, se v1 e´ qualquer fo´rmula e sejam x1, x2, ..., xn todas as varia´veis livres que
ocorrem em v1, enta˜o v¯1 denota a fo´rmula fechada como (∀ x1, . . . , xn).v1.
Em particular, quando W = {w1, . . . ,wn} for finito, este teorema pode ser usado
para reduzir o conceito de consequeˆncia lo´gica a` aquele de validade lo´gica:
{w1, . . . ,wn} |= v se, e somente se, |= w¯1 ⊃ . . . ⊃ w¯n ⊃ v
Neste caso, dizemos que v e´ um teorema deduzido (derivado) de W . Note que
o conceito de consequeˆncia lo´gica envolve a semaˆntica das sentenc¸as da Lo´gica
dos Predicados. Vejamos que o conceito de consequeˆncia lo´gica e´ que define o que
vem a ser uma teoria. O conjunto das sentenc¸as va´lidas logicamente da Lo´gica dos
Predicados e´ particularmente interessante porque consiste de sentenc¸as que sempre
ocorrem, isto e´, elas ocorrem em toda a teoria.
17.5 O que e´ uma Teoria
Uma teoria e´ um sistema formal. Teoria e´ o conhecimento descritivo puramente raci-
onal. Tambe´m pode ser entendido como forma de pensar e entender algum fenoˆmeno
a partir da observac¸a˜o. O termo e´ aplicado a diversas a´reas do conhecimento, sendo
que em cada a´rea possui uma definic¸a˜o espec´ıfica.
Em cieˆncia, a definic¸a˜o de teoria cient´ıfica difere bastante da acepc¸a˜o de teoria
em senso comum: o de simples especulac¸a˜o. A palavra teoria e´ usada, no dia-a-dia,
sempre de forma inadequada, como um abuso de linguagem, em situac¸o˜es de ine-
xisteˆncia de partes pra´ticas. Mas, na realidade, uma teoria e´ um sistema formal.
O conceito moderno de teoria cient´ıfica estabelece-se, entre outros, como uma res-
posta ao problema da demarcac¸a˜o entre o que e´ efetivamente cient´ıfico e o que na˜o o e´.
Da Lo´gica dos Predicados (primeira ordem, pois quantifica varia´veis), temos que
o conjunto de fo´rmulas logicamente va´lidas e´, particularmente de muito interesse,
porque consiste de fo´rmulas que sempre ocorrem, ou seja, ocorrem em toda teoria de
primeira ordem. Um ca´lculo e´ um modo de obter as fo´rmulas logicamente va´lidas
em uma maneira puramente sinta´tica. De fato, o me´todo e´ mais geral e produz as
consequeˆncias lo´gicas de qualquer conjunto de fo´rmulas. Na Lo´gica dos Predicados, a
17.5. O que e´ uma Teoria 293
definic¸a˜o na˜o-construtiva da semaˆntica na˜o proveˆ nenhuma indicac¸a˜o para um modo
mecaˆnico poder distinguir fo´rmulas va´lidas de fo´rmulas inva´lidas. Mas, nem tudo e´
perfeito. Embora, o conjunto de fo´rmulas logicamente va´lidas possam ser gerado
em um modo mecanizado, num ca´lculo, esse conjunto de fo´rmulas logicamente va´lidas
na˜o e´ um conjunto decid´ıvel. Assim, na˜o existe nenhum procedimento efetivo, para
o qual seja dada uma fo´rmula da Lo´gica dos Predicados e esse possa decidir se ela e´
logicamente va´lida ou na˜o.
O Ca´lculo da Lo´gica dos Predicados (chamado de Ca´lculo dos Predicados) e´ um
ca´lculo consistente - tudo que pode ser provado e´ verdadeiro, e completo - tudo
que e´ verdadeiro pode ser provado, para o conjunto de todas das fo´rmulas logicamente
va´lidas. Dado que essas fo´rmulas sa˜o universalmente va´lidas, elas sa˜o bem gerais
para revelar sobre aplicac¸o˜es espec´ıficas, como por exemplo, na Teoria dos Grupos,
na Teoria do Nu´meros ou na Teoria do Inteiros na˜o Negativos.
A questa˜o surge, enta˜o, sobre a existeˆncia de um ca´lculo para uma tal teoria
espec´ıfica, e ale´m disso, sobre a decidibilidade de uma tal teoria.
Definic¸a˜o: (O que e´ uma Teoria de Primeira Ordem)
Antes, precisamos definir o que vem a ser um modelo e o que e´ consequeˆncia
lo´gica.
Definic¸a˜o: (Modelo)
O que e´ um modelo. Seja W ⊆ WFFB . Uma interpretac¸a˜o e´ chamada um de
W se, e somente se, toda fo´rmula w de W e´ va´lida para tal interpretac¸a˜o.
Definic¸a˜o: (Consequeˆncia Lo´gica)
O que e´ uma consequeˆncia lo´gica. Seja um conjunto de fo´rmulas W ⊆ WFFB
de fo´rmulas da Lo´gica dos Predicados. Uma fo´rmula w ∈ WFFB e´ chamada uma
consequeˆncia lo´gica de W , denotado W |= w se, e somente se, w e´ va´lida para todo
modelo de W .
Seja o conjunto de fo´rmulas bem-formadas da Lo´gica dos Predicados sobre
uma base B = (F ,P), onde F e´ o conjunto de s´ımbolos funcionais e P o conjunto
dos s´ımbolos predicativos da Lo´gica. Um subconjunto na˜o vazio T de fo´rmulas
bem-formadas (sentenc¸as) e´ chamado de uma teoria sobre a base B , quando as
seguintes duas condic¸o˜es ocorrrem:
1. (Consisteˆncia) Existe pelo menos um modelo para T .
2. (Fechamento sobre consequeˆncia lo´gica) Todas as consequeˆcias lo´gicas de T
esta˜o em T .
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Note que, por definic¸a˜o, uma conte´m pelo menos todas as fo´rmulas logicamente
va´lidas da Lo´gica dos Predicados, que e´ definida como sendo uma lo´gica de primeira
ordem.
Se W ⊆WFFB e´ um conjunto de fo´rmulas que tem ao menos um modelo, enta˜o o
conjunto CL(W ) de todas as consequeˆncias lo´gicas de W e´ uma teoria. Esta proprie-
dade proveˆ um modo conveniente para se criar uma teoria: toma-se um conjunto de
fo´rmulas com um modelo e forma-se o fecho de T sob consequeˆncia lo´gica.
17.5.1 A Construc¸a˜o de uma Teoria
A formalizac¸a˜o de uma teoria divide-se em treˆs etapas fundamentais. Na primeira
etapa, inicialmente situa-se em um universo do discurso e escolhe-se uma linguagem
simbo´lica ou formal para expressar as sentenc¸as da teoria sobre tal universo. Na
segunda etapa organiza-se as assertivas da teoria, dedutivamente, isto e´, escolhe-se
algumas assertivas como axiomas a partir dos quais outras assertivas podem ser
gradativamente deduzidas. Nesta etapa, tambe´m exprime-se as propriedades dos
termos do Universo de Discurso atrave´s de novos axiomas ate´ que o significado desses
termos na˜o precise mais ser usados nas deduc¸o˜es. Na u´ltima etapa explicita-se o
significado dos termos ordina´rios (fora do universo do discurso) e os princ´ıpios usados
para decidir quando uma assertiva e´ consequeˆncia lo´gica de outras. O resultado
destas etapas e´ uma teoria em que se abstraiu inteiramente o conteu´do semaˆntico
ou significados dos termos, restando apenas a sua sintaxe ou forma. A teoria estara´
completamente formalizada.
O universo de discurso em questa˜o e a linguagem simbo´lica (formal) que descreve
princ´ıpios lo´gicos adotados, diz respeito e e´ parte intr´ınseca a` teoria. A segunda da
parte dos axiomas, pode ser ate´ separada e usada novamente em outros contextos.
Um sistema formal consiste exatamente de uma linguagem formal e de uma abs-
trac¸a˜o adequada aos princ´ıpios lo´gicos usados para decidir quando uma assertiva e´
consequeˆncia lo´gica de outras.
Definic¸a˜o (O que e´ uma Teoria)
O que vem a ser uma teoria? Seguimos a definic¸a˜o dada em Manna (1985). Uma
teoria consiste de uma linguagem e um conjunto de axiomas. Uma excelente
linguagem de uma teoria e´ a linguagem da lo´gica de primeira ordem, na qual nos
restringimos aos termos constantes, os s´ımbolos funcionais, e os s´ımbolos predicativos,
e a um vocabula´rio espec´ıfico, o qual e´ um subconjunto particular dos s´ımbolos
permitidos na Lo´gica dos Predicados em geral.
Definic¸a˜o (Vocabula´rio de uma teoria)
O vocabula´rio de uma teoria e´:
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• Um subconjunto particular c1, c2, c3, ... das constantes da lo´gica dos predicados.
• Um subconjunto particular f1, f2, f3, ... dos s´ımbolos funcionais da lo´gica dos
predicados.
• Um subconjunto particular p1, p2, p3, ... dss s´ımbolos predicativos da lo´gica
dos predicados.
Cada um dos treˆs subconjuntos podendo ser finito ou infinito, vazio ou na˜o-vazio.
Os termos, sentenc¸as e expresso˜es de uma teoria sa˜o aqueles termos, sentenc¸as e
expresso˜es da lo´gica dos predicados, cujas constantes, s´ımbolos funcionais e s´ımbolos
predicativos, todos pertencem ao vocabula´rio da teoria.
Definic¸a˜o (Axiomas de uma teoria)
Os axiomas de uma teoria sa˜o um conjunto de sentenc¸as fechadas A1, A2, A3,
... da teoria. Dizemos enta˜o, que a teoria e´ definida pelos seus axiomas. Note que
na˜o requeremos que um dado conjunto de axiomas seja finito.
Exemplo (Teoria da Famı´lia)
Suponha que no´s gostar´ıamos de definir uma teoria dos relacionamentos em famı´lia.
Na interpretac¸a˜o ”familia”I, no´s temos em mente o domı´nio de um conjunto de
pessoas, e intuitivamente podemos dizer:
f (x ) e´ o pai de x
g(x ) e´ a ma˜e de x
p(x , y) significa y e´ um “parent” de x , significando que (“x foi gerado por y”)
q(x , y) significa y e´ um avoˆ de x
r(x , y) significa y e´ uma avo´ de x
Mais precisamente, pI(d , e) ocorre se e e´ um ”parent”de d , e assim por diante.
Assim, o vocabula´rio de uma teoria consiste dos simbolos funcionais f e g , dos
s´ımbolos predicativos p, q e r , e nenhum s´ıbolo constante, neste caso.
Os axiomas da teoria sa˜o as seguintes conjuntos de sentenc¸as fechadas:
F1 : (∀ x ) p(x , f (x )), significando que (O pai de todo mundo e´ seu ou sua ”parent”.)
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F2 : (∀ x ) p(x , g(x )), significando que (A ma˜e de todo mundo e´ seu ou sua ”parent”.)
F3 : (∀ x ) e (∀ y) [if (p, x ) then q(x , f (y))], significando que (O pai de um pa-
rent e´ seu ou sua avoˆ.)
F4 : (∀ x ) e (∀ y) [if (p, x ) then r(x , g(y))], significando que (A ma˜e de um parent
e´ seu ou sua avo´.)
Seja considerar o relacionamento entre os axiomas de uma teoria e a interpretac¸a˜o
espec´ıfica que temos em mente.
Definic¸a˜o (modelo, validade, consisteˆncia)
Uma interpretac¸a˜o I e´ um modelo para uma teoria, se cada axioma Ai e´ ver-
dadeira sob I.
Uma sentenc¸a fechada S de uma teoria e´ va´lida na teoria, se S e´ verdadeira
para todo modelo da teoria.
Uma sentenc¸a S implica uma sentenc¸a T na teoria, se sempre que S e´ verda-
deira sob um modelo para a teoria, T e´ tambe´m verdadeira sob o modelo.
Duas sentenc¸as S e T sa˜o equivalentes na teoria, se S e T tem o mesmo valor-
verdade sob todo modelo para a teoria.
Uma teoria e´ consistente, se existe pelo menos um modelo para a teoria.
Como consequeˆncia imediata desta definic¸a˜o, temos que todo axioma para uma
teoria e´ va´lido na teoria. Tambe´m, se a teoria e´ inconsistente, ela na˜o tem nenhum
modelo, e, portanto, toda sentenc¸a e´ ”vacuamente”va´lida na teoria.
Na definic¸a˜o de uma teoria, no´s temos em mente que a interpretac¸a˜o que no´s
temos em mente e´ um modelo para a teoria. Em geral, contudo, existem muitos
modelos para uma teoria.
O conjunto de teoremas em uma teoria sa˜o as sentenc¸as, as quais sa˜o consequeˆncias
lo´gicas dos axiomas da teoria.
17.5.2 Teorias Especiais de Primeira Ordem
Teorias de primeira ordem sa˜o importantes, devido a consisteˆncia e a completude
proporcionadas pela Lo´gica de Primeira Ordem.
• O conjunto de todas as fo´rmulas logicamente va´lidas da Lo´gica dos Predicados
sobre qualquer base (neste caso, W e´ o conjunto vazio φ, isto e´, temos: φ |=w
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ou |=w.
• Teoria das ordens parciais estritas.
• Teoria das relac¸o˜es de equivaleˆncia.
17.5.3 Teorias com Igualdade
A relac¸a˜o de igualdade e´ uma importante ferramenta que requer tratamento especial.
No´s desejamos definir uma teoria de igualdade sob aqueles modelos em que um
s´ımbolo predicativo bina´rio e´ atribu´ıdo a uma relac¸a˜o de igualdade sobre um domı´nio,
isto e´, a sentenc¸a p(t1, t2) e´ verdade sob uma interpretac¸a˜o I, precisamente quando
os termos t1 e t2 tem o mesmo valor sob I.
As mais importantes teorias especiais para no´s sera˜o aquelas definidas em ter-
mos do princ´ıpio matema´tico da induc¸a˜o (que comportam igualdade). Este princ´ıpio
e´ representado por um esquema de axiomas (um conjunto infinito de axiomas).
1 Teoria da Igualdade
2 Teoria das Ordens Parciais fracas
3 Teoria das Relac¸o˜es Associadas
4 Teoria dos Grupos
5 Teoria dos Pares
6 Teoria dos Inteiros na˜o Negativos
7 Teoria das Strings (cadeias de s´ımbolos de um alfabeto)
8 Teoria das A´rvores (como estruturas de dados em computac¸a˜o)
9 Teoria das Listas (lista uma lista e´ uma estrutura de dados em computac¸a˜o)
10 Teoria dos Conjuntos
11 Teoria dos Multiconjuntos - Bag Theory
12 Teoria das Tuplas
As teorias do [1]-[5] sa˜o tidas como teorias onde se pode aplicar a relac¸a˜o de igualdade.
As teorias do [6]-[12] sa˜o tidas como teorias onde se pode aplicar o princ´ıpio de
induc¸a˜o matema´tica. Mais sobre teorias de primeira ordem, o leitor pode estudar em
Manna (1985), obra que conte´m de in´ıcio, a Lo´gica Proposicional, e em seguida A
Lo´gica dos Predicados da mais simples a` mais avanc¸ada.
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17.6 O que e´ um Ca´lculo
Nesta sec¸a˜o, um me´todo que proveˆ um modo de obter as sentenc¸as logicamente
va´lidas em uma maneira puramente sinta´tica. O me´todo e´ mais geral e produz as
consequeˆncias lo´gicas de qualquer conjunto de sentenc¸as.
Para tal a lo´gica precisa de um sistema dedutivo, ou seja, deve-se contar com
o que vem a ser chamado um ca´lculo, ou dizemos que existe um ca´lculo para a
lo´gica. Esta foi a ideia dos formalistas da escola de Hilbert.
Ale´m disso, porque a lo´gica e´ uma linguagem e se poder atribuir o significado
(semaˆntica) a objetos sinta´ticos, pode-se definir a noc¸a˜o de validade de uma sen-
tenc¸a (uma fo´rmula bem-formada sintaticamente), isto e´, verificar a validade de
uma sentenc¸a da lo´gica, e a noc¸a˜o de sentenc¸a logicamente va´lida. Assim, o
conceito de consequeˆncia lo´gica, pode ser estabelecido para um conjunto de sentenc¸as
(fo´rmulas bem formadas) da lo´gica, estabelecendo-se, assim, um me´todo de prova.
Como mostrado em Loeckx e Sieber (1987), o Ca´lculo de Predicados e´ o sis-
tema dedutivo da Lo´gica dos Predicados. Esta lo´gica e´ muito importante para a
cieˆncia da computac¸a˜o e, como ja´ dissemos, estende a Lo´gica Proposicional, que e´ a
primeira lo´gica a ser vista numa disciplina ba´sica de cieˆncia da computac¸a˜o, e que
tem, tambe´m, o seu ca´lculo correspondente.
Definic¸a˜o (O que e´ um Ca´lculo) Loeckx e Sieber (1987)
O que e´ um ca´lculo? Seja SO algum conjunto de objetos sinta´ticos de uma lin-
guagem. Um ca´lculo (tambe´m chamado de um sistema axioma´tico sobre SO e´ um
par C = (A, R), onde A e´ um conjunto finito de esquemas de axiomas, os quais sa˜o
subconjuntos decid´ıveis de SO , e os elementos de um esquema de axioma sa˜o
chamados axiomas. R e´ um conjunto finito de regras de infereˆncia, as quais formam
subconjuntos decid´ıveis de SOn × SO, n ≥ 1.
Uma observac¸a˜o importante, neste momento, e´ que um ca´lculo e´ um sistema
dedutivo puramente sinta´tico, ou seja, seus objetos sinta´ticos sa˜o desprovidos
de uma semaˆntica formal.
Exemplo (Esquema de Axioma): Para um SO = WFFB , o conjunto de fo´mulas
bem-formadas da Lo´gica dos Predicados, um esquema de axioma poss´ıvel e´:
{W ∨ ¬W |W ∈WFFB}, onde W pode ser qualquer fo´rmula bem-formada da Lo´gica
dos Predicados.
Se W for (x = y), um axioma deste esquema, e´ por exemplo, (x = y) ∨ ¬(x = y).
Um esquema de axiomas e´ uma classe de axiomas.
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Definic¸a˜o (Regra de Infereˆncia)
Uma regra de infereˆncia, visualizada como uma relac¸a˜o R, pode ser definida na
notac¸a˜o de conjunto por:
R = {(s1, ...., sn , s) ∈ SOn × SO | P},
onde a propriedade P e´ uma propriedade decid´ıvel, geralmente alguma proprie-
dade sinta´tica, que ocorre para s1, ...., sn , s .
Ao inve´s desta notac¸a˜o uma regra de infereˆncia e´ normalmente apresentada como:
R : s1,....,sn
s
, tal que P ocorre, para toda s1, ...., sn , s
s1, ...., sn sa˜o chamadas de premissas e s , a conclusa˜o da regra de infereˆncia R.
Exemplos (Regras de Infereˆncia)
Como mostrado em Loeckx e Sieber (1987), com SO = WFFB como o conjunto de
fo´rmulas bem-formadas da Lo´gica dos Predicados, uma regra de infereˆncia pode ser
dada no seguinte exemplo:
R : w1
w1∨w2 , para todo w1 e w2 pertencente a WFFB , isto e´, sa˜o sentenc¸as, fo´rmulas
bem-foermdas. Esta e´ um regra de infereˆncia que representa a relac¸a˜o decid´ıvel:
R = {((w1),w1 ∨ w2) | w1,w2 ∈WFFb}.
Um outro exemplo, de acordo com a definic¸a˜o formal de regra de infereˆncia, e´
a seguinte regra:
R : ¬w1,¬w2
w1∧w2 , para todo w1 e w2 pertencente a WFFB , que tambe´m e´ uma regra
de infereˆncia. Contudo, como uma regra de infereˆncia para o Ca´lculo dos Predicados,
ela violaria seu propo´sito intuitivo.
Um ca´lculo e´ tambe´m chamado de um sistema axioma´tico. Mas, o que vem a
ser um a´lgebra ?
17.7 O que e´ uma A´lgebra
Nesta sec¸a˜o, explicamos o que vem a ser um a´lgebra, no sentido formal. Interessante,
e´ a a´lgebra que existe sobre o conjunto finito R de regras de infereˆncia de um ca´lculo.
Pode-se compor regras de derivac¸a˜o pela aplicac¸a˜o sucessiva de duas outras regras
em R. Supondo que r1 e r2 sa˜o duas regras em R, e que “.” e´ um operac¸a˜o sobre R,
um outra regra r3, na˜o pertencente a R, pode ser uma composic¸a˜o de r1 e r2, ou seja:
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r1.r2 = r3
Esta composic¸a˜o de regras gera uma nova regra r3, que na˜o aparece no conjunto
finito de regras de infereˆncia da definic¸a˜o do ca´lculo.
Pode-se, tambe´m, ate´ imaginarmos uma regra que nada faz, a regra identidade
ri , para funcionar como o elemento neutro desta a´lgebra.
A composic¸a˜o de regras de derivac¸a˜o e´ associativa, pois:
r1.(r2.r3) = (r1.r2).r3
Estes exemplos, mostram somente uma operac¸a˜o denotada por “.”. Entretanto,
um a´lgebra pode comportar outras operac¸o˜es.
O que garante a gerac¸a˜o de novas regras de infereˆncia e´ a noc¸a˜o de morfismo,
que ocorre bastante na matema´tica contemporaˆnea. Em muitos campos da ma-
tema´tica, morfismo se refere ao mapeamento de uma estrutura matema´tica (regras
de derivac¸a˜o de um ca´lculo) para outra estrutura (a extensa˜o do conjunto das regras
de derivac¸a˜o), de forma que a estrutura e´ preservada, ou seja regras de derivac¸a˜o ori-
ginam outras regras de derivac¸a˜o. Para a Teoria dos Conjuntos, morfismos sa˜o func¸o˜es.
Definic¸a˜o: (A´lgebra)
Uma a´lgebra e´ um sistema formal, constituindo-se de um conjunto qualquer
munido de operac¸o˜es sobre esse conjunto, e mais a definic¸a˜o de um ou mais elemen-
tos distinguidos, tambe´m chamados de elementos neutros.
Esse elementos distinguidos (neutros), se operados com elementos desse conjunto,
resulta no pro´prio elemento operado com um elemento neutro. A matema´tica define
va´rias estruturas alge´bricas - a´lgebras espec´ıficas que tem utilidade nas va´rias
a´reas da cieˆncia da computac¸a˜o. Dependendo da a´rea que se vai estudar, pode existir
uma a´lgebra mais apropriada para uma determinada a´rea, do que outra. Uma a´lgebra
e´ algo abstrato, tambe´m chamada de a´lgebra abstrata.
A´lgebras sa˜o muito importantes, como sistemas formais-base, na construc¸a˜o de
sistemas de computac¸a˜o ou na construc¸a˜o de ferramentas computacionais que servem
para modelar sistemas de computac¸a˜o.
Exemplos de a´lgebras
Exemplo 1 - (A´lgebra dos Conjuntos) - A teoria dos conjuntos nos proporciona
uma a´lgebra bem esclarecedora. Imagine o conjuntos de todos os poss´ıveis conjuntos,
munido das operac¸o˜es entre conjuntos (unia˜o (A ∪ B), intersec¸a˜o (A ∩ B), diferenc¸a
(A− B) , complemento ({A), ... . Observe o elemento distinguido que e´ o conjunto
17.7. O que e´ uma A´lgebra 301
vazio ∅, funcionando como um elemento neutro nestas operac¸o˜es.
Exemplo 2 - (A´lgebra das Proposic¸o˜es) - Considere o conjunto de todas as pro-
posic¸o˜es possiveis, como na Lo´gica Proposicional, munido das operac¸o˜es (∧, ∨, →,
...). O elemento neutro, distinguido, e´ uma proposic¸a˜o p operada com ela pro´pria,
como por exemplo, p ∧ p ⇔ p, p ∨ p ⇔ p, p → p ⇔ p, ...
Exemplo 3 - (A´lgebra das Regras de Infereˆncia) - As regras de infereˆncia de
um ca´lculo formam uma a´lgebra. Por eemplo, veja o caso das regras de infereˆncia do
Ca´lculo Proposicional em Janos (2009) ou em Filho (2002).
Exemplo 4 - (A´lgebra de Processos de Hoare) - Em Hoare (1985), CSP -
Communicationg Sequetial Processes proporciona uma a´lgebra de processos de com-
putador (sistemas operacionais), com a definic¸a˜o de va´rios operadores sobre o conjunto
de todos os processos poss´ıveis. Operac¸o˜es como composic¸a˜o sequencial de processos
(P ; Q), composic¸a˜o paralela de processos (P ‖ Q), escolha na˜o-determin´ıstica entre
processos (P uQ), hiding ou P sem C (P \C ), intercalac¸a˜o entre processos (P ‖ ‖Q),
e muitos outros operadores. Em CSP, existe um processo chamado STOP que nada
faz e funciona como um elemento neutro da a´lgebra.
Exemplo 5 - (A´lgebra de Processos de Milner) - Em Milner (1989), CCS
- Calculus of Communicating Systems esta´ constru´ıda uma a´lgebra de processos
(Milner chama processos como agentes), com poucos operadores, como por exemplo,
ocorreˆncia de uma ac¸a˜o num agente E (α; E ), escolha entre agentes (E + F ),
composic¸a˜o paralela entre agentes (E‖F ), restric¸a˜o de labels (E \ L) e a composic¸a˜o
sequencial (E ; F ). Nesta a´lgebra um agente nulo, que nada faz e´ definido e simboli-
zado por O, e funciona como um elemento neutro da a´lgebra do CCS.
Exemplo 6 - (A´lgebra Relacional) - Na a´lgebra criada por E. F. Codd, um
modelo relacional representa o banco de dados como um conjunto de relac¸o˜es. Uma
relac¸a˜o pode ser pensada como uma tabela de valores. Cada linha na tabela repre-
senta uma colec¸a˜o de valores de dados relacionados, representada algebricamente
pelo conceito de produto cartesiano entre os conjuntos de dados (tipos) contidos
numa tabela. As operac¸o˜es ba´sicas sa˜o Unia˜o (
⋃
), Diferenc¸a (−), Produto Cartesiano
(×), Projec¸a˜o (u), Selec¸a˜o (σ), Intersec¸a˜o (⋂) e outras. Em cieˆncias da computac¸a˜o,
a a´lgebra relacional e´ uma derivac¸a˜o descendente da lo´gica de primeira ordem e
da a´lgebra de conjuntos em relativa a`s operac¸o˜es sobre o conceito de relac¸a˜o sobre
conjuntos de dados finitos, que auxilia o trabalho ao identificar os componentes de
uma tupla por nome (chamado o atributo), o qual e´ chamado a relac¸a˜o na termino-
logia de banco de dados. A principal aplicac¸a˜o da a´lgebra relacional e´ sustentar a
fundamentac¸a˜o teo´rica de banco de dados relacional, particularmente a linguagem
de consulta aos bancos de dados relacionais.
Exemplo 7 - (A´lgebra da Teoria dos Grupos)
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Em matema´tica, um grupo e´ um conjunto de elementos associados a uma operac¸a˜o
que combina dois elementos quaisquer para formar um terceiro. Para se qualificar
como grupo o conjunto e a operac¸a˜o devem satisfazer algumas condic¸o˜es chamadas
axiomas de grupo: associatividade, elemento neutro (o elemento distinguido) e ele-
mentos inversos (os sime´tricos dos elementos do grupo). Grupos esta˜o por tra´s de
muitas estruturas alge´bricas, como corpos e espac¸os vetoriais, e sa˜o uma importante
ferramenta para o estudo de simetrias. A teoria de grupos e´ considerada uma a´rea
importante da matema´tica moderna, e tem aplicac¸o˜es em cieˆncia da computac¸a˜o.
Por exemplo, grupos finitos sa˜o utilizados na a´rea de seguranc¸a computacional.
17.8 Problemas de Decisa˜o
O Entscheidungsproblem, termo alema˜o para ”problema de decisa˜o”, e´ atribu´ıdo a
David Hilbert:
”Em sua lista de 1900 dos 23 problemas mais importantes da Matema´tica, Da-
vid Hilbert fez questo˜es bastante precisas. Primeiro, era a matema´tica completa? ...
Segundo, era a matema´tica consistente? ...
Em 1900, Hilbert pediu em seu de´cimo problema: Encontrar um processo para
decidir se um sistema de equac¸o˜es com coeficientes inteiros tem uma soluc¸a˜o inteira.
E por terceiro, era a matema´tica decid´ıvel? O Entscheidungsproblem (problema
de decisa˜o, em alema˜o) foi um desafio posto por David Hilbert em 1928. Hilbert
enuncia o Entescheidungsproblem assim:
O Entscheidungsproblem e´ resolvido quando conhecemos um procedimento que per-
mite, para qualquer expressa˜o lo´gica dada, decidir sua validade ou satisfatibilidade.
O Entscheidungsproblem pede por um procedimento efetivo (Hilbert chamava esse de
processo) que recebera´ como entrada uma descric¸a˜o de uma linguagem formal e um
enunciado matema´tico na linguagem, e produzira´ como sa´ıda ”Verdadeiro”ou ”Falso”.
Com isto ele quis dizer: existia um me´todo definitivo que poderia, em princ´ıpio ser
aplicado a qualquer asserc¸a˜o, e que garantiria a produc¸a˜o correta da decisa˜o nos
casos em que a asserc¸a˜o for verdadeira”Hodges (1970).
Em 1930 (embora publicado apenas em 1948), o lo´gico poloneˆs Alfred Tarski
demonstrou que: Existe um algoritmo para testar a solubilidade, nos reais, de siste-
mas de equac¸o˜es polinomiais com coeficientes inteiros.
Turing mostrou que o problema de se determinar se uma dada ma´quina de Turing
pa´ra ou na˜o quando executa sobre uma dada entrada e´ indecid´ıvel. Esse ficou conhe-
cido como o Problema da Parada. Trata-se de um problema matema´tico de decisa˜o,
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que na˜o tem soluc¸a˜o, da´ı o Entscheidungsproblem, que e´ o caso mais geral, tambe´m
na˜o ter soluc¸a˜o.
Na teoria da computabilidade e na teoria da complexidade computacional um pro-
blema de decisa˜o e´ uma questa˜o sobre um sistema formal com uma resposta do tipo
sim-ou-na˜o. Um problema de decisa˜o tambe´m pode ser formalizado como o problema
de verificar se uma determinada cadeia de caracteres pertence ou na˜o a um conjunto
de cadeias de caracteres, tambe´m chamado de linguagem formal. Tradicionalmente, e´
comum definir-se o problema de decisa˜o em termos do conjunto de entradas para as
quais o problema retorna “sim”. Nesse sentido, um problema de decisa˜o e´ equivalente
a uma linguagem formal.
Os problemas de decisa˜o sa˜o problemas de determinar se um determinado elemento
x de algum universo (conjunto) C , pertence ou na˜o a um determinado conjunto
(ou equivalentemente, se satisfaz uma determinada propriedade). Se existir um pro-
cedimento efetivo (que mais tarde, nos tempos de Turing, veio a ser chamado de
algoritmo computacional) que receba como entrada um elemento x e retorne como
sa´ıda “sim”, caso x pertenc¸a ao conjunto C , ou “na˜o”, caso contra´rio, enta˜o diz-se
que o problema de decisa˜o para o conjunto C e´ decid´ıvel.
Definic¸a˜o (Conjunto Decid´ıvel)
Da teoria da computac¸a˜o teo´rica, um conjunto decid´ıvel significa dizer que existe
um procedimento efetivo para o qual, dado um elemento potencial desse conjunto,
o procedimento tem como resposta ”sim”ou ”na˜o”, de acordo, se e´ o elemento do
conjunto ou na˜o.
Um problema de decisa˜o e´ chamado de decid´ıvel (efetivamente solu´vel), se C e´
um conjunto recursivo. SC e´ um conjunto recursivamente enumera´vel, se existe um
procedimento efetivo que reconhece elementos de C , dizendo “sim”, mas que na˜o
pode terminar para elementos que na˜o esta˜o no conjunto C , ou pare com “na˜o”.
Neste caso, o problema e´ chamado parcialmente decid´ıvel. Do contra´rio, o problema
e´ chamado de indecid´ıvel.
Para tornar o significado de indecid´ıvel preciso, e´ necessa´rio dispor de uma noc¸a˜o
formal de algoritmo. Tal noc¸a˜o foi introduzida independentemente por Alonzo
Church (1936) e Alan Turing. Em 1936 Alan Turing veio com uma definic¸a˜o
precisa de ma´quinas de Turing. Isso viabilizou a definic¸a˜o exata da decidibilidade de
problemas matema´ticos, e, portanto, abrindo a possibilidade de se demonstrar que
certos problemas sa˜o de fato indecid´ıveis.
Va´rias outras demonstrac¸o˜es de indecibilidade, inclusive a de Emil Post (1946)
com relac¸a˜o ao problema da correspondeˆncia passaram a utilizar como referencial o
Problema da Parada: se esse problema for decid´ıvel enta˜o o Problema da Parada
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tambe´m o e´, portanto ele na˜o pode ser decid´ıvel. O problema da correspondeˆncia de
Post e´ um problema de decisa˜o indecid´ıvel que foi introduzido por Emil Post em
1946. O problema e´ mais simples que o problema da parada e o problema de decisa˜o,
e por isso ele e´ frequentemente usado em provas de indecidibilidade.
Problemas Indecid´ıveis na Computac¸a˜o - Citamos alguns problemas consi-
derados indecid´ıveis na cieˆncia da computac¸a˜o.
1. Determinar se dois programas sa˜o equivalentes.
2. Determinar se uma grama´tica livre-do-contexto e´ amb´ıgu¨a.
3. Determinar se duas grama´ticas livres-do-contexto sa˜o equivalentes.
4. Determinar se duas expresso˜es do λ-ca´lculo sa˜o equivalentes.
5. Determinar se uma dada expressa˜o do λ-ca´lculo tem forma normal.
Legado na Criptografia Moderna - A decidibilidade e a parcialidade na deci-
dibilidade, deixaram um legado de problemas resolvidos, que surgiram na a´rea de
seguranc¸a computacional. Tais como:
1. Definic¸a˜o de: func¸a˜o unidirecional, func¸a˜o pseudoaleato´ria, indistinguibilidade.
2. Definic¸a˜o da noc¸a˜o de experimento, permitindo a definic¸a˜o matema´tica de:
sigilo computacional, resisteˆncia a` colisa˜o e inforjabilidade existencial.
3. Provas de seguranc¸a relativa (por reduc¸a˜o).
17.9 Lo´gica x A´lgebra x Ca´lculo
Com as definic¸o˜es de lo´gica, a´lgebra e ca´lculo dadas, temos alguns exemplos de
formalismos usados em cie¨ncia da computac¸a˜o:
• Lo´gica Proposicional + A´lgebra Proposicional + Ca´lculo Proposicional, como
em Filho (2002).
• Lo´gica dos Predicados + Ca´lculo dos Predicados, como em Loeckx e Sieber
(1987).
• Logica dos Predicados + A´lgebra de Processos, como em Hoare (1985).
• A´lgebra de agentes + Ca´lculo de agentes (processos), como em Milner (1989).
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No que segue esta˜o alguns exemplos das a´reas da Cieˆncia da Computac¸a˜o mais
influenciadas pelas a´lgebras:
• Sistemas Operacionais: A´lgebras de Processos servem para especificar e
provar correc¸a˜o de sistemas.
• Bancos de Dados: A´lgebra Relacional que serve para definir operac¸o˜es sobre
um banco de dados.
• Seguranc¸a Computacional: a Teoria dos Grupos A´lgebra Abstrata serve de
embasamento teo´rico para a criac¸a˜o de algoritmos de criptografia na a´rea da
seguranc¸a da informac¸a˜o.
• Processamento de Imagem (anos 60), A´lgebra e Ca´lculo Vetorial servem
para construir ferramentas.
• Computac¸a˜o Gra´fica (anos 80), A´lgebra e Ca´lculo Vetorial serve para
construir ferramentas e sistemas de computac¸a˜o gra´fica.
17.11 Concluindo ...
Embora se tenha mostrado incapaz de se converter em fundamento conveniente da
matema´tica (ver o cap´ıtulo 15), dentro dos moldes hilbertianos, o me´todo axioma´tico
e´ uma te´cnica de valor adotada na definic¸a˜o dos sistemas formais da computac¸a˜o.
Como em Filho (2007), Turing comec¸ou com uma descric¸a˜o precisa de um sistema for-
mal. Provou enta˜o, que os passos de um sistema axioma´tico formal semelhante a` lo´gica
e os estados da ma´quina imaginada por ele, perfaziam os ”movimentos”(transic¸o˜es)
em um sistema formal automa´tico e, sa˜o equivalentes entre si. Um sistema formal
automa´tico e´ um dispositivo f´ısico que manipula automaticamente os s´ımbolos de um
sistema formal, de acordo com as suas regras. Ele provou que para qualquer sistema
formal existe uma ma´quina de Turing que pode ser programada para imita´-lo. Ou
em outras palavras: para qualquer procedimento computacional bem definido, uma
Ma´quina de Turing Universal e´ capaz de simular um processo mecaˆnico que execute
tais procedimentos. De um ponto de vista teo´rico, a importaˆncia da ma´quina de
Turing esta´ no fato de que ela representa um objeto matema´tico formal. Atrave´s dela,
pela primeira vez, se deu uma boa definic¸a˜o do que significa computar algo. E isso
levantou a questa˜o sobre o que exatamente pode ser computado com tal dispositivo
matema´tico.
Ale´m do mais, a questa˜o da decidibilidade iniciada com Hilbert, apesar de que na˜o
podemos ter todos os problemas decid´ıveis, podemos contar com problemas parcial-
mente decid´ıveis e, neste caso, existe um procedimento efetivo que pode responder
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“sim”, reponder “na˜o”, ou mesmo, “na˜o parar”. Enfim, todos estes conceitos esta˜o
todos subjacentes na tecnologia atual dos computadores digitais, cuja construc¸a˜o
tornou-se poss´ıvel pouco anos mais tarde da publicac¸a˜o de Turing, quando surgiram
os primeiros projetos de computadores digitais.
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S É R I E   P E N S A M E N T O  M A T E M Á T I C O  @  C I Ê N C I A  C O M P U T A Ç Ã O
Vo lume  I :  Dos  Pr imórd ios  da  Matemát ica  aos  
S is temas  Forma is  da  Computação
O  p r e s e n t e  v o l u m e  f o i  i d e a l i z a d o  n o  s e n t i d o  d e  m o s t r a r  c o m o  a s  r a í z e s  d a  C i ê n c i a  d a  C o m p u t a ç ã o ,  a  
M a t e m á t i c a  e  a  L ó g i c a ,  i n f l u í r a m  n o  d e s e n v o l v i m e n t o  d e s t a  n o s s a  c i ê n c i a .  O s  g r a n d e s  c i e n t i s t a s ,  d a  
M a t e m á t i c a  e  d a  L ó g i c a ,  a v a n ç a r a m  n o  t e m p o ,  c o n s t r u i n d o  a  c i ê n c i a  q u e  l e v o u  à  c o n s t r u ç ã o  d o  c o m p u t a d o r  
d i g i t a l  e  o  d e s e n v o l v i m e n t o  d a  c i ê n c i a  c o m p u t a ç ã o .  A  e v o l u ç ã o  o c o r r e u  p r o m o v i d a  p o r  m e n t e s  g e n i a i s ,  d e  
m a t e m á t i c o s  e  l ó g i c o s ,  c a d a  u m  d e l e s  b a s e a n d o - s e  n o  t r a b a l h o  d o s  q u e  o s  a n t e c e d e r a m .  A  p a r t i r  d e  
p r o b l e m a s  m a t e m á t i c o s  n o  i n í c i o  d e  s é c u l o  X X ,  a s  v e z e s  a t é  s e m  s o l u ç õ e s ,  d a s  p r i m e i r a s  i d e i a s  d a s  f u n ç õ e s  
r e c u r s i v a s ,  d a s  c o n t r o v é r s i a s  d a  m a t e m á t i c a  e  d a s  c o r r e n t e s  f i l o s ó f i c a s  q u e  n o r t e a r a m  o s  f u n d a m e n t o s  d a  
m a t e m á t i c a ,  o r i g i n o u - s e  o  e m b r i ã o  d a  c i ê n c i a  d a  c o m p u t a ç ã o .  O  t e x t o  a q u i  a p r e s e n t a d o  é  u m a  c o l e ç ã o  d e  
i d e i a s ,  a l g u m a s  d a s  q u a i s ,  f a s c i n a r a m  o s  p r e c u r s o r e s  d e s t a  c i ê n c i a .  C o m  o  r e o r d e n a m e n t o  d a  a x i o m á t i c a ,  
c h e g o u - s e  a o s  s i s t e m a s  f o r m a i s  q u e  s u s t e n t a m  a  C i ê n c i a  d a  C o m p u t a ç ã o .  
E s t e  l i v r o  p r e t e n d e  s e r v i r  d e  m a t e r i a l  d e  a p o i o  à s  d i s c i p l i n a s  d e  M a t e m á t i c a  D i s c r e t a  e  L ó g i c a ,  e m  c u r s o s  
d e  g r a d u a ç ã o ,  e  s e u  t e x t o ,  s e g u i n d o  o  m a i s   q u e  p o s s í v e l  a  o r d e m  c r o n o l ó g i c a  d a  a p a r i ç ã o  d a s  g r a n d e s  i d e i a s ,  
t e n t a  m o s t r a r  a o  e s t u d a n t e ,  d o  p o n t o  d e  v i s t a  h i s t ó r i c o ,  c o m o  d e t e r m i n a d o s  c o n c e i t o s  d e r i v a d o s  d a  
M a t e m á t i c a  e  d a  L ó g i c a ,  s e r v i r a m  p a r a  a  c o n s t r u ç ã o  d a  C i ê n c i a  d a  C o m p u t a ç ã o .  E s t e  p r i m e i r o  t r a b a l h o  f a z  a  
p a r t e  d a  o r g a n i z a ç ã o  d a  s é r i e  P e n s a m e n t o  M a t e m á t i c o  @  C i ê n c i a  d a  C o m p u t a ç ã o ,  i n i c i a l m e n t e  e m  d o i s  
v o l u m e s ,  b a s e a n d o - s e  n a  e x p o s i ç ã o  d a  e v o l u ç ã o  d a  M a t e m á t i c a  e  d a  L ó g i c a ,  e m  t e r m o s  d o s  g r a n d e s  
p e r s o n a g e n s ,  o s  v e r d a d e i r o s  d o n o s  d a s  i d e i a s ,  a s  v e z e s  n a r r a n d o  f a t o s  e  s u a s  i d e i a s  g e n i a i s ,  a l é m  d e  
a l g u m a s  e s c o l a s  ( c o m o  a  d e  H i l b e r t ) ,  e m  v e z  d e  a s s u n t o s  e s p e c í f i c o s .  É  u m a  t e n t a t i v a  d e  a c r e s c e n t a r  e s t e  
c o n h e c i m e n t o  h i s t ó r i c o  s o b r e  a s  r a í z e s  d a  C i ê n c i a  d a  C o m p u t a ç ã o ,  p r o p o r c i o n a n d o  u m a  v i s ã o  q u e  o u t r o s  
l i v r o s ,  q u e  t r a t a m  d e  t e m a s  e s p e c í f i c o s ,  n ã o  c o n t e m p l a m  d o  p o n t o  d e  v i s t a  h i s t ó r i c o  e  c o n c e i t u a l .
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