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Abstract
The purpose of this paper is to investigate the asymptotic behavior of positive solutions of nonau-
tonomous and random competitive Kolmogorov systems via the skew-product flows approach. It is shown
that there exists an unordered carrying simplex which attracts all nontrivial positive orbits of the skew-
product flow associated with a nonautonomous (random) competitive Kolmogorov system.
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1. Introduction
The current paper is devoted to the study of nonautonomous Kolmogorov equations
u˙i = uifi(t, u), ui  0, 1 i  n, (1.1)
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2 W. Shen, Y. Wang / J. Differential Equations 245 (2008) 1–29where u = (u1, u2, . . . , un) and f (t, u) = (f1(t, u), . . . , fn(t, u)) satisfies the smooth condition
(H1) in the following, as well as to the study of random Kolmogorov equations
u˙i = uifi(θtω,u), ui  0, 1 i  n, (1.2)
where (Ω,F ,P) is a probability space, θt :Ω → Ω is an ergodic metric dynamical system,
u = (u1, , u2, . . . , un), and f = (f1, . . . , fn) :Ω × C → Rn satisfies the measurable and path-
wise smooth condition (R1) in the following.
(H1) f (t, u) = (f1(t, u), f2(t, u), . . . , fn(t, u)), together with its first derivatives with respect
to u, is bounded and uniformly continuous on R ×K for any compact set K ⊂ U , where
U is an open subset of Rn containing C = {u ∈ Rn: ui  0 for all i}.
(R1) f = (f1, f2, . . . , fn) :Ω × U → Rn is measurable and for each fixed ω ∈ Ω , f ω(t, u) :=
f (θtω,u), together with its first derivatives with respect to u, is continuous for (t, u) ∈
R ×U , where U is as in (H1).
Biologically, a community of n interacting species is often modelled by (1.1) or (1.2). Here ui
is the density and fi is the per capita growth rate of species i. Note that fi not only depends on
the densities of the interacting populations, but also fluctuates with time or is subject to certain
seasonal variations. In the following we restrict our attention to the closed positive cone C (see
the definition of C in (H1)) since only positive solutions are of biological interest. System (1.1)
is called competitive (see [19]) if
(H2) ∂fi
∂uj
(t, u) 0 for all i = j, (t, u) ∈ R ×C, where i, j ∈ {1, . . . , n},
and system (1.2) is called competitive if
(R2) ∂f
ω
i
∂uj
(t, u) 0 for all i = j, (t, u) ∈ R ×C and ω ∈Ω .
If f is independent of time in (1.1), the well-known construction of Smale [31] showed
that, contrary to the popular belief in early 1970s, mathematical models of competition be-
tween species could lead to differential equations with extremely complicated dynamics. This
in turn led to a famous series of papers by M.W. Hirsch [14–17] who showed that the dynam-
ics of competitive systems can be no worse than that of completely general systems of one less
dimension. One of the most exciting fallouts of these results was the study of n-dimensional
dissipative competitive systems. More precisely, under the assumptions of competition, dissipa-
tion, and irreducibility, Hirsch [16] proved that there is a canonically defined countable family
of unordered, disjoint Lipschitz open (n− 1)-cells such that every non-convergent persistent tra-
jectory is asymptotic to a trajectory in one of the cells. In particular, if the origin is a repeller and
the community matrices are strictly negative, then there exists an (n− 1)-dimensional balanced
attractor, called carrying simplex (see [18,39]), attracting all nontrivial orbits.
Independently, H.L. Smith [32] studied the time-periodic equations (1.1) by means of consid-
ering the discrete dynamical system generated by the Poincaré map. Based on this, by applying
Takácˇ’s invariant order decomposition methods (see [35,36]), Wang and Jiang [37,38] general-
ized the well-known result of Hirsch and verified the existence of the carrying simplex for Kol-
mogorov competitive mappings and the time-periodic competitive system (1.1). The geometry,
W. Shen, Y. Wang / J. Differential Equations 245 (2008) 1–29 3smoothness and dynamics of carrying simplices have been widely investigated for autonomous
cases (see [8,22–24,39,40]) and time-periodic cases (see [3,20,26,32,38]). The theory of the car-
rying simplex has also been applied to many mathematical models such as Lotka–Volterra model
[39,40], the age-structured semelparous populations [7], the growth of phytoplankton in a chemo-
stat [33,34], and type-K competitive systems [10,21], etc.
In nature, populations evolve influenced by external effects which are roughly, but not exactly
periodic, or under environmental forcing which exhibits different, noncommensurate periods.
This sort of time dependence can arise from the interplay of short-term weather cycles and sea-
sonal climate variations, or from the superposition of daily and annually periodic phenomena,
and so on. Growth processes, for example, depend on the length of days and nights which varies
during the year. Models with such time dependence are characterized more appropriately by
quasi-periodic or almost periodic equations or even by certain nonautonomous equations rather
than by periodic ones. Additionally, populations are affected by a wide variety of irregularly oc-
curring phenomena which lead to stochastic or random equations. Both types of equations, time
nonperiodic deterministic (e.g., almost periodic or recurrent) equations and time stochastic ones
are therefore worth studying. These equations have found much attention in competitive systems
(see [1,9,11,12,41], etc.).
Typically, studies about periodic equations are carried out in terms of the Poincaré map.
A unified framework to study a nonautonomous (respectively random) equation is the so-called
skew-product semiflow (respectively random dynamical system) generated by the equation (see
[2,4,27,29], etc.). However, in contrast to the competitive autonomous and periodic cases, many
fundamental tools such as non-ordering of the limit sets, α-limit dichotomy and generic conver-
gence of the inverse flow (see [18]), cannot hold for random, general nonautonomous, even for
quasi-periodic or almost periodic cases (see [29] for almost periodic cases and [4] for random
cases). Hetzer and Shen [11] first studied the almost periodic competitive Kolmogorov system
(1.1) for n = 2. Under a set of reasonable hypotheses, they proved that any ω-limit set of the
competitive skew-product flow is unordered and contains at most two minimal sets. However
there are many problems remaining to help understanding where ω-limit sets lie exactly and
whether as autonomous and time-periodic cases, there also exist carrying simplices for general
nonautonomous cases or even for random cases.
Our focus in this paper is on the existence of the carrying simplices for general n-dimensional
nonautonomous competitive systems (1.1) and random competitive systems (1.2). We shall em-
ploy the notions of skew-product semiflows and random dynamical systems (see, e.g., [27,29]
for general theory of skew-product semiflows and [2,4] for random dynamical systems) and the
abstract theory of monotone (competitive) dynamical systems (see, e.g., [18]) to carry out our
study.
To be more specific, consider (1.1) and embed it into the skew-product flow Πt :C×H(f )→
C ×H(f ),
Πt (u0, g) →
(
u(t;u0, g), g · t
)
,
where u(t;u0, g)= (u1(t;u0, g), . . . , un(t;u0, g)) is the solution of
u˙i = uigi(t, u), ui  0, 1 i  n, (1.3)
with u(0;u0, g)= u0, u0 ∈ C, and g = (g1, . . . , gn) ∈H(f ), (g · t)(·,·)≡ gt (·,·)= g(t + ·,·),
H(f ) := cl{fτ ∣∣ τ ∈ R, fτ (t, u)= f (t + τ,u)},
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We first present some additional fundamental assumptions for (1.1):
(H3) (Irreducibility) There is an 	0 > 0 such that, for each nonempty I ⊆ N := {1,2, . . . , n}, if
two nonempty subsets J,K form a partition of I , then for any u ∈H+I and t ∈ R there are
j ∈ J and k ∈K with
∣∣∣∣ ∂fj∂uk (t, u)
∣∣∣∣ 	0,
where H+I = {u ∈ C: uj = 0 for j /∈ I }.
(H4) (Intra-specific competition) There is q0 > 0 such that for each i ∈N ,
fi
(
t, u
q0
i
)
 0
for t ∈ R, where uq0i ∈ C is such that (uq0i )j = 0 if j = i and (uq0i )i = q0. Moreover
∂fi
∂ui
(t, u) 0 for (t, u) ∈ R ×C, and
lim sup
t−s→∞
1
t − s
t∫
s
h(τ ) dτ < 0,
where h(t)= max{h1(t), . . . , hn(t)} and hi(t)= supu∈C ∂fi∂ui (t, u), i = 1, . . . , n.
(H5) (Origin repelling) There is δ0 > 0 such that u(t;u0, f · τ) exists for all t < 0 and
u(t;u0, f · τ) → 0 as t → −∞ for any u0 ∈ C with (u0)i  δ0 (i ∈ N ) and τ ∈ R and
the limit u(t;u0, f · τ)→ 0 as t → −∞ is uniform in τ ∈ R.
We note that if for each i ∈N ,
λi := lim inf
t−s→∞
1
t − s
t∫
s
fi(τ,0, . . . ,0) dτ > 0,
then by Sacker–Sell spectrum theory and invariant manifold theory, (H5) holds.
In the framework of the skew-product flow, we can state our main results on the carrying
simplex for (1.1).
Theorem A (Nonautonomous case). (See Theorem 3.7.) Consider (1.1). Assume that (H1)–(H5)
hold. Then there exists an invariant compact subset M of Πt having the following properties:
(i) M is unordered with respect to  (see Definition 2.2).
(ii) For each g ∈H(f ), the set M(g) :=M ∩P−1(g) is homeomorphic to the standard (n−1)-
dimensional simplex Δ := {u ∈ C: ∑ni=1 ui = 1} via radial projection.
(iii) For each g ∈H(f ), the set M(g) is a Lipschitz submanifold in Rn.
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Moreover, let F := {M(g): g ∈ H(f )} and define the flow σˆ : (t,M(g)) → M(g · t) on F ,
then G is a flow isomorphism. In particular, if f is uniformly almost periodic (almost auto-
morphic) in t , then the flow (F , σˆ ) is almost periodic (almost automorphic) and minimal.
(v) Given any (u0, g) ∈ (C \ {0}) × H(f ), its ω-limit set ω(u0, g) ⊂ M . Moreover, there
exists some (v0, g) ∈ M such that ‖Πt(u0, g) − Πt(v0, g)‖ → 0 as t → ∞, and either
Πt(u0, g)Πt(v0, g) or Πt(u0, g)Πt(v0, g) for all t  0.
The above results are new even in the case that fi (i = 1, . . . , n) are uniformly almost
periodic in t . They also imply that the dynamics of competitive nonautonomous systems is 1-
codimensional. Note also that Theorem A generalizes [16, Theorem 1.7] in the autonomous case
and [38, Theorem 5.1] in the periodic case.
For the random case, let Πt :C × Ω → C × Ω be the random dynamical system generated
by (1.2),
Πt(u0,ω)=
(
u(t;u0,ω), θtω
)
,
where u = u(t;u0,ω) is the solution of (1.2) with u(0;u0,ω) = u0. We present the following
fundamental hypotheses besides (R1) and (R2).
(R3) (Irreducibility) For each ω ∈ Ω and each nonempty I ⊂ N, if two nonempty subsets J , K
form a partition of I , then for any t ∈ R and u ∈ H+I (= {u ∈ C: uj = 0 for j /∈ I }), there
are j ∈ J and k ∈K such that ∂f
ω
j
∂uk
(t, u) < 0.
(R4) (Intra-specific competition) There is q0 > 0 such that for each i ∈N ,
f ωi
(
t, u
q0
i
)
 0
for all t ∈ R and ω ∈ Ω , where uq0i ∈ C is such that (uq0i )j = 0 if j = i and (uq0i )i = q0.
Moreover, ∂f
ω
i
∂ui
(t, u) 0 for all (t, u) ∈ R ×C and ω ∈Ω , and
∫
Ω
η(ω)dP(ω) < 0,
where
η(ω)= max{η1(ω), . . . , ηn(ω)}
and
ηi(ω)= sup
u∈C
∂fi(ω,u)
∂ui
.
(R5) (Origin repelling) There are δ0 > 0 and Ω0 ⊂Ω with P(Ω0)= 1 and θtΩ0 =Ω0 for t ∈ R
such that u(t;u0,ω) exists for all t < 0 and u(t;u0,ω) → 0 as t → −∞ for any u0 ∈ C
with (u0)i  δ0 (i ∈N ) and any ω ∈Ω0.
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j=1 bij (θtω)uj ), where κi, ai, bij :Ω → R+ \ {0} are measurable for i, j = 1,2, . . . , n,
κi(θtω), ai(θtω), bij (θtω) are continuous in t for each ω ∈ Ω and i, j = 1,2, . . . , n, and
δ1  ai(ω), bij (ω) δ2 for ω ∈Ω , i, j = 1,2, . . . , n, and some δ1, δ2 > 0.
We have the following existence of carrying simplex in random case.
Theorem B (Random case). (See Theorem 4.7.) Consider (1.2). Assume that (R1)–(R5) hold.
Then there exists an invariant uniformly bounded compact set M (see Definition 4.1) having the
following properties:
(i) M is unordered with respect to  almost surely (see Definition 4.2).
(ii) For a.e. ω ∈Ω , the set M(ω) := {u | (u,ω) ∈M} is homeomorphic to the standard (n− 1)-
dimensional simplex Δ := {u ∈ C: ∑ni=1 ui = 1} via radial projection.
(iii) For a.e. ω ∈Ω , the set M(ω) is a Lipschitz submanifold in Rn.
(iv) The map φ :Ω → 2C , φ(ω)=M(ω), is measurable (see Definition 4.1).
(v) Given any compact set K ⊂ C \ {0}, the Ω-limit set ΩK×Ω (see Definition 4.4) satisfies
ΩK×Ω(ω)⊂M(ω) for a.e. ω ∈Ω . Moreover, given any u0 ∈ C \ {0}, there exists a random
variable r(ω) ∈ M(ω) such that ‖πt (u0,ω)− πt (r(ω),ω)‖ → 0 as t → ∞ in probability,
and for each ω ∈ Ω , either πt (u0,ω)  πt (r(ω),ω) or πt (u0,ω)  πt (r(ω),ω) for all
t  0.
This paper is organized as follows. In Section 2 we agree on some notations, give relevant
definitions and preliminaries which will be important to our proofs. We investigate the existence
of carrying simplex for nonautonomous systems and prove the results stated in Theorem A in
Section 3. Section 4 is devoted to the study of the existence of carrying simplex for random
systems. The results stated in Theorem B are also proved in this section.
2. Notations and preliminaries
Let Y1 be a compact metric space with metric dY1 , and σ :Y1 × R → Y1, (y, t) → y · t be
a continuous flow on Y1, denoted by (Y1, σ ). If (Z, θ) is another continuous flow, a flow iso-
morphism from (Y1, σ ) to (Z, θ) is a continuous bijective mapping π from Y1 to Z such that
π(y · t)= π(y) · t for all y ∈ Y1 and t ∈ R.
A subset S ⊂ Y1 is invariant if σt (S)= S for every t ∈ R. A subset S ⊂ Y1 is called minimal if
it is compact, invariant and the only nonempty compact invariant subset of it is itself. We say that
the continuous flow (Y1, σ ) is recurrent or minimal if Y1 is minimal. The flow (Y1, σ ) is called
almost periodic if for every ε > 0 there is a δ > 0 such that, if y1, y2 ∈ Y1 with dY1(y1, y2) < δ
then dY1(y1 · t, y2 · t) < ε for every t ∈ R. Let π : (Z, θ) → (Y1, σ ) be a surjective flow homo-
morphism of minimal flows. We say that (Z, θ) is an almost automorphic extension of (Y1, σ ) if
there exists a y ∈ Y1 such that card(π−1(y))= 1. A flow (Y1, σ ) is called an almost automorphic
flow if it is an almost automorphic extension of an almost periodic minimal flow.
Let (Y2,F ,P) be a probability space and θ :Y2 ×R → Y2, (y, t) → θty, be a metric dynamical
system. A set B ∈F is called θ -invariant if θtB = B for all t ∈ R. The metric dynamical system
θ is said to be ergodic if for any θ -invariant set B ∈F we have P(B)= 1 or P(B)= 0.
Let C be a complete metric space. A (local) continuous (respectively measurable but continu-
ous in x ∈ C) flow Π = {Πt }, Πt :C × Yk → C × Yk , k = 1 (2) is called a (local) skew-product
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tem for short) if
Πt(u0, y)=
(
u(t;u0, y), y · t
)
, ∀(t, u0, y) ∈ I (u0, y)×C × Yk (2.1)
with u(t;u0, y) satisfying the cocycle property:
u(0;u0, y)= u0, u(t + s;u0, y)= u
(
t;u(s;u0, y), y · s
)
for all s ∈ I (u0, y), t ∈ I (u(s;u0, y), y ·s), u0 ∈ C, and y ∈ Yk, k = 1 (2), where I (u0, y) denotes
the domain of u(·;u0, y). A set A ⊂ C × Yk (k = 1 or 2) is Π -invariant if for any (u0, y) ∈ A
and t ∈ I (u0, y), Πt(u0, y) ∈A.
Given ∅ = I ⊂ N := {1,2, . . . , n}, let HI := {u ∈ Rn: uj = 0 for j /∈ I }. For two vectors
u,v ∈ HI , we write uI v if ui  vi for all i ∈ I , and u I v if ui < vi for all i ∈ I . If uI v
but u = v we write u<I v (the subscript in ,<, is dropped if I =N ).
In the following, let C := {u ∈ Rn: u  0} be the usual nonnegative orthant. The interior of
C is the open orthant ˚C := {u ∈ Rn: u  0} and the boundary ∂C of C is C \ ˚C. We also let
H+I := C ∩ HI , ˚H+I := {u ∈ H+I : ui > 0 for i ∈ I } and ∂H+I = H+I \ ˚H+I . Given S ⊂ C, ∂CS
denotes the boundary of S relative to C.
For each nonempty I ⊂N , the ordering on H+I induces an ordering on H+I × Yk , k = 1,2, as
follows:
(u, y) I (v, y) ⇔ uI v,
(u, y) <I (v, y) ⇔ u<I v,
(u, y)I (v, y) ⇔ uI v.
Definition 2.1 (Part metric). For each 1 i  n, u,v ∈ ˚H+{i}, define
ρi(u, v)= inf
{
lnα
∣∣∣ α > 1, 1
α
v  u αv
}
.
ρi(u, v) is called the part metric between u and v.
Definition 2.2 (Unordered). A subset S of C × Yk (k = 1 or 2) is unordered with respect to  if
there exist no two points (u, y), (v, y) ∈ S such that (u, y) (v, y) or (v, y) (u, y).
For any points (u, y)  (v, y) in C × Yk (k = 1 or 2), we define the closed order inter-
val [(u, y), (v, y)] = {(w,y) ∈ C × Yk: (u, y)  (w,y)  (v, y)}. We also let [(u, y),+∞) =
{(w,y) ∈ C × Yk: (u, y)  (w,y)}, and (−∞, (u, y)] = {(w,y) ∈ C × Yk: (w,y)  (u, y)}.
A set in C ×Yk is order-convex if it contains the order closed intervals defined by each pair of its
elements. A subset S of C × Yk is called lower closed if (−∞, (u, y)] ⊂ S whenever (u, y) ∈ S;
and upper closed if [(u, y),+∞)⊂ S whenever (u, y) ∈ S.
For I ⊂ N , let A ⊂ H+I × Yk , k = 1 (2), be a Π -invariant subset. The skew-product flow
(respectively random dynamical system) (2.1) is said to be competitive in A if (u, y), (v, y) ∈ A
and Πt(u, y)I Πt (v, y) for some t ∈ (R+ \ {0})∩ I (u, y)∩ I (v, y) then (u, y)I (v, y). (2.1)
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t ∈ (R+ \ {0})∩ I (u, y)∩ I (v, y) then (u, y)I (v, y).
In the rest of this section, Y1 = H(f ), where f is as in (1.1), and Y2 = Ω , where Ω is
as in (1.2). Πt in (2.1) with k = 1 is the skew-product flow generated by (1.1) and Πt in (2.1)
with k = 2 is the random dynamical system generated by (1.2). Note that I (u0, y) is the maximal
interval of existence of the solution u(t;u0, y) of (1.1) ((1.2)) with (u0, y) ∈ C×H(f ) ((u0, y) ∈
C × Ω) and R+ ⊂ I (u0, y) for any (u0, y) ∈ C × Yk (k = 1 or 2). We assume that f in (1.1)
satisfies (H1)–(H5) and f in (1.2) satisfies (R1)–(R5). We then have the following lemmas.
Lemma 2.1. Any g ∈ Y1 =H(f ) satisfies (H1)–(H5) too.
Proof. It follows easily. 
Lemma 2.2. Assume that θt :Y2(= Ω) → Y2 is an ergodic metric dynamical system. Then there
is Ω∗0 ⊂Ω0 with θtΩ∗0 =Ω∗0 and P(Ω∗0 )= 1 such that
lim
t→∞
1
t
t∫
0
η(θτω)dτ =
∫
Ω
η(ω)dP(ω)= lim
t→∞
1
t
0∫
−t
η(θτω)dτ
for ω ∈Ω∗0 , where Ω0 is as in (R5) and η(ω) is defined in (R4).
Proof. It follows from Birkhoff’s ergodic theorem (see Appendix in [2]). 
Lemma 2.3. For k = 1,2, given any ∅ = I ⊂N ,
(1) A× Yk is an invariant subset of C × Yk , where A=H+I , ˚H+I , or {0};
(2) Πt is competitive in H+I × Yk and strongly competitive in ˚H+I × Yk ;
(3) if u0 ∈ H+I , v0 ∈ ˚H+I , y ∈ Yk and Πt(u0, y) <I Πt(v0, y) for some t > 0 then (u0, y) I
(v0, y).
Proof. (1) It follows from standard theory of ordinary differential equations.
(2) It follows from Lemma 4.5, Part III in [29] and Theorem 5.2.1 in [4].
(3) Let u0 ∈H+I , v0 ∈ ˚H+I , y ∈ Yk such that Πt(u0, y)<I Πt(v0, y) for some t > 0. Observe
that Πt(u0, y) ∈ H+I and Πt(v0, y) ∈ ˚H+I . Then one can find a w ∈ ˚H+I so near Πt(u0, y)
that Πt(u0, y) <I (w,y · t) <I Πt (v0, y) and −t ∈ I (w,y · t). So, by (2), we have (u0, y) <I
Π−t (w, y · t)I (v0, y). 
Define
B0 :=
{
(u0, y) ∈ C × Yk: I (u0, y)= (−∞,∞),
∥∥u(t;u0, y)∥∥→ 0 as t → −∞} (2.2)
and
B∞ =
{
(u0, y) ∈ C × Yk:
∥∥u(t;u0, y)∥∥→ ∞ as t → inf
t∈I (u0,y)
t
}
. (2.3)
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with (u0, y) <I (v0, y). Assume also that (v0, y) /∈ B0 and in the case k = 2, y ∈Ω0. Then
lim inf
t→t0
∥∥u(t;u0, y)− u(t;v0, y)∥∥> 0,
where t0 = inft∈I (u0,y)∩I (v0,y) t .
Proof. Assume ∅ = I ⊂ N and (u0, y) ∈ H+I × Yk , (v0, y) ∈ ˚H+I × Yk with (u0, y) <I (v0, y).
By Lemma 2.3(3), we may assume that (u0, y) I (v0, y) without loss of generality. Then by
Lemma 2.3(3) again, u(t;u0, y) I u(t;v0, y) for t ∈ I (u0, y) ∩ I (v0, y) with t  0. Fix any
i ∈ I , let V (t) = ui(t;u0,y)
ui (t;v0,y) . We first consider the case k = 1. Let y = g. An easy calculation
shows that
V˙ (t)= V (t) · [gi(t, u(t;u0, y))− gi(t, u(t;v0, y))]
= V (t) ·
n∑
j=1
1∫
0
∂gi
∂xj
(
t, λ(s)
) · (uj (t;u0, y)− uj (t;v0, y))ds
= V (t) ·
∑
j∈I
1∫
0
∂gi
∂xj
(
t, λ(s)
) · (uj (t;u0, y)− uj (t;v0, y))ds,
where λ(s) = su(t;u0, y) + (1 − s)u(t;v0, y) for s ∈ [0,1]. By the hypotheses (H2) and (H4)
and Lemma 2.1, V˙ (t) 0 for all t ∈ (t0,0], where t0 = inft∈I (u0,y)∩I (v0,y) t .
Similarly, for the case k = 2, we have
V˙ (t)= V (t) · [f yi (t, u(t;u0, y))− f yi (t, u(t;v0, y))]
= V (t) ·
∑
j∈I
1∫
0
∂f
y
i
∂xj
(
t, λ(s)
) · (uj (t;u0, y)− uj (t;v0, y))ds.
By the hypotheses (R2) and (R4), V˙ (t) 0 for all t ∈ (t0,0], where t0 = inft∈I (u0,y)∩I (v0,y) t .
Therefore, for k = 1,2, V (s) V (t) for all t0 < s  t  0, which implies that
ui(t;u0, y)
ui(t;v0, y) 
ui(0;u0, y)
ui(0;v0, y) =
(u0)i
(v0)i
< 1 (2.4)
for all t ∈ (t0,0] and i ∈ I . So
n∑
i=1
∣∣ui(t;u0, y)− ui(t;v0, y)∣∣=∑
i∈I
∣∣ui(t;u0, y)− ui(t;v0, y)∣∣
=
∑∣∣∣∣ui(t;u0, y)ui(t;v0, y) − 1
∣∣∣∣ · ui(t;v0, y).
i∈I
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∣∣∣∣ α0
for t0 < t  0 and i ∈ I . Hence
n∑
i=1
∣∣ui(t;u0, y)− ui(t;v0, y)∣∣=∑
i∈I
∣∣∣∣ui(t;u0, y)ui(t;v0, y) − 1
∣∣∣∣ · ui(t;v0, y) α0∑
i∈I
ui(t;v0, y).
Observe that (v0, y) /∈ B0. We claim that lim inft→t0
∑
i∈I ui(t;v0, y) > 0. First note that
(u0, g)  (v0, g), so t0 = inft∈I (v0,g) t . Suppose that there exists a sequence tn → t0 such that
limn→∞ u(tn;v0, y) = 0. Then t0 = −∞ and one can choose N ∈ N sufficiently large such
that (u(tN ;v0, y))i  δ0 for i = 1,2, . . . , n, where δ0 is as in (H5) or (R5). So, by (H5) and
Lemma 2.1 or (R5), we have
u(t, v0, y)= u
(
t, u(tN ;v0, y), y · tN
)→ 0
as t → −∞. This contradicts (v0, y) /∈ B0. We have proved the claim. As a consequence,
lim inf
t→t0
∥∥u(t;u0, y)− u(t;v0, y)∥∥> 0. 
Lemma 2.5. (1) For each 1 i  n, u0 ∈ ˚H+{i}, y ∈ Yk (k = 1,2), and 0 < α < 1,
αu(t;u0, y) u(t;αu0, y)
for all t > 0.
(2) For each 1 i  n, u0, v0 ∈ ˚H+{i}, y ∈ Yk (k = 1,2), and 0 s < t , the part metric satisfies
ρi
(
u(t;u0, y), u(t;v0, y)
)
 ρi
(
u(s;u0, y), u(s;v0, y)
)
.
Proof. (1) We prove the case k = 1 and y = f . Other cases can be proved similarly.
Let u1(t) = αu(t;u0, y) and u2(t) = u(t;αu0, y). Then u1j (t) ≡ 0, u2j (t) ≡ 0 for j = i and
by (H4),
u˙1i (t)= u1i (t)fi
(
t, u(t;u0, y)
)
 u1i (t)fi
(
t, u1(t)
)
,
u˙2i (t)= u2i (t)fi
(
t, u2(t)
)
for t > 0. Note that u1(0) = u2(0) = αu0. Then by comparison principle for scalar ordinary
differential equations,
u1(t) u2(t), i.e., αu(t;u0, y) u(t;αu0, y)
for t > 0.
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1
α
v1  u1  αv1.
Then by (1) and comparison principle for scalar ordinary differential equations,
1
α
u
(
t − s;v1, y · s) u(t − s; 1
α
v1, y · s
)
 u
(
t − s;u1, y · s)
and
1
α
u
(
t − s;u1, y · s) u(t − s; 1
α
u1, y · s
)
 u
(
t − s;v1, y · s)
for t > s. Hence
1
α
u(t;v0, y) u(t;u0, y) αu(t;v0, y)
and then
ρi
(
u(t;u0, y), u(t;v0, y)
)
 ρi
(
u(s;u0, y), u(s;v0, y)
)
for t > s. 
Lemma 2.6. Assume that (u0, y), (v0, y) ∈ ˚H+{i} ×Yk (k = 1 or 2) and in the case k = 2, y ∈Ω∗0 ,
where Ω∗0 is as in Lemma 2.2.
(1) If I (u0, y)= I (v0, y)= (−∞,∞) and there is α0 > 0 such that
ui(t;v0, y)− ui(t;u0, y) α0 ∀t < 0, (2.5)
then
lnui(t;v0, y)− lnui(t;u0, y)→ ∞ as t → −∞.
(2) If there is α0 > 0 such that
ui(t;v0, y) α0 ∀t > 0, (2.6)
then
∥∥u(t;v0, y)− u(t;u0, y)∥∥→ 0 as t → ∞.
Proof. (1) First we prove the case k = 1. Assume that y = g. Note that
d (
lnui(t;v0, g)− lnui(t;u0, g)
)= gi(t;u(t;v0, g))− gi(t, u(t;v0, g))dt
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lnui(t;v0, g)− lnui(t;u0, g)→ ∞
as t → −∞.
For the case k = 2, assume y = ω. Note that
d
dt
(
lnui(t;v0,ω)− lnui(t;u0,ω)
)= fi(θtω,u(t;v0,ω))− fi(θtω,u(t;u0,ω))
for all t ∈ R. This together with (R4), (2.5) and Lemma 2.2 implies that
lnui(t;v0,ω)− lnui(t;u0,ω)→ +∞
as t → −∞.
(2) We first prove the case k = 1. Assume that y = g and ‖u(t;v0, g) − u(t;u0, g)‖  0 as
t → ∞. Then there is tn → ∞ and β0 > 0 such that∥∥u(tn;v0, g)− u(tn;u0, g)∥∥ β0
for n= 1,2, . . . . Clearly we also have
ρi
(
u(tn;v0, g), u(tn;u0, g)
)
 β˜0
for n = 1,2, . . . and some β˜0 > 0. By Lemma 2.5, ρi(u(t;v0, g), u(t;u0, g)) is non-increasing
as t increases. Hence we have
ρi
(
u(t;v0, g), u(t;u0, g)
)
 β˜0
for all t > 0 and then by (2.6),
∥∥u(t;v0, g)− u(t;u0, g)∥∥ β¯0 (2.7)
for all t > 0 and some β¯0 > 0. Note that
d
dt
(
lnui(t;v0, g)− lnui(t;u0, g)
)= gi(t, u(t;v0, g))− gi(t, u(t;u0, g)) ∀t > 0.
Without loss of generality, assume that v0 > u0. Then by comparison principle for scalar ordi-
nary differential equations, 0 < ui(t;u0, g) < ui(t;v0, g) for all t > 0 and hence lnui(t;v0, g)−
lnui(t;u0, g) > 0 for all t > 0. But on the other hand, by (2.7), (H4) and Lemma 2.1,
lnui(t;v0, g)− lnui(t;u0, g)→ −∞ as t → ∞. This is a contradiction. Therefore,∥∥u(t;v0, g)− u(t;u0, g)∥∥→ 0
as t → ∞.
The case k = 2 can be proved by similar arguments. 
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This section focuses on the system of nonautonomous Kolmogorov equations.
Definition 3.1. A function f ∈ C(R,Rn) is almost periodic if, for any ε > 0, the set T (ε) :=
{τ : |f (t + τ)− f (t)| < ε, ∀t ∈ R} is relatively dense in R. f is almost automorphic if for any
{t ′n} ⊂ R there are a subsequence {tn} and a function g :R → Rn such that f (t + tn)→ g(t) and
g(t − tn)→ f (t) hold pointwise.
Definition 3.2. f ∈ C(R×D,Rn) (D ⊂ Rm) is uniformly almost periodic (almost automorphic)
in t if f (t, u) is bounded and uniformly continuous on R × K for any compact subset K ⊂ D
and is almost periodic (almost automorphic) in t ∈ R.
Consider the system of nonautonomous Kolmogorov equations
u˙i = uifi(t, u), ui  0, 1 i  n, (3.1)
where u= (u1, u2, . . . , un). Throughout this section, we always assume that f (t, u)= (f1(t, u),
. . . , fn(t, u)) satisfies (H1)–(H5). Let H(f ) = cl{f · τ : τ ∈ R}, called the hull of f , where
f · τ(t, u)= f (t + τ,u) and the closure is taken in the compact open topology. It is well known
that if f satisfies (H1), then H(f ) is compact and metrizable (see, e.g. [28]). Moreover, the time
translation g · t ≡ gt (g ∈H(f )) induces a nature flow (H(f ),R). (H(f ),R) is almost periodic
(almost automorphic) minimal if f is uniformly almost periodic (almost automorphic) (see [29]).
We assume that q0, δ0 are as in (H4) and (H5) and for any η > 0, denote uηi as the element in
H+{i} such that (u
η
i )j = 0 if j = i and (uηi )i = η.
System (3.1) induces a skew-product flow
Π :C ×H(f )× R → C ×H(f );
Πt(u0, g) →
(
u(t;u0, g), g · t
)
, (3.2)
where u(t;u0, g)= (u1(t;u0, g), u2(t;u0, g), . . . , un(t;u0, g)) is the solution of
u˙i = uigi(t, u), ui  0, 1 i  n, (3.3)
with the initial value u(0;u0, g)= u0 ∈ C and g ∈H(f ).
Given any (u0, g) ∈ C ×H(f ), let I (u0, g) be the maximal existence interval of u(·;u0, g).
Then by (H2) and (H4), the right extreme point of I (u0, g) is ∞ (hence [0,∞) ⊂ I (u0, g)) and
either the left extreme point of I (u0, g) is finite or −∞. In the first case, we say that such a (u0, g)
does not have a full backward orbit. The positive and negative orbit of any (u0, g) ∈ C ×H(f )
is defined by O+(u0, g) := {Πt(u0, g): t ∈ I (u0, g) ∩ R+} and O−(u0, g) := {Πt(u0, g): t ∈
I (u0, g) ∩ R−}, respectively. The ω-limit set of (u0, g) is defined by ω(u0, g) := {(v,w) ∈
C × H(f ): Πtn(u0, g) → (v,w) for some sequence tn → +∞} and the α-limit set of (u0, g)
with I (u0, g)= (−∞,∞) is defined by α(u0, g) := {(v,w) ∈ C×H(f ): Π−tn (u0, g)→ (v,w)
for some sequence tn → +∞}. Note that by (H2) and (H4) the closure clO+(u0, g) of O+(u0, g)
is always compact in C × Y and hence ω-limit set of (u0, g) is nonempty and invariant. The α-
limit set of (u0, g) with I (u0, g)= (−∞,∞) is nonempty and invariant provided clO−(u0, g) is
14 W. Shen, Y. Wang / J. Differential Equations 245 (2008) 1–29compact in C×H(f ). Note that if A⊂ C×H(f ) is compact and invariant, then any (u0, g) ∈A
has a full backward orbit.
Let P be the natural projection
P :C ×H(f )→H(f ), (u, g) → g.
Then P is an epimorphism of flows (i.e. a surjective flow homomorphism of flows). An invariant
compact subset G⊂ C ×H(f ) is said to be a 1-cover of H(f ) if card(G∩P−1(y))= 1 for any
y ∈H(f ). Let Q :C ×H(f )→ C be the projection onto C. Given a G⊂ C ×H(f ), we define
the set ∂CG = {(u, g): u ∈ ∂C(Q(P−1(g) ∩ G)), g ∈ PG}, where ∂C(Q(P−1(g) ∩ G)) is the
relative boundary of Q(P−1(g)∩G) in C.
First of all, we have
Lemma 3.1. For each i ∈ N , there is a compact set Ei (⊂ ˚H+{i} × H(f )), which is invariant
under Πt , and a 1-cover of H(f ), hence of form
Ei =
{(
u
g
i , g
)
: g ∈H(f )}
with ugi ∈ ˚H+{i}, and attracting in the sense that, for any u0 ∈H+{i} \ {0} and g ∈H(f ),∥∥u(t, u0, g)− u(t, ugi , g)∥∥→ 0
as t → ∞.
Proof. We first point out that the lemma for the almost periodic case (i.e. f (t, u) is uniformly
almost periodic in t) was proved in [30, Theorem 4.1]. The arguments of [30, Theorem 4.1]
can also be applied to the recurrent case (i.e. (H(f ),R) is minimal) but not to the general case
due to the reason that P(ω(u0, g)) (u0 ∈ ˚H+{i}) may not equal H(f ) in the general case. In the
following, we provide a proof in terms of the backward–forward limits.
First of all, let φ :H(f )→ ˚H+{i}, φ(g)= uq0i . Then, by (H4) and the comparison principle for
scalar ordinary differential equation,
u
(
t;φ(g · (−t)), g · (−t)) u(s;φ(g · (−s)), g · (−s)) uq0i (3.4)
for any 0 < s  t and g ∈ H(f ). It follows from (H5) that u(−t;uδ0i , g)  uq0i for all t > 0
sufficiently large, which implies that uδ0i = u(t;u(−t;uδ0i , g), g · (−t))  u(t;φ(g · (−t)), g ·
(−t)) for all t > 0 sufficiently large. This together with (3.4) yields that
u
δ0
i  u
(
t;φ(g · (−t)), g · (−t)) u(s;φ(g · (−s)), g · (−s)) uq0i
for any 0 < s  t and g ∈H(f ). It then follows that limt→∞ u(t;φ(g · (−t)), g · (−t)) exists for
any g ∈H(f ). Denote this limit as ugi . We have
u
δ0
i  u
(
t;ugi , g
)= ug·ti  uq0i (3.5)
for any t ∈ R and g ∈H(f ).
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take a sequence (ugni , gn) such that (u
gn
i , gn)→ (u∗, g∗). We show that u∗ = ug
∗
i . By (3.5),
u
δ0
i  u(t;u∗, g∗) uq0i (3.6)
for all t ∈ R. If u∗ = ug∗i , without loss of generality, we may assume that u∗ < ug
∗
i . By
Lemma 2.5, ρi(u(t;u∗, g∗), u(t;ug
∗
i , g
∗)) is non-increasing as t increases. Therefore there must
be α∗ > 0 such that
u
(
t;ug∗i , g∗
)− u(t;u∗, g∗) α∗
for t  0. It then follows from Lemma 2.6(1) that lnui(t;ug
∗
i , g
∗) − lnui(t;u∗, g∗) → ∞ as
t → −∞, which contradicts (3.5) and (3.6). Hence u∗ = ug∗i and then Ei is compact. This implies
that Ei is also a 1-cover of H(f ).
We show now that for u0 ∈ ˚H+{i} and g ∈H(f ),
∥∥u(t;u0, g)− u(t;ugi , g)∥∥→ 0
as t → ∞. This follows from (3.5) and Lemma 2.6(2). 
Lemma 3.2. For (u0, g) ∈H+{i} ×H(f ),
(1) if u0 > ugi then ‖u(t;u0, g)‖ → ∞ as t → inft∈I (u0,g) t ;
(2) if u0 < ugi then inft∈I (u0,g) t = −∞ and ‖u(t;u0, g)‖ → 0 as t → −∞.
Proof. We only prove (1). The proof of (2) is similar. Let (u0, g) ∈ H+{i} × H(f ) and
u0 > u
g
i . Then it suffices to consider the case inft∈I (u0,g) t = −∞. By comparison principle
for scalar ordinary differential equations and Lemma 3.1, u(t;u0, g) > ug·ti for t < 0 and then
ρi(u(t;u0, g), ug·ti ) is non-decreasing as t decreasing. Hence there is β0 > 0 such that
β0 
(
u
g·t
i
)
i

(
u
g·t
i
)
i
+ β0  ui(t;u0, g)
for t < 0. It then follows by Lemma 2.6(1) that lnui(t;u0, g)− ln(ug·ti )i → ∞ as t → −∞. Note
that Ei is invariant and compact, then we have ‖u(t;u0, g)‖ → ∞ as t → −∞. 
Let E ⊂ C ×H(f ) be such that
E ∩ P−1(g)=
(
n∏
i=1
[
0,
(
u
g
i
)
i
])× {g},
where [0, (ug)i] = {u ∈ R: 0 u (ug)i}. Then we havei i
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(2) Let Γ =⋂t0 ΠtE. Then Γ is compact, invariant, and ω(u0, g) ⊂ Γ for any (u0, g) ∈
C ×H(f ).
(3) ∂CΓ ∩ (H+{i} ×H(f ))=Ei , for each i ∈N .
Proof. (1) Given any (u0, g) ∈ E, then (u0)i  (ugi )i . Suppose that ui(t0;u0, g) > (ug·t0i )i for
some i ∈N, t0 > 0. Then u(t0;u0, g) > ug·t0i . By Lemma 2.3, one has
(u0)i = ui
(−t0;u(t0;u0, g), g · t0)> ui(−t0;ug·t0i , g · t0)= (ugi )i ,
a contradiction. Hence ΠtE ⊂E for any t > 0.
(2) Let Γ =⋂t0 ΠtE. Then by (1) and Lemma 3.1, it is easy to see that Γ is compact
and invariant with respect to Πt . Given any (u0, g) ∈ C × H(f ), for each i ∈ I , we can find a
wi ∈ ˚H+{i} such that (u0)i < (wi)i . It follows from Lemma 2.3 and comparison principle for scalar
ordinary differential equations that ui(t;u0, g) < ui(t;wi,g) for all t  0 and i ∈ N . Then, by
Lemma 3.1, ω(u0, g)⊂E, and hence ω(u0, g)⊂ Γ .
(3) is a direct corollary of Lemma 3.1 and the definition of E. 
Proposition 3.4. Let B0 be as in (2.2). Then
(1) B0 is order-convex and lower closed;
(2) ∂CB0 ∩ (H+{i} ×H(f ))=Ei for each i ∈N ;
(3) B0 is relatively open in C ×H(f ) and invariant with respect to Πt ;
(4) B0 = {(u0, g) ∈ Γ : ‖u(t;u0, g)‖ → 0 as t → −∞} and ∂CB0 ⊂ Γ .
Proof. (1) Let (u0, g) ∈ B0 and 0  v0  u0. Then, by Lemma 2.3(1), u(t;v0, g) u(t;u0, g)
for t ∈ I (u0, g) ∩ I (v0, g) with t  0. By (u0, g) ∈ B0, I (u0, g) = R and u(t;u0, g) → 0 as
t → −∞. So I (v0, g) = R and ‖u(t;v0, g)‖ → 0 as t → −∞, which implies that (v0, g) ∈ B0.
(1) then follows.
(2) can be easily deduced by Lemma 3.1.
(3) It is clear that B0 is invariant. Given any (u0, g) ∈ B0, choose t0 < 0 such that
(u(t0;u0, g))i < δ0 for i = 1,2, . . . , n. Clearly there are neighborhoods V of u0 in C and U of
g in H(f ) such that (u(t0;w,h))i < δ0 for i = 1,2, . . . , n and any w ∈ V , h ∈U . Then by (H5)
and Lemma 2.1, ‖u(t;w,h)‖ → 0 as t → −∞ for any w ∈ V and h ∈U . As a consequence, B0
is relatively open in C ×H(f ).
(4) By Lemmas 2.3 and 3.2, B0 ⊂ E. Then by invariance of B0 we have B0 ⊂ Γ and hence
∂CB0 ⊂ Γ . 
Proposition 3.5. Let B∞ be as in (2.3). Then
(1) B∞ is upper closed and order-convex;
(2) ∂CB∞ ∩ (H+{i} ×H(f ))=Ei , for each i ∈N ;
(3) B∞ is relatively open in C ×H(f ) and invariant with respect to Πt ;
(4) ∂CB∞ ⊂ Γ .
Proof. (1) and (2) are easy to see.
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B∞(g)= B∞ ∩P−1(g). Choose Kg > 0 sufficiently large if necessary such that ‖u0‖>Kg im-
plies that there are some i ∈N and δ > 0 such that (u0, g) > (ugi + δ, g), where (ugi , g) ∈Ei . As
a consequence, Πt(u0, g) >Πt(ugi + δ, g) for t ∈ I (u0, g)∩ I (ugi + δ, g) with t < 0. It follows
from Lemma 3.2 that ‖u(t;ugi + δ, g)‖ → ∞(t → inft∈I (ugi +δ,g)t). This together with the mono-
tonicity of the norm implies that ‖u(t;u0, g)‖ → ∞(t → inft∈I (u0,g)t). So, by the compactness
of H(f ) that there exists a positive number K > 0 such that ‖u0‖>K implies that (u0, g) ∈ B∞
for all g ∈H(f ).
Now given any (u0, g) ∈ B∞, choose u∗ := u(t0;u0, g) with ‖u∗‖ > 2K for some t0 < 0.
Clearly there are neighborhoods V of u0 in C and U of g in H(f ) such that ‖u(t0;w,h)‖ >K
for any w ∈ V and h ∈ U and hence (u(t0;w,h),h · t0) ∈ B∞ and then (w,h) ∈ B∞. As a
consequence, B∞ is relatively open in C ×H(f ).
(4) It suffices to prove that ∂B∞ ⊂ E and this can be done by the same method in the proof
of statement (3). 
Proposition 3.6. Any invariant set of Πt in Γ \B0 is unordered with respect to .
Proof. Let M be an invariant set of Πt in Γ \B0. Assume that there exist (u∗0, g∗), (v∗0 , g∗) ∈M
with (u∗0, g∗) < (v∗0 , g∗). Then by Lemma 2.3,
u
(
t;u∗0, g∗
)
< u
(
t;v∗0 , g∗
)
for all t  0
and by Lemma 2.4,
lim inf
t→−∞
∥∥u(t;u∗0, g∗)− u(t;v∗0 , g∗)∥∥= d > 0.
Take a sequence tn → −∞ such that Πtn(u∗0, g∗) and Πtn(v∗0 , g∗) converge as n → ∞. Let
(u0, g)= limn→∞Πtn(u∗0, g∗) and (v0, g)= limn→∞Πtn(v∗0 , g∗). Then
Πt(u0, g)= lim
n→∞Π
tn+t(u∗0, g∗)
and
Πt(v0, g)= lim
n→∞Π
tn+t(v∗0 , g∗)
for any t ∈ R. Therefore for any t ∈ R,
u(t;u0, g) < u(t;v0, g) and
∥∥u(t;u0, g)− u(t;v0, g)∥∥ d > 0.
Now let Vi(t) = ui(t;u0,g)ui (t;v0,g) for i with (v0)i = 0. By Lemma 2.1, the hypothesis (H4) holds for
any g ∈ H(f ). By the arguments of Lemma 2.4, Vi(t) is non-decreasing as t increasing. As a
consequence,
V˙i (t) Vi(t) · hi(t) ·
(
ui(t;u0, g)− ui(t;v0, g)
)
 Vi(0) ·
∣∣h(t)∣∣ · ∣∣ui(t;u0, g)− u(t;v0, g)∣∣
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d(
∑
I Vi(t))
dt

(
min
{
Vi(0): i ∈ I
})(∣∣h(t)∣∣)
(
n∑
i=1
∣∣ui(t;u0, g)− ui(t;v0, g)∣∣
)
,
where I := {i ∈ N : (v0)i = 0}. By (H4), Lemma 2.1, and that ‖u(t;u0, g) − u(t;v0, g)‖  d ,∑
I Vi(t) → ∞ as t → ∞. On the other hand, it is easy to see that Vi(t)  1 for all i ∈ I and
t ∈ R, a contradiction. Hence M is unordered with respect to . 
Now we give our main results on the skew-product flow generated by the nonautonomous
system (3.1).
Theorem 3.7 (Existence of carrying simplex). Assume that (H1)–(H5) hold. Then there exists an
invariant compact set M of Πt satisfying the following properties:
(i) M is unordered and M = ∂CB0 = ∂CB∞ = ∂CΓ , M ∩ (H+{i} ×H(f ))=Ei for all i ∈N .
(ii) For each g ∈H(f ), the set M(g) :=M ∩P−1(g) is homeomorphic to the standard (n−1)-
dimensional simplex Δ := {u ∈ C: ∑ni=1 ui = 1} via radial projection.
(iii) For each g ∈H(f ), the set M(g) is a Lipschitz submanifold in Rn.
(iv) Let F := {M(g): g ∈H(f )} and define a metric
d
(
M(g),M(h)
)= d1(QM(g),QM(h))+ dH(f )(g,h)
on F , where d1 is the Hausdorff distance of a family of nonempty compact subsets of a com-
pact metric space. Then the mapping G :H(f ) → F ; g → M(g) is continuous. Moreover,
define the flow σˆ : (t,M(g)) →M(g · t) on F , then G is a flow isomorphism. In particular,
if f is uniformly almost periodic (almost automorphic) in t , then the flow (F , σˆ ) is almost
periodic (almost automorphic) and minimal.
(v) Given any (u0, g) ∈ (C \ {0}) × H(f ), ω(u0, g) ⊂ M . Furthermore, there exists some
(v0, g) ∈ M such that ‖Πt(u0, g) − Πt(v0, g)‖ → 0 as t → ∞, and either Πt(u0, g) 
Πt(v0, g) or Πt(u0, g)Πt(v0, g) for all t  0.
Proof. Let M = Γ \B0. Clearly M is an invariant compact set. We prove that M satisfies (i)–(v)
of the theorem.
(i) Obviously, the sets ∂CB0, ∂CΓ , ∂CB∞ and Γ \B0 are invariant subsets in Γ \B0. Then it
follows from Proposition 3.6 that each of them is unordered with respect to “.” Denote by Lu
the ray from the origin through the point u ∈ C \ {0}. Then, for any g ∈ H(f ) and u ∈ C \ {0},
there exists at most one point of intersection of Lu × {g} with ∂CB0, ∂CΓ , ∂CB∞ or Γ \ B0.
Since B0 is relatively open in C, B0 ⊂ Γ , and Γ is bounded, there exists at least one point of
intersection of Lu × {g} with ∂CB0, ∂CΓ , ∂CB∞ or Γ \ B0. Note ∂B0, ∂Γ, ∂B∞ ⊂ Γ \ B0, so
Lu × {g} intersects each of them at the same point in P−1(g). By the arbitrariness of u and g,
we have M = ∂CB0 = ∂CB∞ = ∂CΓ .
It follows from Propositions 3.4(2) or 3.5(2) that M ∩ (H+{i} ×H(f ))=Ei for all i ∈N .
(ii) Fix g ∈ H(f ), let v ∈ C with ‖v‖ = 1. Then by the proof of (i), there exists exactly
one point (wv, g) ∈ M ∩ (Lv × {g}). Thus the map v → (wv, g) from {v ∈ C: ‖v‖ = 1} to
M ∩P−1(g) is well defined. It is injective by (i) and obviously onto M ∩P−1(g). The continuity
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with C which, in turn, is homeomorphic to the standard simplex.
(iii) Fix g ∈H(f ). Let v ∈ ˚C be a positive unit vector, Σ ⊂ Rn its orthogonal hyperplane and
PΣ :R
n → Σ orthogonal projection. Denote by χ := PΣ |M(g) the restriction of PΣ on M(g).
Similar as (ii), it is easy to see that χ is injective and χ−1 is continuous.
Since PΣ has a Lipschitz constant 1, so has χ . We claim that χ−1 also has a Lipschitz constant
depending only on v. To this end, we consider the unit ball SΣ in the (n− 1)-dimensional linear
space Σ . Obviously, SΣ ∩C = ∅. Now define the set L= {λ ∈ R: z+ λv /∈ C for some z ∈ SΣ },
so one can find a positive number δ > 0 such that |λ|< δ for any λ ∈ L.
Now for any y,w ∈ Range(χ). Let a = χ−1y − χ−1w and b = y −w ∈ Σ . Then PΣa = b,
which implies that a = b+ ρv for some ρ ∈ R. So one has b/‖b‖ + (ρ/‖b‖)v = a/‖b‖ /∈ C. By
the conclusion in the last paragraph, ρ/‖b‖< δ. Therefore, ‖a‖< (1 + δ)‖b‖, that is, χ−1 has a
Lipschitz constant 1 + δ, which means that M(g) is a Lipschitz submanifold in Rn.
(iv) For any u ∈ C with ‖u‖ = 1, there exists exactly one point (wgu, g) ∈M(g)∩ (Lu × {g})
for any g ∈ H(f ). Let gn → g and un → u (un,u ∈ C, ‖un‖ = ‖u‖ = 1). We assert that
(w
gn
un, gn) → (wgu, g). Without loss of generality, suppose that wgnun → v. Since M is compact
and (wgnun, gn) ∈ M , we have (v, g) ∈ M . Hence v  wgu or v  wgu . Thus by the fact that M is
unordered, we must have v =wgu and then (wgnun, gn)→ (wgu, g) as n→ ∞.
Now, give any v ∈QM(g). There exists a ul ∈ C with ‖ul‖ = 1 such that v =wgul ∈ Lul . So
dC
(
v,QM(h)
)= inf
w∈QM(h) dC(v,w) dC
(
v,whul
)= dC(wgul ,whul ).
Similarly, we have
dC
(
QM(g), v
)= inf
w∈QM(g) dC(w,v) dC
(
w
g
ur , v
)= dC(wgur ,whur )
for any v ∈QM(h), where v =wgur ∈ Lur for some ur ∈ C with ‖ur‖ = 1. Hence
d1
(
QM(g),QM(h)
)
 sup
u∈C,‖u‖=1
dC
(
w
g
u,w
h
u
)
.
By the assertion in the last paragraph, one can obtain that d(M(gn),M(g)) → 0 as gn → g,
which implies that the mapping G :H(f )→F is continuous.
For the family of sets F := {M(g): g ∈ H(f )}, define the time translation on F as
σˆ :M(g) →M(σ ·g), where σ is the time translation on H(f ). Since G :H(f )→F , g →M(g)
is continuous and bijective, it is a flow isomorphism. So the flow (F , σ ) is almost periodic, al-
most automorphic or minimal if H(f ) is so.
(v) Given any (u0, g) ∈ (C \ {0}) × H(f ), it follows from Proposition 3.3(2) and hypothe-
sis (H5) that ω(u0, g) ⊂ Γ \ B0 = M . Moreover, for each t  0, the set LQ(Πt (u0,g)) × {g · t}
meets M in points (vt , g · t), which implies that either Πt(u0, g)  (vt , g · t) or Πt(u0, g) 
(vt , g · t). For each t  0, we define S−(Πt (u0, g)) := {(v, g · t) ∈ M ∩ P−1(g · t): (v, g · t)
Πt(u0, g)} and S+(Πt (u0, g)) := {(v, g · t) ∈ M ∩ P−1(g · t): (v, g · t)  Πt(u0, g)}. So ei-
ther S−(Πt (u0, g)) or S+(Πt (u0, g)) is nonempty for every t  0. Suppose that there exists a
subsequence tn → ∞ such that S−(Πtn(u0, g)) = ∅. Then, by Lemma 2.3, S−(Πt (u0, g)) = ∅
for all t  0. Therefore, one can easily obtain that S−(Πt (u0, g)) = ∅ for all t  0, or else
S+(Πt (u0, g)) = ∅ for all t  0. Without loss of generality, we may assume the former holds.
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t  s  0. Let R =⋂t0 Rt . Then ∅ = R ⊂ M ∩ P−1(g) and Πt(R) ⊂ S−(Πt (u0, g)) for all
t  0.
Fix (v0, g) ∈ R. Then Πt(v0, g)  Πt(u0, g) for all t  0. Suppose that ‖Πt(v0, g) −
Πt(u0, g)‖  0 as t → ∞. Then there exists a sequence tn → ∞ such that Πtn(v0, g) →
(v∗, g∗) and Πtn(u0, g) → (u∗, g∗) with (v∗, g∗) < (u∗, g∗). Note that (v∗, g∗), (u∗, g∗) ∈ M ,
which contradicts that M is unordered. Hence ‖Πt(v0, g)−Πt(u0, g)‖ → 0 as t → ∞. 
4. Random case
In this section, we consider the random equation
u˙i = uifi(θtω,u), (4.1)
where (Ω,F ,P) is a probability space and θt :Ω → Ω is an ergodic metric dynamical system.
Throughout this section we assume that f (ω,u) = (f1(ω,u), . . . , fn(ω,u)) in (4.1) satisfies
(R1)–(R5).
Let Πt :C ×Ω → C ×Ω be the continuous random dynamical system generated by (4.1),
Πt(u0,ω)=
(
u(t;u0,ω), θtω
)
,
where u= u(t;u0,ω) is the solution of (4.1) with u(0;u0,ω)= u0. We also denote πt (u0,ω) as
u(t;u0,ω) when needed below.
Definition 4.1. (1) A measurable map from Ω to C is called a random variable.
(2) A set-valued map K :Ω → 2C taking values in the nonempty subsets of C is said to
be uniformly bounded if there is a bounded set C0 ⊂ C such that K(ω) ⊂ C0 for any ω ∈ Ω ;
bounded (closed, compact, open) if K(ω) is bounded (closed, compact, open) for each ω ∈ Ω ;
and measurable if for each u ∈ C the map ω → d(u,K(ω)) is measurable, where d(A,B) is
the Hausdorff semimetric, defined by d(A,B)= sup{inf{d(u, v): v ∈ B}: u ∈A} for A,B ∈ 2C ,
A,B = ∅, and d(u,B)= d({u},B).
(3) A measurable (uniformly bounded, closed, compact, open) set-valued map K is called a
random (uniformly bounded, closed, compact, open) set.
(4) A subset M ⊂ C ×Ω is said be to a (random) uniformly bounded (closed, compact, open)
set if M(ω) := {u: (u,ω) ∈M} = ∅ for any ω ∈Ω and the map φ :Ω → 2C , φ(ω)=M(ω), is a
(random) uniformly bounded (closed, compact, open) set.
Definition 4.2. A subset M ⊂ C×Ω is called unordered with respect to almost surely, if there
exists Ω1 ⊂Ω with θtΩ1 =Ω1 and P(Ω1)= 1 such that M(ω) := {u: (u,ω) ∈M} is unordered
in C for every ω ∈Ω1.
Definition 4.3. A random variable φ :Ω → C is called a random equilibrium of Πt if φ is strictly
invariant under Πt , i.e.,
Πt
(
φ(ω),ω
)= (φ(θtω), θtω)
for all t  0, ω ∈Ω . A random equilibrium φ :Ω → C is said to be positive if φ(ω) > 0 for a.e.
ω ∈Ω .
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ΩK :Ω → 2C, ΩK(ω)=
⋂
T0
cl
(⋃
tT
πt
(
K(θ−tω), θ−tω
))
for ω ∈Ω,
where πt (u0;ω)= u(t;u0,ω).
We refer the reader to [4–6] and references therein for various properties of Ω-limit sets.
In the rest of this section, Ω∗0 denotes the set in Lemma 2.2 and q0 and δ0 are as in (R4) and
(R5), respectively. Similar to Lemma 3.1, we have
Lemma 4.1. For each i ∈ N , there is an Ei(⊂ H+{i} × Ω), which is invariant under Πt , of theform
Ei =
{(
uωi ,ω
)
: ω ∈Ω}
with φi :Ω → C, φi(ω) = uωi , being a positive random equilibrium, φi(ω) ∈ ˚H+{i} for ω ∈ Ω∗0 ,
and attracting in the sense that for any u0 ∈H+{i} \ {0} and ω ∈Ω∗0 ,∥∥u(t;u0,ω)− u(t;uωi ,ω)∥∥→ 0 as t → ∞,∥∥u(t;u0, θ−tω)− uωi ∥∥→ 0 as t → ∞.
Proof. It follows from the similar arguments of Theorem A in [13] or the similar arguments
of Theorem A in [25]. For completeness, we provide a proof. In the following, for any positive
constant η > 0, uηi ∈ ˚H+{i} is such that (uηi )j = 0 if j = i and (uηi )i = η.
First of all, let φq0i :Ω →H+{i}, φq0i (ω)= uq0i . By (R4) and (R5),
u
δ0
i  u
(
t;φq0i (θ−tω), θ−tω
)
 uq0i
for any t > 0 and ω ∈Ω∗0 . This implies that
u
δ0
i  u
(
t;φq0i (θ−tω), θ−tω
)
 u
(
s;φq0i (θ−sω), θ−sω
)
 uq0i
for any 0 < s < t and ω ∈Ω∗0 . Hence limt→∞ u(t;φq0i (θ−tω), θ−tω) exists for ω ∈Ω∗0 . Let
uωi =
{
limt→∞ u(t;φq0i (θ−tω), θ−tω) if ω ∈Ω∗0 ,
0 otherwise
and
φi :Ω → C, φi(ω)= uωi .
Then it is clear that φi is a random variable, u(t;φi(ω),ω) = φi(θtω) for any ω ∈ Ω and t > 0,
and
u
δ0
i  φi(ω)= uωi  uq0i for ω ∈Ω∗0 . (4.2)
Hence φi is a positive random equilibrium.
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ω ∈Ω∗0 . This follows from (4.2) and Lemma 2.6(2).
Now we prove that
∥∥u(t;u0, θ−tω)− uωi ∥∥→ 0 as t → ∞
for any u0 ∈ H+{i} \ {0} and ω ∈ Ω∗0 . To do so, we first prove that ΩK0i (ω) is a singleton in
˚H+{i} for any ω ∈ Ω∗0 , where K0i :Ω → C, K0i (ω) = u0. Let η = (u0)i and φηi :Ω → H+{i} with
φ
η
i (ω)= u0. By (R5), u(t;uδ0i ,ω)→ 0 as t → −∞ for any ω ∈Ω∗0 . Hence, for any ω ∈Ω∗0 and
t sufficiently large, φηi (θ−tω)  u(−t;uδ0i ,ω) and then u(t;φηi (θ−tω), θ−tω)  uδ0i . By (R4),
ui(t;φηi (θ−tω), θ−tω)max{η,q0}. Therefore
δ0  ui max{η,q0} for any u ∈ΩK0i (ω) and ω ∈Ω
∗
0 . (4.3)
We can then define, for each ω ∈Ω∗0 ,
ρ(ω) := sup{ρi(u, v): u,v ∈ΩK0i (ω)}. (4.4)
Let u(ω), v(ω) ∈ΩK0i (ω) be such that u(ω) v(ω) and ρ(ω)= ρi(u(ω), v(ω)). Then
ρ(θtω)= ρi
(
u
(
t;u(ω),ω), u(t;v(ω),ω))
for all t ∈ R. By Lemma 2.5, ρ(θtω) is non-increasing as t increasing. If ω ∈Ω∗0 and ρ(ω) > 0,
then by (4.3), there is β∗ > 0 such that
ui
(
t;v(ω),ω)− ui(t;u(ω),ω) β∗ (4.5)
for all t  0. This together with Lemma 2.6(1) implies that
lnui
(
t;v(ω),ω)− lnui(t;u(ω),ω)→ +∞
as t → −∞, which contradicts (4.3). Therefore for any ω ∈ Ω∗0 , ρ(ω) = 0. Hence ΩK0i (ω) is a
singleton in ˚H+{i} for ω ∈Ω∗0 . Denote it by uη,ωi . Then∥∥u(t;u0, θ−tω)− uη,ωi ∥∥→ 0 as t → ∞.
We show that uη,ωi = uωi (ω ∈ Ω∗0 ). Assume uη,ωi = uωi . Without loss of generality, assume
u
η,ω
i < u
ω
i . By Lemma 2.5, ρ(u(t;uη,ωi ,ω),u(t;uωi ,ω)) is non-increasing as t increasing. Hence
by (4.2) and (4.3), there is β0 such that
ui
(
t;uωi ,ω
)− ui(t;uη,ωi ,ω) β0
for t < 0. By Lemma 2.6(1),
lnui
(
t;uω,ω)− lnui(t;uη,ω,ω)→ ∞i i
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Lemma 4.2. For any (u0,ω) ∈H+{i} ×Ω∗0 ,
(1) if u0 > uωi then ‖u(t;u0,ω)‖ → ∞ as t → inft∈I (u0,ω) t ;
(2) if u0 < uωi then inft∈I (u0,ω) t = −∞ and ‖u(t;u0,ω)‖ → 0 as t → −∞.
Proof. Similarly as Lemma 3.2, we only prove (1). Let (u0,ω) ∈H+{i} ×Ω∗0 and u0 > uωi . Then
it suffices to consider the case inft∈I (u0,ω) t = −∞. By comparison principle for scalar ordinary
differential equations and Lemma 4.1, we have
u
θtω
i < u(t;u0,ω)
for all t < 0. Moreover, ρi(u(t;u0,ω),uθtωi ) is non-decreasing as t decreasing. Hence there is
α∗ > 0 such that ∥∥u(t;u0,ω)− uθtωi ∥∥ α∗
for t < 0. By Lemma 2.6(1), we must have
lnui(t;u0,ω)− ln
(
u
θtω
i
)
i
→ ∞
as t → −∞. This implies that ‖u(t;u0,ω)‖ → ∞ as t → −∞. 
Let E ⊂ C ×Ω be such that
E ∩ P−1(ω)=
(
n∏
i=1
[
0,
(
uωi
)
i
])× {ω},
where [0, (uωi )i] = {u ∈ R: 0 u (uωi )i}. Then we have
Proposition 4.3. (1) ΠtE ⊂E for any t > 0.
(2) Let Γ = ⋂t0 ΠtE. Then Γ is an invariant random uniformly bounded compact set.
Furthermore, ΩK×Ω(ω)⊂ Γ (ω) := {u: (u,ω) ∈ Γ } for any compact set K ⊂ C and ω ∈Ω∗0 .
(3) Γ (ω)∩H+{i} = [0, (uωi )i] for each i ∈N and ω ∈Ω∗0 .
Proof. (1) It follows from the similar arguments in Proposition 3.3(1).
(2) First it is easy to see that E is a random uniformly bounded compact set. By (1),
Γ =
∞⋂
k=1
ΠkE.
Hence Γ is also a random uniformly bounded compact set. Clearly Γ is invariant. Next given
any compact K ⊂ C, for each i ∈ N , there exists wi ∈ ˚H+ such that (u0)i < (wi)i for any{i}
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and ω ∈Ω . This implies that(
u(t;u0, θ−tω)
)
i
<
(
u
(
t;wi, θ−tω
))
i
for all t > 0, u0 ∈K, and ω ∈Ω. (4.6)
It follows from Lemma 4.1 that (u(t;wi, θ−tω))i → uωi as t → ∞ for ω ∈ Ω∗0 . Now for
any ω ∈ Ω∗0 and u ∈ ΩK×Ω(ω), there exist two sequences tk → ∞ and uk ∈ K such that
u(tk;uk, θ−tkω)→ u as k → ∞. So, by (4.6), we have ui  (uωi )i for every i ∈N , which implies
that ΩK×Ω(ω)⊂ Γ (ω) for ω ∈Ω∗0 .
(3) is a direct corollary of Lemma 4.1 and definition of E. 
Proposition 4.4. Let B0 be as in (2.2). Then
(1) B0 is order-convex and lower closed;
(2) B0(ω)∩H+{i} = [0, (uωi )i) for each i ∈N and ω ∈Ω∗0 , where B0(ω)= {u: (u,ω) ∈ B0};
(3) B0 is invariant and B0(ω) is open for ω ∈Ω∗0 ;
(4) B0(ω)= {u0 ∈ Γ (ω) | u(t;u0,ω)→ 0 as t → −∞} for ω ∈Ω∗0 .
Proof. (1) It can be proved by the same arguments as in Proposition 3.4(1).
(2) can be easily deduced by Lemma 4.2(2).
(3) The invariance of B0 is clear. Given ω ∈Ω∗0 and any u0 ∈ B0(ω), then u(t;u0,ω)→ 0 as
t → −∞. Therefore there is T > 0 such that (u(−T ;u0,ω))i < δ0 for i = 1,2, . . . , n, where δ0
is as in (R5). It then follows that there is a neighborhood V of u0 in C such that (u(−T ;w,ω))i <
δ0 for i = 1,2, . . . ,N and w ∈ V . This together with (R5) implies that u(t;w,ω) → 0 as t →
−∞ for w ∈ V . Hence B0(ω) is open for any ω ∈Ω∗0 .
(4) Assume u0 ∈ B0(ω) and ω ∈ Ω∗0 . Then u(t;u0,ω) → 0 as t → −∞. Hence there
is T > 0 such that ui(−t − T ;u0,ω) < δ0 for i = 1,2, . . . , n and t  0. This implies that
(u(−t − T ;u0,ω), θ−t−T ω) ∈ E for t  0 and then (u(−T ;u0,ω), θ−T ω) ∈ Γ (θ−T ω). It then
follows that u0 ∈ Γ (ω). 
Proposition 4.5. Let B∞ be as in (2.3). We have
(1) B∞ is upper closed and order-convex;
(2) B∞(ω) ∩ H+{i} = ((uωi )i ,+∞) for each i ∈ N and ω ∈ Ω∗0 , where B∞(ω) = {u: (u,ω) ∈
B∞(ω)};
(3) B∞ is invariant and B∞(ω) is open for ω ∈Ω∗0 ;
(4) ∂CB∞(ω)⊂ Γ (ω) for ω ∈Ω∗0 .
Proof. (1) follows from similar arguments as in Proposition 3.5(1), and (2) can be deduced by
Lemma 4.2(1) directly.
(3) The invariance of B∞ is clear. Let ω ∈ Ω∗0 . Then B∞(θtω) ∩ H+{i} = ((uθtωi )i ,+∞) for
each i ∈ N and t ∈ R. Let u0 ∈ B∞(ω). There is T > 0 and i ∈ N such that ui(−T ;u0,ω) >
2q0( 2(uθ−T ωi )i) (see (4.2)). Hence there is a neighborhood V of u0 in C such that for any
v0 ∈ V , ui(−T ;v0,ω) > q0( (uθ−T ωi )i). This implies that u(−T ;v0,ω) ∈ B∞(θ−T ω) and then
v0 ∈ B∞(ω) for any v0 ∈ V . Therefore B∞(ω) is open for ω ∈Ω∗0 .
(4) It suffices to prove that ∂CB∞(ω) ⊂ E(ω) for all ω ∈ Ω∗0 . Suppose that there exists
(u0,ω) ∈ ∂CB∞ \ E with ω ∈ Ω∗. Then one can find an index i ∈ N and β > 0 such that0
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ω
i )i + β , so there exists a neighborhood U0 of u0 in C such that vi > (uωi )i + β for all
v ∈U . Hence, by Lemmas 2.3 and 4.2(1), we obtain v ∈ B∞(ω) for all v ∈U0, which contradicts
u ∈ ∂CB∞(ω). 
Proposition 4.6. For any invariant set M of Πt in Γ \ B0, M(ω) (:= {u: (u,ω) ∈ M}) is un-
ordered with respect to  for ω ∈Ω∗0 .
Proof. Assume that there are (u0,ω), (v0,ω) ∈M(ω) such that u0 < v0. Then
u(t;u0,ω) < v(t;v0,ω)
for t < 0 and by Lemma 2.4,
lim inf
t→−∞
∥∥u(t;u0,ω)− v(t;v0,ω)∥∥> 0.
Hence there is δ > 0 such that ∥∥u(t;u0,ω)− v(t;v0,ω)∥∥ δ
for t < 0. Moreover by the arguments of Lemma 2.4, for δ > 0 sufficiently small,∣∣∣∣ui(t;u0,ω)ui(t;v0,ω) − 1
∣∣∣∣ δ
for t < 0 and i with (v0)i = 0.
Let
Vi(t; s)= ui(t;u(−s, u0,ω), θ−sω)
ui(t;u(−s;v0,ω), θ−sω) ≡
ui(−s + t;u0,ω)
ui(−s + t;v0,ω)
if (v0)i = 0 and Vi(t; s)= 0 if (v0)i = 0. Then
V˙i (t; s)= Vi(t; s) ·
∑ 1∫
0
∂f ωi
∂xj
(−s + t, λ(τ )) · (uj (−s + t;u0,ω)− uj (−s + t;v0,ω))dτ
 η(θ−s+tω)Vi(t; s)
(
ui(−s + t;u0,ω)− ui(−s + t;v0,ω)
)
= η(θ−s+tω)
(
ui(−s + t;u0,ω)
ui(−s + t;v0, t) − 1
)
Vi(t; s)ui(−s + t;v0, t)
 δ
∣∣η(θ−s+tω)∣∣Vi(t; s)ui(−s + t;v0,ω)
for 0 < t < s, where η(·) is as in (R4). Hence
(
V1(t; s)+ · · · + Vn(t; s)
)′  δ∣∣η(θ−s+tω)∣∣ N∑
i=1
Vi(t; s)ui(−s + t;v0,ω)
= δ∣∣η(θ−s+tω)∣∣ N∑ui(−s + t;u0,ω).
i=1
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N∑
i=1
ui(−s + t;u0,ω) 	∗
for any 0 < t  s. For otherwise, there are 0 < tn < sn,n ∈ N, such that ∑Ni=1 ui(−τn;u0,ω)→
0 as n→ ∞, where τn = sn − tn > 0. Obviously, τn is unbounded. So, take a subsequence if nec-
essary, one can assume that τn → ∞. Then ui(−τn;u0,ω)→ 0 as n→ ∞ for each i. Therefore
u(−τn;u0,ω)→ 0. Then one can choose N ∈ N sufficiently large such that ui(−τN ;u0,ω) δ0
for i ∈N . So, by (R5), we have
u(t, u0,ω)= u
(
t + τN,u(−τN ;u0,ω), θ−τN ω
)→ 0
as t → −∞. This contradicts to the fact that (u0,ω) ∈M(ω). We have proved the claim. It then
follows that (
V1(t; s)+ · · · + Vn(t; s)
)′  δ	∗∣∣η(θ−s+tω)∣∣
for some 	∗ > 0 and 0 < t < s. This implies that
V1(s; s)+ · · · + Vn(s; s) δ	∗
s∫
0
∣∣η(θ−s+tω)∣∣dt = δ	∗
0∫
−s
∣∣η(θtω)∣∣dt.
By (R4),
1
s
0∫
−s
η(θτω)dτ →
∫
Ω
η(ω)dP(ω) < 0
as s → ∞. This implies that
V1(s; s)+ · · · + Vn(s; s)→ ∞
as s → ∞. But
V1(s; s)+ · · · + Vn(s; s)=
∑
i,(v0)i =0
(u0)i
(v0)i
for any s > 0. This is a contradiction.
Therefore, M(ω) is unordered for ω ∈Ω∗0 . 
Theorem 4.7 (Existence of carrying simplex). Assume that (R1)–(R5) hold. Then there exists an
invariant uniformly bounded compact set M having the following properties:
(i) M is unordered with respect to  almost surely and M(ω) = ∂CB0(ω) = ∂CB∞(ω) =
∂CΓ (ω) for a.e. ω ∈Ω . Moreover, M(ω)∩H+ = {uω} for all i ∈N and a.e. ω ∈Ω .{i} i
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Δ := {u ∈ C: ∑ni=1 ui = 1} via radial projection.
(iii) For a.e. ω ∈Ω , the set M(ω) is a Lipschitz submanifold in Rn.
(iv) The map φ :Ω → 2C , φ(ω)=M(ω), is measurable.
(v) Given any compact set K ⊂ C \ {0}, ΩK×Ω(ω) ⊂ M(ω) for a.e. ω ∈ Ω . Moreover, given
any u0 ∈ C \ {0}, there exists a random variable r(ω) ∈ M(ω) such that ‖πt (u0,ω) −
πt (r(ω),ω)‖ → 0 as t → ∞ in probability, and for each ω ∈ Ω , either πt (u0,ω) 
πt (r(ω),ω) or πt (u0,ω) πt (r(ω),ω) for all t  0.
Proof. Let M = {(u,ω) : (u,ω) ∈ Γ (ω) \ B0(ω) if ω ∈ Ω∗0 and (u,ω) = (0,ω) otherwise}.
Clearly M is an invariant uniformly bounded compact set and is unordered with respect to “”
almost surely. We prove that M satisfies (i)–(v) of the theorem.
By virtue of Proposition 4.6, (i), (ii) and (iii) can be deduced by the similar arguments as those
in Theorem 3.7(i), (ii) and (iii). So, (i), (ii) and (iii) follow from the similar arguments as those
in Theorem 3.7(i), (ii) and (iii).
(iv) Note that B0(ω) ⊂ Γ (ω) and B0(ω) =⋃∞k=0 πk([0, uδ0 ], θ−kω) for any ω ∈ Ω∗0 , where
uδ0 = (δ0, δ0, . . . , δ0). Hence for ω ∈Ω∗0 ,
M(ω)= Γ (ω) \B0(ω)
= Γ (ω)∩
(
C \
( ∞⋃
k=0
πk
([
0, uδ0
]
, θ−kω
)))
= Γ (ω)∩
( ∞⋂
k=0
(
C \ πk
([
0, uδ0
]
, θ−kω
)))
= Γ (ω)∩
( ∞⋂
k=0
πk
(
C \ [0, uδ0], θ−kω)
)
.
It then follows that the map φ :Ω → 2C , φ(ω)=M(ω), is measurable.
(v) First, we show that for any compact set K ⊂ C \ {0}, ΩK×Ω(ω) ⊂ M(ω) for ω ∈ Ω∗0 .
By Proposition 4.3(2), ΩK×Ω(ω) ⊂ Γ (ω) for ω ∈ Ω∗0 . Assume that there exist ω∗0 ∈ Ω∗0 and
u0 ∈ ΩK×Ω(ω∗0) ∩ B0(ω∗0). Then there are uk ∈ K and tk > 0 with tk → ∞ as k → ∞ such
that u(tk;uk, θ−tkω∗0)→ u0 as k → ∞. Note that u(t;u0,ω∗0)→ 0 as t → −∞. Without loss of
generality, we assume that (u0)i < δ0 for i = 1,2, . . . , n. Then
u
(
tk;uk, θ−tkω∗0
)
< uδ0
for all k sufficiently large, where uδ0 = (δ0, δ0, . . . , δ0). Hence
u
(
t;u(tk;uk, θ−tkω∗0),ω∗0)< u(t;uδ0,ω∗0)
for all t < 0 and all k sufficiently large. In particular, by letting t = −tk , one has
uk < u
(−tk;uδ0,ω∗)0
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M(ω) for ω ∈Ω∗0 .
Now given any u0 ∈ C \ {0}, for every t ∈ R and ω ∈ Ω , we define S−(πt (u0,ω)) :=
{v ∈ M(θtω): v  πt (u0,ω)} and S+(πt (u0,ω)) := {v ∈ M(θtω): v  πt (u0,ω)}. It is easy
to see that either S−(πt (u0,ω)) = ∅ or S+(πt (u0,ω)) = ∅ for every t  0 and ω ∈ Ω . Let
S(πt (u0,ω)) = S−(πt (u0,ω)) ∪ S+(πt (u0,ω)) and R(t,ω) = π−t (S(πt (u0,ω)), θtω). Then
S(πt (u0,ω) = ∅ for any t  0 and ω ∈ Ω and by Lemma 2.3 we have R(t1,ω) ⊂ R(t2,ω)
for 0  t2  t1. Furthermore, it follows from [4, Proposition 3.2.1] and the fact of M being
an invariant random compact set that, for each t  0, the map from Ω to 2C as ω → Rt(ω) :=
S(πt (u0, θ−tω))≡ (M(ω)∩[0,πt (u0, θ−tω)])∪ (M(ω)∩[πt (u0, θ−tω),∞)) is a random com-
pact set. So, ω → πs(Rt (θ−sω), θ−sω) is a random compact set for every s ∈ R. In particu-
lar, let s = −t , then we have ω → π−t (Rt (θtω), θtω) = R(t,ω) is a random compact set. So
R(ω) =⋂t0 R(t,ω) ≡⋂∞k=1 R(k,ω) is a non-void random compact set. It follows from Mea-
surable Selection Theorem (see, e.g. [4, Proposition 1.3.2]) that there exists a measurable map
r :Ω → C such that r(ω) ∈R(ω) for all ω ∈Ω . By the definition of R, for each ω ∈Ω , one has
either πt (r(ω),ω)  πt (u0,ω) or πt (r(ω),ω)  πt (u0,ω) for all t  0. Hence for each ω ∈ Ω
and t  0, one has πt (r(θ−tω), θ−tω) πt (u0, θ−tω) or πt (r(θ−tω), θ−tω) πt (u0, θ−tω).
Now we claim that, for every ω ∈ Ω∗0 , ‖πt (r(θ−tω), θ−tω)− πt (u0, θ−tω)‖ → 0 as t → ∞.
Suppose not, one can choose some ωˆ ∈ Ω∗0 , tn → ∞ such that πtn(r(θ−tn ωˆ), θ−tn ωˆ) → u∗,
πtn(u0, θ−tn ωˆ) → v∗ and u∗ = v∗. Note that v∗  u∗ or v∗  u∗. Note also that u∗ ∈ M(ωˆ)
and v∗ ∈ Ω{u0}×Ω(ωˆ) ⊂ M(ωˆ). By the non-ordering of M(ωˆ), we must have u∗ = v∗, a
contradiction. Thus, we have proved the claim. Note that P is invariant under θt , we have
‖πt (u0,ω)− πt (r(ω),ω)‖ → 0 as t → ∞ in probability. We have completed the proof. 
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