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We adopt here an abstract approach to linear quantization which 
permits an unencumbered description of a broad class of dynamical 
systems. This viewpoint is utilized by Segal in the study of infinite 
systems in [l-3]; the present investigation is largely a refinement and 
extension of certain results in [3]. Rather than consider in detail the 
physical motivation for this formulation, we will limit ourselves to a 
brief presentation of the relevant mathematical ideas. 
We assume given a real linear space L; the elements of L serve to 
label a set of generators for the algebra of field observables. Thus for 
each x in L we suppose there is defined an operator R(x) on a complex 
Hilbert space K. The mapping R is required to be real linear, and the 
field operators R(x) self adjoint. Furthermore, the R’s must satisfy 
canonical commutation (or anticommutation) relations: 
w R(Y) + R(Y) w = m, Y> 
where S is a given non-degenerate bilinear form on L. The “-” sign 
corresponds to a boson field, and the “+” sign to a fermion field. 
It turns out that the fermion field operators are always bounded, 
and the boson field operators are always unbounded. In the boson case 
it is therefore expedient to formulate the theory in terms of the 
Weyl operators W(x) = e is(z) instead; these satisfy the Weyl relation 
W(x + r) = eiB@,*)/2W(x) W(y). (Here B = -iS is a real skew form 
on L). 
For foundational purposes it is essential to know when the field 
algebra will exist, and in what sense it is unique. In the cases of 
physical interest, it turns out that L has the structure of a complex 
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Hilbert space, with S(B) equal to the real (resp. imaginary) part of the 
inner product, for the fermion (resp. boson) case. For such L, we may 
always construct a representation of the anticommutation (resp. Weyl) 
relations, the so-called Fock-Cook representation. K is taken to be the 
alternating (resp. symmetric) tensor algebra over H, and the field 
operators are defined in terms of creation and annihilation operators; 
the details may be found in [6]. 
If His infinite dimensional, it is known that there are an abundance 
of inequivalent representations of the Weyl or anticommutation 
relations. What is true however, is that in all representations the field 
operators generate isomorphic C* algebras. This was proven for 
bosons by Segal [I] and for fermions by Shale and Stinespring [fl. 
Thus the field algebra is unique as an abstract C* algebra. 
We now introduce the dynamics. Let O(t) be a l-parameter group 
of automorphisms of (L, S); O(t) is orthogonal in the fermion case, 
and symplectic in the boson case. O(t) induces an automorphism t(t) of 
the field algebra & : t(t) R(x) = R(O(t) X) (or f(t) W(X) = lV(O(t) x)). 
t(t) is the Heisenberg dynamics. 
Suppose now E is a state of A, and E is invariant under 
5(t) : E(A) = W(t) 4 f or all A in JZZ. Such an E is called an 
equilibrium state for O(t). It follows from the Gelfand-Segal construc- 
tion that each equilibrium state E canonically determines a represen- 
tation structure (‘rr, K, o, U(r)) where K is a complex Hilbert space, 
v is a vector in K, U(t) is a unitary group in K, and 7 is a representation 
of JY on K such that 
(1) E(A) = (+!I) o, o) for all A in JZZ 
(2) 4!(t) 4 = U(t) 71.w W-t) 
(3) U(t) et = z, for all t 
(4) v is cyclic for 57(d) 
U(t) is called the Schrtidinger dynamics. 
Suppose now U(t) is a weakly continuous unitary group; then 
U(t) = eitB for some self-adjoint operator B on K. B is the energy 
relative to E. (3) implies that Bv = 0. In case B is a positive operator, 
E is said to be a vacuum state, and a is the vacuum. 
We thus pose the following questions: 
(1) For which (L, S, O(t)) d oes there exist a vacuum state E? 
(2) When is E unique ? 
In the cases of physical interest, L may always be given the structure 
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of a complex Hilbert space H such that S(B) is the real (or imaginary) 
part of the inner product, and such that O(t) is a positive energy 
unitary group. For such L a vacuum state always exists; in fact K may 
be taken to be Fock space over H, and 7r the conventional Fock 
representation. It is evident that the vacuum v will be the only 
invariant vector in K if and only if O(t) has strictly positive energy. 
With this assumption Segal has shown that there exists a unique 
vacuum state E of the Weyl algebra over H whose generating 
functional G(x) = E(W(x)) is a continuous function on H [3]. 
Our main result is an answer to questions (1) and (2). In the fermion 
case, if we make the mild assumption that there are no invariant 
vectors in (the completion of) L, it follows that a vacuum will exist 
only in the case when L has the structure of a complex Hilbert space 
such that O(t) has strictly positive energy. Furthermore, there then 
exists a zcnique vacuum state (Theorem 2.1). 
The boson case is somewhat more complicated. If one requires 
however, a mild regularity condition on the vacuum state E, it follows 
that E is necessarily unique (up to a phase factor), and exists only if 
a complex Hilbertian structure may be put on L giving O(t) strictly 
positive energy (Theorem 4.3). This parallels the fermion result. 
One infers easily non-existence of the vacuum in certain interesting 
cases. For example, there exists no vacuum for the boson field 
c]p, = -m2g, (the Klein Gordon field with imaginary mass). This 
has also been shown by Segal using different techniques. 
More generally, we may consider the following question: Let 
9 = (L, B) be given. For which symplectic groups O(t) on 9 does 
there exist an equilibrium state E of the Weyl algebra over 9? If 9 
is Hilbertizable, we show that an equilibrium state E can exist having 
continuous generating functional only if O(t) is unitarixable. 
One may also characterize the conventional fields in terms of 
number operators. The Chaiken has shown that every representation 
of the Weyl relations over a complex Hilbert space, for which there 
exists a number operator which is bounded below, is a direct sum of 
Fock representations [7]. We extend this result to representations of 
the anticommutation relations (Theorem 2.6). 
In the theory of fermions, the fields themselves are never physical 
observables. What can be observed are the currents, which are certain 
bilinear functions of the fields. It is therefore of some interest to study 
the even subalgebra of the Clifford algebra over a complex Hilbert 
space. We find a necessary and sufficient condition that there exist 
a unique vacuum for this algebra. In particular, there is uniqueness 
in the relativistic cases. 
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The paper is arranged in five sections as follows: (1) positive energy 
groups; (2) fermion fields; (3) the even algebra; (4) boson fields; (5) 
equilibrium states. 
1. POSITIVE-ENERGY GROUPS 
Let H be a complex Hilbert space, and U(t) a weakly continuous 
unitary group on H. Then U(t) = eiiA for a unique self-adjoint 
operator A on H. 
DEFINITION. U(t) has positive energy if A > 0. U(t) has strictt’y 
positive energy if U(t) has positive energy and 0 is not in the point 
spectrum of A. 
Suppose now U(t) has positive energy, and let X, y E H. Then 
(u(t) X, y) - (eztAx, y) = I e’tAdnz,,, 
where mz,v is a complex measure of bounded variation supported 
on the non-negative reals. Thus (U(t) X, y) is the boundary value of 
a function f(z) bounded and holomorphic in upper half plane. 
Furthermore, f(z) satisfies 
JiI-fm f(d) = m,,,(O) = the component of mr,y 
concentrated at the origin. But m,,(O) = (PM.lx, y) where M is the 
null space for A (P, denotes projection on M). Thus if U(t) has 
strictly positive energy, M = (0) and hence lim,,,f(it) = 0. 
LEMMA 1.1. Suppose f and g are bounded and holomorphic in the 
upper halfplane, Re f (t) = Re g(t) for all real t, and 
few [f(d) - g(it)] = 0. 
Then f (2) = g(z) for all z. 
Proof. Set h(x) = f (z) - g(z). Then Re h vanishes on the real 
axis; hence by the Schwarz reflection principle h extends to a bounded 
holomorphic function in the plane. But such a function is necessarily 
constant; thus h(z) = lim,,, h(it) = 0. 
Note that H has the structure of a real Hilbert space HR relative 
to the inner product (x, y) = Re(x, y). Let T be a closed real linear 
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operator on H; by the real adjoint of T we shall mean the adjoint of T 
regarded as an operator on HR . 
Let S(x, y) = Re(q y), 23(x, y) = Im,(x, y). 
THEOREM 1.2. Suppose U(t) has strictly positive energy, and suppose 
that T is a continuous real linear transformation on H which commutes 
with U(t) for all t. Then T is complex-linear. 
Proof. Let T* denote the real adjoint of T. Then 
<u(t) x, T*Y> - (u(t) TX, Y> 
is a function of the type considered above, and its real part vanishes 
by the definition of T*. Hence 
(U(t) x, T*y) - (U(t) TX, y> = 0. 
Setting t = 0 we obtain (TX, y) = (x, T*y). Hence 
(TX, &> = -i(Tx, y) = -i(x, T*y) = (x, iT*y) 
for all x, which implies T*(iy) = iT*(y). Thus T* is complex linear, 
hence T = T** is complex linear. 
Remark 1.3. Suppose T is a closed real linear operator which 
commutes with U(t) in the following weak sense: 
S( U(t) x, T*y) = S(U(t) TX, y) 
for all x in the domain of T, and for ally in the domain of T*. Then T 
is complex linear. 
Proof. The proof of Theorem 1 shows that for all y E D(T*), 
iy E D(T*), and T*iy = iT*y. Thus T* is complex linear, which 
implies that T = T** is complex linear. 
Remark 1.4. Suppose the spectrum of A > E > 0 and TU(t) = U(t)T 
for all t ID t,, (here U(t) = ei*A). Then TU(t) = U(t) T for all t (and 
hence T is complex linear). 
Proof. By the assumption on the spectrum of A, (U(t) x, y) is 
the boundary value of a functionf(z) holomorphic in the upper half 
plane and satisfying 
lf(u + iv)] < Ce-EV. 
(We can take C = I[ x j( 11 y II), Then (U(t) TX, y> - <U(t) x, T*y) is 
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a function of the above type, whose real part vanishes for t > t, . By 
a theorem of Goodman [8] such a function is identically 0. Hence 
WV) TX, Y) = S(TU(t) % Y) f or all t and for all X, y in H, which 
implies that U(t) T = T U(t) for all t. 
Remark 1.5. Suppose G is a group and r(G) a unitary represen- 
tation containing a l-parameter subgroup having strictly positive 
energy (the single particle dynamics). Then YT is irreducible if and only 
if 7rR is irreducible (where H is regarded as a real Hilbert space). 
Proof. Suppose K is a real invariant subspace. Then P, 
(= projection on K) commutes with U(t), hence PK is complex 
linear. This implies K is a complex subspace, thus K = (0) or K = H. 
The following observation will be useful shortly. 
LEMMA 1.6. Suppose H is a real Hilbert space, and U(t) a 
l-parameter orthogonal group. If there exists a complex structure on H 
which gives U(t) strictly positive energy, this structure is unique. 
Proof. <U(t) x, y) = S( U(t) x, y) + iB( U(t) x, y). We are given 
S( U(t) x, y); this uniquely determines B( U(t) x, y) by Lemma 1.1. 
2. FERMION FIELDS 
We next prove a uniqueness theorem for abstract linear fermion 
fields. 
Let H be a real Hilbert space, and O(t) a l-parameter orthogonal 
group on N. An abstract fermion field over (H, O(t)) consists of 
X = {K, v, U, R) where K is a complex Hilbert space, v E K, U(t) 
is a l-parameter unitary group on K, R is a linear map of H into self 
adjoint operators on K satisfying 
(9 W WY) + R(Y) R(x) = S(x, Y) 
(ii) R(O(t) x) = U(t) R(x) U(-t) 
(iii) U(t) v = w for all t 
(iv) U(t) has positive energy 
(v) o is cyclic for the algebra generated by the R(x), x E H. 
We assume further either (A) or (B) below. 
(A) For no vector x E H (X # 0) do we have O(t) x = x for all t 
(i.e. the single particle dynamics is non-trivial). 
(B) o is the only vector in K invariant under U(t), and 
(R(x) v, V) = 0 for all x E H. 
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We then have 
THEOREM 2.1. Suppose there exists a positive energy $eId K over 
(H, O(t)) such that either (A) OY (B) is satisjed. Then there exists a unique 
complex Hilbertian structure on H such that 
(1) the given (real) inner product is the real part of the complex 
inner product and 
(2) O(t) is a positive energy unitary group. 
In fact, O(t) has strictly positive energy. 
Moreover, Z is necessarily unique and hence is the conventional 
Fock field over H. 
Proof. Suppose u E K, x E H. Then (R(x,) v, u) = (U(t) R(x) v, U} 
is the boundary value of a bounded holomorphic function f (z). 
LEMMA 2.2. v+T f (it) = 0. 
Proof. Let MC K be the subspace of invariant vectors, and 
let {wJ be a basis for M. Then the limit in question equals 
L <R(x) 2’7 w,><w, 9 u). We consider cases (A) and (B) separately. 
(A): Note that the map x 4 (R(x) V, w,) is an invariant linear 
functional on H, which is continuous since 11 R(x) v 11 = (1 x 11 (by the 
anticommutation relations). Thus there exist unique elements 
ya , ya’ in H such that 
(R(x) v, w,) = S(s, yJ + iS(x, yu’) for all x E H. 
By invariance, O(t) y. = yar , O(t) yor’ = y= , implying y. = ya’ = 0. 
(B): Here M is one-dimensional, and the limit is 
(R(m) v, v>(v, u> = 0 
We next establish uniqueness of the n-point function 
@(Y,) *** R(Y,) v, a>; 
this is done by induction on n. Thus suppose we know the k-point 
function for all k < n. We wish to determine 
<v, w R(Y,) --* R(YJ v> = w4 V? WY,) -0. WY,) v?- 
Consider (R(x,) v, R(y,) . . . R(y,) v); it follows from the anti- 
commutation relations that 
<R(x,) v, WY,) . . . WY,) v> = <WY,) . . . R(Y,) v, Wt) v> + XI;, 
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where each F, is of the form (Ii(y,‘) . . . R(y,‘) V, V) * (yl’, Y~‘)~ and 
Yl’, Yz’ ,-*-3 Yn ’ is some permutation of xf , y2 ,..., yn . These terms are 
all assumed known by the induction assumption; this gives either the 
real or imaginary of g(t) = (R(x,) V, R(ya) . . . R(y,) V) (depending 
upon the + sign). Butg(t) extends to a bounded holomorphic function 
g(z) in the upper half plane, and 
1hl;t g(d) = c (R(x) v, w,)(w, , R(y*) . . . R(y,) ZJ) = 0 
WCd 
by Lemma 2.2. It follows from Lemma 1.1 that g(t) is uniquely 
determined. This completes the induction. 
It is well known that the n-point function determines % in all 
respects; thus Z is necessarily unique, proving the last assertion of 
the theorem. 
Now consider the map T : H + K, x -+ 42 R(x) V, and set 
T(H) = H,, . H, is a closed real subspace of K, since T is orthogonal 
(in virtue of the anticommutation relations). H,, C MJ- by the proof of 
Lemma 2.2 and U(t) has strictly positive energy on Ml. Clearly 
U(t) T(x) = T(x,); thus H,, is a complex subspace of K (by the proof 
of Remark 1.5). Thus H inherits the complex structure on H,, , which 
gives O(t) strictly positive energy. 
Uniqueness follows from Lemma 1.6 and the observation that there 
are no invariant vectors (#O) in H, and hence in H. 
Remark 2.3. Suppose H is a complex Hilbert space, and O(t) is 
any weakly continuous unitary group on H. Then there exists a 
positive energy fermion field over (H, O(t)). 
Proof. Write H = Ii+ @ H- where O(t) has positive energy on 
H+ and negative energy on H- . Note that there is a natural orthogonal 
map T of H- onto its dual K’; T is defined by T(x) = (e, x>. 
Furthermore, T is antilinear: T(ix) = --iT(x). It follows that 
O’(t) = T o O(t) o T-l is a positive energy unitary group on H-‘. 
Now set H,, = H+ @ H-’ and let T, be the map of H onto H, 
defined by T,,(x @ y) = x @ Ty. T,, is obviously orthogonal; 
furthermore, O,(t) = T 0 O(t) 0 T-l is a positive energy unitary 
group on H, . Let X = (K, V, U, R) be the conventional positive 
energy field over (H, , O(t)); then (K, ZI, U, R o T) is a positive 
energy fermion field over (H, O(t)). 
Remark 2.4. Suppose H = Hl @ H2 , where HI , H, are invariant 
under O(t) and suppose that X exists over (H, O(t)). Then there exists 
a unique complex structure on H such that H = HI @ H2 (as a 
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complex Hilbert space) and such that O(t) has positive energy on H, 
and negative energy on H, . Furthermore, if there exists an orthogonal 
transformation T : HI +-+ H, commuting with O(f) (a “particle- 
antiparticle conjugation”), T is antiunitary. 
Proof. Let HP denote the positive energy structure on H (which 
exists by Theorem 2.1). Then as noted earlier, HI and H, , being 
invariant, are complex subspaces of HP; hence HP = HIP @ H,P. We 
now change the complex structure on H,p via the natural orthogonal 
map: H,p -+ (H2p)’ (see Remark 2.3); this gives O(t) negative energy 
on H2 . T is unitary on HP by Theorem 1.2 and hence is antiunitary 
for the new structure. 
To prove uniqueness, suppose HC = Hc 0 HSc is any admissible 
complex structure, Then O(t) has positive energy for HIC @ (Hzc)‘. 
Hence by Lemma 1.6, Hlc = HIP, (H,‘)’ = IIaP implying Hzc = (H$)‘. 
We wish to apply the uniqueness theorem to charged fermion 
fields; here the field operators are not self-adjoint. 
DEFINITION. Let H be a complex Hilbert space, and O(t) a 
weakly continuous unitary group on H. A positive energy charged 
fermi-dirac field over (H, O(t)) consists of S = (K, v, #, U(t)) where 
K is a complex Hilbert space, v is a vector in K, 16 is a complex linear 
map of H into bounded operators on K, and U(t) is a unitary group on 
K such that 
(1) M4, #*(Y)l = (x9 Yh kw9 ti(Y)l = 0 
(2) U(t) 16(x> UC-t) = #(O(t) 4
(3) U(t) v = v for all t 
(4) U(t) has positive energy 
(5) v is cyclic for the algebra generated by the #(x), 4*(y) for 
X, y in H (here 6*(y) denotes #(y)*). 
COROLLARY 2.5. Let O(t) = ei’A and suppose 0 is not in the point 
spectrum of A. Then there exists a unique positive energy charged jield 
.I%- over (H, O(t)). 
Proof. We first establish existence. Let (K, v, U(t), R) be the 
positive energy field which exists in virtue of Remark 2.3. Define 
y%(x) = l/1/2 [R(x) - iR(ix)]; it is easily checked that # is a complex 
linear map, and that (l))(5) are satisfied. 
We now prove uniqueness. Thus suppose & is given ; 
define R(x) = l/l/z [4(x) + #*(x)1. Then $(x) = l/2/2 [R(x) - iR(ix)], 
16*(x) = l/1/2 [R(X) + iR(ix)] and it follows that (R(x)} and 
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{4(.(x), #*(y)} generate the same algebras. Also {R(X), R(y)) = Re(x, y), 
U(t) R(x) U(-t) = R(O(t) x). Thus (K, z’, R, U(t)) is a positive 
energy field, and hence by uniqueness is the conventional positive 
energy field. Since 4(x) = l/v”? [R(x) - iR(ix)] the proof is complete. 
Number Operators 
Let H be a complex Hilbert space, and suppose we are given a 
decomposition H = H+ @ H- (H+ is the subspace of particles, and 
H- the subspace of anti-particles). Let (#, K) be a representation 
of the anti-commutation relations over H. 
DEFINITION. A self adjoint operator N on K is a number operator 
if e*“+(x) e--ieN = #(&‘x) for all x in Ii+ and eielv$(y) e@j” = +(e-*y) 
for all y in K . 
Observe that the usual number of particles operator has the above 
properties. 
THEOREM 2.6. Suppose N is bounded below. Then (#, K) is a direct 
sum of copies of the Fock representation over H+ @ H- . 
Proof. Write eiN = J: eih dE(h). Set A = -Ji hdE(h). Then 
N + A is a number operator whose spectrum is a subset of the integers 
(see cm 
Thus there is no loss of generality in assuming the spectrum of N 
consists of integers; adding a constant if necessary, we may further 
assume that 0 is the smallest eigenvalue. Now choose an eigenvector 
v in K such that NV = 0. Let K, denote the subspace generated by 
the field operators acting on 2’. Clearly K, is invariant under 
U(t) = eifN. 
Let B be the self adjoint operator on H defined by B = +l on H+ 
and B = - 1 on H- ; set O(t) = eitB, U(t) = eiW. Then 
U(t) W) V-t) = W(t) 4 
for all x in H, U(t) has positive energy, and U(t) ~3 = v for all t. Thus 
by Corollary 2.5 it follows that (I,$ K,,) is Fock space over H+ @ H- . 
We now observe that K’ = K,,l is invariant under the field 
operators, and N is a non-negative number operator on K’. The 
theorem therefore follows by transfinite induction. 
Fields in Con&ration Space 
To illustrate the physical application of the uniqueness theorem, we 
consider several examples of conventional linear fields in configuration 
space. 
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Example 1. The Dirac field with a time independent external 
potential. 
The heuristic field z,$ = (I& , 6, , $a , 4,) satisfies the Dirac equation 
and the equal time anticommutation relations 
The field dynamics U(t) implements the map &x, t,) + $((x, t + to). 
(For a definition of the y’s see [9]). These equations are formal since 
the field at a fixed point is too singular to be described by an operator; 
what makes sense, however, is the field smeared with suitable test 
functions. We therefore make the following mathematical assumptions: 
(1) For each function f~ Cam(R3) taking values in C” we have 
associated an operator $(f), ($(f) corresponds to 
(2) The anticommutation relations {4(f), #*(g)}+ = (f, g}, hold 
for all f, g of the above description (the inner product is taken in 
P(P) @ C4) 
(3) The field dynamics U(t) satisfies U(t) #(f) U(-t) = #(O(t)f) 
where O(t) is the propagator for the Dirac equation (*). 
Properties (2) and (3) are derivable easily by formal arguments. 
If the external potential ,4(x) is bounded, the propagator O(t) = eifB 
where 
B = -my0 + A, - 2 (! y”yk& - y”yk&) 
k=l ’ 
is self adjoint on L2(R3) @ C4. It follows that there will be a unique 
vacuum for this field if and only if 0 is not in the point spectrum of B. 
Example 2. The relativistic electron field. 
Let M denote 4-dimensional Minkowski space (relativistic space- 
time). We take as the space L of test functions all spinor valued 
functions f in Co*(M); for each such f we suppose there is defined 
a field operator z+(f) N Jf (x) 0 +*(x) d4x where “0” denotes the 
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(indefinite) relativistic inner product in spin space. We assume 
anticommutation relations of the form 
where B is some (unspecified) sesquilinear form on L x L. The field is 
assume relativistic; this means B(f, h) = B(f, , h,) where g is any 
inhomogeneous Lorentz transformation, and f,(x) = S(g)f(g-lx), 
S being the spin representation (We allow the full orthochorous group 
to act.) We will assume also the relatively mild regularity condition 
that B is a tempered distribution. 
The field must satisfy the Dirac equation 
04 = (y .a + im) I/J = 0. 
We thus suppose #(Of) = 0 for all f in L. 
The action of the single particle dynamics O(t) is given by 
This completes our assumptions. 
We first show that B is uniquely determined up to a positive 
scalar factor. Let E denote four dimensional spin space. Since B is 
translation invariant, it follows that there exists a tempered distribution 
T on M, taking values in End(E), such that 
WY 4 = j TCY)f(Y - 4 o 4-4. 
(See, e.g., [IO].) 
Clearly B(f,f) = (#(l(f), #*(f)} > 0; thus T is positiwe. It follows 
from a generalized Bochner Theorem [ZO] that the fourier transform 
p is a positive (matrix valued) measure. Since B(( 0 - m2) f, h) = 0 
for all h, p lives on the mass hyperboloid p2 = m2. Let TV = trace of F; 
then p is a positive measure on the mass hyperboloid which is invariant 
under the orthochorous Poincare group, and is hence proportional to 
the standard measure TV a = d ap 1 p, I. It follows that each of the matrix 
entries of T is absolutely continuous with respect to t.~. This implies 
that the matrix entries are in fact continzlous functions on the hyper- 
boloid multiplied by the standard measure, since for all g in the 
PoincarC group we must have p(gp) = S(g) f’(p) S( -g) for almost 
all p on the hyperboloid (we have set If’ = f’(p)(d,p/I p, I)). 
Now let EP denote the null space for the operator y * p - m. Since 
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B(Df, h) = B(f, Dh) = 0 f 
Range F(p) C Ep . Thus 
or allf, h EL it follows that Ker T(p) C Epl, 
B(f, 4 = j fwm .&J) f$$ = <APf, Ph) 
(where P is the usual projection of L onto solutions of the Dirac 
equation) for some closed operator A on the Hilbert space of solutions 
to the Dirac equation. Since A is invariant under the orthochorous 
PoincarC group, A is constant. This determines B up to a positive 
scalar factor. 
Once B is known, the field is unique by Corollary 2.5. 
3. THE EVEN ALGEBRA 
Let H be a complex Hilbert space, and let &’ be the even subalgebra 
of the Clifford algebra over H. We denote R(x) * R(y) = R(x, y) for 
x,y in H. Suppose O(t) = eilB is a weakly continuous unitary group 
on H; then O(t) induces an automorphism O’(t) of & which sends 
R(x, y) into R(O(t) X, O(t) y). W e wish to prove that there is a unique 
state of & invariant under O’(t) and having positive energy. It will be 
necessary to make a further assumption about O(t); this is clarified by 
the following example. 
Example. Suppose B > E > 0 and E is in the discrete spectrum of 
B. Let u be a unit vector in H such that Bu = EU; write H = HI @ H, 
where HI = (u) = the one dimensional subspace spanned by U, and 
H, = H,l. Let L be the complex Hilbert space H,’ @ H2 where HI’ 
is the dual space to HI. Then there is a natural orthogonal 
isomorphism T : H --+L; furthermore O,(t) = TO(t) T-l is a unitary 
group on L whose energy is equal to --E on H,’ and is >E on H, . 
Let K be Fock space over L, U(t) = r(O,(t)), and let K, C K be 
the subspace generated by even polynomials in the field operators 
acting on the vacuum v E K (v is the vacuum for L). Clearly U(t) 
will not have positive energy on K; however, we claim U(t) does 
have positive energy on K,, . 
Proof. Let (x~} be a basis for L, where x0 = Tu and {x~}~+~ is a 
basis for H, . To simplify notation we denote O,(t) x = st , and 
denote by R’ the field operators over L (acting on K). Let 
f(t) = (R’(xfl’) -es R’(xjtsn)) v, R’(yl) . . . R’(y2”) v) where N(K) are 
all distinct and the y’s are orthogonal in L. We must show that f is the 
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fourier transform of a measure supported on the non-negative reals. 
Butf(t) is equal to 
constant = C (x;(~), y*(r)) . . . (3;(8’1), yntzn)) 
where rr runs over all permutations of (l,..., 2k). Now 
(x,“,y) = e+’ (xO,y) and for CL # 0, (q”, JJ) = l: e2”‘dm(p,,) . 
Since the a(K) are all distinct and each product contains an even 
number of factors, it follows that each summand will have only 
positive frequency fourier components. 
Clearly the mapping T extends to an isomorphism 4 of the Clifford 
algebras over H and L. If E denotes the Fock vacuum over L, it 
follows from the above observation that E’ = E * 5 is a positive energy 
state of &. Moreover, E’ is not the Fock vacuum state E, over H 
restricted to A?, since 
E’W, Y)) = WY, TX)= # <Y, X.)H = Eo(R(x, Y)). 
This shows, incidentally, that there is never uniqueness when H 
is finite dimensional (for we may always change the complex structure 
on H to give O(t) positive energy). However, in the relativistic case 
there is always uniqueness. 
THEOREM 3.1. Let a = inf(l h / : X E spectrum of B). If fa is not 
in the discrete spectrum of B, then there exists a unique positive energy 
state of d. 
Proof. Write H = H+ @ H- where O(t) has positive energy on 
H+ and negative energy on H... . Set HI = H, @ H-‘. Then 
there is a natural orthogonal isomorphism T : H -+ HI such that 
O,(t) = TO(t) T-l has positive energy on HI ; furthermore, the 
Clifford algebras over N and HI are isomorphic. Thus there is no loss 
of generality in assuming that O(t) has positive energy. In fact O(t) will 
then have strictly positive energy, since 0 is not in the point spectrum 
of B (by the hypothesis of the theorem). 
Suppose we are given (R, v, K, U(t)) where U(t) has positive 
energy on K. We must show that the n-current function 
(% , Yl) *** wn 9 Y3 v, v> 
is uniquely determined by analyticity. 
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We consider first l-current function <R(x, y) z’, rl>. We know 
11 R(x, y)/l < /I x jj j/y j/ hence j,<R(x, y) V, c>i < 11 s /I 1) y /I and it follows 
that there exist real linear operators Tl , T, on H, 11 Tl 11, 11 T, 11 < 1 
such that 
<, Tlx, yjRe = Re(R(x, y) 21, V> 
<T,s, Y)R~ = Im(li(x, y) zv, 7~). 
Since v is invariant under U(t), Tl and T2 commute with O(t) and 
hence are complex linear (since O(t) has strictly positive energy). 
From the anti-commutation relations R(x, y) + R(y, x) = 2 Re(x, y) 
we get Tl + T,* = 21, T, + T2* = 0, hence Tl = I (since 
II TI II d 1). 
LEMMA 3.2. T, = il. 
Proof. T, is skew adjoint and therefore T = -iT2 is self-adjoint. 
Suppose p is in the spectrum of T; we will show p = 1. 
T and O(t) commute and hence are simultaneously diagonalizable. 
Let HA*6 C H be defined by HA*’ = CtA-8,n+,I(B) H where C, denotes 
the characteristic function of E. 
Suppose we are given E > 0. Then for some jixed X > a = inf 
spectrum of 23, we may find ya < HA,’ such that llyaII = 1 and 
II PYS - TY~ II < E for 6 arbitrarily small (this follows from the 
assumption that a is not in the point spectrum of B. Thus there exists 
h > a and some p’, / p - CL’ 1 < E/2 such that (A, CL’) is in the joint 
spectrum of B and T; this implies the above assertion). 
Let 5 = (A - a)/3. Fix 6 so small that 6 < 5 and 
) e2ni61A _ 1 / < E 1 e2?rz(a+OlA _ 1 12. 
Set y = y8 for this 8, and let x E Ha*t. 
Now for any four vectors x, y, x’, y’ in H it follows from the 
commutation relations for ~2 that 
WW, , rd v, W’, y’) v> = Im H<Ty, , y’>(xt , x’> 
+ <TY, Y’><x, , Lx’) 
+ <yt ,Y’XTX, 9 x’) - (yt , y’)( TX, , x’)]. 
But for x E Ha*b, y E H A,6 all four terms on the right have only positive 
frequency Fourier components. This is obvious for the first and third 
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terms; for the second term we have (Tyl , y’) = J:ri eikl dm, , 
(Xl 9 x’> = SzfP eikl dm, ; hence 
we 






Uh , y’)<xt , x’> = J 
eEktdm 4 
A-6-a-C 
and h - 6 - a - E > O! The fourth term may be treated similarly. 
It follows therefore by analyticity that 
(R(x, , yJ a, R(x’, y’) w) = &[. .] + real constant. 
Thus 
([R(xto , yt,) - qx, y)] v, lqx’, Y’) v> = H. .lt=t, - 3. .lt-II * 
Fix t, = 27-r/X. Set x’ = xI, - x, y’ = y. Then the right side equals 
Oh, 9 r>ll xtO - x II2 + 2<Tyt, - TY,Y) Wx, xtO - x> 
+ WY - yt, Y> WTxto , x>. 
But II xl0 - x II2 > I e2k(a+c)/A - 1 12, 11 yl, - y ]I < / e2fiall - 1 I hence 
by the choice of 8, 11 yl, - y 1) < E 11 xI, - x \I2 < 4~ since I( x 11 = 1. 
Thus the right side equals (Ty, y) I/ x1, - x /I2 + ER where 
I 4 I < 10~ II xl, - x l12. 
Similarly, the left side equals 
@(x’, Y’) VP w, Y’) v> + wx*o > Yt, - Y) v, W’s Y’) v> 
= II Xto - x II2 + & 
where 
I EL I < 2 II yto - Y II < 2~ II xto - x l12. 
Thusi(Ty,y)-1 I -=c 12~,I(Ty,y)-CL/ <Eimplying]I*.-1 I < 13~. 
Since E > 0 was arbitrary, this proves the lemma. Thus 
<% Y) w, 0) = <TA Y)Rc? + i<Tzx, Y)Re 
= <x,y)Re + i<ix,y)Re = <Y, x>- 
Suppose now w is an invariant vector in K, and w is orthogonal to v. 
5w4/3-4 
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We wish to show (R(x, y) v, w) = 0 for all x, y in H. Consider 
(R(x, , yt) v, R(x, y) v). It follows from the commutation relations 
that 
Im(R(xf ,rt) 91, R(x, Y) Q = W<xt , x)(yt , Y> - (xt , YXY~, 41. 
Hence by analyticity 
(R(xt 9 Yt) 01 R(x, Y) v> = (Xt , XXYf , r> - (xt , y)(x, , x) + constant. 
Setting t = 0 we get the constant = (x, y)(y, x) = 1(x, y)12. 
Let MC K be the subspace of invariant vectors, and let {We} be 
a basis for M, where w,, = v. Then we know the constant in question 
equals 
C (R(x, Y) v, w,>(wa 9 R&s Y) v> = c I(+, Y) 07 w,P- 
LI 01 
Thus 
I<x, r>12 = I@@, Y) 0, o>l’ + ,cL, I<R(x, Y) 0, WA’- 
a 
But j(R(x, y) a, v)12 = 1(x, y)i2, hence (R(x, y) v, w) = 0 for all 
invariant w 1 v. 
To complete the proof of the theorem, we evaluate 
f(t) = CR@, , yt) v, R(x’, Y') . . . R(xn, y") 0) 
by induction on n. The commutation relations for &’ give 
f(t) f f(t) = c Fa 
where eachF, is of the form (zl , z2)(R(z3 , z4) . . . R(z,,+~ , zZnf2) v, v> 
where xi ,..., z2n+2 is some permutation of x1, y, , x’, y’,..., xn, yn; 
these terms are assumed known (induction assumption). This gives 
either the real or imaginary part off(t). Also 
which likewise is assumed known. This uniquely determinesf(t) by 
analyticity. 
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4. BOSON FIELDS 
We turn now to linear boson fields. We first define the mathema- 
tically relevant objects. 
DEFINITION. A boson single particle space is a triple 9 = (L, B, O(t)) 
where L is a real linear space, B is a non-degenerate skew form on L, 
and O(t) is a 1 -parameter symplectic group on L. 
A positive energy Bose-Einstein jield over 9 is a quadruple 
X = (K, IV, ZJ, U(t)) where K is a complex Hilbert space, z, is a 
vector in K, U(t) is a unitary group on K, and FY is a map of L into 
unitaries on K such that: 
(1) IY(N + y) = eie(~,s)12W(x) IV(y) for all x, y in L 
(2) W(O(t) x) = U(t) W(x) U(-t) 
(3) U(t) z, = v for all t 
(4) U(t) has positive energy on K 
(5) W(sx) is a weakly continuous function of s 
(6) ZI is cyclic for the algebra generated by the w’s 
Here the W’s are the Weyl operators, U(t) is the$eld dynamics, and 
w is the vucuum. Relation (1) is the (generalized) Weyl relation. 
It is not difficult to see that X is determined up to unitary 
equivalence by its generating functional E (see [2]); E is the complex 
valued function on L defined by E(x) = (W(x) v, v). 
It follows from (5) that W(sx) = eisRcs) for some self adjoint 
operator R(x) on K. The R’s are the jield operators; they satisfy 
canonical commutation relations [R(x), R(y)] C iB(x, y) * I (in virtue 
of (1)). The boson field operators are unbounded, however, and it is 
technically expedient to formulate the theory in terms of the Weyl 
operators instead. 
We first give an example to show that there is in general not 
uniqueness on the basis of (l)-(6) 1 a one, even if the structure of the 
single particle space is significantly restricted. 
EXAMPLE. Let H be a complex Hilbert space, and O(t) a unitary 
group having strictly positive energy. Let D denote the algebraic 
subspace of H generated by vectors of the form O(t) x - X, for all x 
in H and all real t. We suppose D # H. Let E be an algebraic 
complementary subspace to D : H = D @ E (algebraic direct sum). 
Suppose we put any positive real inner product on E; then HI = the 
completion of E @ iE is a complex Hilbert space. Finally set 
H,, = H @ HI , and K, = Fock space over H,, . 
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WehaveanaturalmapT:H-+H,,x- ~+z+x@,z,y~D, 
x E E. Let O’(t) = O(t) x I; then O’(t) is a positive energy unitary 
group on H, . We claim 
(1) TO(t) = O’(t) T 
(2) T is symplectic. 
Proof. (1) Observe O(t) x = xl = yt + sI = (yl + x1 - z) + x 
and yd + .zf - z E D. Hence 
T(O(t) x) = xt @I z = O’(t)(x @ z) = O’(t) T(x). 
(2) *:T(x), T(x’))~, = (x, x’)~ + (z, z’>~, and Im(x, z’)~, = 0 
since z, z’ E E and HI = E @ iE. 
NOW let IV,, be the representation of the Weyl relations over H, on 
Ko 9 Lie(t) = qo’(t)> and set W = IV, o T; it is immediate that 
(Ko 1 WfJ Y vu, Uo(t)) is a positive energy field over (H, O(t)). Further- 
more, this is not equivalent to the conventional free field since the 
generating functional 
the generating functional for the conventional field. Thus there is not 
uniqueness of the basis of (l)-(6). What is true always, is the 
following: 
THEOREM 4. I. Let 9 be a boson single particle space, and let D CL 
be the algebraic subspace generated by elements of the form xt - x. 
Suppose there exists a positive energy $eld X over 9. Then there exists 
a unique complex Hilbert space H together with a symplectic linear map 
T : D --f H such that 
(1) T(D) is dense in H and 
(2) T o O(t) 0 T-l extends to a unitary group on H having 
strictly positive energy. 
Furthermore, the generating functional (W(x) v, v) = e-*llTxllZ for all 
x in D. Suppose u E K is invariant under U(t) and u 1 a; then 
(W(x) v, u) = 0 for all x in D. 
Proof. Suppose u E K is as above. It follows from the Weyl 
relations that 
( M/(x,) 21, W( -3) vj = ezB(z*e~)( IV(x) 72, W( -xt) 2~) 
( Fiqx,) 0, W(x) uj = e--tB(-)( W( 7~) v, W( -Xt) u ,J 
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and hence 
ow*) v, w -4 v>( W,) 0, w4 u> 
= (W(x) v, W( -X*) v>( W( -Lx) v, W( -XJ u) (*) 
Now 
W(x,) v = U(t) W(x) v, W-x,) v 
= U(t) W(-x) 0, W(-x,) u = U(t) W-x) 24, 
since both u and v are invariant under U(t). It follows from the 
positivity of the energy then that each factor on the left side of (*) 
extends to a bounded holomorphic function in the upper half plane. 
Taking the complex conjugate of the right side, we get 
(W(--x,) 0, W(x) V)(W(-XJ 24, W(--x) v) 
which likewise extends to the upper half plane; the right side itself, 
therefore may be continued into the lower half plane. It follows that 
either side extends to a bounded holomorphic function in the plane. 
Thus both sides are constant (as functions of t). Setting t = 0, we get 
(W(x) v, W(x) u) = (v, u) = 0; hence 
(lV(x,) v, lV( 4) v)( lV(“V,) a, W(x) u) = 0 
for all t. A product of two holomorphic functions vanishes only if one 
of the factors vanishes; hence (W(x, - x) v, u) = 0 for all t unless 
(W(2x) v, v) = 0. 
Set y = hx, h > 0. If h is sufficiently small, (W(2sy) 21, v) # 0, 
- 1 < s < 1 (by regularity). Thus ( W(s( yI - y)) v, u) = 0 for all t, 
and for all invariant u 1 v. 
Set x = yl, - y. Then by the above observation 
( W(LZ,) v, W(rz) v)( W(q) 71, W( 4~) v) = constant 
= (W(sz) v, v)2 pv(Yz) v, v)[2 
for -1 < s < 1 (the constant is evaluated by taking the limit 
Im t + co, and observing (W(sz) v, u) = 0). 
Let fW = WY YZ v, v). Then f is continuous and bounded, ) 
f(0) = 1, and f satisfies (by the above) 
f(s + Qf(s - 4 = fW I f(W for -1 <s < 1. 
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LEMMA 4.2. Any function f with the above properties necessarily has 
the form 
f(s) = ezhos-k~2s2 for all s. 
We will prove this later. 
Hence (IV(sz) a, v) = eikos-k12s2. From this it is clear that v is in the 
domain of R(z) (where W(sz) = eisR@) ). Now it follows easily from the 
Weyl relations, that v E Domain R(x) and v E Domain R(y) implies 
v E Domain R(x + y) and R(x $- y) v = R(x) v + R(y) v. Hence v 
is in the domain of R(x) for all x in D, and (R(x) V, u) = 0 by linearity, 
since (W(sz) a, 24) = 0 for small s implies (R(z) v, u) = 0, for all 2 
of the form yI - y. 
Consider the map T : D -+ K, T(x) = fl[R(x) v - (R(x) a, v) v]. 
It follows from the Weyl relations by differentiation that 
B(x, y) = 2 Im(R(x) v, R(y) V) so that T is symplectic. Furthermore, 
T(x) I u, v for all x E D implies T(D) C M-L where MC K is the 
0 energy subspace. Hence it follows that H = real closure of T(D) is 
a complex subspace of K, on which U(t) has strictly positive energy. 
Clearly TO(t) = U(t) T. Th is p roves the first assertion of the theorem. 
Suppose we know (W(z) e, u) = (W(y) v, u) = 0 for all invariant 
u 1 o (where a, y E D). By the Weyl relation 
e-:(~tJ)(W(yJ v, W(--z) u) = e-*(z*yd(W(.z) V, W(--y,) U) 
where (y, z) denotes (Ty, Tz). But the left hand side extends to a 
bounded holomorphic function in the upper half plane, and the right 
hand side likewise in the lower half plane; hence both are constant. 
Thus 
e-t@@)( W(yt) 0, W( -z) u> = (W(y) v, v)(v, W( -2) 24) = 0 
hence ( W( y + z) V, u) = 0. From this it follows that (W(X) V, u) = 0 
for all x in D. 
Using the same technique we obtain 
( W(x + y) 0, 0) = e-(Re/2)<2.r)( W(x) 41, a)( W(y) 0, v) 
for all x, y in D. Setting y = -x we get 
I( W(x) v, v)i = e-*(z*z). 
It thus follows that <W(X) a, v) = x(x) e-fllxll’ for some character x 
on D. 
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We are therefore done if we show (W(x,’ - x’) w, o) is real for all 
x’ in L. Since the phase is given by a character, it is sufficient to show 
<WC% - x) o, o) is real where x = xl/n for some integer tl. Choosing 
?t sufficiently large, we may suppose (W(2x) w, w) # 0. By an earlier 
observation 
(W(x, - x) 0, w)( W(x, + x) a, w) = constant 
= II ~ow(4 4II” 
x (how 4, ~o(w-x) 4) 
where P,, = projection on the 0 energy subspace. Similarly 
<wx - 4 0, w>w(x, + x) w,w> = II ~oW(--x) 4II” 
x <how 4, ~oW(-4 4) 
hence (W(x, - x) w, w)/( W( - x x J a, w) is real. But (W(x - xl) w, w) = 
Wh - X) w, w); thus (W(xl - x) w, w) is real. 
It remains to prove the lemma. 
LEMMA 4.2. Suppose f is continuous and bounded, f (0) = 1, and f 
satisfies f(s+ t)f(s- t) =f(s)21f(t)12 (*) for -1 <sQ 1. Then 
f(s) = eikos-kl*ss for all s. 
Proof. Set g( t) = log 1 f (t)l. Theng is continuous in a neighborhood 
of 0, g(0) = 0, and g satisfies g(s + t) + g(s - t) = 2[g(s) + g(t)] 
near 0. It follows from this (by induction) thatg(ns) = n2g(s) whenever 
tls E [-E, E] for some fixed E > 0. Let h(t) = g(t)/t2 then h is 
continuous in (0, E) and satisfies h(nt) = h(t). This implies h is 
constant = k, hence 1 f (t)l = ekts for small t. But (*) telescopes, 
implying 1 f (t)l = ek’* for all t; hence K = --kr2. It follows easily 
from (*I thatf (t)/l f (91 is a character and hence of the form eik@. 
THEOREM 4.3. Suppose we know either (A) w is the only inwariant 
wector in K, or (B) w is cyclic for the W(x), x E D. Then L may be 
imbedded in a unique manner as a dense linear subset of a complex 
Hilbert space H such that B(x, y) = Im(x, y} and such that O(t) 
extends to a unitary group hawing strictly positiwe energy. Furthermore, 
K is Fock space ower H, and W(x) = x(x) W,,(x), x EL where W,, are 
the usual Weyl operators, and x is a character on L, continuous on finite 
dimensional subspaces, and identically 1 on D. 
Proof. First observe that (B) implies (A), since (W(x) w, u) = 0 
for all x in D implies u = 0. 
372 WEINLESS 
It follows from (A) in the usual manner that 
l W(x + y) v, v)( W(x - y) 0, v) = (W(x) v, v)’ I(, TV(y) v, v>l’ 
for all X, y in L. Setting x = sz, y = tx, f(t) = (tV(tx) V, zl,j we 
obtain f(s + t)f(~ - t) =f(~)~ if(t) Hence by the lemma 
f(s) = eik,g-k12sae This implies ZI is in the domain of R(x) for all z in L. 
Set T(z) = R(z) w - (R(z) U, V) V; then T is the desired imbedding. 
From the existence of the complex structure it follows that 
(W(x + y) v, v) = e-cRe/z)(u,z)( W(x) a, v)( W(y) ‘0,~) 
hence (P&‘(X) U, s> = x(x) e- *ils112 for some character x on L. By the 
invariance of V, X(X!) = x(x); thus x vanishes on D. x is continuous on 
finite dimensional subspaces by regularity. Since a regular state is 
determined by its generating functional, this proves the theorem. 
COROLLARY 4.4. Suppose H is a complex Hilbert space, and O(t) is a 
weakly continuous unitary group on H which does not have positive energy. 
Then there exists no positive energy Bose-Einstein field over (H, O(t)). 
Proof. Write H = H+ @ H- where O(t) has strictly negative 
energy on H- ; by assumption K # (0). Let x # 0, x E D n K 
(which is a dense subspace of H-). Then 
S(.Q > x) + iB(x, ) ix) = (Xt ) x) 
is the boundary value of a bounded holomorphic function in the lower 
half plane, vanishing for Im t + -00; hence -S(x, , X) + iB(x, , x) 
is the boundary value of a bounded holomorphic function in the upper 
half plane vanishing for Im t -+ CO. Let S,,(x, y) + iB(x, y) be the 
positive energy inner product on D whose existence is guaranteed by 
Theorem 4.1 (supposing .X exists). Then S,,(X, , X) + iB(xt , x) is the 
boundary value of a bounded holomorphic function in the upper half 
plane, vanishing for Im t --f co. Thus SO(xd , X) = -S(x, , X) implying 
S,(x, x) = -S(x, x). But S&x, X) > 0 and S(x, X) > O! 
Remark 4.5. Suppose O(t) has strictly negative energy on H, 
and L C H is any invariant real linear subset. Then the above proof 
shows that there exists no positive energy field over (L, B, O(t)). 
EXAMPLE 4.6. As a further application of Theorem 4.1 we show 
“there exists no vacuum for the boson field 
09 = -rn%p (*) 
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satisfying canonical commutation relations 
[dx, O), ?QJ, O)l = 0 = [d% 01, @(Y, ON, [94x, 01, @(Y, ON = i@ - Y).” 
The above expressions are heuristic; we take (L, B, O(t)) to be the 
following: 
(1) L = C0”(R3) @ C,,“(R3) (f @g corresponds to the heuristic 
operator Jf<x> ICI@, 0) d3x + J&9 $(x, 0) d34 
(2) B(f 0 gJ’ 0 g’> = SW - f ‘d 4x 
(3) O(t) is the propagator for (*): O(t)(f @g) = (h(t) @ h(t)) 
where h(t) is the solution to (*) with Cauchy data h(0) = f, h(O) = g. 
ASSERTION. For (L B, O(t)) as above there exists no positive energy 
field. 
Proof. The assertion will follow from Theorem 4.1 provided we 
find vectors 1, s in D CL such that B(Z, , s) is unbounded for t --t co 
(otherwise / B(Z, , s)/ = 1 Im(l, , s>j < 11 11 . 11 s II). 
Write (*) in the form a2rp/8t2 = (m2 + A) p) = Aq. Then the 
propagator 
O(t) = ,c :): 
We diagonalize A by taking a three dimensional fourier transform. 
Then A = m2 - I p 12. O(t) has the following form: 
(a) where A < 0, A = -B2 (B = (I p I2 - rn2)l12) 
0 1 sin Bt 
O(t) = cos Bt *I + A o ( 1 B 
(b) where A > 0, A = C2 (C = (m2 - I p 12)li2) 
0 1 sinh Ct 
O(t) = cash Ct . I + A o c. ( 1 
By the Plancherel Theorem B(f @ g, f’ @ g’) = f( f( g’)” - f’f) d3p. 
Let 52 be the region ( p I2 < m2. Choose f such that p does not vanish 
identically in Q. Take h = f @f, K = (-f) @f. Then 
B(& , K) = /,I f(p)12 [2 cash Ct + 7 + C sinh ct] d,p 
+ s,a-, If( [2 cos Bt + y + B sin Bt] d,p. 
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The second integral is certainly a bounded function of t, and the first 
increases exponentially for t -+ co. Set 1 = htO - h, s = KfO - k, for 
some t, > 0. Then Z, s E D and 
BVt 3 4 = W,,,, - ht 9 ht, - 4 = 2% , A) - B(ht+tO , h) - B(h,+, , h) 
(by invariance of B). Thus 
B(4 3 $1 = - NB(ht+to, 4 - B(h, 9 4) - W, ,A) - W-t,, , h))] - --co 
as t + oo in virtue of the exponential growth of B(h, , h). 
Composite Systems 
We describe now systems in which both fermions and bosons are 
present. Thus we suppose given a fermion single particle space 
(H, O(t)), d b an a oson single particle space (L, B, O,(t)). A positive 
energy field X will consist of (K, R, IV, V, U(t)) where K is a complex 
Hilbert space, R is a representation of the anticommutation relations 
over H on K, W is a representation of the Weyl relations over 9 on K 
such that W(hy) is a weakly continuous function of X and such that 
R(x) W(Y) = WY) R(x) f or all x in H and all y in L. As usual we 
suppose U(t) has positive energy, and the vacuum v is invariant; we 
assume that v is cyclic for the algebra generated by {R(x), W(y): 
x E H, y EL}. We suppose further that there are no vectors in H 
invariant under O(t). 
We let D denote the subspace of L generated by {x1 - x: x EL). 
THEOREM 4.7. Suppose either 
(A) The vacuum v is the only invariant vector in K or 
(B) v is cyclic for the algebra generated by {R(x), W(y)} for x in H 
and y in D. 
Then there exist unique complex Hilbertian structures HF on H and 
H, on L such that O(t) and O,(t) extend to unitary groups having 
strictly positive energy. 
Furthermore, Z is unique up to a character x on L as in Theorem 4.3. 
Proof. Let KI C K be the subspace generated by polynomials in 
the R(x) acting on v. Then (KI , R, v, U lk,) is a positive energy field 
over (H, O(t)). It follows from Theorem 2.1 that HF exists and further 
the n-point function (R(x,) . . . R(x,) v, v) is uniquely determined. 
Likewise, it follows from Theorem 4.1 that the (incomplete) 
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complex structure H, exists on D, and further the generating 
functional ( W(y) v, v) = e-fllYll* for all y in D. 
Let W(Xy) = eflS(v). It follows that z, is an analytic vector for S(y) 
for all y in D, and that 
W(y) v = pm go v v] .
Suppose now condition (B) is satisfied. Then clearly (K, U(t)) will 
be determined once we evaluate (W(y) ZI, R(x,)...R(x,) V> for all y 
in D, and xi ,..., x, in H. By the preceeding observation, it is sufficient 
to evaluate (S(y)” V, R(x,) . . . R(x,) V) for all m. We do this by 
induction on n. First observe that since R(x) commutes with W(hy) 
for all h it follows that the domain of S(y) is invariant under R(x) and 
further S(y) and R(x) commute. Now for n = 0, we are in Fock 
space over HB which is known. For n = 1, we have 
WY)” v, R(x) v> = (R(x) 0, S(y)” v> 
hence if f(t) = (R(yJ, So v), then Imf(t) = 0. Also, we know o 
is the only invariant vector in K, ; hence 
li-if(zq = <R(x) 0, v)(v, S(y)” v) = 0. 
Thus (S(y)” o, R(x) v) = 0 by analyticity. 
In the general case, we have 
<qyp 0, qx1) *** q%J v> = & <R(x,) -.- q&J 0, fqY)m v> 
+ terms involving fewer than n fermion operators. 
By induction assumption, this determines either the real or imaginary 
part of g(t) = (R(x,‘) . . . R(x,‘) V, S(y)m v}. But 
fi% g@) = @(x1) *** R&J v, v>(v, qyp v> 
which is known; this determines g(t) by analyticity. Hence (K, U(t)) 
is unique, and is therefore the conventional representation space and 
Schrodinger dynamics. This implies w is the only invariant vector in 
K; thus (B) implies (A). 
We now assume (A). It follows from Theorem 4.3 that the 
argument given above to determine (W(y) o, Ii . . . R(x,) o) for y 
in D is applicable to ally in L (modulo the character x). This proves 
uniqueness. 
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Existence of the complex structure on L likewise follows from 
Theorem 4.3. 
5. EQUILIBRIUM STATES 
Let 9 = (L, B) b e a boson single particle space; we wish to 
determine for which symplectic groups O(t) on 9 there exists an 
equilibrium state of the Weyl algebra. 
DEFINITION. We say 2 is Hilbertixable provided there exists a 
positive definite symmetric form S on L such that B is continuous 
relative to S, and S is closed relative to B. 
We will need the following facts about Hilbertizable spaces, which 
are proved by Segal in [4]. 
(1) 9 is Hilbertizable if and only if L may be imbedded as a 
dense linear subset of a complex Hilbert space H such that B is the 
imaginary part of the inner product. Moreover, if 9, S is given, we 
may choose H so that S is equivalent to the real part of the complex 
inner product. 
(2) If 9 is Hilbertizable, and O(t) is a symplectic group such 
that B( 0( t) x, y) is a bounded function of t for all fixed vectors X, y 
in L, then we may choose H as above such that O(t) extends to a 
unitary group on H. If this is the case we say that O(t) is unitarizable. 
If we assume further that B(O(t) X, y) is a continuous function of 
t, then O(t) extends to a weakly continuous unitary group on H. 
We remark that (2) appears to be a stronger assertion than that 
given in [#I; however, (2) is an immediate consequence of the proof 
given there. 
It follows from (1) that the Weyl algebra will always exist for a 
Hilbertizable single particle space. We now prove 
THEOREM 5.1. Let 2 be a Hilbertizable space, and O(t) a 
l-parameter symplectic group on 2. Suppose there exists a regular state 
E of the Weyl algebra over 9 such that 
(a) E is invariant under O(t) : E(W(x)) = E( W(O(t) x)) for all 
x in L, and all real t; and 
(b) the generating functional f (x) = E( W(x)) is continuous on L 
(relative to S). 
Then O(t) is unitarizable. 
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Proof. By (I), we may suppose L is a dense real linear subset of 
a complex Hilbert space H such that B is the imaginary part of the 
inner product, and S is the real part of the inner product. We let 
“11 * 1)” denote the norm in H, and “i” denote the complex structure. 
Thus if x is in L C H, ix is a vector in H, but need not be in L. 
LEMMA 5.2. There exists an E > 0 such that 11 O(t) x /I > E I/ x /I for 
all x in L, and all real t. 
Proof. Suppose the contrary. Then there exist x, EL and t, E R 
such that /I X, II = 1 and j\ O(t,) x, jj -+ 0. We may assume 
I/ O(t,) x, II < l/n2; then 11 O(t,) nx, II < l/n implying O(t,) nx, + 0. 
It follows from (b) that f (O(t,) nx,) + 1 as n + co. But by (l), 
f (O(t,) nx,) = f (nx,). Thus f (nx,) --t 1 as n -+ co. 
Now choose yn in L such that 11 yn - irx&z /I < l/n2 (this is possible 
since L is dense in H). Then II yn /I -+ 0 as n -+ co; thus f (yn) --t 1. 
Also B( yn , nx,) = rri + 0( l/n). Thus by the Weyl relation 
JwvYn) w%)l = eheo(l’n)EIW(nx,) W(yJ]. 
Let (II’, , n) be the cyclic representation determined by E. Then 
f(x) = (W,(x) D, 9~). In particular f (nx,) -+ 1 implies W&nx,) v + zI. 
Similarly, I+‘,( -nx,) o + ZJ, W,(y,) z1-+ W, W,(--y,) z, - ZI. Thus 
and 
E[ W(nx,J W(yn)] = ( TV,(yn) w, bV,,( --nx,) vi - 1. 
Clearly eci = -1, limn-tm e”(l/n) = 1. We thus deduce from (*) that 
1 = - 1, which is known to be false. 
Since 0(-t) = O(t)-l it follows from the lemma that 11 O(t)11 < 1,‘~ 
for all t. Thus I B(O(t) x, y)l = 1 Im<O(t) x, y>I < 11~ II x/I I/y II 
independently of t. Consequently, O(t) is unitarizable by (2). 
Remark 5.3. Suppose L is finite dimensional. Then condition (b) 
is automatically satisfied for every regular state E. 
Remark 5.4. Suppose the state E in Theorem 5.1 is regular with 
respect to O(t); this is defined to mean the unitary group U(t) which 
implements the dynamics in the above representation is weakly 
continuous. Then L may be imbedded as a dense linear subset of a 
complex Hilbert space H such that O(t) extends to a weakly continuous 
unitary group. 
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Proof. The assertion follows from (2) provided we show 
B(O(t) X, y) is a continuous function of t for all X, y in L. Replacing 
X, y by scalar multiples if necessary, we clearly may assume 
11 x /) < (l/2) EX, // y )I < 1 and further ( WO(x) V, WO(y) ~1) f 0 (since 
lim,,,(W,,(Ax) w, V) = 1). Then 
But 
t W&c,) 0, W,(y) v> = ezB(rt~yJ(WO( -y) v, Wo( -xt) v), 
is a continuous function of t, and similarly ( W,,( - y) ZJ, I+‘,,( --x1) V) is 
a continuous function of t. 
Thus eis(xt,u) is continuous in t near t = 0. Since jj x // < (l/2) ET, 
(I y I/ < I, it follows that I B(x, , y)l < 7712 and hence B(O(t) X, y) lies 
on a branch of the log * eiB(zt*~). Thus B(O(t) X, y) is continuous near 
t = 0. Since X, y are arbitrary in L, this implies that B(O(t) X, y) is a 
continuous function of t on the reals. 
Our final result is a simple criterion for the unitarizability of 
1 -parameter orthogonal groups. 
THEOREM 5.5. Let H be a real Hilbert space, and O(t) a weakly 
continuous orthogonal group on H. Suppose that for no vector x in H 
do we have O(t) x = x for all t. Then there exists a complex Hilbertian 
structure on H, such that the given real inner product is the real part of 
the complex inner product, and such that O(t) is a weakly continuous 
unitary group. 
Proof. Let K denote the complexification of H. Then K is a 
complex Hilbert space, H C K is a real linear submanifold, and O(t) 
extends to a weakly continuous unitary group U(t) on K. Furthermore, 
there are no vectors in K fixed under U(t), since there are no fixed 
vectors in H (and K = H @ iH). It follows that there exists a new 
complex structure K,, on K such that Re(., *)Ko = Re(*, .)R and 
such that U(t) has strictly positive energy on K, . Since His invariant 
under U(t), it follows that H is a complex subspace of K,, . 
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