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Introduction 
This paper deals with the topos g constructed in [3]. This topos is a Well Adapted 
Model of Synthetic Differential Geometry [3, Theorem 171 which satisfies further- 
more two additional basic axioms concerning local (in the topological sense) aspects 
of the line R. The first asserts that germs of functions from R” to R are represent- 
able, and the second that vector fields on R” can be integrated up to all t EA, 
where d denotes the object that represents germs from R to R. Here we prove these 
two assertions; and include some minimal background on Cm-rings, the topos $? 
and Penon’s results [S] concerning logical opens in the topos. 
Some background on C”-rings 
We consider the category ,% of finitely generated Cm-rings of the form A = 
C”(lR’)/Z, where Z is an ideal of local nature (germ determined Cm-rings). A func- 
tion f l C”(P) is locally in I, denoted f E I, when: 
fa ‘3 Each point p E Z(I) has a neighbourhood U, p E U, such that 
the restriction f Iu is in the ideal Z/U. That is, there are 
finitely many kiEI, 9;~ C”(U), such that 
f(x)= c v;WW) O’XE W. 
(where Z(1) C I?” is the set of zeros of I). An ideal of local nature is an ideal I such 
that f e I iff f g I. 
To work with ideals of local nature is the same that to work with all ideals, but 
replacing the global membership relation ‘ E ’ by the local membership relation ‘ g ‘. 
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More precisely, given any IC C”(P), A = C”(R”)N, and JC C”(P), B = C”(P)/J, 
a morphism A + B can be considered to be a morphism C”(F) -% C”(P) such 
that for all h E C”(R”), if h g I, then p(h) g J. Thus, the coproduct in the category 
57 is given by the formula: 
Given a function f(x, JJ) E COD(Rn fS) we have 
f(x9 Y) g (I, 4 # Each pair of points p E Z(Z), q E Z(J) has a neigh- 
bourhood U, (p, q) E U, such that there are finitely 
many hi EZ, ~E.Z, and p;, wj E C”(U), such that 
f(x, Y> = C rp;(x, M;(x) + c Wj(X, Y)lj(Y) 
i (for all (xv Y> in W. .i 
Given A = C”(R”)/Z, the set Z(Z) c R” is identified with the set of morphisms 
A + R via the factorization 
where ev, denotes evaluation at the point p. 
Given any open set UC R” and any f E C”(R”) such that U= {x 1 f(x) #O}, then 
the restriction map C”(P) + C”(U) is the solution in B to the universal problem 
of making f invertible [3]. Given A E LB and a E A, we shall denote A --t A { a-‘} the 
solution in 55’ to the universal problem of makingf invertible. We recall from [4]: 
Proposition 1. The open covers U,c U are universal effective epimorphic families 
C”(U)+C”(U,) in 210p. Furthermore, given A E $6’ and a family a,EA, A + 
A(a;‘) covers in the open cover topology iff for all morphisms A --% IR there 
exists (Y such that p factors, 
A ----+ A{a;‘} 
\! 
P 
m. 0 
Corollary 2. Given A E 33 and a E A, a is invertible in A iff for all morphisms 
A L R, p(a) #O in R. 
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Proof. For all A L IR there is a factorization 
A - A(6’} 
Therefore, the (one member) family A - A{a-’ } is effective epimorphic in B Op. 
Since it is clearly also a monomorphism in Bop, it follows that A -A (a-‘}. Thus 
a is invertible in A. Cl 
Corollary 3. Let B E 33 and b E B. Consider a map B -+ A into any other object A 
in 3, and the following diagram. 
B-B{b-‘) 
If for every morphism A & IR there is a morphism B{b-‘} -+ F? making the 
square commutative, then the map B -+A factors through B{b-‘} as indicated in 
the diagram. 
Proof. Immediate from Corollary 2. 0 
We finally remark that for any manifold M, the ring C”(M) is in EB (cf. 131) and 
that Proposition 1 also holds for coverings U,CM. Similarly, for (/CM, the 
restriction map C”(M) + C”(U) is the solution in $5’ to the universal problem of 
making invertible any function f e C”(M) such that U= {x 1 f(x) #O>. 
Some background on the topos F3 
The topos % is defined to be the topos of sheaves on EBop for the open cover 
topology. $9 is a well adapted model of S.D.G. There are full embeddings E430p + ?? 
and & L ‘Z?, where A denotes the category of (paracompact) Cm-manifolds. The 
embedding i preserves transversal pullbacks and open covers (cf. [3]). 
If A E .?.?I, then we denote by A E LB Op the corresponding object in EZ? Op (and also 
in $J). Given ME&, by definition we have 
iM=C”(M) in $7. 
We denote by R the image of 9 of the ring of real numbers R in A. Thus, 
R=ilR=C”(lR) in $. 
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Since 1 = f!?, given A = C”(IR”)/I, the set Z(I) is identified 
sections of A in %J. We shall denote by r the global sections 
Clearly we have: 
TiM=M for all ME&. 
with the set of global 
functor. Z(A) = Z(Z). 
The following is an immediate consequence of the definitions: 
Proposition 4. Given A E 3, A = C”(lR”)/Z, and any pair of subobjects X)-+-A, 
Y-A, then XUY=A in TJ iff there exists UCR”, VCIR” open, iUflACX, 
iVnA C Y and Z(Z)c Un V. In particular, when A = R”, we have that XU Y= R” 
in $2 iff there are open sets UC R”, VC F?’ such that iUCX, iv/c Y and UU V= IR”. 
Proof. Straightforward from Proposition 1. 0 
Proposition 5. Let ME Jet and A E 23, and let UCM be any open subset. Consider 
a map A + iM and the following diagram: 
iU w iM. 
Zf for every global section 1 % A there is a map 1 + iU making the square commu- 
tative, then the map A -+ iM factors through iU as indicated in the diagram. 
Proof. This is just Corollary 3 above. 0 
Corollary 6. Let UcM be any open set, and let X+ iM be any subobject in FJ. Zf 
T(X) C U, then XC iU. In particular, given A E 37 of the form A = C”(IR”)/Z, and 
UC IR”, if Z(Z) C CT, A C iU. 
Proof. Observe that objects in B“Op generate 92. Then utilize Proposition 5. 0 
1. Penon’s characterization of open sets in 9 
Recall that given an object X in a topos, a part UE Qx is said to be Penon open 
iff the following condition holds: 
VXE u vyEXy#xvyE u. 
For details, we refer the reader to [5,7,8]. We shall give here a direct proof of 
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Penon’s characterization theorem of logical opens for the particular case of mani- 
folds in the topos 92. 
Theorem I. Given a manifold ME A, we have: 
(a) If UCM is any open subset, then iUCiM is a Penon open subobject, and 
U=l?U. 
(b) If XC iM is any Penon open subobject, then T(X) C M is an open subset, and 
X= Z(X). Thus, rand i establish a bijection between open subsets of Mand Penon 
open subobjects of iM. 
Proof. (a) Consider the diagram 
n 
iUx iU- iU 
1 I 
77 
lAiu ~ iMxiU-iM 
where di, indicates the diagonal and 1 the negation in $2. We have to show that 
iUx iU and 7 d i(l cover iM x ill in 3. Let Cd u be the set-theoretical complement 
of the diagonal d, in Mx CT. It is an open subset, thus we can consider the object 
iCA Ii in $3. Since iA u = A i(i, it follows that iCA u -+ 1 A iu. (Recall that i0 = 0 and 
that i preserves products.) With this, the claim follows from the fact that Ux U and 
CA, is an open cover of M x U. 
(b) Let p E TX be any point of TX, 1 --%X. We have that 1 {p} UX= iM in 3. 
Thus (Proposition 4) there exist open subsets UcM, T/CM such that iUc 1 (p}, 
iVcX and UU V=M. Clearly, V=TiVcTX and PE V, which shows that TX is 
open. (If p$ V, then PE U. Thus la iU which implies 1% 1 {p}. Then the 
empty family would cover 1.) 
It remains to see that X= irX. In the argument above, the open sets I/ (one for 
each p) cover the open set TX. This implies that iVcirX cover in 9. Since each 
iVcX, it follows that iTXcX. On the other hand, since TX= rirx, it follows from 
Corollary 6 that XciTX. q 
Corollary 8. Let A E z%‘, A = C”(lR”)/Z and let XCA be any subobject in 
X is Penon open iff it is of the form X= iUnA for some UC R” open. 
$2. Then 
Proof. Assume X is Penon open. Then for any p~Z(1) such that l&X, 
1 {p} UX=A. Th en, by Proposition 4 and arguing exactly as in the proof of 
Theorem 7(b), it follows that there is an open set I/C IR”, iV%i CX and p E I/. Let 
U be the union of all the sets I/ (one for each p). Then iUf%i cX. As before, since 
T(X) c CT, it follows from Corollary 6 that XC iU. It remains to see that any sub- 
object of the form X= iUflA is Penon open. But this is immediate from Theorem 
7(a). 0 
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Proposition 9. Let A, B E 33, and let HCB be any Penon open subobject. Consider 
a map A- + B and the folio wing diagram :
P 
1 ----_A 
If for every global section 1 P-A there is a map 1 + H making the square com- 
mutative, then the map A -+ L? factors through H as indicated in the diagram. 
Proof. Immediate from Proposition 5 and Corollary 8. 0 
Corollary 10. Let BE SE?, and let HCB be any Penon open subobject of B. Given 
any subobject XCB of L? in F2, if r(X)Cr(H), then XC H. 0 
Proposition 11. All objects of the form A, A E 33, satisfy the covering principle with 
respect o the intrinsic Penon topology in $2. That is, the following condition holds: 
VX, YEQ”(XU Y=A * tXulY=A) 
where I indicates the interior (largest open inside). 
Proof. Let B -5 Q “,BZ&. The corresponding subobjects XCA xi?, YCA x B 
are such that XU Y =A x B = A 0, B. By Propositions 4 and 8 there are Penon 
open HCX, GcY such that HUG=AxB. But BzQ2”, B-%SZ” factor 
through P(A) c QA, where P(A) indicates the object of Penon Opens of A. (This 
is just sheaf semantics.) This proves the statement. 0 
Proposition 12. All objects of the form A, A E 33 are separated for the intrinsic 
Penon topology in $2. That is, the following condition holds: 
Vx E A 7 {x} is Penon open. 
Proof. It follows easily from Propositions 4 and 8 arguing as in Proposition 11. 0 
Proposition 13. Let A, B in 35’ and 1 2 B. Let G be any family of Penon Opens 
indexedbyA. Thatis,Gci?xAisaPenonOpenofi?in$t?/A. Then,if(p)xACG, 
there exists a Penon open X of B x A in Ce such that (p] x A C XC G. 
Proof. This is just [2, Lemma 11.1.71. Notice that the hypothesis in the lemma is 
precisely Proposition 11. We remark that this lemma has a simple synthetic proof 
which is valid in any topos. q 
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2. The axiom of germ representability 
Let us recall that d(n)cR” denotes the object d(n)=~~{O}cR”. It is the 
largest infinitesimal neighbourhood of 0 E R” in 9. It follows from Propositions 9 
and 10 above and a simple synthetic argument (see [2, II. 1. lo]) that d(n) = P,,(R “), 
where P,(R”) denotes the intersection of all Penon open neighbourhoods of 0 E R ‘. 
That is, 
P,,(R”)=[[xeR” 1 VUES~~“(UEP(R”)AOEU)~X~U]] 
where P(R”)C SZR” is the object (locale) of Penon open parts of R”. 
Consider now the Cm-ring of germs of smooth functions on n variables, C,“(l’R”). 
It is well known that C,“(lR”) is in ,%J and equals the quotient C”(IR”)/J, where J 
is the ideal of functions with null germ at the origin. 
Proposition 14. A(n) is representable in $2 by the ring C,“(V). 
Proof. By definition C,“(R’)+ R” is the (external) intersection of C”(U) for all 
open sets 0 E UC IR”. Thus by the theorem of characterization of open sets (Theorem 
7) we have P,(R”)C C,“(lR”). It only remains to see the other inclusion. That is, we 
have to check the statement 
VUEG’~“(OE UEP(R”) * C,“(K?“)c U). 
Let A E a, A = C”(lRp)/I, and let A ’ - P(R”). Consider the corresponding 
subobject UC R” x A. We have (0) x A c U. Then, by Proposition 13 there exists 
a Penon open H of R” xA such that (0) x A C HC U. In particular (0) x Z(Z) c 
T(H). But (0) x Z(Z) = Z(J) x Z(Z) = Z(J, I). Thus, by Corollary 10 it follows that 
C,“(R”) xA cH. This finishes the proof. 0 
Consider now the object Partial(R”, R) & QR” of partial maps, with a denoting 
the ‘domain’ map. A germ at 0 is an equivalence class of elements f E Partial(R”, R) 
such that 0 E a(f) E P(R”). The equivalence relation is: 
f-g * BUEP(R”), oEuCa(f>na(g):fI”=gI(i. 
The object of germs is denoted Ci(Rn, R). Since 0 E a(f) E P(R”) clearly implies 
n(n)Ca(f), there is a restriction map 
C,g(R”, R) L R”(“). 
The axiom of germ representability, axiom III of S.D.G., says that this map is 
invertible. For more details the reader should consult [2]. We shall now prove that 
it holds in $4. (See also [6,8] for earlier proofs of this.) 
Theorem 15. In 3, for each positive integer n, the restricton map j (defined above) 
is invertible. This statement is divided in two parts, the injectivity and the surjectivity 
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of the map j. They mean the validity in the topos of the following two formulae: 
(4 VAge Partial(R”,R), 0 E d(f) E P(R”), OE a(g) E P(R”), 
fl I d(n) = g d(n) * XJEP(R”), OE UCa(f)nJ(g),f lu=glu. 
Remark that all this means is the purely logical statement: 
-l (x # 0) * (f(x) = g(x)) 
. 
@I 
6 + 0) v (f(x) = g(x)) 
VgE R”(“) FIfEPartial(R”, R), OE~(~)E P(R”), f locnj=g. 
Proof. (a) Let A ~8, A = C”(IR’)/Z and let A A Partial(R”, R), A A Partial 
(R”, R). Then f and g are partial maps from Rn XA into R in %, and this domain 
(which we can assume to be the same) is a subobject H+ R” xA such that the 
corresponding map A + Q R”factorsA+P(R”)cQR”,andthemapA%R”xA 
factors A + U-+ R”. Also, d(n) xA + H. In a diagram: 
{O}xA*d(n)xA*H-R”xA 
f g 
! 
R 
The object His a Penon Open in the topos ??/A but not necessarially in the topos 
$2 (since a family of opens is not (in general) open in the product). This problem 
does not arise in the proofs given in [6,8], since these germs are supposed to be 
globally defined. Here we do as follows. By Proposition 13 there is a Penon open 
GC R” x A, (0) xA c G c H. We take then by Corollary 8 an open subset WC 
[R” x IRS such that G = iwn?i. That is, G = C”(W)/1 1 w. Recall that J denotes the 
ideal of functions on n-variables of germ null at the origin. Let us also denote by 
f; g representives in C”(W) for the maps f,g : G + R. The fact that f and g are 
equal on d(n)xAciW means that (f-g): (J,I) lw. Thus, (see the introduction) 
each point (0, p) E Z(J, I) C W has a neighbourhood VP where f-g is of the form 
f-g= C v;hi, v~ECV$), hiEI 
(since the part corresponding to J is zero). This shows that there is an open set 
I/c W, (0) x Z(I) = Z(J, I) c V, and such that f - g g I 1”. That is, f and g are equal 
on U= C”( V)/1/ v, U=iVnAcR”xA. Since Uis a Penon Open of R”xA in 9, 
it follows that the corresponding map A --t QR” factors A + P(R”)CQR”. 
(b) The proof of (b) follows easily from Proposition 14. 0 
Actually, in $2 a stronger statement is true. 
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Proposition 16. In %, germs are globally defined. That is, the restriction map 
RR” + R’(“) is an epimorphism. In fact, for every A in 3, the map RAx R” -+ 
R A X’(n) is an epimorphism. 
Proof. It follows easily from Proposition 14. 0 
Given any A in B, a ‘germ defined around the axis A x (0) CA x R”, is an 
equivalence class of elements f E Partial@ x R”, R), such that A x { 0) C a(f) E 
P(A x R”). The equivalence relation is: 
f-g * BUEP(~XR”), Ax{o}cuca(f)na(g): f Iu=gl,. 
The object of germs so defined is denoted Ci, (0)(A x R”, R), and, as before, we 
have a restriction map: 
Theorem 17. In 59, for each A in 93 and each positive integer n, the restriction map 
j (defined above) is invertible. 
Proof. It follows arguing in exactly the same way that in the proof of Theorem 15. 
0 
We remark that an alternative proof can be obtained synthetically from Proposi- 
tion 16 together with Theorem 15. Indeed, clearly from Proposition 16 it follows 
that the map j is an epimorphism. On the other hand, the injectivity of j follows 
from Theorem 15 together with Proposition 13, by the simple argument of [2,11.3.1]. 
3. The postulate of d-infinitesimal integration 
The following considerations can be done in any model of S.D.G. In what 
follows, M will denote the Euclidean space R”’ of dimension m, considered as a 
manifold, R”=M. However, when R” plays the role of the tangent space at a 
point of M, we shall denote it Rm. Given a function g E RmM and a point p EM, 
they determine a differential equation: 
i 
_Y’=g(J% 
Y(0) =P. 
(1) 
A solution f to this equation is a map f on the variables (p, t) E Mx R such that: 
df ; (PI t) = g(f (P, t)), 
(2) 
L f(p,O)=p. 
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It will have, as domain of definition, some ‘neighbourhood’ H of the axe, Mx { 0} c 
HCMx R. For example, there is always (tautologically) a solution on H=MxD 
defined by f(p,t)=p+tg(p). (Recall that D= [[PER / t2=O]].) 
Recall that an integral flow of g is a map f on the variables (p, t) EMX R such that: 
L 
f(p,d)=p+d-g(p) QdeD, 
f (m s + t) =f (f (P, 99 t), (3) 
Similarly, f will have, as domain of definition, some part HCMX R, Mx (0) c 
HcMxR. 
Any map f(p, t) which satisfies (3) also satisfies (2), since 
f(p,s+d)=f(f(p,d,d)=f(p,s)+dg(f(p,s)). 
However, to show that any map which satisfies (2) also satisfies the flow equation 
(3), uniqueness of solutions to differential equations is essential. Indeed, given 
f(p, t) such that (2), for each p and each s (fixed), the functions yl(t) =f(f(p,s), t) 
and y2(t) = f (p, s + t) both satisfy the differential equation y’= g(y) with initial con- 
dition y(O) = f (p, s). 
We shall consider now the infinitesimal neighbourhood of the axis H=Mx A, 
Mx (0) CMXA CMX R. The previous considerations show the following: 
Proposition 18. Thefollowing two statements are equivalent in any model of S.D. G. : 
(1) 
(2) 
VgERmMB!fMMxA: f(p,O)=p, $(p,t)=g(f(p,t)). 
VgERmM~!f44MxA: 
VdED[f(p,d)=~+d.g(p)l,f(p,s+t)=f(f(p,4,t). 0 
We shall now prove that they are valid in the model $7. This is the Postulate WA 
2 of [2, II, 3.1, 3.21. 
Consider the rings of global sections of the objects 
RmM and MMxA (recall that M= Rm). 
T(RmM) = C”(A4, I?“) = Cm(IRm)m. 
r@!fMX” ) = (C”(Mx IR)/(O, J))m, 
where, as before, JcC”(lR) is the ideal of functions with null germ at zero, and 
where we have also denoted with the letters M the manifold IRm, M= lRm. Given an 
element g in T(RmM), g : M-t IR", let f be the solution of the differential equation 
(2) given by the classical theory of ordinary differential equations. f will be defined 
in an open set U, Mx (0) C UCMx IR, f: U+ fRm. Since Z(0, J) =Mx (0) C U, it 
follows from Corollary 3 that the quotient map C”(Mx fR) --t C”(Mx Q/(0, J) 
factors through C”(U). Thus f determines an element (actually each coordinate of 
f) in this quotient ring. The uniqueness (actually local uniqueness would suffice) 
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of f with respect to g implies that this determines a map: 
C”(M, R”) + (C”(Mx lR)/(O, J))m. 
Clearly, f considered as an element of the ring C”(Mx R)“‘, satisfies the differen- 
tial equation (2) modulo the ideal (0, J). We shall now show that this map lifts into 
a map in the topos. 
Theorem 19. There is a map in $3, 
which sends g E R mM into a solution f E MMX A of the differential equation (2). This 
actually means the following: 
Given any A in 93 and A 4 R”’ M 
(AxMxA-ftRm) such that 
(AxM--% Rm), there is feMMxA 
II 
df 
(9 WEA, 
; (4 P, t> = g(5 f (A, P, Oh 
f@, p,O)=p. 
(ii) The correspondence g-f is natural in A. 
Proof. It follows easily from Lemma 20 below. 
Lemma 20. Let I be any ideal, IC C”(lR”), g, h : IT?” x M-+ IR”’ any two smooth 
functions, U be an open set, IR” xMx (0) c UC IR" xMx IR, and f, 1: U+ I?“’ 
smooth functions such that: 
$$i,PJl=g(l, f(4 P,O), f (A, P? 0) =P, 
~(~,p,t)=h(l,1(1,p,t)), 44 P, 0) = P. 
Then, the following implication holds (for each 
abuse of notation we write without subindices) 
(g-h)%,O)*(f4%,O,J)I.. 
one of the m coordinates, that by 
Note. Given g, a function f as above always exists by the classical theory of ordinary 
differential equations. 
Proof. We have Z(Z, 0, J) = Z(Z) xMx (0). Thus, we have to show that given 
any poem, lo E Z(I), there exists an open set WE U, (no, po,O) E W, such that 
(f - 0 I WE (I, 09 4 w. We do this now. The point (no,po) EZ(I,O)=Z(I) xM. Thus 
142 E.J. Dubuc 
by assumption, there is an open set HC R” xM, (A,, po) EH, and such that 
(g-h) IHEKO) IH. That is, there are finitely many functions si E I, hie C”(H), 
i=l ,...,r, such that 
We now utilize a technique introduced in [l] to prove a similar theorem [ 1, Theorem 
1.81. Consider a parameter space R’, s E R’, s = (sr, . . . , sr), and the function 
p: R’xH+R” 
defined by 
&, A, p) =g(J, P) + i s;h;@, P). 
r=l 
Clearly ~(0, ?+ p) =g(& p) and cp(s(A), A, p) = h(A, p). (Notice the double meaning of 
the letter “s”!) Let now CC IR” xA4 open, (A,, pe) E G, VC R’ open, 0 E V, E E R, 
E>O and I+V: VxGx(--E,E)+!?~ be such that for all (s,A,p,t)~ VxGx(--E,E), 
(A w(s, A, P, 0) E H, and 
dv 
Such a I,U is given by the classical theory of ordinary differential equations. Let now 
li : VX G x (--E, E) --+ Rm be such that 
WCs9 A P, t, = W(Q A P7 t, + C siri(s* 4 P, t>* 
i=l 
The functions Ii are given by a well known result often quoted as local Hadamard’s 
lemma (remark that the open set V can be considered to be a product of intervals). 
Now, since &E Z(I) and the functions Si E I, we have that s(&) = 0. Let H’C H be 
small enough so that s(A) E V for all ,I E H’. Then, we have 
W(s(A), 19 P, t> = WC09 A PY t) + C si(~)~,(s(~>v A, P, t) 
i= 1 
for all (A,p, t) in the open set W=(GflH’) x (--E,E). But by the uniqueness of the 
solution for classical ordinary differential equations, it follows that f(& p, t) = 
~(0, A, p, t) and ,(A, p, t) = y(s(A), A, p, t). This finishes the proof. 0 
This theorem establishes the existence condition in statement (1) of Proposition 
18 (i.e., the existence condition of Postulate WA 2). But it establishes much more, 
since it says that the map 
D M 
MMxA-Rm , f(P, 0 H $P, t> I,=0 
has a section in the topos. We shall now prove the uniqueness of solutions to dif- 
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ferential equations, that is, the uniqueness condition in statement (2) of Proposition 
18. We thank Bruno who indicated to us a proof, which actually follows the same 
lines as the proof here of Lemma 20. 
Lemma 21. Let I be any ideal, IC C”(R”), g : R” XIV+ Rm andJ; I : fR” x Mx R + fRm 
be smooth functions such that (each one of the m coordinates, that as before we 
denote without subindices) 
Then, 
g (A P, t) - g(J., f(A PI t)) : (4 0, 4, f(k PI 0) -P z (I, 0, J), 
g (A P, t) - g(A [(A P, t)) z (4 0, 4, 4A P, 0) -P g (I, QJ). 
f(k P9 t) - 44 P, t) z (I, 094. 
Proof. As before (Lemma 20) we have to show that given any p. EM, A,EZ(I), 
there exists an open set W, (A,, po, 0) E W, such that (f-f) / We (I, 0, J) 1 w. By 
assumption, there is an open set H, (A,, po, 0) EHand functions a,(& p, t), a2(A, p, t), 
bl(A, p, t), b,(A, p, t) (defined on H) in the ideal (I, 0, J) 1 H such that 
dl 
z (A, P, t) = !?(A, &A P9 t)) + a,(A I?, t), 4A P, 0) =P + b,(A P, t), 
~(n,PJ)=g(i,f(APJ))+a*(i,P,t), f (A P, 0) =P + bz(A P, t) 
(the functions bl, b2 actually do not depend on t). 
Consider now R2 as a parameter space, (a, 6) E R2, and let I+V be such that: 
s (a, b, A p, t) =&A, da, 6, A, P, t)) + a, w(a,b,Ap,O)=p+b. 
Such a v/ can be taken defined in an open set of the form Vx G x (--E,E), 
where VE R2, 0 E I/, is open (take V as a product of two intervals), (,I,, po) E G, and 
E E IR, E> 0. By the uniqueness of the solution for classical ordinal differential 
equations, it follows that I@, p, t) = t,u(al(A, p, t), b,(A, p, t), A, p, t) and f(l, p, t) = 
t,u(a,(l, p, t), b2(A, p, t), A, p, t). As in Lemma 20, let now r, s : Vx I/x G x (--E, a) --t 
fRm be such that 
~/(a~, b2k P, t) - ~(a,, b,, 2, P, t) = (a2 - q)r+ (b2 - b&. 
Now, since A0 E Z(I), it follows that at(,Io, PO, 0) = 0, a&, PO, 0) = 0, b,&,, PO, 0) = 0 
and b2(IZo, p , 0) = 0. Let WCH, (A,, po, 0) E W, be small enough so that 
(a,(& P, t), bl(& p, t)) E V and (a2(,I, P, t), b&l, P, t)) E v for all (A P, t) E W. This 
finishes the proof. q 
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Theorem 22. In the topos CT?, the following holds: 
Vg~RmM~!f&fMxd:f(p,O)=p, g(p,t)=g(f(p,t)) 
where M= Rm. (See Proposition 18.) 
Proof. The existence is guaranteed by Theorem 19, and the uniqueness follows im- 
mediately from Lemma 21. 0 
We finish with a remark. From Lemma 21, that is, the uniqueness of the solution 
of differential equations on Mxd, it follows that in order to prove the existence 
of a section RmM-% MMxA to the map 
D M 
&fMxA-R” , D(f(p,f))=~(~,f)l,=,, 
it is enough to prove that D is an epimorphism. Now, to prove that D is an epimor- 
phism is very simple and easy, and does not need Lemma 20. We did prove Theorem 
19 independently in order to show that the lifting theorem of Bruno [l, Theorem 
1.81 can be proved also for other maps that the ones considered there. Theorem 19 
should be helpful in order to formulate and prove a general ifting theorem for the 
topos 9. 
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