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We consider a class of real numbers, a subset of irrational numbers and certain mathematical
constants, for which the elements in the simple continued fraction appears to be random. As an
illustrative example, one can consider pi = {x0, x1, x2, . . . xn}, where x’s are the continued fraction
elements computed with an exact value of pi up to N precision. We numerically compute probability
distribution for the elements and observe a striking power-law behavior P (x) ∼ x−2. The statistical
analysis indicates that the elements are uncorrelated and the scaling is robust with respect to the
precision. Our arguments reveal that the underlying mechanism generating such a scaling may be
sample space reducing process.
I. INTRODUCTION
In many systems, the observable of interest is typically
a random variable satisfying probability distribution of
the power-law form
P (x) ∼ x−τ , (1)
where τ is a critical exponent [1–3]. Striking examples
have been seen in a diverse settings, ranging from city
size distribution to frequency distribution of words in a
typical text, and critical avalanches observed in sandpiles
[4–6] or neuronal activity [7–9]. The Eq. (1) remains
unchanged under the scaling of its argument. The scale
invariance implies lack of a characteristic length scale. In
other words, the events of all size are possible; while the
smaller size events appear more frequent, the larger size
events occur rarely, but may be catastrophic.
Uncovering a peculiar system exhibiting emergent scal-
ing as well as origin of the power-law remains a topic
of continuing interest in the study of complex systems.
Note that the Gaussian statistics emerge naturally as
a consequence of a distinct origin that is ‘central limit
theorem’. On the contrary, the occurrence of power-law
may have a few different dynamical routes. The most
common underlying mechanisms include: Criticality [10–
13], self-organized criticality [4–6], first passage proper-
ties for random walk [14–16], preferential process [17],
multiplicative stochastic process with constraint [18–21],
and sample space reducing (SSR) process [22–26].
For certain processes such as sentence formation to
fragmentation or technological innovation to biological
extinction, the sample space, the set of accessible states,
dynamically evolves as a function of time. In particular,
the sample space reducing stochastic process is of con-
siderable interest, as this offers an explanation of Zipf’s
law. The Eq. (1) describes the standard Zipf’s law, if
x is a positive integer and τ = 2. However, a proper
balance between SSR (relaxing) and expanding (driving)
processes can explain other interesting distributions [24].
A power-law probability function with the critical ex-
ponent 2 has been observed in a variety of contexts with
different dynamical origin. It is worthwhile to mention
few examples to see a contrast. Instances include cas-
cade size distribution for forest-fire model [27] and num-
ber theoretic division model [28], duration time distribu-
tion for critical branching process [29], maximum veloc-
ity distribution of avalanches [30], and size distribution
for fragmentation of a discrete dimension rectangle into
sticks (rectangles with unit width)[31], to name a few.
The continued fraction is one of the way for expressing
real numbers. Although the continued fraction has ex-
tensively been studied in mathematics with several appli-
cations such as solution of quadratic equation and Pell’s
equation, it is also a topic of interest in the studies of dy-
namical systems [32, 33]. In this paper, we show the ex-
istence of scaling feature associated with continued frac-
tion of a specific class of real numbers. The remarkable
scaling can be viewed as a signature of Zipf’s law, and
the comprehensive numerical results adequately support
this claim. Our arguments plausibly offer insight that the
possible dynamical origin of such scaling could be SSR.
The scaling behavior in the present context can be
easily recognized: Consider X ∈ (0, 1) to be a ran-
dom variable with uniform distribution. Let the sim-
ple continued fraction of the random number be de-
noted as X = [0; k1, k2, . . . kn]. The limiting probabil-
ity P (kn = k) is given by the so-called Gauss-Kuzmin
distribution [34]
lim
n→∞P (kn = k) = − log2
(
1− 1
(1 + k)2
)
. (2)
The Eq. (2) is also valid for a generic real number belong-
ing to a setR (see Sec. II B). In fact, the asymptotic form
of the distribution reduces to Zipf’s law, P (k) ∼ k−2 for
large k. Despite this simplicity, the emergence of scaling
behavior has not been adequately emphasized. However,
the numerical results clearly show the existence of the
scaling, computed for sufficiently large n ∼ 106 that of-
fers a reasonable statistics, especially for large k.
The organisation of the paper is as follows: In Sec. II
we recall the definition of continued fraction, algorithm,
and interesting properties. A subsection is included here
to mention relevant real numbers. The numerical results
for probability distribution and spectral properties are
presented in Sec. III. Section IV presents arguments that
explain the emergence of scaling behavior. Finally, the
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2paper concludes with a summary in Sec. V.
II. CONTINUED FRACTION
A real number can be expressed in various ways. The
most common way is decimal representation. In this case,
the real number X ∈ (0, 1) looks as
X = 0.d1d2 . . . dN , (3)
where di is the ith digit in the decimal expression. If the
real number is irrational, then the corresponding rational
approximation with N precision is expressed by Eq. (3).
Besides the decimal representation, a mathematically
more elegant expression is continued fraction expansion:
X = x0 +
e1
x1 +
e2
x2+...
, (4)
where the elements xi and ei are positive integers. When
ei = 1, the general continued fraction reduces to simple
continued fraction (SCF). In the remaining paper, the
focus is only on the SCF. Due to typographical reason,
the SCF is conveniently denoted as
X = [x0;x1, x2, . . . , xn], (5)
where n is the number of elements in the expansion.
Truncating the SCF expansion at nth step results in a
convergent, which provides a rational approximation of
the real number.
The SCF is slightly efficient with respect to the decimal
representation. This is a consequence of Lochs’ theorem
[35]: For almost all X, n < N , as
lim
N→∞
n
N
=
6 ln 2 ln 10
pi2
= 0.9702 . . . . (6)
When an irrational number is terminated at finite pre-
cision, this may lead to an error in the computation
of the SCF. Express pi in the decimal representation
pi = d0.d1d2 . . . dN · · · = X + δ such that X < pi. Take
Y such that X < pi < Y and Y −X = 10−N . The com-
mon terms in the SCF for both X and Y are in fact the
elements of the SCF for pi.
Let us look at possible classes of the SCF expansion
with striking example(s):
• Class-I (Finite): 18/7 = [2; 1, 1, 3]. For rational
numbers, the SCF expansion is finite.
• Class-II (Infinite with periodic or pre-
dictable pattern):
√
2 = [1; 2, 2, . . . ],
golden ratio: φ = [1; 1, 1, . . . ], and
e = [2; 1, 2, 1, 1, 4, 1, 1, 6, 1, 1, 8, 1, 1, . . . ]. For
irrational numbers, the SCF expansion is non-
terminating. In some cases, the pattern is either
periodic or predictable. For e, the pattern repeats
with a period of 3, except that 2 is added to one
of the terms in each cycle.
• Class-III (Infinite with random pattern): pi =
[3; 7, 15, 1, 292, 1, 1, 1, 2, 1, 3, 1, . . . ]. Here, the non-
terminating pattern appears irregular or random.
A. Algorithms for computing the SCF
For computing the SCF expansion of a real number,
the commonly employed algorithms are given below:
(A1) Step-1: Start with X0 = X. Step-2: Define
1/X1 = X0−bX0c, where b·c is the floor function. Step-3:
Replace X0 → X1 and go to Step-2. Iterate the process
recursively until 1Xn+1 = 0. Mathematically, the algo-
rithm can be expressed as
X0 = x0 +
1
X1
,where x0 = bX0c
X1 = x1 +
1
X2
,where x1 = bX1c
...
Xn = xn +
1
Xn+1
,where xn = bXnc. (7)
The process terminates when 1Xn+1 = 0.
(A2) If the real number is expressed as X = p0/q0, the
Euclidean algorithm can be applied to compute the SCF:
p0 = x0 · q0 + r0
(p1 = q0) = x1 · (q1 = r0) + r1
...
pn = xn · qn + rn, (8)
where the quotient xi’s are the elements of the SCF and
ri’s are remainder. The process stops if rn = 0. Interest-
ingly pnqn−1 − pn−1qn = (−1)n.
(A3) The algorithm (A2) can be alternatively inter-
preted geometrically: Start with a rectangle of dimen-
sion A0 = p0 × q0. Construct x0 squares of size q0 and
remove them. The remaining region forms a rectangle of
area A1 = p1 × q1 = q0 × r0. Again form x1 squares of
size q1 = r0 and cut them. The remaining area becomes
a rectangle of dimension A2 = p2 × q2 = q1 × r1. The
procedure is repeated until no rectangle is left. Note that
A0 > A1 > A2 · · · > An.
B. Examples of real numbers that belong to R
As shown in Sec. III, the characteristics of the SCF ex-
hibit scaling feature for certain mathematical constants.
It is useful to briefly mention a few. However, it is math-
ematically not known if the below mentioned constants
are irrational.
• Catalan C ≈ 0.915966:
C =
∞∑
k=0
(−1)k 1
(2k + 1)2
. (9)
3• Euler-Gamma γ ≈ 0.577216:
γ = lim
m→∞
(
m∑
k=1
1
k
− logm
)
. (10)
In this paper, our main focus is on those real num-
bers for which the elements of the SCF appear to be
random. Basically, these numbers belong to Class-III.
Let us denote the set of such real numbers as R. It
is noted that the set includes certain irrational num-
bers and some mathematical constants: R ∈ {pi, api +
b, pia, log pi, γ, C, sin(1) . . . }, where a and b are real num-
bers.
III. NUMERICAL RESULTS
Wolfram Mathematica software can be readily used to
compute {xi}, the elements of a real number in it’s SCF
representation. To compute the SCF, the following func-
tion is used in Mathematica: ContinuedFraction[·], where
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FIG. 1: Top panel: The plot of the SCF elements as a func-
tion of index for pi evaluated with precision N = 106. Bot-
tom panel: The probability distribution function P (x). Filled
square symbols show log binned data. Solid straight line with
slope 2 is drawn for a comparison.
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FIG. 2: Log binned PDF as histogram for the case of pi with
different precision.
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FIG. 3: The PDF for different real numbers pi, Catalan, and
Euler-Gamma.
the real number with m precision is computed with a
function N[·,m]. The methods of probability and statis-
tics have been used to characterize the irregular pattern
appearing in the sequence.
First we focus on the probability distribution function
(PDF) P (x). Figure 1 shows the plot of the elements
with its index and the corresponding probability distri-
bution. In order to estimate the critical exponent, more
accurately, we present log binned data. In Fig. 2, the
same distribution is shown as histogram, where the pre-
cision varies from N = 104 to 106. All different curves
collapse onto a single curve, indicating robustness of the
PDF with respect to the precision. The same histogram
is plotted in Fig. 3, with different real numbers belonging
to the set R. This result reveals an interesting feature
that the power law is a universal behavior. Moreover, the
detailed numerical results, not shown, confirm emergence
of the scaling feature for irrational numbers constructed
with pi by applying both linear [shift and scaling: api+ b]
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FIG. 4: The log binned power spectrum plot for pi,C, and γ.
The time series length is 218.
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FIG. 5: The plot of h(i) for different real numbers. The
estimated value of the exponent is α ≈ 0.56.
and nonlinear operations like {pia, log pi}.
We also compute power spectrum implementing Fast
Fourier Transform method for the sequence of the ele-
ments, obtained from the SCF of the real numbers ∈ R.
Flat curves shown in Fig. 4 imply the elements are un-
correlated. Moreover, introduce h(i) as the number of
distinct elements appearing in the SCF. If the entry xi
occurring at step i is distinct, then set the counter on as
σi = 1. Thus, h(i) =
∑i
j=0 σj . Figure 5 shows the plot
of h(i) that grows sublinearly: h(i) ∼ iα, with α being
growth exponent. The algebraic growth with non-trivial
exponent is a signature of underlying scale-free distribu-
tion, while it may have a different form for other cases;
for example, this eventually saturates for Bernoulli dis-
tribution.
IV. ARGUMENTS FOR THE SCALING
In order to understand the Zipf’s law, heuristically,
consider algorithm A1. Let yi = 1/Xi = Xi−1 − bXi−1c.
Note that yi ∈ (0, 1) and Xi ≈ xi. Clearly xi ∼ 1/yi.
Assuming yi to be a random variable with uniform dis-
tribution for X ∈ R, and using probability chain rule,
one can immediately see that P (x) ∼ x−2.
A correspondence can be invoked between the sample
space reducing stochastic process and the simple contin-
ued fraction of a real number. The SSR can be easily
understood in terms of fragmentation type events: Con-
sider a stick of size N , and break it into two integer parts
randomly and uniformly. Take one part, and repeat the
breaking event successively. The process is iterated till
the size becomes 1. The mapping is evident if the ge-
ometrical interpretation of the SCF (see algorithm A3)
is viewed. Clearly, splitting a discrete rectangle into a
smaller one successively, and eventually stopping when
no rectangle can be formed, qualitatively describes the
SSR mechanism. This mapping is useful in the sense that
it can offer an explanation for the existence of Zipf’s law
associated with the SCF.
Writing Eq. (8) for subscript i and multiplying by qi,
the size evolution of rectangle can be mathematically ex-
pressed as
Ai = xi · Si +Ai+1, with An = 0 and Sn = 1, (11)
where Si is the area of square. Note that Ai+1 <
Ai,Si+1 < Si, and Si/Ai ∈ (0, 1). The quantity in which
we are interested is xi:
xi =
Ai −Ai+1
Si =
⌊Ai
Si
⌋
≈ 1Si/Ai . (12)
Since xi is always positive, Si > Ai+1. If X ∈ R, it
is assumed that Si/Ai behaves as uniformly distributed
random variable. Consequently, the x satisfies the power-
law distribution.
V. SUMMARY
In summary, we have revealed the existence of scal-
ing or Zipf’s law associated with the simple continued
fraction of a class of real numbers that include a subset
of irrational numbers and some mathematical constants.
Our simple arguments offer an insight for the underly-
ing mechanism, and it has been realized that the sample
space reducing process may be responsible for the emer-
gence of the scaling. Note that the subset of irrational
numbers, for which the SCF exhibits randomness, is non-
denumerable. However, a remark can be drawn regarding
the universality class: The observation of power-law with
critical exponent 2 represents a universal behavior.
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