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Macroscopic limit of the Becker–Döring equation via gradient flows
ANDRÉ SCHLICHTING
Abstract. This work considers gradient structures for the Becker–Döring
equation and its macroscopic limits. The result of Niethammer [17] is extended
to prove the convergence not only for solutions of the Becker–Döring equa-
tion towards the Lifshitz–Slyozov–Wagner equation of coarsening, but also the
convergence of the associated gradient structures. We establish the gradient
structure of the nonlocal coarsening equation rigorously and show continuous
dependence on the initial data within this framework. Further, on the consid-
ered time scale the small cluster distribution of the Becker–Döring equation
follows a quasistationary distribution dictated by the monomer concentration.
1. Introduction
1.1. The Becker–Döring model. In this work, we are interested in gradient
structures for the Becker–Döring equation and its macroscopic limits. The Becker–
Döring equation [3] is a model for the coagulation and fragmentation of clusters
consisting of identical monomers. The main modeling assumption is only monomers
are able to coagulate and fragment with other clusters in a way that the total density
of monomers is conserved
∞∑
l=1
lnl(t) =
∞∑
l=1
lnl(0) =: ̺0 for all t > 0. (1.1)
Hereby, nl(t) is the density of clusters of size l at time t. The evolution of the
densities nl(t) is given by an countable number of ordinary differential equations of
the form
n˙l(t) = Jl−1(t)− Jl(t) l = 2, 3 . . . (1.2)
where Jl is the flux from clusters of size l to clusters of size l+1. The system (1.2)
gets closed with an equation for n1
n˙1(t) = −
∞∑
l=1
Jl(t)− J1(t) =: J0(t)− J1(t), (1.3)
which is chosen, such that formally (1.1) is satisfied. The fluxes Jl are given by
mass-action kinetics, that is the rate of coagulation is determined by aln1nl and
the rate of fragmentation is given by bl+1nl+1, where al and bl+1 are rate factors
only depending on l. This leads to the constitutive relation
Jl(t) = aln1(t)nl(t)− bl+1nl+1(t), l = 1, 2, . . . . (1.4)
2010 Mathematics Subject Classification. Primary: 49J40; secondary: 34A34, 35L65, 49J45,
49K15, 60J27, 82C26.
Key words and phrases. gradient flows; energy-dissipation principle; evolutionary Gamma con-
vergence; quasistationary states; well-prepared initial conditions.
August 13, 2018.
1
2 ANDRÉ SCHLICHTING
The detailed balance condition for this system reads Jl(t) = 0 for all l, satisfied by
a one-parameter family of equilibrium solutions
ωl(z) := z
lQl, with Q1 := 1 and Ql :=
l−1∏
j=1
aj
bj+1
. (1.5)
To specify the long-time behavior, we introduce the convergence radius of the series
z 7→∑l lzlQl by zs ∈ [0,∞] as well as its value at the convergence radius
̺s :=
∞∑
l=1
lzlsQl ∈ [0,∞]. (1.6)
We are interested in the regime where zs ∈ (0,∞) and ̺s ∈ (0,∞). We will assume
that the rates are explicitly given as follows:
Assumption 1.1 (Rates). For α ∈ [0, 1), γ ∈ (0, 1) and zs, q > 0 define the
coagulation and fragmentation rate of a monomer for a cluster of size l by
al := l
α and bl := l
α
(
zs + ql
−γ
)
.
Hereby, the parameter zs is consistent with its definition as radius of convergence
(cf. Lemma 4.1) and ̺s as defined in (1.6) is strictly positive and finite under
Assumption 1.1.
Then, as investigated by [2] solutions to the Becker–Döring equation with ̺0 ≤
̺s converge to the equilibrium state ωl(z), where z = z(̺0) is given such that∑∞
l=1 lz
lQl = ̺0 and the convergence takes place in a weighted ℓ
1 space
lim
t→∞
∞∑
l=1
l |nl(t)− ωl(z)| = 0
In the case ̺0 > ̺s, it holds
lim
t→∞
nl(t) = ωl(zs) for each l ≥ 1.
Hence, the excess mass ̺0−̺s > 0 vanishes in the limit t→∞. The interpretation
is, that the excess mass is contained in larger and larger clusters as times evolve.
These large clusters form a new phase, e.g. liquid droplets formed out of supersat-
urated vapor. It is the aim of the is work to add some aspect to the understanding
of the formation of the new phase.
The crucial ingredient for the above convergence statements is the existence of
a Lyapunov functional F of the form of a relative entropy Fz(n) := H(n | ω(z)).
Hereby, z > 0 is a parameter selecting the stationary state and the relative entropy
is defined by
H(n | ω) :=
∞∑
l=1
ωlψ
(
nl
ωl
)
with ψ(a) := a log a− a+ 1, for a > 0. (1.7)
A calculation shows that it is formally decreasing along solutions to the Becker–
Döring equation
dFz(n(t))
dt
= −
∞∑
l=1
(aln1nl − bl+1nl+1)(log aln1nl − log bl+1nl+1) =: −D(n(t)) ≤ 0.
(1.8)
Hence, the Lyapunov function can be interpreted as a free energy dissipating along
the flow. This indicates, that the free energy is minimized as t→∞. By the mass
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conservation (1.1), we expect the long-time limit to be the solution to the following
minimization problem
inf
{
F(n) :
∞∑
l=1
lnl = ̺0
}
=
{
Fz(ω(z)), ̺0 ≤ ̺s;
Fzs(ω(zs)), ̺0 > ̺s.
(1.9)
In the first case the infimum is attained and the parameter z = z(̺0) is chosen
such that
∑∞
l=1 lωl(z) = ̺0. In the second case the infimum is not attained (cf. [2,
Theorem 4.4]). From now on, we choose z = z(̺0) in this particular form and omit
the supscript. Hence, the functional reflects correctly the long-time behavior of the
equation. Moreover, the Lyapunov function has the form of a relative entropy and
the question arises, whether their exists a gradient structure for the Becker–Döring
equation having this relative entropy as driving free energy.
1.2. Gradient flow structure. To bring the system into the framework of gradient-
flows, it is helpful to interpret the Becker–Döring equation as the following system
of chemical reactions
X1 +Xl−1
al−1
⇋
bl
Xl, l = 2, 3, . . . . (1.10)
Hereby, Xl denotes a cluster of size l and the rates for coagulation {al}l≥1 and
fragmentation {bl}l≥2 are positive as in Assumption 1.1. In this formulation, we
can use the gradient structure as observed by Mielke [15] for chemical reactions
under detailed balance condition and it turns out that the Becker–Döring equation
is indeed a gradient flow with respect to the Lyapunov function (1.7) under a
suitable metric. The same metric was discovered by Maas [14] in the setting of
reversible Markov chains.
The existence of the metric depends crucially on the detailed balance condition
satisfied by the equilibrium (1.5)
alω1ωl = bl+1ωl+1 =: k
l, (1.11)
where kl is the stationary equilibrium flux and the implicit parameter z is chosen
according to ̺0 as described after (1.9). The equations (1.2), (1.3), (1.4) can be
compactly rewritten with the help of (1.11) as
n˙ = −
∞∑
l=1
kl
(
n1nl
ω1ωl
− nl+1
ωl+1
)(
e1 + el − el+1), (1.12)
with eli = 0 for i 6= l and ell = 1 for l ∈ N. Since the free energy F is of the form of
a relative entropy (1.7), we can identity its variation as
DF(n) =
(
log
n1
ω1
, . . . , log
ni
ωi
, . . .
)
.
Then, the gradient flow formulation of the Becker-Döring equation takes the form
n˙ = −K(n)DF(n), (1.13)
where the Onsager matrix K is defined by
K(n) :=
∞∑
l=1
kl Λ
(
n1nl
ω1ωl
,
nl+1
ωl+1
) (
e1 + el − el+1)⊗ (e1 + el − el+1) (1.14)
and Λ(·, ·) is the logarithmic mean given for a, b > 0 by
Λ(a, b) =
∫ 1
0
asb1−s ds =
{
a−b
log a−log b , a 6= b
a , a = b.
(1.15)
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The identification of (1.12) and (1.13) is based on the algebraic identity
Λ(ab, c)
(
log a+ log b− log c) = ab− c for a, b, c > 0.
We refer to Appendix A for the more general structure behind this identities and
applications to other coagulation and fragmentation models.
1.3. Variational characterization. The gradient flow formulation allows for a
variational characterization initiated by de Giorgi and its collaborators [7] under
the name of curves of maximal slope. From the interpretation of the Becker–Döring
model as chemical reaction, it is clear the the total number of particles is conserved,
which suggests to define the state manifold
M :=
{
n ∈ RN+ :
∞∑
l=1
lnl = ̺0
}
.
Possible variations of the state manifold consistent with the Becker-Döring dynamic
are given by the linear space TM = span{e1 + el − el+1 : l ∈ N}. By the definition
of the Onsager matrix (1.14), we have that the following space is well-defined
T ∗nM :=
{
φ ∈ RN : ∃s ∈ TM such that s = −K(n)φ}. (1.16)
A crucial ingredient to study the underlying metric structure is the continuity equa-
tion and curves of finite action.
Definition 1.2 (Curves of finite action). A pair [0, T ] ∋ t 7→ (n(t), φ(t)) ∈ M×
T ∗n(t)M is a solution to the continuity equation, denoted by (n, φ) ∈ CET , if it
satisfies
(i) n(·) : [0, T ]→M is absolute continuous.
(ii) The pair (n, φ) satisfies the continuity equation for t ∈ (0, T ) in the weak
form, that is for all ψ ∈ C1c ((0, T ),R) and all l ∈ N holds∫ T
0
(
ψ˙(t) nl(t)− ψ(t)
(K(n(t))φ(t))
l
)
dt = 0. (1.17)
The action A of a pair (n, φ) ∈M× T ∗nM is defined by
A(n, φ) := φ(t) · K(n(t)φ(t) =
R∑
r=1
krnˆωr |∇rφ(t)|2, (1.18)
where ∇rφ := φr+1 − φr − φ1 and
nˆωl := Λ
(
n1nl
ω1ωl
,
nl+1
ωl+1
)
. (1.19)
A curve (n, φ) ∈ CET is called a curve of finite action, if
sup
t∈[0,T ]
F(n(t)) <∞,
∫ T
0
A(n(t), φ(t)) dt <∞, and
∫ T
0
D(n(t)) dt <∞,
where D(n) = A(n,−DF(n)) is given as in (1.8).
The nonlocal gradient∇rφ in (1.18) can be avoided by interpreting the monomer
concentration n1 = ̺−
∑∞
l=2 lnl as a nonlocal boundary condition. Along this idea
a Fokker-Planck equation with such type of boundary condition having similar
features like the Becker–Döring model was recently introduced in [6].
Curves of finite action give a variational formulation to solutions of the Becker–
Döring equation. In comparison to the direct gradient flow equation (1.13), this
avoids regularity questions arising from the application of the chain rule. The
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concept was introduced in [7] and further investigated in [1]: For any curve (n, φ) ∈
CET of finite action holds
J (n) := F(n(T ))−F(n(0))+ 1
2
∫ T
0
D(n(t)) dt+ 1
2
∫ T
0
A(n(t), φ(t)) dt ≥ 0. (1.20)
Moreover, equality is attained if and only if n is a solution of (1.12).
We provide the crucial observation of the proof, which follows formally by eval-
uating
d
dt
F(n(t)) = DF(n(t)) · n˙(t) (1.17)= DF(n(t)) · K(n(t))φ(t)
≥ −1
2
DF(n(t)) · K(n(t))DF(n(t)) − 1
2
φ(t) · K(n(t))φ(t),
where we used that K is positive semidefinite and the Cauchy–Schwarz inequality.
The equality case is read off from the equality case in Cauchy–Schwarz. For a
rigorous treatment in a similar situation, we refer to [10, Section 2.5]. We use this
variational structure to pass to the limit after a suitable rescaling.
1.4. The macroscopic limit. The connection between the Becker–Döring equa-
tion with positive excess mass ̺0−̺s = ¯̺> 0 and a macroscopic theory of coarsen-
ing is due to Penrose [22]. He observed by formal asymptotics that the macroscopic
part of the Becker-Döring dynamics converges after a suitable rescaling (cf. Sec-
tion 2.1) to a classical coarsening model introduced by Lifshitz and Slyozov [13],
and Wagner [25]
∂tνt + ∂λ
(
λα(u(t)− qλ−γ)νt
)
= 0 with u(νt) =
q
∫
λα−γ dνt∫
λα dνt
. (1.21)
Hereby, the measure νt(dλ) is the distribution of particles of macroscopic size λ ∈
R+. Moreover, the parameters α, γ and q satisfy Assumption 1.1 and we will call
the nonlocal conservation law (1.21) the LSW equation in the following. Formally,
the total mass is conserved and the evolution stays in the state manifold for any
t > 0
νt ∈M =
{
ν ∈ C0c (R+)∗
∣∣∣∣ ∫ λ ν(dλ) = ¯̺}.
The LSW equation are a gradient flow as formally observed by Niethammer [16,
Section 4]. The driving energy of the system is given exactly by the first oder
expansion of the macroscopic part of a suitable rescaling of the free energy (1.7)
(with z = zs) driving the Becker–Döring equation (cf. Lemma 4.2)
E(ν) :=
q
1− γ
∫
λ1−γ ν(dλ). (1.22)
Let us introduce a formal Riemannian structure and define a tangent space onM by
TνM :=
{
s : R+ → R
∣∣ ∫ λs dλ = 0}. An identification of tangent and cotangent
vectors is obtained via the operator K(ν) : T ∗νM → TνM given by
K(ν)w := −∂λ(λαwν) for w ∈ T ∗νM := {w : R+ → R | ∃s ∈ TνM : K(ν)v = s}.
(1.23)
By an integration by parts of the identity 0 =
∫
λs ν(dλ) holds the inclusion prop-
erty T ∗νM ⊆
{
w : R+ → R
∣∣ ∫ λαw ν(dλ) = 0}. Let us formally derive the gradient
structure for the LSW equation (cf. [16, Section 4]), that is we assume all differen-
tials and quantities to be smooth enough. The differential of the energy (1.22) is
given for some s ∈ TνM by using the identification s = −K(ν)w with w ∈ T ∗νM
DE(ν) · s = q
1− γ
∫
λ1−γs dλ = −
∫ (
uλ− q
1− γ λ
1−γ
)
s dλ
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= −
∫
λα(u− qλ−γ)w ν(dλ),
where u ∈ R can be chosen such that u−DE(ν) ∈ T ∗νM thanks to
∫
λαwν(dλ) = 0.
Then, the gradient flow in weak form satisfies for all s˜ ∈ TνM∫
λαww˜ ν(dλ) = gα,ν(∂tν, s˜) = −DE(ν) · s˜ =
∫
λα(u− qλ−γ)w˜ ν(dλ),
where ∂tν = −∂λ(λαwν) and s˜ = −∂λ(λαw˜ν) in distribution. Hence, we obtain the
identification
w = u− qλ−γ ,
where u = u(ν) is a Lagrangian multiplier chosen such that w ∈ T ∗νM , that is it
satisfies the constraint
∫
λαw ν(dλ) = 0 and is formally given by (1.21). Hence, the
gradient flow of the energy E with respect to the metric induced by K is given by
∂tνt = −K(ν)DE(ν) = −∂λ
(
λα
(
u(νt)− qλ−γ
)
νt
)
,
where u(νt) given by (1.21). To make the above observation rigorous, we use the de
Giorgi formalism of curves of maximal slope. Up to technical details, which is dealt
with in Section 3, we can define an action functional as follows: For a pair (ν, w)
solving the continuity equation ∂tνt + ∂λ(λ
αwtνt) = 0 in distributions, denoted by
(ν, w) ∈ CET , the action is defined by
A(νt, wt) :=
∫
λα|wt|2 dνt.
Then, by the identification of tangent and co-tangent vectors via s = −∂λ(λαwν),
we obtain that the dissipation is given by
D(νt) = A(νt, u(t)−DE(νt)) =
∫
λα
∣∣u(νt)− qλ−γ∣∣2 dνt, (1.24)
where u(νt) ∈ L2((0, T )) given by (1.21) ensures that u(νt) − qλ−γ ∈ T ∗νM , i.e. it
is a valid cotangent vector satisfying
∫
λα(u(νt)− qλ−γ) dλ = 0.
The functional J(ν), which completely characterizes solutions to (1.21) (cf. Propo-
sition 3.6) is defined by
J(ν) := E(νT )− E(ν0) + 1
2
∫
D(νt) dt+
1
2
∫
A(νt, wt) dt ≥ 0, (1.25)
with J(ν) = 0 if and only if νt is a weak solution to the LSW equation (1.21).
The main application of this variational framework is to prove the convergence
of the Becker-Döring gradient structure to the LSW gradient structure. In addition,
the variational characterization of the LSW equation together with a compactness
statement for curves of finite action (cf. Proposition 3.5) allows to proof continuous
dependence on the initial data (cf. Corollary 3.8).
1.5. Passage to the limit. The macroscopic limit is rigorously derived by Ni-
ethammer [17]. There, the main technical tool was to pass to the limit in the
energy-dissipation relation associated with the rescaled Becker–Döring equation to
obtain the energy-dissipation relation of the LSW equation. The one for solutions
to the Becker–Döring equation is obtained by integrating the identity (1.8) in time
F(n(T ))−F(n(0)) +
∫ T
0
D(n(t)) dt = 0. (1.26)
The functional J from (1.20) contains the identity (1.26), since for solutions of the
Becker–Döring equation it holds A(n(t),−DF(n(t))) = D(n(t)).
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Likewise, from (1.25) and (1.24) follows that the LSW equation satisfy the energy-
dissipation identity
E(νT )− E(ν0) +
∫ T
0
D(νt) dt = 0.
where u(t) is given in (1.21).
The contribution of this work is to lift the convergence statement from the level of
energy-dissipation relations along solutions to the functionals J and J along curves
of finite action. Hereby, by doing so no essential new technical difficulties arrise,
which underlines the fact that the gradient structure is natural for these types of
equations. We prove that a suitable rescaling of the functional J ε converges to the
functional J in an evolutionary Γ-convergence sense under the assumption of well-
prepared initial data (see Theorem 2.2). In particular, the gradient structure of the
Becker–Döring equation converges to the one of the LSW equation (cf. Theorem 2.2)
and in particular it implies the convergence of solutions (cf. Corollary 2.3). This
program follows the ideas of Sandier and Serfaty [23], and was later generalized by
Serfaty [24].
The ingredients of the proof of convergence are based on: (i) the variational
characterization of the Becker-Döring equations in Section 1.3, which follows the
gradient structure established by [15]; (ii) the rigorous variational characterization
of solutions to the LSW equation in Section 3, which extends the formal gradient
structure of [16, Section 4]; (iii) a priori estimates for the variational framework of
the Becker-Döring gradient structure in Section 4.1, which lifts many of the results
of [19] from solutions of the Becker-Döring system to curves of finite action.
Another motivation to reconsider the proof of [17] is that systems possessing a
gradient structure can be well described by studying convexity properties of the free
energy with respect to the implied metric. Especially, the results of [21] suggest,
that the system shows dynamic metastability as described by [20] for gradient sys-
tems. Under this point of view also the additional results on quasistationarity in the
next subsection are first steps towards a characterization of dynamic metastability
of the Becker-Döring equations.
1.6. Well preparedness of initial data and quasistationarity. A crucial as-
sumption in the approach of showing convergence via curves of maximal slope is
the well preparedness of initial data, which assumes that the rescaled free energy
of the Becker–Döring gradient structure converges to the one of the LSW gradient
structure
Fε(nε(0))→ E(ν0) as ε→ 0.
The second contribution of this work is to show that on the rescaled time-scale,
the Becker–Döring equation reach instantaneously a quasistationary equilibrium,
which is dictated only by the monomer concentration. On the other hand, the
monomer concentration follows closely a macroscopic quantity similarly defined as
u in (1.21). The crucial ingredient in the proof is an energy-dissipation estimate
based on a logarithmic Sobolev inequality similarly to the one used in [4] to proof
convergence to equilibrium in the noncondensing case ̺0 ≤ ̺s.
The quasistationary result shows, that the microscopic part of the rescaled free
energy Fε(nε(t)) vanishes for almost every t ≥ 0. It does so by proving a separation
of time scales. The fast scale is the relaxation time of small clusters towards a local
equilibrium, which can be understood as the response to the slower coarsening
time of the large clusters. On the level of conergence of gradient flows, this is a
step towards showing, that only the macroscopic part of the rescaled free energy
Fε(nε(0)) has to convergence towards E(ν0) to ensure well prepared initial date.
The conjecture is, that the microscopic part is automatically well prepared on the
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observed rescaled time-scale. This is consistent with the continuous dependence
on the initial data of the LSW equation, which is valid under the assumption of
convergence of the macroscopic energy for the initial data (see Corollary 3.8).
Outline. The next Section 2 contains in Section 2.1 the rescaling of the Becker-
Döring gradient flow structure. This enables us to state the main results in Sec-
tion 2.2. In Section 3, we prove the gradient flow structure of the LSW equation and
prove the continuous dependence on the initial data within this framework. Sec-
tion 4 contains some a priori estimate for the Becker–Döring system in Section 4.1,
which allow then to the limit in the gradient structure in Section 4.2 and finally
we prove the quasistationary equilibrium of the small clusters in Section 4.3. We
conclude the paper with an Appendix A showing that also more general discrete
coagulation and fragmentation models fall into this framework. Moreover, another
Appendix B provides an elementary estimate.
2. Main results
2.1. Heuristics and scaling. From now, we consider the Becker–Döring system
with initial total mass ̺0 > ̺s and rates satisfying Assumption 1.1. Moreover, the
reference state for the free energy is given by ω = ω(zs) as defined in (1.5).
We fix a scale ε−1 of the large cluster for some ε > 0 and consider the first
order expansion of the energy in ε. For some cut-off l0, we introduce for l ≥ l0 the
rescaled variable λ = εl and treat λ as continuous variable on R+.
We rescale the cluster density nl by ε
2 and define the empirical measure by
νε(dλ) := (Πεmacn)(dλ) := ε
∑
l≥l0
δεl(dλ)
nl
ε2
=
1
ε
∑
l≥l0
δεl(dλ)nl . (2.1)
That is for each ζ ∈ C0c (R) holds∫ ∞
0
ζ(λ) νε(dλ) =
1
ε
∑
l≥l0
ζ(εl)nl.
This scaling preserves the mass in the large cluster, which follows by approximating
ζ(λ) = λ with cut-off functions.
The leading order contribution of the free energy is given by the free energy of
the large clusters l ≥ l0. This part of the free energy (1.7) can be expanded (cf.
Lemma 4.2) as follows
F(n) ≥
∑
l≥l0
ωlψ
(
nl
ωl
)
=
 q
zs(1− γ)
∑
l≥l0
l1−γnl
(1 +O(l−σ0 ) +O(lγ0wl0))
=
εγq
zs(1− γ)
∫
λ1−γ dνε
(
1 +O(l−σ0 ) +O(l
γ
0wl0)
)
, (2.2)
for some σ > 0. To match the macroscopic energy (1.22), we define the rescaled
free energy as
Fε(n) = zs
εγ
F(n).
The main result of [2] states that the total free energy decreases to zero as t→∞.
Hence, one possible way to obtain initial data nε(0) with Fε(nε(0)) = O(1) is
to introduce a time tε such that F(n(tε)) = O(εγ) and set nε(0) = n(tε). In
particular, this implies by the results of [21], that for ε small enough, all possible
existing metastable states are already broken down.
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The expansion (2.2) also shows, that the cut-off l0 has to satisfy two conditions
(cf. (4.2) and (4.4))
lim
ε→0
lγ0ωl0 = 0 and limε→0
max{lγ0 , lα0 }
√
F(nε(0)) = 0.
By taking into account the asymptotic of {Ql}l≥1 (cf. Lemma 4.1) and recalling
ωl = z
l
sQl, the cut-off l0 can be chosen as
l0 := ⌊ε−x⌋ for some x ∈
(
0, 12
)
. (2.3)
We consider only states n such that free energy is of order εγ , that is we consider
the restricted state space
Mε :=
{
n ∈ RN+ :
∑
l≥1
lnl = ̺0 and F(n) ≤ εγ
}
.
Likewise, the differential of the free energy for states nε ∈ Mε will be of order εγ
and hence covectors will be also on scale z−1s ε
γ , that is we define a rescaled vector
field wε by
∇lφ = (el+1 − el − e1) · φ = φl+1 − φl − φ1 =: z−1s εγwε(εl). (2.4)
The rescaling of tangent vectors is then determined by the rescaling necessary for
obtaining the macroscopic Onsager operator (1.23). This follows heuristically by
expanding the Onsager matrix (1.14)
(K(n)φ)l = −ε1−α∂ελ(λαεγwε νε)(1 + o(1)) with ∂ελf(λ) :=
f(λ+ ε)− f(λ)
ε
.
Hence, we define the rescaled Onsager operator by
(Kε(n)wε)(εl) := 1
ε1−α+γ
(K(n)φ)(l),
where wε and φ are given by the relation (2.4). This rescaling translates to the
action A(n, φ) (1.18) and we define the rescaled action by
Aε(n,wε) := zs
ε1−α+2γ
∑
l≥1
klnˆωl |∇lφ|2. (2.5)
Since, the dissipation is given as D(n) := A(n,−DF(n)), the rescaling is the same
and we define Dε(n) = zsε−(1−α+2γ)D(n). Hence the total rescaling between cotan-
gent and tangent vectors is ε1−α+γ , which fixes the time scale for the macroscopic
process.
Now, we introduce rescaled curves of finite action in analog to Definition 1.2. By
abuse of notation the new time-scale t/ε1−α+γ is still denoted by t.
Definition 2.1 (Rescaled curves of finite action). A weak solution [0, T ] ∋ t 7→
(nε(t), wε(t)) to the rescaled continuity equation∫ T
0
(
ψ˙(t)nεl (t)− ψ(t)(Kε(nε(t))wε(t))l
)
dt = 0, for all ψ ∈ C1c ((0, T );R)
denoted by (nε, wε) ∈ CEεT is called a rescaled curve of finite action if
sup
t∈[0,T ]
Fε(νεt ) <∞,
∫ T
0
Aε(nε(t), wε(t)) dt <∞ and
∫ T
0
Dε(nε(t)) dt <∞.
Moreover, for such a curve we define the rescaled functional characterizing curves
of maximal slope by
J ε(nε) := Fε(nε(T ))−Fε(nε(0))+1
2
∫ T
0
Dε(nε(t)) dt+1
2
∫ T
0
Aε(nε(t), wε(t)) dt ≥ 0.
(2.6)
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In particular solutions such that J ε(nε) = 0 satisfy the time-rescaled Becker–
Döring equation
n˙ε(t) = −ε1−α+γK(nε(t))DF(nε(t)). (2.7)
2.2. Convergence of the gradient structures. The functionals J ε (2.6) and
J (1.25) are used to characterize solutions of the Becker–Döring and LSW equations
in a variational way, respectively. The main idea to show convergence of the Becker–
Döring equation to the LSW equation, which goes back to [23] (cf. [24]), is to prove
lim infε→0 J ε(nε) ≥ J(ν) for curves of finite action nε converging to ν. The lower
semi-continuity estimate can be established by showing individual semi-continuity
estimates for the energy, action and dissipation. This is the content of Theorem 2.2.
Theorem 2.2 (Convergence of curves of finite action). Suppose that α ≥ 1 − 3γ.
For T > 0 let (nε, wε) ∈ CEεT be a rescaled curve of finite action and νε0 := Πεmacnε(0)
with Πεmac as defined in (2.1) satisfy∫ ∞
R
λ νε0(dλ)→ 0 as R→∞ uniformly in ε. (2.8)
Then, there exists a limiting curve t 7→ (νt, wt) ∈ CET such that
νεt := Π
ε
macn
ε(t)
∗
⇀ νt in C
0
c (R+)
∗ for all t ∈ [0, T ] (2.9)
and
wεt (λ)ν
ε
t (dλ) dt
∗
⇀ wt(λ)νt(dλ) dt in C
0
c ([0, T ]×R+)∗. (2.10)
There exists u ∈ L2((0, T )) such that
hε(t) :=
n1(t)− zs
εγ
⇀ u(t), weakly in L2((0, T )), (2.11)
and u(t) satisfies the identity
u(t) =
q
∫
λα−γ νt(dλ)∫
λα νt(dλ)
.
Moreover, the energy, the action and the dissipation satisfy the following lim inf
estimates
∀t ∈ [0, T ] : lim
ε→0
Fε(νεt ) ≥ E(νt), (2.12)
lim inf
ε→0
∫ T
0
Aε(νεt , wεt ) dt ≥
∫ T
0
A(νt, wt) dt, (2.13)
lim inf
ε→0
∫ T
0
Dε(νεt ) dt ≥
∫ T
0
D(νt) dt. (2.14)
The classical conclusion from the above theorem is the convergence of curves
of maximal slope under the assumption of well-prepared initial data to deal with
the term −Fε(nε(0)) inside of J ε(nε). The following Corollary is an immediate
consequence of Theorem 2.2 by the arguments of [24, Theorem 2].
Corollary 2.3 (Convergence of curves of maximal slope). Suppose α ≥ 1−3γ and
let (nε, wε) ∈ CEεT be a curve of finite action. Moreover assume νε0 := Πεmacnε(0)
satisfy the tightness condition (2.8) and nε(0) is well-prepared in the sense that
lim
ε→0
Fε(nε(0)) = E(ν0).
Then, there exists a limiting (ν, w) ∈ CET satisfying (2.9) and (2.10) such that
lim inf
ε→0
J ε(nε) ≥ J(ν) ≥ 0.
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Especially, if J ε(nε) = 0 then J(ν) = 0 and it holds
lim
ε→0
Fε(nε(t)) = E(νt) for all t ∈ [0, T ],
Aε(nε, wε)→ A(ν, w) for a.e. t ∈ [0, T ],
Dε(nε)→ D(ν) for a.e. t ∈ [0, T ].
2.3. Quasistationary evolution. The statement (2.11) connects the microscopic
monomer concentration with a ratio of moments of the macroscopic cluster dis-
tribution. It is possible to show this identity already on the level of rescaled
Becker–Döring equation alone. That is, the monomer concentration follows closely
a moment ratio of the distribution of the large clusters.
Proposition 2.4. For any curve (nε, φε) ∈ CEεT such that J ε(nε) <∞ uniformly
in ε and νε0 satisfying (2.8) the rescaled monomer excess concentration h
ε as defined
in (2.11) satisfies ∫ T
0
(hε(t)− uε(t))2 dt ≤ C
∫ T
0
Dεmac(n(t)) dt, (2.15)
where Dεmac is defined like Dε with summation restricted to {l0, . . . ,∞} and
uε(t) :=
∑
l≥l0
(bl+1nl+1(t)− alnl)
εγ
∑
l≥l0
alnl
.
The above results together with a refined energy-dissipation estimate based on
a logarithmic Sobolev inequality allows to establish detailed information on the
distribution of the small clusters for curves of rescaled finite action and in particular
for every solution of the time-rescaled Becker–Döring equation (2.7). The result
makes part of the formal asymptotic contained in [17, Section 3] rigorous.
Theorem 2.5 (Quasistationary distribution). For any curve (nε, φε) ∈ CEεT such
that J ε(nε) < ∞ uniformly in ε and νε0 satisfying (2.8) the small cluster follow a
quasistationary distribution dictated by n1: For l0 = ⌊ε−x⌋ with x satisfying (2.3)
holds ∫ T
0
Hmic
(
nε(t) | ω(nε1(t))
)
dt ≤ Cεγ+(1−x)(1−α+γ)
∫ T
0
Dεmic(nεt ) dt,
where ωl(z) = z
lQl as defined in (1.5), Dεmic is defined like Dε with summation
restricted to {1, . . . , l0 − 1} and Hmic is the microscopic relative entropy defined by
Hmic(n | ω(z)) :=
l0−1∑
l=1
ωl(z)ψ
(
nl
ωl(z)
)
with ψ(x) = x log x− x+ 1.
In particular, for a.e. t ∈ (0, T ) it holds
lim
ε→0
Fεmic(nε(t)) = 0 and lim
ε→0
Fεmac(νεt ) = E(νt), (2.16)
where Fεmic is defined like Fε with summation restricted to {1, . . . , l0 − 1}.
Remark 2.6. The statement (2.16) is not enough to ensure well-prepared initial
data, since the statement only holds for a.e. t ∈ [0, T ]. However, it suggests that the
statement of Corollary 2.3 holds already under the assumption of macroscopically
well-prepared initial data:
lim
ε→0
E(νε0) = E(ν0). (2.17)
The assumption (2.17) together with the tightness condition (2.8) are natural, since
they are also a sufficient condition for establishing continuous dependency on the
initial data for the limiting gradient flow (cf. Corollary 3.8).
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Remark 2.7. It is possible to use a different rescaling of the Becker–Döring system
with different assumptions on the coagulation and fragmentation rates to obtain
the LSW equation in the limit (cf. [5, 12]). Recently, within this scaling regime a
quasi steady approximation was used to derive a suitable boundary condition for
the macroscopic limits (cf. [8]).
3. The LSW equation and its gradient structure
To make the formal calculation from Section 1.4 rigorous, we introduce the con-
cept of curves of finite action for the LSW equation.
Definition 3.1 (Curves of finite action). A weakly∗ continuous curve [0, T ] ∋ t 7→
νt ∈ M is called a curve of finite action, if there exists a measurable vector field
[0, T ] ∋ t 7→ wt ∈ T ∗νtM such that
A(ν, w) :=
∫ T
0
∫
λα|wt|2 νt(dλ) <∞,
where the pair (ν, w) ∈ CET solves the continuity equation
∂tνt + ∂λ(λ
αwtνt) = 0 in C
∞
c ([0, T ]×R+)∗. (3.1)
Before formulating the compactness statement, we want to revise the definition
of the dissipation (1.24) and generalize it to curves of finite action. The dissipation
acts as a weak upper gradient. Hence, for a curve of finite action [0, T ] ∋ t 7→ νt ∈M
and using the fact that wt ∈ T ∗νtM for all t ∈ [0, T ] it formally follows
|E(νT )− E(ν0)| =
∣∣∣∣∣−
∫ T
0
∫
qλα−γwt dνt dt
∣∣∣∣∣ ≤
∫ T
0
λα
∣∣∣∣∫ (u(t)− qλ−γ) wt dνt∣∣∣∣ dt
≤
∫ T
0
(∫
λα
(
u(νt)− qλ−γ
)2
dνt
) 1
2
(A(νt, wt))
1
2 dt,
(3.2)
where u(νt) is an arbitrary function on M . The choice of u(νt) is fixed by a mini-
mization in L2. That is, we define the dissipation as the weighted L2-minimal upper
gradient for the energy. Before doing so, we need as an auxiliary result, that a finite
dissipation implies the existence of the α-moment for a curve of finite action.
Lemma 3.2 (Moment estimate). Assume α ≥ 1−3γ. Let (ν, w) ∈ CET be a curve
of finite action in M such that
inf
u∈L2([0,T ])
∫ T
0
∫
λα
(
u(t)− qλ−γ)2 dνt dt <∞. (3.3)
Then, it holds the moment estimate∫ T
0
∫
λα dνt dt <∞. (3.4)
Proof. Let us define D(ν, u) =
∫
λα(u− qλ−γ)2 dν. We observe that for α ≥
1 − γ, there is nothing to show, since the bound follows by interpolation from
supt∈[0,T ]E(νt) <∞ and
∫
λdνt = ¯̺.
Therefore, assume now α ≤ 1 − γ. Let us define η(λ) := λχ[0,1](λ) + χ(1,∞)(λ).
Then, we can estimate with Cauchy–Schwarz for any κ ∈ R∫ T
0
(∫ (
u(t)− qλ−γ)η(λ)κ dνt)2 dt ≤ ∫ T
0
D(νt, u(t))
∫
η(λ)2κλ−α dνt dt
≤
∫ T
0
D(νt, u(t)) dt sup
t∈[0,T ]
∫
η(λ)2κλ−α dνt.
(3.5)
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Since, supt∈[0,T ]E(νt) <∞ and
∫
λdνt = ¯̺, we can use interpolation to bound the
sup in t provided 2κ − α ≥ 1 − γ. On, the other hand, since ∫ λdνt = ¯̺ for all
t ≥ 0, there exists a constant ¯̺T > 0 for any T > 0 such that
∫
η(λ) dνt ≥ ¯̺T (see
also Lemma 4.7 for a similar argument). We can estimate the left hand side of (3.5)
from below in the case κ = 1 by using the Young inequality for some 0 < τ < 1∫ T
0
(∫ (
u(t)− qλ−γ)η(λ) dνt)2 dt ≥ (1− τ)¯̺2T ∫ T
0
u(t)2 dt
−
(
1
τ
− 1
)∫ T
0
((1− γ)E(νt))2 dt.
Since, E(νt) ∈ L∞([0, T ]), we obtain the first a priori estimate∫ T
0
u(t)2 dt ≤ CT
∫ T
0
D(νt, u(t)) dt+ CT . (3.6)
Another choice is κ = 1− γ thanks to α ≤ 1− γ. Then, we estimate the left hand
side of (3.5) by using again the Young inequality with τ ∈ (0, 1) as follows∫ T
0
(∫ (
u(t)− qλ−γ)η(λ)1−γ dνt)2 dt ≥ (1− τ)q ∫ (∫ T
0
λ1−2γ dνt
)2
dt
−
(
1
τ
− 1
)∫ T
0
u(t)2((1 − γ)E(νt))2 dt.
Since, we trivially have
∫∞
1 λ
1−2γ dνt ≤
∫
λdνt = ¯̺, it follows by using the first a
priori bound (3.6) and E(νt) ∈ L∞([0, T ]) the second a priori estimate∫ T
0
(∫
λ1−2γ dνt
)2
dt ≤ CT
∫ T
0
D(νt, u(t)) dt+ CT , (3.7)
which shows (3.4) for α ≥ 1 − 2γ. Hence, we assume now α ≤ 1 − 2γ. Similarly
to (3.5), we can now estimate by Cauchy–Schwarz for some κ˜ ∈ R∫ T
0
∣∣∣∣∫ (u(t)− qλ−γ)η(λ)κ˜ dνt∣∣∣∣dt ≤
(∫ T
0
D(νt, u(t)) dt
) 1
2
×
(∫ T
0
∫
η(λ)2κ˜λ−α dνt dt
) 1
2
.
(3.8)
The second factor is bounded for 2κ˜ − α ≥ 1 − 2γ by (3.7). Hence, a possible
choice is κ˜ = 1 − 2γ by the assumption α ≤ 1 − 2γ. Since u ∈ L2((0, T )) and∫
λ1−2γ dνt ∈ L2((0, T )), we conclude the estimate (3.4). 
The Lemma provides the crucial ingredient to conclude that the dissipation is
well-defined and justifies the use of the weak formulation in the first step of (3.2).
Proposition 3.3. Assume α ≥ 1−3γ. Let (ν, w) ∈ CET be a curve of finite action
in M such that (3.3) holds. Then the associated minimization problem has a unique
solution u ∈ L2([0, T ]) such that
λ 7→ u(t)− qλ−γ ∈ T ∗νtM for a.e. t ∈ [0, T ]. (3.9)
Moreover, the associated functional defined for a.e. t ∈ [0, T ] by
D(νt) :=
∫
λα
(
u(t)− qλ−γ)2 dνt with u(t) := q ∫ λα−γ dνt∫
λα dνt
, (3.10)
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called dissipation, is a strong upper gradient for the energy E. That is, it holds for
any curve (ν, w) ∈ CET of finite action
|E(νt)− E(νs)| ≤
∫ t
s
√
D(νr)
√
A(νr, wr) dr, ∀0 ≤ s < t ≤ T. (3.11)
Hereby, equality in (3.11) holds if and only if wt(λ) = ±(u(t) − qλ−γ) for νt-a.e.
λ ∈ R+.
Proof. In the first step, we show (3.9) and (3.10). Therefore, the first variation of
the minimization problem (3.3) along some s : R+ → R is given by∫ T
0
∫ (
u(t)− qλ−γ)λα dνt s(t) dt = 0.
We show that is is well-defined by an estimate analog to (3.8)∣∣∣∣∣
∫ T
0
λα
(
u(t)− qλ−γ) dνt s(t) dt
∣∣∣∣∣ ≤
(∫ T
0
D(νt, u(t)) dt
) 1
2
×
(∫ T
0
s(t)2
∫
λα dνt dt
) 1
2
,
which is bounded thanks to the estimate (3.4) for s ∈ L∞((0, T )). In addition
the a prior estimate (3.6) shows that minimizer is actually in L2((0, T )) and hence
satisfying the Euler-Lagrange equation
∫
(u(t)− qλ−γ)λα dνt = 0 for a.e. t ∈ [0, T ],
which is nothing else than (3.9) also showing (3.10).
It is left to show, that D(νt) is a strong upper gradient for the energy. Therefore,
we fix a test function ζ ∈ C∞c (R+) and calculate for a curve (ν, w) ∈ CET
d
dt
q
1− γ
∫
λ1−γζ dνt = q
∫
λα−γζ wt dνt +
q
1− γ
∫
λ1+α−γζ′ wt dνt =: I+ II .
Using the fact that wt ∈ T ∗νtM , we can smuggle in u(t) and apply Cauchy–Schwarz
to the first term I, to obtain
I ≤ A(νt, wt)
1
2
(∫
λα(u− qλ−γζ)2 dνt
) 1
2
,
Hereby, equality holds if and only if wt = ±wζt with wζt := u − qλ−γζ. Hence, by
choosing ζn converging to 1 from below the result (3.11) follows by integration in
time and dominated convergence, provided the term II vanishes. By an additional
approximation step, we can justify to choose the sequence ζn(λ) = nλχ[0,1/n) +
χ[1/n,∞) and estimate II by
II ≤ 1
1− γ
(∫ 1
n
0
λα|wt|2 dνt
) 1
2
(∫ 1
n
0
λα
∣∣u− qλ−γλζ′n∣∣2 dνt
) 1
2
.
Since, we can assume the r.h.s. of (3.11) to be finite, we can conclude again by
dominated convergence, that II→ 0 as n→∞, which finishes the proof. 
Lemma 3.4 (Tightness is preserved by curves of finite action). Let {νε0}ε>0 be a
family satisfying the tightness condition (2.8). Then for any T > 0 and any family
of curves {(νε, wε) ∈ CET : νεt=0 = νε0}ε>0 of uniformly finite action the family
{νεt }ε>0 satisfies the tightness condition (2.8) uniformly in ε for any t ∈ [0, T ].
Proof. Fix a test function ηr,R ∈ C∞c (R+, [0, 1]) such that ηr,R(s) = 0 for s < r/2
and s > 2R, ηr,R(s) = 1 for r ≤ s ≤ R, |η′r,R(s)| ≤ C/r for r/2 ≤ s < r as well as
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|η′r,R(s)| ≤ C/R for R ≤ s < 2R. We can estimate for a fixed curve of finite action
(ν, w) ∈ CET∣∣∣∣ ddt
∫
λη(λ) dνt
∣∣∣∣ ≤ ∫ λα η |wt| dνt + ∫ λ1+α |η′| |wt| dνt
≤ C
r
1−α
2
∫ ∞
r
2
λ
1+α
2 |wt| dνt + C
r
1−α
2
∫ r
r
2
λ
1+α
2 |wt| dνt
+
C
R
1−α
2
∫ 2R
R
λ
1+α
2 |wt| dνt
≤ C
(
1
r
1−α
2
+
1
R
1−α
2
)
A(νt, wt)
1
2
(∫
λdνt
) 1
2
.
By an integration in time, letting R→∞ and using the assumption of finite action,
we obtain for all t ∈ [0, T ] the estimate∫ ∞
r
λdνt ≤
∫ ∞
r
2
λdν0 +
C
√
T
r
1−α
2
.
Hereby the constant C only depends on the test function and the action of the
curve. Hence, if we apply this estimate for {νεt }ε>0, we observe its tightness by the
tightness assumption on {νε0}ε>0 and the uniform finite action of the family. 
Proposition 3.5 (Compactness of curves of finite action). Assume α ≥ 1−3γ and
let (νn, wn) ∈ CET for n ∈ N be a family of solutions to the continuity equation with
uniformly bounded action and dissipation such that {νn0 }n∈N satisfies the tightness
condition (2.8). Then, there exists a subsequence and a couple (ν, w) ∈ CET , such
that
νnt
∗
⇀ νt in C
0
c (R+)
∗ ∀t ∈ [0, T ], (3.12)
wnνn
∗
⇀ wν in C0c ([0, T ]×R+)∗.
In addition, the action and dissipation satisfy the lim inf estimates∫ T
0
A(νt, wt) dt ≤ lim inf
n→∞
∫ T
0
A(νnt , w
n
t ) dt (3.13)∫ T
0
D(νt) dt ≤ lim inf
n→∞
∫ T
0
D(νnt ) dt. (3.14)
Proof. For any ζ ∈ C1c (R+) and 0 ≤ t1 < t2 ≤ T holds∣∣∣∣∫ ζ dνnt2 − ∫ ζ dνnt1 ∣∣∣∣ = ∣∣∣∣∫ t2
t1
∫
∂λζ λ
α wnt νt(dλ) dt
∣∣∣∣
≤ sup
λ>0
|∂λζ|
λ
α
2
|t2 − t1|
1
2
(∫ t2
t1
A(νnt , w
n
t ) dt
) 1
2
,
which shows (3.12) and the weak∗ continuity of νt. Moreover, it holds for κ ∈ R
and ζ ∈ C0c ([0, T ]×R+)∫ T
0
∫
ζ(t, λ)λκ+α|wnt | dνnt dt ≤
(∫ T
0
A(νnt , w
n
t ) dt
) 1
2
×
(∫ T
0
∫
ζ(t, λ)2λ2κ+α dνt dt
) 1
2
. (3.15)
By lower semi-continuity it follows E(νt) < ∞ and by the tightness Lemma 3.4 it
follows the conservation of total mass
∫
λdνt =
∫
λdν0 =
∫
λdνn0 < ∞. Hence,
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νt ∈M for all t ∈ [0, T ]. Then, by interpolation, the second term in (3.15) is finite
for 1− γ ≤ 2κ+α ≤ 1. There exists µ ∈ C0c ([0, T ]×R+) such that wnνn ∗⇀ µ and
the pair (ν, µ) satisfies ∂tνt + ∂λµt = 0 in C
∞
c ([0, T ] × R+)∗. Since (νn, wn) is a
curve of finite action, we find a subsequence such that
lim
n→∞
∫ T
0
A(νnt , w
n
t ) dt = A
∗ := lim inf
n→∞
∫ T
0
∫ T
0
A(νnt , w
n
t ) dt.
Hence, we get the estimate with κ = (1− α)/2∫ T
0
∫
ζ(t, λ)λ
1−α
2 µt(dλ) dt ≤
(
A∗
∫ T
0
∫
ζ(t, λ)2λdνt dt
) 1
2
. (3.16)
Now, we can apply the Riesz representation theorem to find v ∈ L2(λdνtdt) such
that ∫ T
0
∫
ζ(t, λ)λ
1−α
2 µt(dλ) dt =
∫ T
0
∫
ζ(t, λ)λv(t, λ) νt(dλ) dt.
Setting ζ˜(t, λ) = λ
1−α
2 ζ(t, λ) and wt(λ) = λ
1−α
2 v(t, λ), we get that µt(dλ) =
v(t, λ)νt(dλ). Moreover, since w ∈ L2(λα dνt dt) it is of finite action. Moreover,
by approximating ζ(t, λ) = wt(λ)
λ
1−α
2
it follows from (3.16) the lower semi-continuity
of the action (3.13).
Finally, (3.14) follows by noting that D(νnt ) = A(ν
n
t , u(ν
n
t ) − qλ−γ), which is
well-defined by (3.9). 
The formulation of the LSW gradient flow as curves of minimal action, reads
now in analog to the one of the Becker-Döring equation (1.20)
Proposition 3.6 (LSW equation as curves of maximal slope). Let α ≥ 1−3γ. For
(ν, w) ∈ CET with finite action holds
J(ν) := E(νT )− E(ν0) + 1
2
∫ T
0
D(νt) dt+
1
2
∫ T
0
A(νt, wt) dt ≥ 0. (3.17)
Moreover, equality holds if and only if νt is a solution to the LSW equation.
Proof. We can assume that the dissipation
∫ T
0 D(νt) dt is bounded, because else
there is nothing to show. Then, we can use the strong upper gradient property of
the dissipation (3.11) after an application of the Young inequality to arrive at
d
dt
E(νt) ≥ −1
2
D(νt)− 1
2
A(νt, wt).
An integration of the above estimate shows the nonnegativity of J in (3.17). The
equality case follows from the equality case in (3.11) for a.e. t ∈ [0, T ] by choosing
wt(λ) = u(νt)− ql−γ. Then, by weak∗ continuity of t 7→ νt follows the result for all
t ∈ [0, T ].
Now, for a curve (ν, w) ∈ CET with J(ν) = 0 follows by Proposition (3.3)
and (3.11) the identity
−
∫
λαqλ−γwt dνt =
√
A(νt, wt)D(νt) = A(νt, wt) = D(ν, wt).
Since wt ∈ T ∗νtM , it follows that wt = u(t) − qλ−γ for νt almost every λ ∈ R+.
Hence, the continuity equation (3.1) takes the form
∂tνt + ∂λ
(
λα(u(t)− qλ−γ)νt
)
= 0 in C∞c ([0, T ]×R+)∗,
which is nothing else than a weak solution to the LSW equation. 
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Remark 3.7. The compactness statement in Proposition 3.5 is also a tool to proof
existence of solution to the LSW equation by the particle method (cf. [18, 19]).
Therefore, the initial distribution is approximated in the weak∗ sense by a discrete
sum of Dirac deltas. Solutions for such data are determined by solving the finite
system of ordinary differential equations determined by (1.21) for each particle.
Then the compactness statement allows to pass to the limit in the particle number
and existence for measure valued initial distributions is obtained.
In addition, the compactness statement Proposition 3.5 with the variational char-
acterization of solutions of the LSW equation from Proposition 3.6 is the essential
tool to show the continuous dependence of the solution on the initial data.
Corollary 3.8 (Continuous dependency on the initial data). Let {νε0}ε>0 be a
sequence of initial data satisfying the tightness condition (2.8) and
lim
ε→0
E(νε0) = E(ν0) <∞. (3.18)
Then there exists a solution ν ∈ C∞c ([0, T ]×R+)∗ to the LSW equation such that
νεt
∗
⇀ νt in C
0
c (R+) for all t ∈ [0, T ].
Proof. By the compactness statement Proposition (3.5) follows that there exists a
couple (νt, wt) ∈ CET being the weak∗ limit of (νεt , wεt ) ∈ CET and satisfying the
two lim inf estimates (3.13) and (3.14). By lower semi-continuity of the energy and
the assumption (3.18) follows 0 = lim infε→0 J(ν
ε) ≥ J(ν) ≥ 0 and hence J(ν) = 0,
which proves the claim. 
Remark 3.9. The above result is consistent with the existing literature: In [19,
Theorem 2.2], the continuous dependency on the initial data was shown under the
tightness condition (2.8) with respect to weak∗ convergence for continuous test
functions compactly supported on [0,∞) including 0, i.e. Borel measures on [0,∞).
Then, it is easy to see that weak∗ convergence with respect to this class implies
convergence of the macroscopic energy (2.17).
4. Proof of main results
4.1. A priori estimates for the Becker–Döring gradient structure. In this
section, we consider the Becker–Döring equation and its gradient structure as in-
troduced in Section 1.1 and 1.2, respectively.
The reversible equilibrium distribution ω with parameter z ∈ (0, zs] (correspond-
ing to the conserved quantity) is given by (1.5). Note, that the radius of convergence
for z 7→∑∞l=1 lωl(z) is zs and ∑∞l=1 lωl =: ̺s < ∞ (cf. Lemma 4.1 below). Hence,
the equilibrium state ωl := ωl(zs) is the one with largest total mass ̺s. We work in
the excess mass regime and any state will have total mass larger than ̺s to which
there doesn’t exist an according equilibrium state with the same total mass. The
free energy is always the relative entropy with respect to ω = ω(zs), if not stated
explicitly.
Lemma 4.1. Under Assumption 1.1, there exists a constant F0 such that for any
l ≥ 2
Ql =
1
lαzl−1s
exp
((
F0 − q
zs
(1− γ)l1−γ + q
2
2z2s(1− 2γ)
(
l1−2γ − 1))(1 +O(l−γ))),
(4.1)
where l
1−2γ−1
1−2γ := log l for γ =
1
2 .
The proof relies on elementary estimates and is included for convenience in Ap-
pendix B. The expansion of the rates allows us to easily conclude the expansion of
the free energy F .
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Lemma 4.2 (Expansion of free energy). Let n ∈M be given such that F(n) <∞
as defined in (1.7), then there exists σ > 0 such that for any l0 ≥ 2
Fl0(n) = FLSWl0 (n)
(
1 +O(l−σ0 ) +O(l
γ
0ωl0)
)
, (4.2)
where Fl0 and FLSWl0 are defined by
Fl0(n) :=
∞∑
l=l0
ωlψ
(
nl
ωl
)
and FLSWl0 (n) :=
q
zs(1− γ)
∞∑
l=l0
l1−γnl.
Proof. We expand the function ψ in the definition of Fl0
Fl0(n) =
∞∑
l=l0
(
nl log
1
zlsQl
+ nl(lognl − 1) + ωl
)
We estimate the first sum using the asymptotic expansion (4.1)
∞∑
l=l0
(
nl log
1
zlsQl
)
=
q
zs(1− γ)
∞∑
l=l0
l1−γnl +O
(
∞∑
l=l0
l1−2γnl
)
+
∞∑
l=l0
l1−γnl
log lα
l1−γ
−
∞∑
l=l0
l1−γ
l1−γ
nl
(
log zs + F0
(
1 +O(l−γ)
))
=
(
q
zs(1− γ)
∞∑
l=l0
l1−γnl
)(
1 +O
(
l−γ0 log l0
)
+O
(
l
−(1−γ)
0
))
,
Likewise, we note that for any β ∈ (0, 1) exists Cβ > 0 such that for x > 0
|min{x(log x− 1), 0}| ≤ Cβxβ
and with the Hölder inequality, we can estimate
∞∑
l=l0
|min{nl(lognl − 1), 0}| ≤ Cβ
∞∑
l=l0
nβl ≤ Cβ
(
∞∑
l=l0
l1−γnl
)β( ∞∑
l=l0
1
l
β
1−β
(1−γ)
)1−β
.
Now, we can choose β such that β1−β (1 − γ) = κ > 1 and β < 1 leading to the
estimate
∞∑
l=l0
|min{nl(lognl − 1), 0}| ≤ Cβ
(
β
∞∑
l=l0
l1−γnl + 1− β
)
O(l
−(κ−1)(1−β)
0 ).
The last term evaluates with the help of (4.1) to
∞∑
l=l0
ωl ≤
∞∑
l=l0
zs
lα
exp
((
F0 − q
zs(1− γ) l
1−γ
)(
1 +O(l−γ)
))
≤ C
∫ ∞
l0
exp
(
− q
zs(1− γ) l
1−γ
)
dl ≤ C lγ0 exp
(
− q
zs(1− γ) l
1−γ
0
)
.
Therefore, a combination of all the estimates leads to the result. 
Moreover, we need a Czisar-Pinsker inequality for the free energy, which was
already a crucial ingredient in [17]
Proposition 4.3 (Czisar-Pinsker inequality [17, Lemma 2.1, 2.2]). For n ∈ M
and any small η > 0 and any p <∞ and any l0 ≥ 2 holds
∞∑
l=1
l1−γ |nl − ωl| ≤ C
√
F(n) (4.3)
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∞∑
l=l0
lnl − (̺− ̺s)
∣∣∣∣∣ ≤ Clγ0√F(n) + Cpl−p0 . (4.4)
For the next Lemmata, we make statements on curves of finite action to deduce
certain compactness, which we later need for passing to the limit. These Lemmata
are the analog of [17, Lemma 2.3 and 2.4], but we proof them for curves of finite
action instead of solutions to the Becker–Döring equation.
Lemma 4.4 (A priori estimates for curves of finite action). Let (n, φ) ∈ CET be a
curve of finite action as in Definition 1.2 and η ∈ L2(0, T ), then it holds∫ T
0
η(t)
∞∑
l=l0
lκklnˆωl (t)|∇lφ(t)| dt ≤ C
(
sup
t∈[0,T ]
FLSWl0 (n(t))
) 1−α−2κ
2γ
(4.5)
×
∫ T
0
|η(t)|
√
Amac(n(t), φ(t)) dt,
for any κ ∈ [ 1−α−γ2 , 1−α2 ] with Amac the action as defined in (1.18) restricted to
l ≥ l0. Hereby, ∇lφ := φl+1 − φl − φ1 and nˆωl is defined in (1.19). Moreover, it
also holds the estimate∫ T
0
η(t)
∞∑
l=l0
lκ|aln1(t)nl(t)− bl+1nl+1(t)| ≤ C
(
sup
t∈[0,T ]
FLSWl0 (n(t))
) 1−α−2κ
2γ
(4.6)
×
∫ T
0
|η(t)|
√
Dmac(n(t)) dt,
where again Dmac is defined as in (1.8) restricted to l ≥ l0.
Proof. We estimate using the Cauchy–Schwarz inequality
∞∑
l=l0
lκklnˆωl |∇lφ(t)| ≤
(
∞∑
l=l0
klnˆωl |∇lφ(t)|2
) 1
2
(
∞∑
l=l0
l2κklnˆωl
) 1
2
.
Now, using that fact that
klnˆωl = Λ(aln1nl, bl+1nl+1) = Λ
(
λαn1nl, (λ+ 1)
α(zs + q(l + 1)
−γ)nl+1
)
,
the estimate (λ+1)
α
λα ≤ 1 + αλ and from (4.3) the bound |n1 − zs| ≤ C
√F(n), it
follows
∞∑
l=l0
l2κklnˆωl ≤ 2
(
zs +max
{
C
√
F(n), ql−γ0
}) ∞∑
l=l0
lα+2κnl.
Now, we use the Hölder inequality to interpolate
∞∑
l=l0
lα+2κnl ≤
(
∞∑
l=l0
lnl
)α+2κ+γ−1
γ
(
∞∑
l=l0
l1−γnl
) 1−α−2κ
γ
≤ C (FLSWl0 (n(t))) 1−α−2κγ
by assuming 1 − α − γ ≤ 2κ ≤ 1 − α. The estimate (4.6) follows from (4.5) by
noting that with the choice φ∗(t) = DF(n(t)) =
(
log nl(t)ωl
)
l≥1
holds
klnˆωl (t)|∇lφ∗(t)| = aln1(t)nl(t)− bl+1nl+1(t)
and Amac(n(t), φ∗(t)) = Dmac(n(t)). 
The last a priori estimate deals with tightness and how tightness is preserved for
curves of finite action.
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Lemma 4.5 (Tightness is preserved for curves of finite action). A family N ⊂M
is called tight provided that
sup
n∈N
∞∑
l=R
lnl → 0 as R→∞. (4.7)
If the family N0 ⊂ M satisfy the tightness condition (4.7). Then for any T > 0
and any family of curves {(n, φ) ∈ CET : n(0) ∈ N0} of uniformly finite action the
family {n(t)} also satisfies the tightness condition (4.7) for t ∈ [0, T ].
Proof. The proof is similar to Lemma 3.4, where the same result is proven for the
LSW gradient structure. Let 1≪M1 ≪M2 and let η ∈ C1(R) be a cut off function
such that η(l) = 0 for l ≤ M12 and l ≥ 2M2, η(l) = 1 for M1 ≤ l ≤ M2 and such
that η′(l) ≤ CM1 for M12 ≤ l ≤ M1 and |η′(l)| ≤ CM2 for M2 ≤ l ≤ 2M2. Moreover,
we define Nl := lη(l) and assume M1 > 2 such that η(1) = 0. Then, it follows for
any curve of finite action (n, φ) ∈ Φ
d
dt
N · n(t) = N · ∂tn(t) = N · K(n)φ
=
(
∞∑
l=1
η(l + 1) kl n̂ωl (t) ∇lφ(t) +
∞∑
l=1
kl n̂ωl (t) l∇lη ∇lφ(t)
)
≤ C
(
1
M
1−α
2
1
∞∑
l=M1/2
l
1−α
2 kln̂ωl (t)|∇lφ(t)|
+
(
1
M1
M
1− 1−α
2
1 +
1
M2
M
1− 1−α
2
2
) ∞∑
l=M1/2
l
1−α
2 kln̂ωl (t)|∇lφ(t)|
)
≤ C
(
1
M
1−α
2
1
+
1
M
1−α
2
2
)
∞∑
l=M1/2
l
1−α
2 kln̂ωl (t)|∇lφ(t)|,
where C is the constant depending only on the cut off function η. Integrating over
time and using (4.5) leads to
M2∑
l=M1
lnl(t) ≤
2M2∑
l=M1/2
lnl(0) + C
(
1
M
1−α
2
1
+
1
M
1−α
2
2
)∫ t
0
√
A(n(t), φ(t)) dt.
Now, using the fact that t 7→ n(t) is a curve of finite action and letting M2 → ∞,
we obtain
∞∑
l=M1
lnl(t) ≤
∞∑
l=M1/2
lnl(0) +
Ct
1
2
M
1−α
2
1
,
where the constant C is uniform for the family. This finishes the proof since N0
satisfies the tightness condition (4.7). 
4.2. Passage to the limit: Proof of Theorem 2.2. To pass to the limit in
the discrete continuity equation, we define the flux density measure for a fixed
covector φ and rescaled one wε(εl) = zsε
−γ∇lφ (cf. (2.4)) by
µε(dλ) :=
zs
ε1−α+2γ
∑
l≥l0
δεl(dλ) k
l n̂ε
ω
l ∇lφ (4.8)
=
1
ε1−α+γ
∑
l≥l0
δεl(dλ) l
α Λ
(
nε1n
ε
l , (zs + q(l + 1)
−γ)nεl+1
)
wε(λ).
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and the dissipation flux density measure
µˆε(dλ) :=
1
ε1−α+γ
∑
l≥l0
δεl(dλ)(aln1(t)nl(t)− bl+1nl+1(t)) (4.9)
Let us note, that with the above definitions for l ≥ l0 and λ = εl holds
n˙εl (t)−
1
ε1−α+γ
(K[n]φ)l = ∂tνεt (λ) + ∂ελµεt (λ) = 0, (4.10)
where
∂ελµ
ε
t (λ) :=
µεt (λ+ ε)− µεt (λ)
ε
.
Let us summarize the a priori estimates found in Section 4.1 and rewrite them in
rescaled variables. We denote with Fεmac(Πεmacn) = ε−γFmac(n) and similarly for
Aεmac as well as Dεmac.
Proposition 4.6 (Rescaled a priori estimates). With x from (2.3) holds
i) The rescaled free energy satisfies
C ≥ Fε(nε) ≥ Fεmac(νε) = E(νε)(1 +O(εxσ)) (4.11)
ii) The total excess mass satisfies∣∣∣∣∫ λνε(dλ)− (̺0 − ̺s)∣∣∣∣ ≤ Cεγ( 12−x)√Fεmac(νε). (4.12)
iii) Let [0, T ] ∋ t 7→ νεt ∈ Mε be a rescaled curve of finite action and η ∈
L2((0, T )), then for any κ ∈ [ 1−α−γ2 , 1−α2 ]∫ T
0
η(t)
∫
λκ|µεt (dλ)| dt ≤ C
(
sup
t∈[0,T ]
Fεmac(νεt )
) 1−α−2κ
2γ ∫ T
0
|η(t)|
√
Aεmac(νεt , wεt ) dt,
(4.13)∫ T
0
η(t)
∫
λκ|µˆεt (dλ)| dt ≤ C
(
sup
t∈[0,T ]
Fεmac(νεt )
) 1−α−2κ
2γ ∫ T
0
|η(t)|
√
Dεmac(νεt ) dt.
(4.14)
iv) If {νε0}ε>0 satisfies the tightness condition (2.8) and [0, T ] ∋ t 7→ νεt ∈ Mε
are rescaled curves of finite action, then for all t ∈ [0, T ] also {νεt }ε>0 satisfies
the tightness condition (2.8).
The above results enable us to conclude the lim inf estimates and proof Theo-
rem 2.2.
Proof of Theorem 2.2. Step 1: Convergence of νε. For ζ ∈ C1c (R+) and 0 ≤ t1 <
t2 ≤ T , we calculate using the discrete continuity equation in the form (4.10)∣∣∣∣∫ ζ dνεt1 − ∫ ζ dνεt1 ∣∣∣∣ = ∣∣∣∣∫ t2
t1
∫
∂ελζ(λ)µ
ε
t (dλ) dt
∣∣∣∣
≤ sup
λ∈R+
|∂ελζ(λ)|
λ
1−α
2
∫ t2
t1
∫
λ
1−α
2 |µεt (dλ)| dt
(4.13)
≤ C sup
λ∈R+
|∂ελζ(λ)|
λ
1−α
2
∫ t2
t1
√
Aεmac(νεt , wεt ) dt
≤ C sup
λ∈R+
|ζ′(λ)|
λ
1−α
2
√
|t1 − t2|.
This estimate together with the bound (4.11) imply via Arzelà-Ascoli the weak∗
convergence towards a weakly∗ continuous map t 7→ νt. Moreover, the a priori
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bounds (4.11), (4.12) and tightness condition (2.8) imply that
∫
ζ dνε → ∫ ζ dν
holds for ζ ∈ C0(R+) satisfying
lim sup
λ→∞
|ζ(λ)|
λ
<∞ and lim
λ→0
|ζ(λ)|
λ1−γ
= 0,
which implies that the excess mass is preserved∫
λdνt = ̺0 − ̺s ⇒ νt ∈M, for all t ∈ [0, T ].
Moreover, the bounds (4.11) and (4.12) also imply by weak lower semi-continuity
the estimate (2.12) and especially that supt∈[0,T ]E(νt) <∞.
Step 2: Convergence of µε. The a priori estimate (4.13) implies the existence of
a measure µ ∈ C0c ([0, T ]×R+)∗ such that up to subsequences∫ ∫
ζ(t, λ) dµεt dt→
∫ ∫
ζ(t, λ) dµ for all ζ ∈ C0c ([0, T ]×R+). (4.15)
Now, we show the limiting measure is of the form µ(dt, dλ) = λαwt(λ)νt(dλ) dt for
some vector field wt with finite action. Therefore, we remind at the definition of
µε (4.8) and Aεmac (2.5) to estimate∫ ∫
ζ(t, λ)λ
1−α
2 µεt (dλ) dt ≤
(∫ T
0
Aεmac(νεt , wεt ) dt
) 1
2
× (4.16)
∫ T
0
1
zs
∑
l≥l0
ζ2(t, εl) l1−αkl n̂ε
ω
l (t) dt
 12 .
The second term on the right hand side can be bounded by using the one-homogeneity
and concavity of (a, b) 7→ Λ(a, b)
1
zs
∑
l≥l0
ζ2(t, εl) l1−αkl n̂ε
ω
l (t)
≤ 1
zs
∑
l≥l0
ζ2(t, εl) lΛ
(
nε1(t)n
ε
l (t), (zs + q(l + 1)
−γ)nεl+1(t)
)
≤ 1
zs
Λ
nε1(t)∑
l≥l0
ζ2(t, εl) l nεl (t),
(
zs + ql
−γ
0
)∑
l≥l0
ζ2(t, εl) l nεl+1(t)

≤ zs + o(1)
zs
∑
l≥l0
ζ2(t, εl) l nεl (t),
where we used in the last estimate that l0 = ε
−x, |nε1 − zs| ≤ C
√F(n) ≤ Cε γ2
by (4.3) and the fact that ζ is uniformly continuous. Since t 7→ nε(t) is a curve
of finite action and by the convergence of the total mass, it follows that the right
hand side of (4.16) is finite. Hence, we can pass to the limit ε→ 0 in (4.16) by the
same argument as in (4.15). It follows for a subsequence which attains∫ T
0
Aεmac(νε, wε) dt→ A∗ := lim inf
ε→0
∫ T
0
Aεmac(νε, wε) dt.
the estimate∫ ∫
ζ(t, λ)λ
1−α
2 µt(dλ) dt ≤
(
A∗
∫ ∫
ζ2(t, λ)λνt(dλ) dt
) 1
2
,
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with µt(dλ) denoting the disintegration of µ in t. Hence, we can conclude as in the
derivation of (3.16) to find v ∈ L2(λdνt dt) by the Riesz representation theorem
showing lower semi-continuity of the action (2.13).
Step 3: Convergence of the dissipation Dε. We observe thatDεmac(νεt ) = Aεmac(νεt , w˜ε),
where w˜ε is the special vector field given by −∇lDFε(νεt ), i.e. for all l
εγw˜εt (εl) = log
nε1n
ε
l
ω1ωl
− log n
ε
l+1
ωl+1
.
Therefore, we can apply the same arguments of step 2, but now to the dissipation
flux density µˆε defined in (4.9) and use the a priori estimate (4.14) to deduce the
lim inf estimate
lim inf
ε→0
∫ T
0
Dε(νεt ) dt ≥
∫ T
0
A(νt, w˜t) dt =
∫ T
0
∫
λα|w˜t|2νt(dλ) dt,
for some w˜ ∈ C0c ([0, T ]× R+)∗. It, is left to show that hε(t) ⇀ h(t) in L2((0, T ))
and w˜t is of the form h(t)− q/λγ wit h ∈ L2([0, T ]), however this statement follows
exactly along the lines of [17, Lemma 2.6]. The final result (2.14) follows now by
the definition of D(νt) as the infimum over all such h ∈ L2([0, T ]) from Lemma 3.3).
Step 4: Continuity equation holds. Finally, choosing a subsequence such that
both convergences (2.9) and (2.10) holds for a test function ζ ∈ C∞c ([0, T ]×R), we
can pass to the limit in the weak form of the discrete continuity equation (4.10)∫ T
0
∫
∂tζ(t, λ)ν
ε
t (dλ) dt +
∫ ∫
∂ελζ(t, λ)µ
ε
t (dλ) dt = 0
↓ ε→ 0 ↓ ε→ 0∫ T
0
∫
∂tζ(t, λ) νt(dλ) dt +
∫ ∫
∂λζ(t, λ)µt(dλ) dt = 0,
which shows (ν, w) ∈ CET . 
4.3. Quasistationary expansion: Proof of Theorem 2.5. The proofs of Propo-
sition 2.4 and Theorem 2.5 consists in several steps, which are formulated in the
following Lemmata. In the proofs of this section, C is a generic constant, which
is assumed to be independent of ε and only depending on the parameters inside of
the rates from Assumption 1.1.
Lemma 4.7. Assume that Fεmac(νε) ≤ C, l0 satisfies (2.3) and νε satisfies the
tightness condition (2.8). Then for any κ ∈ [0, 1], there exists c > 0 such that∫
λκ dνε ≥ c > 0 uniformly in ε > 0. (4.17)
Proof. The assumptions of the Lemma ensure the conservation of the excess mass (4.12).
Together with the tightness assumption, we have for any κ ≤ 1∫
λκ νεt (dλ) ≥
∫ M
0
λκ νεt (dλ)
≥ 1
M1−κ
∫ M
0
λ νεt (dλ)
≥ 1
M1−κ
(
ρ0 − ρs −Oε
(
εγ(1/2−x)
)
− oM (1)
)
.
Hence, we can choose M large enough but finite and ε small enough such that for
some c > 0 the estimate (4.17) holds. 
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Lemma 4.8. For any n ∈ M holds
(u− h) log
(
1 + u
1 + h
)
≤ Dmac(n)
A(zs)
, (4.18)
where u := u(zs),
h :=
n1 − zs
zs
and u(z) :=
B −A(z)
A(z)
,
and
A(z) :=
∑
l≥l0
alznl and B :=
∑
l≥l0
bl+1nl+1. (4.19)
Moreover, if F(n) ≤ Cεγ, l0 satisfies (2.3) and νε satisfies the tightness condi-
tion (2.8), then it holds for ε small enough and some C > 0 uniformly in ε the
estimate (2.15) from Proposition 2.4.
Proof. For the proof n is fixed such that F(n) ≤ Cεγ . Then, we introduce two
measures α and β on {l0, l0 + 1, . . .}
∀l ≥ l0 : αl(z) := alznl and βl := bl+1nl+1
with partition sums A(z) and B (4.19), respectively.
We introduce Dmac,z(n) the constant monomer density dissipation of the large
clusters
Dmac,z(n) :=
∑
l≥l0
(alznl − bl+1nl+1) log alznl
bl+1nl+1
≥ 0.
Note, that by this definition Dmac(n) = Dmac,n1(n). By the definition (4.19), it
follows A(n1) = (1 + h)A(zs) and the identity
u(n1) =
1
1 + h
(u(zs)− h). (4.20)
Now, rewrite andDmac,z(n) and apply the Jensen inequality to the one-homogeneous
convex function a 7→ a log(1 + a)
Dmac,z(n) =
∑
l≥l0
αl(z)
βl − αl(z)
αl(z)
log
(
1 +
βl − αl(z)
αl(z)
)
≥ (B −A(z)) log B
A(z)
= A(z)(u(z) log(1 + u(z))
Hence, we obtain by setting z = n1 and using (4.20), the estimate
A(z)(u(z) log(1 + u(z)) = A(zs)(u− h) log
(
1 +
u− h
1 + h
)
,
from where we conclude (4.18). By using the explicit expression of the rates (1.1)
follows
2A(zs)−B =
∑
l≥l0
zsl
α
(
1− q
zslγ
)
nl + zsl
α
0 nl0 + ql
α−γ
0 nl0
≥
(
1− q
zsl
γ
0
)
A(zs) ≥ A(zs)(1−O(εxγ)),
by the definition of l0 (2.3). Hence, we have B ≤ A(zs)(1 +O(εxγ)) and in partic-
ular with (4.20)
u(n1) ≤ u(zs)
1− |h| +
|h|
1− |h| ≤ O(ε
xγ) +O
(
ε
γ
2
)
= O(εxγ), (4.21)
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where we used that with F(n) ≤ Cεγ also |h| ≤ Cε γ2 from the estimate (4.3). The
estimate (4.21) allows to linearize the bound (4.18) as follows
(u− h) log
(
1 + h
1 + u
)
≥ (u− h)
2
max{1 + h, 1 + u} ≥
(u − h)2
1 +O(εxγ)
.
Finally, to deduce the estimate (2.15), it is enough to rewrite it in rescaled variables
and use the estimate (4.17) from Lemma 4.7
A = zsε
1−α
∫
λανε(dλ) ≥ cε1−α > 0. 
The time-scale separation between the dynamic of the small clusters and the
one of the large clusters is characterized by the following logarithmic Sobolev type
inequality.
Proposition 4.9 (Microscopic energy-dissipation estimate). Let ωl(z) := z
lQl.
Then for all n ∈ RN+ with Fmic(n) ≤ Cεγ there exists CEED independent of ε such
that it holds
Hmic(n | ω(n1)) ≤ CEEDε−x(1−α+γ)Dmic(n), (4.22)
where Hmic is the microscopic part of the relative entropy between n and ω(n1)
defined by
Hmic(n | ω(z)) :=
l0−1∑
l=1
ωl(z)ψ
(
nl
ωl(z)
)
with ψ(a) = a log a− a+ 1.
Proof. We note, that the function (a, b) 7→ ϕ(a, b) := (a−b)(log a− log b) occurring
in the definition of the dissipation is one-homogeneous. In addition, the following
lower bound holds
(a− b)(log a− log b) ≥ 4
(√
a−
√
b
)2
.
Moreover, we remind that ω(z) satisfies the detailed balance condition alω1(z)ωl(z) =
bl+1ωl+1(z). By choosing z = n1, the dissipation can be rewritten and bounded
from below by
D(n) =
∑
l≥1
aln1ωl(n1) ϕ
(
nl
ωl(n1)
,
nl+1
ωl+1(n1)
)
≥ 4
∑
l≥1
aln1ωl(n1)
(√
nl
ωl(n1)
−
√
nl+1
ωl+1(n1)
)2
:= D(n).
Hence, instead of showing the estimate (4.22), it is sufficient to proof
Hmic(n | ω(n1)) ≤ CEEDD(n).
This inequality was investigated in [4]. To apply the result there, we introduce the
measures
l ∈ {1, . . . , l0 − 1} : µl(z) := ωl(z)∑l0−1
l=1 ωl(z)
and νl(z) :=
alωl(z)∑l0−1
l=1 ωl(z)
.
Hereby, we note that µ is a probability measure, but ν not necessarily. Let us
assume the following mixed logarithmic Sobolev inequality
Entµ(f
2) :=
l0−1∑
l=1
µlf
2
l log
f2l∑l0−1
l=1 f
2
l µl
≤ CLSI
l0−1∑
l=1
νl(fl − fl+1)2. (4.23)
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Then, [4, Proposition 3.2], where by the different normalization of ν, the constant
simplifies to
CEED ≤ CLSI
n21
(
n21 + 2
(
l0−1∑
l=1
nl
)(
l0−1∑
l=1
ωl(n1)
))
. (4.24)
To proof the mixed logarithmic Sobolev inequality (4.23), we use [4, Corollary 2.4
and Remark 2.5], from which we obtain the bound
CLSI ≤ 480 sup
1<l<l0
Wl(n1) log
(
W1(n1)
Wl(n1)
)
Vl(n1), (4.25)
where
Wl(z) =
l0−1∑
j=l
ωj(z) and Vl(z) =
l−1∑
j=1
1
ajωj(z)
.
We will establish the following estimates for |z − zs| ≤ Cε γ2 and some C > 1
1
C
ωl(z) ≤Wl(z) ≤ Clγωl(z) (4.26)
Vl(z) ≤ Cl
γ−α
ωl(z)
(4.27)
We postpone the proof of the estimates and first show the final result. By a combi-
nation of (4.26) and (4.27) with (4.25), we obtain the estimate
CLSI ≤ C sup
1<l<l0
l2γ−α log
(
C
ωl(z)
)
.
By the expansion (4.1) follows
1
ωl(z)
≤ Clα exp
(
q(1− γ)
zs
l1−γ − l log z
zs
)
≤ C exp(Cl1−γ),
where we used that l0
∣∣∣log zzs ∣∣∣ is uniformly bounded, because of |z − zs| ≤ Cε γ2 . We
obtain the upper bound CLSI ≤ C sup1<l<l0 l1−α+γ ≤ Cl1−α+γ0 . A combination of
this bound with (4.24) leads to the bound
CEED ≤ Cε−x(1−α+γ) n
2
1 +W1(n1)
∑l0−1
l=1 nl
n21
The conclusion (4.22) follows now from (4.26), |n1 − zs| ≤ Cε γ2 and the bound∑l0−1
l=1 nl ≤
∑
l≥1 lnl = ̺. To proof the estimates (4.26) and (4.27), we first observe
that by the assumption |z − zs| ≤ Cε γ2 , we have the comparison
ωl(z)
ωl(zs)
=
(
z
zs
)l
≤
(
1 + Cε
γ
2
)l
≤ exp
(
Cε
γ
2 l0
)
≤ C
by the choice of l0 (2.3). In the complete analog way, we get
ωl(z)
ωl(zs)
≥ 1C . Hence, it
is enough to show (4.26) and (4.27) for z = zs.
Therefore, we use the expansion (4.1) from Lemma 4.1 in the form: For some
constant C > 1 and any l ≥ 1 holds
1
Clαzl−1s
exp
(
− q
zs
(1− γ)l1−γ
)
≤ Ql ≤ C
lαzl−1s
exp
(
− q
zs
(1 − γ)l1−γ
)
.
The estimate (4.26) with z = zs is now proven
Wl(z) ≤ C
z2s
l0−1∑
j=l
1
jα
exp
(
− q
zs
(1 − γ)j1−γ
)
≤ C
lα
l0−1∑
j=l
exp
(
− q
zs
(1− γ)j1−γ
)
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≤ C
lα
∫ l0−1
l
exp
(
− q
zs
(1− γ)v1−γ
)
dv ≤ Clγ−α
∫ ∞
l1−γ
exp
(
− q
zs
(1− γ)v
)
dv
≤ Clγωl.
The estimate (4.27) with z = zs follows similarly
Vl(z) ≤ C
z2s
l−1∑
j=1
exp
(
q
zs
(1− γ)l1−γ
)
≤ C
z2s
∫ l
1
exp
(
q
zs
(1− γ)v1−γ
)
dv
≤ C (1 − γ)
z2s
lγ
∫ l1−γ
0
exp
(
q
zs
(1− γ)v
)
dv ≤ C l
γ−α
ωl
. 
The estimates (2.5) and (2.16) from Theorem 2.5 are a consequence of (4.22).
Proof of Theorem 2.5. Finally, the estimate (2.5) follows just by rescaling Dmic and
integrating the estimate along a curve of finite action. For the statement (2.16), we
first observe that Fmic(n) = Hmic(n | ω) and get by writing z = zseh
Hmic(n | ω(z))−Fmic(n) = −
l0−1∑
l=1
lnl log
z
zs
−
l0−1∑
l=1
ωl
(
1−
(
z
zs
)l)
= h
(
̺s −
l0−1∑
l=1
lnl +
l0−1∑
l=1
lωl
elh − 1
lh
− ̺s
)
The first difference in the bracket can be bounded in terms of (4.4) from Lemma 4.3.
The second difference can be explicitly expresses as follows∣∣∣∣∣̺s −
l0−1∑
l=1
lωl
elh − 1
lh
∣∣∣∣∣ ≤∑
l≥l0
lωl +
l0−1∑
l=1
lωl
elh − 1− lh
lh
≤ Clγ0ωl0 + Ch
l0−1∑
l=1
l2ωl ≤ C(lγ0ωl0 + h),
where, we used the upper in (4.26), which holds by the proof also with l0 = ∞.
Moreover, ωl has arbitrary high moments following from the expansion (4.1). By
the choice of l0 (2.3) and again (4.1) follows that l
γ
0ωl0 ≤ Cεp for any p > 0. Hence,
combining all these estimates and reminding that Fmic(n) ≤ Cεγ , we get
|Hmic(n | ω(z))−Fmic(n)| ≤ C|h|
(
ε−xγ
√
Fmic(n) + εp + |h|
)
≤ C|h|(εσ + |h|),
where σ = γ
(
1
2 − x
)
> 0 by (2.3). Hence, we can conclude for a curve of finite
action∫ T
0
Fεmic(n(t)) dt ≤ zsε−γ
∫ T
0
Hmic(n(t) | ω(n1(t))) dt
+ Cε−γ
∫ T
0
∣∣∣∣log(n1(t)zs − 1
)∣∣∣∣(εσ + ∣∣∣∣log(n1(t)zs − 1
)∣∣∣∣) dt
≤ Cε(1−x)(1−α+γ)
∫ T
0
Dεmic(n(t)) dt
+ Cεγ
∫ T
0
∣∣∣∣n1(t)− zsεγ
∣∣∣∣2 dt+ Cεσ√T
(∫ T
0
∣∣∣∣n1(t)− zsεγ
∣∣∣∣2 dt
) 1
2
.
The conclusion (2.16) follows by (2.11) from Theorem 2.2 . 
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A. Gradient structures for coagulation and fragmentation models
A.1. Reversible chemical reactions as gradient flows. This part of the ap-
pendix shows the general structure for reversible chemical reactions. Since, the
Becker–Döring equation and other coagulation-fragmentation models can be inter-
preted as an infinite set of chemical reactions (1.10), they fall into this category.
The basic observation goes back to Mielke [15], who found the entropic gradient
flow structure for reversible chemical reactions.
Definition A.1 (Reversible chemical reaction). Let n ∈ RN+ be the densities of
N ∈ N ∪ {+∞} different chemical species (or complexes) Xi reacting according to
the mass action law. Each reaction r = 1, . . . R with R ∈ N∪{+∞} is characterized
by the stoichiometric coefficients xr, yr ∈ NN0 and forward and backward reaction
rates kr± > 0
xr1X1 + · · ·+ xrNXN
kr+
⇋
kr
−
yr1X1 + · · ·+ yrNXN , r = 1, . . . , R. (A.1)
The chemical reaction is assumed to be reversible. That is, there exists a state
ω = (ω1, . . . , ωN ) ∈ RN such that
kr+ω
xr = kr−ω
yr =: kr. (A.2)
Here, the notation for multiindices is used: ωx
r
=
∏N
i=1 ω
xri
i . The evolution equation
for the density is given by
n˙ = −
R∑
r=1
kr
(
nx
r
ωxr
− n
yr
ωyr
)
(xr − yr). (A.3)
The Becker–Döring clustering equation interpreted as an infinite set of chemical
reactions (1.10) fall in this framework by setting N = R =∞ and xri := δi,1 + δi,r
and yri := δi,r+1. The detailed balance condition (A.2) is satisfied in terms of the
one-parameter family of equilibrium distributions ω(z) (1.5). Moreover, the more
general Smoluchowski coagulation and fragmentation model fit into this framework
(cf. Appendix A.2) under the assumption of detailed balance.
The free energy is defined as relative entropy with respect to the reversible equi-
librium as in (1.7), i.e. F(n) = H(n | ω) and hence DF(n) =
(
log n1ω1 , . . . , log
nN
ωN
)
.
To define the manifold of states, the stoichiometric subspace and its complement
are used
S := span{xr − yr : r = 1, . . . R} and S⊥ := {s ∈ RN : γ · s = 0, ∀γ ∈ S}.
Then, the manifold is given for some fixed n0 ∈ RN+ by the affine space of densities
Mn0 := (n0 + S) ∩RN+ =
{
n ∈ RN+ : n · s = n0 · s, ∀s ∈ S⊥
}
The definition formalizes that S⊥ contains all conversation laws of the reaction
and therefore the tangent vectors on Mn0 are given by RS . Coagulation and
fragmentation models of one species, like Becker–Döring, in this terminology are
characterized by
S⊥ = span{I}, with I := (1, 2, 3, 4, . . . ).
Hence, the manifold has only one conserved quantity, which is the density ̺0 > 0
of the total number of particles M := {n ∈ RN+ : n · I =∑∞l=1 lnl = ̺0}.
The derivative of the energy DF is a force and has to be interpreted as covector.
The underlying metric can be specified by mapping covectors to (tangent-)vectors.
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This is done via the Onsager matrix to be defined as the symmetric semi-positive
definite matrix
K(n) :=
∑
r
krΛ
(
nx
r
ωxr
,
ny
r
ωyr
)
(xr − yr)⊗ (xr − yr), (A.4)
where Λ(·, ·) is the logarithmic mean in (1.15). Hence, recalling that the space
of vectors was given by RS , we define the covectors with the help of the Onsager
operator by (1.16), where the identification is well-defined since the image of K is
by definition RS , whenever n is strictly positive in all of its components. Note, al-
though the tangent space is state independent, this is not the case for the cotangent
space.
With this preliminary definitions a reversible chemical reaction as given in Def-
inition A.1 is formally the gradient flow of the free energy F with respect to the
metric structure induced by the Onsager operator (A.4) and it holds the formal
identity
n˙ = −K(n)DF(n). (A.5)
The property from which immediately follows that (A.5) is the same as (A.3) is
(xr − yr) ·DF(n) =
n∑
i=1
xri log
ni
ωi
− yri log
ni
ωi
= log
nx
r
ωxr
− log n
yr
ωyr
,
which is nothing else than the nominator of the logarithmic mean Λ
(
nx
r
ωxr
, n
yr
ωyr
)
and
resembles a discrete chain rule. The gradient flow decreases its energy along its
evolution in terms of the dissipation, i.e.
d
dt
F(n) = DF(n) · n˙ = −DF(n) · K(n)DF(n)
= −
∑
r
kr
(
nx
r
ωxr
− n
yr
ωyr
)(
log
nx
r
ωxr
− log n
yr
ωyr
)
=: −D(n)
We see that the Becker–Döring system fits into this framework. However, there
is freedom in the choice of the free energy and under certain physical assumption,
there are other possible choices.
A.2. Smoluchowski coagulation and fragmentation equation. The Becker–
Döring clustering equation is itself just a special case in the more general class of
Smoluchowski coagulation and fragmentation equations seen as the following family
of chemical reactions
Xi +Xj
ai,j
⇋
bi,j
Xi+j with (i, j) ∈ N×N.
Hence, the stoichiometric coefficients in (A.1) are given as x
(i,j)
k = δi,k + δj,k and
y
(i,j)
k = δi+j,k. A gradient flow structure can be established under the assumption
of detailed balance, which in this case does not necessarily hold: There exists a
state ω ∈ RN such that for (i, j) ∈ N×N holds
ai,jωiωj = bi,jωi+j .
Under this condition, the Smoluchowski coagulation and fragmentation equation is
the gradient flow (A.5) of the free energy F with repesct to the Onsager operator
K defined in (A.4).
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A.3. Modified Becker–Döring system. The modified Becker–Döring system
was introduced by Dreyer and Duderstadt [9]. The main feature is the introduc-
tion of a mixing entropy between the clusters. Hence, the free energy consists of
a relative entropy part as defined in (1.7) plus a mixing entropy depending on the
total number of clusters
F˜(n) = H(n | ω)−N(n)(logN(n)− 1) with N(n) =
∑
i
ni. (A.6)
The most compact form of the free energy is F˜(n) = ∑i(ni log niωiN(n) + ωi).
Hence, the differential of the free energy differential is given by
DF˜(n) =
(
log
n1
ω1N(n)
, . . . , log
ni
ωiN(n)
, . . .
)
. (A.7)
The reaction is still of the same form as the classical Becker–Döring system (1.10),
i.e. xri = δi,1+δi,r and y
r
i = δi,r+1 in (A.1). This leads to the same detailed balance
condition as for the classical Becker-Döring model arω1ωr = br+1ωr+1 =: k
r. Hence,
we obtain the same possible equilibrium states ωr(z) = z
rQr given in (1.5). Again
z has to be determined from the formal conservation law
∑∞
l=1 lωl(z) =
∑∞
l=1 lnl.
However, the existence as minimizer of the free energy in this case is more involved
and for a detailed analysis of the equilibrium states, we refer to [11].
Now, from (A.7), we further deduce
(xr − yr) ·DF˜(n) = log n1nr
ω1ωrN(n)2
− log nr+1
ωr+1N(n)
= log
n1nr
ω1ωr
− log N(n)nr+1
ωr+1
.
From the above identity, the modified Onsager matrix can be read off and is given
by
K(n) :=
∑
r
krΛ
(
n1nr
ω1ωr
,
N(n)nr+1
ωr+1
)
(xr − yr)⊗ (xr − yr).
Then, we obtain the modified Becker–Döring equation as the gradient flow of the
modified free energy (A.6)
n˙ = −K˜(n)DF˜(n) = −
∑
r
kr
(
n1nr
ω1ωr
− N(n)nr+1
ωr+1
)
(xr − yr)
= −
∑
r
(arn1nr − br+1N(n)nr+1)(xr − yr) = −
∑
r
J˜r(x
r − yr).
The explicit form of the equation is given for any l = 1, 2, . . . by
n˙l = J˜l−1 − J˜l with J˜0 := −
∞∑
r=1
J˜r and J˜r(n) := arn1nr − br+1N(n)nr+1.
B. Proof of Lemma 4.1
Proof of Lemma 4.1. We calculate using the definition (1.5) of Ql
log
(
lαzl−1s Ql
)
= −
l∑
j=2
log
(
1 +
q
zsjγ
)
The function x 7→ log
(
1 + qzskγ
)
is positive, continuous and monotone decreasing
to 0. Therefore, we can define the Euler number
C1 := lim
l→∞
 l∑
j=2
log
(
1 +
q
zsjγ
)
−
∫ l
2
log
(
1 +
q
zsxγ
).
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Moreover, we get from the Euler-MacLaurin formula the estimate∣∣∣∣∣∣C1 −
 l∑
j=2
log
(
1 +
q
zsjγ
)
−
∫ l
2
log
(
1 +
q
zsxγ
)∣∣∣∣∣∣ ≤ log
(
1 +
q
zslγ
)
≤ q
zslγ
.
The following bound
q
zsxγ
− 1
2
(
q
zsxγ
)2
≤ log
(
1 +
q
zsxγ
)
≤ q
zsxγ
− 1
2
(
q
zsxγ
)2
+
1
3
(
q
zsxγ
)3
implies the estimate
0 ≤
∫ l
2 log
(
1 + qzsxγ
)
dx∫ l
2
(
q
zsxγ
− 12
(
q
zsxγ
)2)
dx
− 1 ≤ O(l−γ),
hereby, we use the convention that l
κ−1
κ = log l for κ = 0. Now, we can combine
all the estimates to obtain
log
(
lαzl−1s Ql
)
= −
 l∑
j=2
log
(
1 +
q
zsjγ
)
−
∫ l
2
log
(
1 +
q
zsxγ
)
dx

−
1 +
∫ l
2 log
(
1 + qzsxγ
)
dx∫ l
2
(
q
zsxγ
− 12
(
q
zsxγ
)2)
dx
− 1
∫ l
2
(
q
zsxγ
− 1
2
(
q
zsxγ
)2)
dx
=
(
F0 − q
zs(1− γ) l
1−γ +
q2
2z2s(1− 2γ)
l1−2γ
)(
1 +O(l−γ)
)
,
which concludes the proof by setting F0 = q2
1−γ
zs(1−γ)
− q221−2γ2z2s(1−2γ) − C1. 
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