A common assumption in wave-propagation problems is that the subsurface is approximately an acoustic medium. Under this assumption, important wave phenomena such as S-waves are not included. Due to the increase in computational power in recent years, the acoustic assumption may be left behind and replaced by the more physically correct elastic assumption. Time-lapse seismic data contain information about changes in the subsurface due to the production of hydrocarbons or injection of CO 2 . Full-waveform inversion (FWI) is an inverse method that can be used to quantify these time-lapse changes in the subsurface. Using a 3D isotropic elastic implementation of the FWI method, we studied two strategies for performing time-lapse FWI. We used synthetic ocean-bottom multicomponent seismic time-lapse data to estimate changes in the P-and S-wave velocity models. A sensitivity analysis in which the sensitivities with respect to the magnitude and physical size of the time-lapse anomalies and the noise level in the data was performed. The strategy focusing on explaining the data differences between the baseline and monitor data sets provided fewer artifacts in the inverted elastic models than the strategy that tried to explain the full monitor data set, and it was therefore preferable. The data-difference strategy depends on good repeatability in the time-lapse data sets and sufficient convergence of the inversion of the baseline data set.
INTRODUCTION
A common assumption in wave propagation problems is that the subsurface is approximately an acoustic medium. Under this assumption, it is sufficient to use the acoustic wave equation (Aki and Richards, 2002) to model waves propagating through the medium of interest. Important wave phenomena such as S-waves are not included in the acoustic wave equation. In parameter estimation problems, the acoustic assumption may in the worst case lead to wrongly estimated models (Barnes and Charara, 2009; Raknes and Arntsen, 2014a) . Due to the increase in computational power in recent years, we now can use the elastic wave equation (or other wave equations that involve more accurate physics) to model wave propagation in a medium. This equation is more complicated to solve than the acoustic wave equation, resulting in higher computational cost. More importantly, this leads to better agreement between simulated data and the real world wavefields, which may improve the results of methods relying on waveform fitting. Furthermore, it is now possible to numerically solve the elastic wave equations in a full 3D setup with acceptable computing times.
Time-lapse seismic data contain information about changes in the subsurface and have proven to be an effective tool in reservoir imaging and for monitoring of injected CO 2 in the subsurface (Biondi et al., 1996; Lumley et al., 2003) . Conventional methods for quantifying time-lapse effects assume that the monitor model can be approximated by a linear perturbation of the baseline model (Greaves and Fulp, 1987; Landrø et al., 1999) . This assumption is easily violated in cases in which there are strong changes in the rock properties between the baseline and monitor parameter models. Therefore, more robust time-lapse analysis methods are required.
The full-waveform inversion (FWI) method is a technique for estimating parameters affecting wave propagation (Tarantola, 1984; Mora, 1987) . The method has been applied on synthetic and real data sets with success (Virieux and Operto, 2009) . Because FWI in general is computer intensive and therefore time consuming, the method has mainly been applied using a 2D computational setup. Under these conditions, several modifications must be made to the real data sets to minimize 3D effects. The modifications may introduce artifacts in the inverted parameter models (Auer et al., 2013) . Therefore, a 3D setup is preferable.
Increases in computational power over the last decade have made it possible to perform FWI using full 3D computational grids. Sirgue et al. (2008) use a frequency-domain implementation to demonstrate FWI in 3D using a synthetic data set, whereas Vigh and Starr (2008) use a time-domain plane wave implementation and synthetic and real data sets in 3D. Plessix (2009) uses a frequencydomain implementation on synthetic and real ocean-bottom cable (OBC) data sets. Sirgue et al. (2009) use 3D FWI on a wide-azimuth real OBC data set from the Valhall area. Abubakar et al. (2011) use the contrast-source method in 3D to invert synthetic data sets. The previous examples assumed purely acoustic media, such that the acoustic wave equation was used to approximate the waves in the media. Recent developments have included more complicated wave phenomena in the modeling. Warner et al. (2013) apply a full 3D anisotropic pseudoacoustic implementation of FWI on a multicomponent ocean-bottom survey over the Tommeliten field in the North Sea. Butzer et al. (2013) apply a 3D isotropic elastic FWI on a small-scale cross-well acquisition geometry using synthetic and real data sets. Vigh et al. (2014) apply the same 3D wave equation using synthetic and real OBC data sets.
The reconstruction of time-lapse anomalies using FWI is a twostep procedure. The first step is the estimation of the baseline model, and the second step is the estimation of the monitor model. In the literature, at least three different strategies for performing time-lapse FWI (TLFWI) have been suggested (Zheng et al., 2011) . The three strategies vary in how the second step is performed. The first strategy is formed by inverting independently for the baseline and monitor models starting from the same initial model. In cases in which the time-lapse changes are local, this is not a good idea from a computational point of view because FWI will use many iterations to explain already known events that are included in the inverted baseline model. The second strategy is therefore formed by using the inverted baseline model as the initial model for the monitor inversion. This strategy is called the sequential strategy. The third strategy, called the data-difference strategy, is formed by modifying the monitor data set such that the inversion tries to explain the true time-lapse data differences (Watanabe et al., 2004) . The 2D implementations of the three strategies have been applied on the synthetic and real data sets with success (Zheng et al., 2011; Routh et al., 2012; Queißer and Singh, 2013; Raknes and Arntsen, 2014a) .
Even though TLFWI has been applied on the synthetic and real data sets, the advantages and disadvantages for the different timelapse strategies are not well understood, particularly not in 3D. Because the number of iterations should be held to a minimum in 3D, we study the sequential and data-difference time-lapse strategies using a 3D isotropic elastic implementation of FWI. We use synthetic ocean-bottom multicomponent seismic time-lapse data to estimate time-lapse changes in the P-and S-wave velocity models. We perform a sensitivity analysis in which the sensitivities with respect to the magnitude and physical size of the time-lapse anomalies and the noise level in the data are studied. We find that both strategies are able to reveal the time-lapse anomalies, but the sequential strategy introduces more artifacts than the data-difference strategy in all examples. Hence, inverting for the data differences is preferred as long as the inverted baseline model is sufficiently close to the true baseline model, and the repeatability is good in the data sets.
THEORY AND METHODOLOGY
The theory that underlies FWI has been derived several times using different formulations. Here, we present only the results that are required to understand how our implementation works, and which assumptions we made during the implementation of the method. We refer to Pratt (1999) , Fichtner et al. (2006) , and Virieux and Operto (2009) for more details about the method.
Full-waveform inversion
The overall goal for FWI is to find a parameter model m that produces modeled data q that is close to some measured data d. The foundation for the method is the assumption that synthetic data q can be generated using a numerical wave equation. Let L be the numerical wave operator that maps m from the model space into the data space. Then, the synthetic data can be generated as
If the inverse operator of L, that is, the mapping from the data space into the model space, exists, then the solution to the problem is given as
where L −1 is the inverse operator. In practice, however, it is not possible to find an explicit expression for the inverse operator.
The standard way of solving the inverse problem is to define a measure, denoted as ΨðmÞ, between q and d. This measure is often called the objective (or misfit) functional. We require that the solution of the problem, that is, the point where q and d are equal, is an extreme point for ΨðmÞ. Hence, the solution to the problem can be expressed as
where m 0 is the model we are searching for. The inverse problem in equation 3 is nonlinear and ill posed.
The search for the extreme points of ΨðmÞ is done using an iterative optimization algorithm, written as
where α k > 0 is the step length, H −1 k is the inverse Hessian matrix, and g k is the gradient of ΨðmÞ with respect to m at step k. To start the algorithm, an initial model m 0 is required, and the algorithm is run until some convergence criteria are fulfilled.
In practice, the inverse Hessian matrix in equation 4 is complicated to compute because it involves second-order derivatives of the objective functional. To overcome this problem, we use the limitedmemory Broyden, Fletcher, Goldfarb, and Shanno (L-BFGS) algorithm (Nocedal and Wright, 2006) , which is a quasi-Newton method that tries to estimate the inverse Hessian matrix using a predefined number of gradients from previous iterations.
Time-lapse full-waveform inversion
The purpose of TLFWI is to reveal directly changes over time in the parameter models. Thus, at least two inversions must be performed, and the time-lapse images are obtained by subtracting the inverted parameter models obtained from each of the individual inversions. We present two time-lapse strategies that are different in the way the monitor inversion is performed.
We assume that we have two multicomponent data sets d base and d mon , where d base and d mon are the data sets from the baseline and monitor surveys, respectively. The data sets are assumed to have been acquired using identical source-receiver geometries and source functions. In this sense, the repeatability of the data sets should be good.
The starting point in TLFWI is the inversion for the baseline data set. For the baseline inversion, we use the least-squares objective functional
where S is the discrete set of all receiver and source enumerations, W is a data weighting matrix, q p ¼ q p ðm; x r ; x s Þ is the modeled pressure data for a source at position x s and receiver at x r for source s and receiver r, q v ¼ q v ðm; x r ; x s Þ is the modeled particle velocity data at the same position, d p ¼ d p ðm; x r ; x s Þ is the measured pressure data, and d v ¼ d v ðm; x r ; x s Þ is the measured particle velocity data at the same position.
It is important to let the pressure and particle velocity data contribute equally to the objective functional. By considering the units of the data components, the scale matrix in equation 5 is given as
where I 1 is a 1 × 1 identity matrix, I 3 is a 3 × 3 identity matrix, and ρ and V P are the density and P-wave values at the receiver positions, respectively. If we assume that the time-lapse changes are local and that the inverted baseline model is close enough to the true baseline model, it is best to use the inverted baseline model as an initial model for the monitor inversion, instead of using the same initial model for both. Thus, the first time-lapse strategy is formed by following this assumption, in which the objective functional in equation 5 is used in the monitor inversion. In the following, this scheme is called the sequential strategy (Figure 1a) .
The time-lapse changes sought for may be small, and in some cases, the total error from the modeling and inversion is bigger than the actual time-lapse changes. By considering the error sources between the time-lapse data sets, some of the error sources can be avoided. Let d be one of the components from the recorded data set. By applying L in equation 1 on a given model m, we may assume that
where ε n ðmÞ is the numerical error, ε s is a static error, and ε r is the random error. The numerical error is due to an imperfect forward operator in addition to an imperfect model. In real data sets, the static error term is a time-shift error that is constant in the data sets and easy to remove. Therefore, we assume that ε s is equal for all time-lapse data. The random error corresponds to observational errors such as noise from other vessels in the acquisition area, noise from the water surface waves, and differences in the acquisition equipment, among others. The magnitude of the different error sources may vary for different source and receiver geometries.
By modifying all components in the measured monitor data set as follows (Zheng et al., 2011) :
we observe, by using the assumption in equation 7 for d mon and
Thus, by comparing with the assumption in equation 7, ε s is removed from this new data set and we are left with the differences in the numerical and random error terms. The consequence of the modification is that the monitor inversion does not try to explain the error from an imperfect inverted baseline model because this error is removed in the new data set by the Δε n term. If we assume that Δε n and Δε r are small compared with the time-lapse data differences, the most important consequence of the modification is that the monitor inversion focuses on explaining the true data differences. The objective functional for the monitor inversion is
with W as given in equation 6. The initial model for the monitor inversion is, as above, the inverted baseline model. In the following, this scheme is called the data-difference strategy ( Figure 1b ).
Implementation

Modeling
We assume that the subsurface is an isotropic elastic medium, so that L in equation 1 is the 3D isotropic elastic wave equation (Aki and Richards, 2002) . Numerically, we solve the equation using a 3D implementation of the time-domain staggered-grid finite difference method described in Virieux (1986) , in which we use high-order spatial differential operators (Holberg, 1987) . We use regular cubic grids in which the source function is located at one single point in the grid. To simulate an unbounded half-space (nonreflecting boundaries), we use a 3D implementation of the perfectly matched layer absorbing boundary conditions (Berenger, 1994; Zhen et al., 2009 ). The reflecting sea surface at the top of the model is approximated using the method described in Mittet (2002) .
Gradient computation
The crucial step in FWI is the computation of the gradient in equation 4. Using the adjoint state method (Tarantola, 1984; Mora, 1987) , the gradients for the P-wave V P and S-wave V S model for a single shot are given as (Mora, 1987) 
where u f ¼ u f ðx; tÞ is the particle displacement vector for the forward field propagating from the source position, u b ¼ u b ðx; tÞ is the particle displacement vector for the backward field propagating from the receiver positions, ρ ¼ ρðxÞ is the density, V P ¼ V P ðxÞ is the P-wave velocity, and V S ¼ V S ðxÞ is the S-wave velocity. In the above equations, ∇u i is the Jacobian matrix and ":" is the Frobenius matrix inner product operator.
From equations 11 and 12, we observe that the V P gradient depends only on normal stresses, whereas the V S gradient depends on normal and shear stresses. From a computational point of view, we observe that to compute the gradients, snapshots of the wavefields at each time step are required for the forward and backward propagated wavefields. In two dimensions, a normal procedure is to store the required wavefields during the forward modeling. In three dimensions, however, this is not possible due to the extreme amounts of disk space needed when working on normal-sized models.
To overcome this problem, we need to reconstruct the forward wavefields in equations 11 and 12 when they are needed. During the forward modeling, we store the wavefields at the boundaries of the grid, i.e., all six sides of the computational cube. In addition, we save the last snapshot of all the wavefields in the complete model at the last time step, such that waves inside the model are not lost when the reconstruction starts. When we compute the backward propagating wavefields, we reconstruct the forward propagated wavefields using the saved wavefields at the boundaries (McMechan, 1983) . The crosscorrelation in equations 11 and 12 is computed during the time stepping of the two equations. Thus, the gradient computation is twice as costly as the forward modeling itself. To conclude, to compute the modeled data and the gradients, we need to numerically solve the elastic wave equation three times.
Algorithm complexity
Let n i be the number of grid points on the spatial axis i, and assume that n i ¼ n for an arbitrary number n. The computational cost of performing the forward modeling and the gradient computation for a single shot is Oðn 3 · n t Þ, where n t is the number of time steps. Because we only store the boundaries for the reconstruction of the forward wavefield, the storage needed for this operation is Oðn 2 · n t Þ for a single shot. As a result, if n s is the number of shots in the data sets, the total computational cost of our implementation is Oðn 3 · n t · n s Þ, and the necessary storage is Oðn 2 · n t · n s Þ. Thus, as the model size increases, the computational cost and the required storage increase severely.
RESULTS
We study the behavior of the two time-lapse strategies using a synthetic model adapted from the SEG/EAGE overthrust model (Figure 2) . Using this model, the sensitivity with respect to noise, the magnitude of time-lapse anomaly, and the physical size of the time-lapse anomaly are studied. For the first two test cases, the target zone is a channel system at 500-600-m depth, in which a large time-lapse effect in the whole channel system is introduced (Figure 2c ). For the third test case, a small and local time-lapse effect consisting of two anomalies in the channel system is used (Figure 2d ). For all tests, the density assumes the constant value of 1000 kg∕m 3 .
The size of each grid cell for the model is 25 × 25 × 25 m 3 , resulting in a computational grid of 65 × 190 × 190 grid points. Thus, the total number of grid points is 2,346,500 for each parameter model. To avoid numerical aliasing, the source signature is a Ricker wavelet with center frequency of 6.0 Hz. We assume that the source signature is known, such that the same signature is used both to generate the data and in the inversion. The initial model (Figure 3 made by smoothing the true models using a triangle smoothing operator.
The relative time-lapse changes in the parameter models in a real setting may be as small as 1%. Such small changes may be difficult to observe in seismic time-lapse data, and thus difficult to invert for. To study the sensitivity of TLFWI with respect to the magnitude of the time-lapse effect, we use monitor models in which the V P and V S velocities in the channel system are changed with 1%, 5%, and 10%, respectively. The changes in magnitude for the three cases are as follows: 1) 1%: 0-30 m∕s for V P and 0-20 m∕s for V S , 2) 5%: 0-152 m∕s for V P and 0-96 m∕s for V S , 3) 10%: 0-304 m∕s for V P and 0-191 m∕s for V S .
We simulate a realistic OBC setup, in which 16 multicomponent cables with a length of 4 km are put on the seafloor. The crossline distance between each cable is 250 m, and the inline distance between each receiver is 25 m. The total number of receivers in the grid is 2560. We perform 441 shots on a square grid with a shot sampling of 125 m in both horizontal directions. The source depth is 25 m.
Data without noise
For monitoring purposes, it is important to obtain a good estimate of the baseline model because the model is used as the starting model for the monitor inversion, and thus for the reconstruction of the time-lapse anomalies. We invert simultaneously for V P and V S , and because the method is implemented in the time domain, all frequencies are included in the inversion. In addition, the full offset range is used in the inversion. Hence, one inversion run is performed to estimate the baseline V P and V S models.
The inverted baseline models for V P and V S are given in Figure 4a and 4b, respectively. We observe that the inversion is able to reveal the channel system and in general sharpen the initial model. The V S model is sharper than the V P model, which is expected due to the lower wave velocities for the S-waves. The inversion is not able to estimate sharp edges, and in these areas oscillations are clearly visible. This behavior can be explained by the relatively low frequencies used in the inversion. The quality of the inverted baseline models can be visualized using the normalized velocity error, given as Figure 4c and 4d shows the normalized error for V P and V S , respectively. We observe that the error is smaller in the center of the model than at the edges of the model and that the error is at the largest in the bottom part of the model. This is expected because information about these areas is not present in the data. The inverted time-lapse models for V P and V S for the two time-lapse strategies are given in Figures 5 and 6 , respectively. The results show that the amount of artifacts is higher in the sequential strategy than in the data-difference strategy. For the 1% change, it is difficult to distinguish the timelapse effects and the artifacts, particularly for the V S model, for the sequential strategy. The artifacts are similar for the 5% and 10% changes, but because the magnitude of the time-lapse changes is higher, the artifacts are not dominant to the same extent. Because no noise is added in the data, the artifacts are due to the fact that the monitor inversion is trying to update the baseline model in the areas in which the time-lapse anomaly is placed, in addition to further update the areas of the model that were not well resolved in the baseline inversion. For the data-difference strategy, however, the error from the imperfect inverted baseline model is included in the new monitor data set (see equation 9), and therefore the monitor inversion is not trying to explain the nonperfect inverted baseline model. In Figure 7 , the difference between the baseline and monitor data sets is shown for the 1% case. From this figure, we see that the time-lapse difference for the sequential strategy is far away from the a) b) 
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true time-lapse difference, whereas the data-difference strategy is close to the true difference. By comparing the objective functionals (Figure 8 ) for the two strategies, we observe that the data-difference strategy reduces the objective functional more than the sequential counterpart, which is a result of the above-mentioned error present in the latter strategy.
Data with noise
We define the signal-to-noise ratio (S/N) as S∕N ¼ rms d ∕rms n , in which rms d and rms n are the root-mean-square values of the noise-free data and the noise, respectively. To simulate real noise, we create a data set with pure (pseudo-) random noise. A Gaussian distribution that uses a seed as input is used to generate the noise. To ensure that the noise is not repeated in the shots, different seeds are used for each shot in the baseline and monitor data sets. To color the noise, the noise data set is filtered using a bandpass filter with a window of 2-10 Hz before it is added to the data.
We use two noise levels to study the sensitivity with respect to the noise. The weak noise data sets are made by using S∕N ¼ 5.0, and the strong noise data sets are made by using S∕N ¼ 2.0. Figure 9 shows the different S/Ns for a pressure recording from the baseline data set, whereas Figure 10 shows the time-lapse data differences for the two S/Ns. We observe that with S∕N ¼ 2.0, the time-lapse data difference is more or less completely distorted (Figure 10b) , whereas with S∕N ¼ 5.0, it is possible to see some parts of the time-lapse data difference, particularly between 1.0 and 1.5 s (Figure 10c) . Because the 1% time-lapse model introduced a lot of artifacts for the sequential strategy for noise-free data, we use the 5% time-lapse model in the tests that follow.
The inverted time-lapse images for V P are given in Figure 11 , and those for V S are given in Figure 12 . We observe that as the noise level is increased the amount of artifacts are increased as well, which is expected. As in the noise-free examples, there are fewer artifacts with the data-difference strategy than with the sequential strategy The reason for the success of TLFWI for S∕N ¼ 2.0 is due to the fact that when data from all the shots are summed together in the stacking of the global gradient, the time-lapse information is repeated and thus dominates compared with the random noise.
Small-sized time-lapse anomaly
The spatial size of the time-lapse anomaly studied so far has been large. To test if TLFWI is able to resolve small spatial changes, we now use a model in which the time-lapse anomaly is two relatively small anomalies located in the channel system (Figures 2d and 13) . The distance between the two anomalies is 500 m, and the sizes of the anomalies are approximately 150 m in all three directions. To simulate a real-world time-lapse anomaly, data with S∕N ¼ 2.0 are used, and the magnitude of the time-lapse anomaly is 5%.
From the final inverted models for the two time-lapse strategies in Figures 14 and 15 , we observe that both strategies are able to detect both time-lapse anomalies. As in the previous examples, the sequential strategy introduces several artifacts that can be interpreted as time-lapse anomalies. The magnitudes of the artifacts are of the same order as the time-lapse anomalies sought for. The data-difference strategy, however, manages to reveal the two anomalies without distorting noise. The estimated magnitudes of the V P anomalies are lower than the true anomalies. This can be explained by the low frequencies, and thus the wavelengths in the data. The low frequencies result in that the anomalies are smeared out in all directions. This behavior is also visible in the estimated V S anomalies, but here, due to the shorter wavelengths, the images are sharper with magnitudes relatively closer to the true anomalies.
Computational aspects
The nodes on the computer cluster used in this study have 16 (two eight-core processors) cores (Intel Xeon E5-2670, 2.6 GHz processor speed)
Figure 5. Inverted time-lapse images for V P using data without noise. (a) 1% time-lapse effect using the sequential strategy, (b) 1% time-lapse effect using the data-difference strategy, (c) 5% time-lapse effect using the sequential strategy, (d) 5% time-lapse effect using the data-difference strategy, (e) 10% time-lapse effect using the sequential strategy, (f) 10% time-lapse effect using the data-difference strategy. Figure 6 . Inverted time-lapse images for V S using data without noise. (a) 1% time-lapse effect using the sequential strategy, (b) 1% time-lapse effect using the data-difference strategy, (c) 5% timelapse effect using the sequential strategy, (d) 5% time-lapse effect using the data-difference strategy, (e) 10% time-lapse effect using the sequential strategy, (f) 10% time-lapse effect using the datadifference strategy.
a) c) b)
Figure 7. The time-lapse data difference for a pressure recording from a single cable for the 1% time-lapse change in V P and V S : (a) true, (b) sequential strategy, and (c) data-difference strategy. The same clip value is used in all plots.
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and a total memory of 32 GB. With optimal spreading of the work to the nodes, such that each core computed one modeling and one gradient, one iteration took approximately 1.5 h. The size of the temporary data generated during one iteration was approximately 1500 GB. In total, 99% of the computing time was spent on the modeling and gradient calculations, and the remaining time was used on stacking the local gradients, calculating the objective functional, and updating the model.
DISCUSSION
Conventional time-lapse methodology requires careful matching of baseline and monitor data sets before and throughout the entire processing sequence (Kristiansen et al., 2000) , including poststack matching. The resulting 4D data volumes are usually interpreted qualitatively in terms of amplitude information (Landrø et al., 1999) . Measurements of time delays are to a certain degree used to obtain quantitative velocity information (Landrø, 2002) . The TLFWI offers a completely new way of time-lapse processing by aiming at computing differences in important parameters such as wave velocity throughout the entire data volume as a function of depth.
The noise-free examples given above show that, in principle, the FWI approach can resolve velocity changes of the order of 1%. Even though it is possible, in theory, to resolve even smaller changes, there are fundamental limitations to the resolving power even for perfect acquisition repeatability. The spatial resolution of velocity changes can in principle be calculated using the Hessian matrix (Fichtner and Trampert, 2011) , which very roughly depends on the frequency content of the source signature, the focusing power of the acquisition geometry, and the overburden velocity model. Due to the large computational cost of FWI, we are (at the moment) forced to use the low-frequency end of the seismic spectrum, thus limiting the accuracy. Conventional time-lapse processing can use a much larger frequency spectrum and should in principle achieve better resolution, but will also be limited by the acquisition geometry in the same way as FWI. However, both methodologies depend on the accuracy of the overburden velocity model that to a very large extent determines the resolving power. There is now considerable evidence that FWI has the ability to estimate accurate velocity models (Sirgue et al., 2009) , thus counteracting the low-frequency problem.
Conventional processing aims at estimating reflection coefficients and smooth velocity models, whereas FWI sets a more ambitious goal of trying to add detailed velocity information to the smooth models obtained from tomography. Parametrization of the forward problem is important because sensitivity and coupling between different types of parameters have a large effect on the final solution. Multicomponent data using V P and V S seem to be a natural choice because the pressure and the vertical components of the particle velocity contain velocity information through P-wave traveltime and the horizontal component of the particle velocity contains S-wave information through converted (PS) waves. Estimating V P and V S simultaneously ensures that the final velocity models are consistent, which is usually a problem in conventional processing of OBC data (Szydlik et al., 2007; Mathewson et al., 2013) . The disadvantage is that density is difficult to estimate due to the strong coupling to V P and V S at small and intermediate offsets.
From a computational point of view, it is favorable to invert simultaneously for V P and V S because the number of required iterations is kept at a minimum. However, because the model space is increased in a simultaneous inversion compared to, for instance, a sequential inversion, it is more likely that the inversion gets stuck in local minima, particularly with real data and more complex media. In our preliminary test runs, we find that the weighting matrix (equation 6) has a major impact on the inversion results. This can be explained by the fact that there is a different sensitivity of V P and V S with respect to the data. Another subject of discussion is the parametrization of the inversion which also has impact on the results (Mora, 1987; Prieux et al., 2013a) . Thus, multiparameter inversion is a challenging task and is still a topic of research (Operto et al., 2013; Prieux et al., 2013b; Raknes and Arntsen, 2014b) .
The quality of FWI results depend on the initial model, but conventional processing suffers from the same problem, and this cannot be viewed as a major drawback. The examples shown in the preceding section show that by using initial velocity models accurate enough to avoid cycle skipping, the final solution is reasonably accurate. An important observation is the presence of strong surface waves in the data sets due to the high contrast between the water layer and the sea bottom. The surface waves, particularly, the lowfrequency Scholte waves, were complicated to estimate using FWI. As a result, the initial model had to be close to the true model in the parts close to the sea floor, such that the surface waves were approximated correctly. Wrong estimates of the shallow parts lead to convergence into a local minimum far from the true solution.
Industrial time-lapse data are not noise free and contain (often serious) errors due to the differences in acquisition geometries and source characteristics between baseline and monitor surveys. Much of the effort in conventional time-lapse processing is spent trying to compensate and rectify these errors. When it comes to using the FWI method, little experience has been gained, and the knowledge of the sensitivity of the method to repeatability problems is not widespread. However, as with conventional processing, acquisition differences can be attacked prior to inversion by data interpolation. Extensive synthetic testing can to a certain degree give some insight, but would, due to the computational effort involved, be prohibitively expensive. As an inexpensive alternative, we have shown results when colored noise is added to the data, and it is clear that time-lapse effects can be estimated even at fairly low S/Ns. It is worth mentioning that the Gaussian noise used here is not a realistic type of noise. A more realistic noise type could have been achieved a) b) c) Raknes and Arntsen by introducing effects related to the coupling of the receivers to the seafloor and differences in the rotation of the particle velocity sensors (geophones). In general, it is difficult to simulate real-world noise because it is caused by a large variety error sources. In principle, TLFWI should be able to compensate for some of the acquisition differences usually found between baseline and monitor surveys. If a full Gauss-Newton approach is used for the inversion, information contained in the Hessian matrix is able to compensate to a certain degree for the acquisition imprint (Virieux and Operto, 2009) , which is supported with experience from least-squares migration (Nemeth et al., 1999) . In our examples, we use the gradient-based L-BFGS method, which only partially exploits the Hessian matrix. If the repeatability in the baseline and monitor data sets is poor, then the data-difference strategy will ina) Figure 14 . Horizontal time-lapse slices at z ¼ 500 m for the small size time-lapse model: (a) V P using the sequential strategy, (b) V P using the data-difference strategy, (c) V S using the sequential strategy, and (d) V S using the data-difference strategy. (a) V P using the sequential strategy, (b) V P using the data-difference strategy, (c) V S using the sequential strategy, and (d) V S using the data-difference strategy.
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troduce an error in the modified data set that the Hessian matrix is not able to compensate for because this error is not due to simplifications in the method itself. In standard monitoring setups, the location of the reservoir is often well known, and it may be used to constrain the inversion. This prior information may be incorporated either by introducing a model term in the objective functional (Asnaashari et al., 2013) or by constraining the gradient itself (Zhang and Huang, 2013 ). Another option is to use the local migration regularization (Raknes and Arntsen, 2014a) , which migrates the data differences to constrain the model update. Using the above-mentioned methods, it is possible to reduce the time-lapse artifacts in the images.
The goal with this study is to compare the sequential and datadifference TLFWI strategies in 3D, and thus give insights into finding the best strategy for performing TLFWI. From our examples, it is clear that the data-difference strategy is favorable, particularly for cases in which the amplitudes of the time-lapse changes sought for are small. The reason for the success is that the monitor inversion is, as long as the convergence of the baseline inversion is sufficient close to the true solution, not trying to fit the nonperfect baseline model and the time-lapse anomalies at the same time. From this argument, it follows that having baseline and time-lapse variations as simultaneous unknowns in the sequential strategy yields a more difficult inverse problem to solve than inverting for the differences in the data-difference strategy.
The disadvantage with the data-difference strategy is that it has strong requirements on the repeatability of the data sets because the receivers must be positioned on identical points in space in both surveys to consider the data differences. In a permanent OBC setup, this is easy, whereas using conventional streamer geometries it is more difficult. In addition, it is difficult in practice to put the source on identical positions in a full-scale survey. Furthermore, factors related to the acquisition (i.e., different equipment, time of the year of the acquisitions, weather conditions) of the data sets may cause differences between the baseline and monitor data sets that may be interpreted as real time-lapse signals because Δε r in equation 9 may become larger in magnitude than the time-lapse signals. Moreover, in some settings, Δε n in equation 9 may become as large or even larger in magnitude than the time-lapse signal yielding false timelapse changes in the elastic parameters. Therefore, the data difference based inversion strategy may not be used in cases in which the time-lapse data sets are not acquired using the same source-receiver geometries, or in which the repeatability in the data sets is not sufficiently good. In these cases, the sequential strategy is the best approach. It is also worth mentioning that once the data difference is computed it cannot be undone and all errors are locked in the resulting data set.
It remains a task for the future to determine the full characteristics of FWI when it comes to acquisition errors. It is clear from the discussion above that to release the full potential of TLFWI, data with a broad frequency range have to be used. Unfortunately, the amount of computer power needed scales as the frequency to the fifth power, implying that presently this cannot be done efficiently.
CONCLUSION
We have investigated two strategies for performing time-lapse FWI using synthetic ocean-bottom multicomponent seismic timelapse data. A 3D isotropic elastic FWI implementation was used to investigate the sensitivity with respect to the magnitude and the physical size of the time-lapse anomalies in the P-and S-wave velocity models, and the noise level in the data. Both strategies were able to detect the time-lapse anomalies, but the strategy that focuses on the differences in the data is preferable due to fewer artifacts in the final time-lapse images. This strategy depends on compatible source and receiver geometries in the data sets, and sufficient convergence of the inversion of the baseline data set.
