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A framework for static and dynamic friction
identification for industrial manipulators
Marina Indri, Member, IEEE, and Stefano Trapani
Abstract—Even if friction modeling and compensation is a
very important issue for manipulators, quite simple models
are often adopted in the industrial world to avoid too heavy
solutions from the computational point of view, and because of
the difficulty of finding and identifying a model applicable in
any motion condition. This paper proposes a general framework
for friction identification for industrial manipulators with the
goal of solving the previous problems through: (i) a complete
procedure managing all the steps from data acquisition and
model identification up to the generation of the code for the
implementation into the robot software architecture, (ii) the
possibility of adopting static or dynamic models of different
complexity, and (iii) the development of some modifications in the
dynamic friction model so to achieve a reliable friction torque
estimation at any velocity and acceleration regime, avoiding
unfeasible peaks and overestimation. The results of experimental
tests carried out for different manipulators prove the validity
and generality of the proposed friction model and identification
procedure.
Index Terms—Robots, friction, identification.
I. INTRODUCTION
Friction modeling and compensation is a very important
issue in industrial robotics, where different motion regimes of
the robot joints can be involved in specific applications.
Several friction models are available in literature, with
different levels of complexity and ability to capture the var-
ious phenomena that can characterize friction. The simplest
solutions include only Coulomb and viscous friction, while
more complex models (see e.g., [1]–[4]) take into account
also stiction and Stribeck effect, and are preferable when both
high and low speed motions are involved. In case of very
slow motions and velocity reversals, more accurate models are
needed, including dynamic friction phenomena, too, like the
hysteresis [5], the frictional lag [6], and the varying breakaway
force [5], [7]. The choice of the friction model to be adopted
must be made taking into account not only the characteristics
of the phenomenon, but also the application context and the
possible problems and requirements for its identification. For
a single manipulator, ad hoc experiments can be carried out
to investigate the nature of friction in its joints, and hence
choose the best model to represent it, to be identified in
order to have the best reconstruction of the friction torques
in the specific velocity regimes in which the manipulator is
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expected to operate. The situation is quite different in case
of several, possibly different manipulators, to be inserted in
an industrial context and utilized for various applications,
potentially involving very wide velocity regimes. In such a
context, additional requirements arise for the friction model to
be adopted: (i) it should offer a good trade-off between model
accuracy and computational burden; (ii) it should provide a
feasible reconstruction of the friction torques in all the motion
conditions, taking into account that such estimated torques
could be employed for different purposes, like compensation
and control (as in [8], [9]), but also in the computation of a
reliable estimation of the motor currents inside service and
diagnostic algorithms (e.g., for collision detection as in [10]–
[12], and payload check [13]); (iii) it should be identifiable
through some general procedure, suitable for all the manipu-
lators without specific customizations.
Analyzing the current state of the art about friction modeling
and identification, and focusing on models including also
the dynamic effects, the well-known LuGre model [14], [15]
must be surely recalled. Basically, such a model merges a
representation of the dynamic effects of friction, assembling
the Dahl model in the presliding regime (i.e., using bristles to
model the microscopic asperities of the surfaces in contact)
with a more complete representation of its behavior in static
conditions. The main problems in the LuGre model seem to be
relative to the description of the hysteresis behavior. In [16], a
different integrated friction model (called the Leuven model)
is proposed to improve the presliding behavior, with further
modifications in [17] to solve possible discontinuities in the
friction force during presliding, and to improve the real-time
implementation of the hysteresis force through the adoption of
the general Maxwell slip model. Some other approaches, e.g.,
in [18], introduce elasto-plasticity by using different single
state models, which are activated on the basis of a continuous
switching function; other models require the introduction of
more than one internal state variable, as in [19].
All these accurate dynamic friction models are generally
identified and experimentally validated only for specific sys-
tems, sometimes having one degree of freedom (dof) only, pos-
sibly equipped with high-resolution sensors, and/or applying
low velocity motions just to highlight their particular capability
in capturing presliding phenomena, as for example in [20], in
which a dynamic ElastoPlastic friction model (looking simpler
than Maxwell, LuGre and Leuven models) is adopted for a
measuring machine in an optical setup, or as in [21], where
a friction model-based Frequency Response Analysis (FRA)
method is developed for servo systems with phase delays.
But only an exhaustive experimental validation carried out
Authorized licensed use limited to: Politecnico di Torino. Downloaded on March 16,2020 at 09:51:04 UTC from IEEE Xplore.  Restrictions apply. 
1083-4435 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMECH.2020.2980435, IEEE/ASME
Transactions on Mechatronics
2
for more complex systems (like 6-dof industrial manipulators)
in a wide range of motions, possibly with various velocity
sign reversals, could definitely clarify if these models could
be actually adopted as they are in a large-scale industrial
context. In such a scenario it is necessary to evaluate (i) if
the adopted model is able to provide a feasible reconstruction
of the friction torques in all the motion conditions, (ii) if it can
actually offer some significant benefit, and (iii) if can be identi-
fied avoiding procedures strongly customized for each specific
manipulator. The identification procedures proposed in litera-
ture are generally applied to simpler friction models only. In
[22] a systematic procedure is proposed for the identification
of the friction parameters together with the robot’s dynamic
ones, but only for planar manipulators and adopting a static
friction model of polynomial type. In [23] a modular test-bed
is proposed for experimental friction identification in modular
robot drives of a humanoid robot, but adopting again a static
model as in [24], where an improved cuckoo search algorithm
is developed. A fast friction estimator based on Lyapunov
design method is proposed in [25] in addition to a nonlinear
disturbance observer within a complete control scheme for a
6-dof parallel electrical manipulator, but only Coulomb and
viscous friction components are taken into account. A similar
simple model is adopted in [26], where the identification is
performed through the Instrumental Variable (IV) method.
Also in [27], where the problem of friction identification is
investigated for a 6-dof robot with motion limitations due to
the configuration of the environment, the considered friction
model includes only a nonlinear viscosity term connected in
parallel to a Coulomb friction-spring element.
This work, which benefits from the collaboration of Politec-
nico di Torino and COMAU S.p.A., has the aim of developing
a framework for friction identification in industrial manipula-
tors, having the main characteristics considered as fundamental
in the industrial scenario, in order to show that a full, dynamic
friction model can be actually applied in such a context,
achieving some benefit. The proposed general framework in-
cludes: (i) the possibility of adopting static or dynamic friction
models, (ii) some modifications in the adopted dynamic model,
which is of LuGre type, so to achieve a reliable friction
torque estimation at any velocity and acceleration regime, and
(iii) general procedures for all the required steps, from data
acquisition and parameters identification up to the generation
of the code for the introduction of the friction model into the
robot software architecture. The choice of a friction model
with a structure of LuGre type is motivated by previous
research activities, which led to a preliminary version of an
identification procedure, developed in [28] considering only
the static part of the friction model, and reinforced by the
results of the analysis carried out in [29]. Here the authors
compare various dry friction models through several numerical
tests, showing that the LuGre one is among the ones offering
a good trade-off between the ability of well reproducing the
main friction effects and the amount of computational burden.
It must be stressed that the present work is aimed at obtaining
an accurate friction estimation to be used inside the service
algorithms based on the usage of a reliable estimation of the
motor currents. The proposed procedure is then currently run
in parallel to the original COMAU control software, providing
the required information to the service algorithms, but it is not
used for compensation purposes inside the control scheme yet.
Section II analyzes the characteristics of a dynamic friction
model of LuGre type, investigating the problems that may arise
in correspondence of velocity sign reversals, both theoretically
and experimentally using a COMAU Smart NS12 industrial
robot as test-bed. A new function is then proposed to represent
the bristles damping, including the dependence on accelera-
tion, too, to solve such problems. Section III illustrates the
identification procedure, while the structure of the complete
software framework is described in Section IV. The general
validity of the friction model and of the identification frame-
work is proven for different robots, i.e., a COMAU Racer3
and a COMAU Racer 7, in Section V. Some issues related to
its implementation in the industrial controller of the specific
robots or to generic manipulators of different manufacturers,
are also discussed. Section VI draws some final conclusions.
II. FRICTION MODELING
Different static friction models including not only Coulomb
and viscous components, but also stiction and the Stribeck
effect, have been developed and adopted. e.g., as in [1], [3],
where the Stribeck effect is represented using an exponential
function. In [4], the same behavior is achieved using the
arctangent function, so obtaining the following friction model,
in which any discontinuity is avoided:
τf (v) = τs S0(v) + τsc
2
pi
arctan(v δ) + τv v+
(
τnlv v
2)S0(v)
(1)
with
S0(v) =
2
pi
arctan(v Kv) (2)
where v is the motor velocity when the model is used to
describe friction on the joint of a robotic manipulator. The
coefficients τs, τsc, τv and τnlv are related to the static friction,
the difference between Coulomb and static friction, the viscous
friction, and the nonlinear viscous friction, respectively. The
parameter δ inside the arctangent function defines the shape
of the Stribeck effect, whereas S0(v) provides a continuous
approximation of the sign(v) function.
Static friction models, like (1), can be included into LuGre-
like dynamic models to take into account also additional
friction effects. The LuGre friction model [14], [15] has the
following general form:
z˙ = v − σ0 |v|
g(v)
z (3)
τf = σ0z + σ1z˙ + τfv(v) (4)
where g(v) models the Stribeck effect, and τfv(v) represents
the viscous friction behavior. Friction in the pre-sliding regime
is modeled representing the microscopic asperities of the
surfaces in contact through bristles, whose average deflection
is given by the internal state variable z; σ0 and σ1 represent
the elastic component and the damping factor of the bristles,
respectively.
The friction model adopted in the proposed framework has
an overall structure similar to the LuGre one, but with the
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following modifications: (i) the static model (1)-(2), developed
in [4] and included in the preliminary version of the friction
identification framework proposed in [28], is used to avoid the
presence of any discontinuous operator in its formulation; (ii)
a function fσ1 is adopted to represent the bristle damping,
instead of a constant σ1 parameter, in order to achieve a
friction model suitable for very different motion conditions.
The overall expression of the adopted friction model is then
given by:
z˙ = S0(v)
2v − σ0S1(v)
g(v)
z (5)
τf = σ0z + fσ1(·) z˙ + τfv(v) (6)
with
S1(v) = S0(v) v (7)
g(v) = τs + τsc
2
pi
arctan(S1(v) δ) (8)
τfv(v) = τv v +
(
τnlv v
2)S0(v) (9)
where S1(v) provides a continuous approximation of the
abs(v) function, while the expression of fσ1(·), not provided
now, will be discussed and developed in the remaining of the
section.
Some researchers already noticed a variability of the bristles
damping factor, and included its dependence on velocity
through different functions of v. For example, in [30] the
following possible expressions were suggested:
fσ1(v) = σ1
g(v)
|v| (10)
fσ1(v) =
σ1
|v| (11)
whereas in [4] a different solution based on the results of [31]
was adopted, given by:
fσ1(v) = σ1
(
1− 2
pi
arctan(|v|δ)
)
(12)
where the values of
(
1− 2pi arctan(|v|δ)
)
are between 0 and 1.
The introduction of a proper function to model the bristles
damping factor is very important. The adoption at any velocity
regime of the constant value of σ1, identified at low velocity
(i.e., in the condition suitable for observing the dynamic
behavior of friction) may lead to possible unfeasible effects
when the velocity changes rapidly or immediately after its
sign reversal. Some simulations have been performed using
the friction model (5)-(9), with the parameter values that were
identified for the first joint of a COMAU Smart NS 12, here
listed in the proper SI units: τs = 0.4012, τsc = 6.7333 ·10−2,
τv = 2.7662 · 10−3, τnlv = −1.5330 · 10−6, δ = 0.1,
σ0 = 11.655, σ1 = 5.8996. In particular, the identification
procedure developed in [28] was applied to identify the first
five parameters, i.e., the ones of the static part of the model.
Those of the dynamic part (i.e., σ0 and σ1), were determined
as in [4] assuming a constant bristles damping factor (i.e., for
fσ1(v) = σ1), and applying nonlinear identification methods to
the samples acquired at very low velocities slowly growing, as
in the first 15 seconds of the profile reported in Figure 1. The
complete velocity profile shown in this figure has then been
applied in simulation to evaluate the friction torque behavior
during slow and fast velocity sign reversals, as reconstructed
using the different expressions for the bristles damping factor.
Figure 1: Applied velocity profile; maximum velocity and
acceleration are consistent with motor constraints.
Figure 2 shows the results obtained when (i) fσ1(v) = σ1
(blue solid line), with σ1 given by the value previously
estimated at very low velocity, (ii) fσ1(v) is defined as in (11)
(black solid line), and (iii) when fσ1(v) is as in (12) (magenta
dashed line).
Figure 2: Friction torque estimated with: fσ1 = σ1 (blue solid
line), fσ1 as in (11) (black solid line), fσ1 as in (12) (magenta
dashed line).
As the figure clearly shows, in all the cases unfeasible
peaks arise in the time history of the reconstructed torque
immediately after the velocity sign reversals. A similar simu-
lation test (not reported for space reasons) performed using
the expression (10) for fσ1(v) showed the same behavior
obtained with (11). The friction peaks are wrongly generated
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each time the velocity changes its sign very rapidly, i.e., when
the applied acceleration is greater than the one adopted during
the identification of the dynamic part of the friction model.
A further experimental campaign of tests, carried out im-
posing to the first joint of the robot a series of motion
reversals with different acceleration values, has provided the
results reported in Figure 3. A wide range of values has been
identified for σ1 as the acceleration varies, from the initial
value of about 5.9 kg m2/s estimated in the most suitable
low velocity conditions for evaluating the dynamic behavior
of friction, with an acceleration value of 5.5 rad/s2, up to 0.004
kg m2/s or lower for accelerations greater than 500 rad/s2.
Figure 3: Estimate of the σ1 parameter for different accelera-
tion values.
On the basis of such results, the adoption of a constant
value for σ1 is not recommended in a friction model that must
provide feasible values in a wide range of motion conditions.
The expression (12) for fσ1(v), which has provided similar
peaks, relies on an implicit strong assumption, given by the
usage inside the arctangent function of the same parameter δ
that defines the shape of the Stribeck curve in the static part
of the friction model. This fact may limit the possibility to
adapt fσ1(v) to the actual behavior of the bristles, and hence
of the friction torque, when the Stribeck effect is negligible.
Our analysis will then focus in the remainder of the section on
expression (11) and on possible new solutions for representing
the bristles damping.
Figure 4 compares the behavior of the reconstructed friction
torque using expression (11) when the maximum identified
value for σ1 (green dashed line) and the minimum one (blue
solid line) among the ones reported in Figure 3 are adopted. In
the second case the peaks disappear, since the identification
performed at very high acceleration values has not allowed
to evaluate in practice the contribution of the bristles damping
factor, which has been identified as negligible (0.004 kg m2/s);
as a consequence, the friction torque reconstructed in the first
seconds of the motion profile is significantly different from
the one previously (properly) estimated (green dashed line),
as highlighted in the zoom.
Other experimental tests (not reported for space reasons),
carried out on different joints/different robots, showed that
when the Stribeck effect is more significant, the friction torque
reconstruction in the first time instants is even worse, if σ1 is
identified at high acceleration values.
Figure 4: Friction torque estimated with: fσ1 as in (11) with
the maximum (green dashed line) and the minimum (blue solid
line) identified value of σ1, and fσ1 as in (24) (red solid line).
Figure 5 shows the time history of the fσ1(·)z˙ term in (6) in
the considered cases. It is evident that the peaks of the friction
torque in Figure 4, when the maximum identified value of σ1
is adopted in (11), are directly due to the peaks that the term
fσ1(·)z˙ shows (green dashed line in both figures). The zoom
in the lower part of Figure 5 shows in detail what happens
after about 67 s, when the first friction peak appears.
Figure 5: Time history of the fσ1(·)z˙ term with: fσ1 as in
(11) with the maximum (green dashed line) and the minimum
(blue solid line) identified value of σ1, and fσ1 as in (24) (red
solid line).
The adoption of the minimum identified value instead (blue
solid line in Figures 4 and 5) corresponds to the absence of
any peak in the term, and hence in the reconstructed friction
torque. The zoom in the upper part of Figure 5 compares the
contribution of this term in the first time instants, highlighting
the inability to actually capture the influence of the bristles
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damping when the minimum value of σ1 is considered (blue
solid line).
Finally, the red lines in Figures 4 and 5 are relative to the
new expression (24) of the bristles damping, which will be
proposed and discussed in the last part of this section.
The problems related to the peaks of the fσ1(·)z˙ term when
the maximum value of σ1 is adopted, can be analyzed in detail
considering fσ1(·) = fσ1(v) = σ1 for the sake of simplicity,
as in the standard LuGre friction model. In such a case it
results:
fσ1(·)z˙ = σ1z˙ = σ1 · v · w(z, v) (13)
where the expression of w(z, v) can be determined from the
friction model (5)-(9) as:
w(z, v) =
(
S0(v)
2 − S0(v)σ0
g(v)
z
)
(14)
Such a function is bounded and converges to zero when z˙ =
0 (i.e., when z reaches its steady-state value S0(v)g(v)/σ0).
During the first part of the transient time of z, function w(z, v)
takes values greater than 1, thus increasing the contribution
of the σ1z˙ term in (6). If the transient time of z is much
longer than the time required by the velocity to reach some
not negligible value vm, the term σ1z˙ becomes dominant in
the computation of τf in (6), leading to possible, unfeasible
friction peaks. The time th required by w(z, v) to become
equal to or less than 1 could be exactly computed only by
solving the differential equation (5) taking into account the
entire velocity profile. A lower limit of th can be computed
by considering the system response to a velocity step function
v(t) = vm, applied starting from a steady state situation (i.e.,
with z˙ = 0), with v(t) = −vm as initial condition, where vm is
a positive not negligible velocity value such that S0(vm) ≈ 1.
In such a case (5) becomes a linear differential equation of
first order:
z˙ + σ0
S0(vm)vm
g(vm)
z = S0(vm)
2vm (15)
whose solution has the following form:
z(t) = e−
σ0S0(vm)vm
g(vm)
t
(
c+
S0(vm)g(vm)
σ0
e
σ0S0(vm)vm
g(vm)
t
)
(16)
Computing c as:
c = −2S0(vm)g(vm)
σ0
(17)
by imposing the initial condition, (16) can be rewritten as:
z(t) =
S0(vm)g(vm)
σ0
(
1− 2e−σ0S0(vm)vmg(vm) t
)
(18)
Substituting it in (14) for v(t) = vm it results:
w(z, vm) = 2S0(vm)
2e−
σ0S0(vm)vm
g(vm)
t (19)
and hence, since S0(vm) ≈ 1:
w(z, vm) ≈ 2e−
vmσ0
g(vm)
t (20)
Function w(z, vm) approximately reaches 1 at
t =
log(2)g(vm)
vmσ0
(21)
The actual time th taken by w(z, v) to become equal to or less
than 1 will be longer, since velocity grows according to the
applied velocity profile and reaches the vm value only after
a while; in case of a constant acceleration am, such a value
would be reached at tvm = vm/am, thus implying that for
am ≥ σ0v
2
m
log(2)g(vm)
(22)
v(t) becomes greater than vm while w(z, v) is still greater
than (or equal to) 1, thus causing the unfeasible estimated
friction peaks that occurred in the carried out tests. Since
high acceleration values are usually applied to industrial
manipulators working in standard conditions, such a critical
situation must be considered as common.
According to the experimental results reported in Figure 3,
and to the above analysis, the dependence of fσ1(·) on accel-
eration is then introduced to take into account the influence of
the rapidity with which velocity changes its sign. The observed
behavior can be easily reproduced using a function inversely
proportional to acceleration as:
fσ1(a) =
α
|a| + β (23)
where α and β are two parameters to be estimated. In order to
avoid possible numerical problems when the system is moving
at constant velocity (i.e., when a ≈ 0), (23) is modified to
include the dependence on velocity, too, thus obtaining:
fσ1(v, a) =
α√
γ (amaxvmax v)
2 + a2
+ β (24)
where amax and vmax are the maximum acceleration and
velocity values reached by the joint during the data acquisition
procedure, respectively. Their ratio amax/vmax is used as a
normalization coefficient, whereas γ is a weighting coefficient
that adapts the behavior of the function in different velocity
regimes, to be identified together with α and β. The time-
history of the reconstructed friction torque and of the bristles
damping term, when the proposed function (24) is adopted,
are reported with a red solid line in Figures 4 and 5, re-
spectively, by using the values of α, β and γ estimated by
the proposed procedure (illustrated in Section III), providing
in particular α = 6.509 m2kg/s3, β = 0, γ = 1.058, and
amax/vmax = 5.276 s−1.
As highlighted in the zoom of Figure 4, the ability of
capturing the bristles damping action in the first time instants
is maintained, while no appreciable peak is present in the rest
of the motion. The lower zoom in Figure 5 shows that a very
limited peak (about ten times smaller than the one obtained
using function (11) with the maximum value of σ1) is present
in the behavior of the damping term. The proposed function
(24) then provides a good trade-off to properly reconstruct
friction in all the situations, and is then adopted in the dynamic
friction model (5)-(9) included in the proposed identification
procedure, which is illustrated in the next section.
The usage of acceleration in (24) is not a limitation for
the implementation of the proposed model in the software
control architecture of industrial manipulators, which are not
usually equipped with accelerometers, since acceleration is
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used only to properly tune the value of the bristles damping.
A low precision can then be acceptable, as well as the use of
the reference acceleration values instead, or of the estimates
provided by an observer (as in the experimental tests reported
in Section V). It must be finally noted that the proposed model
does not take into account effects due to temperature [32] or
load [33] variations, which could be eventually included in the
static part of the model.
III. IDENTIFICATION PROCEDURE
The parameters of the complete friction model (5)-(9), (24)
are found by means of a two step approach, where Step 1
provides the parameters values of the static model (8)-(9), and
Step 2 computes the parameters values of the dynamic part of
the model given by equations (5)-(6), and (24).
As already discussed in [28], the friction identification
process is carried out using the so-called residual torques,
given by the difference between the command torques applied
to the joints and those computed by the robot dynamic model
(supposed to be available) without the inclusion of any friction
term. The friction identification on the i-th joint is then fed
by the torque τres,i, defined as:
τres,i = τm,i − τdm,i (25)
where τm,i represents the command torque applied to the joint
(obtained as the product of the motor current and the corre-
sponding motor constant), whereas τdm,i is i-th component of
the vector τdm defined as:
τdm = K
−1
tr ·
[
M(q)q¨+C(q, q˙)q˙+ g(q)
]
(26)
where q is the joint position vector, M(q) is the inertial ma-
trix, C(q, q˙) is the matrix including centrifugal and Coriolis
effects, g(q) includes the gravity torques; Ktr is a diagonal
matrix containing the transmission ratio of each joint.
A. Step 1: Identification of the static friction model
The parameters identification of the static part (8)-(9) of the
model is carried out by following the procedure developed in
[28], which requires a set of data acquisitions carried out at
different velocities, for each joint. The acquisitions are made
moving one joint at a time and imposing wide movements with
high accelerations, so to maximize the portion of movement
carried out at constant velocity. In order to properly model
the Stribeck effect, it is recommended to perform a great
number of acquisitions at very low velocities, so to have more
samples in the initial region of the friction curve modeled as
a function of velocity. The parameters identification is based
on the solution of a Linear In Parameter problem, once the
non linear terms have been fixed. The approach then relies
on the a priori definition of the values of Kv and δ, and
the computation of the remaining parameters using the Least
Square (LS) method as:
θ =
(
ΦΦT )−1ΦTf (27)
where
Φ =
[
2
piarctan(vKv),
2
piarctan(v δ), v, v
2 2
piarctan(vKv)
]
θ =
[
τs, τsc, τv, τnlv
]T
(28)
whereas Tf and v are two vectors containing the data samples
of τres,i and of the velocity, respectively, for the considered
joint.
The parameter Kv is used inside the arctangent function
to obtain a continuous approximation of the sign function; its
value is set to 1000 as proposed in [28], as a trade off between
the necessity of approximating the sign function very well, and
the need to avoid discontinuities when the joint velocity goes
to zero.
The parameter δ must be properly chosen so that the friction
model fits the experimental data, since it defines the shape of
the Stribeck effect. Also its computation is performed using the
methodology proposed in [28], which is based on a minimum
search algorithm testing all the possible values of δ within a
feasible set. Such a procedure applies the LS estimation for
each value of δ within the set, and computes the error between
the experimental data and the values obtained using the model;
at the end of the procedure the set of parameters minimizing
such an error is selected. This approach is not computationally
heavy, since the set of possible values of δ is quite small, and
the increment step can be kept high; as in [28], the minimum
search algorithm is here applied using values between 0 and
100, with an increment step of 0.1.
At this point the complete vector Θsm of the parameters of
the static friction model, including θ (28) and δ, is available.
B. Step 2: Identification of the dynamic friction model
The identification process of the entire friction model (5)–
(9), (24) is here completed. This step is divided into two
phases: (i) phase 2-A in which the model (5)-(6) is adopted
using a constant σ1 coefficient instead of the function fσ1(·), in
order to estimate the coefficients σ0 and σ1 for different data-
sets, collected at different motion conditions, and (ii) phase
2-B where the values of σ0 and σ1 gathered in step 2-A are
exploited to compute the parameters of (24) and to definitely
set the value of σ0.
The procedure needs a set of data acquisitions collected for
different velocity profiles, each of which is obtained applying
a single joint motion, characterized by a continuous cyclical
movement between a starting and a final point. Each velocity
profile is specifically designed to have a particular acceleration
value during the motion reversals. A further data acquisition
is carried out, imposing more variability in terms of velocities
and accelerations during the joint movements, to collect the
experimental data for the identification phase 2-B.
Phase 2-A: The dynamic friction model (5)-(6) integrates
the static model (8)-(9), which is completely known after the
first identification step described in Section III-A; only σ0 and
σ1 must be still identified, assuming in this phase that the
function fσ1 coincides with a constant σ1 value. Because of the
nonlinear characteristic of the model, a nonlinear identification
method must be applied. The adopted identification procedure
aims at minimizing a cost function given by the weighted
norm of the prediction error, i.e., the difference between the
experimental data and the predicted output obtained by the
model. The optimization problem is solved using the “System
Identification Toolbox” of MATLAB, in which the friction
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model is specified by means of a first-order nonlinear differen-
tial equation using the “Nonlinear Grey-Box Model Structure”,
whereas the estimation is carried out using the PEM instruction
[34]. The output of the identification procedure provides the
values of σ0 and σ1 that allow to best fit the experimental
data.
The identification procedure just illustrated would require
only one data acquisition at low velocity, keeping σ1 constant.
Applying such an identification procedure to different data ac-
quisitions, each of which obtained imposing motion reversals
to the joint at different acceleration values, it is possible to
observe the trend of σ1, as shown in Figure 3, and to proceed
to the identification of the parameters of fσ1(v, a) in (24).
Phase 2-B: The parameters of (24) are estimated using
the information provided by steps 1 and 2-A following three
sequential steps: (i) identification of α and β, (ii) computation
of the ratio amax/vmax, and (iii) identification of γ.
Parameters α and β of the basic model (23) are estimated
by applying a standard LS approach, using the values of σ1
identified at different acceleration values as samples of fσ1 .
The second step computes the ratio amax/vmax from the
maximum acceleration and velocity values reached during the
motion performed with the highest acceleration. The third step
is carried out using the nonlinear identification method adopted
in Phase 2-A; this time the complete model (5)-(9), (24) is
introduced in the “System Identification Toolbox”, where all
the model parameters are known except for γ, which is left as
free and here estimated.
The procedure ends definitely setting the value of σ0 equal
to the one estimated at the end of Phase 2-A, when the slowest
movement was applied (i.e., in the most suitable conditions
for evaluating the bristles behavior). All the parameters of the
dynamic part of the friction model, σ0, α, β, γ, and the ratio
amax/vmax are hence available, and collected in vector Θdm.
IV. COMPLETE FRICTION IDENTIFICATION FRAMEWORK
The framework for friction identification proposed in [28]
provides practical information to carry out the data acquisition,
the parameter identification and the implementation of the
static model (1) only. Different issues are already addressed
in [28], like those related to the data pre-processing, (e.g.,
cleaning and splitting phases), the management of the model
validity region and the identification procedure.
The complete framework herein proposed, including the
dynamic friction model (5)-(9), (24), and the corresponding
identification procedure described in Subsection III-B, is based
on a modular approach leaving the user the possibility of
identifying the friction static model only, or the complete one.
Figure 6 shows the flow-chart of the new complete framework,
where the red parts represent the portion of the procedure
devoted to the identification of the static model parameters,
including the static friction framework developed in [28],
whereas the blue ones extend the identification procedure to
the complete friction model. The red flow is always executed,
since its results are required to estimate both the static model
and the complete one, while the blue flow is executed op-
tionally. This way the lighter static model can be identified
and used in applications mainly involving medium and high
velocities, whereas the complete dynamic one is determined
and adopted when necessary for applications requiring slow,
precise motions of the robot.
static model 
exp. data
Static Model Framework  
Data pre-processing
Parameters Identification
dynamic model 
exp. data
dataset1 dataset2
Complete Framework 
α, β
Data pre-processing
 
 
σ0 σ1
γ
Non-linear Identification
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Figure 6: Flowchart of the whole friction identification frame-
work.
A Data Conversions block has been included to convert
the experimental data from the starting format (depending
on the specific robot constructor) into the internal framework
format. Such a task is carried out by the Data Unpacking and
Data Packing blocks, respectively, where the first one must be
properly defined based on the specific file format. For example,
the COMAU data acquisition procedure provides a moni.log
file, whose format must be properly taken into account to write
the corresponding Data Unpacking function.
As explained in Section III, the identification procedure re-
quires the residual torques as input; in the original framework
such values were provided by the control unit itself, through
a special moni.log file, but in the new framework a specific
block, called Robot Dynamic Model, has been introduced,
which computes the robot dynamic model using the Recursive
Newton Euler algorithm, so making the identification pro-
cedure more general and efficient. The introduction of this
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block obviously requires the complete knowledge of the robot
characterization.
When only the identification of the static friction model
is required, one set of data acquisitions (dataset1), obtained
as described in Subsection III-A, must be available. During
the identification procedure, the experimental data are firstly
converted using the Data Conversions block, and then the
Static Model Framework described in [28] is applied. In such a
phase the framework firstly carries out the data pre-processing,
involving the cleaning up of the data, the splitting (if neces-
sary), and the computation of some statistic information, and
then performs the identification phase, providing the vector of
parameters Θsm, as described in Subsection III-A.
If the parameters of the complete dynamic model are
required instead, the procedure continues using a further
set of data acquisitions (dataset2), obtained as reported in
Subsection III-B. The Complete Framework block takes both
vector Θsm and the experimental data properly elaborated by
the Data Conversions block (which in this case operates on
both the data sets), and starts the pre-processing phase aimed
at removing possible high frequency sensor noises, through a
proper filtering action. The three identification steps described
in Subsection III-B are then carried out, so providing vectors
Θsm and Θdm containing the parameters of the complete
friction model.
The proposed framework has been designed to be as general
as possible, and to be easily applicable to different robot
manufacturers; the parts of the framework actually dependent
on the specific robot producer and on the particular adopted
robot, have been gathered in the Data Conversions block.
Two actions are then required to prepare the framework to
work with data-sets provided by a specific robot controller:
(i) writing a Data Unpacking routine that extracts the data
from the data acquisition file, and (ii) providing the robot
characterization to the Robot Dynamic Model block.
For the experimental tests reported in Section V, two
different COMAU robots are used in addition to the NS 12,
each of which is managed by the C5G COMAU controller.
The ongoing collaboration between COMAU and Politecnico
di Torino has allowed to simplify the definition of the Data
Unpacking block, thanks to the complete knowledge of the
moni.log file format, as well as to obtain the full description of
the considered robots. Some guidelines for the implementation
into an OPEN architecture are provided at the end of the next
section.
V. EXPERIMENTAL TESTS
The first set of tests, in which the COMAU NS12 robot is
used again, is aimed at proving the validity of the proposed
friction model, while the general validity of the identification
framework is checked applying it to different robots in the
subsequent sets of tests.
The results of the tests are processed inside a Simulink
project allowing to compare the torques actually applied by
each motor with the ones computed using different friction
models. The real torques are obtained transforming the motor
currents (included in the moni.log file) into the corresponding
torques by means of the motor constant, whereas the estimated
torques are computed by summing the contribution of the
friction model to that provided by the Robot Dynamic Model
block, included in the Simulink project. The first tests aim at
evaluating the performance of the proposed complete model
(denoted as DM2 in the Tables of the results) and comparing
it with the purely static friction model (1) (denoted as SM),
and the complete friction model (5)-(9) with the fσ1 function
given in (11) (denoted as DM1). The tests are performed
using only the first joint of the COMAU robot NS 12 - 1.3
in order to neglect the gravity effects, through three specific
motion programs. All the programs apply a continuous joint
movement in a wide range of positions. The first one uses a
random variation of the maximum velocity in the range 1.5
rad/s – 220 rad/s and accelerations between 28 rad/s2 and
1080 rad/s2 to test the models in different motion conditions;
the second one is relative to medium velocity conditions in the
range 5−80 rad/s, with acceleration range 1.5−147.4 rad/s2,
whereas the third one includes only low velocities, with peaks
not higher than 0.5 rad/s and accelerations between 1.3 rad/s2
and 8.2 rad/s2, so to highlight the improvements achieved by
the proposed dynamic friction model in the theoretically most
favorable conditions.
For each test the following Performance Indices (PI) are
computed and reported in Table I: the Root Mean Square
(RMS), the Mean (M), and the Infinite Norm (IN) of τdiff =
τres − τf , with the friction torque τf estimated by the three
considered models. The performance indices of the proposed
model DM2 are then compared to the other ones by computing
the relative percentage error (Err%).
Tests PI DM2 DM1 SM Err% Err%
DM1 SM
Random RMS 0.0889 0.0904 0.0918 -1.7 -3.3
velocity M 0.0624 0.0632 0.0636 -1.3 -2IN 0.5735 0.6823 0.6627 -19 -15.5
Medium RMS 0.0760 0.0785 0.0846 -3.2 -11.4
velocity M 0.06 0.062 0.0645 -3.2 -7.4IN 0.4042 0.4795 0.7012 -18.6 -73.5
Low RMS 0.08 0.1186 0.2077 -48.3 -159.7
velocity M 0.0683 0.0939 0.1797 -37.5 -163.3IN 0.2370 0.2814 0.3993 -18.7 -68.5
Table I: Performance Indices for the first joint of a COMAU
NS12.
Table I shows that the new model provides good results in
all the motion conditions, since when a random velocity is
applied all the performance indices show some improvement,
even if small; the most significant improvement is relative to
the IN index, i.e., to the maximum error in friction estimation.
As velocity decreases in the other two tests all the PIs improve,
giving the best results when the velocity is very low.
The second group of tests aims at evaluating the applica-
bility of the framework in general, and the validity of the
proposed modified friction model, by applying the complete
friction framework illustrated in Section IV to different robots
made available by COMAU, with no modification apart from
the robot characterization adopted in the Robot Dynamic
Model block. A first test is performed using a Racer 3 robot
and imposing to it a Cartesian trajectory requiring the motion
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of all the joints. The goal of such a test is to compare
the performances of the proposed model with those of the
ones often adopted in industrial context (usually static friction
models), in order to evaluate them in a generic motion con-
dition. In particular, the test includes a set of Cartesian linear
movements, corresponding to a cube shaped path, carried out
at a quite low Cartesian velocity (about 250 mm/s), in which
all the joints simultaneously move in rather variable motion
conditions. The performances of the proposed complete DM2
model, the static SM model, and the one already included
inside the COMAU controller (denoted by CM) are compared.
Such an internal COMAU model includes only the Coulomb
term and the viscous one, with a proper management of
motion reversals (whose details are not available) to avoid
discontinuities. The DM1 model is not included in such a test,
since it will be evaluated in the following one. The results of
the test are summarized in Table II, where the performance
indices and the corresponding relative percentage errors are
reported for all the axes of the COMAU Racer 3.
Tests PI DM2 SM CM Err% Err%
SM CM
RMS 0.0603 0.1063 0.1260 -76.4 -109.1
Axis 1 M 0.0474 0.0735 0.1054 -55 -122.3
IN 0.4172 0.4789 0.4342 -14.8 -4.1
RMS 0.0479 0.0498 0.0757 -3.9 -58
Axis 2 M 0.0313 0.0335 0.0629 -6.8 -100.5
IN 0.4953 0.4953 0.5433 -0.0 -9.7
RMS 0.035 0.0335 0.0401 4.3 -14.6
Axis 3 M 0.0226 0.0212 0.0277 6 -22.7
IN 0.3756 0.3756 0.3583 0.0 4.6
RMS 0.017 0.0202 0.0291 -19.4 -71.9
Axis 4 M 0.0121 0.0138 0.0233 -14 -92.2
IN 0.1396 0.1384 0.1714 1 -22.8
RMS 0.0165 0.0175 0.0185 -6.2 -12.5
Axis 5 M 0.01257 0.0133 0.0142 -6 -12.7
IN 0.1629 0.1656 0.1623 -1.7 0.3
RMS 0.0133 0.0219 0.0251 -64.1 -88.3
Axis 6 M 0.00835 0.0134 0.0199 -61 -138.0
IN 0.1355 0.1905 0.1678 -40.6 -23.8
Table II: Performance Indices for a COMAU Racer 3 for a
cube shaped Cartesian path.
The proposed friction model provides better results also in
this case: for all the joints the considered PIs improve, except
for some cases in which they remain almost the same, with
just few perceptual points of difference. The best results are
obtained for axis 6, with a reduction of 138% of the average
error between the real joint torques and the ones computed
using the robot dynamic model. Slightly worse results are
achieved for axis 3, for which the performances obtained using
the static model have not been improved by the proposed one.
The reasons can be related to the characteristics of the motion
of this joint, which is the one reaching the highest velocity in
the carried out test. Such a joint is the one that less can benefit
from the adoption of the proposed model, which improves the
friction representation at low velocities. The small worsening
of the IN index with respect to the CM model can be justified
by the fact that the CM model has been specifically optimized
by COMAU for high velocities, which are of main interest
in several applications, at the price of a poor (or very poor)
friction estimation at low velocities, as it occurs for example
for axes 1 and 6. In particular, analyzing the maximum velocity
values reached by each axis during the motion cycle (q˙1 = 64
rad/s, q˙2 = 85 rad/s, q˙3 = 124 rad/s, q˙4 = 98 rad/s, q˙5 =
50 rad/s, q˙6 = 68 rad/s), it can be noticed that axis 3 reaches
about twice the velocity of axes 1 and 6, for which the best
results are achieved by the proposed model. It is worth to be
noticed that the weight of the friction torque with respect to the
inertia components varies quite a lot in the different motion
phases and for the various axes. The values of Rτ , defined
as the ratio between the friction torque and the total torque,
corresponding to the current absorbed by the motor, vary on
average from 0.40 in the high acceleration phases up to more
than 0.90 in the low acceleration phases (i.e., when velocity
is constant or almost constant), in which the inertia terms are
less significant. This variation range must be considered as
an average among all the axes, since some of them may show
“extreme” situations. For example, axis 5 is quite light, so that
the friction torque is dominant in any motion condition, with
Rτ varying between 0.873 (for high accelerations) and 0.997
(for low accelerations).
The final experimental campaign has been carried out con-
sidering a COMAU Racer 7 manipulator in addition to the
Racer 3. The goal of such tests is to compare the performances
of the proposed DM2 model and those of the standard DM1
model for the two robots to verify the general validity of both
the model and the framework. The tests performed for the
first joint of the NS12 robot have been repeated for all the
joints of the Racer 3 and the Racer 7. Figures 7 and 8 show
the results related to the IN performance indicator for low
and medium velocity, in order to highlight the effects due to
the friction peaks at increasing velocity. The figures show
Figure 7: Comparison between friction models DM1 and DM2
using the performance indicator IN obtained at two different
velocity ranges (low and medium) for a COMAU Racer 3.
that the infinite norm of the model error dramatically worsens
at medium velocity when the DM1 model is used, while it
provides better results for low velocity. Such a result is due to
the friction peaks introduced by the DM1 model for increasing
velocity. The (very) bad results obtained by the application
of such a model at medium velocities justify the fact that
dynamic friction models are rarely used in the industrial world,
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Figure 8: Comparison between friction models DM1 and DM2
using the performance indicator IN obtained at two different
velocity ranges (low and medium) for a COMAU Racer 7.
since they seem to introduce problems instead of improving
performances. On the contrary, the proposed DM2 model is
successfully applied in both the motion conditions to both
robots. Figure 9 shows the percentage of reduction of the
average model error (performance indicator M) in all the
motion conditions (i.e., at low, medium and high velocities),
provided by DM2 with respect to DM1 for the Racer 3 and
Racer 7 robots. The figure highlights that the improvement
is appreciable for all the axes of the robots, although with
different percentage values.
Figure 9: Percentage of reduction of the average model error
(indicator M) provided by DM2 with respect to DM1 for Racer
3 and Racer 7 robots.
A. Implementation in a real scenario
The direct implementation of the model in an industrial
controller or in a different target hardware has been tested,
so to verify the proper functioning of the proposed framework
in a real scenario. The complete model (5)-(9), (24) has been
discretized in order to be included in the real time system, as:{
zk+1 = e
−ak Ts zk +
(1−e−ak Ts )
ak
bk for ak 6= 0
zk+1 = zk + bk Ts for ak = 0
(29)
where Ts is the sampling time, and
ak = σ0
S1(vk)
g(vk)
, bk = S0(vk)
2vk (30)
Two target hardware solutions have been tested: (i) the in-
dustrial COMAU controller C5G, and (ii) the OPEN control
architecture for the C5G robot controllers. The direct imple-
mentation of (29) in the C5G control unit has been made pos-
sible by the collaboration between COMAU and Politecnico
di Torino. For the second test, carried out using the OPEN
control architecture, the discretized model (29) was included
into a Simulink project, and the source files were automatically
generated using the Simulink “Embedded Code Generation”
tool. Figure 10 highlights how the friction framework has been
included in the overall work flow that allows to estimate the
friction model parameters and to generate the corresponding
C/C++ code.
Simulink 
Model
Code
Generation
static model
exp. data
dynamic
model
exp. data
Θ
  
Robot 
data
Θ
  
Framework 
for 
Friction
Identification
C/C++ code
Figure 10: Work flow defining the friction identification phase
and the code generation one.
The source files were then properly included in the open-
source control architecture, to compute the complete robot
dynamic model by summing the friction values estimated by
the proposed framework and the non-friction terms of the
internal robot dynamic model, made available by a basic func-
tionality included in the OPEN architecture. Both the target
hardware solutions were tested using the same test programs
adopted for the simulations; the same friction behavior was
obtained in all the cases. These tests are fundamental for a real,
practical implementation of the proposed friction identification
framework, since they allow to evaluate the correct working
of the complete flow of the procedure, starting from data
acquisition up to parameter identification.
VI. CONCLUSION
The paper proposed a framework for robots friction iden-
tification suitable for the industrial context. A scalable fric-
tion model given by the composition of a static part and a
dynamic one was adopted, to allow the best choice for the
target application and the available hardware. The modification
introduced in the friction model allowed to successfully apply
the new complete model in very different motion conditions,
avoiding unfeasible peaks in the friction torque reconstruction.
The proposed friction identification framework was applied
to different robots of the same manufacturer (i.e., COMAU)
but the framework can be implemented also in an OPEN
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control architecture, and hence it is potentially available for
any generic industrial robot.
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