Rationale Best dose analysis involves identifying the dose associated with the greatest improvement in performance for each subject and comparing performances associated with these individually determined best doses to control performances. Objectives The current experiments were conducted to examine whether significant best dose effects might result from the selective analysis of data rather than an actual drug effect. Methods Experiment 1 examined the effects of nicotine and methylphenidate on delayed matching-to-sample (DMTS) and self-ordered spatial search (SOSS) performances in rhesus monkeys (DMTS: n=7; SOSS: n=6) to determine the validity and reliability of best dose effects. Experiment 2 used Monte Carlo computer simulations to estimate the likelihood of obtaining a significant outcome when the best dose method was applied to randomly generated data sets for which no difference existed. Results Significant effects were obtained when the best dose analysis was applied to performances from nondrug sessions, and best dose performances were not significantly different from the best nondrug performances. The doses identified as best doses from two nicotine dose-response curve determinations were unrelated, and the improvement associated with the best dose observed during the first doseresponse curve determination was not reliable when the dose was administered repeatedly. Finally, there was a high likelihood of obtaining a statistically significant difference when no real difference existed. Conclusions Best dose analysis for the identification of potential therapeutic agents should be replaced by singlesubject designs.
Introduction
The effects of drug administration on behavior can vary substantially across individuals. Individual variability in response to drug administration has been recognized for some time in pharmacology and can be traced back at least as far as the concept of initial sensitivity or "initial tolerance" (Collett 1988; Kalant et al. 1971) , which is the observation that the amount of drug necessary to produce a specified effect on first exposure can vary across individuals. Inconsistency in drug response is not limited to initial exposure and can occur with repeated administration of a drug (e.g., Kaiyala et al. 2001; Perkins et al. 2008; Smolen et al. 1994) . When there are individual differences in drug effects, averaging data may obscure those drug effects. For example, averaging effects that are opposite in direction across individuals may show a null effect when the drug actually is effective in changing behavior for a subset of individuals.
In the area of cognition-enhancing effects of drugs, a common data analysis approach to address the issue of individual differences is the "best dose analysis." As the name implies, the goal of the analysis is to identify the most effective, or best, dose for each individual. Some researchers have argued that, in the study of cognition-enhancing drug effects, a best dose approach is necessitated by intersubject variability in degree of drug efficacy, a narrow range of doses at which therapeutic effects occur, and intersubject variability in the doses at which therapeutic effects are obtained Terry 2000, 2004) . Best dose analyses have been used to identify putative cognition-enhancing effects of cholinergic, adrenergic, dopaminergic, and serotonergic drugs (Arnsten and Contant 1992; Arnsten and Goldman-Rakic 1990; Bain et al. 2003; Buccafusco and Jackson 1991; Buccafusco et al. 1995 Buccafusco et al. , 1996 Buccafusco et al. , 2003 Buccafusco and Terry 2004; Elrod et al. 1988; Franowicz and Arnsten 1998; Gamo et al. 2010; Gould et al. 2013; Katner et al. 2004; Prendergast et al. 1997 Prendergast et al. , 1998 Terry et al. 2005) .
A best dose analysis involves determining the effects of a range of drug doses on the performance of a cognitive task such as a delayed matching-to-sample (DMTS) procedure. The dose associated with the greatest accuracy is identified as the best dose on a subject-by-subject basis. For example, three subjects may show greatest accuracy at low, medium, and high drug doses, respectively. A statistically significant difference between the individually selected best dose performances and vehicle performances would support the conclusion of a drug's cognitive-enhancing effects.
Of the studies employing a best dose analysis for the assessment of potential cognition-enhancing effects, some also have reported the outcomes of a statistical analysis involving all doses tested (Bain et al. 2003; Buccafusco et al. 1995 Buccafusco et al. , 1996 Buccafusco et al. , 1999 Buccafusco and Terry 2004; Franowicz and Arnsten 1998; Katner et al. 2004; Terry et al. 1993) . In some studies, drug effects were significant according to both a best dose analysis and an analysis including all doses tested (Buccafusco et al. 1995 (Buccafusco et al. , 1996 (Buccafusco et al. , 1999 Franowicz and Arnsten 1998) , and in other studies, drug effects were significant only according to a best dose analysis (Bain et al. 2003; Buccafusco and Terry 2004; Katner et al. 2004) , suggesting that best dose effects may be an artifact of the selective nature of the analysis rather than an actual drug effect.
This paper attempts to critically evaluate the best dose analysis in three ways. In the first experiment, we evaluated the validity and reliability of the best dose analysis using data obtained in rhesus monkeys. In the second experiment, we used Monte Carlo computer simulations to determine the likelihood of obtaining significant best dose effects when a best dose analysis was applied to two sets of data for which no actual difference existed (i.e., all numbers in the data sets were selected randomly from the same distribution).
Experiment 1: tests of validity and reliability in rhesus monkeys
The goal of experiment 1 was to determine the validity of the best dose method for identifying drug effects and to determine both the reliability of the method for identifying effective doses and the reliability of putative improvements produced by identified best doses. To determine the validity of the analysis, performances from nondrug control sessions were analyzed in a manner equivalent to a best dose analysis to assess whether significant effects would be obtained in the absence of drug. Additionally, best dose performances were compared to best control performances. To determine the reliability of the approach for identifying best doses, multiple dose-response curve assessments were conducted and the best doses that were identified from each assessment were compared. To determine the reliability of putative improvements, the best doses then were repeatedly administered to assess whether reliable improvements in performance would be obtained. The rationale of experiment 1 was that significant best dose effects may be questionable if any of the following conditions are met: (a) significant effects are obtained for sessions in which no drug is administered, (b) significant effects are not obtained when all doses are included, (c) significant effects are not obtained when best dose performances are compared to best control performances, (d) best dose identifications are not reliable across repeated determinations, and (e) identified best doses do not yield reliable improvements in performance.
Subjects
Adult male rhesus monkeys (Macaca mulatta, n=13) were singly housed, each in one section of a four-cage housing unit. All caging units were housed in the same temperatureand humidity-controlled vivarium. Lights were on from 7 a.m. to 9 p.m. The monkeys were between 11 and 20 years of age at the start of these studies and had been trained previously on the tasks. Weights averaged ∼16 kg. The quantities of primate diet (2050 Teklad Global 20 % Protein Primate Diet; Harlan Laboratories, Indianapolis, IN, USA) that were fed daily were sufficient to maintain weights over the course of the study. Additionally, monkeys received a piece of fresh fruit or vegetables (e.g., one half orange, one half apple, etc.) 5 days/week. Feeding occurred approximately 2 h after completion of behavioral testing. Reverse osmosis-treated water was available at all times.
Apparatus
Experimental sessions were conducted in the home cage using custom-built mobile devices described previously (Weed et al. 2008 
Procedure
Seven monkeys were trained on a DMTS procedure. Each session consisted of 24 trials with 8 trials at each of 3 delays (2, 30, or 300 s). The delay on each trial was selected randomly without replacement. Each trial began with presentation, on the center of the screen, of a pseudo-randomly selected sample image from a set of 600 different images (Photo Clip Art 150,000 by Hemera Technologies, Inc., Gatineau, Canada). A touch on the sample image within 30 s (limited hold) turned off the image and initiated the selected delay. After the delay, the original sample image and two other unique, randomly selected images were presented on three corners of the screen. A touch on the image that "matched" the original sample image produced a food pellet, followed by a 5-s period with the screen darkened. If the monkey did not touch the sample image within the 30-s limited hold, did not touch one of the three choice images within 30 s, or if the monkey touched one of the two "nonmatching" images, the trial ended without pellet delivery, followed by a 10-s period with the screen darkened.
Six monkeys were trained on a self-ordered spatial search (SOSS) procedure. Each session consisted of 54 trials and each trial involved presentation, on the touchscreen, of a configuration of a number of small blue boxes within 16 possible screen locations. The number of boxes in the stimulus configuration varied among 2, 3, and 4 boxes (18 trials of each). Each nonrepeating touch produced a food pellet. If the monkey made a repeat touch (incorrect) or failed to make a touch within 30 s of trial onset or from the time of the previous touch (omission), the trial ended and a 9-s period followed during which the screen remained blank and touching the screen produced no scheduled consequence, followed by a new trial. If the monkey touched all the boxes without repetition, the trial ended, was defined as correct, and was followed by a 5-s period with the screen darkened before the next trial.
Drug testing
Nicotine bitartrate (Sigma-Aldrich, St. Louis, MO, USA) and methylphenidate hydrochloride (Mallinckrodt Pharmaceuticals, Inc., St. Louis, MO, USA) were dissolved in 0.9 % sodium chloride (saline). Drugs were administered intramuscularly in the thigh at a volume of 0.2-0.8 ml, depending on drug solubility, 15 min prior to the session. Drug solutions were typically prepared fresh each testing day, but occasionally were prepared from stock solutions that were no more than 1 week old.
Experimental sessions were conducted 5 days/week, Monday-Friday, starting at approximately 10 or 11 a.m. Drug test sessions usually occurred on Tuesday and Friday if subjects completed at least 85 % of the trials at each delay (DMTS) or number of boxes (SOSS) in the preceding session. Baseline (no injection) sessions occurred on Mondays and Wednesdays (Wednesday baseline sessions were excluded from analysis to avoid possible carryover effects from Tuesday's drug administration). Vehicle sessions usually occurred on Thursday. During nicotine and methylphenidate dose-response curve determinations, doses were studied in a pseudo-random order with the restriction that the highest two doses were tested after the lower doses had been tested. In the SOSS monkeys, the nicotine dose-response curve was redetermined twice (∼1 year after the original determination), with an approximately 3-week period between those two redeterminations. During those 3 weeks, the best dose identified from the first of those redeterminations was administered six times (on Tuesdays and Fridays).
Data analysis
Overall session accuracy was calculated for each monkey for each session by dividing the total number of correct trials by the total number of trials completed. Also, the percentage of correct trials for each trial type (trials with delays of 2, 30, and 300 s in the DMTS procedure or trials with two, three, and four boxes in the SOSS procedure) was calculated for each monkey for each session. Percentages of correct trials were converted to proportions and arcsine square root transformed to increase normality for statistical analysis (McDonald 2009). Several analyses were conducted to assess the validity of the best dose approach. In the first analysis, a two-way repeatedmeasures analysis of variance (ANOVA) using factors of dose and task parameter (delay for DMTS; number of boxes for SOSS) was conducted using all the doses tested. In the second analysis (best dose analysis), the best dose session for each monkey was identified as the session during which overall accuracy (collapsed across task parameter value) was the highest compared to the other doses tested. Percentage correct values from the best dose session were compared to percentage correct values from vehicle sessions using a two-way (factor of delay or number of boxes and a factor of treatment including best dose and vehicle) repeated-measures ANOVA. In the third (best vehicle analysis) and fourth (best baseline analysis) analyses, the best vehicle and best baseline session for each monkey were identified as the sessions during which overall accuracy was highest compared to other sessions of the same type and the percentage correct values from the best vehicle and baseline session were compared, via two-factor ANOVA, to the percentage correct values obtained during the remaining vehicle and baseline sessions, respectively. In the fifth analysis (best session analysis), the accuracy values associated with the best dose, best vehicle, and best baseline sessions were compared via two-factor ANOVA.
For each of the two nicotine dose-response curve redeterminations conducted in the SOSS monkeys, a best dose analysis was conducted. A Pearson correlation coefficient was calculated to identify whether the correlation between best doses identified from the two dose-response curve redeterminations was statistically significant. A Spearman rank order correlation coefficient was calculated on rankings assigned to the monkeys based on their identified best doses to determine whether a monotonic dependence existed between the best doses identified in the two redeterminations. Finally, for the repeated best dose administrations, performances from best dose sessions were averaged together for each subject and compared by repeated-measures ANOVA to baseline and vehicle session averages that occurred during the same period and to baseline sessions from the approximately 3-week period without any drug administration that occurred prior to the first nicotine dose-response curve redetermination.
In all analyses, post hoc comparisons using the HolmSidak method at a family-wise alpha=0.05 were conducted to compare accuracy within each trial configuration (e.g., to compare best dose to vehicle at each delay in the DMTS best dose analysis).
Results
Mean lengths (and standard deviations [SDs] ) of the DMTS sessions during the nicotine and methylphenidate dose-response curve determination were 48.3±3.7 and 45.8±8. 4 min, respectively. Nicotine and methylphenidate produced no statistically significant change in DMTS accuracy at any of the three delays (Fig. 1) . In contrast to the lack of effects obtained when all doses were used in the statistical analysis, DMTS performances associated with best doses of nicotine and methylphenidate were significantly better than DMTS performances following vehicle administration ( Fig. 1 ; Table 1 ). Similarly, DMTS performances associated with the best vehicle and best baseline sessions were significantly better than performances associated with the remaining vehicle and baseline sessions, respectively, for both nicotine and methylphenidate ( Fig. 1; Table 1 ). Finally, DMTS best dose performance was not significantly better than best vehicle or best baseline performance for either nicotine or methylphenidate ( Fig. 1; Table 1 ).
Mean lengths of SOSS sessions during the nicotine and methylphenidate dose-response curve determination were 15.4± 0.9 and 18.1±7.7 min, respectively. In the SOSS Table 1 Statistical outcomes of analyses comparing performances associated with best doses of nicotine and methylphenidate to performances associated with all vehicle sessions ("best dose"), performance associated with best vehicle sessions compared to remaining vehicle sessions ("best vehicle"), performances associated with best baseline sessions compared to remaining baseline sessions ("best baseline"), and performances associated with best dose, best vehicle, and best baseline sessions ("best dose, best vehicle, best baseline") Fig. 2 Percentage correct trials observed in the SOSS procedure on trials with two, three, and four boxes. Each data point represents the average of six monkeys. All other details are as in Fig. 1 procedure, nicotine and methylphenidate again failed to produce a statistically significant change in accuracy when all doses tested were included in the analysis (Fig. 2) . SOSS performances associated with nicotine and methylphenidate best doses were significantly better than vehicle performances ( Fig. 2 ; Table 1 ). As with the DMTS procedure, SOSS performances associated with the best vehicle and best baseline sessions of nicotine and methylphenidate were significantly better than the remaining vehicle or baseline performances, respectively ( Fig. 2 ; Table 1 ). SOSS performances associated with the best doses of nicotine and methylphenidate were not significantly better than best vehicle or best baseline performances ( Fig. 2 ; Table 1 ). The best doses of nicotine identified from the first of the two nicotine dose-response curve redeterminations in the SOSS group ranged from 0.001 to 0.056 mg/kg (Table 2) . There was a statistically significant difference between best dose and vehicle accuracy values (F 1,5 =12.032, p=0.018). The best doses of nicotine identified from the second redetermination ranged from 0.003 to 0.056 mg/kg. For monkey RQ6101, there was a tie for the best dose in the second dose-response curve determination (0.003 and 0. 056 mg/kg, both associated with 96.3 % correct overall). There was a statistically significant difference between best dose and vehicle accuracy values when the two best dose performances of RQ6101 were averaged (F 1,5 =68.307, p< 0.001) and when they were used separately in the ANOVA Fig. 3 Percentage correct trials, overall, observed in the SOSS procedure after vehicle administration (points above "V") and nicotine administration (0.001-0.056 mg/kg) during the first and second nicotine dose-response curve redeterminations for individual monkeys. Points marked with a plus symbol are the individually determined best performances (F 1,5 =48.004, p<0.001 using performance after 0.003 mg/kg; F 1,5 =71.255, p<0.001 using performance after 0.056 mg/kg). For no subject was the best dose of nicotine identified in the two dose-response curve determinations equal ( Fig. 3 ; Table 2 ). Further, the correlation between the best doses of nicotine from the two dose-response curve determinations was not significant when 0.003 mg/kg (r=−0.32, p=0.55) or 0.056 mg/kg (r=−0.56, p=0.24) was used for RQ6101. Similarly, the rank order correlation was not significant when 0.003 mg/kg (r=−0.13, p=0.81) or 0.056 mg/kg (r=−0.56, p=0.25) was used for RQ6101. Finally, when the best dose of nicotine from the first nicotine dose-response curve redetermination was administered repeatedly (Fig. 4 ; data from three of six subjects shown), there was no statistically significant difference in accuracy following those best dose administrations compared to accuracy values obtained from vehicle and baseline performances during the same time period. Also, there were no statistically significant differences between individual subject average accuracy values during either of the two nicotine dose-response curve redeterminations and the 3-week nondrug period that preceded the first redetermination or during the repeated best dose administrations and the 3-week nondrug period.
Discussion
As noted previously, the rationale of experiment 1 was that significant best dose effects may be questionable if (a) significant effects are obtained for sessions in which no drug is administered, (b) significant effects are not obtained when all data are analyzed, (c) significant effects are not obtained when best dose performances are compared to best nondrug performances, (d) best dose identifications are not reliable, and (e) identified best doses do not produce reliable improvements. In experiment 1, all five conditions were met. Collectively, these findings suggest that best dose effects can result from the selective nature of the analysis rather than from an actual effect of the drug.
The possibility that repeated administration of the best dose of nicotine produced either tolerance or sensitization to nicotine's effects on SOSS performance is unlikely because there were no clear changes in the nicotine dose-response curve in any direction. The absence of a significant correlation between the best doses identified in the first and second redeterminations of the nicotine dose-response curve further argues against the possibility of any systematic change in the effects of nicotine resulting from repeated administration of the initially determined best dose of nicotine. Finally, the Fig. 4 Percentage correct trials for three monkeys during SOSS sessions following administration of each monkey's individually determined best dose of nicotine and interspersed baseline and vehicle sessions possibility that long-lasting effects of nicotine could have confounded comparisons of nondrug and drug administration sessions during the reliability assessment of nicotine's best dose effects appears unlikely due to the absence of any statistically significant differences between performances during nicotine administration periods and the nondrug sessions that preceded nicotine testing. The lack of reliable performance improvement calls into question the clinical significance of a significant best dose effect because a therapeutic effect must, of course, be reliable to be clinically important.
Experiment 2: likelihood of obtaining a significant effect when none exists Experiment 1 suggested that statistically significant effects can be obtained when a best dose analysis is applied to nondrug treatment performances and that neither best dose determinations nor best dose effects are reliable. Experiment 2 was conducted to evaluate the likelihood of obtaining statistically significant effects when a selective data analysis approach equivalent to a best dose analysis is applied to simulated data sets for which no actual difference exists. Simulated data sets were generated by randomly selecting numbers from a normal distribution of specified mean and SD and classifying those numbers as either "vehicle" or "drug" and assigning them to simulated subjects. From those simulated data sets, the average vehicle values were compared statistically to the maximum (i.e., "best") drug value (determined separately for each simulated subject).
Methods
Monte Carlo simulations were conducted using Visual Basic for Applications within Microsoft Excel 2007. Simulated data sets were generated to evaluate the likelihood of obtaining a statistically significant F value according to a best dose analysis when all numbers in each data set were generated from the same underlying population. Each simulated data set was generated by randomly selecting accuracy values (0-100) from a normal distribution of specified mean and SD. Within each data set, selected accuracy values were assigned to simulated subjects with half the values classified as "drug" and half the values classified as "vehicle." The parameters of the simulated data sets were varied over the following values: mean of the population=80, 70, 60; SD of the population=0.5, 2.5, 5, and 10; number of simulated subjects=4, 6, 8, 10, and 12; and number of observations per subject (per classification of "drug" and Fig. 5 The percentage of statistically significant outcomes obtained from Monte Carlo simulations in which a best dose analysis was applied to sets of randomly generated data selected from a normal distribution with a mean of 80 and SDs of 0.5 (top left graph), 2.5 (top right graph), 5 (bottom left graph), and 10 (bottom right graph). #Obs = Number of observations "vehicle")=4, 6, 8, 10, and 12. For each combination (3 means×4 SDs×5 subject numbers×5 observation values= 300 combinations) of population mean, population SD, number of subjects, and number of observations per subject, 100 simulated data sets were generated.
Data analysis
Each simulated data set was analyzed according to a oneway ANOVA with factor of treatment (best dose vs. vehicle) in which the maximum of the drug values (analogous to selecting the performance associated with the "best" dose) was identified for each simulated subject and compared to the average vehicle value for each subject. As in experiment 1, the maximum and average values were converted to proportions and arcsine square root transformed to increase normality for statistical analysis (McDonald 2009).
Results
The percentage of statistically significant F values obtained according to a one-way ANOVA comparing the maximum "drug" values to the average "vehicle" values (procedurally identical to a best dose analysis) from the Monte Carlo simulated data sets are depicted in Figs. 5, 6, and 7. When the mean of the population was 80, the percentage of statistically significant F values increased as the number of subjects and the number of observations per subject increased (Fig. 5 ) from 27-36 (out of 100 simulated data sets) when the number of subjects and observations were both equal to 4 (Fig. 5) to 100 when the number of subjects and observations were both equal to 12. Similar functions relating the percentage of statistically significant outcomes were obtained when the population mean was 70 (Fig. 6) and 60 (Fig. 7) . The percentage of statistically significant outcomes did not appear to depend on the SD of the population (Figs. 5, 6 , and 7).
Discussion
The Monte Carlo simulations conducted revealed a high likelihood, far exceeding the typical alpha level of 0.05, of obtaining a significant statistical outcome even when no real difference existed. Further, the results of these Monte Carlo simulations suggest that, even when there is very low variability in the percentage correct values, the likelihood of obtaining a statistically significant outcome is unacceptably high. Thus, it cannot be said that greater experimental control would solve the dilemma revealed by these results. In summary, the Monte Carlo simulation results underscore the Fig. 6 The percentage of statistically significant outcomes obtained from Monte Carlo simulations in which a best dose analysis was applied to sets of randomly generated data selected from a normal distribution with a mean of 70 and SDs of 0.5 (top left graph), 2.5 (top right graph), 5 (bottom left graph), and 10 (bottom right graph). #Obs = Number of observations experimental results from experiment 1 and demonstrate that the selective nature of the best dose approach is subject to a high rate of false positives.
General discussion
The current experiments demonstrated that (1) a best dose analysis can yield statistically significant outcomes when applied to nondrug control sessions; (2) statistically significant best dose performances may not differ from best control session performances; (3) the identification of the doses that produce improvement may not be reliable; (4) the improvements identified by the best dose analysis may not be reliable; and (5) the best dose analysis is subject to a very high rate of false-positive outcomes. It appears there is a high probability that best dose effects result from the selective nature of the analysis rather than from an actual drug effect. Although it remains possible that some significant best dose effects reported in the literature represent real drug effects, the question becomes one of distinguishing the real from the questionable outcomes. Thus, the best dose analysis does not appear to provide an acceptable approach to the analysis of drug effects where there are substantial individual differences in drug sensitivity.
In contrast to the procedures employed in experiment 1, some previous studies utilizing best dose analysis have employed individualized procedural parameters (i.e., delays in DMTS) to ensure equivalent performances across monkeys (e.g., Buccafusco and Jackson 1991; Buccafusco et al. 1995; Buccafusco and Terry 2004 ). Such individualization of task parameters has the benefit of reducing interindividual variability. This difference does not alter the conclusions of the current study for two reasons. First, the Monte Carlo simulations demonstrate that, even with low variability, the best dose analysis yields a high rate of false-positive outcomes. Second, Kangas and Branch (2012) demonstrated that questionable statistically significant enhancements were obtained with a best dose analysis of nicotine's effects on titrating DMTS performance despite the absence of any evidence of improvements in individual subjects, suggesting that individualizing task parameters does not alleviate problems posed by the best dose analysis.
The finding of experiment 2 that statistically significant best dose effects did not replicate when best doses were repeated underscores an often overlooked fact that statistical significance does not imply replicability, a misconception documented by multiple authors (Branch 1999; Carver 1978 Carver , 1993 Falk and Greenbaum 1995; Sohn 1998) . The disconnect between statistical significance and replication Fig. 7 The percentage of statistically significant outcomes obtained from Monte Carlo simulations in which a best dose analysis was applied to sets of randomly generated data selected from a normal distribution with a mean of 60 and SDs of 0.5 (top left graph), 2.5 (top right graph), 5 (bottom left graph), and 10 (bottom right graph). Other details as in Fig. 5 highlights the need for replication of drug effects to increase confidence in those effects. Such replications should be conducted within and across subjects as well as across studies. Furthermore, the fact that statistical significance does not imply replicability emphasizes the importance of failures to replicate in establishing the reliability and generality, or lack thereof, of reported drug effects.
The high likelihood of incorrectly concluding a drug effect that is inherent in a best dose analysis has important implications. Current success rates for central nervous system drugs entering phase I clinical development has been reported at 8 % (Kola and Landis 2004) and difficulties translating preclinical findings into clinically effective treatments have been noted (Hackam 2007; Hackam and Redelmeier 2006; Perel et al. 2007 ). There are many possible reasons for the discrepancies in preclinical and clinical outcomes, including species differences in pharmacodynamics and pharmacokinetics (Geerts 2009 ). The results of the current experiments suggest that the high rate of false positives inherent in a best dose analysis may also hamper drug discovery efforts. Specifically, the results of these studies suggest that, to the degree that efforts to identify cognitionenhancing drugs rely on best dose approaches, a great deal of time, money, and effort could be wasted pursuing drugs that are without real beneficial effects.
One potential alternative to the best dose approach, particularly for study of drugs that increase cognitive performance, would be to employ an approach that focuses on demonstration and replication of effects in individual subjects (Kazdin 2011; Sidman 1960) . Single-subject research methods offer a range of strategies that are well suited to the problem of individual differences in drug effects (Sidman 1960) . Notably, single-subject or small n designs were employed in the original studies on the behavioral effects of drugs that are the foundation of the field of behavioral pharmacology (Brady 1956; Dews 1955a, b) and their value in biomedical research has been noted (Dallery et al. 2013; Madsen and Bytzer 2002; Morgan and Morgan 2001) . The focus is on determining variables that reliably affect the behavior of the individual and, thus, effects must be replicated for each individual. Generality is determined through replication across subjects. Although experiment 2 suggested that best dose effects of nicotine on SOSS performance were unreliable, this does not preclude the possibility that replicable best dose effects could be obtained in other experiments (e.g., Arnsten and GoldmanRakic 1990; Bontempi et al. 2001; Terry et al. 1998) or indicate that all studies on cognitive-enhancing drugs are flawed. Ideally, studies should also incorporate parametric analysis, even if it must be within a narrow range of drug doses. Graded dose-response curves can increase confidence in a drug's effects. If similar orderly dose-response relations are found for each individual, even if drug potency differs across individuals, we can be more confident in the reliability and generality of the obtained effects (Branch and Pennypacker 2013) . Although a single-subject approach requires more time and effort, it is likely better suited to demonstrating drug effects in the face of intersubject variability than a best dose approach.
