Abstract-This letter presents an efficient split vector-radix-2/8 fast Fourier transform (FFT) algorithm. The split vector-radix-2/8 FFT algorithm saves 14% real multiplications and has much lower arithmetic complexity than the split vector-radix-2/4 FFT algorithm. Moreover, this algorithm reduces 25% data loads and stores compared with the split vector-radix-2/4 FFT algorithm.
I. INTRODUCTION

T HE TWO-DIMENSIONAL (2-D) discrete Fourier transform (DFT) is an important tool in digital image
processing. The vector-radix fast Fourier transform (FFT) algorithm [1] is an efficient method on computing the 2-D DFT. This method computes the twiddle factor multiplications in both rows and columns simultaneously. It can reduce 25% of complex multiplication over the row-column method, and it also avoids the matrix transpose operation.
The one-dimensional (1-D) split-radix-2/4 FFT has been used to develop a 2-D FFT algorithm, the split vector-radix-2/4 2-D FFT [2] - [6] , which greatly reduces the computation complexity as compared with the conventional radix-(2 2) 2-D FFT. The split vector-radix-FFT based on the polynomial transform has been discussed in [5] . Without concerning all the trivial multiplications, the arithmetic complexity of the split vectorradix-2/8 FFT in [5] is roughly estimated and nearly the same as the split vector-radix-2/4 FFT algorithm. In this letter, the split-radix-2/8 FFT algorithm in [7] is applied to 2-D FFT to develop a split vector-radix-2/8 FFT algorithm. The implementation and evaluation of this split vector-radix-2/8 FFT algorithm will be discussed in detail. We will show that it saves 14% real multiplications and has much lower arithmetic complexity than the split vector-radix-2/4 FFT algorithm, and this algorithm can reduce the number of data loads and stores. The corresponding butterfly is shown in Fig. 1 . The 2-D FFT is broken into four 2-D FFTs. The 1-D split-radix-2/8 FFT algorithm has been presented in [7] . Now, we apply it on 2-D vector-radix FFT. We can do some substitutions in (1) Then, (1) can be rewritten as shown in (4), at the bottom of the page. Using (3) and , we can obtain the derived formulation of the split vector-radix-2/8 FFT as shown in (5), at the bottom of the page. For simplification, we define 
Then, (5) can be written as (7) and we assume that at least one of is odd, since we have used radix-(2 2) for the even-even part in (2) with . The corresponding butterfly has 64 input nodes and 64 output nodes. The resultant architecture and the simplified version are shown in Figs. 2 and 3, respectively. We have divided the butterflies into several blocks. The BF-1 block of the butterflies in Fig. 3 is a vector-radix-(2 2) FFT butterfly, which contains 16 butterflies as shown in Fig. 1 , and the BF-2 block is a vector-radix-(4 4) FFT butterfly. The BF-1 decomposes the 2-D FFT into four parts. Then, the three BF-2 blocks further decompose the even-odd, odd-even, odd-odd parts into 48 2-D FFTs. Consider the twiddle factor multiplication TM-1 between BF-1 and BF-2. It is observed that all the multiplications in TM-1 belong to two kinds of special multiplications. The further discussion is made in Section III. In addition, 48 2-D FFTs usually needs much fewer multiplications than 3 2-D FFTs. The reason is that the number of multiplications usually increases as rather than . These properties greatly reduce the number of real multiplication in the butterflies.
At the TM-2 block of the butterflies in Fig. 3 , we have to multiply by the twiddle factor to get the corresponding . According to (7), we can compute from using 2-D FFT. But in the even-even part, we will use 2-D FFT to compute from the output. The input and output allocations are shown in Fig. 4 . For input node of block "Input " in Fig. 4 , the corresponding input is , where , and ,1. And in Fig. 4 , we take "Output -" block as an example. At the output node ( , ) for "Output -" block, we will get , where , and . The symbols " " and " " represent for "even" and "odd". And , . By assigning the corresponding or to and , we can get the correct output allocation for the other output blocks. We will get at the output of "Output -," "Output -," and "Output -." At the output of "Output -" block, we will get , which could be combined with each other to form in Fig. 1 .
III. COMPLEXITY EVALUATION
Let and be the number of real multiplications and real additions needed when computing the complex 2-D FFT using the split vector-radix-2/8 algorithm.
As we mentioned in Section II, there are some special multiplicationsin thebutterfly. The firstkind are the trivial multiplications that include multiplication with , and . This kind of multiplication could be done without any real multiplication and real addition. The other kind includes multiplication with and , which needs only two real multiplications and two real additions. Take these reduction into account and consider some common terms between different nodes. We obtain (8) 
When considering the arithmetic complexity, we use four real multiplications and two real additions scheme for one complex multiplication. And the split vector-radix-2/4 algorithm in all the tables is the one in [4] - [6] . Table I lists the number of real multiplications and additions needed for the algorithm, and Table II shows the total number of real multiplication plus real addition. The 2-D transforms up to length (16 16) are specially programmed for the SVR-2/8 FFT to remove some trivial or special multiplications. We obtain that the arithmetic complexity of the SVR-2/8 FFT is much lower than SVR-2/4 FFT algorithm. For , SVR-2/8 FFT can reduce 14% of real multiplications.
Now consider the number of data loads and stores for several vector-radix FFT algorithms. Table III shows the number of loads, and stores for vector-radix-(2 2), vector-radix-(4 4), SVR-2/4, and SVR-2/8 butterflies. When calculating the number of loads and stores, we assume that enough registers are available to perform the entire butterfly. In Table IV , the number of loads and stores used by each algorithm is shown. The lower order terms have been omitted. The SVR-2/8 FFT algorithm requires fewer loads and stores than the other algorithms. In comparison with SVR-2/4 FFT algorithm, the SVR-2/8 FFT algorithm reduces 25% of the data loads and stores.
IV. CONCLUSION
An efficient split vector-radix-2/8 FFT algorithm has been developed. The computation complexity of this method is much lower than the split vector-radix-2/4 FFT. On the other hand, the split vector-radix-2/8 FFT algorithm saves 14% real multiplications and 25% data loads and stores compared with the split vector-radix-2/4 FFT algorithm. Therefore, it may be preferable to use the split vector-radix-2/8 FFT rather than split vectorradix-2/4 FFT.
