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Resumen 
 
 
La monitorización y predicción del tráfico en redes de ordenadores es de vital 
importancia a la hora de evaluar el rendimiento y el servicio que ofrecen. 
Permite analizar el uso que se le está dando al sistema, obteniendo 
información del origen, destino y tipo de tráfico transmitido, así como si son 
suficientes los recursos de red disponibles. Con esto se consigue mejorar el 
funcionamiento de la red, detectar posibles anomalías y sus causas e 
implementar soluciones a la hora de optimizar los recursos disponibles. 
 
El objetivo de este TFC es el estudio y despliegue de la herramienta de 
distribución libre pmacct. Ésta nos va a permitir evaluar y experimentar con 
las diferentes tecnologías que ofrecen para el estudio de monitorización de 
redes, como protocolos de encaminamiento (BGP), protocolos de recolección 
de datos (NetFlow) o sistemas de almacenamiento de la información (SQL). 
Se van a analizar las diferentes soluciones presentadas, determinando sus 
posibles limitaciones y deficiencias con el fin de comprobar si es una 
herramienta suficientemente robusta de cara a incorporarla a tareas docentes. 
  
Para realizar el estudio con el máximo detalle, se presenta un esquema de red 
creado mediante un software de virtualización dónde se representará un 
entorno de red lo más realista posible en términos de, número de dispositivos, 
distribución de los mismos y protocolos desplegados tanto de encaminamiento 
como de monitorización. 
 
Se asentarán las bases para futuros proyectos sobre esta herramienta, 
presentando diferentes ejemplos de configuración definiendo sus ventajas e 
inconvenientes, presentación de resultados obtenidos y descripción de los 
mismos. 
 
Se ha conseguido determinar, que el software pmacct es una buena solución 
de cara a implementarlo en tareas docentes con el fin de estudiar técnicas 
relacionadas con la monitorización del tráfico. 
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Overview 
 
 
The monitoring and prediction of the traffic over computer networks is of vital 
importance in order to evaluate the performance and the service offered. This 
allows analyzing the usage of the system obtaining information about the 
origin, destination and type of transmitted traffic. With this, a better network 
performance can be achieved, by detecting possible faults and it causes and 
implementing solutions to optimize the available resources.  
 
The goal of this degree thesis is the study and deployment of the free 
distribution tool pmacct. This tool allows us to evaluate and experiment with 
different technologies related to network monitoring, as well as routing 
protocols (BGP), data collection protocols (NetFlow) or data storing systems 
(SQL). This document describes and analyzes different solutions, defining its 
pointing out their limitations and deficiencies in order to test if it is a sufficient-
robust tool with the purpose of using it in teaching tasks.  
 
In order to perform the study with the maximum detail lever, we present a 
network testbed created with virtualization software. The scenario is as realistic 
as possible on terms of number of devices, their distribution and the protocols 
used as much for routing and for monitoring. 
 
This thesis can be the basis of new studies about the aforementioned tools, 
showing up different examples of configuration, defining their advantages and 
disadvantages, showing the obtained results and their description. 
 
We conclude that pmacct is a good solution to deploy and implement teaching 
activities in order to study techniques related with traffic and routing monitoring.
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Introducción   8 
tráfico y volumen de tráfico generado en un tiempo determinado. A diferencia 
del weathermap, con las matrices de tráfico obtenemos información del 
intercambio de tráfico entre todos los pares de nodos origen-destino. Dada una 
red con N nodos, la matriz tiene dimensiones NxN= N2, correspondientes a 
todos los pares origen-destino. En la Fig.2 se presenta un ejemplo 
correspondiente a la red norteamericana Abilene [2], obteniendo la carga total 
del tráfico en un espacio determinado de tiempo, en este caso 5 minutos, entre 
todos los pares de nodos. 
 
 
 
Fig.2 Matriz de tráfico de Abilene en 01/03/2004, de 00:00 a 00:05 (5 minutos) 
 
Las matrices de tráfico ofrecen una información mucho más completa que la 
mostrada por la carga de los enlaces, y son una información vital de cara al 
diseño y optimización de la red. Por ejemplo, dado un encaminamiento 
permiten dimensionar los enlaces; o bien se puede calcular el encaminamiento 
óptimo para balancear la carga de la red. La carga de los enlaces, en cambio, 
ofrecen mucha menos información, ya que es dependiente del encaminamiento 
concreto que se está dando en ese momento en la red. 
 
La relación entre topología, encaminamiento y matriz de tráfico está definida 
por la siguiente ecuación ? ? ??, dónde: 
 
 Y es el vector de cargas de enlace. Su longitud es K, donde K 
representa el número de enlaces en la red. Nótese que los enlaces son 
unidireccionales, y que entre dos routers siempre habrá dos enlaces 
independientes. Por ejemplo, en la Fig.1, entre Barcelona y Zaragoza 
hay dos enlaces. Uno para cada sentido, con cargas diferentes. 
  A es la matriz de encaminamiento. Puede tomar valores binarios {0,1}. 
Se define Aij=1, si el enlace i pertenece a la ruta asociada al par j. Tiene 
unas dimensiones de K x N2, definiendo N como el número nodos. 
 X es la matriz de tráfico, expresada como un vector de longitud N2, 
dónde xij define el tráfico asociado al par i-j origen – destino. 
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Herramientas disponibles: software y protocolos 
 
Para realizar este tipo de medidas se han desarrollado diferentes protocolos y 
software. Se van a mencionar los dos protocolos más utilizados, que son: 
 
a) Protocolo SNMP (Simple Network Management Protocol) [5], que nos va 
a permitir realizar medidas de carga de enlace y que va a poder ser 
gestionado gráficamente gracias a un software como Cacti. 
 
b) Por otro lado tenemos el protocolo NetFlow [6]. Monitoriza flujos IP 
extremo a extremo, y ofrece mucha más información que SNMP, 
incluyendo valores como IP origen e IP destino, puertos, flags, etc. Nos 
va a permitir realizar medidas como las ya presentadas matrices de 
tráfico y que se podrán trabajar a través del software pmacct. 
 
Objetivos del TFC 
 
Los objetivos marcados en este TFC han sido el estudio y despliegue de la 
herramienta pmacct [7]. Nos va a permitir estudiar diversas tecnologías 
relacionadas con la monitorización de tráfico como pueden ser los protocolos 
de encaminamiento BGP y OSPF o protocolos de gestión de tráfico como 
NetFlow y SNMP. Se pretende hacer un análisis en profundidad de la 
herramienta, probando sus diferentes posibilidades y analizando sus resultados 
con el objetivo de cerciorarnos de que es una herramienta robusta y completa 
de cara a poder incorporarla en tareas docentes. 
 
El estudio de la herramienta se ha llevado a cabo sobre un escenario creado 
mediante un software de virtualización. Se han creado diversas máquinas 
virtuales interconectadas mediante protocolos de encaminamiento interno y 
externo para focalizarlo lo más posible a la realidad. Se han utilizado tanto 
herramientas presentadas por el software pmacct como herramientas 
independientes ya presentes en la red con el fin de describir sus diferencias y 
corroborar la robustez de las primeras. 
 
Se ha conseguido determinar que el software pmacct es una buena solución 
para incorporarse a tareas docentes, ya que los resultados obtenidos tanto de 
protocolos de encaminamiento, protocolos de gestión y software de 
almacenamiento de información han sido satisfactorios. Presenta una serie de 
deficiencias que han sido en gran medida resueltas gracias a soluciones 
propuestas dentro del mismo software con el paso del tiempo. 
 
El resto del presente documento se ha organizado de la siguiente manera: en 
un primer capítulo se ha profundiza sobre teoría de gestión de redes y en 
concreto sobre monitorización de tráfico, describiendo los dos protocolos más 
utilizados en dicha tarea, como son NetFlow y SNMP. En el segundo capítulo 
se presenta el escenario a desarrollar y él software utilizado para poder llevarlo 
a cabo, incluyendo tanto software de virtualización como de encaminamiento y 
de gestión de redes. En el tercer capítulo se describen los archivos de 
configuración que se han generado y cuál es el funcionamiento de los mismos 
y para finalizar se presentan la serie de pruebas que se han llevado a cabo 
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para comprobar el funcionamiento de pmacct y analizar sus resultados. La 
memoria finaliza con las conclusiones y las líneas futuras de desarrollo. 
También se incluyen anexos con información sobre la instalación del software 
utilizados y los archivos de configuración  creados en los mismos. 
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CAPÍTULO 1. MONITORIZACIÓN DE TRÁFICO 
 
En este capítulo vamos a presentar el concepto de la gestión de redes, de qué 
se encarga y cuáles son sus objetivos, presentando especial énfasis en la parte 
de monitorización de tráfico. Se van a presentar las dos técnicas más utilizadas 
para el estudio y análisis de la monitorización de tráfico y se van a describir sus 
principales diferencias. Para finalizar se presentará una de las utilidades que 
tienen estas aplicaciones, que son la generación de matrices de tráfico. 
 
1.1. Gestión de redes 
 
1.1.1 Definición y utilidad 
 
La gestión de redes se define como el conjunto de tareas que se van a 
encargar de controlar y vigilar los recursos de telecomunicación presentados en 
una red, con el objetivo final de garantizar un nivel de servicio óptimo al menor 
coste posible [8]. 
 
Sus objetivos son: 
 
 Optimizar la operación de la red con mecanismos de control y 
monitorización, resolución de problemas y suministro de recursos. 
 
 Realizar un uso eficiente de la red y de sus recursos como puede ser 
saber el porcentaje de utilización de la conexión al proveedor de 
servicios de internet. 
 
 Configurar una red segura, por ejemplo, evitar el acceso a la información 
por personas ajenas, registrar intentos de acceso no autorizados. 
 
 Controlar y actualizar cambios en la red como pueden ser cambios de 
topología, y que sean lo más transparentes posibles de cara al usuario, 
detectar que un router o switch no funciona como debe. 
 
Las herramientas de gestión de red se basan en el paradigma “Gestor – 
Agente”. Los componentes de una red se pueden clasificar en dos grandes 
grupos: 
 
 Gestores → Son los elementos que interaccionan con los operadores y 
llevan a cabo las acciones necesarias para cumplir con las tareas por 
ellos invocadas. 
 
 Agentes → Son los encargadas de realizar las tareas de gestión 
solicitadas por los gestores de red. 
  
El principio de funcionamiento de los sistemas de gestión de red se basa en el 
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intercambio de información entre los nodos gestionados definidos como 
agentes y los nodos gestores. Los agentes recogen información del estado y 
características de funcionamiento de un determinado recurso de red en los 
nodos gestionados. Mediante un protocolo de gestión de red el gestor ordenará 
al agente que realice una serie de operaciones con las que podrá conocer el 
estado de los recursos y con ello poder realizar una serie de operaciones que 
influirán en el comportamiento del equipo. 
 
 
 
Fig. 1.1 Esquema paradigma gestor - agente  
 
1.2. Monitorización 
 
La monitorización es la parte de la gestión de red que se encarga de analizar y 
observar el estado de los recursos gestionados. Se definen cuatro fases: 
 
 Definir la información de gestión que se va a monitorizar.  
 
 Acceder a la información de monitorización. Las aplicaciones de 
monitorización van a utilizar los servicios ofrecidos por un gestor para 
acceder a los datos monitorizados mantenidos por un agente. La 
comunicación se va a llevar a cabo mediante los protocolos de gestión. 
 
 Definir la política de monitorización. Se podrá distinguir en dos casos: 
 
o Sondeo → El gestor realizará consultas periódicas al agente 
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sobre los datos de monitorización. 
 
o Informe basado en eventos → Los agentes, informarán a los 
gestores de manera autónoma cuando se produzca un cambio de 
estado significativo. 
 
 Procesado de la información → Es la última etapa y más importante. 
Con ella se buscan los siguientes objetivos: 
 
o Detección de fallos y la corrección de los mismos en el menor 
tiempo posible, como puede ser, la caída de un enlace. 
 
o Optimización del uso de la red. Un ejemplo podría ser, optimizar 
el uso de ancho de banda o el balanceo de carga entre los nodos 
y enlaces de la red. 
 
o Gestionar de manera óptima los componentes del sistema.  
 
o Planificar posibles crecimientos del sistema. 
 
 
 
Fig. 1.2 Fases en la monitorización de red 
 
A continuación se van a presentar dos de las técnicas más utilizadas para la 
obtención de información en tiempo real en redes IP: NetFlow y SNMP. 
 
1.2.1. NetFlow 
 
NetFlow [2, 9, 10] es el nombre que se da tanto a una aplicación como a un 
protocolo de red desarrollado por Cisco Systems que permite la recolección de 
tráfico de red. 
 
La tecnología NetFlow describe la manera en que un router o switch exporta 
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Fig. 1.5 Tabla de versiones NetFlow [9] 
 
 
A continuación se presenta un registro NetFlow V5 donde aparecen todos los 
campos clave (Figura 1.6). 
 
 
 
Fig. 1.6 Datagrama de exportación NetFlow V5 [10] 
 
 
Se presenta la obtención de un contador total de paquetes (número de 
paquetes) y bytes (número de bytes) en un tiempo definido de inicio de flujo 
(Inicio contabilización) y último paquete recibido (Fin contabilización) 
transmitido por el usuario (Dirección IP origen) hacía el destinatario (Dirección 
IP destino) utilizando los puertos (Puerto origen TCP/UDP – Puerto destino 
TCP/UDP). 
 
Respecto al encaminamiento se presenta la obtención de información como 
puede ser, cual es el siguiente salto del paquete (Dirección IP siguiente salto) 
con origen en el sistema autónomo (Número AS origen) y destino (Número AS 
destino). 
 
La Fig. 1.7 presenta una captura real, tomada en nuestro sistema, donde se 
puede ver cuando fue generado el flujo (timestamp), la dirección IP origen 
(srcaddr), dirección IP destino (dstaddr), el número de paquetes (packets) y 
bytes del flujo (octets) entre otras. 
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orientados a conexión, es decir, el envío de datos se realiza sin previamente 
haber establecido una conexión. A diferencia del protocolo TCP, no existen 
parámetros que indiquen el fin de envío de paquetes como puede ser la 
bandera FIN en TCP lo cual hace complicado detectar un fin de flujo. Por ello 
se entiende que un valor igual a TCP post-FIN timeout es suficiente para 
determinar que el envío de paquetes ha finalizado. Para finalizar se especifica 
al agente el tiempo que debe esperar para transmitir los datos al colector 
(Expiry interval). 
 
1.2.1.3 Principales beneficios de Netflow 
 
NetFlow aporta [10]: 
 
 Monitorización de la Red:  
 
Debido al análisis de flujos en cada nodo gestionado, va a permitir 
relacionar patrones de tráfico, con lo que el gestor de red va a poder 
anticiparse a posibles deficiencias del sistema como puede ser la falta 
de ancho de banda debido al incremento del consumo en los recursos 
proporcionados. 
 
 Monitorización de aplicaciones: 
 
Con información como la de “puerto origen” o “puerto destino” va a 
permitir al gestor de red obtener información del consumo de recursos 
por parte de las aplicaciones utilizadas en el sistema. Con esto va a 
poder rediseñar los servicios ofrecidos e incorporar los recursos más 
demandados como pueden ser los asignados a un servidor de correo, o 
a un servidor web, entre otros. 
  
 Monitorización de usuarios: 
 
Con información “IP origen” e “IP destino” va a permitir al gestor obtener 
información de qué usuarios están utilizando los recursos y como los 
están utilizando. Va a permitir rediseñar estrategias de acceso como 
puede ser bloquear la utilización de un servicio de la red o detectar 
problemas de seguridad entre otras. 
 
 Planificación de la red: 
 
Con información como “interfaz de entrada” o “interfaz de salidad” va a 
permitir al gestor anticiparse a posibles crecimientos de la red, ya sea en 
dispositivos como en puertos y ancho de banda. 
 
 Análisis de seguridad: 
 
Permite detectar anomalías en el tráfico de la red. 
 
 Contabilidad y facturación: 
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Debido a sus detalladas estadísticas permite al proveedor de servicios 
facturar en función de tiempo y modo de uso de la aplicación. 
  
 Almacenamiento de datos NetFlow: 
 
Para futuros análisis de los usos que se le han dado a los servicios 
ofrecidos y con ello realizar mejoras sobre los mismos. 
 
1.2.1.4 Principales inconvenientes de NetFlow 
 
El principal inconveniente que presenta NetFlow es el consumo de CPU en el 
dispositivo que opera a la hora de procesar la información recibida en los 
registros NetFlow. Esto se agrava en el caso, de que un nodo reciba una gran 
cantidad de flujos, como puede ser un router que opere en una red WAN y 
pierda eficiencia en tareas de encaminamiento por la realización de procesar la 
información recibida. NetFlow presenta una solución, Sampled Netflow, que 
basa su funcionamiento en procesar una fracción de los paquetes recibidos.  La 
frecuencia de muestreo puede variar entre 1/65535 y 1, es decir, muestrear un 
rango desde sólo 1 de cada 65535 paquetes recibidos hasta la totalidad de 
éllos. En el caso del muestreo, se sufrirá la correspondiente pérdida de 
precisión en la exactitud de las medidas: 
 
a) No detección de flujos porque no se ha muestreado ningún paquete 
correspondiente a ellos. 
 
b) Estimación incorrecta del número de paquetes y bytes correspondientes 
a un flujo detectado. 
 
1.2.2. SNMP (Simple Network Management Protocol) 
 
SNMP [13] forma parte de la familia de protocolos TCP/IP. Facilita el 
intercambio de información de administración entre dispositivos de red y 
permite supervisar el funcionamiento de los equipos con el fin de diagnosticar y 
resolver posibles problemas. 
 
Utiliza el protocolo de transporte UDP para enviar mensajes entre 
administradores y agentes. 
 
1.2.2.1 Componentes y principios de funcionamiento 
 
Una red administrada a través de SNMP está compuesta por tres componentes 
fundamentales: 
 
 Nodos gestionados o elementos de red: 
 
Puede ser cualquier sistema que tenga algún tipo de conexión de red 
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como un router, impresora, un terminal, etc. Recogen la información de 
administración que solicita el agente y se envía a un NMS (Network 
Management System, definido más adelante). 
 
 Agente: 
 
 Aplicación de gestión de red ubicada en un dispositivo de red 
 monitorizado que se encargará de recopilar la información de los 
 eventos y comunicarse con el gestor. 
  
 Sistema de administrador de red (Network Management System, NMS): 
 
Terminal que es capaz de enviar peticiones SNMP y recibir y procesar 
respuestas SNMP. 
 
Los dispositivos administrados son supervisados y controlados usando cuatro 
comandos SNMP básicos: 
 
 Comando de lectura: 
 
Permite supervisar los elementos de la red examinando las diferentes 
variables que son mantenidas por los dispositivos administrados. 
 
 Comando de escritura: 
 
Permite controlar los elementos de la red y modificar los valores de las 
variables almacenadas dentro de los dispositivos administrados. 
 
 Comando de notificación: 
 
Permite a los dispositivos administrados reportar los eventos de forma 
asíncrona. Cuando un evento tiene lugar, un dispositivo administrado 
envía una notificación al sistema de administrador de red. 
 
 Operaciones transversales: 
 
Se utilizan para determinar que variables son soportadas por un 
dispositivo administrado y recoger la información en tablas de variables. 
 
1.2.2.2 Arquitectura 
 
Una tabla de variables o MIB (Management Information Base) es una base de 
datos que va a permitir tener acceso a la información de gestión guardada en el 
dispositivo. Es una base de datos con estructura en árbol, adecuada para 
gestionar diversos grupos de objetos. SNMP proporciona un mecanismo para 
acceder a los objetos de la MIB de manera que puedan ser consultados y 
modificados. 
 
La tabla MIB se construye a partir de un elemento básico que es el identificador 
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CAPÍTULO 2. PLANIFICACIÓN DEL ESCENARIO DE 
PRUEBAS 
 
El objetivo marcado para este proyecto es el estudio de la herramienta 
pmacct, documentarlo y entender todo el potencial que ofrece y a su vez 
analizar las deficiencias del mismo, para una posible incorporación docente en 
el estudio de la monitorización de redes. A continuación presentamos la 
herramienta pmacct y todo el software desplegado para la construcción de 
nuestro sistema.  
2.1. pmacct 
 
pmacct (Promiscuous mode IP Accounting package) [7] es un proyecto que 
empezó a desarrollarse a inicios del año 2003 y que sigue en continua 
evolución, el cual, su principal desarrollador ha sido Paolo Lucente. 
 
Para la realización del proyecto, se ha escogido la versión más reciente 
“pmacct-0.14.2”, aconsejada por el propio Paolo [14] ya que es a la que mejor 
soporte podría proporcionar. 
 
pmacct es un pequeño conjunto de herramientas pasivas que nos vas a 
permitir monitorizar redes, con el fin de medir, clasificar, cuantificar, agregar y 
exportar tráfico IPv4 e IPv6. Sus principales características son: 
 
 Es adecuado para: 
 
o ISP (Internet Service Provider) → Empresa que proporciona 
conexión a internet a sus usuarios. En España por ejemplo 
tenemos Movistar, ONO, Jazztel entre otras. Un ejemplo de uso 
de este software podría ser para conocer qué recursos son más 
utilizados por los clientes y con ello poner en marcha prácticas de 
mejora en el sistema. 
 
o IXP (Internet Exchange Point) → Infraestructura física a través de 
la cual los ISP intercambian tráfico entre sus redes, sufragada 
proporcionalmente entre sus usuarios. Por ejemplo, el punto 
neutro de Barcelona (Catnix) y el de Madrid (ESPANIX). 
 
o CPD (Centro de procesado de datos) → Ubicación donde se 
concentran los recursos necesarios para el posterior procesado 
de la información. Un ejemplo de uso en este sistema en una 
empresa privada podría ser conocer qué operaciones están 
realizando sus trabajadores y como están usando los recursos. 
 
 Funciona sobre los SO Linux, BSD, Solaris. 
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VirtualBox está limitado a proporcionar cuatro interfaces virtuales, 
presentadas como Adaptador 1, Adaptador 2… que se corresponderán a eth0, 
eth1 … respectivamente. Por defecto, solo se encuentra habilitado el 
Adaptador 1. Para habilitar el resto de interfaces, basta con pulsar el adaptador 
que se desea activar y hacer click en la pestaña Habilitar adaptador de 
red. 
 
VirtualBox ofrece diferentes posibilidades de conexión de red: 
 
 No conectado  Muestra un adaptador de red pero sin conexión (estado 
desconectado). 
 NAT (Network Address Translation)  Permite al huésped navegar por 
internet sin necesidad de configurar el SO. 
 Adaptador Puente  Simula una conexión física real a la red, asignando 
una IP al SO huésped. Va a permitir la conexión con la máquina 
anfitriona. 
 Red Interna  Similar a Adaptador Puente con la salvedad de que la 
conexión solo se va a poder realizar con máquinas virtuales conectadas 
en la misma red interna. 
 
Para nuestro sistema se debe escoger Red Interna. Se presenta la 
configuración final de Router 1- Router 2- Router 3 (Figura 3.5) directamente 
conectados como se ilustra en la figura 2.3. 
   
 
 
Fig. 3.5 Configuración final VirtualBox sección red. 
 
 
Fig. 3.6 Representación de la configuración VirtualBox en esquema de red 
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Fig. 3.9 Archivos de configuración R2 
 
En el archivo de configuración zebra.conf se presenta la asignación de IP 
estática para cada una las interfaces de red. La interfaz eth0 no está 
configurada, ya que se reserva para tener acceso a navegación web y es 
configurada con VirtualBox como NAT. Éste le asignará una dirección IP 
automáticamente via DHCP. 
 
R2 forma parte de un AS donde operan más de un router; por ello hay que 
configurar un protocolo de encaminamiento interior: OSPF. Se asigna un 
identificador de router, que será cualquiera de las IPs asignadas a una interfaz 
ospf router-id. Los comandos redistribute servirán para redistribuir 
rutas a otro protocolo de encaminamiento. En este caso, se redistribuyen todas 
las rutas directamente conectadas redistribute connected y las rutas 
aprendidas vía BGP redistribute bgp. La configuración passive-
interface eth1 nos proporciona que el router por dicha interfaz va a actuar 
de forma pasiva respecto a este protocolo, es decir, va a escuchar tráfico por 
ésta interfaz pero no va a establecer conexión OSPF. El comando network 
servirá para definir que redes se van a publicar mediante OSPF y area es un 
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y “R2” los dispositivos a configurar. El esquema final definido por AS es el que 
se presenta en la Fig. 3.13: 
 
 
 
Fig. 3.13 Esquema final de la red 
 
Para probar todas las soluciones posibles se ha definido la siguiente estructura 
(Figura 3.14): 
 
 
 
Fig. 3.14 Definición de la estructura pmacct 
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El colector NetFlow ubicado en la máquina Colector va a recibir los registros 
NetFlow generados por la máquina R5. El plugin nfprobe presenta una 
deficiencia en cuanto a la obtención de valores referentes a enrutamiento 
(Figura 1.6). Los valores como AS origen, AS destino entre otros van a 
ser marcados con valor 0. pmacct presenta una solución que es recoger estos 
valores de la información proporcionada por el daemon BGP configurado en 
esta máquina. 
 
El colector NetFlow ubicado en la máquina R1 recibirá los registros NetFlow 
generados en eth1, eth2 y eth3 por el software fprobe. Al igual que el plugin 
nfprobe, los valores referentes a enrutamiento serán marcados como 0. 
pmacct presenta otra solución al respecto y es obtener esta información del 
fichero networks.txt (Figura 3.12). 
3.3.1.  Configuración de la máquina Colector – R5 
 
En este apartado, se va a presentar tanto el archivo de configuración creado en 
máquina Colector (Figura 3.15) como en R5 (Figura 3.16) y cuál es el 
funcionamiento de cada uno de los parámetros presentados Los archivos de 
configuración del resto de máquina se presentarán en el anexo XII. 
 
 
 
Fig. 3.15 Archivo de configuración del daemon Nfacctd 
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En el archivo de configuración nfacctd1.conf, se presentan una serie de 
primitivas aggregate que van a ser los valores recogidos de los registros 
Netflow, como, IP origen src_host, IP destino dst_host, AS origen src_as, 
AS destino dst_as entre otras. El resto de primitivas proporcionadas por 
pmacct se pueden encontrar en “http://wiki.pmacct.net/OfficialConfigKeys”. 
 
Se presentan los valores de configuración para exportar los datos recibidos en 
el colector al sistema de gestión de base de datos que en nuestro caso es 
MySQL. Se hace una llamada a la base de datos pmacct y se especifica en 
que tabla se deben transcribir los datos acct_bgp2. Las entradas a la tabla se 
van a dividir en entradas de cinco minutos sql_history:5m valores 
representados como stamp_inserted (tiempo de entrada) y 
stamp_updated (tiempo en que se han transcrito los datos). 
Cada cinco minutos se van a realizar consultas a la tabla, es decir, se van a 
enviar los datos almacenados en el colector NetFlow 
sql_refresh_time:300. Se define la tabla como tipo bgp, ya que es 
necesario almacenar información referente a campos de encaminamiento como 
AS origen, AS destino, entre otros. 
 
Se definen los parámetros para la configuración del colector NetFlow, donde se 
indica que va a escuchar registros enviados al puerto 2021 y dirección IP 
192.168.6.2. Son campos que habrá que tener en cuenta a la hora de 
configurar el agente NetFlow. Tomaremos como ejemplo el archivo de 
configuración de R5 (Figura 3.16), dispositivo donde se configura un agente 
NetFlow. Los campos nfacctd_as_new - nfacctd_net van a obtener la 
información proporcionada por el daemon bgp ya que nuestro agente NetFlow 
se encuentra limitado en estos aspectos. Por último, el campo 
nfacctd_time_new va a servir para eliminar las marcas de tiempo incluidas 
en la cabecera de NetFlow y construir otras nuevas que será, tiempo de 
entrada en el colector. Esto nos va a servir para pruebas futuras, como va a ser 
la construcción de matrices de tráfico. 
 
Se describen los parámetros para la configuración del daemon bgp, donde se 
define, la dirección IP y puerto donde va a escuchar 192.168.6.2:17917. 
Estos valores hay que tenerlos en cuenta a la hora de configurar los 
dispositivos donde se está ejecutando el daemon bgp a cargo del software 
quagga (Figura 2.9). 
 
Una de las deficiencias que presenta el daemon bgp es que solo entiende de 
iBGP (internal BGP), protocolo BGP dentro del mismo AS. Al configurar las 
máquinas donde se ejecuta aplicación quagga, hay que indicar que máquina 
colector forma parte del mismo AS, como se muestra en los archivos de 
configuración de R2 (Figura 2.9). 
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Fig. 4.3 Resumen de conexiones BGP en R1 
 
En la primera de ellas antes de activar el daemon BGP se puede comprobar 
que no existe relación de vecindad con la máquina Colector 192.168.6.2; 
Una vez activado el daemon BGP se demuestra que existe una relación de 
vecindad. Como se documenta en el apartado 3.3.1 una de las deficiencias que 
presenta el daemon BGP proporcionado por pmacct es que solo entiende de 
conexiones IGP, es decir, para establecer la relación de vecindad se ha de 
indicar que el AS al que pertenece es el mismo que el de la máquina vecina AS 
500 como ya se demuestra en la figura 2.3.  
 
4.2 Recepción de datos plugin nfprobe 
 
En esta prueba vamos a verificar que los registros generados por el plugin 
nfprobe proporcionado por pmacct activado en la máquina R5 se 
corresponden con los datos que presenta el colector NetFlow ubicado en 
Colector y representado en la base de datos pmacct. Se van a hacer pruebas 
generando tráfico desde máquina R1 enviando un ping y el envío de un vídeo 
desde la máquina R3. 
 
Activamos el plugin nfprobe en la máquina R5. La información que se recibe 
es la siguiente (Figura 4.4): 
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CAPÍTULO 6. CONCLUSIONES Y LÍNEAS FUTURAS 
 
 
Con la realización de este proyecto se ha podido estudiar y analizar el 
funcionamiento de una aplicación para el control de tareas relacionadas con la 
monitorización del tráfico. Se ha diseñado un escenario de red intentando 
aproximarse lo más posible a la realidad, sobre una sola máquina física 
mediante máquinas virtuales, donde se han configurado protocolos de 
encaminamiento interno (OSPF) y externo (BGP) como el protocolo para 
gestionar el tráfico de red NetFlow. 
 
Se han presentado dos alternativas de software para generar informes de red. 
Por un lado se ha presentado el agente NetFlow que incorpora pmacct y se ha 
comparado por un agente NetFlow que podemos descargar de la red. Se ha 
concluido que las dos alternativas son validas, ya que los registros obtenidos 
contienen la misma información, pero nos decantamos por el agente 
presentado por pmacct ya que ofrece más alternativas de configuración como 
diferenciar entre flujos transportados por un protocolo de transporte u otro. 
Ambas alternativas presentan una deficiencia común en cuanto a la generación 
de información referente a campos de encaminamiento. 
 
Se han presentado dos alternativas para registrar parámetros referentes a 
encaminamiento como solución a la deficiencia de los agentes NetFlow, 
presentados por el software pmacct. Por un lado se presenta una solución 
completa como es la activación del daemon BGP que actuará de manera 
conjunta con un software externo como es quagga. La segunda solución 
propuesta es la obtención de parámetros a través de una información 
presentada en un fichero generado manualmente. Concluimos que la solución 
más robusta es la activación del daemon BGP, no exenta de deficiencias como 
solo ofrecer la posibilidad de trabajar como un protocolo de encaminamiento 
interior, ya que permite la obtención de más información referente a 
encaminamiento. 
 
Se ha presentado una solución para guardar los registros generados como es 
MySQL. Hemos determinado que ha sido una buena solución por diferentes 
motivos. Uno de ellos es que es un software muy extendido, por lo que 
podemos encontrar mucha documentación referente al mismo. Esto ha 
facilitado en gran medida el realizar las diferentes consultas para obtener las 
matrices de tráfico. Otra ventaja que nos ofrece, es la de ofrecer una 
herramienta que nos permite trabajar con los datos con una mejor visualización 
que la dada por la Shell. 
 
La conclusión final es que pmacct es un software robusto para trabajar temas 
relacionados con la monitorización de tráfico, ya que los resultados obtenidos 
se adecuan con la realidad. Es una herramienta que presenta soluciones a 
deficiencias que se han encontrado en el mismo y está en continua evolución 
ofreciendo nuevas alternativas de estudio como puede ser desplegarlo en 
redes móviles. Otra ventaja que ofrece es la de poder trabajar con aplicaciones 
Conclusiones y líneas futuras   56 
externas como en nuestro caso ha sido quagga, fprobe o MySQl. 
 
Como líneas futuras, para corroborar la robustez del software pmacct sería 
importante desplegarlo en una red real, con equipamiento como un router Cisco 
que entienda NetFlow dando soporte a una red de ordenadores. Con esto 
podremos comparar el funcionamiento de un agente NetFlow configurado en un 
equipo real y si los registros referentes a parámetros de encaminamiento 
concuerdan con los obtenidos con las soluciones aquí estudiadas. Otra ventaja 
que nos ofrecería trabajar sobre un escenario real, sería solucionar el problema 
con el que nos hemos encontrado a la hora de generar grandes flujos de 
tráfico. Con esto se podrán estudiar los diferentes filtros que presentan tanto el 
software MySQL como el agente NetFlow en términos de número de bytes 
enviados, o número de paquetes enviados, entre otros. 
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GLOSARIO 
  
 AS   Autonomous System 
 BGP   Border Gateway Protocol 
 CPD   Centro de Procesado de Datos 
 CPU   Central Processing Unit 
 DHCP  Dynamic Host Configuration Protocol 
 EGP   External Gateway Protocol 
 IGP   Internal Gateway Protocol 
 IP   Internet Protocol 
 ISP   Internet Service Provider 
 IXP   Internet eXchange Point 
 MIB   Management Information Base 
 NAT   Network Address Translation 
 nfacctd  Netflow accounting daemon 
 OSPF  Open Shortest Path First 
 pmacct  Promiscous mode IP accounting package 
 pmacctd  Promiscuous mode accounting daemon 
 RIP   Routing Information Protocol 
 SCTP  Stream Control Transmission Protocol 
 SGBD  Sistema Gestión de Base de Datos 
 sfacctd  Sflow accounting daemon 
 SNMP  Simple Network Management Protocol 
 TCP   Transmission Control Protocol 
 UDP   User Datagram Protocol 
 VM   Virtual Machines 
 WAN   Wide Area Network 
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root@alfonso-K53SD:/home/alfonso# cd /etc/quagga/ 
#Copiamos ejemplos de configuración: 
root@alfonso-K53SD:/etc/quagga# 
cp/usr/share/doc/quagga/examples/zebra.conf.sample zebra.conf 
root@alfonso-K53SD:/etc/quagga# cp
/usr/share/doc/quagga/examples/bgpd.conf.sample bgpd.conf 
root@alfonso-K53SD:/etc/quagga# 
cp/usr/share/doc/quagga/examples/ospfd.conf.sample ospfd.conf 
root@alfonso-K53SD:/etc/quagga# 
cp/usr/share/doc/quagga/examples/vtysh.conf.sample vtysh.conf 
#Consultamos que se han copiado los paquetes: 
root@alfonso-K53SD:/etc/quagga# ls 
bgpd.conf daemons ospfd.conf zebra.conf debian.conf vtysh.conf 
#Cambiamos el propietario y permisos a los ficheros: 
root@alfonso-K53SD:/etc/quagga# chown quagga:quaggavty *.conf 
root@alfonso-K53SD:/etc/quagga# chmod 640 *.conf 
#Consultamos que se han realizado los cambios 
root@alfonso-K53SD:/etc/quagga# ls -l 
-rw-r----- 1 quagga quaggavty 582 2012-12-17 15:33 bgpd.conf 
-rw-r----- 1 quagga quaggavty 583 2012-10-01 16:14 
bgpd.conf.sav 
Anexos   70 
-rw-r--r-- 1 root   root      850 2012-10-01 16:13 daemons 
-rw-r----- 1 quagga quaggavty 471 2012-05-05 23:23 debian.conf 
-rw-r----- 1 quagga quaggavty 182 2012-12-17 15:33 ospfd.conf 
-rw-r----- 1 quagga quaggavty 126 2012-12-17 15:33 vtysh.conf 
-rw-r----- 1 quagga quaggavty 385 2012-12-17 15:33 zebra.conf 
Quagga presenta una serie de daemons, tanto para encaminamiento interno 
como encaminamiento externo. Para activarlos hay que acceder al archivo 
daemons.conf que se encuentra en el directorio /etc/quagga. A 
continuación se va a mostrar cual es el contenido del fichero de configuración y 
que cambios hay que realizar para activar un daemon. 
 
root@alfonso-K53SD:/etc/quagga# nano daemons 
# 
# ATTENTION: 
# 
# When activation a daemon at the first time, a config file, even if it is 
# empty, has to be present *and* be owned by the user and group "quagga", else 
# the daemon will not be started by /etc/init.d/quagga. The permissions should 
# be u=rw,g=r,o=. 
# When using "vtysh" such a config file is also needed. It should be owned by 
# group "quaggavty" and set to ug=rw,o= though. Check /etc/pam.d/quagga, too. 
# 
zebra=yes 
bgpd=yes 
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ospfd=no 
ospf6d=no 
ripd=no 
ripngd=no 
isisd=no 
#En este caso hemos activado los daemons zebra y bgpd 
 
 
Una vez realizado estos cambios, ya se puede pasar a modificar los archivos 
de configuración de cada daemon en cada VM. A continuación vamos a 
presentar todos los archivos de configuración de cada VM y para finalizar 
presentaremos sus tablas de encaminamiento: 
 
 Máquina Colector (Figura 19): 
 
Fig.19 Archivos de conf. en la máquina Colector: zebra – ospf 
 
 Máquina R5 (Figura 20): 
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Fig.20 Archivos de conf. en la máquina R5: zebra - ospf - bgp 
 
 Máquina R1 (Figura 21): 
 
Fig.21 Archivos de conf. en la máquina R1: zebra – bgp 
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 Máquina R2 (Figura 22): 
 
Fig.22 Archivos de conf. en la máquina R2: zebra - ospf – bgp 
 
 Máquina R3 (Figura 23): 
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Fig.23 Archivos de conf. en la máquina R3: zebra - ospf – bgp 
 
 Máquina R4 (Figura 24): 
 
Fig.24 Archivos de conf. en la máquina R4: zebra – ospf 
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ANEXO III: INSTALACIÓN Y CONFIGURACIÓN DEL 
SOFTWARE pmacct 
 
En esta capítulo vamos a presentar que pasos se han seguido a la hora de 
instalar el software pmacct y que archivos de configuración se han creado en 
las VMs dónde se va a ejecutar. 
Instalación del software pmacct 
 
La versión del software pmacct que se presenta en el repositorio de Ubuntu, 
es una versión antigua y aconsejado por el diseñador del software se aconsejo 
instalar la última versión que la podemos encontrar en la web corporativa de 
pmacct http://www.pmacct.net. 
 
El primer paso que debemos realizar es acceder a la sección Requeriments e 
instalar los requisitos que pmacct necesita para completar su instalación. Los 
paquetes que se deben instalar son: 
 tcpdump-4.3.0.tar.gz 
 libpcap-1.3.0.tar.gz 
 
Descargamos los paquetes y procedemos a su instalación desde la shell 
siguiendo estos pasos: 
 
1) Descomprimir el paquete: root@router1-VirtualBox:/home/router1 
/Descargas# tar xvfz libpcap-1.3.0.tar.gz 
 
2) Accedemos al paquete descomprimido: root@router1-VirtualBox:/home 
/router1/Descargas# cd libpcap-1.3.0 
 
3) Compilamos el paquete para preparar la instalación: root@router1-
VirtualBox:/home/router1/Descargas/libpcap-1.3.0# ./configure 
 
4) Instalamos el paquete: root@router1-VirtualBox:/home/router1/ 
Descargas/libpcap-1.3.0# make // root@router1-VirtualBox:/home/ 
router1/Descargas/libpcap-1.3.0# make install 
 
Realizamos estos mismos pasos para instalar el paquete tcpdump-
4.3.0.tar.gz. 
 
Una vez instaladas todas las dependencias de pmacct, procedemos a 
instalar el paquete. Descargamos la última versión vigente que es pmacct-
0.14.2.tar.gz. Los pasos para realizar la instalación son los mismos 
comentados anteriormente: 
 
1) Descomprimimos el paquete: root@router1-VirtualBox:/home/router1 
/Descargas# tar xvfz pmacct-0.14.2.tar.gz 
 
Anexos   79 
2) Accedemos al paquete descomprimido: root@router1-VirtualBox:/ 
home /router1/Descargas# cd pmacct-0.14.2 
 
3) Compilamos el paquete para preparar la instalación: root@router1-
VirtualBox:/home/router1/Descargas/pmacct-0.14.2#./configure 
–enable-threads –enable-mysql Se habilita multi hilos para 
poder ejecutar el daemon BGP y mysql para poder utilizar la base de 
datos mysql. 
 
4) Instalamos el paquete :root@router1VirtualBox:/home/router1/Des 
cargas/pmacct-0.14.2# make // root@router1-VirtualBox:/home/ 
router1/Descargas/pmacct-0.14.2# make install 
 
Una vez instalado el software pmacct en las VMs Colector, R5, R1 y R2 
pasamos a describir los archivos de configuración que se han creado. 
 
 Archivo de configuración de daemon NetFlow en la máquina Colector 
(Figura 31): 
 
 
 
Fig.31 Archivo de configuración daemon nfacctd en la máquina Colector 
 
 Archivo de configuración del agente NetFlow en la máquina R5 (Figura 
32): 
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