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Abstract
The goal of this thesis is to develop and implement an algorithm capable of handing off target-tracking
responsibilities from one sensor to another. In addition, I aspire to perform target tracking by means of
reformulation and expansion of an existing pose estimation algorithm. I have developed and implemented
solutions to both problems and present my experimental findings for each.
The reformulation of an existing 4-point pose estimation algorithm streamlines the mathematics by reducing
nearly 100 equations from the original algorithm to just 13 equations. This is accomplished by stripping out
the unnecessary (supporting) equations and then condensing the remaining equations into tensor format. In
the related experimental work, the 4-point pose estimation algorithm is used to track the pose of a quadrotor
UAV (Unmanned Aerial Vehicle) in real-time using a single, inexpensive USB webcam. This experiment
highlights an advantage to the approach presented in this thesis – that a multi-camera, expensive motioncapture system can be replaced with one inexpensive camera.
Later, I show how to expand the 4-point pose estimation algorithm to accommodate an N-point target (where
N is larger than 4). By increasing the number of points defining an object, the accuracy and precision in the
determination of that object’s pose should increase. I provide a pipeline by which an N-point problem can be
decomposed into “N choose 4” 4-point problems. Among other topics, this pipeline provides methods for
consistent labeling between physical control points and image points.
In the remaining sections of the thesis, I provide a method for performing target-handoff in 3D space.
Experimental results show that the algorithm developed succeeds in initiating and executing intelligent
handoff of target-tracking responsibilities between multiple sensors. The material covering target handoff is
divided into three parts. The first section presents the development of the theoretical, continuous-domain
algorithm. The second section details the implementation of that theoretical material in the discrete domain
in the form of a software-based Algorithm-Testing Environment (ATE) and provides results for that
experiment. The final section presents potential applications of the pose estimation algorithm to multi-sensor,
multi-target scenarios in the ATE.
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Chapter 1 Introduction
The goal of this thesis is to develop and implement an algorithm capable of handing off target-tracking
responsibilities from one sensor to another. In addition, I aspire to perform target tracking by means of
reformulation and expansion of an existing pose estimation algorithm. I have developed and implemented
solutions to both problems and present my experimental findings for each. This abstract outlines the
experimental findings in the order that they are presented in the thesis.
After an introductory chapter and literature review, the next section of the thesis details my reformulation of
an existing 4-point pose estimation algorithm. This reformulation streamlines the mathematics by reducing
nearly 100 equations from the original algorithm to just 13 equations. This is accomplished by stripping out
the unnecessary (supporting) equations and then condensing the remaining equations into tensor format.
These streamlined equations have been implemented in experimental work. In this work, the 4-point pose
estimation algorithm is used to track the pose of a quadrotor UAV in real-time using a single, inexpensive
USB webcam. This experiment highlights an advantage to the approach presented in this thesis – that a multicamera, expensive motion-capture system can be replaced with a single inexpensive camera.
In the proceeding section, I show how to expand the 4-point pose estimation algorithm to accommodate an
N-point target, where N is larger than 4. By increasing the number of points defining an object, the accuracy
and precision in the determination of that object’s pose should increase. I provide a pipeline by which an Npoint problem can be decomposed into “N choose 4” 4-point problems. The pipeline explains methods by
which an exhaustive enumeration of all 4-point subsets of an N-point object are generated, as well as naming
conventions by which each point defining the physical target can be uniquely matched to points on an image
of that same target.
In the remaining sections of the thesis, I provide a method for performing target-handoff in 3D space.
Experimental results show that the algorithm developed succeeds in initiating and executing intelligent
handoff of target-tracking responsibilities between multiple sensors. The material covering target handoff is
divided into three parts. The first section presents the development of the theoretical, continuous-domain
algorithm. The second section details the implementation of that theoretical material in the discrete domain
in the form of a software-based Algorithm-Testing Environment (ATE) and provides results for that
experiment. The final section presents potential applications of the pose estimation algorithm to multi-sensor,
multi-target scenarios in the ATE.

1.1 Motivation
The ability to track a mobile target, be it with a single sensor or multiple sensors, is an important research
topic in the field of computer vision. Applications for such a process span many industries, from industrial
robotics to film to national defense.
In industrial robotics, cameras are often used to determine the position and orientation of a robot performing
some automated task. In the film industry and in academic research, a frequently used tool to perform object
tracking is motion capture. The cost of a motion capture system can easily reach into the thousands or tens
of thousands of dollars.
No matter the application, no matter the industry, there is a clear need for an inexpensive alternative for
determination/tracking of a target’s orientation and position. Moreover, the broader the class of applications
that this alternative can appeal to, the more useful the alternative option would potentially be. Thus, an
algorithm capable of performing tracking and pose determination using a single sensor that could also ‘handoff’ those responsibilities to a nearby sensor when necessary would have even wider potential applications.
Such is the goal of this research. I provide both the theoretical background and the results of experimental
work that detail the implementation of inexpensive, computationally efficient methods for both the threedimensional pose estimation and target handoff problems.
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1.2 Applications
Three-dimensional pose estimation and tracking are partially overlapping topics in the field of computer
vision. Pose estimation is the process of determining the relative pose (x, y and z coordinates, roll pitch and
yaw) of an object in 3D space with respect to the pose of a 2D imaging device and the global coordinate
system. Generally, pose estimation requires some a priori knowledge of either the scene being imaged or the
pose of the imaging device. In some cases, such as contemporary motion-capture systems, as many as a dozen
rigid cameras are mounted around the scene in order to very precisely determine the position of point(s) with
respect to the global coordinate system.
A complementary procedure to pose estimation – tracking – is the process of maintaining an object of interest
within the field of view of a camera (or some subset of a group of cameras) over time. Many forms of tracking
involve updating the PTZ (pan, tilt, and zoom) of the actively tracking sensor in order to keep the object in
view. In multi-camera systems, the tracking process requires intelligent “handoff” of tracking responsibilities
from one sensor to another.
Two separate experimental applications have been developed as a result of my research. The first is a
quadrotor tracking and pose estimation system. This experiment is fully detailed and analyzed in Chapter 5.
The second is a target handoff simulation. This experiment is fully detailed and analyzed in Chapter 7. In this
section, I provide high level descriptions of each.
In the quadrotor tracking experiment, an off-the-shelf webcam is used to take images of a mockup of a
quadrotor in flight. The camera is placed at the origin of the global coordinate system; that is, the camera is
placed on the ground facing upwards towards the bottom of the mockup. The mockup is outfitted with four
light sources on the end of each of its four arms. Three of the light sources are green and the other is red. The
state (on/off) of the light sources is controlled via an electromechanical relay, which in turn is triggered by a
microcontroller. In each iteration of the tracking experiment, two images are taken (one with the lighting
sources in the ‘off’ state and one in the ‘on’ state). Then, a difference image is created from these two input
images.
The difference image is fed into a light source identification and ranking algorithm that extracts the four pixel
coordinates of the points in the image that correspond to the light sources on the mock up. These four pixel
coordinates are then classified and matched to the four corresponding points on the mockup. Classification
determines whether the pixel coordinates correspond to the ‘front’, ‘back’, ‘left’, or ‘right’ arm of the
quadrotor mockup. Before further processing, the pixel coordinates are rectified based on the distortion model
of the camera.
After classification and rectification, the pixel coordinates are then mapped to the appropriate coordinates on
the image sensor plane in x,y space. Finally, these four sensor plane coordinates are fed into the reformulated
pose estimation algorithm. The output of the algorithm is used to render a three-dimension model of the
quadrotor mockup. This experiment has been performed in both the Matlab and C++ programming
environments. Additionally, an Android device has been used to wirelessly display the output of the
algorithm. Early testing showed that the output of the pose estimation portion of the experiment was accurate
and precise. From there, iterative improvement to the experimental methodology focused on increasing the
maximum frame rate of the system.
In the target handoff experiment, a system of the earth with many orbiting sensors and targets in flight is
presented. In the Algorithm Testing Environment (ATE), emphasis is placed on having a high degree of
fidelity between real-world physics and the physics of the objects in the model. Emphasis is also placed on
parameterizing the system to the greatest possible extent, allowing the user to test the effects of a wide variety
of system characteristics on overall performance.
The ATE is first populated with simulation objects, such as the earth, sensors following an elliptical orbit,
and targets that follow flight paths dictated by projectile motion. Next, the viewing windows and behavior of
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the sensors are defined and parameterized. All simulation object’s behaviors are inherently tied to a discrete
time domain.
With all the necessary system components in place, a target handoff algorithm is then added to the ATE.
Implementation of the target handoff algorithm allows us to confirm its expected behavior and precision.
This confirmation is performed using two independent methods. Tabular and contextual data for the
experiment is compiled and analyzed.

1.3 Process Pipeline
Figure 1.1 below depicts a high level overview of the approach to my research as well as where that research
fits into the field at large.

Figure 1.1: Depicted above are the two main thrusts of this thesis – Pose Estimation and Target Handoff.
Both are sub-topics within the field of Target Tracking and 3D Reconstruction, which themselves are
subtopics within the field of Computer Vision.

In the figure above, we see the two main topics of my research, their overlap, and their position within the
field of computer vision. This figure is meant to highlight the process of my research as opposed to the results,
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as the results of the research will be covered in detail in the chapters below. The purpose of the figure is to
show the overlap and similarities in the two research topics of pose estimation and target handoff. Similar
methodologies have been implemented in both cases. Note that the line connecting ‘4 to N Point Algorithm
Formulation’ and ‘Experimentation’ is dashed. This represents the fact that N Point experimentation has not
yet been performed and is discussed in the ‘Future Work’ section of Chapter 8.
In both cases, previous research performed at the University of Tennessee has been used as a starting point
for the research. Since my research has been performed at the IRIS (Imaging, Robotics and Intelligent
Sensing) Laboratory, it focused on topics within the field of computer vision. The evolution of my research
began with the reading of a thesis on pose estimation [3,4]. The first task was to understand this material and
implement it in a novel computing and programming platform. This task was completed and the results of
the implementation of the core algorithm in the Matlab programming environment has been verified using
the synthetic data provided in [4].
Then, using the results of that implementation, the algorithm presented in [4] was mathematically
reformulated in tensor form for compactness. This reformulation serves as the as the first theoretical
contribution to the thesis. Adding further to that contribution, I then expanded that condensed reformulation
of the 4-point pose estimation algorithm to allow application to targets defined by an arbitrary number of coplanar points (N > 4).
From there, the emphasis in the pose estimation portion of the research shifted focus from theoretical work
to experimental work. The intent was to find an application for which the 4-point pose estimation algorithm
is particularly well suited and to then implement the algorithm in that application. The application chosen
was that of tracking and stabilization of a quadrotor UAV. The approach to that experiment was to develop
most of the hardware components and software modules in parallel and to improve the system design
incrementally. While a full, real-time, active quadrotor stabilization system was not fully realized in the
course of this experiment, many practical considerations for implementation of such a system have been
addressed and analyzed. Notable contributions of this experiment are the verification of the algorithm
provided in [3,4], a streamlined reformulation of that algorithm, development of a consistent labelling schema
that establishes correspondence between control points on the target and an image of that target using just
one distinguishable point, and benchmarking of the core algorithm itself that demonstrates the speed of the
closed-form, direct solution to the pose estimation problem.
In the parallel track on the left-hand side of the figure above is the part of the thesis that pertains to target
handoff. The primary reason that some of the goals of the pose estimation experiment were left unrealized
was budgetary constraints. At the time that the pose estimation experiment was taking place, the funding
source for my research changed, forcing a change in emphasis from pose estimation to target handoff.
Similar to the work on pose estimation, work on target handoff used previous research from the IRIS lab as
a starting point. In this case, the work was performed by Chen [28-31]. Since his original work had been
published, he has moved on to become a faculty member at Old Dominion University. Due to the success of
this work, the funding source of our researched inquired as to whether that previous work could be modified
to be applied to orbital sensors (as opposed to stationary, ground-based sensors). Initially, my focus within
that work was to find applications for the 4-point pose estimation algorithm to the target handoff problem.
However, it quickly became clear that a robust simulation environment would be required in order to test the
most basic methods of target handoff, let along more advanced applications of pose estimation to the problem.
Thus, I embarked on the mission of creating such an environment.
Over the course of the following months, a simulation environment was built using Matlab. Objects in need
of modelling, such as the earth, the orbiting sensors, and targets in flight were added. The behavior of these
objects and the sophistication of their models were improved incrementally, applying the same methodology
as was used in the pose estimation experiment. While the basic objects in the simulation environment were
being populated, work was being done at ODU by Chen and his graduate research assistant Julie Hoven to
reformulate his original algorithms to be adapted to the orbital case. I then worked with Hoven to implement
her algorithms in the Algorithm Testing Environment (ATE) that I created.
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With all the necessary groundwork in place, the final phase of these projects is to merge the pose estimation
methods with the ATE and the target handoff problem. While a few critical components for this experiment
remain in development (simulated sensor images from the ATE, for example), I have developed a number of
theories as to how the topics can be merged. Descriptions of these theories appear at the end of Chapter 7.

1.4 Synopsis
The purpose of the first chapter is to provide a high-level overview of the work presented in this thesis. The
second chapter surveys some of the pertinent research in each of three areas of pose estimation, target tracking
and handoff, and camera calibration. In Chapter 3, the 4-point pose estimation algorithm is presented and
reformulated for compactness based on the work of Chandra Tan. Chapter 4 is a companion chapter for
Chapter 3, as it introduces a new algorithm devised to generalize an N-point pose estimation problem into N
choose 4 sub-problems, which should increase the accuracy of the output of the algorithm. The algorithm
developed in Chapter 3 is then implemented experimentally in a quadrotor tracking and stabilization system
that is explained and analyzed in Chapter 5. Chapters 6 and 7 shift the topic from pose estimation to target
handoff. This further generalizes the application of the 4-point pose estimation algorithm such that it can
implemented in a system including multiple sensors with overlapping fields of view. Chapter 6 poses the
problem of target handoff in the continuous domain and summarizes collaborative work done with Old
Dominion University, whereas Chapter 7 documents the experimental work done on target handoff in the
discrete domain based on the results given in Chapter 6. Chapter 8, the final chapter, highlights the main
conclusions found in the course of my research and offers recommendations for paths forward should my
work be continued by other researchers.
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Chapter 2 Literature Review
In this chapter, various approaches in the literature concerning pose estimation, camera calibration, and target
tracking and handoff are described. I provide a survey of other researcher’s approaches that serve as a
foundation for the solutions implemented later in the thesis.

2.1 Pose Estimation
Pose estimation is the process of determining the relative pose (x, y and z coordinates, roll, pitch and yaw)
of an object in 3D space with respect to the global coordinate system and/or the orientation and position of
the imaging device. Since the imaging device captures a 2D image, this process is a 2D to 3D transformation.
Generally, pose estimation requires some a priori knowledge of either the scene being imaged or the
orientation of the camera. In some cases, as many as a dozen rigidly-fixed cameras are mounted around the
scene in order to very precisely determine the position of point(s) with respect to the global coordinate system
[22]. Current motion capture systems use this approach to pose estimation. In other applications, such as
industrial robotics, a single, planar target is placed rigidly in the scene [24]. Knowledge of the target’s
geometry allows a computer to determine the position of the mobile camera (usually mounted on one of the
robot’s actuated limbs) with respect to the target [23]. Alternatively, a single camera can be mounted rigidly
within a scene that can be used to determine the relative pose of a collection of points with respect to the
camera [3].
Pose estimation is often referred to as the perspective-n-point (PnP) problem. Approaches to this problem
can be broadly separated into two camps – iterative solutions and explicit solutions [25]. Iterative solutions
typically have the advantage of being more resistant to error caused by minor inaccuracies in the extraction
of feature points or feature mismatches. Additionally, there are many geometries for which exact solutions
have yet to be found, leaving iteration as the only possible approach. However, iterative solutions tend to be
computationally expensive and may not be suitable for real-time applications. Another disadvantage to the
iterative approach is that they also can have issues with non-converging solutions. Explicit solutions provide
analytical expressions that can completely determine the pose of an object from a minimal set of fiduciary
points, sometimes even coming in the form of closed-form solutions. Explicit, closed-form solutions, such
as the one reformulated and expanded in this thesis, are particularly apt candidates for real-time applications.
Correspondence points (i.e. points on a 3D object that are to be extracted from the 2D image of that object
for use in pose estimation) are referred to in the literature by many names, including fiduciary points,
landmarks, control points, or, when regarded as a group, features. For the remainder of this document, we
will refer to them as control points. Control points can be single bright points of light, the corners of a square
target, intersections of lines, or other points that avail themselves to easy, consistent extraction and
correspondence between a 3D object and a 2D image of that same object. As the number of control points in
an image of an object increases, the number of possible solutions to the pose estimation problem generally
decreases. The minimum number of points required for a finite number of solutions to the PnP problem is
three [26]. Restrictions on the geometry of the control points, such as co-linearity or co-planarity of some or
all control points can similarly reduce the number of solutions to the PnP problem. For instance, an
unconstrained P4P problem (where the object of interest is defined by 4 control points) can have as many as
5 solutions, whereas the P4P problem under the constraint of co-planarity of all points has a unique solution.
In the work of Chandra Tan [3,4], the P4P problem, under a constraint of co-planarity of all 4 points, is solved
using an explicit, closed-form solution. As previously indicated, the solution is unique due to the co-planarity
constraint. The adjective “closed-form” denotes that the solution can be obtained through the exclusive use
of elementary operations, such as arithmetic operations, exponents, logarithms, nth roots, and functions of
one variable. Thus, the solution is obtained using the least computationally expensive operations and makes
minimal use of trigonometric LUTs (Look-Up Tables - just two inverse tangent operations are used in the
solution presented here). These attributes combine to provide a method of pose estimation that can be
calculated in a small fraction of the time required by other methods, especially iterative methods. Considering
the abundance of planar surfaces in most applications, the co-planarity restriction may not be particularly
restrictive. These advantages make the method presented by Tan attractive as an avenue for pose estimation
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in real-time applications. In fact, the main paper produced as a result of this work has been cited by more
than two dozen researchers, some of whom implemented the algorithms in their systems [27]. This method,
its reformulation for compactness, implementation, and its expansion from 4 to N (N > 4) co-planar points
are discussed in detail in Chapters 3 and 4.

2.2 Camera Calibration
Pose estimation and tracking algorithms that rely upon input from a two-dimensional image should consider
the potential for distortion effects from the imaging device. In many cases, corrective methods will need to
be applied to counteract those effects.
Generally, the degree to which a camera’s intrinsic parameters differ from the ideal camera model will
increase as the cost of the lens decreases. In this research, one of our goals is to replace expensive motion
capture systems with a single, inexpensive webcam, so camera calibration is a potential source of error that
should be addressed.
In the ideal pinhole model of a camera, lines can be drawn from any point in 3D space (within the field of
view of the camera) that intersect with both the focal point of the camera as well as the imaging plane. In
practice, even the most advanced optics available can only approach the ideal model asymptotically, due to
finite imperfections in lens manufacturing processes. Figure 2.1 shows some common distortion patterns,
and Figure 2.2 illustrates the effect of distortion on an image.

(a)

(b)

(c)

Figure 2.1: This figure shows some common distortion models. Included are (a) “barrel” distortion, (b)
“pincushion” distortion and (c) “mustache” distortion

In the following figure, the ideal intersection with the imaging plane (the blue dot) and the actual intersection
(the red dot) deviate from one another. This deviation could be caused by, for example, the barrel distortion
shown in the figure above. However, the intrinsic parameters of a camera are not likely to be as simple as the
examples shown in Figure 2.1. Rather, the true distortion model will be some non-linear combination of the
multiple sources of distortion.
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Figure 2.2: The simplest model of a camera, the pinhole model, has no optics. In reality though,
imperfections in a camera’s optics result in deviation from the ideal pinhole model of a camera. In this
exaggerated example, some point in 3D space, which is above and to the left of the focal point, when looking
from the origin of the imaging plane, has been deflected towards the bottom right corner of the imaging
plane. As the red dot appears to lie along a line that could be drawn from the origin of the imaging plane
and through the blue dot, this distortion model in this area of the image is likely dominated by radial
distortion.

Camera calibration is the task of determining a mathematical model for the distortion. Once functions
describing the distortion have been derived, the inverse of these functions can be applied to the input image
that can result in removal the distortion.
The issue of camera calibration has a long and rich history, appearing in the literature as early as 1919 [16].
Due to extensive research on this topic performed over the past four decades [14, 15], there exist a number
of highly effective and well-established methods of distortion removal. More than a decade ago, researchers
at the California Institute of Technology collated many of the leading methods in the field and created a
software suite the “Camera Calibration Toolbox for Matlab”. This toolbox is the product of many other well
known publications on the topic [8-16] and is widely used and accepted in the computer vision community,
being implemented in the published research cited here [17- 20] and dozens more.
A common approach to modelling the most impactful features of distortion is to determine the complete
distortion model as the composition of the “radial” distortion and the “tangential” distortion of the image.
Using this method, the toolbox from CalTech calculates the focal length f, principal point CC (i.e. the origin
of the imaging plane), skew between the x and y axes αc (i.e. the orthogonality of the x and y axes), and the
coefficients for the radial and tangential distortion polynomials kR2, kR4, kR6, kTx, and kTy. For more information
on these parameters of the distortion model, see references [17, 21]. These values are calculated via input
images in which the user takes images of a standard checkerboard pattern (as shown in Figure 2.3 below)
from a wide variety of angles and distances. The algorithm input requires the width of the squares of the
checkerboard (in this case 1 inch), but the pose of the checkerboard images is not necessary for the calibration
process.
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Figure 2.3: To calibrate a camera, 20 images of a checkerboard pattern are taken from a variety of poses.

Corner detection is used to extract the points defining the squares in the images. It is assumed that all the
squares of the checkerboard are co-planar in 3D space. Since vertices of the squares along any row or column
of the pattern are co-linear in 3D space, so should their projections on the imaging plane. Using this
knowledge and many input images, values for f, CC, αc, kR2, kR4, kR6, kTx, and kTy can be optimized to create
rectified images for which the co-linearity is most preserved. The set of variables listed above comprise the
intrinsic parameters of the camera. The extrinsic parameters (i.e. the pose of the camera with respect to the
pattern) can also be calculated, and examples for the image set taken in my research is provided below.

Figure 2.4: Algorithms in the camera calibration toolbox are used to determine either the locations of the
checkerboard patterns with respect to a fixed camera location (left) or the camera locations with respect to
a fixed location of the checkerboard pattern (right). This is performed after determination of the distortion
model, details of which are provided in Figures 2.5 through 2.7.
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By using the extrinsic parameters extracted from the information gleaned from Figure 2.4 above, the full
distortion model can be determined. The next three figures (Figures 2.5, 2.6, and 2.7) show example output
from the toolbox in its determination of the radial, tangential, and complete distortion models based on the
intrinsic parameters determined for an imaging device.

Figure 2.5: The figure above shows the tangential component of the distortion model for a Microsoft Lifecam
HD USB webcam. The vertical and horizontal axes of the figure correspond to the height and width of the
resolution of the camera (720x1280), respectively. The blue arrows represent a vector field that shows the
magnitude and direction of the tangential distortion at various points on the imaging plane. Each contour
line represents a change of 0.2 pixels from the ideal camera model. The “x” in the center of the graph is the
ideal principal point, and the “o” right beneath it is the calculated principal point.

Figure 2.6: The figure above shows the radial component of the distortion model. Each contour line
represents a change of 1 pixel from the ideal camera model.
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Figure 2.7: The figure above shows the complete distortion model of the camera (i.e. the combined radial
and tangential components). Each contour line represents a change of 2 pixels from the ideal camera model.
Note that total distortion of more than 2 pixels is only found at the edge of the imaging window. Also note
that the calculated principal point is within 4 pixels of the ideal principal point.

With the distortion model for the camera known, it is possible to apply the inverse of the distortion model to
an input image to produce an un-distorted or “rectified” image. Implementation of this method of camera
calibration for our experimental setup is covered in Chapter 5.

2.3 Three Dimensional Tracking and Target Handoff
A complementary procedure to pose estimation – tracking – is the process of maintaining an object of interest
within the viewing window of a camera (or some subset of a group of cameras) over time. Many forms of
tracking involve updating the PTZ (pan, tilt, and zoom) of the actively tracking sensor in order to keep the
object in view. In other cases, due to either occlusion or limitations of the camera’s mobility, the tracking
process involves “handoff” of tracking responsibilities from one sensor to another. By maintaining
continuous tracking of an object within a scene and combining that process with some pose estimation
technique, the position, path, and velocity of objects can be determined, recorded and analyzed.
Target handoff is a research topic with exceptionally large scope as it requires the successful execution of
multiple subtasks. For example, as handoff necessitates multiple cameras, many papers have been generated
that simply discuss optimal camera placement schemes and algorithms, typically for surveillance purposes.
Camera placement is often the starting point for work on target handoff. Once cameras have been placed, the
next task is to simply identify the targets in the image that need to be tracked. This subtopic is extremely
large in scope as well, as object recognition/classification is one of the most studied subfields of computer
vision.
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Assuming that the camera placement allows overlap and that the target has been extracted from the image,
the next necessary step to allow for continuous target tracking across multiple sensors is that of consistent
labelling. Consistent labelling of the same target across multiple imaging devices must account for
differences in scale, angle of view, occlusion, resolution, and so on. A variety of approaches exist for the
consistent labelling problem, including feature-based, geometry-based, alignment-based, homographybased, and hybrid approaches [29]. It is only when all of the issues listed above have been properly addressed
that the task of handing off tracking responsibilities from one sensor to another can be attempted.
Much work on the topic of target handoff and tracking with multi-target, multi-camera systems has been
previously performed here at University of Tennessee’s IRIS Laboratory. As a starting point for the problem,
[31] focuses specifically on optimal camera placement for multi-sensor surveillance systems. In this paper,
methods are presented that allow for continuous tracking across multiple sensors, providing results that
optimize total surveillance area under the constraint of the minimum amount of sensor view overlap that will
allow for continuous tracking. Part of the success of this algorithm is its emphasis on obtaining “frontal
views” of the target. The methods presented here resulted in significant increase in handoff success rates
when compared to reference works. In [28], the effort is to “smartly” assign target tracking responsibilities
to a specific camera by modelling the problem as a Markov chain. Then, the ideal recipient for target handoff
can be determined by taking into account the probabilities of camera computational overload and object
rejection.
Many other researchers do not take into account the constraint of computational ability per sensor. The
algorithm proposed by Yao et al. presents a way to assign tracking responsibilities which maximizes the
frame rate of the system based on computational limitations of each camera in the system. The algorithms
provided in [30] continue this work, placing emphasis in the camera handoff problem on adaptive camera
resource management algorithms. Here, dynamic, prioritized allocation of each sensor’s computational
responsibilities are assigned to different processing blocks, ensuring that a minimum system frame rate is
maintained. Incorporation of this adaptive resource management allowed the system to achieve 20% higher
handoff success rate when compared to the widely accepted research done by Khan and Shah [32].
As of 2010, the majority of the research on target handoff had been focused on the execution of consistent
labelling, by and large ignoring the questions of when handoff should be executed and to which camera the
tracking responsibilities should be assigned [29]. In particular, the literature lacked some sort of quantifiable
criteria that could be used to trigger handoff. In the paper by Chen et al. [29], two objective measurements
that can be used to initiate target handoff, incorporating both restrictions of resolution and field of view, are
presented. In that work, the quantitative measurement of trackability is derived using a polynomial model
that allows for the disparate projection models associated with omnidirectional cameras.
The original research performed at University of Tennessee by Chen and others involved the tracking of
multiple human targets using multiple omnidirectional cameras. Due to the success and reception of this
research, the IRIS Lab’s funding source inquired to see if these algorithms could be modified to handle the
handoff of tracking responsibilities of mobile targets being imaged by sensors in orbit. The material presented
in this section is used as a starting point for the application of the methods to a new problem – the handoff of
tracking responsibilities during the tracking of mobile targets by orbiting sensors.
In this thesis, the focus is on optimal timing of target handoff. Discussion of the prerequisite tasks of camera
placement, target extraction/classification, and consistent labelling are minimized, as these topics are largely
beyond the scope of the research. That being said, in order to perform experiments involving target handoff,
some methods must be used. In the experimental chapters, methods for camera placement, target
classification and consistent labelling will be simply described without arguments being made for the
optimality of those methods.
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Chapter 3 Four-Point Pose Estimation Algorithm
As this thesis is largely centered on an implementation of the 4-point pose estimation algorithm developed
by Tan [4], the specific mathematical formulation of the algorithm used in implementation warrants its own
chapter. We focus here on the specific theoretical formulation of the solution used in this experimental setup.
More general information about the algorithm developed by Tan can be found in Chapter 2. Details regarding
the specific implementation of these mathematics in software and hardware can be found below in Chapter
7.

3.1 Tensor Based Formulation
In the original formulation of the algorithm by Tan, over 130 equations appear in the thesis [4]. There are
two factors that contribute to this abundance of equations. First, the algorithm begins with comparisons of
four sets of similar tetrahedra. Thus, many of the equations presented are listed in sets of four, and all
subsequent equations will also necessarily come in sets of four, generally only varying in the specific
subscripts. Additionally, part of the effectiveness and accuracy of the algorithm comes from the fact that
certain equalities can be formulated using non-overlapping methods. These factors conspire to produce a
quantity of equations that can be cumbersome.
In this document, I strive to create a formulation that can be more easily digested by the reader. This is
accomplished by keeping the theoretical formulation as succinct as possible. Compactness is achieved by
writing the equations in a style taken from tensor calculus. Instead of writing out sets of equations that differ
only in the subscripts of the variables, equations are written with a single subscript that corresponds to vectors
of input and output subscripts. Thus, a single equation can be easily translated into a much larger set of
equations [1]. By using tensors to represent exponential powers, even sets of equations that differ not only in
subscripting but also in the appearance of certain variables can be represented by a single equation. Table 3.1
below can be used to translate the equation from tensor form to standard form. An example of usage appears
below the table.

Table 3.1: Table of Subscripts
𝛼 = [1,2,3,4]
𝛽 = [12,12,13,23]
𝜒 = [13,14,14,24]
𝛿 = [23,24,34,34]
𝜀 = [1,1,1,2]
𝜙 = [3,4,4,4]
𝜑 = [2,2,3,3]
𝛾 = [12,13,14,23,24,34]

𝜂 = [3,2,1,2,1,1]
𝜄 = [4,4,4,3,3,2]
𝜅 = [1,1,1,2,2,3]
𝜆 = [2,3,4,3,4,4]
𝜇 = [13,14,14,23,24,24,23,34,34,24,34,34]
𝜈 = [12,12,13,12,12,23,13,13,23,14,14,24]
𝜛 = [12,12,12,12,12,13]
𝜃 = [12,12,13,14]

𝛢 = [1,1,1,1,1,1,0,1,1,0,0,0]
𝛣 = [1,1,1,0,0,1,0,0,0,0,0,0]
𝛸 = [10,0,0,1,1,1]
𝛥 = [0,1,1,1]

Note that the lower-case letters are subscript sets and the upper-case letters (the last four entries in the table)
correspond to exponential power sets.
For an example on usage, consider the equation:
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𝑌𝛼 = 𝑚𝜒 𝑥𝛼 + 𝑏𝛼𝛥

(3.1)

By looking at the appropriate entries in Table 3.1, we find that 𝛼 = [1,2,3,4], 𝜒 = [13,14,14,24], and capitol
∆= [0,1,1,1]. By substituting the sequential indices of the vectors of subscripts and exponential powers, the
following set of equations can be generated:

𝑌𝛼 = 𝑚𝜒 𝑥𝛼 + 𝑏𝛼𝛥 →

𝑌1 = 𝑚13 𝑥1 + 𝑏10 = 𝑚13 𝑥1 + 1
𝑌2 = 𝑚14 𝑥2 + 𝑏21 = 𝑚13 𝑥1 + 𝑏2
𝑌3 = 𝑚14 𝑥3 + 𝑏31 = 𝑚14 𝑥3 + 𝑏3
𝑌4 = 𝑚24 𝑥4 + 𝑏41 = 𝑚24 𝑥4 + 𝑏4

(3.2)

3.2 Intrinsic: Recovery of Interior Orientation Parameters
In this section, the mathematics behind the four-point pose estimation algorithm implementation are
presented formally and concisely. It should be noted that, by and large, only the equations that are actively
used in the experimental software setup are presented in this section. For example, assume that the results of
equation A are used in part to compute equation E, and that in order to formulate equation E, linking equations
B, C, and D have been used. Since equations B, C, and D are necessary only in the formulation and not the
implementation, they would be omitted in this section. While unnecessary linking equations are not treated
here, effort will be made to generally describe the nature of all equations used and their roles.
The primary function of this algorithm is to determine the location in three-dimensional space of four points
that define a quadrangle. The four points of the quadrangle lie in a Cartesian coordinate space in which the
center of the camera sensor is located at the origin, the sensor plane is orthogonal to the Z-axis, and the
positive Y-axis is coincident with a ray drawn from the center of the sensor plane through the midpoint of
the top edge of the sensor plane. The sensor plane is a subset of the (X,Y) plane. Figure 3.1 below illustrates
the geometric relationship between the sensor plane, the focal point, and the quadrangle:

Figure 3.1: Geometric relationship between sensor plane, focal point and quadrangular target (Adapted
from [4]).
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Provided as input to the algorithm are the physical dimensions of the quadrangle to be imaged (the lengths
s12, s13, s14, s23, s24, and s34 in the figure above), and the (X,Y) coordinates of points Q1 through Q4 on the
sensor plane. The crux of the formulation makes use of the similar tetrahedra created by set of three points
of the quadrangle and the focal point and the corresponding sets of three points on the sensor plane and the
focal point. Figure 3.2 below illustrates a set of similar tetrahedra:

Figure 3.2: A set of similar tetrahedra.

In order to take advantage of the similarity of the tetrahedra, the area of the bases of tetrahedra must be
calculated. Since all distances between points P1-P4 are provided as input, we hope to be able to calculate the
areas of the bases of the tetrahedra formed by the quadrangle using this information alone. As described in
[2], this can be accomplished by making use of Heron’s formula:
1

2

𝐴𝛼 = √(𝑠𝛽2 + 𝑠𝜒2 + 𝑠𝛿2 ) − 2(𝑠𝛽4 + 𝑠𝜒4 + 𝑠𝛿4 )
4

(3.3)

Recall that the equation above can be expanded into a larger set of equations. In this case, the number of
equations is 4. See Section 3.1 for details on the expansion process. Next, a similar calculation is made for
the bases of the tetrahedra bounded by the sensor plane. The variable 𝐵𝛼 corresponds to twice the area of the
base of a tetrahedron [4]:
𝐵𝛼 = 𝑥𝜀 (𝑦𝜙 − 𝑦𝜑 ) + 𝑦𝜀 (𝑥𝜑 − 𝑥𝜙 ) + 𝑦𝜑 𝑥𝜙 − 𝑥𝜑 𝑦𝜙

(3.4)

The Euclidean distances from the four points on the sensor plane to the focal point are represented by the
variable 𝐹𝛼 in the following equation:
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𝐹𝛼 = √𝑥𝛼2 + 𝑦𝛼2 + 𝑓 2

(3.5)

A new variable, 𝐶𝛾 , is now determined using the values of 𝐴𝛼 and 𝐵𝛼 :
𝐶𝛾 =

𝐵𝜂
𝐴𝜂

𝐴

∙ 𝐵𝜄

(3.6)

𝜄

The formulation of the variable 𝐶𝛾 is in need of some explanation. In Tan’s thesis, the magnitude of the
distances from the focal point to the four points of the quadrangle are determined by going through a series
of equations that rely upon the volumes of the similar tetrahedra. However, the mathematical explanation
does not provide the reader with an intuitive sense of how the equations work.
For a rough approximation of location, one could simply use the distances between the points on the sensor
plane and their position relative to the center of the sensor plane to compute a fairly accurate estimate of the
center point of the quadrangle in three-dimensional space (assuming small angles of pitch and roll). That
being said, the application being developed here depends upon precise knowledge of the complete pose of
the quadrangle, so a more advanced method must be used.
In Equation 3.10 below, values of 𝐹𝛼 and 𝐶𝛾 can be used to determine the “lopsidedness” of the quadrangle.
With the quadrangle making up the bases of four tetrahedra, one can image using a pair of tetrahedra to
analyze how much the quadrangle is “tipping” one way or another. The degree of the tipping informs the
questions of the relative distances to the four points of the quadrangle.
The smaller sets of tetrahedra have a scalar magnitude h (height) that originates from the center of the base
of the tetrahedra and terminates at the focal point. Through some linking equations and algebraic
manipulations, we can declare a new variable, H, that is proportional to the heights of the tetrahedra:
2

2

𝐻𝛾2 = (𝑥𝜅 − 𝐶𝛾 𝑥𝜆 ) + (𝑦𝜅 − 𝐶𝛾 𝑦𝜆 )

(3.7)

At this point, we are now prepared to compute the focal length of the camera. This equation in particular
differs significantly from those presented in Tan’s thesis. Computations of focal length are both the most
varied and the most abundant; there are 12 different formulations of this equation, each of which uses slightly
different variables and powers. In our compact rendition of the formulation, a single equation is presented:

𝑓=√

𝐴 𝐶 1−𝐴 )
(𝑠𝜇 𝑠𝜇
𝜇

(𝑠𝜈 𝑠𝜈𝐵 𝐶𝜈𝐵−1 )

2−𝐵

2−𝐴

∙𝐻𝜈2 −(𝑠𝜈 𝑠𝜈𝐵 𝐶𝜈1−𝐵 )
2

2−𝐵

𝐴 𝐶 1−𝐴 )
(1−𝐶𝜇 ) −(𝑠𝜇 𝑠𝜇
𝜇

∙𝐻𝜇2

2−𝐴

(1−𝐶𝜈 )2

(3.8)

The recommended approach [4] to multiple formulations of the same equation is to perform all of the
computations and then take the median value of the 12 approaches as the accepted focal length. There is
another fact in need of mentioning on this topic: the nature of the formulation of this algorithm does not allow
for a unique determination of the focal length if the sensor plane and the plane containing the quadrangle are
normal to each other. However, it should also be noted that, in the real-world, discrete domain, such a precise
configuration rarely occurs in practice.
Before we are able to calculate the vectors describing the three-dimensional distances from the focal point to
the four points of the quadrangle, one final variable must be determined. We call this variable Rγ:
𝑅𝛾 = √𝐻𝛾2 + 𝑓 2 (1 − 𝐶𝛾 )

(3.9)

Unfortunately, the linking equations used to generate Rγ are complicated enough that a description of the role
played by Rγ can only be given mathematically. See [4] for a full derivation.
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It is at this point that we are ready to determine d1 - the Euclidean distance from the focal point to point P1
on the quadrangle:
𝑑1 = 𝑚𝑒𝑑𝑖𝑎𝑛 (

𝑠𝛾 𝐹1
𝛸
𝑅𝛾 𝐶𝜛

)

(3.10)

Using the input variables, the value for d1 can be computed in six different ways. Using ideal, synthetic input
data will result in all six evaluations of d1 being identical, but, in practice, there will be minor variations in
the distance calculations. Taking the median of these six values results in a more accurate approximation of
the distance. Note that the C term doesn’t appear in all six equations due to the 0 values found in the χ
exponential power vector.
With a value for d1 in hand, we are now able to compute the remaining distances from the focal point to the
points P2, P3, and P4:
𝑑𝜆 = 𝐶𝛾 ∙

𝐹𝜆
𝐹𝜅

∙ 𝑑𝜅

(3.11)

Once again, there are multiple evaluations for d3 and d4. Since there are only 2 and 3 (respectively) separate
formulations for these variables, simple averages of the results can be taken in an effort to increase the
accuracy of the output.
In order to uniquely determine the locations of points P1-P4 in three-dimensional space with respect to the
focal point, we need not only the distances d1-d4 but also a set of three-dimensional vectors μ1-μ4 that describe
the direction in which the distance scalars point. These vectors are determined in the following equation:
−𝑥𝛼
𝜇𝛼 = [−𝑦𝛼 ] ∙ 𝐹𝛼−1
⃗⃗⃗⃗
𝑓

(3.12)

In looking at this equation, it should be clear that the μ vectors are simply normalized rays of unit length that
point in the opposite direction of a ray that is drawn from the focal point to the point Qα on the sensor plane.
If the focal length is known, then no special mathematics are required to determine the μ vectors. In fact, the
μ vectors could have been calculated much earlier on in this formulation using only basic geometry; the
equation is presented here instead so that it chronologically follows the determination of the distance scalars.
Now that angle vectors and distance scalars for all four points have been found, the three dimensional
coordinates of the four points of the quadrangle can be computed directly:
0
⃗⃗⃗⃗⃗𝑓
𝑃𝛼 = 𝑑𝛼 ⃗⃗⃗⃗
𝜇𝛼 + [ 0 ]
𝑓

(3.13)

Note that the focal length is added to the Z dimension so that the location of the points are given with respect
to the origin (the center of the sensor plane). Also note that there is a lower-case superscript ‘f’ attached to
the variable P. In the next few equations, there are two different variables of P denoted by different
superscripts. Since there are no ‘f’ or ‘c’ entries in Table 3.1, it should not confuse the reader that these two
variables have naming superscripts.
Using some of the equations given above and other linking equations, another formula can be created to
determine the four points of the quadrangle:
⃗⃗⃗⃗
𝑃𝛼𝑐 =

𝐶𝜃𝛥 𝑠12
𝑅12

−𝑥𝛼
0
∙ [−𝑦𝛼 ] + [0]
𝑓
𝑓

(3.14)
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Since there may be slight differences between these two computations of the four points of the quadrangle,
simple averages of the results can be taken to slightly improve the accuracy of the output.
⃗⃗⃗
𝑃𝛼 =

⃗⃗⃗⃗⃗𝑓 ⃗⃗⃗⃗⃗𝑐
𝑃𝛼 +𝑃
𝛼
2

(3.15)

Finally, the locations in three dimensions of the four points defining the quadrangular target have been
determined. With this information, the full pose (X, Y, Z location and the roll, pitch, and yaw angles) of the
target (or the quadrotor, in our case) can be determined using only simple geometry. Treatment of the final
determination of the complete pose follows in the next section.

3.3 Extrinsic: Extracting Pose from Quadrangle Position
In Tan’s thesis, the sections proceeding the interior orientation parameter estimation cover the “World to
Camera Transformation” and then the “Complete Pose Determination” [4]. These sections describe how to
determine the pose of the camera with respect to the target, and it goes on to describe the process of extracting
the pose in the case that the target is not the origin of the world coordinate system. In our application, we are
concerned with the pose of the target with respect to the camera. Additionally, we envision the quadrotor to
be tethered to a mobile base that contains the camera, so it is appropriate for us to consider the center of the
camera’s sensor plane as the origin in the world coordinate system. Thus, the mathematical procedure for
pose extraction is simpler in our case. Standard geometric techniques are used, and no appeal is made to the
corresponding sections in Tan’s thesis.
Note that since the formulas presented in this section are less repetitive, we have no need for the tensor
approach used in the previous section; thus, the tensor presentation of equations is abandoned. From this
point on in the document, any subscripts on variables shall be considered as standard naming subscripts that
do not represent a vector.

Figure 3.3: Geometry is used to find the coordinates of the center of the target and its roll, pitch and yaw.
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Figure 3.3 above illustrates the values to be determined. This figure is made from a screenshot of the graphical
user interface of the Matlab implementation of the algorithm with the six axes overlaid on top of it. The origin
is centered on the camera sensor plane, with the camera looking upwards, the positive x-axis originating from
the center of the sensor plane and extending through the midpoint of the left edge of the sensor plane, the
positive y-axis originating from the center of the sensor and extending through the midpoint of the top edge
of the sensor, and the z-axis originating from the center of the sensor plane and extending normally upwards.
Roll, pitch, and yaw axes are described below.
The first step is to determine the midpoint of the quadrangle. A simple average of the four points of the
quadrangle across the three dimensions locates the midpoint:
⃗⃗ =
𝑀

⃗⃗⃗⃗
⃗⃗⃗⃗2 +𝑃
⃗⃗⃗⃗3 +𝑃
⃗⃗⃗⃗4
𝑃1 +𝑃
4

𝑋𝑞
= [ 𝑌𝑞 ]
𝑍𝑞

(3.16)

The subscript “q” in the equation above stands for the word “quadrangle”. The midpoint is a threedimensional vector, the first element being the location of the midpoint in the x plane, the second in the y
plane, and the third in the z plane. All subsequent vectors presented in this section will have the same structure
as the midpoint.

3.3.1 Pitch
In order to calculate pitch angle, a triangle is constructed. The three vertices of the triangle consist of the
⃗⃗ , ⃗⃗⃗
⃗⃗ . We project the point such
midpoint 𝑀
𝑃1 , and a projection of ⃗⃗⃗⃗⃗⃗⃗
𝑃1,𝑃 onto the plane containing the midpoint 𝑀
that the x and y coordinates of the projected point are unchanged but the z-coordinate is set to be on the same
X-Y plane as the midpoint:
⃗⃗⃗
𝑃1 [1]
⃗⃗⃗⃗⃗⃗⃗
⃗⃗⃗1 [2]]
𝑃1,𝑃 = [𝑃
⃗⃗ [3]
𝑀

(3.17)

Next, the distance from ⃗⃗⃗
𝑃1 , to ⃗⃗⃗⃗⃗⃗⃗
𝑃1,𝑃 is determined:
𝛥𝑍𝑝𝑖𝑡𝑐ℎ = ⃗⃗⃗
𝑃1 [3] − ⃗⃗⃗⃗⃗⃗⃗
𝑃1,𝑃 [3]

(3.18)

To find the distance of the other leg of the triangle necessary to calculate the pitch angle, the Euclidean
⃗⃗ to the projected point ⃗⃗⃗⃗⃗⃗⃗
distance from the midpoint 𝑀
𝑃1,𝑃 is determined:
2

2

⃗⃗⃗⃗⃗⃗⃗
⃗⃗
⃗⃗⃗⃗⃗⃗⃗
⃗⃗
𝛥𝑋𝑌𝑝𝑖𝑡𝑐ℎ = √(𝑃
1,𝑃 [1] − 𝑀 [1]) + (𝑃1,𝑃 [2] − 𝑀 [2])

(3.19)

With these values determined, the pitch angle (alpha below) can be calculated:
𝛼 = tan−1

𝛥𝑍

(𝛥𝑋𝑌𝑝𝑖𝑡𝑐ℎ )
𝑝𝑖𝑡𝑐ℎ

(3.20)

In implementation, degrees were chosen instead of radians, so the result of this final calculation is converted.
Positive values in the range (0,90) indicate that the quadrangle is pitching forward, and negative values in
the range (0,-90) indicate that it is pitching backwards.
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3.3.1 Roll
Determination of the roll angle is very similar to the process by which pitch angle is determined. The only
difference is that the process uses point ⃗⃗⃗⃗
𝑃2 instead of ⃗⃗⃗
𝑃1 . The procedure of projecting a point, creating a
triangle, and determining distances to find the angle are identical.
⃗⃗⃗⃗
𝑃2 [1]
⃗⃗⃗⃗⃗⃗⃗
𝑃2,𝑃 = [⃗⃗⃗⃗
𝑃2 [2]]
⃗⃗ [3]
𝑀

(3.21)

⃗⃗ to the projected point ⃗⃗⃗⃗⃗⃗⃗
Next, the distance from ⃗⃗⃗⃗
𝑃2 to ⃗⃗⃗⃗⃗⃗⃗
𝑃2,𝑃 and the Euclidean distance from the midpoint 𝑀
𝑃2,𝑃
are determined:
𝛥𝑍𝑟𝑜𝑙𝑙 = ⃗⃗⃗⃗
𝑃2 [3] − ⃗⃗⃗⃗⃗⃗⃗
𝑃2,𝑃 [3]
2

(3.22)
2

⃗⃗⃗⃗⃗⃗⃗
⃗⃗
⃗⃗⃗⃗⃗⃗⃗
⃗⃗
𝛥𝑋𝑌𝑟𝑜𝑙𝑙 = √(𝑃
2,𝑃 [1] − 𝑀 [1]) + (𝑃2,𝑃 [2] − 𝑀 [2])

(3.23)

With these values calculated, the roll angle (beta below) can be calculated:
𝛽 = tan−1

𝛥𝑍

(𝛥𝑋𝑌𝑟𝑜𝑙𝑙 )
𝑟𝑜𝑙𝑙

(3.24)

Once again, the result of this final calculation is converted from radians to degrees. Positive values in the
range (0,90) indicate that the quadrangle is rolling to the right, and negative values in the range (0,-90)
indicate that it is rolling to the left.

3.3.1 Yaw
The process for determining the yaw of the quadrangle is slightly different that that used to determine pitch
and roll. The three vertices of the triangle used to determine the yaw all lie on the X-Y plane containing the
midpoint. Since we are only concerned with the X-Y coordinates of the midpoint and the point ⃗⃗⃗
𝑃1 , a point
projection is not necessary. First we calculate the two distances necessary to determine the yaw angle:
⃗⃗ [1] − ⃗⃗⃗
𝛥𝑋𝑦𝑎𝑤 = |𝑀
𝑃1 [1]|

(3.25)

⃗⃗ [2] − ⃗⃗⃗
𝛥𝑌𝑦𝑎𝑤 = |𝑀
𝑃1 [2]|

(3.26)

Since the desire is for the yaw axis to be defined as 0 in the upward direction of the X-Y plane (as opposed
to the more customary rightward direction), absolute values of the distances are determined. Yaw angle
(gamma below) is then corrected based on the quadrant in which the point ⃗⃗⃗
𝑃1 lies with respect to the midpoint
⃗⃗ (assuming temporarily that the origin of the X-Y plane has been translated to the midpoint):
𝑀
𝜋⁄ − tan−1 (𝛥𝑌𝑦𝑎𝑤⁄
2
𝛥𝑋𝑦𝑎𝑤 ),
𝜋⁄ + tan−1 (𝛥𝑌𝑦𝑎𝑤⁄
2
𝛥𝑋𝑦𝑎𝑤 ),
𝛾=
3𝜋⁄ + tan−1 (𝛥𝑌𝑦𝑎𝑤⁄
2
𝛥𝑋𝑦𝑎𝑤 ),
3𝜋⁄ − tan−1 (𝛥𝑌𝑦𝑎𝑤⁄
2
𝛥𝑋𝑦𝑎𝑤 ),
{

⃗⃗ [1] < ⃗⃗⃗
⃗⃗ [2] < ⃗⃗⃗
(𝑀
𝑃1 [1]) ∪ (𝑀
𝑃1 [2])
⃗⃗ [1] < ⃗⃗⃗
⃗⃗ [2] ≥ ⃗⃗⃗
(𝑀
𝑃1 [1]) ∪ (𝑀
𝑃1 [2])
⃗⃗ [1] ≥ ⃗⃗⃗
⃗⃗ [2] < ⃗⃗⃗
(𝑀
𝑃1 [1]) ∪ (𝑀
𝑃1 [2])
⃗⃗ [1] ≥ ⃗⃗⃗
⃗⃗ [2] ≥ ⃗⃗⃗
(𝑀
𝑃1 [1]) ∪ (𝑀
𝑃1 [2])

(3.27)

21

All six variables that describe the pose of the quadrangular target with respect to the sensor (X, Y, Z, roll
angle, pitch angle, and yaw angle) have now been determined. This concludes the formal treatment of the
pose estimation algorithm.

3.4 Summary
In this chapter, we have provided the mathematical reformulation of Tan’s 4-point pose estimation algorithm.
In this reformulation, only the equations required for implementation have been provided, and those provided
have been written in tensor format for compactness. Equation 3.28 below shows the input and output
parameters for this algorithm.
{(𝑠12 , 𝑠13 , 𝑠14 , 𝑠23 , 𝑠24 , 𝑠34 , 𝑄1 , 𝑄2 , 𝑄3 , 𝑄4 )} ↔ {(𝑋𝑞 , 𝑌𝑞 , 𝑍𝑞 , 𝛼, 𝛽, 𝛾)}

(3.28)
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Chapter 4 N-Point Pose Estimation Algorithm
Formulation
In this chapter, a method is presented by which an N-point target defined by N co-planar points can be
deconstructed into N choose 4 sub-problems. Methodology for selecting the appropriate inputs from a large
number of possibilities is provided formally. The motivation behind exploration of this problem is the
hypothesis that a target defined by N points, N greater than 4, will result in more accurate and/or precise
output for the final pose estimation.

4.1 Inputs, Formulation and Pipeline
The methods described in Chapter 3 apply to targets defined by exactly 4 co-planar points. In this chapter,
methods are developed that allow for application of the 4-point pose estimation algorithm to targets with an
arbitrary number of points N, where N is greater than 4. The purpose of increasing the robustness of the
algorithm from 4 points to N points is to increase the accuracy and/or precision of pose estimation from a
single image.
Before any accuracy analysis can be performed, some methods must be constructed to allow for
decomposition from a single N-point problem to multiple 4-point problems. As a motivating case, consider
the 5-point target pictured in Figure 4.1 below:

Figure 4.1: A target defined by 5 co-planar control points.

Figures 4.2 and 4.3 illustrate two possible sets of points and dimensions that constitute 4-point sub-targets
within the 5-point target.
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Figure 4.2: A 4-point subset of a 5-point target.

Another subset of four control points is shown next.

Figure 4.3: A different 4-point subset of a 5-point target

In looking at Figures 4.2 and 4.3, it should be clear that for any target defined by N points, N greater than 4,
there will be a number of possible 4-point sub-problems that can be fed into the 4-point pose estimation
algorithm. The remainder of this discussion is organized into 3 parts:
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The first part of the discussion is actually a bit removed from the rest of the discussion. It involves the
determination of the exhaustive enumeration of combinations. In Figure 4.3 above, in order to transform the
5-point pose estimation problem into a set of multiple 4-point pose estimation problems, some method must
be used to choose the points and distances systematically, as we desire a pipelined approach that can feed all
4-point sup-problems into the 4-point pose estimation algorithm sequentially and without omissions or
repetitions of the point sets. The method chosen and the theory behind it are detailed in Appendix 1. See that
appendix for more information on the exhaustive enumeration of combinations used for the pipeline in this
chapter.
Section 4.2 describes point labeling conventions that allow for the creation of one-to-one mapping between
point labels on the physical target and the labels of points extracted from an image of the target. This section
also describes the affine transformations done to the captured image that allow for a systematic labeling
procedure.
Section 4.3 summarizes the methodology presented in the previous sections to show how data extracted from
the N-point can be fed into a pipeline of 4-point problems. This section also highlights the most important
conclusions from this chapter.

4.2 Correspondence between Physical Points and Image Points
In this section, methodology is proposed by which any 4-point subset of an N-point target can be identified
in an image and mapped to the corresponding 4-point subset of physical target points and their associated
empirically measured distances.

4.2.1 Methodology for Labeling Target Points
In order to apply the methods described in Appendix 1, some approach must be established by which the
physical points on the target can be uniquely mapped to points extracted from the image. Otherwise, there
would be no way to choose the empirically determined distances, sij, for the specific 4-point problem subset.
In this section, we describe such a method. Consider a physical target with N distinct points, N > 3. In Figure
4.4 below, we have chosen N = 5.

Figure 4.4: A (virtual) physical target with 5 points
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Since all points on the target are co-planar, an image of the target will either contain the “front face”, the
“back face” or neither face (edge-on). Let us stipulate that an image of the target will always capture the front
face of the target. Let us further stipulate that at least one of the points on the target can be distinguished from
all other points. Such a distinction can be achieved through a variety of methods, including differently
patterned or shaped points, differently colored points, pulse-wave-modulation, lighted points with different
duty cycles, and so on. In Figure 4.5 below, we have chosen to represent the distinguishable point as red and
all other points as green. See Section 4.2.4 below for more discussion on these stipulations.
We number the points on the target according to the following conventions:
1.

While viewing the “front face” of the target, the distinguishable point shall be labeled as P1.

2.

The target shall be oriented such that the centroid of the target is coincident with the origin of a
virtual XY Cartesian axis and the point P1 is coincident with the positive X axis, where the target
centroid is defined as the simple average of the target points on the virtual XY plane.

3.

A ray is drawn from the origin through the point P1. The ray is then rotated about the origin
clockwise. Each time a point intersects the ray as it rotates about the origin, the point is labeled as
PN+1 where PN is the last point to have been labeled. In the case where multiple unlabeled points
intersect the rotating ray simultaneously, the point that has the smallest Euclidean distance to the
origin will be labeled first, the point with the next smallest Euclidean distance to the origin labeled
second, and so on. Note that this situation should be avoided when designing the target. See Section
4.2.4 for more discussion on why this situation should be avoided.

An example of labeling the points on a target according to these conventions is provided in Figures 4.5-7
below.

Figure 4.5: Illustration of conventions 1 and 2 – the distinguishable point is labeled as P1 and the target is
oriented such that the target center is coincident with the origin of a virtual XY plane and the point P1
coincident with the positive X axis.
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Figure 4.6: Illustration of convention 3 – a ray drawn from the origin of the virtual XY plane through the
point P1 is rotated about the origin.

Figure 4.7: Illustration of convention 3 – the points are labeled sequentially as the ray intersects them.
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4.2.2 Determination of Distances for 4-Point Pose Estimation Algorithm Input
Physical dimensions of the target (s12, s13, s14, s23, s24, and s34 in Figure 3.1) are required input to the 4-point
pose estimation algorithm described in Chapter 3. After labeling the N points of the physical target by
following the conventions listed above, target dimensions can be labeled simply according to the start and
end point labels. See Figure 4.8 below for an example.

Figure 4.8: Labeling of target dimensions.

The subscripts of the empirical distances sab are determined by assigning a to the subscript of the point of
origination and b to the subscript of the destination point. By starting this measurement process at point P 1,
taking all measurements sequentially, and then moving to point P2 as the origination point (avoiding repetitive
measurements), all distance subscripts will be ascending and comprehensive. When feeding the 4-point
subsets of the N-point target into the 4-point pose estimation algorithm, input will be expected to be in terms
of P1, P2, P3, and P4. A simple correspondence can be used to select the appropriate distances sij for algorithm
input. Equations 4.17 and 4.18 illustrate the correspondence and provide an example.
𝑖𝑓
𝑡ℎ𝑒𝑛

[𝑃𝑎 , 𝑃𝑏 , 𝑃𝑐 , 𝑃𝑑 ] ↔ [𝑃1 , 𝑃2 , 𝑃3 , 𝑃4 ],
[𝑠𝑎𝑏 , 𝑠𝑎𝑐 , 𝑠𝑎𝑑 , 𝑠𝑏𝑐 , 𝑠𝑏𝑑 , 𝑠𝑐𝑑 ] ↔ [𝑠12 , 𝑠13 , 𝑠14 , 𝑠23 , 𝑠24 , 𝑠34 ]

(4.17)

Consider a 6-point target for which there are 15 possible 4-point subsets, and that the 8th subset is currently
being processed. Then application of Equation 4.17 results in the following set of 6 distances for input to the
4-point pose estimation algorithm:
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𝑖𝑓
𝑡ℎ𝑒𝑛

[𝑃0 , 𝑃2 , 𝑃3 , 𝑃5 ] ↔ [𝑃1 , 𝑃2 , 𝑃3 , 𝑃4 ],
[𝑠02 , 𝑠03 , 𝑠05 , 𝑠23 , 𝑠25 , 𝑠35 ] ↔ [𝑠12 , 𝑠13 , 𝑠14 , 𝑠23 , 𝑠24 , 𝑠34 ]

(4.18)

4.2.3 Complementary Process for Labeling Image Points
With these conventions in place for the naming of points on the physical target, we now present the
complementary method by which we label the points extracted from an image of the target. This method is a
4 step process.
Step 1 – Point Extraction
To start this procedure, some image processing technique must be used to extract the target points from the
image. In this chapter, the specific technique used to extract the points is not important, as long as exactly N
points are extracted from the image and each point is associated with a specific (I,J) pixel coordinate in the
image. For more discussion on point extraction techniques, see Chapter 5.
For the purposes of illustration, let us assume that points are extracted from the image by taking the difference
image of image 1 (target points are illuminated) and image 2 (target points are not illuminated). The
distinguishable point will be red when illuminated and all other points green. To begin the explanation of the
convention for naming the points of the target image, we start with a typical difference image of the target
shown in Figure 4.4 in an arbitrary pose. Such a difference image is provided below in Figure 4.9. Let the
resolution of the imaging device be 640 by 480 pixels.

Figure 4.9: Simulated difference image of 5-point target

Note that a standard difference image will be black in areas where no difference is detected; however, we
have opted to paint these areas white instead of black in order to decrease the amount of ink required to print
this document. Also note that the point extraction and labeling processes operate under the same assumption
as does the target point labeling process – namely, that the target is being imaged from the “front face”.
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Clearly, an additional requirement for this process is that all N target points must be visible in the difference
image. More discussion on this requirement appears in Section 4.2.4.
Step 2 – Translation
Since target points were labeled in Section 4.2.1 by first aligning the target such that the target center was
coincident with the origin of an XY Cartesian plane, the first step in the image point labeling process should
be complementary. Consider a set of extracted image points to be a set of the form:
⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝐼𝑁,1
𝐼𝐼𝑁,1
⃗⃗⃗⃗⃗⃗⃗⃗
𝐼𝐼𝑁,2
𝑃𝐼𝑁,2
…
…
=
𝐼𝐼𝑁,𝑁−1
⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝐼𝑁,𝑁−1
𝐼𝐼𝑁,𝑁
[
⃗⃗⃗⃗⃗⃗⃗⃗⃗
[ 𝑃
𝐼𝑁,𝑁 ]

𝐽𝐼𝑁,1
𝐽𝐼𝑁,2
…
𝐽𝐼𝑁,𝑁−1
𝐽𝐼𝑁,𝑁 ]

(4.19)

Note that at this point of the labeling process the subscript of P is a temporary, non-informative index used
simply to discriminate one target point from another. The first point in the set, ⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝐼𝑁,1 , will be the
distinguishable point. All subsequent subscripts can be assigned arbitrarily. In this example we have chosen
to label the remaining points based on the point’s position in the image, scanning from top to bottom through
the image and labeling sequentially points along the way. Subscripts of the N ⃗⃗⃗⃗⃗⃗
𝑃𝐼𝑁 points will have no impact
on the final labels.
The target image center point will be defined as the simple average of the image input points:
⃗⃗⃗⃗
𝑃𝐶 = [𝐼𝐶

𝐽𝐶 ] = [∑𝑁
𝑖=1 𝐼𝐼𝑁,𝑖 ⁄𝑁

∑𝑁
𝑗=1 𝐽𝐼𝑁,𝑗 ⁄𝑁 ]

(4.20)

To orient the image points such that the image target center is coincident with the origin of the imaging plane,
we apply simple translation:
⃗⃗⃗⃗⃗⃗⃗
𝑃𝑇,1
𝐼𝐼𝑁,1 − 𝐼𝐶
⃗⃗⃗⃗⃗⃗⃗
𝐼𝐼𝑁,2 − 𝐼𝐶
𝑃𝑇,2
…
…
=
𝐼
−
𝐼
⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝐼𝑁,𝑁−1
𝐶
𝑃𝑇,𝑁−1
𝐼
−
𝐼
[
𝐼𝑁,𝑁
𝐶
⃗⃗⃗⃗⃗⃗⃗
[ 𝑃
𝑇,𝑁 ]

𝐽𝐼𝑁,1 − 𝐽𝐶
𝐽𝐼𝑁,2 − 𝐽𝐶
…
𝐽𝐼𝑁,𝑁−1 − 𝐽𝐶
𝐽𝐼𝑁,𝑁 − 𝐽𝐶 ]

(4.21)

Where the subscript “T” stands for “translated”. An illustration of Step 2 is provided in Figure 4.10 below:
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Figure 4.10: Result of image point translation with center of viewing window shifted to the origin

Step 3 – Rotation
When the physical target points were originally labeled, the distinguishable point, P1 was defined to be
coincident with the positive X-axis of the virtual XY Cartesian plane. The next step in our image point
labeling algorithm will be to perform the complimentary rotation. Let the angle θ be the four quadrant
arctangent (commonly referred to in computing languages as atan2) of the translated distinguishable point:
𝐼𝐷𝑇
⁄𝐽 ) ,
𝐷𝑇
𝐼
2𝜋 − tan−1 ( 𝐷𝑇⁄𝐽 ) ,
𝐷𝑇
= 𝜋 − tan−1 (𝐼𝐷𝑇
⁄𝐽 ) ,
𝐷𝑇
𝜋⁄ ,
2
3𝜋⁄ ,
{
2
− tan−1 (

𝜃𝐷𝑇

𝐽𝐷𝑇 > 0, 𝐼𝐷𝑇 ≤ 0
𝐽𝐷𝑇 > 0, 𝐼𝐷𝑇 > 0
𝐽𝐷𝑇 < 0

(4.22)

𝐼𝐷𝑇 < 0, 𝐽𝐷𝑇 = 0
𝐼𝐷𝑇 < 0, 𝐽𝐷𝑇 = 0

The range of θDT is [0,2π]. The subscript “DT” denotes the “Distinguishable Translated” point coordinate.
The formulation above differs slightly from the traditional atan2 function in a few ways. First, the (I,J) plane
is a non-standard axis for which the positive y-axis (i.e. the I+ axis) points downwards instead of upwards.
Secondly, we desire the rotation to occur in a clockwise direction using a positive value for θDT. Lastly, note
that we do not need to account for the undefined case (where I=J=0) because the point PDT cannot be identical
to the center point PC. This is due to the fact that none of the points used to calculate PC can have precisely
the same pixel coordinates.
Once θDT has been calculated, each point’s IT and JT coordinates are rotated using a standard rotation matrix:
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[

𝐽𝑇𝑅,𝑘
cos 𝜃𝐷𝑇
]=[
𝐼𝑇𝑅,𝑘
sin 𝜃𝐷𝑇

− sin 𝜃𝐷𝑇 𝐽𝑇,𝑘
][ ]
cos 𝜃𝐷𝑇 𝐼𝑇,𝑘

𝑓𝑜𝑟 𝑘 = 1,2, … , 𝑁 − 1, 𝑁

(4.23)

Since the (I,J) plane is a non-standard axis (x directed to the right, y directed downwards), the rotation occurs
clockwise.
At this point, the only differences between the view of the image target points and the original, physical view
in Figure 4.4 will be shear (which originates from the pitch and or roll of the target with respect to the imaging
device) and scale (distance to the imaging device). Since the clockwise ordering of the target image points is
invariant to the shear and scale affine transformations, we are ready to label the target image points. An
illustration of the results of the rotation transformation is provided below:

Figure 4.11: Result of image point translation and rotation

In Figure 4.11, the only un-rotated point shown is ⃗⃗⃗⃗⃗⃗⃗
𝑃𝑇,1 . An arc in light grey shows the path of rotation that
terminates at point ⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝑇𝑅,1 . Similar arcs originating from all other ⃗⃗⃗⃗⃗⃗⃗
𝑃𝑇,𝑘 ’s and terminating in all other ⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝑇𝑅,𝑘 ’s
have been omitted for visual clarity.
Step 4 – Labeling
As discussed previously, the distinguishable point shall be labeled as point P1. The remaining points will be
labeled according to their 4-quadrant arctangent (φ):
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(4.24)

ITR ,k  0, JTR ,k  0
ITR ,k  0, JTR ,k  0

Determination of the angle φ is very similar to the determination of θ in equation 4.22, with the only
difference being that φ calculates the clockwise angle to the point PTR,k with respect to the positive J axis (i.e.
the positive x-axis) whereas θ calculates the clockwise angle to the point PDT with respect to the positive J
axis. The point with the smallest φ (not including the distinguishable point) will be labeled P2, the next
smallest φ to P3, and so on, until all N points have been labeled. This process can be described mathematically
using set theory. Consider two sets, A and B. Set A is comprised of all translated and rotated points except
for the one corresponding to the distinguishable point. Set B is comprised of all final, labeled points. At the
beginning of Step 4, sets A and B are as follows:
⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝑇𝑅,2
⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝑇𝑅,3
…
∈ 𝐴,
⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝑇𝑅,𝑁−1
𝑃𝑇𝑅,𝑁 ]
[ ⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗

⃗⃗⃗1 = ⃗⃗⃗⃗⃗⃗⃗⃗
[𝑃
𝑃𝐼𝑁,1 ≡ ⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝑇𝑅,1 ] ∈ 𝐵,

(4.25)

With an understanding of these sets, we can now mathematically describe the labeling algorithm:
if

⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝜑(𝑃
𝑇𝑅,𝑘 ) = min (𝜑𝑘 )

where all ⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝑇𝑅,𝑘 ∈ 𝐴

then

⃗⃗⃗
𝑃𝑛 = ⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝐼𝑁,𝑘

where n=C(B)+1,

and

⃗⃗⃗
𝑃𝑛 ∉ ⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝐼𝑁,𝑘 → ⃗⃗⃗
𝑃𝑛 ∈ 𝐵,
⃗⃗⃗⃗⃗⃗⃗⃗⃗
⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃
∈
𝐴
→
𝑃
𝑇𝑅,𝑘
𝑇𝑅,𝑘 ∉ 𝐴

(4.26)

The C operator above computes the Cardinality of the set. For example, when the second point is labeled, set
B only has one member, the distinguishable point, so its cardinality is 1, and n = 1+1=2. The third and fourth
lines of equation 4.26 indicate that, once the equation has been applied, the labeled point, Pn, will be added
to the set B and its corresponding translated and rotated point will be removed from set A.
Figure 4.12 illustrates the process described in Step 4:
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Figure 4.12: Labeling the image target points by applying the 4 step process described above

This concludes the treatment of the method by which points on the physical target can be uniquely mapped
to points extracted from an image of the target.

4.2.4 Notes on Naming Convention Assumptions and Restrictions
In this section, we discuss some of the assumptions and restrictions stipulated in Section 4.2 and attempt to
show that none of these issues are problematic limiting factors for the N-point pose estimation algorithm
formation.
Note 1 – Restriction that all N points must be able to be extracted from image
The algorithm described above is almost certain to fail if less than N target points are found in the image.
Most applications in which this technique may be applied are likely to be in either laboratory or industrial
settings. In these environments, it is very likely that the scene geometry will be determined by the researchers
such that failure to extract all N points is exceedingly rare.
There may be other applications of the algorithm that involve tracking of a target through use of a PTZ (pan,
tilt, zoom) camera. In the circumstance where less than N points are captured, knowledge of the pixel
coordinates of the captured points can be used to update the camera’s PTZ orientation thus minimizing the
number of lost frames.
Since the circumstance of failing to capture all N points is both unlikely and easily addressed, this restriction
would not appear to be a very limiting one.
Note 2 – Imaging device will always capture the “front face” of the target
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In the previous section, we stipulated that an image of the target will always capture the front face of the
target. This is a simplifying assumption that allows us to uniquely map all physical target points to all image
target points using a single uniquely identifiable point. In most applications, this stipulation will not pose
problems, as computer vision based pose estimation scenarios are likely to have constraints that impose the
stipulation organically. However, this is not the case for all applications. For example, consider a computervision-based pose estimation of a hexacopter in flight. Given the acrobatic capability of a hexacopter, it is
quite likely that the imaging device may capture the hexacopter during a flip, in which case the opposite side
of the target would be imaged. In this case, PN would be classified incorrectly as P2, P(N-1) as P3, and so on.
In order to allow for a system that is robust enough to correctly map all imaged target points to the
corresponding physical target points regardless of the target face being imaged, a minor modification to the
approach must be made. One solution is to assert that a second uniquely identifiable point must be discernible
on the physical target. For simple convention, let us choose this point to be point P2. After applying the
translation and rotation transformation, the following check would need to be performed to ensure that the
“back-face” of the target plane is not the plane being captured.
⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝑇𝑅,1
𝐼𝑇𝑅,1 𝐽𝑇𝑅,1
⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝐼𝑇𝑅,2 𝐽𝑇𝑅,2
𝑃𝑇𝑅,2
⃗⃗⃗⃗⃗⃗⃗
…
…
Let 𝑄
=
=
, 𝑡ℎ𝑒𝑛
𝑇𝑅
𝐼𝑇𝑅,𝑁−1 𝐽𝑇𝑅,𝑁−1
⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑃𝑇𝑅,𝑁−1
𝐼
𝐽
𝑃𝑇𝑅,𝑁 ] [ 𝑇𝑅,𝑁 𝑇𝑅,𝑁 ]
[ ⃗⃗⃗⃗⃗⃗⃗⃗⃗⃗
(4.27)
⃗⃗⃗⃗⃗⃗⃗
𝑄𝑇𝑅 = {

⃗⃗⃗⃗⃗⃗⃗
𝑄𝑇𝑅 ,
−1 0
⃗⃗⃗⃗⃗⃗⃗
𝑄𝑇𝑅 [
],
0 1

𝐼𝑇𝑅,2 ≥ 0
𝐼𝑇𝑅,2 < 0

In equation 4.27, the scenario in which ITR,2 ≥ 0 corresponds to the standard case covered by the stipulation.
The case in which ITR,2 < 0 corresponds to the scenario where the target has been imaged from the back face.
When that scenario occurs, the set of pixel coordinates ⃗⃗⃗⃗⃗⃗⃗
𝑄𝑇𝑅 is multiplied by a matrix that flips the set of pixel
coordinates across the vertical axis of the imaging plane. These operations allow the algorithm to treat the
pixel coordinate data as if the target’s front face had been imaged for image point labeling purposes.
⃗⃗⃗⃗2 be
Other than this possible extra operation at the end of Step 3 and the stipulation that the target point 𝑃
uniquely distinguishable, no other changes need to be made to the algorithm to allow for “back face” image
capture.
Note 3 – Avoiding target points that lie along a line drawn through those points and the target center
Consider a target that is shaped such that multiple defining points are coincident with a single line emanating
from the target center, as shown in Figure 4.13 below:
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Figure 4.13: A possible target geometry

It should be clear from the figure above that infinitesimal measurement errors may result in calculations
where θ4 > θ5 instead of θ4 = θ5. Such a miscalculation would result in erroneous labeling of points 4 and 5.
Since erroneous labeling would lead to erroneous outputs from the pose estimation algorithm, this type of
target geometry should be avoided. Simply ensuring that θk is some small angle larger than θk+1 (for instance,
3 degrees) obviates the problem. The higher the precision of the measurement tools used to label the physical
target and the resolution of the imaging device, the smaller this imposed difference in angles between θk and
θk-1 needs to be.

4.3 Algorithm Output
With the one-to-one mapping methodology developed in Section 4.2 in place, the combinatoric material
developed in Appendix 1 can now be leveraged to create an input data pipeline to the 4-point pose estimation
algorithm. A flowchart that illustrates this process is provided below.
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Figure 4.14: N-point to 4-point input pipeline

Operations in the top-right (light green) box in Figure 4.14 are discussed in Section 4.2 and Chapter 5.
Operations in the bottom-right (light blue) box in the figure are covered in sections 4.2, Appendix 1, and
Chapters 3 and 5. The light red boxes (“Operate on Collected Output” and “Final Pose Determination”) could
be replaced with any statistical averaging method that the researcher prefers.
It should be pointed out that the labeling methodology presented in this chapter is not the only possible
solution to the consistent labeling problem. Any labeling methodology that creates a one-to-one
correspondence between physical points on the target and (I,J) coordinate pairs belonging to points extracted
from the image will suffice. The method provided here is not claimed to be the fastest, simplest, or most
economical solution to the problem; the claim being made is simply that the 4-step labeling process described
above is a viable solution to the problem of one-to-one correspondence, assuming that all defining target
image points are able to be extracted from the image.
In this chapter, the methods and mathematics necessary to decompose an N-point pose estimation problem
to N choose 4 4-point pose estimation problems have been provided. Topics covered included the motivation
behind the decomposition, the exhaustive enumeration of all N choose k combinations of possible inputs to
the 4-point pose estimation algorithm by means of the combinadic, and labeling methodology that yields oneto-one mapping between physical target points and extracted target image points. Great effort has been taken
to ensure that this solution to the N-point pose estimation problem is as robust, detailed, and clear as possible.
All mathematical and algorithmic tools necessary for complete and immediate implementation have been
provided.
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Chapter 5 Pose Recovery for Quadrotor Stabilization
In this chapter, I provide detailed description and analysis of the experimental apparatus and software used
to test the four-point pose estimation algorithm, as well as the results of that experiment. In the experiment,
an off-the-shelf webcam is positioned to be coincident with the origin of the global coordinate system. That
camera is used to take images of a mock-up of a quadrotor in flight. Four light sources are mounted to the
mock-up that define the control points of the quadrotor as well as the quadrangle used in the pose estimation
algorithm. The four points are extracted from the 2D image using difference imaging. The image acquisition
and processing has been implemented in both Matlab and C++ environments. The output of the pose
estimation algorithm is visualized in both environments. An Android application has also been developed
that visually displays the x, y, and z coordinates as well as the roll, pitch, and yaw of the mock-up.
The initial goal for this research was to use the data gleaned from the pose estimation algorithm to stabilize
a quadcopter in flight using PID controllers. However, before the research on quadrotor stabilization was
finalized, the funding source for my research changed. This necessitated a change of emphasis from
quadcopter stabilization to target handoff. Many of the algorithms developed in the research that focused on
pose estimation are indeed applicable to target handoff, so this change of focus is not necessarily problematic.
Unfortunately, the change of funding source did have the effect of leaving some of the goals of this research
on quadrotor stabilization unrealized. The remaining goals and plans for how to achieve them are provided
at the end of the chapter.
Over the course of this chapter, the focus will be on methods of implementation in hardware and software
for pose estimation of a quadcopter. A main conclusion of this research is that the streamlined implementation
of the closed-form, explicit pose estimation algorithm is both very accurate and extremely computationally
efficient. In addition, many of the practical hurdles to implementation of this algorithm have been formalized
with proposed solutions.
An emphasis in the experimental work is placed on analysis of and improvements to the maximum frame
rate of the system. Computational bottlenecks come primarily in the form of hardware deficiencies. The
following text will show the implementation methods used. This enumeration of methods combined with
analysis of those choices can serve as guideposts for future researchers performing similar work.

5.1 Motivation and Experimental Set-up
In August of 2011, a quadrotor based on the ArduCopter [5] hardware and software suite (built by University
of Tennessee undergraduate students Nicholas Burchfield and Philip Zarb) was flown at an indoor testing
facility. This quadrotor was assessed for its suitability for sensing missions. In the proposed sensing missions,
the quadrotor would be tethered to a power supply to allow for long flight time and heavy lift capacity. A
typical mission would include lifting vertically from a charging station, confining its flight path to a vertical
column centered on the charging station. Within this column, the quadrotor could freely rotate, sending
images wirelessly to an operator near the base.
Since the intended use of the quadrotor is to simply lift, rotate, and sense, it would not need to be particularly
agile, nor would it require a large flight envelope. In order to capture the most useful image data, the craft
would need a very high degree of dependable stabilization. Initial estimates of the stringentness of these
requirements included yaw, pitch, and roll measurements that differed by no more than 3 degrees from the
desired angles and deviation in three dimensional space from the desired position of no more than 10 cm of
Euclidean distance.
Initial tests showed that the ArduCopter’s built-in stabilization routines and hardware were far too unreliable
to facilitate the kinds of missions described above. Even an experienced operator had great difficulty keeping
the quadrotor confined to a sphere with a radius as large as 2 meters. Exploration as to possible solutions to
these problems revealed that many multi-rotor-based research efforts face similar difficulties.
Given that the proposed use of the quadrotor required a solution that could be applied in the field, use of a
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motion capture system was rejected as a possibility. Other methods have been used to determine the pose of
a multi-rotor UAV in the field, such as downward-facing cameras that detect optical flow, or SLAM-based
approaches. However, our prescribed use that included a tether to a base-station gave us a unique opportunity
to mount a camera to the base-station as opposed to on the quadrotor. It was at this point that the decision
was made to implement the 4-point pose estimation algorithm established by Tan and Abidi for quadrotor
pose estimation and subsequent stabilization. Once this decision had been made, a high level flow-chart
(Figure 5.1 below) was generated in an effort to compartmentalize and formalize the project boundaries.

Figure 5.1: Initial high-level flow chart of quadrotor stabilization system.

Once the decision had been made to use a 4-point pose estimation algorithm to compute the pose of a
quadrotor in the field, it became evident that this approach could work equally well in a laboratory
environment. In the literature, work on multi-rotor UAVs has seen a renaissance in recent years, particularly
from University of Pennsylvania’s GraspLAB. UPenn and many other universities performing research on
novel uses for multi-rotor UAVs commonly use motion capture systems as a method of estimating the pose
of the vehicles in flight. These systems tend to be commercial, with price tags in the thousands to tens of
thousands. Not only are such systems prohibitively expensive, but they are also cumbersome to work with,
necessitating precise placement of up to a dozen cameras and often elaborate calibration techniques. Clearly,
such a system is best suited for a laboratory environment. Given the state of the art in quadrotor applications,
there is a need for an alternative to these expensive, cumbersome motion-capture systems. To present such
an alternative is a goal of the work presented in this chapter.
Clearly, the task of incorporating the output of the pose estimation algorithm into a feedback loop for
stabilization purposes is a multi-faceted task. In general, this process can be split into two main phases. The
first phase is to develop a system that is able to quickly, reliably, and accurately take images of a quadrangle
(in this case, a quadrotor), extract the four points defining the quadrangle, and output the results of the pose
estimation algorithm. These outputs include the current x, y, and z coordinates of the quadrotor’s center point,
and the α, β, and γ (roll, pitch, and yaw) angles. By generating these values over multiple, successive
iterations, velocity and acceleration vectors corresponding to the ‘xyzαβγ’ values can be generated. The
second phase is to use the position, velocity and acceleration vectors generated by the pose estimation
algorithm as input to a stabilization feedback loop used by the quadrotor’s on-board navigational algorithms.
The focus for the remainder of this section will be first of the two phases.
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In order to conduct experiments on this topic, two main tasks are in need of completion. First, the core of the
pose estimation algorithm itself must be translated from a series of equations to executable software. Second,
algorithm input must be either synthesized or extracted from an image of a physical target. Both of these
tasks have been completed successfully. Full descriptions of the methodology for completion of these tasks
is provided in Section 5.2, but a high-level description of the experimental setup is illustrated in the Figure
5.2:

Figure 5.2: In order to confirm that the pose estimation algorithm produces appropriate output, the position
and orientation of the mock-up are determined for various poses. To measure the x and y coordinates of the
center of the quadrangle, a grid marked in centimeters is arranged on the floor with the camera placed at
the origin of the grid and oriented such that the top of the camera follows along the y+ axis. In order to
determine the location on the grid that corresponds to the center of the mock-up above it, a weight is
suspended from a string that hangs from the center of the mock-up. Once the weight stabilizes, the position
directly beneath it is taken to be ground truth for the pose estimation algorithm, providing the x and y
coordinates of the quadrangle. The z coordinate is taken by simply measuring the distance from the center
of the mock-up to the floor using a tape measure. Roll and pitch ground truths are generated by adjusting
the lengths of the strings and then holding a digital level (outputting the angle in degrees) against the frame
of the mock-up. Yaw is tested by rotating the measurement guide (along with the camera placed on top of it)
and marking the angle of the rotation with a protractor.
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For the results of these algorithm confirmation procedures, see Section 5.3.
In the experiments and timing analysis provided below, it should be noted that all experiments were
performed using a Dell Precision T5500 desktop computer running Windows 7 Professional. The computer
has dual-core Intel Xeon processors running at a frequency of 2.13GHz and has 12 GB of RAM.

5.2 Methodology
This section details the choices made during the process of implementing the 4-point pose estimation
algorithm into a real-time system and the justification for those choices. When developing such a system, the
general approaches can be divided into two broad categories. The first approach would be to fully design an
optimal system for some set of specifications as a theoretical design, and then to go about building that system
under the assumption that enough care had been taken during the design phase that little or no modification
to the system would be necessary once complete. The second approach to the implementation is use rapid
prototyping to produce a fully operational system as quickly as possible. Once such a system had been built
and tested, both the software and hardware can be analyzed to determine the bottlenecks in performance,
including speed, accuracy, and success rates. Incremental changes to both the hardware and software of the
design can then be implemented and analyzed based on the results of prior analysis of the system. This
process can then be repeated iteratively until it converges on the optimal design given in the first approach.
This research takes the second approach.

5.2.1 Hardware Selection
As a partial motivation in this research is to offer an alternative to multi-thousand-dollar motion capture
systems, an emphasis was placed on using low-cost, readily available hardware. Thus, for image acquisition,
a Microsoft Lifecam HD was chosen. This is a USB connected webcam that is capable of taking video at
30fps with 1280x720 resolution and is available for purchase for approximately $60.
In keeping with the rapid prototyping approach to the design, the decision was made to start with a mock-up
of a quadrotor as opposed to a fully-functional quadrotor in-flight. The mock-up dimensions are chosen to
mirror the quadrotor intended for use in the final design and is constructed out of wood. The mock-up is
suspended from the ceiling in a laboratory setting using strings of adjustable length. This set-up allows us to
quickly adjust the static pose of the mock-up and to easily test the system without the need to maintain and
reliably pilot a fully-functional quadrotor UAV.
Once the image acquisition hardware and quadrangular target (the mock-up) had been selected, the next task
involved determining the best way to extract the four points of the quadrangle from the image. Since the pose
estimation algorithm requires consistent labelling between the 4 control points of the quadrangle and the 4
points extracted from the image, one requirement for the point extraction method is that the method be
capable of correctly labelling the four points extracted. A number of widely used methods exist for this task,
including corner detection, the use of structured light, the use of lights that oscillate at different frequencies,
difference imaging, and others. Due to its relative simplicity, versatility, and low cost, we chose difference
imaging as our means of point extraction.
In order to implement difference imaging, four light sources are mounted to a quadrotor mock-up. The four
points of the quadrangle are then defined as the centroids of the light sources. To generate the difference
image, two images are taken (one with lights on, then one with lights off). Then the absolute value of the perpixel discrepancies between then images are used to produce a difference image. This process highlights the
light sources and tends to minimize any other static objects or light sources present in the two input images.
The choice to use difference imaging necessitates two additional hardware choices - light sources and a
triggering system for the lighting. The first choice of light source was a strand of individually addressable
RGB LEDs manufactured by the company Bliptronics. The state (on/off) of the LEDs and their color
(red/green) are controlled by an Arduino microcontroller. The RGB LED strand worked well for testing
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development software in low light conditions (a darkened room), but lacked the output power to allow for
simple detection in moderate to brightly lit environments. The LEDs also had triggering issues (40ms delay
between each firing) and suffered from low overall triggering speed. Due to these restrictions, an alternative
light source needed to be determined.
The final configuration for the lighting/triggering system is comprised of an Arduino microcontroller, an
electromechanical relay, and four consumer laser pointers with diffusive lenses affixed to their ends. The
laser pointers (three green and one red) were chosen due to their vastly improved luminosity over the previous
lighting choice and their cost (~$7 each). When firing, these laser pointers consume approximately 200mA
of current. Since the maximum allowable current flow through an I/O pin on the Arduino microcontroller is
40mA, a separate power source is required.

5.2.2 Software Selection
The first implementation of the pose estimation algorithm was performed in the Matlab programming
environment. All phases of the experiment, from image acquisition to processing to visualization are done in
Matlab. The justification behind using Matlab as opposed to other programming environments was due to its
ease of use, flexibility, and wide support. These advantages make Matlab a good choice for rapid prototype
development. However, the ability to rapidly develop algorithms comes at the cost of lowered run-time
performance. Once the complete system had been tested (including the point extraction and processing
algorithms) written and the output of the pose estimation algorithm confirmed, timing analysis determined
that use of the Matlab programming environment served as a significant computational bottleneck. Due to
this limitation, the decision was made to migrate the software to a faster language.
The first part of the migration process was to determine which programming language would be the optimal
recipient for migration of the algorithms developed in Matlab. Many programming languages were
considered, including objective C, C#, C++, Python, FORTRAN, Visual Basic, Java, and others. These
languages were compared using the selection criteria of execution speed, availability of resources, simplicity
of hardware interactions, compatibility with GUI (Graphical User Interface) development, and IDE
(Integrated Development Environment)/debugging options. Research showed that scripting languages such
as Python had poor execution speed when compared to the others. Other languages, such as FORTRAN and
Objective C were rejected due to the fact that they have fallen out of favor in popular use because of their
age and/or lack of suitability for GUI development. The advantages that Java offers of cross-platform
compatibility and easy web interface were not necessary in this research, so they couldn’t justify the use of
this generally-slower interpreted language. C# also shares the disadvantage of being an interpreted language.
C++ is the current gold standard when timing is a top priority in an application. There are other options for
applications when speed is absolutely crucial, such as assembly language or VHDL, but overhead time
requirement of working with a specialized computing platforms and the overhead of becoming adept at these
niche programming techniques did not seem warranted for the application. Thus, with its compiled nature
and corresponding speed of execution, wide acceptance in support in the community, and wide availability
of specialized libraries and IDEs, C++ was chosen as the optimal development language.

5.2.3 Algorithm Development
The main thrust of the work presented in this chapter is the implementation of the pose estimation algorithm.
While Tan adeptly presents the theoretical mathematics, there are a number of practical problems encountered
during attempts at implementation that received to treatment in the thesis. After briefly describing the
methodology behind the implementation of the core algorithm, this section presents those problems and their
respective solutions.
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5.2.3.1 The Core Pose Estimation Algorithm
In this research, many phases of the work were done in parallel. While researching and determining hardware
options, the first priority was to implement and test the core 4-point pose estimation algorithm developed by
Tan. Part of the implementation process involved culling just the necessary equations out of the copious
equations presented in the thesis. This time consuming process served as the basis for the reformulation
presented in Chapter 3. The code corresponding to these equations has been used to verify the algorithm
using synthetic data provided in the thesis. In Tan’s thesis, synthetic data inputs and outputs are provided that
can be used to confirm the implementation of the core algorithm without the need of any hardware
whatsoever. The output based upon the synthetic data presented in the thesis is, within rounding error,
identical to the output generated in my implementation. Note that only the core 4-point pose estimation
algorithm (referred to in the text as the “Interior Orientation Parameters”) has been implemented in software.
Our result ends with a determination of the pose of the target with respect to the camera. In our application,
the camera is coincident with the origin of the global coordinate system, so this pose is identical to the results
obtained from the proceeding sections in the thesis – the “World to Camera Transformation” and the
“Complete Pose Determination”, and thus redundant.
5.2.3.2 Image Rectification
In order for the algorithm to output the most accurate possible values, the input values must be similarly
accurate. If the (I,J) pixel coordinates are to be perfectly accurate, then the image will require rectification.
No camera is completely free from distortion, so a rectification process may be required depending on the
severity of the distortion in the lens, the required accuracy of the system, and the measurement limits in
related operations. In this research, methodology developed at CalTech is used to determine the distortion
model. By using the “Camera Calibration Toolbox for Matlab”, a distortion model for the Microsoft Lifecam
HD has been determined. The results of that calibration can be found in Chapter 2 – Literature Review.
With this model determined, distortion in the (I,J) coordinates of the four points of the quadrangle can be
rectified before being sent as input to the 4-point pose estimation algorithm. Rectification is performed by
creating a LUT that relates an actual (I,J) coordinate from the real-world camera to the corresponding (I,J)
coordinate of the ideal camera model.
5.2.3.3 Pixel Extraction
A precursor to the primary input for the pose estimation algorithm are the four (I,J) coordinates corresponding
to the four points of the quadrangle in the image. In order to extract these coordinates, a circle extraction
algorithm has been developed. Input to the circle extraction algorithm comes in the form of a binary image,
so the first step is to threshold a greyscale version of the difference image. The threshold value is set
heuristically such that all pixels corresponding to the light sources are evaluated at 1 while minimizing the
number of other pixels in the image that are also evaluated as 1. The pixels that do not pass the threshold
value are evaluated as 0.
This binary image is then convolved with a kernel comprised of a circle of radius R and number of points N.
The circle origin and the points along the circle are represented by 1s and the rest of the points of the circle
are undefined. The result of the convolution is another binary image where each pixel is either a 1 if the pixel
(I,J) matches all the 1s in the convolution kernel and 0 otherwise. The radius R is set such that the circle in
the kernel is smaller than the radius of the light sources in the difference image. Clearly, in a real-world
deployment of this algorithm, the radius of the circles produced by the light sources in the difference image
will vary according to the altitude of the quadrotor. However, during the rapid prototyping software
development phase, the altitude of the mock-up quadrotor is limited to 1-3 meters, so the radius stays
relatively constant. In future implementations of this algorithm should dynamically change either the radius
of the convolution kernel or the focal length of the camera. The number of points in the convolution kernel
N is adjustable. Increasing the number of points in the kernel results in an increase in the accuracy of the
system, but also results in increased execution time.
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The purpose of the first convolution is to reduce the number of candidate pixels for quadrangle points (i.e.
the centroids of the circles in the difference image created by the light sources) from a set of all pixels to a
set of just those pixels that are surrounded by a circle of brightly lit pixels in the binary difference image.
This set should include the four pixels defining the four points of the quadrangle, but it will also include
many other pixels. For example, any pixel in a wide swath of brightly lit pixels in the difference image, such
as those created by another object passing through the frame, will also belong to the set. Additionally, many
pixels surrounding the origin of the precise centroid will also be included in the set. The next step removes
the pixels in the set that are not near the origin of one of the circles.
Next, a second convolution is performed. A similar kernel comprised of a circle is convolved with the result
of the first convolution. However, in this kernel, a circle or radius Router made up of Nouter points is comprised
of false (black) pixels, and all other kernel elements are undefined. The radius R is set such that the circle in
the kernel is slightly larger than the radius of the light sources in the difference image. The resulting binary
image is almost entirely black. The only pixels remaining illuminated will be those that passed the tests
proctored by the two convolution kernels. These pixels will then necessarily be surrounded by a tight circle
of illuminated points in the original image and also surrounded by a slightly larger circle of dark points in
the original image. Figure 5.3 below shows a zoomed-in view of the original difference image with candidate
points drawn in red and the two convolution kernels in green.

Figure 5.3: Here the red pixels (a block of four) form a small blotch of potential candidates for the centroid
of one of the light sources mounted to the mock up. The inner green circle shows the first convolution kernel
(where all pixels along the circle must be white). The outer circle shows the second convolution kernel (for
which all the pixels along the circle must be dark). Below and to the left of these circles is some noise
generated by reflection of the light source. Within the noise, there are no pixels that satisfy both the first and
second convolution kernels.

The final step of the process is to extract the 4 best candidate points from the resulting binary image. The
final image is expected to contain 4 small blobs of pixels corresponding to the 4 light sources. The image
may also have other single pixels or splotches of pixels of noise that happened to be of similar shape to the
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light sources. The image is scanned for any remaining ‘true’ (white) pixels. Once a true pixel is found, the
local area surrounding that pixel is analyzed. A centroid for the surrounding area is determined, and the total
number of illuminated pixels within the area is determined as well. After the area has been analyzed, it is
erased and the scan continues. Once the entire image has been scanned, the pixel locations are sorted
according to the total number of illuminated pixels corresponding to the calculated centroids. Figure 5.4
below shows a case in which 7 points satisfy all of the conditions listed above.

Figure 5.4: In this image, three of the fingertips in motion create spots of noise of similar shape to the light
sources. Since the light sources create areas in the difference image of much higher magnitude, the 7
extracted points can be sorted and the 4 control points of the quadrotor can be correctly identified.

Finally, the 4 pixels corresponding to the largest total number of illuminated pixels are returned as the 4
control points of the image. This process both refines the estimate of the centroid of each light source as well
as eliminates any potential noise.
5.2.3.4 Pixel Classification (Orientation)
As discussed in Chapter 3, order matters for the input to the pose estimation algorithm. Since the algorithm
relies upon a priori knowledge of the geometry of the quadrangle, some method must be devised to determine
which four pixels extracted from the image correspond to which 4 points on the quadrangle. Under the
restriction that the target is being imaged from the bottom face only, this can be accomplished using only one
distinguishable point. Without that restriction, this can be accomplished using just 2 distinguishable points.
In this application, the constraint of imaging the quadrangle from a single face is non-problematic, so this is
the approach used.
The first step in classification is to determine which of the four pixel coordinates extracted corresponds to
the discernable light source mounted on the mock-up. In this experiment, the point is discernable because it
is a different color than the other three lights. We call the discernable point the ‘Front’ of the mockup. To
classify this point, we look at the area within the outer convolution kernel near the extracted pixels and
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compute an average hue over this area. Then, the point that has the furthest average distance on the hue scale
from the other three points is classified as the discernable point.
The second step in the classification is to split the 4 points into two pairs (one pair being the Front/Back pair,
and the other being the Right/Left pair). The motivation behind the pairing is to simplify the classification,
as the Back point can be immediately identified once paired with the Front point. Figure 5.5 illustrates the
problem.

Figure 5.5: Once the discernable point has been determined (labelled as ‘Front’ above), there are three
possible pairing options. Two of those three options result in a set of roughly parallel lines. The third pairing
option results in a pair of roughly perpendicular lines.

By sorting the four points into two pairs, one pair being Front/Back, the other pair being Left/Right, the Back
point can be classified immediately, as the other member of the pair, the Front point, has already been
classified. From the figure, it should be clear that the correct pairing is the one for which the distance between
the midpoints of the two lines created by the pairs is minimized:
2

2

min(𝑑𝑖𝑠𝑡𝑁 ) = √(𝑚𝑖𝑑𝑝𝑛𝑡𝑁,1,𝐼 − 𝑚𝑖𝑑𝑝𝑛𝑡𝑁,2,𝐼 ) + (𝑚𝑖𝑑𝑝𝑛𝑡𝑁,1,𝐽 − 𝑚𝑖𝑑𝑝𝑛𝑡𝑁,2,𝐽 )

for N=(1,2,3)

(5.1)

The final remaining task in classification is to determine which point from the Right/Left pair is the Right
point and which is the Left. If the mock-up were always imaged from the same position (for instance, if the
Front and Back points both intersected a vertical line), then the final classification would be trivial. Thus, in
order to perform the final classification, we translate the points such that hey adhere to a standardized
orientation.
First, all points are translated such that the average of the midpoints of the two lines is coincident with the
origin of the imaging plane.
point N = (point N,I − ((midpnt I1 − midpnt I2 )⁄2), point N,J − ((midpnt J1 − midpnt J2 )⁄2))
for N=(1,2,3,4)
(5.2)
Next, the angle offset formed by the front point to the J axis is determined, and all points are rotated by that
angle according to the following equations:
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𝜃 = tan−1 (𝐹𝑟𝑜𝑛𝑡𝑃𝑜𝑖𝑛𝑡(𝐽)⁄𝐹𝑟𝑜𝑛𝑡𝑃𝑜𝑖𝑛𝑡(𝐼))
360 − 𝜃,
𝜃,
𝛺={
180 − 𝜃,
𝜃 + 180,
𝐼′
cos(𝛺)
[ 𝑁′ ] = [
𝐽𝑁
sin(𝛺)

𝐹𝑟𝑜𝑛𝑡𝑃𝑜𝑖𝑛𝑡
𝐹𝑟𝑜𝑛𝑡𝑃𝑜𝑖𝑛𝑡
𝐹𝑟𝑜𝑛𝑡𝑃𝑜𝑖𝑛𝑡
𝐹𝑟𝑜𝑛𝑡𝑃𝑜𝑖𝑛𝑡
− sin(𝛺) 𝐼𝑁
]∙[ ]
𝐽𝑁
cos(𝛺)

∈ 𝑄1
∈ 𝑄2
∈ 𝑄3
∈ 𝑄4
for N=(1,2,3,4)

(5.3)

(5.4)

(5.5)

Figure 5.6: By translating the points such that the center of the quadrangle is coincident with the origin of
the imaging plane, and then rotating them such that the Front point is coincident with the J axis, the Right/Left
pair can be easily classified.

As shown in Figure 5.6, classification of the Right/Left pairing can now be easily performed:
if (J’R/L_Pair(1) < J’R/L_Pair(2))
R / L_Pair(1) = Right, R / L_Pair (2) = Left
else
R / L_Pair(1) = Right, R / L_Pair (2) = Left

(5.6)

At this point in the algorithm, all four points have been successfully extracted from a rectified image and
correctly classified. One final task remains before these pixels can be fed into the pose estimation algorithm.
5.2.3.5 (I,J) to (X,Y) Mapping
Once the transition had been made from using synthetic date to live data, a problem was encountered. As the
algorithm requires input in the form of the (X,Y) coordinates of the incident rays upon the sensor plane, some
process had to be developed to translate the (I,J) coordinates of the pixel data to the corresponding (X,Y)
coordinates on the sensor plane. In order to accurately perform such a translation, sensor dimensions are
required from the manufacturer. Unfortunately, these dimensions could not be obtained from Microsoft, so a
method had to be established to determine the sensor dimensions heuristically. In this method, actual x, y,
and z coordinate measurements are taken empirically and given as input to the pose estimation algorithm.
The algorithm is then allowed to run tens of thousands of times while varying the constants defining the
width and height of the image sensor. Euclidean error distances between the empirical XYZ data and the
algorithm output XYZ data are then plotted against sensor height and width dimensions.
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Figure 5.7: This graph shows the Euclidean distance error between ground truth for the XYZ coordinates of
the quadrangle and the output of the pose estimation algorithm. The XY plane represent different values for
the width and height of the CCD array inside the Microsoft LifeCam HD. The mean squared error in
millimeters associated with each point on the XY plane is plotted on the Z axis.

In Figure 5.7 above, the algorithm has been permitted to solve for the focal length of the camera. The linear
trough that touches the XY axis shows that the focal length of the camera and the total area of the CCD array
are linearly related.
In the Figure 5.8, the same process described above has been repeated but with the focal length being hardcoded to the value of 7mm.
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Figure 5.8: This graph shows the Euclidean distance error between ground truth for the XYZ coordinates of
the quadrangle and the output of the pose estimation algorithm. The XY plane represent different values for
the width and height of the CCD array inside the Microsoft LifeCam HD. The mean squared error associated
with each point on the XY plane is plotted on the Z axis.

It appears from these figures that a number of sensor dimensions will result in correct algorithm output,
provided that the proportion of width to height falls on the ellipse seen in Figure 5.8. Operating under the
assumption that the dimensions of the CCD array would match some manufacturing standard, I looked at the
intersection of the ellipse shaped trough in Figure 5.8 and the linear trough in Figure 5.7. The dimensions
that were both on the ellipse and near standard manufacturing practices were chosen - namely 8 by 6.1818
millimeters.
Once the sensor dimensions have been determined, the (X,Y) to (I,J) mapping becomes a linear
transformation:
[

⃗⃗⃗𝐼 − 𝑅𝐼′ )𝑆𝑌 )𝑅𝐼′−1
⃗⃗⃗⃗
(0.5(𝑃
𝑄𝑌
]=[
]
⃗⃗⃗⃗
⃗⃗⃗𝐽 − 𝑅𝐽′ )𝑆𝑋 )𝑅𝐽′−1
(0.5(𝑃
𝑄𝑥
(5.7)

where 𝑅𝐼′ = 0.5(𝑅𝐼 + 1) and

𝑅𝐽′ = 0.5(𝑅𝐽 + 1)

In the equation above, the variables QX and QY are the vectors that hold the mapped X and Y coordinates of
each of the 4 extracted points on the sensor plane. The variables PI and PJ are the vectors that hold the pixel
coordinates for each of the 4 extracted points in the rectified image. SX is the width of the CCD array (8mm)
and SY is its height (6.1818mm). The constants RI and RJ are resolution of the image – 1280 columns by 720
rows. Note that the pairings (Y,I and X,J) are reversed from the naming conventions of the coordinate spaces.
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This is due to the fact that both the Y and I axes describe the vertical position of an object on the
corresponding coordinate plane and both the X and J axes describe the horizontal position.
With the (I,J) to (X,Y) mapping complete, all inputs to the pose estimation algorithm have been determined.
The algorithm is then executed as described briefly earlier in this chapter an in detail in Chapter 3. The output
of the pose estimation algorithm can then be visualized.
5.2.4 Visualization
Figure 5.9 shows a screenshot of the Matlab implementation of the algorithm. In that environment, the
visualization focused on a 3D representation of the output of the pose estimation algorithm. The four points
of light that define the quadrangle are plotted and connected in a 3D model-space. A projection of the points
and the mockup is also rendered on the XY plane. The two input images and the resulting difference image
are plotted live. The difference image is plotted in false color to emphasize areas of extreme difference in the
difference image. Other specifics of the pose estimation algorithm and data concerning the system as a whole
are written to the command console.

Figure 5.9: Shown here is the configuration and output given by the GUI created for the Matlab
implementation.

In the C++ environment, buttons have been added to the GUI that allow the user to Start/Stop the program
as well as to Enable/Disable communications with the Android device. An ‘Active Tracking’ indicator light
has been added to the GUI. This light is illuminated during each iteration for which identification of the four
points of the quadrangle has been successful. Output of the pose estimation has been changed from graphical
to textual. Time per iteration and current system frame rate information is displayed as well. Live streams of
the input images and the resulting difference image are provided. A 3D representation of the mock-up proved
to be much more difficult to create in the C++ environment. Since the stabilization feedback loop requires
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simply the raw pose output and not a 3D model, creation of a 3D model in the C++ environment was
determined to be a low priority task and has yet to be completed. The C++ GUI is provided in Figure 5.10.

Figure 5.10: Shown here is the configuration and output given by the GUI created for the C++
implementation.

In both the Matlab and C++ implementations, the output of the pose estimation algorithm is optionally,
wirelessly transmitted to an Android device. The first implementation of this communication came in the
form of FTP protocols. This transmission method proved to be very time consuming, so changes were made
to allow for TCP/IP based transmission. As the goal of the initial research centered on the stabilization of a
quadrotor in flight, color-coded slider bars are used to indicate the success of the current stabilization. Roll,
pitch, and deviation from the origin on the XY plane are desired to be as close to zero as possible, so the
corresponding sliders are painted green in the region near zero, shifting to red as the mock-up deviates further
from the desired value. Altitude and Yaw, on the other hand, have no particular desired value, so their
corresponding slider bars are rendered differently. The program saves all data for each iteration and allows
the user to browse or download data from previous runs. Tracking can also be initiated and/or stopped using
the controls on the Android device. The 3D view button downloads and displays a screenshot of the most
recent 3D view created by Matlab. An image of the interface for the Android application is given in Figure
5.11.
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Figure 5.11: Shown here is the configuration and output given by the GUI created for wirelessly connected
Android device.

5.3 Experimental Results and Evaluation
The focus on this section is on timing analysis of the hardware and algorithms implemented in different
software environments. Generally, the accuracy of the pose estimation will not receive thorough analysis
here. The reason that this analysis has been omitted in this document is that it has already been performed by
Chandra Tan [4]. While the pose estimation algorithm has been reformulated for compactness and ease of
implementation, no functional changes have been made to the algorithm itself. Thus, the purpose of
performing formal analysis of the accuracy of the algorithm would be to simply confirm Tan’s accuracy
analysis.
Although no formal analysis of the accuracy was performed, basic analysis was necessary to confirm that the
algorithm gave the expected results. For a description of the testing procedure, see Figure 5.1. According to
the methodology discussed in the figure caption, ground truth for all six pose parameters were generated for
a variety of positions. In each case, the output of the pose estimation algorithm was within measurement error
(+/- ~ 2cm for positions and +/-3 degrees for angles). Sources for measurement error included lack of
certainty as to the location of the imaging plane within the camera housing, imperfect co-planarity of the four
LEDs, and lack of precision in the pixel extraction method. These tests were performed to ensure that the
algorithm output was reasonable, not to assess the accuracy of the algorithm.

52

5.3.1 Timing Analysis – Matlab Environment
The table below shows average execution times for the main functional blocks of each iteration in the Matlab
programming environment. The term ‘function block’ denotes a set of instructions that are logically
connected to each other as a unit.

Table 5.1: This table shows execution times for each of the primary functional blocks of the pose estimation
experiment in the Matlab programming environment. Six random iterations were chosen, and the execution
time for each functional block for each iteration is shown beneath the ‘Time of Completion’ column. Average
times and the standard deviations for those times are shown in the two rightmost columns, respectively. At
this stage in development, the average time required per iteration exceeded 10 seconds.
Functional Block
Trigger
Time
Frame
Extraction
Color Space
Moves
Distortion
Removal
Difference
Image
Circle
Finder
Orienting
Pose
Estimation

Time of Completion

Average

Standard
Dev.

1.147

1.124

1.113

1.26

1.125

1.124

1.126

0.0110

0.653

0.646

0.559

0.645

0.646

0.654

0.634

0.0370

0.997

0.982

0.976

0.995

0.976

0.975

0.983

0.0099

5.793

5.733

5.809

5.854

5.856

5.850

5.819

0.0418

0.041

0.011

0.009

0.009

0.010

0.009

0.015

0.0128

0.132

0.101

0.088

0.088

0.093

0.090

0.099

0.0171

0.038

0.002

0.001

0.001

0.001

0.001

0.007

0.0151

2.19E-04 2.11E-04 1.98E-04 2.59E-04 2.93E-04 1.95E-04 2.29E-04

3.88E-05

Plotting

0.848

0.274

0.277

0.255

0.260

0.261

0.362

.02383

Communications

1.950

1.466

1.217

1.301

1.283

1.280

1.416

0.2745

Total Time

11.599

10.358

10.050

10.274

10.251

10.244

10.463

0.5659

From top to bottom, Trigger Time refers to the minimum amount of time required to capture two successive
images, one with the 4 lights illuminated and one with the lights off. Frame Extraction denotes the amount
of time required to move those frames from the USB bus to working memory. Part of the process of extracting
the 4 pixel coordinates from the resulting difference image involves translation of the image from the RGB
color space to HSV. Additionally, for plotting purposes, the resultant V channel of the difference image is
mapped from greyscale to false color to emphasize the pixels most changed from frame to frame.
Collectively, these transformations are encapsulated in Color Space Moves.
Distortion Removal, by far the most time consuming functional block, is the process of image rectification
which uses the results of the camera calibration software described in Chapter 2. By taking the absolute value
of the difference in pixel values from the two images captured, a Diff Image is created. Isolation of the 4
pixels corresponding to the 4 points of the quadrangle encapsulates the functional block called Circle Finder.
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In Orienting, the 4 extracted pixels are classified as being either the front, back, left, or right side of the
quadcopter mock-up. By far the least time consuming portion of each iteration is the Pose Estimation
algorithm itself. In fact, in the Matlab programming environment, once fed appropriate input the algorithm
can run at a frame rate of:
𝐹𝑃𝑆𝑀𝑎𝑡𝑙𝑎𝑏 = (1 𝑓𝑟𝑎𝑚𝑒 ⁄𝑎𝑣𝑔. 𝑒𝑥𝑒𝑐. 𝑡𝑖𝑚𝑒 ) = (1⁄0.00029 𝑠𝑒𝑐 ) = 4,360 𝑓𝑝𝑠

(5.8)

This shows the power of the closed form solution for the algorithm, as a frame rate this fast would not be a
computational bottleneck for most systems.
Plotting refers to the generation and rendering of the 3D models shown in figures above. Lastly,
Communications, the second most time consuming functional block, refers to the transmission of both the
output of the pose estimation algorithm as well as an image of the 3D reconstruction to an Android device.

Figure 5.12: Here, the results presented in the Table 5.1 are displayed graphically to quickly, visually convey
the most time-consuming parts of the process. The first functional block, Trigger Time, appears in blue from
the 12 to ~3 o-clock positions in the pie chart. Proceeding functional blocks are arranged clockwise around
the pie chart in the order in which they are executed.

Before moving out of the Matlab programming environment, steps were taken to drastically reduce the two
most time consuming functional blocks in Figure 5.12 above. First, I addressed the Distortion Removal block.
Considering that the purpose of the image rectification was to simply ensure that the 4 pixel locations fed
into the pose estimation algorithm were correct, it was determined that full rectification of the entire image
was an unnecessary procedure. Rather, only the 4 pixels used as input to the algorithm needed to be rectified.
This simple idea resulted in a 99.99992% decrease in the execution time of the functional block, as the
number of pixels in need of rectification was reduced from 5,529,600 to 4.
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The reason that the second most time consuming functional block had such a high execution time is that the
communication was being performed via FTP protocol. Switching from FTP protocol to TCP/IP protocol
took the average execution time of this functional block from 1.416 seconds to 0.01 seconds (a 99.3%
reduction in execution time). Note that after this change, just the output of the algorithm was being
transmitted to the Android. The assumption being that this was all that was required, as the 3D model could
be recreated on the Android device using the output of the algorithm.
Despite these accomplishments in reduction of average execution time per iteration from 10.46 seconds to
3.23 seconds, the corresponding frame rate of 0.33 frames per second remained much slower than desired.
Thus, at this point, the decision was made to migrate the existing software from the Matlab environment to
the Microsoft Visual Studio C++ programming environment. As a parallel effort, work was also done to
upgrade the hardware in an attempt to decrease the non-algorithmic parts of the system.

5.3.2 Timing Analysis – C++ Environment
With just two exceptions, all of the functional blocks mentioned in the previous section have been migrated
to C++ software. The first exception is that of image rectification. The reason that image rectification was
omitted from the migration process is that it was determined that the rectification process was an unnecessary
step in the algorithm given the precision of other parts of the algorithm. As shown in Chapter 2 – Literature
review, differences larger than 1 or 2 pixels from the actual camera model and the ideal camera model were
only found near the edges of the image. However, the functional block responsible for pixel extraction, Circle
Finder, does not search for those pixels near the border of the image, as it requires enough room for the outer
convolution kernel to fall completely within the borders of the image. Additionally, the precision of the circle
finding algorithm does not exceed 2-3 pixels, so the gain of precision achieved through the rectification
process falls within the measurement error of one of the other functional blocks. It is for these reasons that
rectification was omitted in the migration.
The other part of the process performed in Matlab but omitted in the migration is the generation of the 3D
model of the mock-up. Since the end-goal of the research was quadrotor stabilization and not visualization,
the visualization was not a necessary part of the work, and was primarily used in the early phase of the
research simply for quick validation of the algorithms.
At the conclusion of the software migration process, timing analysis was performed in the C++ environment.
This was performed by use of a timer. At the beginning of each iteration, an internal timer with an accuracy
of one millisecond is triggered. Once each functional block completes its execution, the timer is polled and
the current elapsed time written to a text file. This process is repeated at the conclusion of execution of each
functional block and over 89 iterations. Average execution times for each functional block can then be
calculated by looking at values over many iterations. The results of that analysis are provided in Figure 5.13.
It should be noted that the process of writing these values to the text file takes an insignificant amount of
time in comparison to the complete execution time for a single iteration of the program.
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(a)

(b)

Figure 5.13: Experimental timing data for the pose estimation algorithms in the C++ environment. Note that
three of the five most time consuming blocks are hard-coded delays required for hardware control of the
lights used in difference imaging.

Note that the figure above is not an exact one-to-one comparison with the data shown in Section 5.3.1.
Specifically, the Triggering block has been broken apart in order to give finer detail in the timing analysis.
Additionally, the time consuming Color Space Moves performed in Matlab are able to be performed in less
than a millisecond using OpenCV libraries in C++, so that functional block has been omitted. Descriptions
of each block follow, moving from left to right (chronologically).
The first task, Image Capture, grabs a frame from the image buffer in which the lights on the quadrotor mockup are in the ‘off’ state and takes slightly more than a millisecond on average. Note that the frame rate of the
camera is 30 fps and that image capture is performed through the use of OpenCV libraries. The second block,
a hard-coded delay of approximately 25 milliseconds, is required to ensure that the lights are in the ‘off’ state

56

in the image just captured. Next, a command is issued via serial to the Arduino microcontroller to close the
relay that interrupts the power supply to the lights. The next hard-coded delay is required to ensure that the
subsequent frame has all four lights illuminated in the image. In the fifth block, the second image is captured.
Immediately afterwards, the lasers are turned back off – as they will remain until the next iteration of the
algorithm.
The 7th step, Circle Extraction, is the third most time consuming functional block. However, the average
execution time of 48 milliseconds is less than half the time required for the corresponding processes in the
Matlab environment. Next, a feasibility check is performed that ensures that 4 pixels have been extracted and
that their geometry is reasonable. If these tests pass, then a tracking indicator light on the GUI is turned green
(red if not). Next, the core of the program, Pose Estimation, is performed. As in the Matlab implementation,
this remains by far the least time consuming functional block. In the C++ programming environment, the
algorithm can run at a frame rate of:
𝐹𝑃𝑆𝐶++ = (1 𝑓𝑟𝑎𝑚𝑒⁄𝑎𝑣𝑔. 𝑒𝑥𝑒𝑐. 𝑡𝑖𝑚𝑒) = (1⁄0.00000325 𝑠𝑒𝑐 ) = 307,692 𝑓𝑝𝑠

(5.9)

Thus, once provided the required input, the pose of the quadrangle can be determined almost 100 times faster
in C++ than in Matlab.
The results of the pose estimation algorithm are then sent to an Android device via TCP/IP protocols, taking
only a fraction of a millisecond (Android Comms). Following the wireless communication, a final hard-coded
delay is executed. In this case, the delay is variable, up to 125 milliseconds. If other parts of the algorithm
were more time consuming than usual (for example, if there are many bright pixels in the difference image,
which slows down the Circle Extraction procedure) then the delay is dynamically shortened. The final part
of any iteration is the rendering of the GUI objects (the captured frames, the resulting difference image,
labelling of the points as front, back, right or left on each image, and updating the text fields showing the
current output of the pose estimation as well as current system frame rate).
In looking at the graph above, it is clear that the main contributing factor to execution time is the necessity
for hard coded delays. In order to determine the nature of the delays, each hardware component of the system
is analyzed. The first piece of hardware for consideration is the Arduino microcontroller that controls the
relay that toggles the states of the lasers. In order for the microcontroller to change the state of the lights
twice (off to on to off in any given iteration), the Arduino must receive a serial command and write a value
to an analog pin. Thus, the required time for the Arduino per iteration is given by:
𝑡𝐴𝑟𝑑𝑢𝑖𝑛𝑜 = (𝑛𝑢𝑚𝐵𝑦𝑡𝑒𝑠 ⁄𝐵𝐴𝑈𝐷 ) + 2 ∙ 𝑡𝑎𝑛𝑎𝑙𝑜𝑔𝑊𝑟𝑖𝑡𝑒 = (2⁄115,200) + 2 ∙ 10𝜇𝑠 = 37.4𝜇𝑠

(5.10)

The values given in the equation above have been provided by the manufacturer. Thus, requiring slightly
more than a third of a millisecond per iteration, the Arduino is not the primary source of the delay. The next
piece of hardware to consider is the Magnecraft 70S2-01-A-05-N relay that is used to toggle the state of the
lasers. According to manufacturer’s specifications, the maximum turn-off time for the relay is 0.5
milliseconds, and the maximum turn-on time is 0.075 milliseconds. Combined, the Arduino and the relay
only require a total of 1.0024 milliseconds per iteration.
The only remaining potential cause of substantial delay in the system are the lasers themselves. As the lasers
are inexpensive, consumer laser pointers, attempts to locate technical documentation for the devices have
been unsuccessful. The conclusion of the timing analysis is that these lasers are unable to be triggered on and
off quickly and reliably enough for this application. In short, it is the deficiency of the laser lighting that is
the current timing bottleneck of the system. If the lasers were to be replaced with technology that can be more
quickly triggered, then the execution time per iteration could be decreased as shown in Figure 5.14 below:
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Figure 5.14: On the far left, the frame rate for the Matlab environment is shown. This is about half twice as
fast as similar data from the previous section as changes were made to the triggering hardware, speeding up
the system speed. The blue block shows the frame rate in the C++ environment using the same hardware.
Next, in teal, the theoretical frame rate with an adequate triggering system is presented. The final block
shows the frame rate in C++ if plotting is simply omitted from the block to its left.

5.3.3 – Summary and Future Work
There were many contributions in this research. The primary goal of the work – to implement a reformulated
version of the 4-point pose estimation algorithm – has been a success. The core of the algorithm has been
implemented on multiple platforms and has been shown to be executable at a rate of hundreds of thousands
of times per second. Additionally, many of the efforts to increase the frame rate of the system to make it
suitable for real-time, high-update-rate applications have been moderately successful. Another contribution
from this work has been to develop a consistent labelling algorithm that is capable of classifying all four
extracted points using just one distinguishable point.
Despite these achievements, the system developed for quadrotor stabilization is a work in progress. Had the
focus of my research not been diverted due to funding issues, I’m confident that I would have been able to
bring this work to fruition. However, in its current state, three main hurdles would need to be overcome in
order to deliver a viable, complete system:
Range – In the current implementation, the system has a restricted range. The range is partially restricted due
to the narrow field of view of the selected camera. While this restriction was acceptable in the initial vision
of the project, it would likely be too restrictive for other research projects. The recommendation here would
be to either replace the Microsoft LifeCam HD with a similarly inexpensive omnidirectional camera or to
adapt the existing camera to be fitted with a wide angle lens. Another limiting factor for the range of the
system stems from the circle extraction routine. In order for that routine to successfully extract the input pixel
locations, the lighted areas around them must have a small, finite width. As the quadrotor recedes from the
camera, the lighted areas occupy fewer and fewer pixels. Currently, the system begins failing to extract all 4
pixel locations once the light sources are more than ~10ft from the sensor. This limitation could be addressed
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either in hardware (by fitting the light sources with adaptive aperture), in software (by redesigning the pixel
extraction algorithm), in image acquisition (by gaining dynamic control of the focal length of the camera),
or some combination thereof.
Frame Rate – At the current maximum frame rate of 3.2 frames per second, the system is likely unacceptably
slow for its intended use. Hardware restrictions are the main limiting factor in the frame rate, followed by the
circle extraction process, then by plotting. Many of these issues, including the range restriction above, can
be addressed simultaneously by modifying the current point extraction technique. The recommendation
would be to move away from difference imaging as a point extraction technique and to replace this method
by one commonly used in motion capture systems. Namely, to replace the color vision camera with an IR
camera and to replace the illuminated control points with highly IR-reflective painted spheres. Such a change
would halve the number of images required per iteration and would obviate the need for any lighting
control/triggering system.
Incorporation with Quadrotor – The final step required to take this research from proof of concept to
application is one furthest removed from the discussions in this chapter. In order for the pose estimation
algorithm to be used for quadrotor stabilization, it must interface with a fully functional quadrotor. Steps
have already been taken to begin this process in the form of the Android application. The goal is to first use
an Android device to serve as the handheld controller for a quadrotor. The second step is to transmit the
output of the algorithm to the controller. The final step is to use that information to automate the sequence of
operator commands that would be needed to stabilize the quadrotor.
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Chapter 6 Target Handoff: Continuous Domain
In this chapter, the target handoff problem is presented. Theoretical formulation of the problem and a
proposed solution are offered for the continuous domain. The following chapter details and analyzes
experimental data derived from the discrete domain solution of the target handoff problem.
Before continuing the discussion, a note on the collaborative nature of this work is warranted. The research
presented in Chapters 6 and 7 of this thesis is the result of collaboration with Old Dominion University.
Under the supervision of our faculty advisors, Julie Hoven (working with Chen at ODU) and I (working with
Abidi at UTK) worked as the primary researchers on the target handoff problem. The research had been
roughly divided into two parts: ODU was to generate the theory underlying the problem and UTK would be
responsible for the development of a simulation environment in which the theoretical material would be
implemented and tested.
While the division between theory and implementation was somewhat rigid early on, extensive collaboration
took place during the testing and reporting phases of the research. The results of this research have been
presented to the funding source in a 73-page technical document entitled “Multi Sensor,
Single Target Handoff in Three Dimensions”. Generally speaking, Julie Hoven is the primary author of the
first four chapters of that document (which serve as the basis for Chapter 6 in this thesis) and I am the primary
author of the 5th chapter of that document (which serves as the basis for Chapter 7 of this thesis). The main
exception to the previous statement is that, on the theory side, I was the originator of the theory behind the
‘Closed Form Solutions’ described below. That being said, the extensive collaboration in the editing process
resulted in overlap in influence and responsibility for all chapters of the technical document. Also generally
speaking, Mrs. Hoven is the author of the majority of the equations presented in that document and I am the
author of the majority of the figures in that document.
While the material presented in this chapter is the result of collaborative effort, the vast majority of the credit
for the theoretical formulation belongs to Mrs. Hoven. I present it here as a necessary starting point for the
discussion on implementation of target handoff in the discrete domain. I do so by using figures for which I
am the primary author and in my own words. Thus, the words and figures on the pages of this chapter are
primarily my own, whereas the equations and algorithm behind them are primarily Mrs. Hoven’s.
In Chapter 7, I present the experimental work I performed at University of Tennessee. While that work would
not have been possible without the efforts of Mrs. Hoven, the discrete domain implementation of the
theoretical, continuous material is primarily my creation, so no similar note on collaboration will be offered
at the beginning of the next chapter.

6.1 Motivation and Background
The ability to continuously track objects in flight or in orbit around the earth is a topic of obvious interest for
general scientific inquiry, commercial interests, and national security. Some such objects may be tracked
using ground-based technologies such as RADAR or LASER systems. Others may be tracked by means of
infrared or color sensors in orbit. Depending on the flight path of the object of interest and the mobility/range
of the sensor, continuous tracking may require that the tracking responsibilities be ‘handed off’ from one
sensor to another. Such tracking can be focused on a single point or on a group of points used in a pose
estimation algorithm. Our research interests focus on the scenario in which target handoff takes place during
the tracking of an object of interest through the use of multiple, orbiting sensors.
In the literature, a common setting for the target handoff problem is surveillance of mobile targets in public
spaces. Such research can address many considerations within the field of target handoff, including consistent
labeling of targets, sensor placement, computational ability of the sensors, or optimality of the timing and/or
recipient of the handoff. Another possible area of research is to define some quantifiable measure that
indicates the suitability of a sensor for tracking responsibilities and/or to determine the optimal time for target
handoff. This pursuit – determination of the optimal time for handoff – is the focus of this research. We use
work done previously in the IRIS Laboratory at University of Tennessee as a starting point for this research
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[28, 29, 30, 31]. To start the discussion of the target handoff problem, we first illustrate the most basic case
considered in this document and then show two common scenarios in which handoff events are triggered.
In the most basic case, a target is imaged by two sensors with overlapping fields of view. At some point,
tracking responsibilities will be handed off to the secondary sensor as the target traverses the field of view of
the active tracking sensor. An illustration of this scenario is provided below in Figure 6.1.

Sensor 2
(Receives Handoff)

Target

Sensor 1
(Active)

Figure 6.1: Here we provide the simplest case of the active theater. Sensors 1 and 2 orbit the earth in
elliptical trajectories. Sensor 1, which has active tracking responsibilities, hands off those responsibilities to
Sensor 2.

As described in [30], a sensor can lose its active tracking status due to limitations imposed by the sensor’s
field of view, resolution, or due to occlusion of the target. Occlusion is common in surveillance, as a target
may be occluded by a wall, environmental feature, or another target. As we are focused on the tracking of
targets in flight or in orbit, occlusion will be an exceedingly rare event, so we restrict this discussion to the
other two reasons for loss of tracking. Figure 6.2 below illustrates the first case in which target tracking is
lost due to limitations of the field of view.
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Sensor
FOV Cone

Handoff Cone
Target

Resolution Limit
Earth

Figure 6.2: A two-dimensional cross-section illustration of loss of active tracking status due to limitations
in the FOV (field of view) of the sensor.

In the figure above and those to follow, an inner area within the field of view is demarcated as the ‘Handoff
Cone’, which is different than the ‘FOV Cone’. Explanation of these areas is provided in Section 6.2.
Any sensor, even if equipped with zoom capability, will have a specified maximum distance beyond which
objects of a given size can no longer be resolved into a single pixel. Figure 6.3 below illustrates this case of
loss of active tracking status.
Loss of Active Tracking –

(Target Exits Resolution Spherical Section)

Sensor
FOV Cone

Handoff Cone

Target

Resolution Limit

Earth

Figure 6.3: An illustration of loss of active tracking due to limitations in the sensors resolution.
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In this chapter, we show how quantifiable measures can be developed that monitor the likelihood of loss of
tracking due to the limitations of resolution and field of view. Before doing so, though, we first offer stepby-step illustrations of a typical sequence of events that result in a handoff of tracking responsibilities.
In the next sequence of figures, a typical scenario is provided in which a target is acquired, tracked, handed
off to another sensor, and ultimately lost. This sequence shows the most basic application for the target
handoff algorithm and serves as a backdrop for the greater discussion. The sequence begins below with a
target entering the field of view of the first sensor.

Sensor 1

FOV Cone (S1)

Sensor 2
Handoff Cone (S1)

Target

Resolution Limit (S1)

Earth

Figure 6.4: This figure shows the moment at which the target pierces the viewing window of Sensor 1. This
is also the moment at which active tracking begins.

As the target enters the first sensor’s FOV Cone (Field of View Cone) in Figure 6.4, active tracking begins.
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Sensor 1

FOV Cone (S1)

Sensor 2
Handoff Cone (S1)

Target

Resolution Limit (S1)

Earth

Figure 6.5: Here, the target moves through the viewing window of Sensor 1. Sensor 1 continues to track the
target and does not attempt to handoff tracking responsibilities.

As the target travels across the field of view of Sensor 1 in Figure 6.5, no handoff events are triggered. It
should be noted that handoff events can be triggered whether or not there are any nearby sensors capable of
receiving handoff. So, the fact that there are no other sensors with the target in view is not the reason that no
handoff events are triggered in this phase. Instead, the reason is that the target is becoming easier and easier
to track as it travels closer to the center of the FOV Cone of sensor 1. While this should be intuitive from the
image shown above, this intuition must be formulated as a qualitative measure in order for the notion to be
implemented algorithmically. Qualitative analysis of the target’s position and path within a sensor’s FOV
cone is a major part of the target handoff algorithm.
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Sensor 1

FOV Cone (S1)

Sensor 2
Handoff Cone (S1)
FOV Cone (S2)
Handoff Cone (S2)
Target

Resolution Limit (S1)
Resolution Limit (S2)

Earth

Figure 6.6: As the target continues to move through Sensor 1’s viewing window, it eventually pierces the
viewing window of Sensor 2. In this figure, no attempt at handoff has yet been made.

In Figure 6.6 above, the target is simultaneously within sight of both sensors. While target handoff is now
possible, it is not yet triggered because the target has not yet breached the inner handoff cone of sensor 1.

Sensor 1

FOV Cone (S1)

Sensor 2
Handoff Cone (S1)
FOV Cone (S2)
Handoff Cone (S2)
Target

Resolution Limit (S1)
Resolution Limit (S2)

Earth

Figure 6.7: During the time depicted in this figure, the target pierces the inner handoff cone of Sensor 1
while exiting the cone and handoff of tracking responsibilities to Sensor 2 is triggered.
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Here in Figure 6.7, we see the moment that the target breaches the inner handoff cone for sensor 1. As our
analysis indicates, this is the moment at which handoff should be initiated.

Sensor 1

FOV Cone (S1)

Sensor 2
Handoff Cone (S1)
FOV Cone (S2)
Handoff Cone (S2)
Target

Resolution Limit (S1)
Resolution Limit (S2)

Earth

Figure 6.8: In this figure, the target exits Sensor 2’s inner resolution sphere, triggering another handoff
event. As there are no nearby sensors available, the handoff request cannot be fielded.

As the target continues along its trajectory, it exits the field of view of sensor 1 and eventually breaches the
inner handoff cone of sensor 2 in an outward manner (Figure 6.8). At this moment, a handoff event is initiated,
but, since there are no other sensors in the area that have the target within their field of view, no handoff is
possible. The final portion of the sequence is shown next in Figure 6.9.

Sensor 1

FOV Cone (S1)

Sensor 2
Handoff Cone (S1)
FOV Cone (S2)
Handoff Cone (S2)
Target

Resolution Limit (S1)
Resolution Limit (S2)

Earth

Figure 6.9: Here, the target exits the viewing window of Sensor 2 and active tracking is lost.
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In looking at the sequence of events above, the natural question to ask is ‘At what point along this path should
the handoff event be triggered?’ Many factors weigh into this question. We do not wish to hand off tracking
responsibilities too early, when the active sensor has a better view of the target than the receiving sensor. We
also do not want to handoff the tracking responsibilities too late, as this might result in a missed handoff
attempt. When addressing optimality of the timing and/or recipient, one phenomenon to be avoided is the
‘Ping-Pong Problem’. This is the scenario in which tracking responsibilities are exchanged between sensors
more than is necessary. In order to minimize lost time and computational resources to the context switches
caused by this problem, it is desirable to minimize the number of times the target is handed off between two
sensors to a single event. Lastly, we do not want to have to parse a weighted expression of suitability of
handoff. Rather, we desire a binary indication of handoff – either continue tracking the target with the current
sensor, or trigger a handoff event so that another sensor can take over tracking responsibility.
Taking all these factors into consideration, we create a binary objective function that determines whether or
not handoff should be triggered. In its most general form, such an equation takes the form of that given below:
1, Trigger critera are met
𝐶(𝑇) = {
0, Trigger criteria are not met

(6.1)

Let us call the equation above the ‘trigger criterion equation’. The remainder of this chapter is devoted to
determination of the appropriate input arguments to the trigger criterion equation. The final presentation of
those input arguments is provided in Section 6.4.

6.2 Formulation of Handoffs through Multiple Segments
In order to develop the input arguments for the trigger criterion equation (6.1) above, we first divide the
viewing window of a sensor into sub-segments. Then, the boundaries of the sub-segments can be used to
determine the quantifiable measures (described below as Trackability Measures) used to formulate the input
parameters for the objective function.
Section 6.2.1 describes the outer boundaries of the geometric space inside which a target can be detected by
a given sensor. We call the equations describing these shapes the Basis Equations. Section 6.2.2 defines a
sub-area within the area defined by the basis equations. It is inside this area that active tracking can be safely
assumed to be stable and no handoff events are initiated. We call these geometric sub-segments the Handoff
Segments. Once the geometries and equations defining these segments have been fully formulated, we can
use them to determine the Trackability Measures which will be formulated in Section 6.3.

6.2.1 Basis Equations (Outer FOV Cone and Resolution Sphere)
Before any of the input arguments to Equation 6.1 can be developed, we must first mathematically define the
viewing window of a sensor. It should be noted that the methods developed in this chapter are applicable to
sensors with viewing windows of arbitrary geometries and complexity. However, in order to simplify the
discussion, we have chosen to model the viewing window of a sensor as the intersection of a right circular
cone and a spherical cap, where the wide end of the cone and the planar surface of the spherical cap are
joined. This shape can be thought of colloquially as a ‘mostly eaten ice cream cone’. While it may be more
accurate to model the viewing area as a pyramid, the pyramidal model requires many more equations than
does the conic model, and the pyramidal model is simply a subset of the conic model with added constraints.
Thus, we move forward with the conic model to keep the discussion as clear as possible. Operating under the
assumption that the maximum resolvable distance for a sensor is independent of the angle of incident for the
object, we ‘cap’ the conic section with a spherical section. A graphical representation is provided presently.
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Figure 6.10: Shown above is the geometry of the viewing window of a sensor as defined in this document.
The imaging axis of the sensor runs through the center of the conic section along the Z - axis. The conical
shape defined by the field of view angle, φ, intersects with a spherical section that is defined by the maximum
resolvable distance of the sensor, H.

In the figure above, the axes of the global coordinate system are shown in the right. The variable H is the
(shortest) distance from the origin of the imaging axis to the resolution sphere, R is the radius of the wide
end of the FOV cone, and the imaging axis is coincident with the negative Z axis in Euclidean space. From
Figure 6.10 above, the equation that describes the boundaries of the cone can be given in a general form as:
2

(𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 = ((𝑧 − 𝑐) ∙ 𝑅 ⁄𝐻 )

(6.2)

If we substitute in the 3D coordinates of the sensor for the origin of the cone and perform a trigonometric
substitution, Equation 6.2 becomes:
(𝑥 − 𝑥𝑠 )2 + (𝑦 − 𝑦𝑠 )2 = ((𝑧 − 𝑧𝑠 ) tan(𝜙ℎ𝑎𝑙𝑓 ))

2

(6.3)

Where the point (xs, ys, zs) is the point in three-dimensional space coincident with the origin of imaging axis
of the sensor. The equation defining the spherical section that ‘cuts’ the conic section is given simply by
Equation 6.4:
(𝑥 − 𝑥𝑠 )2 + (𝑦 − 𝑦𝑠 )2 + (𝑧 − 𝑧𝑠 )2 = 𝐻2

(6.4)

Thus, any (x, y, z) point that falls within the volume defined by the intersection of Equations 6.3 and 6.4 is
considered to be in the viewing window of that sensor. With the equations describing the outer boundary of
the viewing area defined, we can now move on to discussion of the inner handoff cone and resolution sphere.
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6.2.2 Handoff Segments (Inner FOV Cone and Resolution Sphere)
With the outer boundaries of the conic sections established, we can now define subsections within that
boundary that allow us to trigger events. For example, suppose that a sensor has pan/tilt capabilities. A pan/tilt
event should be triggered once the target of interest approaches the edge of the field of view of the sensor,
but not when the target approaches the resolution limit of the sensor, as pan/tilt actions would not affect
tracking capabilities in this circumstance. Likewise, if the target is nearing the edge of the field of view of
the sensor and that sensor is unable to pan/tilt, then a handoff event should be triggered.
The distances between the origins of the outer FOV cone, the pan/tilt conic section, and the inner handoff
cone are determined by parameterized system characteristics, as are the widths of the inner segments. These
parameters include the relative velocity of the target with respect to the sensor, the maximum speed and time
required for pan/tilt actions, and the maximum speed and time required to execute a handoff event.

Sensor

Outer Conic Section

Pan/Tilt

Active Target
Tracking
Pan/Tilt

Handoff

Figure 6.11: Shown here is a two-dimensional cross-section of the viewing window of a sensor. As a target
enters the viewing window from outside of the viewing window, if the target is not already being tracked by
another sensor, active tracking commences. As a target transitions from the Active Target Tracking zone to
the Pan/Tilt zone, a Pan/Tilt action is triggered. As a target transitions from the Pan/Tilt zone to the Handoff
zone, a handoff event is triggered.

At this point in the research, the equations describing the pan/tilt boundaries remain in development. Thus,
for the remainder of this document, we will assume that the sensor is incapable of performing any pan or tilt
actions. Note that this restriction is identical to the case where the pan/tilt handoff segments have an area
identical to zero. Below is Figure 6.11 offered once again, this time with the pan/tilt handoff segments
omitted.
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Sensor

Outer Conic Section

Active Target
Tracking

Handoff

Handoff

Figure 6.12: This figure shows a modification of Figure 6.11 in which the Pan/Tilt zone has been omitted.
Here, as a target enters the viewing window from outside of the viewing window, if the target is not already
being tracked by another sensor, active tracking commences. As a target transitions from the Active Target
Tracking zone to the Handoff zone, a handoff event is triggered.

Zooming in to the upper area of Figure 6.12 above, we see that the vertices of the inner handoff cone and the
outer FOV cone are not coincident. The magnitude of the distance between the segment apexes is defined by
the parameterized system characteristics.

Sensor

Z1

Handoff

Active
Target
Tracking

Figure 6.13: In this figure, we have zoomed in to the area near the apex of the outer FOV cone of the sensor
to show that the vertices of the outer and inner conic sections are separated by a distance of Z 1.
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The distance Z1 as shown in Figure 6.13 is partially defined by the relative velocity of the target with respect
to the target, which is given by Equation 6.5.
|𝑉𝑅𝐸𝐿,𝑖,𝑗 (𝑡)| = |𝑉𝑇,𝑖 (𝑡) − 𝑉𝑆,𝑗 (𝑡) − 𝑉𝑃,𝑗 (𝑡) − 𝑉𝐿,𝑗 (𝑡)|

(6.5)

VREL,i,j, gives the relative velocity of the ith target with respect to the jth sensor. In the vector equation above,
VTi is the absolute velocity of the ith target, VSj is the absolute velocity of the j th sensor, VPj is the current
velocity of the panning action of the j th sensor, and VLj is the current velocity of the tilting action of the j th
sensor. As mentioned above, the system does not currently have pan/tilt functionality implemented, so these
terms of the equation above are currently set to zero. We include them here as placeholders for future
development of the algorithm that includes both pan and tilt capabilities. By multiplying the relative
velocities by coefficients that encapsulate the intrinsic system parameters, we produce normalized thresholds
that partially determine the width of the inner handoff segments.
𝑇𝐹𝑂𝑉,𝑖,𝑗 (𝑡) = 𝜇𝑗 𝐸𝑡 |𝑉𝑅𝐸𝐿,𝑖,𝑗 (𝑡)|
𝑇𝑅,𝑖,𝑗 (𝑡) = 𝜔𝑗 𝐸𝑡 |𝑉𝑅𝐸𝐿,𝑖,𝑗 (𝑡)|

(6.6)
(6.7)

Where TFOV and TR are the FOV and resolution sphere threshold distances required at that given moment for
handoff to succeed. In other words, given the intrinsic sensor characteristics, the speeds of the sensor and the
target, and the time required for handoff, the target must be a certain distance away from the boundary of the
viewing window in order for handoff to succeed. These thresholds quantify those distances.
For both equations above, the variable Et represents the total time required to process and execute a handoff
event. Since the units of the relative velocity are m/s and the units for Et are in seconds, dimensional analysis
shows that the variables TFOV and TR are measures of distance. The variable μj is a translation coefficient
affecting TFOV and ωj a translation coefficient affecting TR. These unit-less coefficients encapsulate the
intrinsic parameters of the sensor, such as the pixel size, focal length, principal point and pixel density. The
intrinsic parameters of the sensor will directly impact both the inner and outer conic and spherical segments.
If one of the intrinsic parameters changes, such as the focal length, then translation coefficients will become
smaller as the angle associated with the field of view decreases, which in turn affects the angle and position
of the vertex of the inner handoff cone. It should also be noted that changes to these intrinsic parameters and
the extrinsic sensor and target velocity parameters can result in error propagation during the 3D
reconstruction of the target [33-36].
By knowing the distance required for handoff as well as the field of view angle of the sensor, the distance
between the vertices of the inner and outer handoff cones can be determined.
𝑧1,𝑖,𝑗 (𝑡) = 𝑇𝐹𝑂𝑉,𝑖,𝑗 (𝑡)⁄sin(𝜙𝑗,ℎ𝑎𝑙𝑓 )

(6.8)

The ‘i’, ‘j’ subscript notation is used here again to indicate that this calculation can be performed for all
combinations of i targets and j sensors.
We see that there is a high degree of similarity between the shapes of the inner and outer handoff cones and
resolution spheres. In fact, the only differences between the two sets of shapes are in the locations of the
vertices of the conic sections and the radii of the spherical sections. These similarities are demonstrated in
Figure 6.14 below.
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Sensor
z1

(xS, yS, zS-z1)
Outer Conic Section

H

H-TR-z1

Active Target
Tracking

Handoff

TR

Figure 6.14: In this figure, the variables used to define the inner handoff sections are defined visually. The
vertex of the inner handoff cone is defined as the point (xS, yS, zS-z1). Additionally, the height of the inner
resolution sphere is given as H-TR-z1, where TR is the distance between the edges of the inner and outer
resolution spheres. The field of view angle for the outer conic section and the inner conic section (the active
target tracking zone) are identical.

By simply substituting zS for zS – z1, the equation defining the conic section of the inner handoff cone is
determined using Equation 6.3.
(𝑥 − 𝑥𝑠 )2 + (𝑦 − 𝑦𝑠 )2 = ((𝑧 − 𝑧𝑠 − 𝑧1 ) tan(𝜙ℎ𝑎𝑙𝑓 ))

2

(6.9)

Similarly, the equation defining the inner resolution sphere is determined by making the z substitution as
well as substituting H for H – TR– z1 in Equation 6.4.
(𝑥 − 𝑥𝑠 )2 + (𝑦 − 𝑦𝑠 )2 + (𝑧 − 𝑧𝑠 − 𝑧1 )2 = (𝐻 − 𝑇𝑅 − 𝑧1 )2

(6.10)

Now, the geometry of all four segments (outer FOV cone, outer resolution sphere, inner handoff cone, and
inner resolution sphere) have been developed. The threshold distances for successful handoff between the
conic sections and the spherical segments have also been determined. With this mathematical framework in
place, we are ready to fully formulate the input arguments to the handoff trigger criterion equation.

6.3 Cost Functions: Trackability Measures
In this section, the input arguments for the handoff trigger criterion equation are finalized. Two of the
arguments (TFOV and TR) have already been presented in the previous section, but the main two arguments,
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called Trackability Measures, are given here. In short, the trackability measures are the minimum distances
from the target to the edge of the outer FOV cone and the outer resolution sphere. Figure 6.15 below illustrates
these values.

Figure 6.15: The illustration above shows the physical distances associated with the trackability measures
M’FOV and M’R. M’FOV is the line that originates from the target and terminates with a local normal surface
of the outer conic section, and M’R’is the line that originates from the target and terminates with a local
normal surface of the outer spherical section.

Determination of the minimum distances M’FOV and M’R can be performed using a number of methods. We
present two such methods in this chapter. The first invloves framing the determination of the distances as a
minimization problem using the Lagrange method. This solution offers a generalized approach to the problem
and allows for arbitrarily complex geometries and constraints for the viewing window and inner handoff
segment of the sensor. However, as this is an iterative solution, we also desire to find a direct solution for
this specific case. Since the bounding functions of the our prescribed handoff segments are relatively simple,
we can appeal to geometry to find a direct Closed Form Solution (CFS) for this specific problem.

6.3.1 Determination of Trackability Measures Using Lagrange Multipliers
Using the Lagrange method, the extrema (minima and maxima) of the possible values for the trackability
measures can be found using multiple constraints. This method serves well when the constraints to the FOV
and resolution boundaries become complicated. For example, if the sensor has a blind spot or has a nonlinear maximum resolution function, then the Lagrange method can be used when the CFS method may be
impractical or even inapplicable. Thus, this method is a powerful tool for solving problems of this class when
direct solutions are unavailable.
As a stand-alone function, the solutions of the Lagrangian may not necessarily be extrema. Since this is an
iterative method, the fact that not all solutions easily converge to some extrema increases the computational
complexity of the iteration. To ameliorate this problem, the magnitude of the gradient associated with the
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Lagrangian can be calculated. Areas of the gradient that intersect with 0 will necessarily be extrema of the
minimization problem. This is precisely what we do in our formulation.
6.3.1.1 Finding MFOV Using Lagrange Technique
In this minimization problem, we have an objective function 𝐹(𝑥, 𝑦, 𝑧, 𝑡) and a constraint 𝑔(𝑥, 𝑦, 𝑧, 𝑡). Before
application of the Lagrange method, the objective function in need of minimization is given by Equation
6.11:
2

2

2

𝐹(𝑥, 𝑦, 𝑧, 𝑡) = (𝑥 − 𝑥𝑇 (𝑡)) + (𝑦 − 𝑦𝑇 (𝑡)) +(𝑧 − 𝑧𝑇 (𝑡))

(6.11)

The ‘T’ subscript denotes that the x, y, and z constants are the global coordinates of the target. This function
is a simple Euclidean distance function in three dimensions. For the M’FOV trackability measure, the constraint
is enforced by the outer FOV cone and is given by:
2

2

𝑔(𝑥, 𝑦, 𝑧, 𝑡) = −[tan(𝜙𝑗,ℎ𝑎𝑙𝑓 )(𝑧 − 𝑧𝑆 (𝑡))] + (𝑥 − 𝑥𝑆 (𝑡)) + (𝑦 − 𝑦𝑆 (𝑡))

2

(6.12)

Thus, the minimization problem can be posed as:
min(𝐹(𝑥, 𝑦, 𝑧, 𝑡))
𝑥,𝑦,𝑧

(6.13)

subject to 𝑔(𝑥, 𝑦, 𝑧, 𝑡) = 0

However, this minimization problem has three variables that need to be solved for. The Lagrange method
allows us to reduce the number of variables to be solved for from three to one. The following equation
provides the auxiliary function required by the Lagrange method.
𝛽(𝑥, 𝑦, 𝑧, 𝑡) = 𝑓(𝑥, 𝑦, 𝑧, 𝑡) − 𝜆𝑔(𝑥, 𝑦, 𝑧, 𝑡)

(6.14)

In the auxiliary function, the constraint is multiplied by the Lagrange multiplier (λ) and subtracted from the
objective function. Stationary points that satisfy the minimization problem are found by solving for (λ) in
Equation 6.14.
Then, we set the gradient of the auxiliary function equal to zero, enforcing the constraint in the original
minimization problem and ensuring that the solutions for lambda result in extrema.
∇𝑥,𝑦,𝑧,𝜆 𝛽(𝑥, 𝑦, 𝑧, 𝑡, 𝜆) = 0

(6.15)

Now, the original minimization problem has been transformed into a system of two equations:
2

2

2

−[tan(𝜙ℎ𝑎𝑙𝑓 )(𝑧 − 𝑧𝑆 (𝑡))] + (𝑥 − 𝑥𝑆 (𝑡)) + (𝑦 − 𝑦𝑆 (𝑡)) = 0, 𝑎𝑛𝑑
2

∇𝑥,𝑦,𝑧,𝜆 [

2

2

((𝑥 − 𝑥𝑇 (𝑡)) + (𝑦 − 𝑦𝑇 (𝑡)) +(𝑧 − 𝑧𝑇 (𝑡)) ) …
2

2

2

… − 𝜆 (−[tan(𝜙𝑗,ℎ𝑎𝑙𝑓 )(𝑧 − 𝑧𝑆 (𝑡))] + (𝑥 − 𝑥𝑆 (𝑡)) + (𝑦 − 𝑦𝑆 (𝑡)) )

(6.16)

]=0

Despite the complexity of this system of equations, it has just two solutions for the value of the Lagrange
multiplier (λ). These two solutions optimize Equation 6.11 under the constraint posed by Equation 6.12. The
solutions for this problem were computed by hand and are presented below.
1

𝜆1 (𝑡) =
-

(𝑥𝑇 (𝑡)2 −2𝑥𝑇 (𝑡)𝑥𝑆 (𝑡)+𝑦𝑇 (𝑡)2 −2𝑦𝑇 (𝑡)𝑦𝑆 (𝑡)+𝑥𝑆 (𝑡)2 +𝑦𝑆 (𝑡)2 )2 (𝑧𝑇 (𝑡)−𝑧𝑆 (𝑡))(tan2(𝜙𝑗,ℎ𝑎𝑙𝑓 )+1)

2

tan(𝜙𝑗,ℎ𝑎𝑙𝑓 )((𝑥𝑇 (𝑡)2 −2𝑥𝑇 (𝑡)𝑥𝑆 (𝑡)+𝑦𝑇 (𝑡)2 −2𝑦𝑇 (𝑡)𝑦𝑆 (𝑡)+𝑥𝑆 (𝑡)2 +𝑦𝑆 (𝑡)2 ) tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )−(𝑧𝑇 (𝑡)−𝑧𝑆 (𝑡)) )

(𝑥𝑇 (𝑡)2 −2𝑥𝑇 (𝑡)𝑥𝑆 (𝑡)+𝑦𝑇 (𝑡)2 −2𝑦𝑇 (𝑡)𝑦𝑆 (𝑡)+𝑥𝑆 (𝑡)2 +𝑧𝑇 (𝑡)2 −2𝑧𝑇 (𝑡)𝑧𝑆 (𝑡)+𝑥𝑆 (𝑡)2 +𝑦𝑆 (𝑡)2 +𝑧𝑆 (𝑡)2 ) tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )
2

tan(𝜙𝑗,ℎ𝑎𝑙𝑓 )((𝑥𝑇(𝑡)2 −2𝑥𝑇(𝑡)𝑥𝑆 (𝑡)+𝑦𝑇 (𝑡)2 −2𝑦𝑇 (𝑡)𝑦𝑆 (𝑡)+𝑥𝑆 (𝑡)2 +𝑦𝑆 (𝑡)2 ) tan2(𝜙𝑗,ℎ𝑎𝑙𝑓 )−(𝑧𝑇 (𝑡)−𝑧𝑆 (𝑡)) )

(6.17)
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1

𝜆2 (𝑡) = [
+

(𝑥𝑇 (𝑡)2 −2𝑥𝑇 (𝑡)𝑥𝑆 (𝑡)+𝑦𝑇 (𝑡)2 −2𝑦𝑇 (𝑡)𝑦𝑆 (𝑡)+𝑥𝑆 (𝑡)2 +𝑦𝑆 (𝑡)2 )2 (𝑧𝑇 (𝑡)−𝑧𝑆 (𝑡))(tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )+1)

2

tan(𝜙𝑗,ℎ𝑎𝑙𝑓 )((𝑥𝑇(𝑡)2 −2𝑥𝑇(𝑡)𝑥𝑆 (𝑡)+𝑦𝑇 (𝑡)2 −2𝑦𝑇(𝑡)𝑦𝑆 (𝑡)+𝑥𝑆 (𝑡)2 +𝑦𝑆 (𝑡)2 ) tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )−(𝑧𝑇 (𝑡)−𝑧𝑆 (𝑡)) )

(𝑥𝑇 (𝑡)2 −2𝑥𝑇 (𝑡)𝑥𝑆 (𝑡)+𝑦𝑇 (𝑡)2 −2𝑦𝑇 (𝑡)𝑦𝑆 (𝑡)+𝑥𝑆 (𝑡)2 +𝑧𝑇 (𝑡)2 −2𝑧𝑇 (𝑡)𝑧𝑆 (𝑡)+𝑥𝑆 (𝑡)2 +𝑦𝑆 (𝑡)2 +𝑧𝑆 (𝑡)2 ) tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )
2

tan(𝜙𝑗,ℎ𝑎𝑙𝑓 )((𝑥𝑇(𝑡)2 −2𝑥𝑇(𝑡)𝑥𝑆 (𝑡)+𝑦𝑇(𝑡)2 −2𝑦𝑇(𝑡)𝑦𝑆 (𝑡)+𝑥𝑆 (𝑡)2 +𝑦𝑆 (𝑡)2 ) tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )−(𝑧𝑇(𝑡)−𝑧𝑆 (𝑡)) )

]

(6.18)

All that remains is to plug these values for lambda into the partial derivatives of the auxiliary equation.
𝑥(𝑡) =
𝑦(𝑡) =
𝑥(𝑡) =

𝜆(𝑡)𝑥𝑆 (𝑡)−𝑥𝑇 (𝑡)
𝜆(𝑡)−1
𝜆(𝑡)𝑦𝑆 (𝑡)−𝑦𝑇 (𝑡)
𝜆(𝑡)−1

tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )𝜆(𝑡)𝑧𝑆 (𝑡)+𝑧𝑇 (𝑡)
tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )𝜆(𝑡)+1

(6.19)

(6.20)

(6.21)

As indicated previously, there does remain an iterative aspect to this problem. In this relatively simple case,
the number of possible solutions is just two, so there are only two maximum iterations (see Figure 6.16).

Figure 6.16: For this viewing window geometry, there are two possible solutions to the FOV minimization
problem, as illustrated above.

In problem set-ups with more complex geometry and thus more constraints, the iteration may be more
extensive. However, here we simply need to determine which of the two solutions result in the shortest
distance between the target’s (x,y,z) global coordinates and the coordinates determined by Equations 6.1921.
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2

2

2

′
(𝑡) = min (√(𝑥𝐹𝐾 − 𝑥𝑇 (𝑡)) + (𝑦𝐹𝐾 − 𝑦𝑇 (𝑡)) + (𝑧𝐹𝐾 − 𝑧𝑇 (𝑡)) )
𝑀𝐹𝑂𝑉
𝑡ℎ

(6.22)

𝐾∈𝐾

While, here, K can only take the values 1 or 2, Equation 6.22 has been generalized to accommodate a broader
class of geometries in the problem set-up.
The final step in determining the trackability measure for FOV is to multiply the result of the previous
equations by a constant that parameterizes the accuracy of the sensor’s field of view.
′
(𝑡)
𝑀𝐹𝑂𝑉 (𝑡) = 𝛼𝐹𝑂𝑉 𝑀𝐹𝑂𝑉

(6.23)

In most cases, the value for FOV will be 1, but inclusion of it here allows for flexibility in more complicated
systems.
6.3.1.2 Finding MR Using Lagrange Technique
Formulation of the trackability measure MR runs parallel to that of MFOV. In fact, most steps are identical,
including the objective function that we aim to minimize:
2

2

2

𝐹(𝑥, 𝑦, 𝑧, 𝑡) = (𝑥 − 𝑥𝑇 (𝑡)) + (𝑦 − 𝑦𝑇 (𝑡)) +(𝑧 − 𝑧𝑇 (𝑡))

(6.24)

Note that Equation 6.24 is identical to Equation 6.11. However, since we are now determining the minimum
distance to the outer resolution sphere as opposed to the FOV cone, the constraint changes:
2

2

2

𝑔(𝑥, 𝑦, 𝑧, 𝑡) = (𝑥 − 𝑥𝑆 (𝑡)) + (𝑦 − 𝑦𝑆 (𝑡)) + (𝑧 − 𝑧𝑆 (𝑡)) − 𝐻2

(6.26)

The starting point for the minimization problem is identical to Equation 6.13, the only difference being the
equation that we plug in for 𝑔(𝑥, 𝑦, 𝑧, 𝑡). Formulation of the auxiliary equation is also identical to Equation
6.14, as is the following gradient operation in Equation 6.15. Since they are identical, we do not repeat them
here.
Taking into account the difference in g(x,y,z,t), the set of equations to be solved for the resolution trackability
measure is slightly different and is given by Equation 6.27 below.
2

2

2

(𝑥 − 𝑥𝑆 (𝑡)) + (𝑦 − 𝑦𝑆 (𝑡)) + (𝑧 − 𝑧𝑆 (𝑡)) − 𝐻2 = 0, 𝑎𝑛𝑑
2

∇𝑥,𝑦,𝑧,𝜆 [

2

2

((𝑥 − 𝑥𝑇 (𝑡)) + (𝑦 − 𝑦𝑇 (𝑡)) +(𝑧 − 𝑧𝑇 (𝑡)) ) …
2

2

2

2

… − 𝜆 ((𝑥 − 𝑥𝑆 (𝑡)) + (𝑦 − 𝑦𝑆 (𝑡)) + (𝑧 − 𝑧𝑆 (𝑡)) − 𝐻 )

(6.27)

]=0

As in the case of the FOV trackability measure, there are also just two unique solutions to the Lagrangian
multiplier for the resolution trackability measure. They are provided below.
1

𝜆1 (𝑡) = 1 ±

&

(𝑥𝑇 (𝑡)2 −2𝑥𝑇 (𝑡)𝑥𝑆 (𝑡)+𝑦𝑇 (𝑡)2 −2𝑦𝑇 (𝑡)𝑦𝑆 (𝑡)+𝑧𝑇 (𝑡)2 −2𝑧𝑇 (𝑡)𝑧𝑆 (𝑡)+𝑥𝑆 (𝑡)2 +𝑦𝑆 (𝑡)2 +𝑧𝑇 (𝑡)2 )2

𝐻2
𝑥𝑇 (𝑡)2 −2𝑥𝑇 (𝑡)𝑥𝑆 (𝑡)+𝑦𝑇 (𝑡)2 −2𝑦𝑇 (𝑡)𝑦𝑆 (𝑡)+𝑧𝑇 (𝑡)2 −2𝑧𝑇 (𝑡)𝑧𝑆 (𝑡)+𝑥𝑆 (𝑡)2 +𝑦𝑆 (𝑡)2 +𝑧𝑇 (𝑡)2
𝐻2

≥0

(6.28)
(6.29)

Once again, we plug the values for lambda into the partial derivatives taken from the auxiliary equation 6.14.
Since the auxiliary equation is dependent upon the geometric constraint, the solutions for the global
coordinates of the point along the resolution sphere that minimizes the distance to the target are different than
those presented in Equations 6.19-21:
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𝑥(𝑡) =
𝑦(𝑡) =

𝜆(𝑡)𝑥𝑆 (𝑡)−𝑥𝑇 (𝑡)

(6.30)

𝜆(𝑡)−1
𝜆(𝑡)𝑦𝑆 (𝑡)−𝑦𝑇 (𝑡)

𝑧(𝑡) =

(6.31)

𝜆(𝑡)−1
𝜆(𝑡)𝑧𝑆 (𝑡)−𝑧𝑇 (𝑡)

(6.32)

𝜆(𝑡)−1

The two values of lambda result in two sets of 3D coordinates. Both are extrema, with one coordinate set
being the closest point on the resolution sphere to the target and the other being the furthest.

Sensor

Z

X

Y
Incorrect
Solution

Target

MR’

Optimized
(Minimum)
Correct Solution

Figure 6.17: For this viewing window geometry, there are two possible solutions to the resolution
minimization problem, as illustrated above.

Just as we did for the FOV trackability measure, we find the better of the two solutions (see Figure 6.17) for
the resolution trackability measure ‘iteratively’.
2

2

2

𝑀𝑅′ (𝑡) = min𝑡ℎ (√(𝑥𝑅𝐾 − 𝑥𝑇 (𝑡)) + (𝑦𝑅𝐾 − 𝑦𝑇 (𝑡)) + (𝑧𝑅𝐾 − 𝑧𝑇 (𝑡)) )
𝐾∈𝐾

(6.33)

And, finally, we multiply the result by a parameterizing constant to find the final solution to the resolution
trackability measure.
𝑀𝑅 (𝑡) = 𝛼𝑅 𝑀𝑅′ (𝑡)

(6.34)
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We have now shown how the Lagrange method can be used to determine both the FOV and resolution
trackability measures MFOV and MR. In the next sub-section, I offer an alternative, geometric approach to the
determination of the trackability measures.

6.3.2 Determination of Trackability Measures Using Closed Form Solutions
For the geometry we have presented thus far for the conic sections and inner and outer resolution spheres,
we are able to find geometric or CFS in a straightforward manner. Since CFS lead to direct solutions with no
need of computationally expensive iteration, they are generally preferred when available. Note that the ability
to derive CFS for the trackability measures does not obviate the need for the solution via the method of
Lagrange multipliers. As previously indicated, CFS are not necessarily available for all geometries, and will
become much more difficult to find as the complexity of the viewing window and inner handoff segments
increases. An additional benefit to having two separate solutions to the same problem is that both independent
solutions can be used to corroborate each other. This corroboration is performed experimentally in Chapter
7.
6.3.2.1 Finding MFOV Using CFS
To start, we present the setup for the CFS in Figure 6.18 below.

Figure 6.18: The value M’FOV can be determined geometrically as shown in the figure above. This solution
leans on the a priori knowledge (global coordinates of the sensor and target as well as the field of view angle
of the sensor) and the relative simplicity of the shapes used to define the viewing window. The distance of the
line that spans the target to the point P3 is identical to the distance M’FOV.

The process of determining M’FOV starts with identifying the xy plane that intersects with the point defining
the target, operating under the assumption that the imaging axis of the sensor is coincident with the negative
z axis in Euclidean space. Then, the point (0,0,zT), which we call P1, lies upon the same plane as the target,
and is on the imaging axis. Next, a ray is drawn from P1 through the target and extended until it intersects the
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outer FOV cone. This intersection point is labelled P2. Next, a line is drawn that intersects with both the
sensor (i.e. the origin of the xyz coordinate space) and the point P2. Let us call that line L3. We then know
that the minimum distance between the target and the outer FOV cone lies somewhere along L3. The final
step is to determine the point on L3 that is closest to the target. A line drawn from this point (P 3) to the target
will be orthogonal to the line L3. The point P3 that satisfies the orthogonality constraint is then necessarily
the point on the FOV cone closest to the target. A mathematical analog of the discussion in this paragraph
follows.
𝑥𝐿2 (𝑡) = 𝑠(𝑥𝑇 (𝑡))
𝑦𝐿2 (𝑡) = 𝑠(𝑦𝑇 (𝑡))

(6.35)

𝑧𝐿2 (𝑡) = 𝑠(𝑧𝑇 (𝑡))
In the equation above, the line L2 is parameterized using the points P1 and the target point. We know that the
intersection of the parameterized line and the conic section lies along the circle that corresponds to a
horizontal slice of the cone across the plane coincident with the target, the equation for which is given below.
2

2

[tan(𝜙ℎ𝑎𝑙𝑓 )(𝑧𝑇 (𝑡) − 𝑧𝑆 (𝑡))] = (𝑥 − 𝑥𝑆 (𝑡)) + (𝑦 − 𝑦𝑆 (𝑡))

2

(6.36)

With equations for the circle and the line in hand, we then find the intersection point P 2. The line and the
circle intersect at two points, as the line goes directly through the center of the circle. Then, the solution that
results in the minimum distance between the solution point and the intersection point is the correct
intersection point P2.
Then, using the points P2 and the sensor point, we parameterize another line and call it L3:
𝑥𝐿3 (𝑡) = 𝑥𝑃2 (𝑡) + 𝑠(𝑥𝑆 (𝑡) − 𝑥𝑃2 (𝑡))
𝑦𝐿3 (𝑡) = 𝑦𝑃2 (𝑡) + 𝑠(𝑦𝑆 (𝑡) − 𝑦𝑃2 (𝑡))

(6.37)

𝑧𝐿3 (𝑡) = 𝑧𝑃2 (𝑡) + 𝑠(𝑧𝑆 (𝑡) − 𝑧𝑃2 (𝑡))
Finally, the point on the FOV cone that minimizes the distance between the target and the FOV cone is the
point along P3 that creates an orthogonal angle when drawn from L3 to the target. This point is found when
the dot product of that line (which we shall call L4) and the line L3 is equal to zero.
〈𝑥𝑃2 (𝑡) + 𝑠(𝑥𝑆 (𝑡) − 𝑥𝑃2 (𝑡)), 𝑦𝑃2 (𝑡) + 𝑠(𝑦𝑆 (𝑡) − 𝑦𝑃2 (𝑡)), 𝑧𝑃2 (𝑡) + 𝑠(𝑧𝑆 (𝑡) − 𝑧𝑃2 (𝑡))〉
〈𝑥𝐿4 (𝑡), 𝑦𝐿4 (𝑡), 𝑧𝐿4 (𝑡)〉 = 0

(6.38)

By knowing the point P3, we are able to calculate the length of L4 and thus the value for M’FOV. From this,
determination of MFOV follows the same method as that given in Equation 6.23 above.
6.3.2.2 Finding MR Using CFS
Determination of the point that minimizes the distance from the target to the outer resolution sphere is much
more straightforward. To find this point, we simply draw a ray that emanates from the sensor point, passes
through the target point, and eventually intersects with the outer resolution sphere. That point of intersection
is the point that minimizes the distance to the target, as the line drawn through the point is normal to the
resolution sphere. Solving for s in the following system of equations provides the global coordinate of the
point along the resolution sphere that minimizes the distance from the target to the sphere:
𝑥(𝑡) = 𝑥𝑇 (𝑡) + 𝑠(𝑥𝑆 (𝑡) − 𝑥𝑇 (𝑡))
𝑦(𝑡) = 𝑥𝑇 (𝑡) + 𝑠(𝑦𝑆 (𝑡) − 𝑦𝑇 (𝑡))

(6.39)

𝑧(𝑡) = 𝑧𝑇 (𝑡) + 𝑠(𝑧𝑆 (𝑡) − 𝑧𝑇 (𝑡))
The point generated in 6.39 is used to determine the length of M’R and subsequently MR via Equation 6.34.
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6.4 Solution of the Target Handoff Formulation
Now that the handoff segments and trackability measures have all been defined, we are ready to fully populate
the trigger criterion handoff equation.
𝐶𝑇,𝑖,𝑗 (𝑡) = [(𝑀𝑅,𝑖,𝑗 (𝑡) ≤ 𝑇𝑅,𝑖,𝑗 (𝑡)) ˄(𝑑𝑀𝑅,𝑖,𝑗 (𝑡)⁄𝑑𝑥 < 0)] ˅

(6.40)

[(𝑀𝐹𝑂𝑉,𝑖,𝑗 (𝑡) ≤ 𝑇𝐹𝑂𝑉,𝑖,𝑗 (𝑡)) ˄(𝑑𝑀𝐹𝑂𝑉,𝑖,𝑗 (𝑡)⁄𝑑𝑥 < 0)]
The trigger criterion CT,ij is a binary value that evaluates to either true or false - true when a handoff event is
being indicated and false when one isn’t. The naming convention CT stands for ‘Trigger Criteria’. The
subscripts i and j denote the ith sensor and jth target, respectively. The  and  logical symbols represent
‘and’ and ‘or’ operations, respectively. Thus, there are two main terms in the equation – one for the FOV
constraint and one for the resolution constraint. Reading from left to right in the equation, a plain English
version of this equation would read “If the FOV trackability measure has fallen below the FOV threshold
value while the FOV trackability measure is decreasing, OR If the resolution trackability measure has fallen
below the resolution threshold value while the resolution trackability measure is decreasing, THEN a handoff
event is indicated”.
The purpose of ‘ANDing’ the inequalities with their associated derivatives is to prevent handoff from being
initiated as the target is moving into the inner FOV cone/resolution sphere as opposed to exiting them. For
example, as a target first enters the outer FOV cone of a target, the distance between the target and the FOV
cone (and the associated MFOV value) will be smaller than the threshold value TFOV. Without the conditional
dependence on the derivative of MFOV, this scenario would trigger handoff.
Note that, currently, neither the algorithm nor the handoff trigger criterion equation indicate to which sensor
the tracking responsibilities should be handed off. In practice, a simple choosing algorithm can be used to
assign a receiver. For example, this choosing algorithm could simply “choose the sensor that has the target
in view and has the highest average derivative of MR and MFOV”. This choice would choose the receiving
sensor for which the target has the furthest to travel across its viewing window. Since there are not likely to
be a large number of sensors that simultaneously have the target in view, such a simple choosing method
should suffice, but future work on this topic should be done to further optimize the efficiency and accuracy
of the algorithm. A flowchart that breaks down the generation of the input and the processing of the handoff
trigger criterion equation is provided below in Figure 6.19.
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Figure 6.19: Here, a flowchart is provided that pictorially represents the algorithm presented
mathematically in this chapter. After collecting data pertaining to the target and the sensor for a given
moment, the values TFOV, TR, MFOV, and MR are determined and fed into the trigger criterion equation. If that
equation evaluates to ‘true’ for a given time step, then handoff is requested.

In future work, this target handoff procedure can be adapted to fit in with Chen’s [30] work as depicted in
Figure 6.20.

81

Figure 6.20: Here is a flowchart originally presented by Chen [30] that shows some of the other common
tasks associated with target handoff. In this chapter, we have focused on the top block in this flowchart.

In this chapter, we have shown how to develop and mathematically represent the geometry that encapsulates
the viewing window of a sensor. We have also shown how the outer viewing window, along with the intrinsic
and extrinsic parameters of the sensor and the target can be used to mathematically develop the inner handoff
segments. We have provided a method to determine the threshold values for handoff as well as two
independent methods for determination of the trackability measures used for comparison with the threshold
values. Finally, a handoff trigger criterion equation has been presented that takes the thresholds, the
trackability measures and their derivatives as inputs.
The next chapter presents experimental work on this topic. In order to implement the continuous-domain
theoretical work presented here, we must convert these equations to the discrete domain. This allows us to
test the theory on a desktop computer. Also in the following chapter, a software package that simulates the
events described herein is presented.

82

Chapter 7 Target Handoff Algorithm Implementation:
Discrete Domain
7.1 Algorithm Testing Environment: Design
In order to test the equations discussed in Sections 2-4, testing software is required. This chapter describes
the nature of that software, which we will call the Algorithm Testing Environment (ATE). After describing
the ATE, the implementation of the mathematics described in Sections 2-4 are shown in Sections 7.2 and 7.3.
Since the algorithms we’ve described thus far are implemented in software, the formulations of the equations
discussed up to this point in the document must be re-written for the discrete domain. Sections 7.2 and 7.3
will include the discrete implementation of the algorithm.
There are multiple reasons for development of the ATE software. First and foremost, the equations developed
in previous sections need to be tested with typical input values in order to confirm their validity. Slightly less
importantly, it is extremely useful in relating the work developed in this research to be able to be able to
convey the work visually. Thus, a main focus of the testing software is to provide a GUI that allows one to
see the equations and algorithms in action. To that end, effort has been taken to ensure that the ATE can
operate in “real-time”. An example of the ATE’s output is given in Figure 7.1.

Figure 7.1: A screenshot from the ATE. Here we see two sensors (LEO3 and GEO1) with the target within
the FOV cones. The target has just exited moved from GEO1’s active tracking cone to its handoff cone,
initiating a handoff event, which GEO1 receives. On the left are graphs of the trackability measures for the
sensors within the theater of interest.
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7.1.1 Basic, Stationary Objects
In Section 7.1.1, all objects in the ATE that are not in motion are added to the simulator. Dynamic objects
are discussed in subsequent sections. A necessary first step in developing software to test target handoff is to
model the earth. In the ATE, the earth is modeled as a sphere with an equatorial radius of 6,378,000 meters
[38]. The center of this sphere is coincident with the origin of the global coordinate system. In a discrete,
non-vectorized graphical display, the degree of fidelity between a model and its discrete representation must
be specified. In the ATE, the sphere is defined as being comprised of 72 panels. This number provides enough
fidelity to make the earth appear visually as a smooth sphere. Fewer panels would result in a sphere that does
not appear smooth, and more panels would unnecessarily increase the computational complexity of the
system at run time. Figure 7.2 illustrates how the earth is modeled in the ATE, and the fact that the center of
the earth is coincident with the origin of the global coordinate system:

Z
Prime
Meridian

Y

Equator

X

Figure 7.2: On the left, the 72-panel wire mesh used to model the sphere is shown. On the right, that same
sphere is shown with a projected image of the earth overlaid on top of it. The image used is courtesy of NASA.
As shown in the image on the right, the positive X axis of the ATE emanates from the center of the earth and
passes through the intersection of the equator and the prime meridian (i.e. the GPS coordinate (0.0 N, 0.0
E). The positive Y-axis passes through the GPS coordinate (0.0 N, 90.0 E), and the positive Z-axis passes
through the GPS coordinate (90.0 N, 0.0 E).

In the current version of the ATE, the earth is considered stationary (non-rotating, non-orbiting). Rotation of
the earth will be added to a future release of the ATE.
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Once the earth has been added to the ATE, the next step is to add sensors. There are three types of sensors
that are used in the ATE: LEOs (Low-Earth-Orbit satellites), GEOs (Geosynchronous Orbit satellites), and
HEOs (Highly Elliptical Orbit satellites).
Of these sensors, the simplest to implement is the GEO. As a first order approximation of GEO orbit, the
GEO’s location is defined simply as a static 3D coordinate at a specific elevation above some GPS coordinate.
All that is required to add a GEO to the ATE are the aforementioned GPS coordinate and elevation. In
actuality, as the earth rotates, the path that a GEO takes about a fixed spot on the earth is an analemma [39].
Once the rotation of the earth is implemented in the ATE, this type of motion for the GEO class of sensor
will be added as well.
The next sensor addition to be discussed is that of a LEO. The orbit of a LEO is modeled as an ellipse in
three dimensions. In order to add an elliptical orbit to the ATE, we first define a set of X and Y coordinates
based on the following equation:
(𝑥 ⁄𝑎 )2 + (𝑦⁄𝑏)2 = 1
(7.1)
To move the ellipse from 2D to 3D, each XY pair is appended with a Z value, where Z=0. This results in the
set of XYZ triplets that describe the ellipse being coincident with the XY plane. In order to plot the ellipse
in three dimensions, values for rotation about the X-axis (α), Y-axis (β), and Z-axis (γ) are fed into equations
7.2 through 7.4:
1
𝑅𝛼 = [0
0

𝑅𝛽 = [

0
cos(𝛼)
sin(𝛼)

cos(𝛽)
0
−sin(𝛽)

cos(𝛾)
𝑅𝛾 = [ sin(𝛾)
0

0
1
0

0
−sin(𝛼)]
cos(𝛼)

(7.2)

sin(𝛽)
0 ]
cos(𝛽)

(7.3)

−sin(𝛾)
cos(𝛾)
0

0
0]
1

(7.4)

Then, the original XYZ triplets can be rotated based on these transformation matrices:
𝑋
𝑋′
[𝑌′ ] = 𝑅𝛼 ∙ 𝑅𝛽 ∙ 𝑅𝛾 ∙ [𝑌 ]
𝑍
𝑍′

(7.5)

Values for α, β, and γ are determined heuristically in order to ensure that sensor orbits coincide with a theater
of interest. An example of one of the LEO elliptical paths used in the ATE is provided in Figure 7.3:
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Adding Elliptical Orbits to the ATE!

!

Z

Y

X
Figure 7.3: Adding an ellipse with parameters a = earth_radius*1.3, b=earth_radius*1.2, α=π/6, β=γ=0. A
dashed line that indicates the orbital path of the ellipse with respect to the surface of the earth has been
added to the image for clarity.

The final type of sensor to be added to the ATE is a highly elliptical orbit satellite (HEO). To add a HEO,
exactly the same steps are followed as in the case of the LEO, with the only exception being that offsets are
added to equation 7.5 as follows:
𝑥0
𝑋
𝑋′
[𝑌′ ] = 𝑅𝛼 ∙ 𝑅𝛽 ∙ 𝑅𝛾 ∙ [𝑌 ] + [𝑦0 ]
𝑧0
𝑍
𝑍′

(7.6)

The offsets in equation 7.6 are set such that one of the foci of the ellipse is coincident with the origin of the
global coordinate system, as is the case in traditional orbital mechanics. Of course, this is the case with LEO
sensors as well, but in that case, the values of the offsets are negligible, so they have been omitted.
Using the equations above, orbits for all infrared/visual sensors are established. The last stationary object to
be added to the ATE is the flight path of the target. The flight path of a target is assumed to be roughly
parabolic. In the ATE, the flight path of a target is modeled as a Bezier curve. Bezier curves are commonly
used to approximate parabolic shapes in computer graphics, as discussed in [40]. A Bezier curve can be
defined by three points: the GPS coordinates of a potential target launch site, the second GPS coordinate of
the projected landing site, and a third point. For simplicity, the GPS coordinates for launch/land, as well as
the third point, are determined using a spherical coordinate system. In order for the Bezier curve to match
target flight paths most realistically, the third point is determined by taking the average of the launch and
land coordinate’s azimuth and inclination values and radius values, then by adding an offset to the radius that
denotes the highest point in the trajectory (see Figure 7.4).
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Target Path (Bezier Curve)

Land:
(12.0N, 36.5E)
Alt: 0 m

Midpoint:
(12.0N, 36.0E)
Alt: 35,000 m

Earth Surface

Launch:
(12.0N, 35.5E)
Alt: 0 m

Figure 7.4: Here a target path is shown from a “face on” perspective. The numbers beneath the “Launch”
and “Land” text are the respective GPS coordinates in this example. The midpoint is determined by the
Launch and Land points and an elevation that can be changed by the user.

When building the orbital paths for the various sensors, altitudes are selected based on the satellite type.
Figure 7.5 below provides various orbital heights for different types of sensors.

Figure 7.5: A listing of common satellite orbital altitudes (adapted from [37]).
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7.1.3 Basic, Mobile Objects
With orbits added to the ATE, mobile sensors must be affixed to those orbits. In order for any object to be in
motion in the ATE, a discrete time domain is also necessitated. The time domain is parameterized in two
ways. In order to maximize the precision of the computations, the decision was made to make the time domain
closed as opposed to open ended. Thus, the duration of the experiment is set as a parameter, and the current
value of that parameter (TTotal) is 120 minutes. Since the events being studied in the ATE occur over a
timespan of less than two hours, the decision to use a closed time domain should not be problematic.
The second parameter established in the time domain is that of temporal precision, or the “time step” ( D t).
The current value assigned to the time step parameter is 1/10 th of a second. With this granularity, the total
number of frames in the experiment is:
𝑁 = 𝑇𝑇𝑜𝑡𝑎𝑙 ⁄∆𝑡 = (120𝑚𝑖𝑛 ∙ 60𝑠𝑒𝑐/𝑚𝑖𝑛)⁄0.1𝑠𝑒𝑐 = 72,000

(7.7)

The choice for the value for the “time step” parameter is somewhat arbitrary and very flexible. The ATE can
easily operate at time steps of less than 1/10,000 th of a second. However, the smaller the time step, the more
data that needs to be held in working memory. The more data held in working memory, the longer processing
takes per frame in the current architecture.
Once a time domain with high temporal resolution has been established, it becomes possible to define the
positions of the dynamic objects (sensors and targets) as a function of time. As computation of a sensor’s
exact position takes place during runtime, the decision was made to pre-compute the positions of all dynamic
objects for each time step in the ATE. These computations are performed once per problem setup and are
stored as LUTs. In order to describe the creation of one such LUT, we look at an example of how one is
created for a LEO sensor.
A LEO orbits about a path defined as an ellipse, as described above. While an ellipse defined by 300 sets of
XYZ triplets gives the appearance of a smooth ellipse in the graphical interface, this coarseness is not
preferred for calculations in target handoff algorithms. In order to provide the ATE with the most precision
to perform the most accurate calculations, precise coordinates are created for any targets or sensors in motion
during runtime.
Creation of these precise XYZ coordinate triplets is done in in the following way. First, a 3xN vector is
created, where N is equal to the number of frames computed in equation 7.7 above. This vector is used to
hold the XYZ coordinates of the sensor at each time step of the simulation. Next, each of the coarse 300 XYZ
triplets is associated with a specific time in the ATE. The method by which these times are assigned depends
upon both the starting point of the sensor (set by the user), and the time required for a LEO to complete one
full orbit (also set by the user).
Then, the 3xN vector is filled for each time step in the simulator via linear interpolation. This process is
described in the following equation.
𝑥𝑝 [𝑛]
𝑥𝐶,𝐿𝑎𝑠𝑡 [𝑛]
𝑥𝐶,𝑁𝑒𝑥𝑡 [𝑛]
(𝑡𝑝 [𝑛]−𝑡𝐶,𝐿𝑎𝑠𝑡 [𝑛])
(𝑡𝐶,𝑁𝑒𝑥𝑡 [𝑛]−𝑡𝑃 [𝑛])
𝑦
[𝑛]
𝑦
[𝑛]
𝑦
[ 𝑝 ] = (1 −
) [ 𝐶,𝐿𝑎𝑠𝑡 ] +
[ 𝐶,𝑁𝑒𝑥𝑡 [𝑛]]
(𝑡𝐶,𝑁𝑒𝑥𝑡 [𝑛]−𝑡𝐶,𝐿𝑎𝑠𝑡 [𝑛])
(𝑡𝐶,𝑁𝑒𝑥𝑡 [𝑛]−𝑡𝐶,𝐿𝑎𝑠𝑡 [𝑛])
𝑧𝐶,𝐿𝑎𝑠𝑡 [𝑛]
𝑧𝐶,𝑁𝑒𝑥𝑡 [𝑛]
𝑧𝑝 [𝑛]

(7.8)

The equation above shows that the precise coordinates (denoted by the subscript “P”) are taken as the sum
of the coarse coordinates of the last coarse time step (denoted using the subscript “C, Last”) multiplied by a
weighting factor and the coarse coordinates of the next coarse time step (denoted using the subscript “C,
Next”) multiplied by the compliment of the first weighting factor. The weighting factor here is simply the
percent of the way that the precise time is between the last and next coarse time steps associated with the last
and next coarse XYZ coordinates for a specific sensor.
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Thus, for each discrete time step in the ATE, a set of unique XYZ coordinates that describe the location of
the object at that time has been generated. It is these values that are used in subsequent equations when the
positions of a sensor or a target are used.
Development of the precise coordinate LUTs for every sensor and/or target in the ATE is done in the manner
just described. In the remainder of this section, whenever target or sensor coordinates are referred to, it will
be understood that the XYZ triplets used (the precise coordinates) have been generated in the method just
described.
Since LUTs for all dynamic objects in the ATE are held in RAM, increasing the number of dynamic objects
in the ATE or decreasing the time step results in an increase of the amount of RAM taken up by LUTs. LUTs
are held in RAM because of the speed of access. However, in the case that the temporal granularity becomes
extremely fine or the number of dynamic objects very large, the LUTs could be moved from RAM to
permanent storage. In this case, access of LUT elements would be significantly slower, but the restriction of
ATE complexity due to available RAM would be removed.

7.2 ATE Basis Equations and Handoff Segments
7.2.1 Basis Equations (Outer Cone/Resolution Sphere)
Continuous versions of all equations that appear in Chapter 7 are mathematically described in detail in
Chapter 6. These sections complement those by concentrating on the implementation of these equations in
the ATE in the discrete domain.
For simulation purposes and later used for trackability measures, the first equation implemented from Chapter
6 is the conic shape due to the FOV of the sensors. The discrete equation for the outer FOV cone is shown
below in Equation 7.7:
2

2

(𝑥 − 𝑥𝑃,𝑠 [𝑛]) + (𝑦 − 𝑦𝑃,𝑆 [𝑛]) = ((𝑧 − 𝑧𝑃,𝑆 [𝑛]) tan(𝜙ℎ𝑎𝑙𝑓 ))

2

(7.9)

In the ATE, the precise XYZ triplet that defines the sensor at the given time step [n] is denoted by subscript
“P,S”. The derivation of this triplet was just described in the previous section. Equation 7.9 is used to generate
a new set of XYZ triplets that define the FOV cone of a sensor.
In most computer graphics applications, any geometric objects painted in the scene will be represented as
polygons. The higher the density of the polygons on the screen, the easier it is for those polygons to give the
appearance of smooth surfaces. In the ATE, the FOV cone is defined as being comprised of 30 panels. This
number provides enough fidelity to make the cone appear somewhat smooth without unnecessarily increasing
the computational complexity of the system at run time. The height H of the cone is determined by the sensor
characteristics that define the maximum resolution of the sensor. In the ATE, these characteristics are set
such that the maximum distance that a sensor can resolve a target is equal to the shortest distance from the
sensor to the surface of the earth. The FOV for all sensors used in the ATE (50 degrees) is set much higher
that the likely FOVs of deployed, real-world sensors. We have chosen to use a large FOV to make it easy for
viewers to easily visually distinguish the various cones. The FOV of each sensor is a parameter that can be
set by the user.
With the height and FOV cone of a sensor determined, the radius of the bottom of the cone is determined
using simple trigonometry:
𝑟𝐹𝑂𝑉 [𝑛] = 𝐻[𝑛] tan−1 (𝜙ℎ𝑎𝑙𝑓 )

(7.10)

Note that both height H and radius rFOV are functions of discrete time, as the distance from the sensor to the
surface of the earth may change from time step to time step depending on the orbital path of the sensor.
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Next, a circle is drawn coincident with the XY plane with a radius determined by equation 7.10 and an origin
at the point (xP,S[n], yP,S[n], zP,S[n]-H[n]). As mentioned above, this circle is defined by 30 points. Rays are
then drawn from each of these points to the sensor location. These lines create the polygons used to define
the sensor FOV cone. The cone is drawn with the vertex starting at the point occupied by the sensor (the
points xS, yS, and zS in equation 7.9) and extends downwards towards the XY plane. An example of a sensor’s
FOV cone being drawn in the ATE is provided here. The spherical section attached to the bottom of the FOV
cone (the resolution sphere) is described next.

Figure 7.6: Shown is an image taken from the ATE that illustrates how the FOV cone is drawn for a sensor
(in this case, LEO3). Careful counting reveals the fact that the FOV cone is comprised of 30 panels. By
drawing all of the defining lines and vertices of the FOV cone, it is clear that the FOV cone is constructed
from planar polygons. The resolution sphere affixed to the bottom of the FOV cone is described presently.

For the resolution sphere, the following equation is used to generate the XYZ triplets that define the vertices
of the polygons used to create it:
2

2

2

(𝑥 − 𝑥𝑃,𝑆 [𝑛]) + (𝑦 − 𝑦𝑃,𝑆 [𝑛]) + (𝑧 − 𝑧𝑃,𝑆 [𝑛]) = √𝐻[𝑛]2 + 𝑟𝐹𝑂𝑉 [𝑛]2 = 𝑟[𝑛]2

(7.11)

where xP,S[n] is the precise global x coordinate of the sensor at time step n, yP,S[n] is the precise global y
coordinate of the sensor at time step n, and zP,S[n] is the precise global z coordinate of the sensor at time step
n. r[n] is equal to the distance from the FOV vertex to any edge of the bottom of the cone. Once again, the
parameter r is the maximum resolution of the sensor and may be different for each sensor due to internal and
external parameters of the sensor. The user may change this parameter. Similarly to the FOV cone, the
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resolution sphere is represented by polygons. There are 30 evenly spaced circles defined by 30 points each
that define the sphere. The sphere is then restricted to the area defined by the union of the area beneath the
FOV cone and the sphere. This sphere represents the maximum resolution of the sensor where the target must
be handed off to maintain tracking. In Figure 7.6, the resolution sphere is seen affixed to the bottom of the
FOV cone.

7.2.2 ATE Handoff Segments (Inner Cone/Resolution Sphere)
The mathematical formulation of the handoff conic and spherical regions in the continuous domain are
described in detail in Chapter 6, but the discrete implementation is shown below. The thresholds due to FOV
and resolution are based on the following equations from Chapter 6:
𝑇𝐹𝑂𝑉,𝑖,𝑗 [𝑛] = 𝜇𝑗 𝐸𝑡 |𝑉𝑅𝐸𝐿,𝑖,𝑗 [𝑛]|
𝑇𝑅,𝑖,𝑗 [𝑛] = 𝜔𝑗 𝐸𝑡 |𝑉𝑅𝐸𝐿,𝑖,𝑗 [𝑛]|

(7.12)

Where the translation coefficient affecting FOV (j) and resolution ( j) for the threshold due to FOV (TFOV,i,j)
and resolution (TR,i,j) for the jth sensor, which are correlated with internal and external parameters of the
sensor. VTi is the target velocity vector for the ith target, VSj is sensor velocity vector for the jth sensor, VPj is
the pan velocity vector, and VLj is the tilt velocity vector.
This equation is implemented in the ATE directly. The discussion that follows focuses on the determination
of the parameters used in implementation. The value T FOV is a measure of the minimum distance required for
successful handoff until the target exits the FOV cone, and the value TR is a measure of the minimum distance
required for successful target handoff until the target exits the resolution sphere. Et is a parameter that
represents the maximum time required to complete a handoff between two sensors. This parameter
encapsulates processing time for the software and communication from the active tracking sensor to the
receiving sensor (possibly including communication with a ground-based station as well).
Currently in the ATE, the value for Et is set to 60 seconds. As the value for Et increases, the distance between
the inner and outer handoff cones increases. When Et = 0, the inner and outer handoff cones are coincident.
The value of 60 seconds can be modified by the user, but was chosen because it seemed like a reasonable
number and also created a separation between the inner and outer handoff cones that made them easily
visually distinguishable in the ATE.
The translation coefficients are correlated with the internal and external parameters of the system, and allow
for flexibility in the mathematics to accommodate linear or non-linear deviations from the expected resolution
or field of view. For example, if the maximum resolution of a sensor (i.e. maximum distance at which a target
can be resolved) were not uniform across the imaging plane, then that fact could be represented as an equation
that could be substituted in to the variable j. Likewise, if some phenomenon impacted the sensor’s ability
to resolve a target at the edge of the frame, then the variable (j) could be changed to a constant (for uniform
deviation around the FOV) or a function (for non-uniform deviation around the FOV).
If the internal and external parameters of the sensor are taken to be ideal, then the translation coefficients are
identical to the constant 1. It is also important to note that if j = j, then TFOV = TR. In the ATE, the parameter
j is in fact set to be 1. Since we desire the values for T FOV and TR to be distinguishable in the graphs that
follow, the value for j is set to be 1.05. Physically, this value can be thought of as a “lack of confidence” in
data generated by pixels at the extreme edges of the sensor’s imaging plane.
Relative velocities are calculated in the discrete domain by taking the finite backwards difference of the
position functions of the sensor(s) and target(s), using the target and sensor positions from the current time
step, the target and sensor positions at the previous time step, and the time step itself.
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(𝑥𝑇,𝑃 [𝑛] − 𝑥𝑇,𝑃 [𝑛 − 1])⁄∆𝑡
𝑉𝑋,𝑇 [𝑛]
𝑉𝑇 [𝑛] = [𝑉𝑌,𝑇 [𝑛]] = [(𝑦𝑇,𝑃 [𝑛] − 𝑦𝑇,𝑃 [𝑛 − 1])⁄∆𝑡]
𝑉𝑍,𝑇 [𝑛]
(𝑧𝑇,𝑃 [𝑛] − 𝑧𝑇,𝑃 [𝑛 − 1])⁄∆𝑡
(7.13)

(𝑥𝑆,𝑃 [𝑛] − 𝑥𝑆,𝑃 [𝑛 − 1])⁄∆𝑡
𝑉𝑋,𝑆 [𝑛]
𝑉𝑆 [𝑛] = [𝑉𝑌,𝑆 [𝑛]] = [(𝑦𝑆,𝑃 [𝑛] − 𝑦𝑆,𝑃 [𝑛 − 1])⁄∆𝑡]
𝑉𝑍,𝑆 [𝑛]
(𝑧𝑆,𝑃 [𝑛] − 𝑧𝑆,𝑃 [𝑛 − 1])⁄∆𝑡
𝑉𝑃 = 𝑉𝐿 = 0

As discussed above, the pan (VP) and tilt (VL) velocities are currently set to zero until those mathematics are
finalized.
Handoff Cone (Inner Cone)
Nearly all of the descriptions given thus far in this section for the outer (FOV) cone and resolution sphere are
identical to the implementation of the inner (handoff) cone and resolution sphere. There are just two
differences in the creation of these two sections: first, the apex of the cone for the inner cone is not the same
as the apex of the outer cone. Second, the height of the inner cone is not the same as the outer cone. In order
to easily illustrate these differences, we repeat a figure from Chapter 2 (2.5) here as Figure 7.7:

Sensor
z1

(xS, yS, zS-z1)
Outer Conic Section

H

H-TR-z1

Active Target
Tracking

Handoff

TR

Figure 7.7: A figure repeated from Chapter 6 that shows the difference between inner cone and the outer
cone.
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Clearly shown in the figure above is the coordinate of the apex of the inner (handoff) cone as the point
(xS,yS,zS – z1). Note that this XYZ triplet will be one of the precise triplets defined earlier, which will be a
function of discrete time. The value z1 has been calculated previously in Chapter 6, and is also a function of
discrete time:
𝑧1,𝑖,𝑗 [𝑛] = 𝑇𝐹𝑂𝑉,𝑖,𝑗 [𝑛]⁄sin(𝜙𝑗,ℎ𝑎𝑙𝑓 )

(7.14)

Both the inner (handoff) cone and the outer (FOV) cone share the same FOV, but the apex changes based on
the distance z1 and H. This is then used in both the handoff spherical section and the handoff conic section.
Taking the different cone apex location into account, equation 7.9 becomes
2

2

(𝑥 − 𝑥𝑃,𝑆 [𝑛]) + (𝑦 − 𝑦𝑃,𝑆 [𝑛]) = ((𝑧 − 𝑧𝑃,𝑆 [𝑛] − 𝑧1 [𝑛]) tan(𝜙ℎ𝑎𝑙𝑓 ))

2

(7.15)

The handoff resolution sphere coincides with the maximum resolution, z1, and TS of the jth sensor, as shown
in Figure 7.7. The new center of the sphere is centered at (xS, yS, zS-z1), with a radius of H-TS-z1. This equation
is used for visualization purposes and in calculating the trackability measures, explained in detail in Chapter
6. Taking the different apex location and different radius into account in the discrete domain, the equation
for the inner resolution sphere becomes
2

2

2

(𝑥 − 𝑥𝑃,𝑆 [𝑛]) + (𝑦 − 𝑦𝑃,𝑆 [𝑛]) + (𝑧 − 𝑧𝑃,𝑆 [𝑛] − 𝑧1 [𝑛]) = (𝐻[𝑛] − 𝑇𝑅 [𝑛] − 𝑧1 [𝑛])2

(7.16)

7.2.3 ATE Trackability Measures Using Closed Form Solutions
The mathematical derivations of the trackability measures (MFOV and MR) are described in detail in Chapter
6. In this section, we describe the methods by which these measures are determined in the ATE in the discrete
domain.
As discussed in Chapter 6, the most robust, generalized approach to finding the solutions to MFOV and MR is
via the method of Lagrange multipliers. This method allows for arbitrary constraints on the shape of the FOV
cone and resolution sphere, and also allows for non-linear construction of these shapes. The general solution
to the Lagrange method is iterative. For a specific formulation of a Lagrange problem, explicit solutions can
be found that convert the problem from an iteration problem to a minimization of two results. While CFS are
superior to the general Lagrange method in terms of computation time in general, computation time compared
to the explicit Lagrange solutions are very similar. Both the Lagrange method and CFS have been
implemented in the ATE, and the user is free to change the computation method. The outputs of each method
are virtually identical, with differences between the two methods being on the order of nanometers.
Closed form solutions for the FOV trackability measure (MFOV) are used in the ATE to show the rapid
computational ability that comes from having no constraints for the FOV. Figure 6.18 from Chapter 6 is
included here for ease of reading.
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Figure 7.8: A figure repeated from Chapter 6 that shows the important points for the determination of the
closed form solution for MFOV

The closed form solution found for the FOV trackability measure M FOV is found in the following way. First,
line 1 (L1) is calculated using the sensor’s global position and the z-axis as the basis line. Point 1 (P1) is then
found along the same XY plane as the target, which is at a specific height of z. P1 is equal to (xS, yS, zT). Using
P1 and the target position point, parametric equations of the line 2 (L2) are found, as shown in Equation 7.17
below.
𝑥𝐿2 = 𝑡(𝑥𝑇 [𝑛])
𝑦𝐿2 = 𝑡(𝑦𝑇 [𝑛])
𝑧𝐿2 = 𝑧𝑇 [𝑛]

(7.17)

There are no z-components for that line, so it is coincident with a XY plane. As a result when intersected with
the cone, it creates a circle, as shown in Figure 7.8 above as the dashed line the runs through P2. The equation
of that circle is given in the next equation:
2

2

[tan(𝜙ℎ𝑎𝑙𝑓 )(𝑧𝑇,𝑃 [𝑛] − 𝑧𝑆 [𝑛])] = (𝑥 − 𝑥𝑆,𝑃 [𝑛]) + (𝑦 − 𝑦𝑆,𝑃 [𝑛])

2

(7.18)

Using L2 and the equation of the circle, the intersection between the two can be found resulting in two points
lying on the cone. The shortest distance between the target and one of the two points results in point P2,
denoted by (xP2, yP2, zP2). The parametric equations for that line are then found using P2 and the sensor to
give line L3, shown below in Equation 3.14.
𝑥𝐿3 = 𝑥𝑃2 + 𝑡(𝑥𝑆,𝑃 [𝑛] − 𝑥𝑃2 )
𝑦𝐿3 = 𝑦𝑃2 + 𝑡(𝑦𝑆,𝑃 [𝑛] − 𝑦𝑃2 )

(7.19)

𝑧𝐿3 = 𝑧𝑃2 + 𝑡(𝑧𝑆,𝑃 [𝑛] − 𝑧𝑃2 )
The orthogonal line (L4) is given by taking the line on the cone (L3) and projecting the target point
orthogonally onto the line. This is done by calculating a vector perpendicular to L3 and having this vector
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pass through the target point. It is calculated by taking the dot product of the vector L3 that goes through the
target point, as shown below in Equation 7.20
𝑥𝑃2 + 𝑡(𝑥𝑆,𝑃 [𝑛] − 𝑥𝑃2 )
𝑥𝐿4
𝑦
[𝑛]
[𝑦𝑃2 + 𝑡(𝑦𝑆,𝑃
− 𝑦𝑃2 )]  [ 𝐿4 ] = 0
𝑧𝐿4
𝑧𝑃2 + 𝑡(𝑧𝑆,𝑃 [𝑛] − 𝑧𝑃2 )

(7.20)

The intersection of L3 and L4 is the minimum distance point between the target and the cone, denoted as P3.
The minimum distance is the distance between P3 and the target. This distance (M’FOV) is used in the FOV
trackability measure, which is then used in the trigger criterion equation.
The closed form solution for the minimum distance between the target and the resolution sphere (M’R) is then
found and used in determining the resolution trackability measure (MR). We can find this distance by
computing the intersection of a line and a sphere. The sphere is coincident with the spherical section affixed
to the bottom of the conic section. The line emanates from the sensor and passes through the target, as shown
below in the parametric Equations 3.16.
𝑥 = 𝑥𝑇,𝑃 [𝑛] + 𝑡(𝑥𝑆,𝑃 [𝑛] − 𝑥𝑇,𝑃 [𝑛])
𝑦 = 𝑦𝑇,𝑃 [𝑛] + 𝑡(𝑦𝑆,𝑃 [𝑛] − 𝑦𝑇,𝑃 [𝑛])

(7.21)

𝑧 = 𝑧𝑇,𝑃 [𝑛] + 𝑡(𝑧𝑆,𝑃 [𝑛] − 𝑧𝑇,𝑃 [𝑛])
The intersections of the line and the sphere results in the minimum distance point and the maximum distance
points. The smallest distance from the target to the intersection points are used for M’R and subsequently MR.

7.2.3 ATE Trackability Measures Using Lagrange Method
The ATE also has the ability to use the Lagrange method to determine the trackability measures MFOV and
MR. In the discrete implementation, the derivation of the explicit solutions for the Lagrange multipliers () is
identical to what was described in Chapter 6. However, the final explicit solution must be discretized:
1

𝜆1 (𝑡) =

(𝑥𝑇 [𝑛]2 −2𝑥𝑇 [𝑛]𝑥𝑆 [𝑛]+𝑦𝑇 [𝑛]2 −2𝑦𝑇 [𝑛]𝑦𝑆 [𝑛]+𝑥𝑆 [𝑛]2 +𝑦𝑆 [𝑛]2 )2 (𝑧𝑇 [𝑛]−𝑧𝑆 [𝑛])(tan2(𝜙𝑗,ℎ𝑎𝑙𝑓 )+1)
tan(𝜙𝑗,ℎ𝑎𝑙𝑓 )((𝑥𝑇 [𝑛]2 −2𝑥𝑇 [𝑛]𝑥𝑆 [𝑛]+𝑦𝑇 [𝑛]2 −2𝑦𝑇 [𝑛]𝑦𝑆 [𝑛]+𝑥𝑆 [𝑛]2 +𝑦𝑆 [𝑛]2 ) tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )−(𝑧𝑇 [𝑛]−𝑧𝑆 [𝑛])2 )

2

-

2

2

2

2

2

2

(𝑥𝑇 [𝑛] −2𝑥𝑇 [𝑛]𝑥𝑆 [𝑛]+𝑦𝑇 [𝑛] −2𝑦𝑇 [𝑛]𝑦𝑆 [𝑛]+𝑥𝑆 [𝑛] +𝑧𝑇 [𝑛] −2𝑧𝑇 [𝑛]𝑧𝑆 [𝑛]+𝑥𝑆 [𝑛] +𝑦𝑆 [𝑛] +𝑧𝑆 [𝑛] ) tan2(𝜙𝑗,ℎ𝑎𝑙𝑓 )
2

2

2

𝜆2 (𝑡) = [

2

2

2

2

(7.22)

1

2
(𝑥𝑇 [𝑛] −2𝑥𝑇 [𝑛]𝑥𝑆 [𝑛]+𝑦𝑇 [𝑛] −2𝑦𝑇 [𝑛]𝑦𝑆 [𝑛]+𝑥𝑆 [𝑛] +𝑦𝑆 [𝑛] ) (𝑧𝑇 [𝑛]−𝑧𝑆 [𝑛])(tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )+1)
2

2

2

2

tan(𝜙𝑗,ℎ𝑎𝑙𝑓 )((𝑥𝑇[𝑛] −2𝑥𝑇[𝑛]𝑥𝑆 [𝑛]+𝑦𝑇 [𝑛] −2𝑦𝑇 [𝑛]𝑦𝑆 [𝑛]+𝑥𝑆 [𝑛] +𝑦𝑆 [𝑛] ) tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )−(𝑧𝑇 [𝑛]−𝑧𝑆 [𝑛])2 )

2

+

2

tan(𝜙𝑗,ℎ𝑎𝑙𝑓 )((𝑥𝑇[𝑛] −2𝑥𝑇[𝑛]𝑥𝑆 [𝑛]+𝑦𝑇 [𝑛] −2𝑦𝑇 [𝑛]𝑦𝑆 [𝑛]+𝑥𝑆 [𝑛] +𝑦𝑆 [𝑛] ) tan2(𝜙𝑗,ℎ𝑎𝑙𝑓 )−(𝑧𝑇 [𝑛]−𝑧𝑆 [𝑛])2 )

2

2

2

2

2

2

(𝑥𝑇 [𝑛] −2𝑥𝑇 [𝑛]𝑥𝑆 [𝑛]+𝑦𝑇 [𝑛] −2𝑦𝑇 [𝑛]𝑦𝑆 [𝑛]+𝑥𝑆 [𝑛] +𝑧𝑇 [𝑛] −2𝑧𝑇 [𝑛]𝑧𝑆 [𝑛]+𝑥𝑆 [𝑛] +𝑦𝑆 [𝑛] +𝑧𝑆 [𝑛] ) tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )
2

2

2

2

tan(𝜙𝑗,ℎ𝑎𝑙𝑓 )((𝑥𝑇[𝑛] −2𝑥𝑇[𝑛]𝑥𝑆 [𝑛]+𝑦𝑇 [𝑛] −2𝑦𝑇 [𝑛]𝑦𝑆 [𝑛]+𝑥𝑆 [𝑛] +𝑦𝑆 [𝑛] ) tan2(𝜙𝑗,ℎ𝑎𝑙𝑓 )−(𝑧𝑇 [𝑛]−𝑧𝑆 [𝑛])2 )

] (7.23)

Where  is the solution for first Lagrange multiplier and 2 is the second solution. j is the FOV of the sensor,
xT, yT, and zT are the target’s x,y, and z precise global position coordinates, respectively, and x S, yS, and zS
are the sensor’s precise x,y, and z global position coordinates, respectively. Note that for compactness, the
“P” subscript that denotes that the precise coordinates are being used has been omitted from equations 7.22
and 7.23.
As in Chapter 6, by using the partial derivatives from the gradient of the auxiliary function, the intersection
point of the line that emanates from the target and terminates in the FOV cone can be determined. It is the
length of this line that is equal to M’FOV multiplied by 𝛼𝐹𝑂𝑉 . Since the line defined by these two points will
also intersect the FOV cone on the other side, there are in fact two points that are determined using the two
different values of lambda found in Equations 7.22 and 7.23. These points are generated in Equation 7.24.
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𝑥𝑀′

[𝑛] =

𝜆1,2 [𝑛]∙𝑥𝑆,𝑃 [𝑛]−𝑥𝑇,𝑃 [𝑛]
𝜆1,2 [𝑛]−1

𝑦𝑀 ′

[𝑛] =

𝜆1,2 [𝑛]∙𝑦𝑆,𝑃 [𝑛]−𝑦𝑇,𝑃 [𝑛]
𝜆1 [𝑛]−1

𝐹𝑂𝑉,1,2

𝐹𝑂𝑉,1,2

𝑧𝑀′

𝐹𝑂𝑉,1,2

[𝑛] =

(7.24)

tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )∙𝜆1,2 [𝑛]∙𝑧𝑆,𝑃 [𝑛]−𝑧𝑇,𝑃 [𝑛]
tan2 (𝜙𝑗,ℎ𝑎𝑙𝑓 )∙𝜆1,2 [𝑛]−1

The final step in the determination of the distance M’FOV is to determine which of the two points is closer to
the target. The relative locations of the two points are illustrated in Figure 7.9 below, which is followed by
the final equation.

Figure 7.9: Visual representation of the minimum distance from the target to the FOV cone using the explicit
solution to the Lagrange formulation. There are two possible solutions to the problem of finding the distance
from the target to the target to the boundary of the handoff cone. This figure shows the optimized solution
(i.e., the solution that results in the minimum distance) in a solid line with the notation M’FOV. The other,
incorrect, solution to the problem is shown as well.

The minimum distance between the target and the FOV cone using the points found during the Lagrange
method is calculated using the Equation 3.10 below.
′
𝑀𝐹𝑂𝑉
[𝑛] =

2

2

2

min (√(𝑥𝑀𝐹𝑂𝑉𝐾 − 𝑥𝑇,𝑃 [𝑛]) + (𝑦𝑀𝐹𝑂𝑉 𝐾 − 𝑦𝑇,𝑃 [𝑛]) + (𝑧𝑀𝐹𝑂𝑉 𝐾 − 𝑧𝑇,𝑃 [𝑛]) )

𝐾,𝐾∈(1,2)

(7.25)

Lastly, the distance found in equation 7.25 is multiplied by an optional scaling factor to determine the final
value for the FOV trackability measure.
′
𝑀𝐹𝑂𝑉 [𝑛] = 𝛼𝐹𝑂𝑉 𝑀𝐹𝑂𝑉
[𝑛]

(7.26)
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Determination of the resolution trackability measure MR using the Lagrange method follows a very similar
format to that just described for MFOV. After leaning on the supporting equations in Chapter 6, the Lagrange
multiplier for the resolution sphere is discretized similarly:
1

𝜆1 (𝑡) = 1 ±

&

(𝑥𝑇 [𝑛]2 −2𝑥𝑇 [𝑛]𝑥𝑆 [𝑛]+𝑦𝑇 [𝑛]2 −2𝑦𝑇 [𝑛]𝑦𝑆 [𝑛]+𝑧𝑇 [𝑛]2 −2𝑧𝑇 [𝑛]𝑧𝑆 [𝑛]+𝑥𝑆 [𝑛]2 +𝑦𝑆 [𝑛]2 +𝑧𝑇 [𝑛]2 )2

𝑥𝑇

[𝑛]2 −2𝑥

𝐻2
2
2
2
2
2
𝑇 [𝑛]𝑥𝑆 [𝑛]+𝑦𝑇 [𝑛] −2𝑦𝑇 [𝑛]𝑦𝑆 [𝑛]+𝑧𝑇 [𝑛] −2𝑧𝑇 [𝑛]𝑧𝑆 [𝑛]+𝑥𝑆 [𝑛] +𝑦𝑆 [𝑛] +𝑧𝑇 [𝑛]
2
𝐻

(7.27)

≥0

There are two Lagrange multipliers found for this problem, as shown by the ± above. Once again, note that
for compactness, the “P” subscript that denotes that the precise coordinates are being used has been omitted.
The partial derivatives from the gradient of the auxiliary function are used once again to determine the
intersection point of the line that emanates from the target and terminates in the resolution sphere. It is the
length of this line that is equal to MR multiplied by 𝛼𝑅 . Since the line defined by these two points will intersect
the resolution sphere in two places, there are in fact two points that are determined using the two different
values of lambda found in equation 7.27. These points are generated according to the following formulas:
[𝑛] =
′
𝑥𝑀𝑅,1,2

𝜆1,2 [𝑛]∙𝑥𝑆,𝑃 [𝑛]−𝑥𝑇,𝑃 [𝑛]
𝜆1,2 [𝑛]−1

[𝑛] =
′
𝑦𝑀𝑅,1,2
′
𝑧𝑀𝑅,1,2
[𝑛] =

𝜆1,2 [𝑛]∙𝑦𝑆,𝑃 [𝑛]−𝑦𝑇,𝑃 [𝑛]
𝜆1 [𝑛]−1

(7.28)

𝜆1,2 [𝑛]∙𝑧𝑆,𝑃 [𝑛]−𝑧𝑇,𝑃 [𝑛]
𝜆1 [𝑛]−1

The final step in the determination of the distance M’R is to determine which of the two points is closest
(shown in Figure 7.10):

Figure 7.10: Visual representation of the minimum distance from the target to the resolution sphere using
the explicit solution to the Lagrange formulation.
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The minimum distance between the target and the resolution sphere using the points found during the
Lagrange method is calculated using the Equation 7.29 below.
𝑀𝑅′ [𝑛] =

2

2

2

min (√(𝑥𝑀𝑅 𝐾 − 𝑥𝑇,𝑃 [𝑛]) + (𝑦𝑀𝑅 𝐾 − 𝑦𝑇,𝑃 [𝑛]) + (𝑧𝑀𝑅 𝐾 − 𝑧𝑇,𝑃 [𝑛]) )

𝐾,𝐾∈(1,2)

(7.29)

Lastly, the distance found in equation 7.29 is multiplied by an optional scaling factor to determine the final
value for the FOV trackability measure.
𝑀𝑅 [𝑛] = 𝛼𝑅 𝑀𝑅′ [𝑛]

(7.30)

This section explained how to find the trackability measures for FOV cone and resolution sphere using the
Lagrange method and using closed form solutions in the discrete domain. The end results of these calculations
are shown in Figure 7.11.

Figure 7.11: In this figure, a zoomed in view of the target traversing the inner (handoff) cone and resolution
sphere of a sensor is shown. The line segments MFOV and MR have been drawn from the target to the edges
of the FOV cone and outer resolution sphere, respectively. Large white labels have been added to this image
from the ATE for clarity.
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7.2.4 Target Handoff
As soon as a target enters the FOV cone and resolution sphere of a sensor, active tracking of the target begins.
As soon as active tracking begins, the trackability measures for the sensor(s) with the target in view are
calculated. For each time step, trackability measures, handoff segments, and the derivatives of the trackability
measures are calculated and fed into the handoff criterion function. The trigger criterion equation is shown
below in equation 7.30.
𝐶𝑇,𝑖,𝑗 [𝑛] = [(𝑀𝑅,𝑖,𝑗 [𝑛] ≤ 𝑇𝑅,𝑖,𝑗 [𝑛])˄((𝑀𝑅,𝑖,𝑗 [𝑛] − 𝑀𝑅,𝑖,𝑗 [𝑛 − 1])⁄∆𝑡 < 0)]˅
[(𝑀𝐹𝑂𝑉,𝑖,𝑗 [𝑛] ≤ 𝑇𝐹𝑂𝑉,𝑖,𝑗 [𝑛])˄((𝑀𝐹𝑂𝑉,𝑖,𝑗 [𝑛] − 𝑀𝐹𝑂𝑉,𝑖,𝑗 [𝑛 − 1])⁄∆𝑡 < 0)]

(7.31)

Determination of the values MFOV and MR were provided in Section 7.2.3. Determination of the values of TFOV
and TR were provided in Section 7.2.2. As in that section, the logical symbols  and  represent the logical
operations “AND” and “OR”, respectively. In order to discretize Equation 4.1, the derivatives have been
replaced with finite backwards differences. The subscripts “i” and “j” indicate that the equation is evaluated
for all i sensors that have a specific target in view, and that, in the case of multiple targets, the equation is
evaluated for all j targets in view of any specific sensor.
When equation 7.31 evaluates to 1 for any sensor, a handoff request is triggered and parsed. If there exists a
second sensor in the theater which also has the target in view during the same time-step that a handoff request
is triggered, then the second sensor receives the handoff successfully and assumes primary active tracking
responsibilities.
In the event of a successful handoff, in the ATE, a splash screen is displayed, where “splash screen” means
a brief visual representation of the handoff with pertinent data. An example of such a splash screen is provided
in Figure 7.12:

Figure 7.12: In the ATE, at the moment of a successful handoff event, a window is generated that displays
the pertinent details of a handoff event, including the requesting sensor name, the receiving sensor name,
and the time of the request. The window persists for a fixed time (real-time, not simulation time). In the
current iteration of the ATE, this time is 5 seconds.

In the event that there are no other sensors in the theater that simultaneously have the specified target in view
at the time of a handoff request, then the handoff request from the active tracking sensor will fail. In this
circumstance, a different splash screen is displayed. An example of that splash screen is provided here as
well in Figure 7.13:
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Figure 7.13: In the ATE, if a handoff request is not successful, then a java-based window is generated that
displays the pertinent details of a handoff event, including the requesting sensor name and the time of the
request. The window persists for a fixed time (real-time, not simulation time). In the current iteration of the
ATE, this time is 5 seconds.

After an unsuccessful handoff attempt, the ATE continues to attempt handoff as long as equation 7.22
evaluates to 1 and the target remains in sight of the sensor. In the ATE, the sensors and target are arranged
such that this scenario comes about. The scenario will be discussed in detail in the following section.
Once the handoff splash screen is displayed, it either persists on the screen unchanged until the 5-second
real-time timer has elapsed or until there is a different handoff attempt. As mentioned previously, the system
continues to attempt handoff as long as the trigger criterion function evaluates to 1. A simple parser is
implemented in the ATE that detects if a successful handoff event has transpired and ignores subsequent
handoff attempts from that same sensor. This avoid multiple handoff splash screens from being layered on
top of each other.

7.3 Illustrative Example
In this section, a walkthrough of the events that occur in the current ATE is provided. These events are
intended to match the walkthrough provided in Chapter 6. This section also provides a graph of the data
generated by the ATE and how that data is used to initiate handoff. All of the variables used in equation 7.22
are shown in the graphs below.
In sections 7.1 and 7.2, all equations that are used in the target handoff algorithm have been provided in
discrete format. The only item remaining necessary for an independent party to corroborate this work is to
provide specific input variable values for complete handoff events. To this end, Tables 7.1 through 7.6
provide the discrete values for all variables associated with the target and the sensors that are used in
determination of the handoff events described in the walkthrough. Tables 7.1 and 7.2 below show the
pertinent values for the target in this scenario. Tables 7.3 through 7.6 provide all variable values for the
sensors involved in the handoff events. The values in these tables can be directly inserted into the equations
provided above to determine if a handoff event is being triggered or not at a specific time step, and by which
sensor.
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Table 7.1: This table shows the values of parameters associated with the target for the first handoff. The first
handoff occurs at time 195 seconds. It should be noted that the target position data has more precision in the
simulator but has been capped at 5 significant digits in the table.
Discrete Target Variable Values (1 of 2)
194.0

195.0

196.0

247.0

Target x[n] (m)

4,564,700

4,566,800

4,568,900

4,665,800

Target y[n] (m)

2,693,000

2,686,500

2,680,100

2,352,800

Target z[n] (m)

4,299,000

4,304,800

4,310,500

4,588,800

Target x[n-1] (m)

4,562,600

4,564,700

4,566,800

4,664,100

Target y[n-1] (m)

2,699,500

2,693,000

2,686,500

2,359,200

Target z[n-1] (m)

4,293,200

4,299,000

4,304,800

4,583,600

Target Velocity
VTx[n] (m/s)

2,134

2,126

2,101

1,698

Target Velocity
VTy[n] (m/s)

-6,479

-6,477

-6,470

-6,362

Target Velocity
VTz[n] (m/s)

5,775

5,766

5,731

5,183

Time[n](s)
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Table 7.2: This table shows the values of parameters associated with the target for the second handoff. The
second handoff is first attempted at time 248 seconds and is successful at time 255 seconds.
Discrete Target Variable Values (2 of 2)
248.0

249.0

254.0

255.0

Target x[n] (m)

4,667,500

4,669,200

4,677,500

4,679,100

Target y[n] (m)

2,346,500

2,340,100

2,308,300

2,302,000

Target z[n] (m)

4,594,000

4,599,100

4,624,800

4,629,900

Target x[n-1] (m)

4,665,800

4,667,500

4,675,800

4,677,500

Target y[n-1] (m)

2,352,800

2,346,500

2,314,700

2,308,300

Target z[n-1] (m)

4,588,800

4,594,000

4,619,700

4,624,800

Target Velocity
VTx[n] (m/s)

1,683

1,683

1,652

1,633

Target Velocity
VTy[n] (m/s)

-6,358

-6,358

-6,349

-6,344

Target Velocity
VTz[n] (m/s)

5,163

5,163

5,120

5,095

Time(s)

Due to space constraints, we have chosen to only show the pertinent parameters for the target, sensors, and
handoff at the times during, immediately before or immediately after handoff. All parameters are updated at
1 second intervals. We have also chosen to omit tabular data for sensors that do not have the target in view
during times of handoff, also due to space constraints.
The first handoff that will be shown is between GEO and LEO3. In Figure 7.14 below, a target moving along
a specified trajectory is shown as T1 in the lower half of the figure. T1 is approaching the resolution sphere
of GEO, depicted in red. Prior to T1 reaching the FOV cone of GEO, GEO cannot determine the global
position coordinates of the target as it moves along its trajectory. As shown, the target is breaching the
resolution sphere from below.
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Figure 7.14: In this image, the target approaches the resolution sphere of GEO. The target is represented as
a small, dark red cone. The outer (FOV) cone and resolution sphere of GEO is drawn in red lines, and the
inner (handoff) cone and resolution sphere in green.

Figure 7.15 below shows the target after it has breached the resolution sphere of GEO. At this point the target
can be tracked by GEO until it travels outside the FOV cone or the resolution sphere. Although the resolution
trackability measure is less than its threshold when it enters inside the resolution sphere, the change of
resolution trackability measure over the change of time is positive, so handoff does not occur.

Figure 7.15: Target (T1) enters the resolution sphere of GEO and GEO begins tracking the target.
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Figure 7.16 below shows the target traveling through the handoff cone. Once the target breaches the cone,
the active tracking region is shaded by green. Again, since the change of resolution trackability measure over
the change of time is positive, handoff does not occur. In other words, since the target is going into the active
tracking region, as opposed to exiting, it doesn’t handoff tracking to LEO3.

Figure 7.16: Continuing its transit, the target passes from GEO’s resolution sphere through the boundary of
the resolution handoff sphere. Handoff is not triggered at this moment, as the derivatives of the changes in
the trackability measures are not negative.

Figure 7.17 below shows the target being tracked by GEO in its active tracking region while the target T1
can also be tracked by LEO3. LEO3 could start tracking T1 because the target has breached its resolution
sphere, but will not “ping pong” tracking back and forth between GEO and LEO3.

Figure 7.17: The target (T1) is being tracked by GEO and is simultaneously inside the active tracking (inner)
cone of GEO and inside the resolution sphere of LEO3.
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Figure 7.18 below shows T1 breaching LEO3’s handoff sphere. This is shown more clearly because both of
the active tracking regions encompass the target and are shaded green. Even though the target is now within
the active tracking region of LEO3, GEO will not handoff tracking to LEO3 until the target is exiting the
active tracking region through the handoff regions.

Figure 7.18: After travelling a bit further, the target is now inside the inner cone of both targets. GEO is still
actively tracking the target.

Figure 7.19 below shows the target breaching the handoff cone of GEO. At this point the FOV trackability
measure is less than or equal to the FOV threshold, the derivative of the FOV trackability is negative, and
the target is within LEO3’s maximum resolution and FOV. The handoff request is then triggered by GEO
and accepted by LEO3 and handoff is initiated.
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Figure 7.19: At this moment, the target crosses the boundary of GEO’s handoff cone, which had active
tracking responsibilities. Since the target is exiting the inner cone as opposed to entering, this initiates a
handoff request. Since LEO3 has the target in its FOV cone, it accepts the request.

Figure 7.20 below shows the FOV and resolution thresholds and trackability measures as a function of time.
The light red dotted line is the FOV threshold of GEO and the negatively slopped light red solid line is the
FOV trackability measure of GEO. The FOV trackability measure is negatively slopped, so when it equals
the threshold, it initiates handoff to LEO3. The point at which handoff is initiated is indicated on the graph.
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Figure 7.20: In this figure, the trackability measures are shown for the sensor GEO1 (GEO) during the time
that the target is within the sensor’s field of view.

All of the parameters necessary to compute the handoff event and the data plotted in Figure 7.20 are provided
below in Tables 7.3 through 7.5.
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Table 7.3: This table shows the values of parameters associated with the GEO sensor before and after
handoff to LEO 3. Handoff takes place at time 195 seconds. Also included is the moment immediately before
the second handoff (time = 247 seconds). At this time, GEO does not have the target in view, so most of the
variables associated with target handoff cannot be determined, and those values have been replaced with the
text “N/A”. As in Tables 7.1 and 7.2, there is more precision in the ATE for these values in the ATE, but the
significant digits for the table is set to 5. The symbol Ñ denotes the finite backwards difference of the
variable.

Time[n](s)

Discrete GEO Variable Values
194.0
195.0

Sensor x[n] (m)

4,684,600

Sensor y[n] (m)

196.0

247.0

4,684,600

4,684,600

4,684,600

3,222,900

3,222,900

3,222,900

3,222,900

Sensor z[n] (m)

5,759,200

5,759,200

5,759,200

5,759,200

Sensor x[n-1] (m)

4,684,600

4,684,600

4,684,600

4,684,600

Sensor y[n-1] (m)

3,222,900

3,222,900

3,222,900

3,222,900

Sensor z[n-1] (m)

5,759,200

5,759,200

5,759,200

5,759,200

Sensor Velocity
VSx[n] (m/s)

0

0

0

0

Sensor Velocity
VSy[n] (m/s)

0

0

0

0

Sensor Velocity
VSz[n] (m/s)

0

0

0

0

Relative Velocity
VRx[n] (m/s)

2,134

2,126

2,101

1,698

Relative Velocity
VRy[n] (m/s)

-6,479

-6,477

-6,470

-6,362

Relative Velocity
VRz[n] (m/s)

5,775

5,766

5,731

5,183

z1[n](m)

-833,630

-833,390

-832,530

-818,610

H[n](m)

1,722,300

1,722,300

1,722,300

0

MR[n](m)

164,270

167,610

170,880

N/A

MFOV[n](m)

124,720

116,970

109,220

N/A

TFOV[n](m)

121,610

121,210

119,740

N/A

TR[n](m)

128,010

127,580

126,040

N/A

0

1

1

N/A

7,730

7,747

7,751

N/A

0

0

0

N/A

-3,395

-3,342

-3,266

N/A

0

1

1

N/A

MFOV[n] < TFOV[n]

Ñ MFOV(m/s)
MR[n] < TR[n]

Ñ MR(m/s)
CT[n]
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Table 7.4: This table shows the values of parameters associated with sensor LEO3 before and after handoff
from GEO. Handoff takes place at time 195 seconds. Also included is the moment immediately before the
second handoff (time = 247 seconds). Parameter data for LEO3 associated with the second handoff event is
continued in Table 7.5.

Time[n](s)

Discrete LEO 3 Variable Values (1 of 2)
194.0
195.0
196.0

247.0

Sensor x[n] (m)

4,664,800

4,665,300

4,665,800

4,691,400

Sensor y[n] (m)

2,778,500

2,777,800

2,777,100

2,740,600

Sensor z[n] (m)

5,596,700

5,596,600

5,596,400

5,588,300

Sensor x[n-1] (m)

4,664,300

4,664,800

4,665,300

4,690,900

Sensor y[n-1] (m)

2,779,200

2,778,500

2,777,800

2,741,400

Sensor z[n-1] (m)

5,596,900

5,596,700

5,596,600

5,588,400

Sensor Velocity
VSx[n] (m/s)

507

505

502

502

Sensor Velocity
VSy[n] (m/s)

-711

-712

-714

-714

Sensor Velocity
VSz[n] (m/s)

-154

-156

-160

-160

Relative Velocity
VRx[n] (m/s)

1,626

1,621

1,599

1,196

Relative Velocity
VRy[n] (m/s)

-5,768

-5,765

-5,756

-5,648

Relative Velocity
VRz[n] (m/s)

5,929

5,922

5,891

5,343

z1[n](m)

-742,130

-741,720

-740,630

-726,700

H[n](m)

1,426,700

1,426,600

1,426,500

1,423,200

MR[n](m)

122,280

127,840

133,330

350,810

MFOV[n](m)

429,140

424,260

419,200

70,125

TFOV[n](m)

92,695

92,418

91,123

68,146

TR[n](m)

97,574

97,282

95,919

71,733

0

0

0

0

4,675

4,877

5,065

7,291

0

0

0

0

-5,600

-5,559

-5,492

-2,926

0

0

0

0

MFOV[n] < TFOV[n]

Ñ MFOV(m/s)
MR[n] < TR[n]

Ñ MR(m/s)
CT[n]

The target continues along its trajectory, traveling through the active tracking region of LEO3 (the next sensor
that actively tracks the target). Figure 7.21 below shows the target breaching the FOV handoff cone the
attempted handoff event. In this moment, the target is just out of view of LEO1, so the attempted handoff
request fails, as there are no other available sensors with the target within its FOV.
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Figure 7.21: As the target transits LEO3’s handoff cone, it crosses through the majority of the FOV field and
eventually pierces the handoff cone while exiting it. At this moment, a handoff request is initiated. However,
at this moment, no other sensors have the target within their fields of view, so no handoff event is currently
possible.

As discussed previously, the ATE continues to attempt handoff as long as the target remains within the FOV
of active tracking sensor and the evaluation of equation 7.22 remains “1”. A few time steps after the moment
at which the image in Figure 7.21 was captured, the target pierces the FOV cone of LEO 1, while also
remaining within the FOV of LEO3. At this time step, the handoff request is successfully received by LEO
1, as shown in Figure 7.22 below.
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Figure 7.22: Moments later, the target pierces the FOV cove of LEO1. Since LEO3 continues to initiate
handoff requests until the target is completely lost, LEO1 accepts handoff and assumes primary tracking
responsibilities.

Figure 7.23 below shows the FOV and resolution thresholds and trackability measures as a function of time
for LEO3. The light green dotted line is the FOV threshold of LEO3 and the negatively sloped light green
solid line is the FOV trackability measure of LEO3. The FOV trackability measure is negatively sloped, so
when it equals the threshold, it attempts to initiate handoff. This is indicated on the graph. Since there are
other sensors that can track the target at this time, the handoff request continues to fail until another sensor
can track the target. At the point when another sensor, for this example it is LEO1, can track the sensor, the
handoff request will be initiated and LEO1 will begin to track the target.
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Figure 7.23: In this figure, the trackability measures are shown for the sensor LEO3 during the time that the
target is within the sensor’s field of view.

Tables 7.5 and 7.6 below show all parameter data used to calculate the values for the trigger criteria equation
for both the active tracking sensor (LEO3) and the receiving sensor (LEO1). As discussed previously, at the
moment when handoff is first requested by LEO3, there are no other sensors available with the target in view
at that time (t = 248 seconds). Handoff continues to be requested until the target breaches the FOV cone of
LEO1 and the requested handoff event is received by LEO1 at time t=255 seconds.

112

Table 7.5: This table shows the values of parameters associated with sensor LEO3 starting at time t = 248
seconds. This is the first moment that CT for LEO3 evaluates to 1. Parameters for the next frame, as well as
the last two frames until LEO1 is available to accept handoff are shown as well.

Time[n](s)

Discrete LEO 3 Variable Values (2 of 2)
248.0
249.0
254.0

255.0

Sensor x[n] (m)

4,691,900

4,692,400

4,694,900

4,695,400

Sensor y[n] (m)

2,739,900

2,739,200

2,735,600

2,734,900

Sensor z[n] (m)

5,588,100

5,587,900

5,587,100

5,587,000

Sensor x[n-1] (m)

4,691,400

4,691,900

4,694,400

4,694,900

Sensor y[n-1] (m)

2,740,600

2,739,900

2,736,400

2,735,600

Sensor z[n-1] (m)

5,588,300

5,588,100

5,587,300

5,587,100

Sensor Velocity
VSx[n] (m/s)

502

502

502

502

Sensor Velocity
VSy[n] (m/s)

-714

-714

-714

-714

Sensor Velocity
VSz[n] (m/s)

-160

-160

-160

-160

Relative Velocity
VRx[n] (m/s)

1,181

1,181

1,150

1,131

Relative Velocity
VRy[n] (m/s)

-5,644

-5,644

-5,635

-5,630

Relative Velocity
VRz[n] (m/s)

5,323

5,323

5,280

5,255

z1[n](m)

-726,190

-726,190

-725,070

-724,410

H[n](m)

1,423,100

1,423,000

1,422,700

1,422,700

353,670

356,480

369,640

372,090

MFOV[n](m)

62,839

55,548

19,108

11,829

TFOV[n](m)

67,321

67,321

65,533

64,480

TR[n](m)

70,865

70,865

68,982

67,874

1

1

1

1

7,286

7,291

7,290

7,279

0

0

0

0

-2,860

-2,810

-2,520

-2,448

1

1

1

1

MR[n](m)

MFOV[n] < TFOV[n]

Ñ MFOV(m/s)
MR[n] < TR[n]

Ñ MR(m/s)
CT[n]
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Table 7.6: This table shows the values of parameters associated with sensor LEO1 starting at time t = 248
seconds, the time at which LEO3 begins requesting handoff. As shown above, LEO1 does not have the target
in frame until time t=255 seconds.

Time[n](s)

Discrete LEO 1 Variable Values
248.0
249.0

254.0

255.0

Sensor x[n] (m)

5,386,600

5,386,800

5,387,900

5,388,100

Sensor y[n] (m)

1,688,500

1,689,400

1,693,800

1,694,700

Sensor z[n] (m)

7,331,300

7,331,000

7,329,900

7,329,700

Sensor x[n-1] (m)

5,386,400

5,386,600

5,387,700

5,387,900

Sensor y[n-1] (m)

1,687,600

1,688,500

1,692,900

1,693,800

Sensor z[n-1] (m)

7,331,500

7,331,300

7,330,100

7,329,900

Sensor Velocity
VSx[n] (m/s)

225

225

225

225

Sensor Velocity
VSy[n] (m/s)

882

882

882

882

Sensor Velocity
VSz[n] (m/s)

-229

-229

-229

-229

Relative Velocity
VRx[n] (m/s)

1,459

1,459

1,427

1,409

Relative Velocity
VRy[n] (m/s)

-7,240

-7,240

-7,232

-7,226

Relative Velocity
VRz[n] (m/s)

5,392

5,392

5,349

5,324

z1[n](m)

-931,610

-931,610

-930,490

-929,820

H[n](m)

0

0

0

2,882,500

MR[n](m)

N/A

N/A

N/A

25,908

MFOV[n](m)

N/A

N/A

N/A

294,860

TFOV[n](m)

N/A

N/A

N/A

80,296

TR[n](m)

N/A

N/A

N/A

84,522

MFOV[n] < TFOV[n]

N/A

N/A

N/A

0

Ñ MFOV(m/s)

N/A

N/A

N/A

-294,860

MR[n] < TR[n]

N/A

N/A

N/A

1

Ñ MR(m/s)

N/A

N/A

N/A

-25,908

CT[n]

N/A

N/A

N/A

0

It is worth noting that third to last row in table 7.5 evaluates to 1, which is required for the trigger criteria
equation to evaluate to 1. This indicates that the target is very close to the resolution limit of the sensor.
However, in order for the trigger criteria equation to evaluate to 1, MR[n] must be less than TR[n] and Ñ MR
must be greater than zero. If Ñ MR is less than zero, then the target is moving further into the sensor FOV
cone, not out of it. Thus, handoff should not be initiated. This is the case shown at time t = 255 seconds in
Table 7.5.
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The target continues traveling along its trajectory and until the target breaches either the resolution sphere or
the target FOV. Figure 7.24 below shows the target breaching the FOV cone of LEO1.

Figure 7.24: In this figure, the target has just exited the FOV cone of LEO1.

Since there are no other sensors in the area that have the target in the FOV, LEO1 is unable to handoff
tracking to an adjacent sensor. Figure 7.25 below shows the pertinent data for LEO1 as the target transits its
FOV.
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Figure 7.25: In this figure, the trackability measures are shown for the sensor LEO1 during the time that the
target is within the sensor’s field of view.

The graph shown in Figure 7.26 shows the progression of FOV and resolution trackability measures and
thresholds when the target is traveling through GEO, LEO3, and LEO. Each of these progressions through
the three sensors was explained in detail from Figures 7.20, 7.23, and 7.25.
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Figure 7.26: This figure shows all trackability measures over the course of the simulation.

This concludes the walkthrough of typical handoff events. It should be clear in this section that the continuous
domain material developed in the theoretical portion of this document closely mirrors the discrete domain
experimental data that has been tested in the ATE.
I this section, we have shown that the target handoff algorithm described in this document can successfully
handoff tracking responsibilities from one sensor to another sensor that has the target of interest in its view.
All equations necessary to implement this algorithm have been enumerated, thoroughly discussed, tested,
and proven to work as described.

7.4 Applications of Pose Estimation to the ATE
While the topics of pose estimation and target handoff are within the same general field, it is desirable to find
methods that allow for direct application of one topic to another. In this section, I provide descriptions of
how such applications could be developed.

7.4.1 Direct Application
The first of these suggestions is the easiest to implement, as it applies to the simple cases that we have already
discussed. Suppose that a target is in flight as described in Chapters 6 and 7 and is being actively tracked by
a sensor. Now further suppose that the target is of quadrangular shape and that the geometry of the target is
known. While this is a very specific case, the methods developed thus far in the thesis can be applied to this
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case directly. The only necessary modification would be that the trigger criterion equation would need to be
fed appropriate inputs for each of the four control points of the quadrangle.

7.4.2 Application for Non-Coplanar Control Points
One potential application of the pose estimation algorithm to the target handoff problem is to treat a group
of four or more targets in flight as a quadrangular target. There are a number of potential barriers to this
application, though. One of the most problematic barriers is the unlikelihood that all four targets will be coplanar. However, from the definition of a plane, any set of three of the four targets will be necessarily
coplanar.
One research area in need of exploration is to determine if a set of three coplanar points plus a fourth point
displaced from that plane can be approximated as a quadrangle for input to the pose estimation algorithm.
This research would likely involve projection of the fourth point onto the plane defined by the other three
points.

Figure 7.27: In this figure, three points are used to define a plane within the viewing window of a sensor.
The fourth point is then projected onto the plane defined by the first three points. A quadrangle is then formed
by the points T1, T2, T3, and T4,P. The angle offset from the plane is given by theta.

Figure 7.27 illustrates the construction of a quadrangle from four points which do not all share co-planarity.
Any three of the four points can be used to define a common plane. In this case, we’ve chosen to use points
T1, T2, and T3 to do so. It is likely that the algorithm output will degrade as the fourth point’s position deviates
further from the plane. This deviation can be evaluated as either the simple distance from the point to the
plane or as an angle deviation from the plane. In the figure above, the angle theta is calculated by finding the
angle between two rays connecting the actual point and the projected point. The vertex of the rays is the
average of the three other points on the plane. Since a deviation of zero would simply be the standard problem
of pose estimation of a quadrangle, it is likely that this approach would yield acceptable results for small
deviations. This procedure should be mathematically formalized and experimentally evaluated to determine
how much deviation is acceptable for the projection method.
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If the plane created by the three points and the imaging plane were parallel and the displaced point were on
the z axis of the imaging plane, then the displacement of the point would be irrelevant. From the imaging
sensor’s viewpoint, there would be no displacement. Thus, as the target plane and the imaging plane become
less parallel to one another, the distance on the imaging plane between the (virtual) projected point and the
(actual) image point would increase. Likewise, as the angle from the imaging plane’s z-axis and the actual
point increase, the deleterious effects of the displacement on the output of the algorithm would also increase.
Thus, there are many relationships of interest in the non-coplanar scenario. The relationships would not be
simple, as the overall deleterious effect on the output of the pose estimation algorithm would come from a
combinations of contributing factors. Not only would the simple magnitude of the displacement of the
projected point affect the output, but in all likelihood the magnitude of the displacement with respect to the
area of the quadrangle formed with the projected point would impact the output as well. As just mentioned,
the relative location of the projected point with respect to the sensor’s z-axis and the degree of parallelness
of the sensor and quadrangle planes would also likely impact the output. The distance between the sensor
and the quadrangle may also play an important role. In order to analyze these relationships, extensive testing
would need to be performed. Each potential cause of error would need to be varied while other parameters
are held constant in order to determine the relationships for each individual cause of error.
At the conclusion of this analysis, the output of the pose estimation algorithm could likely be assigned error
bars given the geometry of the three co-planar points, the displaced point, and the pose of the sensor. There
would be many applications for which the error associated with a specific measurement would be acceptable
for a given application. However, without error estimates, an unknown degree of error for pose estimation of
a non-coplanar target may not be acceptable. Thus, if methods can be devised that allow for the fourth control
point to be non-coplanar with known error characteristics, then the potential applications would be much
more far-reaching than simply for the pose estimation problem.
The application of interest here is that of target handoff. If the restriction of co-planarity can be relaxed, then
most groups of four targets could be modelled as a quadrangle with a projected fourth point. Then, the
quadrangle could be tracked as a single entity and the description given in Section 7.4.1 would apply.
7.4.3 Detecting Configuration Changes through Pose Estimation
Let us assume that the methods described in Section 7.4.2 are successfully developed. Even in that case, some
other sensing modality, such as radar or stereo vision, would be required to determine the geometry of the
quadrangle created by the three coplanar and one non-coplanar control points. This is due to the fact that the
distances between each of the control points is required as input to the pose estimation algorithm.
Given the laws of projectile motion, it is exceedingly likely that a group of four targets would have dynamic
configurations in flight. Even if the targets have no active navigational capabilities, it is likely that the initial
conditions of their projectile motion will result in slow changes in the geometry of the quadrangle defined by
a group of four targets.
At first it would seem that these expectations would make the pose estimation algorithm a poor choice in this
case. However, it may also be possible to use these situational defects to our advantage. Let’s assume that
the projectile path is roughly known for a group of four or more targets. With that path known through stereo,
radar, or some other sensing modality, an expected path can be plotted for the targets. At this time, pose
estimation as described in Section 7.4.2 can be initiated. As the configuration of the group of targets changes
over time, the error in the output of the pose estimation would likely increase. This error would reveal itself
through an output that deviated from the expected pose of the targets as predicted from the path of the
projectile motion. This could come in the form of quick, extreme changed to the roll, pitch, yaw, or position
of the group of targets.
Thus, fast, drastic changes in the pose would indicate that the configuration of the swarm has changed. Such
an indication could be used to trigger data capture events from the other sensing modalities. Much like the
proposal in Section 7.4.2, experimental work would need to be done to verify these hypotheses. Yet, if such
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work were completed, there may be limited applications for which this method for detecting changes in
configuration would be helpful.
7.4.4 Inversion of the Pose Estimation Algorithm
Another possibility for expansion of the pose estimation algorithm is the case for which a single control point
is simultaneously in view of 4 coplanar sensors of known position and orientation. Since the global
coordinates of the sensors will be very well known, determination of the geometry of a quadrangle created
by the four sensors would also be known with a high degree of accuracy. An example of this scenario is
illustrated by Figure 7.28.

Figure 7.28: Illustrating the basic idea behind inverting pose estimation algorithm from four control points
and one sensor to four sensors and one control point.

Inversion of the pose estimation algorithm would allow for pose estimation based on the presence of four
sensors. Research in this area would start with the simplest case where all four sensors are coplanar and
oriented in precisely the same way. In this case, the pixel coordinates for each of the four sensors would be
transformed and mapped onto a virtual sensor whose focal point is coincident with the location of the control
point and that is oriented towards the plane defined by the four real sensors. Also in this case, the
transformation would be simple as the pixel locations for the virtual sensor would simply be the pixel
coordinates of the original sensor reflected across the imaging axis of the virtual sensor.
Then, using the four sets of transformed pixel coordinates on the virtual sensor, the pose estimation algorithm
could be executed using those coordinates and the dimensions of the quadrangle defined by the four physical
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sensors. The output would give the pose of the quadrangle formed by the four real sensors with respect to the
virtual sensor. That pose could be easily transformed once again to give the position of the control point with
respect to any of the four real sensors.
If the four real sensors are not oriented in precisely the same way, then the transformation required to map
the pixel coordinates from the real sensor to the virtual sensor will become more complicated. Moreover, if
the sensors are not coplanar, then the fidelity of the results will be diminished according to the material
presented in Section 7.4.2. Of course, another limiting factor in the application of this method is the
requirement that four sensors have the control point in view simultaneously.
All of those limitations notwithstanding, the purpose of this section is to outline potential application of the
pose estimation algorithm to the topic target handoff. Since the application of interest in this document has
been the tracking of targets in-flight through the use of orbiting sensors, this is where we have focused our
attention for the applications of pose estimation. That being said, the methods detailed here have potential
applications much broader than just the targeted one.
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Chapter 8 Summary, Conclusions, and Future Work
Having thoroughly discussed the theory behind the pose estimation and target handoff problems as well as
the experimental results of work associated with those topics, I now reflect upon the contributions made in
the process of that work. In this chapter, I summarize the results of the experimental work, offer some
conclusions drawn from the research, and provide avenues for continuation of the work should other
researchers take interest in it.

8.1 Summary
The research presented in this thesis covered contributions made to the overlapping fields of pose estimation
and target handoff – two computer vision topics of interest within the subfield of tracking/3D reconstruction.
In both cases, theoretical material has been developed and presented, and the theory was followed up with
experimentation.
For the topic of pose estimation, the first focus was on the reformulation of the 4-point pose estimation
algorithm for quadrangular targets as presented in [4]. The contribution here focused on the reformulation of
the existing work involved which involved the rephrasing of the mathematics in tensor format. This
drastically reduces the number of equations required to implement the core algorithm.
Another primary contribution to the topic of pose estimation is my original construction of an N-point pose
estimation algorithm. This algorithm lifts the restriction that the co-planar control points of a target of interest
be limited to 4. The method employed in the expansion is to break down an N-point problem into ‘N choose
4’ sub-problems. By increasing the number of control points defining a target, the accuracy and precision of
the output of the standard 4-point should increase.
Experimental work has been conducted on the 4-point pose estimation problem as well. In this experiment,
the streamlined version of the algorithm was implemented in both the Matlab and C++ programming
environments. Correctness of the algorithm output has been confirmed using both synthetic and real-world
data. Moreover, solutions for many practical considerations for implementation of the algorithm have been
offered. These include a method for producing appropriate input images in the form of a triggered lighting
system and difference imaging, extraction of the pixels corresponding to the control points via circular
convolution kernels, a geometric method for classifying the control points and matching them to the
corresponding pixel points, and a method for mapping the (I,J) pixel coordinates to the equivalent (x,y)
coordinates on the sensor plane.
Experimentation showcases the speed of the core pose estimation algorithm, which easily exceeds a rate of
300,000 frames per second on a standard desktop computer. The experimental apparatus and software was
improved incrementally in attempts to increase the reliability and speed of the system. These efforts were
successful, as early incarnations of the system could only extract the four control points in very limited
circumstances and took more than 10 seconds per frame, whereas the final configuration could extract the
correct four control points in much broader environments and execution time dropped to less than 1/3 of a
second.
For the topic of target handoff, a system has been created that is capable of handing off active target tracking
responsibilities between multiple sensors in simulated 3D space. The intended application of the algorithm
is for orbiting sensors and targets in flight. The theoretical underpinnings of this work are the result of a
collaborative effort with researchers at Old Dominion University. The discretization and implementation of
the algorithms created at University of Tennessee is primarily the result of my work.
In order to perform target handoff, we first mathematically define the viewing window of the sensors as the
intersection conical section (the FOV cone) and a spherical cap (the resolution sphere). Then, using the 3D
velocity of the target with respect to the sensor, the system refresh rate, viewing angle of the sensor, maximum
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resolution of the sensor, and other parameters, we determine distance thresholds for the target. If the target
approaches the viewing window boundary and comes within a distance equal to or less than the threshold
distance, then target handoff is initiated.
Quantifiable trackability measures are used to detect such events. Two separate methods, one relying on the
Lagrange method of optimization and the other on geometric closed-form solutions, have been developed to
define the trackability measures. The thresholds, trackability measures, and their derivatives are then used to
build a handoff trigger criterion equation that serves as a binary indicator for handoff events.
My primary contribution to this work has been the development of an advanced simulation environment
which allows for real-time testing of the algorithms described above. The ATE features 3D visualization of
the earth, multiple orbiting sensors of different types, and their inner and outer conic sections and resolution
spheres. It supports an arbitrary number of targets.
All events in the ATE are inherently linked to the discrete time domain. Great effort has been taken to ensure
the fidelity between the behavior of the objects in the ATE and at least first order approximations of the
physics of their real-world counterparts. Many of the features and behaviors in the ATE have been
parameterized to allow for thorough behavioral analysis of the performance and reliability of the algorithm
for varying system characteristics.
The ATE provides ample evidence that the target handoff algorithm succeeds in intelligently switching the
target tracking responsibilities from one sensor to a neighboring sensor as the target begins to exit the viewing
window of the first sensor. In the experiments performed in the ATE, target handoff has been reliably and
consistently executed at the desired time steps over a wide range of system characteristics and geometries.
I have also provided some of the theoretical framework and hypotheses for the continuation of the research
on pose estimation and target handoff. The first topic I develop is the case of 4-point pose estimation without
the restriction of co-planarity of the 4 control points. The second involves the inversion of the solution,
allowing for application of these same methods to a case of 4 sensors and a single control point as opposed
to a single sensor and four control points.
For both topics, rigorous theoretical work has been performed in the course of the reformulation of previous
research and in the formulation of original concepts. Also, in both topics, experimental work has been
performed that confirms the results of the theoretical work.

8.2 Conclusions
I will first discuss conclusions drawn from my work on pose estimation, and then move on to the topic of
target handoff.

8.2.1 Pose Estimation
The primary conclusion to be drawn from the work on pose estimation is the efficacy of the closed-form,
direct solution to the target handoff problem. In Chapter 5, I showed that the core algorithm could be executed
at a speed of over 4,000 frames per second using Matlab and over 300,000 frames per second using C++ on
a standard desktop computer. While efforts were made to use efficient coding practices to make this algorithm
execute as quickly as possible, additional efforts could likely be made to increase the execution speed even
further. By using specialized hardware such as FPGAs (Field Programmable Gated Arrays) to perform the
calculations, the frame rate of the core of the algorithm could easily break into the megahertz range.
Even without these additional improvements, the computational efficiency of the algorithm is enough to
ensure that virtually any system that implements it will not be remotely limited by the speed of this algorithm,
as even advanced sensors rarely operate at frame rates higher than 60-500 frames per second.

123

The material presented in Chapters 3 and 5 serve as an implementation manual for the pose estimation
algorithm. Since the original work on this topic given in [4] offered no such guidance for researchers desiring
to use the algorithm in live systems, this reformulation for compactness and notes on implementation should
be seen as one of the largest contributions coming from my research.
Another notable contribution on this topic is the expansion of the 4-point pose estimation algorithm to
accommodate more than 4 points. Since we have yet to perform formal analysis to determine the increased
precision and accuracy gained by defining the targets by more than 4 points, we do not yet know the extent
of this contribution. That being said, the algorithm provided will give opportunities for future researchers to
explore this field further. An ancillary contribution coming from the formulation of the N-point solution is
the method of calculating an exhaustive enumeration of combinations through the use of the mathematical
construct called the ‘combinadic’. While this method existed previously in written-word format, it has been
formally, mathematically constructed as a result of my research. Since this topic is somewhat removed from
the rest of the discussion in this thesis, that work has been attached as Appendix 1.
Some of the conclusions drawn from the pose estimation experiment pertain to the hardware used in the
experimental setup. One major conclusion drawn from the analysis is that the use of difference imaging to
extract the pixels associated with the control points of the quadrangular target is not optimal. This is due to
number of drawbacks. Firstly, pixel extraction via difference imaging requires that each iteration of the
algorithm requires two frames from the sensor. Any alternative method requiring a single frame per iteration
could cut the execution time per iteration by as much as a factor of two. Another drawback to this approach
is that the difference imaging method requires active, controllable lighting or actuation of some kind on the
target itself. Active lighting necessitates additional pieces of cumbersome hardware, such as power sources,
a control mechanism, and of course the light sources themselves.
Based on these drawbacks, my recommendation is to move to a passive system for pixel extraction.
Specifically, the recommendation is to leverage some of the advances made in motion tracking systems and
switch to an image capture system that uses 8mm spheres that have been coated in material that is highly
reflective to IR light. The Microsoft Lifecam webcam would then need to be replaced with an IR
emitting/receiving webcam. While this move would appeal more towards solutions used in existing,
expensive systems than was originally hoped for, this approach could yield similar results to those systems
with greatly reduced cost. Whereas motion capture systems use a small number of markers and a large
number of cameras, the new proposed system would use only four markers and a single camera.
The main difficulty in switching to the proposed method would be to determine a new method by which one
of the reflective spheres could be made discernable from the others. As described in previous chapters, the
orientation process requires that one of the control points be distinguishable from the others. In the current
system, the color of the light source in the visible spectrum is used to make this determination.
Another conclusion of the work on pose estimation is that the orientation algorithm created in the process of
the research is an effective, efficient solution to the problem of consistent labelling of extracted pixels to
control points. Under the constraints that one of the control points of the target be distinguishable, the angles
between all points be greater than 90 degrees, and that the target is imaged from a single face, the pixels can
be correctly labelled without any iteration, knowledge of the shape of the target, or complex mathematics.
The orientation process is also a direct, closed-form solution and can be completed in a fraction of a
millisecond. If the inputs to the orientation algorithm are correct (i.e. all pixels corresponding to the control
points have been correctly extracted), then the orientation algorithm gives correct results without fail. Chapter
4 expands the application of the orientation algorithm capability from 4 points to N > 4 points. By adding a
second distinguishable control point, the labelling direction (clockwise versus counterclockwise) can be
selected dynamically. Thus, by adding a second control point, the restriction that the target be imaged from
a single face can be lifted. With that restriction lifted, the only problematic imaging angle would be if the
target were imaged ‘edge-on’. As this orientation would be very rare in practice, the inability of the algorithm
to handle this case is not particularly problematic.

124

8.2.2 Target Handoff
The overarching conclusion to be drawn from the work on target handoff is that the algorithm developed has
been a success. The theoretical work done in collaboration with Old Dominion University has been
discretized and implemented in the ATE. In various simulations, the algorithm works precisely as intended,
initiating handoff of target tracking responsibilities as a target begins to exit the active tracking region of a
sensor.
Another conclusion that has been drawn from experimentation is that it is possible for target handoff to
succeed even if there is no available receiving sensor at the first moment that handoff is indicated. This is
due to the fact that the algorithm will continue to attempt handoff from the moment it is first indicated to the
moment that the target completely exits the viewing window of the sensor. Thus, if a target breaches the
threshold distance to the outer conic section or resolution sphere and there are no available sensors at that
moment, in some circumstances the target may come into view of a second sensor moments later and handoff
will be executed. This scenario is made possible by the inclusion of safety factors in the extensive
parameterization of the problem formulation.
It is also apparent that the development of the ATE has been a crucial part of the research. Not only has it
allowed us to test the mathematics with a wide range of synthetic data, but it has also given us a deeper
understanding of the algorithms through visualization. Additionally, since the ATE is so adept at creating
appropriate input for the algorithm, we have been able to confirm the output of the Lagrange and CFS
methods for determination of the values for the trackability measures. The output of these two methods agree
with each other with a sub millimeter precision. Lastly, development of the ATE allows us to quickly and
easily convey the inner workings and behaviors of the algorithm to other researchers and interested parties.

8.3 Future Work
The research described in this thesis provides ample opportunity for future researchers to continue my work.
I have broken the discussion of future work into four main topics and offer proposed experimental procedures
and/or starting points for each topic below.

8.3.1 Formal Analysis of the N-point Pose Estimation Algorithm
Specifically in terms of the pose estimation research, there are two primary avenues for continuation of my
work. The first would be to formally analyze the effects of increasing the number of co-planar points used to
define a target. The theoretical framework for implementing such a system is defined in Chapter 4. Using the
algorithms described therein, an experiment could be conducted in which the number of co-planar points
used to define a target are increased from 4 to an arbitrarily large number. The first phase of the experiment
would likely be conducted in software, using simulated images of a virtual target. If the simulated images
had no built-in noise model or pixel-size-based quantization, then the output of the pose estimation algorithm
(using any number of control points greater than 3) would be identical to the theoretical output. Thus, some
noise or quantization models would need to be developed in order to perturb the input enough to produce
non-ideal results.
Once such models had been developed, thorough analysis of the utility of added control points could be
undertaken. Tests could be performed to functionally define the relationship between the number of control
points N and the accuracy of the algorithm. One could also determine the relationship between the number
of control points and the precision of the algorithm. Also of interest would be the relationship between the
number of control points and the computational complexity of the algorithm.
My expectation would be that inclusion of a 5th control point would result in a modest increase in both the
accuracy and precision of the calculated pose of the target, addition of 6 th control point would result in slightly
less increase in accuracy and precision, and so on, in an exponential decline of added benefit for each
additional control point. Rigorous testing could confirm or deny this hypothesis and quantify the relationships
between the accuracy/precision of the output and the number of control points N for a wide variety of
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parameters, noise models, sensor resolutions, and so on. By combining the results of this analysis with the
results of the analysis on computational complexity per additional control point, one could also determine
the optimal number of control points for a target as a function of the importance of accuracy, precision, and
execution time for a given system.
Once the experimental work described above has been performed and analyzed, the next logical step would
be to repeat the experiments using a physical system (as opposed to a virtual system). This suite of
experiments would serve to confirm the virtual experiments and may also produce effects or relationships
not considered in the virtual experimental setup.

8.3.2 Continuation of Quadrotor Stabilization Research
In Chapter 5, the stated end-goal of the research was to use the pose estimation algorithm for the purposes of
stabilizing a quadrotor in flight via a feedback control loop. Much of the supporting framework for such a
system has already been developed and described in detail in Chapter 5, including most notably real-time
tracking and pose estimation of a quadrotor mock-up.
In order to bridge the gap between the existing system and the original goal, the output of the pose estimation
algorithm needs to be fed into the controlling software of a quadrotor. Once the quadrotor has access to the
data describing both its current pose and its desired pose, a feedback system can be used to stabilize the craft.
This system is likely to take the form of software-based PID controller. The feedback control software could
be implemented either in the on-board hardware or in the controller for the UAV.
The specifics of the integration process between the pose estimation algorithm output, the quadrotor, and its
controller will depend greatly on the final hardware chosen for the quadrotor. The quadrotor that was initially
planned for use in this project had been built by senior design students – their goal being to build a very
inexpensive quadrotor out of readily available parts. Consistent, moderately stable flight was not achievable
using this design.
My recommendation for continuation of the project would be purchase a pre-built quadrotor or quadrotor
build-kit. The quadrotor should be selected based on the criteria that it be relatively inexpensive, have a
proven track record for reliable flight, and be controllable through an open-source Android application. The
purpose of the third selection criterion is to allow for leveraging of the algorithm-output-to-Android-datastream application that has already been developed in the course of this research.

8.3.3 Pan and Tilt Capabilities for Target Handoff Algorithm
As described in Chapters 6 and 7, the current iteration of the ATE does not support Pan/Tilt actions for the
sensors. However, the underlying equations are currently under development at Old Dominion University
and are close to being finalized as of the submission of this thesis. Shortly after those equations are finalized,
they will be discretized and incorporated into the ATE.
Addition of pan and tilt capabilities to the ATE will change the layout of the conic sections to the
configuration shown in Figure 6.11. Although pan/tilt capability has not yet been built into the ATE,
placeholders for these considerations have been built into many of the equations provided in Chapters 6 and
7 in anticipation of the addition. The purpose of the placeholders is to streamline the incorporation of the
pan/tilt capabilities into both the equations and the simulation environment.
Once pan and tilt actions have been incorporated, each individual sensor will be able to maintain active
tracking status for much longer continuous periods. The envelope within which each sensor is able to track a
given target will be increased significantly as well.
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8.3.4 Application of Pose Estimation to Target Handoff
The final proposed area for continuation of this research would be the development of methods that allowed
for direct application of the pose estimation algorithm in tracking efforts that include a target handoff
component.
Section 7.4 covered proposed extensions to the pose estimation algorithm that would enable direct application
to the problem of target handoff. Four possible applications were explored. The first is simply the direct
application under all of the limiting assumptions stipulated throughout this thesis. Namely, this application
would use a single sensor to estimate the pose of a group of four travelling targets that were rigidly configured
in the shape of a (coplanar) quadrangle. Since this application is so limited in scope, other potential
applications were offered as well.
The second potential application is one for which not all four control points are co planar. This work would
involve extensive analysis and experimentation to determine the suitability of treating four non-coplanar
control points (i.e. targets) as a quadrangle, using three of those points to define a plane and then projecting
the fourth point onto that plane. The goal of the work would be to quantify the error associated with the
output of the pose estimation algorithm for different projection point and target(s)/sensor geometries.
The third proposed application makes use of the limiting assumptions of the pose estimation algorithm to
detect changes in configuration of a group of four targets. The goal of this research would be to quantify the
degree to which changes in configuration can be predicted based on the error in the output of the pose
estimation algorithm based on the changing dimensions of the quadrangle that have not been updated on the
list of inputs to the algorithm.
The final research path on this topic would be centered on the inversion of the pose estimation algorithm.
This would take the current formulation of using a single sensor to recover the pose of four quadrangular
control points and reformulate it to handle the case of a single control point being imaged by four sensors
arranged in the shape of a quadrangle.
Any of the research topics discussed in this chapter have the potential to meaningfully impact either the
theoretic work behind or the implementation methods of pose estimation or target handoff.
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A1 – Exhaustive Enumeration of Combinations
A1.1 Introduction
For an arbitrary number n, n > 4, of co-planar points that define a target, the number of unique 4-point sets
(N4P) that can be fed as input to the 4-point pose estimation algorithm is:
𝑛!
𝑛
𝑁4𝑃 = ( ) =
4
4!(𝑛−4)!

(A1.1)

Equation A1.1 gives the number of combinations, without replacement, of the sample space where the
number of selections is defined as 4. This equation appears in most introductory probability textbooks.
However, the exhaustive enumeration of those sets is more difficult to determine. Surprisingly, a
mathematical formulation that allows one to exhaustively enumerate these sets does not appear in most
probability textbooks. In fact, most algorithms that accomplish this have been developed for computer
programmers, not mathematicians, and are presented algorithmically – with words and examples – as
opposed to mathematically. A good example of the standard approach is offered in [7].
While researching methods to generate the n choose k subsets, the work of James McCaffrey was found. His
method was not presented in a formal, mathematical fashion in the original MSDN article [6]. A mathematical
formulation of the approach is presented here. While much time has been spent trying to find a publication
that presents a mathematical formulation of this approach, none have been found.
Let there be a sample space S that includes a finite number of points {p1, p2… pn}. Let some subset of points
from S, 𝑃⃗ contain k elements:
𝑃⃗ = {(𝑝1 ), (𝑝2 ), … , (𝑝𝑘 )}

𝑘≤𝑛

(A1.2)

Let Q be an exhaustive enumeration of all possible n choose k subsets of S, with no replacement or repetition:
⃗⃗⃗
𝑃1
𝑛!
𝑛
⃗⃗⃗⃗
𝑄 = [ 𝑃2 ] , where 𝛼 = ( ) =
…
𝑘
4!(𝑛−𝑘)!
⃗⃗⃗
𝑃𝛼

(A1.3)

Let each row Q have an associated index, z, where the first row’s index = 0 and the final row’s index = (n
choose k) -1.
Assert that the sample space S contains only the integers {(0,1,…,n-2,n-1)}. Note that this is a trivial
assumption since any sample points, be they floats, characters, etc., can be mapped to the integers 0 through
n in a one-to-one relationship.
Also assert that, when the elements of a row of Qz are composed into an integer by their lexographical order,
the integers corresponding to each row will be ascending. An example of this notion follows:
(0,1,2)
(0,1,3)
𝑆 = {(0,1,2,3)}, 𝑛 = 4, 𝑘 = 3 → 𝑄𝑧 = [
]
(0,2,3)
(1,2,3)
𝑄0 ↔ 012 < 𝑄1 ↔ 013 < 𝑄2 ↔ 023 < 𝑄3 ↔ 123

(A1.4)

Given these assumptions and assertions, the matrix row Qz can be found for all z using the following formula:
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⃗⃗⃗⃗
𝑄𝑧 = [𝑛 − 1] − 𝐶 (𝑧 ′ )

where

𝑛
𝑧 ′ = [( ) − 1] − 𝑧
𝑘

is the dual index of z, and

𝐶 (𝑧 ′ )

is the “combinadic” of 𝑧’

(A1.5)

Additional formalism needs to be applied to the concept of the combinadic. The combinadic [6] of a number
z is an alternative representation where:
𝑐
𝑐
𝑐
𝑐
𝑧 = ( 1 ) + ( 2 ) + ⋯ + ( 𝑘−1 ) + ( 𝑘 ),
2
1
𝑘
𝑘−1

𝐶 = [𝑐1 , 𝑐2 , … , 𝑐𝑘−1 , 𝑐𝑘 ]

(A1.6)

Equation A1.6 is subject to the following restrictions:
Restriction 1)

𝑛 > 𝑐1 > 𝑐2 > ⋯ > 𝑐𝑘−1 > 𝑐𝑘

(A1.6.1)

Restriction 2)

𝑐
𝑐 +1
(𝑧 ≥ ( 1 ) and ( 1
) > 𝑧)
𝑘
𝑘
holds true for the first term of 𝐶

(A1.6.2)

for any 𝑖 𝑡ℎ term 𝑐𝑖 𝑜𝑓 𝐶 , 𝑖 > 1,
𝑐
𝑐𝑗
𝑗
𝑐 +1
Restriction 3) (∑𝑖𝑗=𝑖−(𝑖−1) (
) ≤ 𝑧 and [∑𝑖−1
(
)+( 𝑖
)] > 𝑧) (A1.6.3)
𝑗=𝑖−(𝑖−1)
𝑘 − (𝑗 − 1)
𝑘 − (𝑗 − 1)
𝑘−𝑖
holds true for all subsequent terms of 𝐶
Restriction 4)

for any (

𝑐𝑖
) , 𝑖𝑓 𝑐𝑖 < 𝑘 − (𝑖 − 1), then 𝑐𝑖 = 0
𝑘 − (𝑖 − 1)

(A1.6.4)

Restrictions 1 through 4 above ensure that each element of 𝐶 is chosen such that it is the largest possible
element for that position that holds (A1.6) true.
Determination of the elements of 𝐶 is the only step in this approach that could be said to be iterative. It should
be pointed out that iteration is not always required, and that when it is required, very little iteration is normally
needed before the value of ci is determined. It should be clear from the equations above that iteration starts
with the largest value permitted by (A1.6.1) and is continued by subtracting 1 from the candidate for ci until
a value is found that satisfies (A1.6.1) through (A1.6.4).

A1.2 Example
Let S = {(0,1,2,3,4,5)}. This implies that n = 6. Also let k = 4. These values for S, n, and k result in the
following values for Qz:
𝑧 = 0 ↔ (0,1,2,3)
…
𝑧 = 1 ↔ (0,1,2,4) 𝑧 = 8 ↔ (0,2,4,5)
𝑧 = 2 ↔ (0,1,2,5) 𝑧 = 9 ↔ (0,3,4,5)
𝑧 = 3 ↔ (0,1,3,4) 𝑧 = 10 ↔ (1,2,3,4)
𝑄𝑧 = 𝑧 = 4 ↔ (0,1,3,5) 𝑧 = 11 ↔ (1,2,3,5)
𝑧 = 5 ↔ (0,1,4,5) 𝑧 = 12 ↔ (1,2,4,5)
𝑧 = 6 ↔ (0,2,3,4) 𝑧 = 13 ↔ (1,3,4,5)
𝑧 = 7 ↔ (0,2,3,5) [𝑧 = 14 ↔ (2,3,4,5)]
[…
]

(A1.7)
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In this case, N4P = 15, as given by Equation A1.1. Since the subscripts for Qz begin with 0, the subscript of
the final element of Qz is N4P - 1 = 14. For this example, assume that we wish to determine the values of Q11.
Step 1: Find z’
6!
𝑛
6
𝑧 ′ = (( ) − 1) − 𝑧 = (( ) − 1) − 11 =
−1 − 11 = 14 − 11 = 3
𝑘
4!(6−4)!
4

(A1.8)

Step 2: Find 𝐶 (z’) where
𝑐
𝑐
𝑐
𝑐
𝑧 ′ = 3 = ( 1 ) + ( 2 ) + ( 3 ) + ( 4 ),
4
3
2
1

𝐶 = [𝑐1 , 𝑐2 , 𝑐3 , 𝑐4 ]

(A1.9)

The first candidate for c1 is n-1 = 5.
5
𝑧′ = 3 = ( ) = 5 > 3
4

(A1.10)

We note that the first candidate for c1 violates (A1.6.2), so we know that 5 cannot be the value for c1. Thus,
we decrement the candidate value for c1:
4
( ) = 1 ≤ 𝑧 ′ = 3 and
4

5
( ) = 5 > 𝑧′ = 3
4

(A1.11)

The value of 4 for c1 satisfies (A1.6.2), so 4 is assigned to c1.
Step 3: Determine the remaining values of 𝐶
The first candidate for c2 given by (A1.6.1) is 3. We check to see if 3 passes the restriction given by (A1.6.3):
𝑐𝑗
𝑐𝑗
4
(∑2𝑗=1 (
) = 2 ≤ 𝑧 and [∑1𝑗=1 ( ) + ( )] = 5 > 𝑧)
𝑘 − (𝑗 − 1)
𝑘
3

(A1.12)

Since c2 =3 satisfies (A1.6.3), we assign 3 to c2 and move on to the determination of for c3. As in the prior
cases, we determine the first candidate for c3 via (A1.6.1) as 2. Writing out the sum explicitly this time for
clarity, we find:
4
3
2
4
3
3
( ) + ( ) + ( ) = 3 ≤ 3 𝑎𝑛𝑑 ( ) + ( ) + ( ) = 5 > 3
4
3
2
4
3
2

(A1.13)

Thus, the value of 2 for c3 satisfies (A1.6.2), so we assign 2 to c3 and move to determining the final value of
𝐶 , c4. In this case, our first candidate value, 1, does not satisfy (A1.6.3):
4
3
2
1
( ) + ( ) + ( ) + ( ) = 4 > 𝑧′ = 3
4
3
2
1

(A1.14)

By decrementing our candidate value from 1 to 0, we have come to a situation in which n < k, so, by (A1.6.4),
c4 = 0. Now, 𝐶 has been completely determined:
𝐶 = [𝑐1 , 𝑐2 , 𝑐3 , 𝑐4 ] = [4,3,2,0]
Step 4: Determining Q11
The final step is to apply equation A1.5 to determine the value of Q11:

(A1.15)
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⃗⃗⃗⃗⃗⃗
𝑄11 = [𝑛 − 1] − 𝐶 (𝑧 ′ ) = [6 − 1] − [4,3,2,0] = [1,2,3,5]

(A1.16)

By looking back at (A1.7), we see that the value found for Q11 is indeed the value found using a brute-force
method. The methods described in this section can be used to determine any row in Qz for any value of N or
z, N greater than 1.

A1.3 Application
The traditional approach to exhaustive enumeration is to determine each set sequentially. For the purposes
of this research, any algorithm that computes all n choose k combinations would have sufficed, since all
combinations are used. In fact, some other algorithms may be capable of computing the entire set faster than
the algorithm provided above. However, in selecting an algorithm for finding all n choose k combinations,
research did not reveal a formal mathematical formulation for such an algorithm. Effort has been taken to
mathematically formalize this algorithm so that it will be available as a resource to other researchers and/or
students.
This formulation has clear application in situations where not all n choose k combinations are needed,
especially when the number n is large. According to [6], the time required to find the 999,999,999,999th
element in an n choose k problem where n = 200 and k = 10 can take upwards of 100 hours to compute, using
traditional methods and a standard desktop computer, whereas the methods described here can determine the
same element in less than a second.
Consider a problem in which processing only needs to be done on 100 randomly selected sets from a large n
choose k sample space. Or consider a problem where real-time processing is required and only a random
sampling of n choose k data sets can be computed in the time allotted. Another scenario in which this method
could be particularly useful is one in which not all possible sets are required or the values of n and/or k change
over time. The method presented in this section has the potential to be a valuable tool in the scenarios
described above and likely many others.
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