A cascaded feature pyramid network with non-backward propagation for facial expression recognition by Yang, Wei et al.
First Author et al.: Title 9 
Abstract—In this work we propose a novel cascaded 
feature pyramid network with non-backward propagation 
(CFPN-NBP) for facial expression recognition (FER) that 
addresses the problems inherent in traditional backward 
propagation (BP) algorithms in the training process by 
using the Hilbert-Schmidt independence criterion (HSIC) 
bottleneck. The proposed algorithm is developed at two 
different levels. At the first level, a novel training method 
HSIC bottleneck is considered as an alternative to 
traditional BP optimization, where the correlation between 
the output of the hidden layers and the input, and the 
correlation between the output of the hidden layers and its 
label are calculated to reduce redundant information; hence, 
the least information is used to predict the results. At the 
second level, a novel architecture is designed in the feature 
extraction process. The convolutional layers with the same 
resolutions are densely connected and introduced into the 
attention mechanism, so that the model can focus on more 
important information. The convolutional layers with 
different resolutions are combined by three cascaded 
pyramid networks; in this way, the shallow features and the 
deep features can be further fused, and; therefore, the 
semantic information and the content information can both 
be reserved. To further reduce the number of parameters, 
the operation of separable convolution instead of 
traditional convolution is utilized. Experiments on the 
challenging FER2013 dataset show that the proposed 
CFPN-NBP algorithm improves the accuracy of the FER 
task and outperforms the related state-of-the-art methods. 
 
Index Terms—Cascaded feature pyramid network, facial 
expression recognition, HSIC bottleneck, non-backward 
propagation, separable convolution 
I. INTRODUCTION 
ACIAL expression recognition also known as classification, 
is the task of annotating images with semantic labels. It is 
one of the most active fields in robotics. Current state-of-the-art 
FER algorithms commonly use deep convolutional neural 
networks (DCNNs) with backward propagation optimization 
[1]. Deep learning has brought a new level of performance to 
an increasingly wide range of image classification tasks, but the 
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process of backward error propagation is currently considered 
biologically unreasonable [2]-[4] and does not conform to the 
signal propagation process of the neural networks of the human 
brain. Specifically, the related gradient descent algorithms (e.g. 
stochastic gradient descent (SGD)) are time-consuming and 
occupy a large amount of memory, due to the need to constantly 
search for suitable super parameters (e.g., learning rate). 
Therefore, an improved HSIC-bottleneck method to 
theoretically and practically replace the gradient backward 
propagation algorithm of neural networks is proposed, and to 
make better use of the extracted features, a novel architecture 
named the cascaded feature pyramid network (CFPN) is 
designed.  
In this paper, the expression of the loss function is 
determined by maximizing the mutual information between the 
output of the hidden layers and the label, and minimizing the 
interdependence between the output of hidden layers and the 
input data, so that the least input information would be used to 
predict the output; at the same time, redundant features are 
removed. The performance on large and small objects is more 
remarkable. In this paper, the FER2013 dataset is used for our 
experiments. Compared with the traditional gradient backward 
propagation algorithm, the convergence rate is significantly 
improved, while the accuracy is boosted, and the generalization 
is enhanced, moreover, the computation burden and memory 
usage are greatly reduced.  
The main contributions are summarized as follows: 
1) A novel method is proposed to effectively replace 
backward propagation optimization. The new method is 
more reasonable with the biological theory. In particular, 
the redundant information can be removed, promoting the 
high efficiency of training; therefore, the convergence rate 
is further improved. 
2) A novel architecture named CFPN is proposed. It is a 
classic yet powerful architecture that makes full use of 
extracted features by cascaded pyramids. The attention 
mechanism is further improved by assigning a 
corresponding weight to each feature in the dense block 
and a feature fusion operation is used to represent the 
importance of the feature. The feature maps with the same 
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scale are connected by dense blocks, and the feature maps 
with different scales are connected by cascaded pyramids. 
The high-level features, which are semantically strong but 
of lower resolution, are upsampled and combined with 
higher resolution features to generate feature 
representations that are both of high resolution and 
semantically strong. 
3) Separable convolution is used instead of traditional 
convolution operations to extract not only the spatial 
information but also the channel feature. At the same time, 
the number of parameters is significantly reduced, so that 
the algorithm is easier to implement on a mobile device. 
The remainder of the paper is organized as follows: Section 
II briefly reviews related work, focusing on the traditional FER 
algorithms, the typical architecture of CNN models and the 
optimization method. Section III describes the proposed CFPN-
NBP in detail. Section IV reports our experiments and results 
analysis, and finally, Section V summarizes our main 
conclusions and highlights future work. 
II.  RELATED WORK 
A. The Facial Expression Recognition Task 
As a signal for human beings to express emotion directly, 
facial expression is one of the most natural pieces of 
information. The task of FER has been analyzed through a 
series of studies due to its significance in the field of human-
computer interaction. According to Y. -I. Tian et. al. [5], in the 
daily communication of human beings, the information 
transmitted through language and sound accounts for 7% and 
38% of the total information, respectively. Hand gestures also 
play an important role in human interactions. In 2018, B Liao 
et al. [6] proposed a hand gesture recognition method and used 
the RGB-D dataset collected by Intel RealSense Front-Facing 
Camera SR300. The amount of information transmitted through 
facial expressions accounts for 55%. American psychologists 
Ekman and Friesen defined six typical expressions through a 
series of related studies [7]: happiness, anger, surprise, fear, 
disgust, and sadness. 
The FER task can be mainly divided into two categories 
depending on the type of input: static image FER and dynamic 
sequence FER. For the static recognition task [8]-[10], the 
semantic information is encoded according to a single image 
input, while for the dynamic recognition task [11], [12], the 
representation of hidden layers is related to the temporal 
relation among contiguous frames in the input facial expression 
sequence. In 2019, J Li et al. [13] used Microsoft Kinect to 
collect the RGB-D dataset and used a two-stream network to 
implement a dynamic recognition task. In this paper, we will 
limit our discussion on FER based on the static recognition task. 
B. Traditional Facial Expression Recognition Algorithms 
Traditional facial expression recognition algorithms are 
mainly based on manually extracted features. In 2013, Shaohua 
Wan et al. [14] used the Gabor transformation to extract 
features, which reduced the impact of facial pose changes on 
recognition accuracy. In 2015, Ali et al. [15] used the empirical 
mode decomposition (EMD) technique to perform facial 
expression recognition, projected two-dimensional images 
continuously to obtain facial feature maps, and used EMD 
techniques to decompose facial feature maps. In addition, Shin 
et al. [16] performed expression recognition on the emotional 
dimension using independent component analysis (ICA) and 
principal component analysis (PCA). Lajevardi et al. [17] 
developed a three-dimensional color frame into a two-
dimensional matrix, extracted features using a Lob-Gabor filter, 
and classified the features using a linear discriminant analysis 
classifier. Feature extraction in the process of traditional facial 
expression recognition relies heavily on human intervention, 
and the algorithm has poor robustness and low precision. 
C. Convolutional Neural Network for Classification 
At this stage, deep learning, as a novel field of machine 
learning research, has received widespread attention. Deep 
learning has significantly improved the timeliness and accuracy. 
CNN is a typical algorithm for deep learning. In 1989, LeCun 
et al. [18] proposed the idea of the earliest CNN algorithm, and 
in 1998, they proposed an algorithm using CNN to implement 
handwritten digit recognition. In 2014, Karen Simonyan et al. 
[19] used the VGG network to win second place in the ILSVRC 
competition. The entire network used a small convolutional 
kernel (3x3) instead of a large convolutional kernel. In the same 
year, Christian Szegedy et al. [20] used the Inception V1 model 
to win first place in the ILSVRC competition. This is an 
important milestone in the history of CNN network 
development. The model uses the inception module, and the 
architectural decision is based on the Hebb principle [21] and 
multiscale processing. The above purpose is to design a 
network with excellent local topology, that is, to perform 
multiple convolutional operations or pooling operations on the 
input image in parallel. The internal computing resources of the 
network are better utilized, and the burden of calculations is 
greatly reduced, but because the model is a deep network, it will 
encounter problems i.e. vanishing gradient and exploding 
gradient. In 2015, Christian Szegedy et al. [22] proposed 
Inception V2, which introduced batch normalization (BN) in 
the network, so that the output of each layer is standardized as 
a Gaussian distribution. The accuracy of the model is further 
improved and drawn on the method of VGG in the use of 
multiple consecutive small convolution kernels instead of 
single large convolution kernels, which reduces the number of 
parameters, and strengthens the representation of hidden 
features of the network. In the same year, Christian Szegedy et 
al. [23] proposed the Inception V3 network, which further 
improved on the basis of the original network. First, the two-
dimensional convolutional kernel was split into two one-
dimensional convolutional kernels, which on the one hand 
improves the nonlinearity of hidden features and enhances the 
expression ability of the model; and on the other hand, reduces 
the training parameters and therefore avoids the overfitting 
problem. Split asymmetric convolutional kernel structures can 
handle more abundant spatial features and increase the diversity 
of features. Second, the inception module structure was 
optimized in Inception V3, and the design of 35x35, 17x17 and 
8x8 modules were more elaborate, further enhancing its 
adaptability of the scale, but the problems in Inception V2 were 
not further solved. In December 2015, Kaiming He et al. [24] 
proposed the residual neural network (ResNet), which won the 
championship in ILSVRC 2015 competition. The residual 
module is introduced in the network, that is, by directly passing 
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the input information to the output without any operations, an 
identity mapping is added, so that the gradient of the next layer 
of the network can be directly transmitted to the upper layer in 
the process of backward propagation, which solves the problem 
of the vanishing gradient of the deep neural network, and makes 
the network go deeper. In 2016, Christian Szegedy et al. [25] 
proposed Inception V4, which is based on Inception V3; it kept 
the basic structure of the network unchanged, but made the 
network wider and deeper so that more features could be learn, 
and the performance was further improved. In the same year, 
Christian Szegedy et al. [25] also designed Inception ResNet, 
mainly using the shortcuts method of the ResNet to accelerate 
the training of the deep neural networks, and the performance 
of the network was also further improved. In 2017, Huang Gao 
et al. [26] proposed DenseNet. The main idea of DenseNet 
proposed in the paper was to establish the connection 
relationship between different layers so that the extracted 
features were fully utilized, and the problem of vanishing 
gradient was further avoided. DenseNet also made the network 
narrower, the number of parameters compared to other models 
was significantly reduced, and the training efficiency is 
improved at the same time. In 2020, J. Yu et al. [27] used 
improved Inception ResNet layers for automatic recognition, 
which further improved the performance of the DCNN 
algorithm, but it could not merge the multilevel and multiscale 
features. Thus, we proposed the CFPN architecture to further 
improve the performance of the FER algorithm. 
III. PROPOSED APPROACH 
At present, the major optimization method of convolutional 
neural networks at home and abroad is the stochastic gradient 
descent algorithm, which uses the direction of the negative 
gradient obtained from the global classification error to 
decompose the global optimization task into several 
subproblems to update the weights and biases layer by layer. 
Therefore, it has many shortcomings, i.e., large training 
parameters, a high order of computational power needed and a 
huge complexity of computation in the very deep model 
structure.  
The rationality of gradient backward propagation algorithms 
in biology has already been a controversial topic and a 
motivation for exploring other alternatives. An obvious 
nonconforming problem in the gradient backward propagation 
algorithms is that the synaptic weights are adjusted according 
to the error of the latter layer, which is unreasonable in 
biological theory [28], [29]. Another problem is that in forward 
propagation and backward propagation, the weight matrix is 
shared [30], [31], and the backward propagation is linearly 
calculated and must be stopped when calculating forward 
propagation [32]. Therefore, finding a more reasonable 
alternative for backward propagation has become an important 
issue in the field of deep learning (DL), and it is also an urgent 
requirement. 
In 2019, Wan-Duo Kurt Ma et al. [33] proposed a method to 
replace backward propagation, citing HSIC metrics, and using 
sampling to measure the strength of two distribution 
dependencies. This method avoids the vanishing gradient and 
exploding gradient phenomena. Cross-layer optimization is 
possible without gradient backward propagation in any layer. It 
can simultaneously optimize multiple layers in parallel; 
however, the effectiveness of small object detection in complex 
convolutional neural networks still has a gap in traditional 
backward propagation training algorithms. Therefore, an 
improved HSIC-bottleneck method to replace traditional 
backward propagation training is proposed in this paper. Based 
on the Hilbert space kernel method, the raw data are mapped to 
the kernel function in reproducing kernel Hilbert space (RKHS), 
and then the covariance operator is constructed to describe the 
conditional independence. According to the theorem of 
conditional independence, the objective function of measure 
independence and conditional independence can be obtained. In 
the actual operation, the empirical condition covariance 
operator is constructed according to the sample data, and the 
estimation function represented by the Gram matrix can be 
obtained by the inner product operation in RKHS. 
A. Problem Formulation and Method Overview 
Information theory is the basis of learning theory and 
extensive research [34]. The information bottleneck (IB) 
principle [35] generalizes the notion of the minimal sufficient 
statistics, expressing a tradeoff in the hidden representation 
between the information needed for predicting the output and 
the information retained about the input. The optimal solution 




𝐼(𝑋; 𝑂𝑖) −  𝛽𝐼(𝑂𝑖; 𝑌)                         (1) 
where 𝑋, 𝑌 represent the input and label respectively, and 𝑂𝑖  
represents  the output features of layer 𝑖. It should be noted that 
the information characterized by 𝑂𝑖 relating to 𝑌  is extracted 
from 𝑋. 𝛽  represents the Lagrange multiplier, 𝐼(𝑋; 𝑂𝑖) is the 
mutual information between 𝑋  and 𝑂𝑖 , and 𝐼(𝑂𝑖; 𝑌)  is the 
mutual information between 𝑂𝑖  and 𝑌 . As seen from the 
formula, IB mainly retains the output information about the 
label in the hidden layer when compressing the feature 
information of the input data. 
In practice, IB is difficult to calculate for many reasons. If 
the input signal is regarded as continuous, i.e., a voice signal, 
unless a noise signal is added to the network, the mutual 
information 𝐼(𝑋; 𝑂𝑖) is infinite, so many algorithms divide the 
input data into bins so that the data will not be extended to high 
dimensions, but this would give rise to different results due to 
different binning sizes. Additional influencing factors are the 
difference between discrete and continuous data, and between 
discrete data and differential entropy. The HSIC is used instead 
of mutual information terms in of the IB objective in this paper. 
Unlike mutual information estimation, HSIC adopts time 
complexity 𝑂(𝑙2) with a robust computing method, in which 𝑙 
represents the amount of input data. 
HSIC is the Hilbert-Schmidt norm of the cross-covariance 
operator between the data distributions in the RKHS [36] 
formed as: 












where 𝑘𝑚 , 𝑘𝑛 represents the kernel function, 𝐻, 𝐺 represents 
the Hilbert space, and 𝐸𝑀𝑁 represents the expectation of 𝑀𝑁. 
Referring to (2), the following expression can be derived: 
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𝐻𝑆𝐼𝐶(𝑃𝑚𝑛 , 𝐻, 𝐺) = (𝑙 − 1)
−1𝑡𝑟(𝐾𝑀𝐻𝐾𝑁𝐻)            (3) 
where 𝑙 represents the number of samples, 𝐾𝑀 ∈ 𝑅
𝑙×𝑙，𝐾𝑁 ∈
𝑅𝑙×𝑙，𝐾𝑀𝑖𝑗 = 𝑘(𝑚𝑖 , 𝑚𝑗)，𝐾𝑁𝑖𝑗 = 𝑘(𝑛𝑖 , 𝑛𝑗)，𝐻 ∈ 𝑅
𝑙×𝑙  is a 









. In this way, the calculation cost is only 
related to the number of samples, which has an advantage over 
calculating high-dimensional small sample data. 
In a fully connected network with h hidden layers, the output 
matrix dimension of the hidden layer is (1, 𝑑𝑖 ), where 𝑖 ∈
{1, … , ℎ}， 𝑑𝑖 is the number of hidden units in the hidden layer 
𝑖, and the hidden layer output matrix size of each batch is (b,𝑑𝑖), 
where b is the batch size. In the process of applying the IB 
principle to calculate the objective function, HSIC can be used 




𝐻𝑆𝐼𝐶(𝑍𝑖 , 𝑋) − 𝛽𝐻𝑆𝐼𝐶(𝑍𝑖 , 𝑌)           (4) 
where 𝑍𝑖  represents the hidden representation, 𝑍𝑖
∗  represents 
the optimal hidden representation, 𝑋 is the input data, 𝑌 is the 
label, and 𝛽 is the Lagrange multiplier. According to (3), items 
of HSIC in (4) can be expressed as: 
𝐻𝑆𝐼𝐶（𝑍𝑖 , 𝑋） = (𝑙 − 1)
−1𝑡𝑟(𝐾𝑍𝑖𝐻𝐾𝑋𝐻)              (5) 
𝐻𝑆𝐼𝐶（𝑍𝑖 , 𝑌） = (𝑙 − 1)
−1𝑡𝑟(𝐾𝑍𝑖𝐻𝐾𝑌𝐻)              (6) 
Referring to (4), (5) and (6), the optimal hidden representation 
𝑍𝑖 finds a balance between redundant information that does not 
depend on the input and the maximum correlation with the 
output. In ideal conditions, when (4) converges, the information 
needed to predict the label is preserved and redundant 
information leading to overfitting is removed. 
B. Cascaded Feature Pyramid Network with Attention 
Mechanism 
An important observation in previous works in object 
detection is that it is necessary to “merge” features at different 
scales [37]. The cross-scale connections allow the model to 
merge high-level features with strong semantics and low-level 
features with high resolution. There are five convolutional 
layers in each block, and different weight vectors are assigned 
to the output feature map of each layer during concatenating. In 
the process of forward propagation, each layer is connected 
with all other layers in the dense block, that is, each layer 
connects the output feature maps of all previous layers as its 
own input, and their own output is passed to all subsequent 
layers, enhancing the flow of feature maps among the layers, 
making full use of the extracted feature maps. Compared with 
DenseNet, the dense block in this paper introduces the 
connection weight. In this way, the model can pay more 
attention to important features. The output feature of layer 𝑖 can 
be calculated as: 
𝑜𝑖 = 𝑇𝑖𝑊𝑖([𝑜0, 𝑜1, … , 𝑜𝑖−1])                        (7) 
where 𝑇𝑖  is the composite function of layer 𝑖 , including BN, 
ReLU and separable convolution. 𝑊𝑖  is the weight vector of 
layer 𝑖 . 𝑜𝑖  is the output feature of layer 𝑖 . The dense block 
structure is shown in Fig. 1. There are two steps in the process 
of the separable convolution operation, as shown in Fig. 2, and 
takes the number of input feature channels is five. Step one uses 
the same number of kernels as the channels of the input feature 
in the convolution operation. Each kernel only has a single 
channel. Then the input feature is convoluted channel-by-
channel, and the number of output feature maps is the same as 
the channels of the input feature. Step two uses the kernel with 
a size of 1x1 and the same channel number as the input feature 
in the convolution operation. Then, step one’s output in the 
dimension of depth is collected. For example, take the number 
of input feature channels as five, the filter size as 3x3 and the 
number of filters as three. If the common convolution operation 
is used, the number of parameters is calculated as: 
Pnum =  Kw × KH × Kc × Knum                        (8) 
where Pnum is the number of trainable parameters, Kw and KH 
is the kernel size, Kc  is the channel number of kernels, and 
Knum represents the number of kernels. 
Use of the separable convolution operation can significantly 
reduce the number of parameters. In step one, the number of 
trainable parameters is calculated as: 
Pnum_1 =  Kw_1 × KH_1 × Kc_1 × Knum_1             (9) 
In step two, the trainable parameters are calculated as: 
Pnum_2 =  Kw_2 × KH_2 × Kc_2 × Knum_2           (10) 
Then the total number of trainable parameters can be calculated 
as: 
Ptotal =  Pnum_1 + Pnum_2                         (11) 
Using separable convolution can further improve the 
convergence rate of the model.To make full use of the extracted 
feature maps, inspired by M2Det [38], we propose a novel 
architecture by using dense CNN, FPN and an attention 
mechanism. The architecture of the proposed model is shown 
in Fig. 3. In Fig. 3 (i), we illustrate the structure of the whole 
model. The size of the input data has been resized to 
224 × 224 × 1 from 48 × 48 × 1, and then the input data are 
passed to a dense CNN module to extract features. The 
architecture of the dense CNN is shown in Fig. 3 (ii), which has 
4 dense blocks and the scale of the features is reduced by half 
compared to the previous block. The scale of the output feature 
can be calculated as: 
𝑂𝐻 =  
𝐼𝐻+2×𝑃𝐻−𝐹𝐻
𝑆𝐻
                                       
𝑂𝑊 =  
𝐼𝑊+2×𝑃𝑊−𝐹𝑊
𝑆𝑊
                              (12) 
where 𝑂𝐻  and 𝑂𝑊  are the height and width of the output, 
respectively; 𝐼𝐻 and 𝐼𝑊 are the height and width of the input, 
respectively; 𝑃𝐻  and 𝑃𝑊  are the height and width of the padding, 
respectively; 𝐹𝐻 and 𝐹𝑊 are the height and width of the filter, 
respectively; and 𝑆𝐻  and 𝑆𝑊  are the height and width of the 
filter stride, respectively. 
The output feature size of the first dense block is 
112×112×128, the output feature size of the second dense block 
is 56×56×128, the output feature size of the third dense block is 
28×28×128, and the output feature size of the last dense block 
is 14×14×128. We fuse the output of the last block and the 
penultimate block to generate the base feature, as shown in Fig. 
3 (iii). The output of the last dense block becomes 14×14×64 
by the separable convolution operation, then upsampled to 
28×28×64, and the output of the penultimate dense block 
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becomes 28×28×64 by the separable convolution operation, so 
that both features have the same scale, then they can 
concatenate at the channel dimension to generate the base 
feature. The size of the base feature is 28 × 28 × 128. The 
operation of “Fusion_1” can be explained as: 
𝐹𝑢𝑠𝑖𝑜𝑛 1 = 𝐶𝑎𝑡{𝑈𝑠[𝑇1(𝑥1)], 𝑇2(𝑥2)}              (13) 
where 𝐶𝑎𝑡 is the concatenation operation. 𝑈𝑝 is the upsample 
operation. 𝑇𝑖  is the composite function, including BN, ReLU 
and separable convolution. 𝑥1  is the output of the last dense 
block. 𝑥2 is the output of the penultimate dense block. 
Then, the base feature is passed to the cascaded FPN to 
further extract features, as shown in Fig. 3 (v). There are three 
pyramid networks in the cascaded FPN module to generate 
multiscale and multilevel feature maps, and there are five levels 
of feature maps in each pyramid. We use the separable 
convolution operation with stride 2 to reduce the size of feature 
maps and the number of parameters. The high-level features 
with strong semantics but lower resolution are concatenated 
with the higher resolution features to generate feature 
representations that are both high resolution and semantically 
strong. The max feature map upsampled with a size of 
28 × 28 × 64 in the “Pyramid_1” network is fused with the 
base feature by the “Fusion_2” operation as the input feature of 
“Pyramid_2”, as shown in Fig. 3 (iv). The operation of 
“Fusion_2” can be represented as: 
𝐹𝑢𝑠𝑖𝑜𝑛 2 = 𝐶𝑎𝑡[𝑇(𝐵𝑎𝑠𝑒 𝐹𝑒𝑎𝑡𝑢𝑟𝑒), 𝑂𝑖]           (14) 
where 𝐶𝑎𝑡 is the concatenation operation. 𝑇 is the composite 
function, including BN, ReLU and separable convolution. 𝑂𝑖 is 
the max output feature map of upsampled pyramid 𝑖. 
 The channel of the base feature is reduced to 64, and the max 
feature map of upsampled “Pyramid_1” has the same size as the 
base feature, so that they can be concatenated to generate a 
feature with a size of 28 × 28 × 128  as the input of 
“Pyramid_2”. The max output feature map of upsampled 
“Pyramid_2” has the same size as the base feature, and hence, 
they can be concatenated by the “Fusion_2” operation and used 
as the input of “Pyramid_3”. The output feature of “Pyramid_1” 
is regarded as the shallow feature, the output feature of 
“Pyramid_2” is regarded as the medium feature and the output 
feature of “Pyramid_3” is regarded as the deep feature. The 
output features of FPN are passed to the “Fusion_3” operation, 
and the attention mechanism is introduced to generate features 
with a size of 7 × 7 × 192 by a global attention operation on 
the combined features, as shown in Fig. 3 (vi). The “Fusion_3” 
operation can be represented as: 
𝑋 = 𝐶𝑎𝑡(𝑂1 , 𝑂2, 𝑂3)                                   
𝑊 = 𝐹2{𝐹1[𝐺𝐴𝑃(𝑋)]}                                  
𝐹𝑢𝑠𝑖𝑜𝑛 3 = 𝑋𝑊                                  (15) 
where 𝐶𝑎𝑡  is the concatenation operation. 𝐺𝐴𝑃 is the global 
average pooling operation. 𝐹𝑖  is the composite function, 
including BN, ReLU and full connection. 𝑊 is the attention 
vector that can promote the model to focus on more important 
channels and removes redundant information.  
The output feature maps of FPN with a size of 7×7×64 are 
concatenated to generate the feature with a size of 7×7×192, 
which contains multilevel features from different depths. 
However, the performance of the simple concatenation 
operation is not sufficient, so we add a channel-oriented 
attention mechanism by using global average pooling (GAP). 
The feature map then has a size of 1×1×192, the statistics of 
channels with global features are obtained and then passed to 
the full connection (FC) layers on the channel dimension to 
obtain the different attentions for different channels. This 
attention mechanism encourages feature maps to focus on the 
channels that they benefit the most. The hidden units of the first 
FC layer are one-eighth of the channel of the input feature, and 
the hidden units of the second FC layer are eight times the 
number of units of the first FC layer, so that the output of the 
Fig. 1.  The structure of each dense block with five convolutional layers, where each convolutional layer indicates separable convolution 
operation, ReLU is the activation function, BN is batch normalization, W_ab is the weight matrix of layer “a” when concatenating at the layer “b”, 
and 𝑋𝑖 is the input feature of layer 𝑖. 
i) The process of step one of separable convolution 
 
ii) The process of step two of separable convolution 
 
Fig. 2.  Subfigure (i) presents the process of step one of the separable 
convolution operation. Subfigure (ii) presents the process of step two of 
the separable convolution operation. Both take the number of the input 
feature channels as five. 
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Fig. 3.  Subfigure (i) presents the architecture of the whole proposed model which mainly consists of five parts. The input data size is 224 × 224 × 1. 
Subfigure (ii) presents the architecture of Dense CNN which has four blocks and the output feature maps are fused by the “Fusion_1” operation. 
Subfigure (iii) presents the details of the process of the “Fusion_1” operation, the output of the last dense block and the output of the penultimate 
dense block are combined to generate the base feature. Subfigure (iv) presents the process of the “Fusion_2” operation which combines the base 
feature and the output of the pyramid network. Subfigure (v) presents the architecture of each pyramid in FPN, in each pyramid, there are five 
levels of feature maps. Sub-figure (vi) presents the process of the “Fusion_3” operation, where the attention is added on the combined feature. 
i) The architecture of the proposed model 
 
ii) The architecture of Dense CNN 
 
v) The architecture of FPN 
 
 
iii) The process of the Fusion_1 operation 
 
iv) The process of the Fusion_2 operation 
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second FC layer can be resized to match the size of the input of 
the FC layers. Then, the first step of the separable convolution 
operation is used to add attention to the combined features 
channel-by-channel. 
IV. EXPERIMENTAL STUDY 
A. Datasets and Experimental Setup 
Our experiments were performed on the FER2013 public 
dataset for the 2013 Kaggle competition. The dataset is stored 
in the form of a csv file. Compared with other static FER 
datasets, the most important difference is that the FER2013 
dataset has already aligned the faces, and it contains 
expressions for almost every situation and include men, women, 
children and cartoon characters. Therefore, we chose the most 
representative dataset to implement our experiments. The data 
information includes the labels, pixel values, and usage 
(training, validation and test) of the facial expression 
recognition task. A sample of the dataset is shown in Fig. 4. 
There are seven different labels that present seven emotions as 
shown in Table. I. 
 
 
According to the usage, the dataset is divided into three parts, 
namely, the training set, validation set and test set, including 
28708 data points in the training set, 3589 data points in the 
validation set and the same number of data points in the test set. 
The training set, validation set and test set samples are shown 
in Fig. 5. 
 
The distribution histograms of the labels of the training set, 
validation set, and test set are shown in Fig. 6. 
 
The pixel values in the data are restored to an image with a 
size of 48×48×1; a single channel grayscale of the facial 
expression dataset include seven expressions: anger, disgust, 
fear, happy, sad, surprised and normal. The corresponding 
image samples are shown in Fig. 7. 
 
We use the training set to train the various methods of our 
study and improve them on the validation set. Finally, we 
evaluated them on the test set. To evaluate the performance of 
the proposed algorithm on the FER2013 dataset, we use the 
accuracy of the test set and compare our results with those of 
Alexnet, ResNet-50, Inception Net V2 and DenseNet. 
The experiment in this paper is based on the Python language. 
We use Python version 3.6, mainly with the TensorFlow and 
Keras frameworks. The version of TensorFlow is tensorflow-
gpu 1.11.0. Tensorboard and Matplotlib are used to visualize 
 
Fig. 4.  The sample of the dataset, including the serial number of data, 
labels, pixel values and usage. 
TABLE I 










i) A sample of the training 
dataset 
 
ii) A sample of the development 
dataset 
 
iii) A sample of the test dataset 
 
Fig. 5.  Subfigure (i) presents a sample of the training set, including the 
serial number of the data, pixel values and the labels. Subfigure (ii) 
presents a sample of the development set. Subfigure (iii) presents a 
sample of the test set. 
i) The distribution histogram of 
the labels of the training set 
 
ii) The distribution histogram of 
the labels of the validation set 
 
iii) The distribution histogram of the labels of the test set 
 
Fig. 6.  Subfigure (i) presents the distribution histogram of the labels of 
the training set and corresponds to the distribution of the number of the 
seven kinds of expressions. Subfigure (ii) presents the distribution 
histogram of the labels of the valid set. Subfigure (iii) presents the 
distribution histogram of the labels of the test set. 
 
Fig. 7.  The samples of 7 kinds of facial expressions for the FER2013 
dataset. 
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the results. The hardware CPU platform uses an Intel Core I7-
9700k, the GPU uses a single NVIDIA GeForce RTX- 2080, 
and the memory is 8 GB. 
B. Implementation Details 
The input data are resized to 224 × 224 × 1 by a bilinear 
interpolation operation from 48 × 48 × 1. The location of the 
face, the light, the angle of the shot, and other factors can all 
affect the classification results, so to improve the accuracy and 
generalization performance of the proposed algorithm, we use 
data augmentation operations on the training dataset to increase 
the amount of dataset by using horizontal flipping, 45 degrees 
clockwise rotation, 45 degrees counterclockwise rotation, half 
scaling, double scaling, and adding Gaussian noise operations. 
The expanded dataset is seven times lager than the original. 
In this paper, the performance of traditional backward 
propagation training networks and non-backward propagation 
networks using the same parameters are compared. The 
convergence rate and the final classification results under 
different learning rates are tested. Finally, the results of the 
proposed algorithm are compared with the state-of-the-art 
algorithms using the same hyperparameters, and the 
performance of the algorithm is verified. We set the Lagrange 
multiplier of the HSIC-bottleneck β to 100 based on experience 
during training. 
C. Preliminary Experiments - Design Choices 
Through a large number of experiments, we find the best way 
of using the proposed algorithm with the non-backward 
propagation method by comparing different parameters and 
intermediate versions of them, as shown in Fig. 3 (i).  
To verify the non-backward propagation algorithm proposed 
in this paper, the accuracy and loss value of the proposed 
method and the traditional backward propagation training are 
shown in Fig. 8. 
 
 
In Fig. 8 (i) and Fig. 8 (ii), we use a batch size of 128 and a 
learning rate of 0.005. The final accuracy rate reaches 0.9946. 
It can be seen from Fig. 8 that the traditional BP algorithm has 
not reached convergence at 10,000 epochs, while the non-
backward propagation algorithm achieves convergence at 2500 
steps, and the non-backward propagation network has higher 
accuracy. The proposed HSIC-bottleneck can train each layer 
separately, allowing each layer to be optimized separately, 
without passing forward gradients, achieving parallel 
computing. The results when using different activation function 
experiments are shown in Fig. 9. 
 
As shown in Fig. 9, the results obtained using the tanh 
function and the elu function are almost the same but not as 
good as those obtained using the ReLU function.  
The performance of the proposed algorithm in the training 
process under different learning rates is shown in Fig. 10. As 
seen from Fig. 10, the convergence rate of the model is almost 
the same when the learning rate is 0.001 and 0.005. However, 
when the learning rate is set to 0.005, the model performs best. 
When the learning rate is set to 0.0005, the convergence rate of 
the model is significantly slower. Therefore, to achieve better 
accuracy and latency tradeoff, the optimal learning rate is 
determined through a series of experiments. 
 
In this paper, the proposed algorithm is compared with 
Alexnet, Inception v2, Resnet 50 and DenseNet. The learning 
rate is set at 0.005, and the batch size is 128. The results under 
the same environment and parameters are shown in Fig. 11. 
 
As seen in Fig. 11, it is obvious that the convergence rate of 
the proposed algorithm is faster than that of the other algorithms. 
Compared with backward propagation, the HSIC-bottleneck 
separates the hidden signals in the representation of individual 
neurons, which indicates that the object of the HSIC-bottleneck 
helps to make the distribution of extracted features more 
independent and easier to associate with their labels. The per-
step running time and the final results on the test set of the 
proposed algorithm and other state-of-the-art algorithms are 
shown in Table II. 
i) The accuracy curve                  ii) The loss value curve 
 
Fig. 8.  Subfigure (i) presents the accuracy curve of the non-backward 
propagation network and BP network in the process of training. 
Subfigure (ii) presents the loss value curve of the non-backward 
propagation network and BP network in the process of training. 
 
Fig. 9.  The accuracy curve when using different activation functions 
 
Fig. 10.  The performance of the proposed algorithm under different 
learning rates. 
 
Fig. 11.  The accuracy curve of different models under the same 
environment and parameters. 
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As seen from Table II, the algorithm proposed in this paper 
not only achieves the accuracy of the traditional backward 
propagation algorithm, but also greatly improves the training 
speed. In addition, the algorithm proposed in this paper requires 
less computation, and occupies less memory, which proves that 
the algorithm has better performance and that the optimization 
method is feasible. 
V. CONCLUSION AND FEATURE WORK 
In this study, a CFPN-NBP algorithm is proposed, in which 
the HSIC-bottleneck is used instead of traditional gradient 
backward propagation. The proposed algorithm further 
improves the performance of CNN and does not require manual 
intervention, using the Adam optimizer but without backward 
propagation. The results of the experiments show that compared 
with other traditional deep learning algorithms, the CFPN-NBP 
algorithm has great advantages in training speed, accuracy and 
calculation in facial expression recognition tasks. However, 
end-to-end learning tasks often require a large dataset, which 
poses a great challenge to the field of expression recognition 
lacking label data; additional depth information could 
potentially improve the performance. These aspects will be the 
main focus in the future research [40], [41]. 
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