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Throughout the COVID-19 pandemic, people have turned to social media to share their experiences with the coronavirus and their feelings regarding subjects like social distancing, maskwearing, COVID-19 vaccines, and other related topics. The publicly available nature of these
social media posts provides researchers the chance to obtain a consensus on an array of issues,
topics, people, and entities. For the COVID-19 pandemic, this is valuable information that can
prepare communities and governing bodies for future epidemics or events of a similar magnitude.
However, clearly defining such a consensus can be difficult, especially if researchers want to limit
the amount of bias they introduce. The process of sentiment analysis helps to address this need
by categorizing text sources into one of three distinct polarities. Namely, those polarities are often
positive, neutral, and negative. While sentiment analysis can take form as a completely manual
task, this becomes incredibly burdensome for projects that involve substantial amounts of data.
This thesis attempts to overcome this challenge by programmatically classifying the sentiment of
COVID-19 posts from 10 social media and web-based forums using a multinomial Naive Bayes

classifier. The unique and contrasting qualities of the social networks being analyzed provide a
robust take on the public’s perception of the pandemic that has not yet been offered up to the
present.
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CHAPTER I
INTRODUCTION

The COVID-19 pandemic has affected the world on a significant scale, and while the obvious
consequences of the coronavirus are those related to physical health (e.g., infection with the virus
or even death in infected individuals who are older and/or immunocompromised), these are not the
only consequences that have been experienced. Other consequences include those related to mental
health (e.g., an increase in symptoms of anxiety and depressive disorder), as well as general areas
of life and of society (e.g., job loss, permanent and temporary business closures, economic decline,
and others) [33]. These implications have been reinforced by a number of surveys conducted in
the United States, with the Centers for Disease Control and Prevention (CDC) reporting the largest
monthly increases in drug overdose mortality since 2015 [9]. Additionally, as part of the Household
Pulse Survey [7], the United States Census Bureau collected a number of statistics embodying how
the COVID-19 pandemic has affected various areas of life (e.g., education, employment, health,
household spending, etc.). Some of the most profound reportings in the survey were those related
to mental health, with one survey indicating that 53.4% of adults who live in a household where job
loss occurred have experienced symptoms of anxiety and/or depressive order frequently or daily
[33]. Humanitarian crises of this scale bring serious questions to the table about why the world was
ill-prepared to handle the outbreak, what could have been done better, and how governments and
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other institutions can tackle these types of situations more appropriately in the future. The COVID19 pandemic has affected the world on a significant scale, and while the obvious consequences
of the coronavirus are those related to physical health (e.g., infection with the virus or even
death in infected individuals who are older and/or immunocompromised), these are not the only
consequences that have been experienced. Other consequences include those related to mental
health (e.g., an increase in symptoms of anxiety and depressive disorder), as well as general areas
of life and society (e.g., job loss, permanent and temporary business closures, economic decline,
and others) [33]. These implications have been reinforced by a number of surveys conducted in
the United States, with the Centers for Disease Control and Prevention (CDC) reporting the largest
monthly increases in drug overdose mortality since 2015 [9]. Additionally, as part of the Household
Pulse Survey [7], the United States Census Bureau collected several statistics embodying how the
COVID-19 pandemic has affected various areas of life (e.g., education, employment, health,
household spending, etc.). Some of the most profound reportings in the survey were those related
to mental health, with one survey indicating that 53.4% of adults who live in a household where job
loss occurred have experienced symptoms of anxiety and/or depressive order frequently or daily
[33]. Humanitarian crises of this scale bring serious questions to the table about why the world
was ill-prepared to handle the outbreak, what could have been done better, and how governments
and other institutions can tackle these types of situations more appropriately in the future.
The ever-growing popularity of social media has transformed platforms into outlets for people
to share their thoughts on current events, as well as more intimate experiences in their lives. This
trend has continued during the coronavirus pandemic, with social media providing people the
ability to stay connected during long periods of quarantine and discuss topics related to the virus
2

(e.g., whether mask-wearing is effective, which COVID-19 vaccine they opted to receive, and
preferences on remote work) with those in their social network. Needless to say, the messages
being posted to social media and web-based forums provide a somewhat unfiltered perspective on
the real-world experiences with COVID-19 that are often undermined in traditional media. Thus,
analyzing the sentiment of these posts could shed light on the true severity of this pandemic period
by revealing the amount of negative or positive content being shared to platforms.
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CHAPTER II
MOTIVATION FOR RESEARCH

Though the importance of analyzing COVID-19 through the lens of social media has been
established, other motivations behind this study have yet to be revealed. This chapter will discuss
the gap in previous efforts at analyzing COVID-19 social media data, as well as the funding that
helped to facilitate these research endeavors.

2.1

Relevant Projects and Funding
Numerous studies analyzing COVID-19 social media data have been published, but very few

have performed analyses on multiple data sources. In reviewing many of these studies, Twitter
appeared to be the most frequently analyzed platform [5, 10, 21, 28]. These studies are undoubtedly
worthy contributions toward understanding COVID-19 sentiments, but they fail to capture the
opinions of multiple demographic groups. Fortunately, the National Science Foundation (NSF)
chose to fund a grant intended to fill this need, entitled “Analyses of Emotions Expressed in Social
Media and Forums During the COVID-19 Pandemic” [17]. This grant was proposed under the
Rapid Response Research (RAPID) category, which is designed for projects whose subject matter
and anticipated results are of great urgency to the scientific community [18]. A primary goal of
the grant was to produce a publicly available database containing content related to COVID-19
from 10–15 social media and web-based forums. In turn, this database could be used by other
4

members within the broader researcher community to help address pressing questions of relevance.
Our team named this database COVID-19 Online Prevalence of Emotions in Institutions Database
(COPE-ID).
In the end, the ten platforms collected from were: YouTube, Twitter, Reddit, Tumblr, 4chan,
8kun, Parler, Flickr, Mastodon, and Gab. These platforms were chosen with the intent of providing
sources whose userbases span the political and socio-demographic spectrums. Moreover, this
would produce COVID-19 research that is altogether different from extant works whose data
originates from only one or two sources at most. Secondary goals of the grant were to perform
various analyses—like those in this thesis—to determine the emotional responses brought on by
COVID-19. Exposing the results from these analyses could encourage legislation that promotes
preventative and proactive measures in the face of future epidemics.
Table 2.1 provides demographic information for users of Twitter, YouTube, Tumblr, Reddit,
4chan, and Flickr. Reliable statistics for Parler, 8kun, Gab, and Mastodon could not be obtained,
as these platforms are much newer or less researched than the others.
Note that the statistics in Table 2.1 for Twitter, YouTube, and Reddit are only a reflection of users
in the United States, while those for Tumblr, 4chan, and Flickr are for all platform users, including
those in other countries. We can see that for Twitter, YouTube, and Tumblr, the percentages of
users that are women and the percentage of users that are men are relatively close. For Tumblr
specifically, the percentages of users who are women and who are men are even. One reason for
this could be that these platforms offer diverse content that appeals to both genders. Alternatively,
Reddit and 4chan appear to be male-dominated. While the specific reasons for this are unknown,
it could speak to the overarching themes embedded into Reddit and 4chan content. As far as age
5

Table 2.1

Platform User Statistics
Platform

% Women

% Men

Primary Age Group

Twitter1

22

25

18-29

YouTube1

80

82

18-29

Tumblr2

50

50

18-25

Reddit1

12

23

18-29

4chan3

30

70

18-34

Flickr4

N/A

N/A

35-44

1 Demographics of Twitter, YouTube, and Reddit users in the

United States [3]
2

Demographics of Tumblr users in the United States [16]

3

Demographics of all 4chan users [1]

4

Demographics of all Flickr users [30]

6

groups are concerned, it appears that users for five of the six platforms (i.e., Twitter, YouTube,
Tumblr, Reddit, and 4chan) are anywhere between 18 years of age to 29 years of age. Flickr,
however, is an outlier, having a primary age group for users that ranges from 35 years old to 44
years old.

7

CHAPTER III
SENTIMENT ANALYSIS

To provide the reader with a deeper understanding of sentiment analysis, this chapter will outline
a few applications of sentiment analysis, popular methods for performing sentiment analysis, and
various challenges that are native to those methods.

3.1

Applications of Sentiment Analysis
The applicability of sentiment analysis has expanded significantly in recent years, helping to

progress the enterprises of numerous fields. The motivation for analyzing sentiment can be rooted
in business improvement (e.g., helping airlines to understand how satisfied or dissatisfied their
customers are with flight experiences) [15], issuing calls to action for addressing larger problems
in society (e.g., encouraging government officials to establish law related to global crises like
COVID-19), or providing leverage in the world of politics (e.g., helping to predict a potential
outcome in a presidential election) [37, 39]. Regardless of the application, it is clear that results
from sentiment analysis can be leveraged to assist a wide number of causes.

3.2

State of the Art in Sentiment Analysis
This section introduces a few of the state-of-the-art approaches for predicting sentiment. Gen-

erally speaking, the approaches are one of three types:
• Lexicon-based (e.g., Valence Aware Dictionary and sEntiment Reasoner (VADER) [22])
8

Figure 3.1
Example Posts Labeled with Sentiment

• Machine learning-based (e.g., Naive Bayes [26])
• Hybrid approach: machine learning-based and lexicon-based (e.g., VADER and Naive Bayes
[12])
The lexicon-based approach is often thought of as a “knowledge-based” approach. This comes
from the idea that lexicons—and their accompanying rules—work together to produce knowledge
bases that enable machines to interpret the sentiment polarities of text sources. In the context of
sentiment analysis, a lexicon is a dictionary of words that are expected to appear in the target source,
where each word is annotated with a fixed sentiment score. An accompanying rule list is used
to provide additional instructions for handling other linguistic features present (e.g., conjunctions,
idioms, punctuation, etc.). When these features are detected, the final sentiment score is adjusted.
Modifying the sentiment score in such a way provides an added layer of context that was nonexistent
before. This level of context is sometimes referred to as “local context”, where a focus is placed
9

on looking at the “relatedness among words in the neighborhood” [20]. To place the document in
the proper class, threshold values are used for determining the range of sentiment scores that are
positive, neutral, or negative. Advantages of lexicon-based methods include their intuitiveness, as
well as the fact that they do not require the upfront training that machine learning models do. A
disadvantage, however, is that the lexicon is finite and is somewhat biased in the way it gives the
fixed sentiment scores to words that it does.
Machine learning approaches trade lexicons and rules for training and testing datasets. Much
like a lexicon, the training dataset is meant to encompass characteristics that are likely to exist in
the target source that needs classifying. However, unlike the lexicon approach that assigns fixed
scores to words, the machine learning approach relies upon a word’s presence and/or frequency to
determine the class that a sample belongs to. As for the testing dataset, this is simply a portion of
the original training data that is reserved for evaluating the machine learning model’s performance.
The model is thought to have performed well if the labels predicted closely match the original labels
assigned in the training dataset. To quantify the number of items that matched up—or those that
didn’t—standard evaluations such as precision, recall, and an F1-score are commonly used. These
are described in more detail in Chapter 4. One advantage to using a machine learning approach for
sentiment analysis is that it offers the ability to create a model that is catered for specific purposes
or topics [13]. On the flip side, a disadvantage is that the number of sentiment-labeled datasets for
training is few, making it difficult to find a dataset that is both labeled and full of relevant content.
A third approach used slightly less often is the hybrid approach. As its name might suggest,
this approach exploits the logic of both the lexicon-based and machine learning-based approaches.
To combat the issue of obtaining a sentiment-labeled dataset for the training of a machine learning
10

Figure 3.2
Summary of Method and Output Types for Sentiment Analysis

model, the hybrid approach uses a lexicon to classify the sentiment of each sample in the training
dataset. This removes the burden that comes with manual labeling. After the training dataset
has been created by way of the lexicon, the machine learning algorithm of choice is applied for
dictating how to differentiate the sentiment classes, assign weights to certain words present, etc.
An additional attribute that sets sentiment tools apart is the output labels they provide. Some
tools yield classifications in binary form (e.g., “positive” and “negative”), some offer multi-class
form (e.g., “positive”, “neutral”, and “negative”), and others offer even more granularity (e.g.,
“extremely positive”, “positive”, “neutral”, “negative”, and “extremely negative”). One of these
options might be more appropriate than the other depending on the type of data being analyzed
and the level of precision desired.

3.3

Issues with Existing Methods
While research related to sentiment analysis is abundant and only continuing to expand, there

are still problems that have yet to be overcome. A first issue is related to multi-lingual support. For
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supervised machine learning tools, having sentiment-labeled data will always be a requirement.
Unfortunately, most of the labeled data available is only in the English language [32]. This leaves
researchers who want to analyze the sentiment of non-English data with two choices. They can
either hand label data of their own for training or apply a translation tool on their data. Both of these
options come with disadvantages. Human codification of datasets is extremely time-consuming
and is only effective if solid inter-rater reliability is obtained [14]. Should the researchers opt for
the route of translation, they may find that most translation tools do not always accurately translate
text. This shows that there is a great need for the kind of multi-lingual corpora that would enable
researchers to perform sentiment analysis on data in any of the world’s spoken languages.
A second issue to bear in mind is that some tools take a great deal of time to process and classify
their inputs. A tool can be very accurate while simultaneously being computationally inefficient.
For some endeavors, having a tool that can quickly extract sentiment is essential. Therefore,
researchers will have to decide if they’re willing to trade off long runtimes for better accuracy.
Another issue of concern is that, although sentiment analysis is a task rooted in making
interpretations of language, many tools fail to account for regular elements of natural language that
have the power to shift the sentiment polarity that a piece of text has. Examples of language elements
that meet this criterion include conjunctions (e.g., “but”), negations (e.g., “don’t”), capitalization,
punctuation, and degree modifiers (e.g., “very”). Further, for analysis of social media text, elements
such as emoticons might need to be accounted for, as these can play a role in expressing specific
emotions in text.
A fourth issue pertains to the reputation of being “black box” that so many machine learning
models get [8]. The black box metaphor suggests that the inner-workings of machine learning
12

models are not easily explainable or interpretable. In other words, the inputs and outputs of the
model are clear, but everything else is not. While this has become a popularized notion, it doesn’t
hold much weight. Machine learning models might be complex, or even confusing to understand,
but they are not black boxes. They do not always provide quick answers to the general human
inquiries such as, “Why did that happen?” or “How can I improve it?”, but they can be better
understood through basic trial-and-error (e.g., providing different kinds of input data, changing
hyper-parameter values, and tweaking calculations).
A final issue is related to the adaptability of tools. For example, a tool might perform incredibly
well on sources from the news domain (e.g., articles), but perform poorly on sources from a different
domain like social media (e.g., tweets from Twitter). However, the issue of transfer learning is
not limited to sources from different domains and can extend to sources originating from the same
domain [2]. This issue will be elaborated on further in Chapter 7.
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CHAPTER IV
NAIVE BAYES

This chapter of the thesis is dedicated to explaining the underlying algorithm behind the
multinomial Naive Bayes classifier being used to predict sentiment polarity. Specifics to be
discussed are the larger family of probabilistic Naive Bayes classifiers, the guiding theorem that
each member of the Naive Bayes family relies upon, and finally, what makes the multinomial Naive
Bayes variant the best candidate for sentiment analysis.

4.1

Bayes’ Theorem
The three classifiers that make up the Naive Bayes family are Gaussian Naive Bayes, Bernoulli

Naive Bayes, and multinomial Naive Bayes. The overlapping logic among these classifiers is
that they operate under a single “naive” assumption: there is conditional independence between
features. In other words, one feature’s presence is not contingent upon the presence of other
features.
This conditional independence is illustrated by Bayes’ Theorem:

𝑃( 𝐴|𝐵) =

𝑃(𝐵| 𝐴) × 𝑃( 𝐴)
𝑃(𝐵)

14

(4.1)

In words, Equation 4.1 states that the probability of the outcome 𝐴, provided a set of conditions
𝐵, is equivalent to the probability that the conditions 𝐵 are present for the outcome 𝐴, multiplied
by the existing probability of the outcome 𝐴 divided by the probability of conditions 𝐵.
However, this equation can be modified to avoid redundancy. The 𝑃(𝐵) in the denominator
can be dropped, as this is a constant and will remain the same for all features observed:
𝑃( 𝐴|𝐵) = 𝑃(𝐵| 𝐴) × 𝑃( 𝐴)

(4.2)

To go a step further, we can rewrite the probability of B given A as a function of each variable
or feature:
𝑃(𝐵| 𝐴) = 𝑃(𝐵1 | 𝐴) × 𝑃(𝐵2 | 𝐴) × · · · 𝑃(𝐵𝑛 | 𝐴)

(4.3)

Next, we can incorporate Equation 4.3:
𝑃( 𝐴|𝐵) = 𝑃( 𝐴) ×

𝑛
Ö

𝑃(𝐵𝑖 | 𝐴)

(4.4)

𝑖=1

The last step of the Naive Bayes algorithm is to determine the criteria for choosing the best
outcome given all information available (i.e., all conditions present for all features). That mathematical operation is simple, requiring that we choose the class having the maximum posterior
probability:
𝑃( 𝐴) = 𝑎𝑟𝑔𝑚𝑎𝑥 𝐴 [𝑃( 𝐴) ×

𝑛
Ö

𝑃(𝐵𝑖 | 𝐴)]

(4.5)

𝑖=1

4.2

Differentiating the Naive Bayes Types
Though all three Naive Bayes classifiers are subject to Bayes’ Theorem, they are fundamentally

equipped to handle very different data distribution types.
15

Figure 4.1
Summary of the Naive Bayes Classifiers

Gaussian Naive Bayes can be employed for classifying data that possesses a Gaussian distribution. Commonly, a Gaussian distribution is referred to as a normal distribution or the “bell curve”,
where the number of observations that are less than a feature’s mean value are equal to the number
of observations that are greater than the mean value. Examples of normally distributed data include
heights, blood pressures, and IQ scores [19].
Bernoulli Naive Bayes, on the other hand, is better suited for data with binary feature labels. In
most cases, the binary labels are obvious (i.e., 0 and 1), but equivalent labels could be “true” and
“false”, “pass” and “fail”, or “yes” and “no”. In the context of text classification, the binary value
is used to represent the presence or absence of a term in the text source.
The final classifier type is multinomial Naive Bayes. Unlike Bernoulli Naive Bayes that models
feature presence in a document, multinomial Naive Bayes models the frequency counts of two or
more features in a document. This is ideal for sentiment analysis, where there are many features in
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the text that may be of interest or affect the overall sentiment. This Naive Bayes type will be used
for making the sentiment predictions in this thesis.
Ultimately, the multinomial Naive Bayes classifier was chosen for this thesis because it is highly
explainable, tractable, and efficient. First, finding an explainable algorithm for sentiment analysis
was important when collaborating with a social science team whose background may not be heavy
in computer science and/or machine learning. The probabilities that are computed as part of the
classifier’s algorithm are easy for most to understand. Second, the tractability of the multinomial
Naive Bayes classifier—and of any supervised machine learning approach—was convenient for
this project, as it allowed a classifier to be created explicitly for the task of predicting the sentiment
of social media posts related to COVID-19. Lastly, finding a method that was quick at making
predictions was ideal, especially when taking the size of the dataset into account.

4.3

Implementing the Classifier
This chapter of the thesis will describe how the multinomial Naive Bayes classifier was con-

structed for classifying the sentiment of the COVID-19 posts. The steps for implementation
included initializing the classifier, supplying the classifier with relevant training data in preparation
for future classification tasks, tuning various hyper-parameters related to training, and evaluating
the classifier’s performance. These steps are described in greater detail in each of the subsections
to come.
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4.3.1

Initializing the Classifier

To transform the Naive Bayes algorithm into a tangible classifier in the Python programming
language, scikit-learn’s version of multinomial Naive Bayes was used via the naive_bayes.
MultinomialNB class [35].

4.3.2

Training the Classifier

The multinomial Naive Bayes classifier is a machine learning-based classifier, so it needed to
be trained on a dataset that had features similar to those present in the larger dataset of COVID-19
posts. Therefore, a dataset of COVID-19 tweets labeled with sentiment was used. This dataset was
provided by the Inter-university Consortium for Political and Social Research (ICPSR) to allow researchers to “discover public conversation on Twitter surrounding the COVID-19 pandemic” [21].
One challenge in using this resource was the lack of actual content for each tweet. To comply with
Twitter’s Developer Policy [24], only the unique identifiers (e.g., “214195665846515722”) for each
tweet were provided. However, having the tweet content is an essential part of the training process,
as it allows the classifier to establish a relationship between each post’s text features and its corresponding sentiment label. To tackle this situation, the method of “hydration” was used. Hydration
involves taking some known piece(s) of information and reverse engineering that information to
obtain secondary information of value. Here, to obtain all tweet content, the tweet IDs from the
original ICPSR dataset were passed through Twitter API v2 as a comma-separated list. This was
feasible through Twitter API v2’s “Tweet lookup” endpoint (i.e., “https://api.twitter.com/2/tweets”).
Unfortunately, content for some of the tweets could not be obtained, as many were no longer available due to removal by the platform or deletion by the original user. Nonetheless, for the tweets
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Figure 4.2
Summary of the Training Process

whose content was obtained, all string content was stored in an array and stitched together with the
original dataset containing the tweet identifiers and sentiment labels. After hydration, the training
dataset totaled to 67,190 tweets.
Though all tweet content needed to be obtained, it was of equal importance that the classifier
was trained on properly balanced data. A “balanced” dataset is a dataset possessing an identical
number of entries per class. Should a training dataset be imbalanced, the classifier might learn to
associate specific features in the data with the wrong class, solely because that class is the majority
class [6]. In its initial form, the training dataset was imbalanced with 11,252 positive tweets, 9,660
neutral tweets, and 43,994 negative tweets. To combat this issue, the process of undersampling was
used, which involved removing samples from the majority classes until they matched the number
of samples in the minority class [27, 34]. After undersampling was performed, the training data
was evenly split at 28,980 total tweets or 9,660 tweets per class.
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4.3.3

Evaluating the Classifier

As mentioned in Chapter 3, standard evaluation metrics such as precision, recall, and an F1score can be used to gauge how accurate a classifier is in making its predictions. For each of
the classes present, precision indicates the proportion of samples predicted as a class that actually
belong to that class, recall indicates the number of samples from a class that were correctly
classified under that class, and an F1-score is a function of both precision and recall and indicates
the proportion of all classes that were correctly classified.
The computations for these metrics rely on counts of true positives (TP), false positives (FP),
and false negatives (FN). However, these counts can only be obtained by comparing two sets of
labels. The first set of labels are the original labels provided in the training dataset, while the
second set of labels are those predicted for the test dataset. For this classifier, an 80:20 ratio was
used, meaning that 80% of the original training data was used to familiarize the classifier with each
class’s features and 20% was reserved for evaluation purposes.
The general equations for precision, recall, and F1-score are denoted in Equations 4.6, 4.6, and
4.6, respectively:
Precision =
Recall =
F1-score = 2 ×

TP
TP + FP

TP
TP + FN

precision × recall
precision + recall

(4.6)

At the end of the training period, values for precision, recall, and an F1-score were produced.
These are listed in Table 4.1.
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Table 4.1

Evaluation Report: Precision, Recall, and F1-score
Class

Precision

Recall

F1-score

positive

0.67

0.54

0.60

neutral

0.49

0.45

0.47

negative

0.58

0.72

0.65

To start, we see that the positive and negative classes have higher values for all three evaluation
metrics. Reasons for this could be that more of the posts shared to social media tend to be
sentiment-bearing than not, or the features of neutral posts tend to be less pronounced and harder
to identify. Nevertheless, we can first look at the metric of precision, where we see a value of
0.67 for the positive class. This tells us that 67% of the samples predicted as positive were truly
positive. For the negative and neutral classes, we see values of 0.49 and 0.58, insinuating that only
49% of the samples predicted as neutral were truly neutral and 58% of the samples predicted as
negative were truly negative.
An opposite trend occurs for recall, where the negative class has a much higher value (0.72)
than the positive class does (0.54). This means that 72% of actual negatives were predicted as
negative and only 54% of actual positives were predicted as positive.
Finally, the F1-scores for the positive, neutral, and negative classes were 0.60, 0.47, and 0.65.
This tells us that 60% of positives, 47% of neutrals, and 65% of negatives were correctly predicted.
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These values could undoubtedly be improved, and potential solutions for improvement are covered
in Chapter 7.
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CHAPTER V
THE DATA PIPELINE

Establishing an effective data pipeline is an essential part of working with big data. The
data pipeline encompasses all steps from start to finish that transform the data of relevance into
something meaningful and manipulable. Generally speaking, most data pipelines—including the
one used here—are of a similar structure. Many are likely to know this structure as extract,
transform, load (ETL):
• Data is imported (extracted) from an external source
• Data is processed (transformed) to satisfy a particular use case
• Data is exported (loaded) for distribution or future use
Although data warehouses were integrated into organizations in the latter part of the 1990s, it
wasn’t until the 2000s that the data transformation tasks being taken on by software developers were
properly acknowledged [38]. While there are many tools on the market for performing ETL jobs,
the ETL strategy used for this thesis was self-constructed. The specifics of the implementation are
outlined in the remaining sections of this chapter.

5.1

Collecting the Data
Many social media platforms offer their data through an application programming interface

(API). An API allows developers who are interested in a platform’s data to “talk with” the server
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upon which the platform is hosted. In a sense, the server is notified about the kind of data that the
developer or researcher is interested in when provided with specific queries or keywords.
Generally speaking, APIs fall under two umbrellas: official or unofficial. Official APIs are
offered directly from platforms themselves. Most official APIs require that first-time users create
a developer account before interacting with the API. However, this is not always the only step
involved, as some platforms require researcher(s) to go through additional screening before the
developer account is even activated, providing them the ability to only approve the kinds of use
cases that they deem worthy. Further, these steps are often thought to help prevent malicious users
from getting their hands on potentially sensitive data. Unofficial APIs, on the other hand, are
different in that they are not offered on behalf of platforms. Instead, they are publicly available
resources created by an individual or group of individuals to “emulate an internal API” [31].
To collect COVID-19 data from each of the platforms, ten separate APIs were used. Of the
ten APIs, half were official and the remaining half were unofficial. Additionally, the code used
to interact with each of the APIs was written in Python. Table 5.1 provides detailed information
about each of the ten APIs collected from, whether the API is official or not, the number of English
posts collected, and the start and end dates that collection occurred. Figure 5.1 depicts the same
post counts that are in the “Posts” column of Table 5.1.

5.2

Filtering the Data
An additional step during the larger process of data collection was filtering. Filtering was

performed to guarantee that all data covered topics related to COVID-19. For most of the official
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Table 5.1

Data Statistics
Platform

API

Official API

Posts1

Earliest Date

Latest Date

Twitter

Twitter API v2

Yes

1,869,202

10/17/2020

04/27/2021

YouTube

YouTube Data API v3

Yes

218,473

03/01/2020

04/22/2021

Tumblr

Tumblr API

Yes

60,462

01/01/2020

03/31/2021

Reddit

pushshift/api2

No

141,180

01/06/2021

03/31/2021

4chan

4chan/4chan-API2

No

14,491

07/17/2020

04/27/2021

8kun

bibanon/py8chan2

No

684

02/05/2020

04/20/2021

Parler

KonradIT/parler-py-api2

No

76,063

04/05/2020

01/04/2021

Gab

ChrisStevens/garc2

No

142,126

01/02/2020

02/24/2021

Mastodon

Mastodon API

Yes

34,611

01/08/2020

04/20/2021

Flickr

Flickr API

Yes

8,642

02/24/2021

04/20/2021

Total

-

-

2,565,934

-

-

1 Counts reflecting the number of English posts that were filtered from the larger dataset
2

Unofficial APIs provided in the form of GitHub repositories
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Figure 5.1
English Posts Collected from Platforms

APIs used, the process of filtering was simple: a set of twelve keywords was provided as the query
parameter in the body of the API requests.
For most of the unofficial APIs, filtering could not be carried out through the API requests
directly, requiring that other methods be used. The alternative methods that were used in these
situations are listed in Table 5.2.

5.3

File Manipulation
The data returned from an API can be in one of many file formats, with the most common

file formats being JavaScript Object Notation (JSON) and Extensible Markup Language (XML).
For the official APIs used within this project, data was either returned in JSON by default, or
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Table 5.2

Filtering Methods
Platform

Method

Keywords1

Twitter

Keywords in API requests

List 1

YouTube

Keywords in API requests

List 1

Tumblr

Keywords in API requests

List 1

Reddit

Keywords in API requests

List 1

4chan

Regular expressions

List 1

8kun

Regular expressions

List 1

Parler

COVID-19 hashtags in Python function

List 2

Gab

Keywords as command line arguments

List 1

Mastodon

Keywords in API requests

List 3

Flickr

Keyword “COVID19” in API requests

List 4

1 List 1: covid-19, sars-cov-2, corona, corona virus, coronavirus, coronaviruses,

social distancing, quarantine, covid19, pandemic, virus, socialdistancing
List 2: covid19, covid, covid19hoax, covidhoax, covid-19, covid1984, covidexplained, covid19fear, covid_19, covidvaccine, covidiots, covidhoax2020,
nocovidvaccine, coviddeaths, covid_10, covidscam, covidisover, endthecovidconjobnow, covid—19, covidfraud
List 3: COVID19, COVIDVaccine, coronavirus, covid1984, plandemic,
SARSCOV2, virus
List 4: COVID19
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particular arguments corresponding to file formatting were set to JSON in the HTTP requests.
For the unofficial APIs, data was manually exported to JSON format through appropriate Python
methods. JSON is a convenient file format due to its easily parsable nature. For instance, if a
file contains information that a developer is interested in, but also contains information that is not
of interest, one can simply choose to access the desired key-value pairs in the file. This is done
through bracketed indexing, where iterative for loops can be used to retrieve all instances of a
specific JSON object or variable. An example of what a post from Twitter might look like in JSON
format is captured in Figure 5.2. To avoid publishing potentially sensitive user information, the
user identifier and tweet identifier were randomly generated. Twitter’s API also provides many
more metadata attributes than those shown, and the order of those that are included in the figure is
not a true reflection of the order in which they always appear. Nevertheless, this helps demonstrate
the general structure of JSON. Additionally, an example of Python code for accessing these kinds
of attributes in a JSON file is in Figure 5.3 below.
As Figure 5.3 shows, values contained with each JSON object are appended to the appropriate
array upon every iteration of the for loop. At the end of the for loop’s execution, each array
contains all value instances that occurred for the variables that were indexed. After all arrays were
assembled, they were mapped to appropriate columns and encapsulated in a Pandas DataFrame
[36]. After all files went through stages of being parsed, stored, and restructured as DataFrames,
they were then exported as comma-separated values (CSV) files. The widely adopted nature of
CSV format also made it a compelling choice, as plans exist to make the COPE-ID database
publicly available.
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"data": [
{
"lang": "en",
"created_at": "2021-06-30T12:00:00.000Z",
"author_id": "4378435575314507578",
"source": "Twitter Web App",
"text": "I'm so glad to be vaccinated! #GetYourCOVIDVax",
"id": "183945428257038860"
}
]
Figure 5.2

JSON Representation of a Twitter Post
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total_tweets = 0

for item in all_tweets:
num_tweets = len(item['data'])
total_tweets += int(item['meta']['result_count'])

for i in range(0, num_tweets):
tweetIds.append(item['data'][i]['id'])
tweets.append(item['data'][i]['text'])
Figure 5.3

Using Python to Extract Data from a JSON File

30

5.4

Prepping the Data for Classification
Before the multinomial Naive Bayes classifier could be used to predict the sentiment polarity of

each COVID-19 post, various preprocessing steps had to be performed. These steps were essential
for ensuring that all posts were accurately interpreted by the classifier. The first step, one common
in the world of data science, is removing certain text features that inhibit further analysis. Here,
it was important to acknowledge that some post features did not influence sentiment. Features
that fell under this category and were removed were user mentions (e.g., “@msstate”) and uniform
resource locators (URLs) (e.g., “https://www.reddit.com/r/Coronavirus/”). Features present in
the dataset that needed to be decoded—rather than removed entirely—were HTML entities (e.g.,
“&amp;” to “&” and “&#8230;” to “. . . ”). Another important preprocessing step was filtering out
a specific subset of posts. As mentioned in Chapter 4, all posts in the training dataset used to prime
the multinomial Naive Bayes classifier were in the English language. Thus, to have training and
testing datasets that mimicked each other, the larger test set of COVID-19 posts was filtered to only
include posts in English. The final preprocessing step was performed to achieve better metadata
consistency. The metadata attribute that lacked consistency across each of the platforms was the
timestamp attribute. For example, while the Tumblr API returned its timestamps in Unix format
(e.g., “1622573307”), Twitter’s API returned all timestamps in standard ISO 8601 format (e.g.,
“2020-06-10T19:25:24.000Z”). Resolving these formatting discrepancies made certain stages of
analysis—specifically those requiring a reference to the time at which posts were created—much
easier. The Python methods used for each preprocessing step are listed in Table 5.3.
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Table 5.3

Preprocessing Methods
Preprocessing Step1

Python Library

Method

Step 1

re

sub()

Step 2

w3lib.html

replace_entities()

Step 3

langdetect, pandas

detect(), df.loc[]

Step 4

pandas

to_datetime()

1 Step 1: Removing user @mentions and URLs

Step 2: Converting HTML entities into Unicode characters
Step 3: Filtering English posts from the dataset
Step 4: Converting timestamps to standard UTC format
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CHAPTER VI
DATA ANALYSIS

To thoroughly interpret the sentiment predictions that were made, this chapter will focus on
reporting and visualizing sentiment in three different contexts:
• The statistical distributions of sentiment polarity per platform
• The change in sentiment polarity over time
• The spatial distributions of sentiment polarity

6.1

Polarity Distributions Per Platform
To better understand the percentage of COVID-19 content that was predicted to be positive,

neutral, or negative from all ten platforms, we can look to Figure 6.1, where every three bars on
the x-axis correspond to the positive, neutral, and negative percentages predicted. The values from
Figure 6.1 are also listed in Table 6.1.
Now that we know the resulting predictions of sentiment for each of the platforms, we can begin
to theorize why the predictions shaped out in the way that they did. For Twitter, Tumblr, and Gab
posts, the negative percentages of sentiment predicted were greater than positive, but not by much.
If anything, these percentages were close to equal. The predictions for 4chan and 8kun, on the other
hand, are highly skewed toward being negative. Research on behalf of my team’s social scientists,
observation of the posts collected, and public opinion of the platforms all indicate that users of
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Table 6.1

Predicted Sentiment for All Platforms
Platform

% Positive

% Neutral

% Negative

Dominant Class

Twitter

0.35

0.24

0.41

Negative

YouTube

0.29

0.14

0.57

Negative

Tumblr

0.37

0.22

0.41

Negative

Reddit

0.41

0.36

0.22

Positive

4chan

0.1

0.13

0.78

Negative

8kun

0.21

0.19

0.6

Negative

Parler

0.26

0.28

0.46

Negative

Gab

0.3

0.39

0.31

Neutral

Mastodon

0.29

0.47

0.24

Neutral

Flickr

0.67

0.21

0.11

Positive
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Figure 6.1
Predicted Sentiment for All Platforms

4chan and 8kun tend to post content that is extremely radical, extremist and/or offensive [4]. This
is one hypothesis for the high levels of negativity that were predicted for the two platforms.
Fortunately, negativity was not all that was predicted. Posts from Reddit, Flickr, and Mastodon
were predicted to be quite positive. Reddit had nearly double the number of positive predictions
(41%) than it did negative predictions (22%), Flickr had significantly more content predicted as
positive (67%) than negative (11%), and Mastodon had slightly more positive predictions (29%)
than negative (24%).
Another observation made was that Gab and Mastodon had the highest percentages of neutral
content. This overlap is an interesting find in light of the fact that Gab is part of Mastodon as
one of its private groups or “instances”. While the reason for Gab and Mastodon’s neutrality
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is unclear, a potential reason for why their negative percentages diverge is not. Though Gab is
technically part of the Mastodon platform, it has become quite alienated from the Mastodon larger
community. Many of Mastodon’s instances—those not including Gab—choose to block users of
the Gab instance from joining their node, as Gab is generally regarded as “a haven for hate speech,
racists, and bigots of all varieties” [25]. With this information in mind, it makes sense that we
might see more negative predictions for Gab than we do for Mastodon.
A final observation was made for Reddit and Flickr. Reddit was predicted as mostly positive,
despite initial assumptions that the platform would be predicted as mostly negative. When hypothesizing why the results for Reddit were so unexpected, a realization was made about the nature of
the Reddit data. What sets the Reddit data apart from all other data sources analyzed is that the
posts were from a period that was much shorter and later in time (i.e., January of 2020 to April
2020). Thus, one reason for a significantly greater percentage of positivity for Reddit could be
attributed to recent developments in improving COVID-19 conditions such as increased accessibility of COVID-19 vaccines, a decline in the number of infected individuals, the CDC relaxing
their guidelines on social distancing for vaccinated individuals, and others. This demonstrates
the importance of interpreting these results with consideration to the time at which the data was
collected. Similarly, this hypothesis held for Flickr, as all Flickr data was strictly from 2021 and
exhibited similar amounts of positivity.

36

Figure 6.2
Sentiment of YouTube Comments from March 2020 to August 2020

6.2

Representing Sentiment Chronologically
The sentiment of the COVID-19 posts can also be represented chronologically (i.e., as a change

over time). Figure 6.2 shows the trend of negative and positive sentiment for YouTube comments
from March 2020 to August 2020.
If you follow the red line in Figure 6.2, which depicts the trend of negative sentiment from the
months of March to August, you will see that the largest percentage of posts predicted as negative
are in the month of March (62%). Then, that percentage decreases in the month of April (52%)
and begins to level out in the remaining months of May, June, July, and August (57%–59%). This
leveling out also occurs for the percentage of posts that are neutral and positive. One speculation for
the peak in negatively predicted posts during the month of March is that initial feelings of concern
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and unease were brought on by the World Health Organization (WHO) declaring the outbreak of
COVID-19 to a global pandemic on March 11th [11].

6.3

Representing Sentiment Spatially
The data collected from both Twitter and Flickr was unique in that it included geospatial

metadata (e.g., latitude, longitude, and country), presenting the opportunity for sentiment to be
observed from a geographical standpoint. For both platforms, sentiment polarity was plotted to
determine if there were geographic regions where a specific sentiment polarity was prominent.
Figures 6.3 shows the spatial distributions of sentiment for Twitter posts in the United States, while
Figure 6.4 shows the same type of spatial distributions for Flickr posts in the United States. Both
visualizations were produced using code written in the R programming language. To generate the
real-world map as the background for both plots, the leaflet library was used [23].
For the 11,933 geolocated Twitter posts, the breakdown of sentiment was as follows: 32.9% were
positive, 19.5% were neutral, and 47.6% were negative. Interestingly enough, of the 1,176 Flickr
posts that were geolocated, only 173 were from the United States. Nonetheless, the breakdown of
sentiment for those samples was: 54.3% positive, 30.6% neutral, and 15% negative.
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Figure 6.3
Sentiment of Twitter Posts in the United States
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Figure 6.4
Sentiment of Flickr Posts in the United States
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CHAPTER VII
CONCLUSIONS

7.1

Limitations
Though this thesis was successful in achieving one of its primary goals—classifying the

sentiment polarity of social media posts related to the COVID-19 pandemic—limitations were still
present throughout the process. A first limitation was one commonly experienced when attempting
to analyze multi-source data. For the supervised machine learning approach used, it was impossible
to obtain a sentiment-labeled dataset for training that captured all potential features that might be
present in posts from the ten social media platforms. A prime example of this was the drastic
difference in hashtag usage between Parler and the remaining platforms. A trend for Parler posts
was generous hashtag usage. Some posts from the platform even contained hashtags and nothing
else, suggesting that hashtags are a major medium for Parler users to share their thoughts and
opinions with others. The difference in hashtag prevalence among Parler, versus that of the Twitter
training data, resulted in a classifier that was unable to capture some of the features that are common
to Parler posts. This scenario in which features are present in the target source, but are not present
in the training source, is referred to as sparsity [2].
Other limitations include the inability to classify the sentiment of the non-English posts collected, the long processing time of the language detection method used to filter English posts
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from the dataset, the variance in when data collection started and ended for all platforms, and the
variance in the volume of posts collected from all platforms.

7.2

General Discussion
The results produced from this thesis were both expected and unexpected. First, we saw that

the majority of the social media posts collected were predicted to be negative. This was proved
through observing that six of the ten platforms had a greater proportion of negative posts than
they did positive or neutral. Those platforms were Twitter, YouTube, Tumblr, 4chan, 8kun, and
Parler. Finding this degree of negativity across so many of the platforms was not surprising, as the
original conjecture being made in this thesis was that most individuals were negatively affected by
the virus and the resultant pandemic, regardless of whether that effect was direct or not. At the very
least, these negative posts are a testament to those hardships. While many posts being predicted as
negative strengthened the prevailing perception of the COVID-19 pandemic, other truths—which
were less disheartening—are worth acknowledging: half of the platforms had 30% or more of their
total posts be predicted as positive.
Regardless of the sentiment polarities predicted, these conversations across social media served
as a refreshing reminder that people desire to feel connected through their shared experiences—even
if those experiences are unfavorable. This need in humans to feel connected has long been
acknowledged as a basic necessity in physiological theories such as Maslow’s “Hierarchy of
Needs”, which describes this as “an essential component in the self-actualization process” [29].
From a technical perspective, the experiments carried out in this thesis reinforced the claim
that sentiment analysis tools eliminate the burden of having to manually label the sentiment of
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text sources. In fact, the multinomial Naive Bayes classifier was able to very quickly classify the
sentiment of over 2.5 million posts, a task that would take a considerable amount of time for a
group of people to label themselves.

7.3

Future Work
As far as future work for this thesis is concerned, two areas could use improvement. First, the

multinomial Naive Bayes classifier could be improved in terms of how accurate it is. To improve
the accuracy of the classifier (i.e., the precision, recall, and F1-score), using a larger COVID-19
dataset during the training period is encouraged. Having more samples for the positive, neutral, and
negative sentiment classes might provide better representations of the attributes that those classes
are meant to have. Second, the classifier could be much more generalizable. Ideas for creating a
more generalizable classifier include using a training dataset that contains samples that are in more
than one language and are from multiple social media sources.
This thesis demonstrated the much larger role that sentiment analysis plays in providing perspective on important global and social matters that cannot be acquired through human interpretation
alone. Here, a perspective of the COVID-19 pandemic was established by predicting the sentiment
of millions of social media posts from ten very different social media platforms. It is exciting to
consider how this sentiment analysis approach could be modified and scaled to tell an impactful
story for an assortment of other applications.
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