In order to achieve high precision on indoor location, a Wi-Fi indoor location method based on improved back propagation (BP) neural network is proposed. The classical BP neural network is optimized in real time by the ant colony optimization algorithm. Meanwhile, the momentum term is introduced to construct an improved four-layer BP neural network model. The model uses the Wi-Fi signal feature as the input of the BP neural network and succeeds in the area classification under multiple Wi-Fi signal features. The experimental results demonstrate that the improved BP neural network can increase the classification accuracy of the classifier effectively, and achieve a high-precision indoor area location. Furthermore, it performs better practical results while ensuring the time complexity. The advantages of this method are high practicability, low cost, high prediction classification accuracy, and robust stability, which can achieve the efficient classification of the short-range area.
Introduction
With the rapid development of the wireless network, the accuracy of location is particularly concerned. The global positioning system (GPS) can satisfy people's location needs for outdoor environments well, but in relatively closed or complex situations, it often cannot obtain very accurate results and even correct area location, such as large buildings, shopping malls, and underground parking lots. Therefore, the indoor area location technology is given more attention.
Nowadays, there are many ways to achieve an indoor location, such as Bluetooth, radio frequency identification (RFID), and Wi-Fi. As an example of Bluetooth-based indoor location technologies, Lee et al. [1] used a Bluetooth receiver, an accelerometer, a magnetic field sensor, and a barometer on a smartphone to propose an indoor localization solution. Xinlong Jiang et al. [2] used Wi-Fi signal and Bluetooth low energy signal into a unified model to introduce a fusion semisupervised extreme learning machine. As an example of RFID-based indoor location technologies, He Xu et al. [3] used the weighted path length and support vector regression algorithm to solve the problem that the accuracy of the LANDMARC location algorithm relies on the density of reference tags and the performance of RFID readers. And He Xu et al. [4] also proposed a * Correspondence: dongchen@fzu.edu.cn This work is licensed under a Creative Commons Attribution 4.0 International License. novel indoor location algorithm based on Bayesian probability and k-nearest neighbor to reduce the location fluctuation and the error caused by multipath and environmental interference in LANDMARC. As an example of Wi-Fi-based indoor location technologies, SB Keser et al. [5] used multiple signal types (Wi-Fi-RSS and MF fingerprints) to propose an F-score-weighted indoor location algorithm to solve the problem that Wi-Fi signal distribution is nonstationary and accuracy is insufficient. Jingxue Bi et al. [6] considered the difference in signal strength caused by the orientation of users and proposed an indoor Wi-Fi location method based on an omnidirectional fingerprint database. Ban et al. [7] used pedestrian dead reckoning, Wi-Fi-based localization methods, and residual magnetism to propose a high-accuracy indoor location method.
Among them, the Wi-Fi signal feature location method has high location accuracy, low construction cost, and strong practicability. It is suitable for crowded areas and has broad application prospects. Machine learning is a method of using algorithms to parse data and then mine the underlying rules in the data to make decisions or predictions about certain things. In recent years, machine learning has been applied to the Wi-Fibased positioning method and has achieved an excellent positioning effect [8] [9] [10] [11] [12] . Liao et al. [13] combined the decision tree classification model with indoor maps to reduce the dependence on hardware devices and improve the accuracy and reliability of the system. By normalizing the relation between K adjacent points in the knearest neighbor algorithm, Yeqing Fang et al. [14] improved the location accuracy and reduced the location matching time. Xiao et al. [15] used the BP neural network algorithm and the k-means algorithm for different scenarios to improve the detection rate in different situations and shorten the detection delay. However, there is still room for improvement in the positioning accuracy of these methods. Therefore, this paper aims to improve the accuracy of the Wi-Fi-based positioning method further. This paper uses the BP neural network model's strong nonlinear mapping ability and good data fitting ability to adapt to noise data. Meanwhile, aiming at solving the problems of BP neural network's slow convergence speed and easy to fall into local minimum value, we use the ant colony optimization (ACO) algorithm to optimize the classical BP neural network in real time and introduce the momentum term to propose a Wi-Fi indoor location method based on improved BP neural network. Experiments show that this method can improve the accuracy of the indoor location method based on Wi-Fi signal features.
Preliminaries

Momentum term
To solve the problem that slow convergence speed and easy to fall into the local minimum value of the classical BP algorithm, the momentum term has been introduced to speed up the updating rate of the weight value and promote the accuracy rate of neural network prediction [16] . The weight calculation equation for input-hidden and hidden-hidden is as follows:
In Eq. (1), ω (l) ij represents the weight between the node i of the layer l and the node j of the layer l + 1 ,
represents the partial derivative of the error for the weight.
γ is the momentum term, and the value range is [0,1], it indicates the degree of influence caused by the weight changes of the previous reverse transfer subprocess in the current reverse transfer. ∆ω
ij represents the weight used in the previous network calculation. Choosing the appropriate value of γ can let the BP neural network to converge with a large learning rate. The initial parameters of the momentum term γ can be determined by referring to the value of the learning rate [17] . When the learning rate is small, the momentum term γ is often in the range [0.85,0.95]; when the learning rate is large, the momentum term γ is often in the range [0.5,0.7].
When performing forward and reverse transfer subprocesses for each training sample, Eq. (2) is used to determine whether the network error of a single sample meets the requirements. After iterating over the entire training sample, the mean error of the entire training sample is obtained using Eq. (3) to determine whether the network meets the training requirements:
where ω is the weight, b is the threshold, d j is the actual output of the network, y j represents the expected output of the sample, and sampleN um indicates the total number of samples.
Hidden layer
In the process of neural network construction, increasing the number of hidden layers can reduce network errors and improve accuracy. However, it also complicates the network, which increases training time and overfitting. Therefore, we decided to use two layers of hidden layers. There are many methods to determine the number of hidden layer nodes, such as trial and error, pruning, growth, and direct typing methods. [18] The determination of the number of hidden layer nodes not only has a significant impact on the performance of the constructed BP neural network model but also is the direct cause of the overfitting phenomenon. This paper uses the direct typing method to determine the number of hidden layer nodes. The calculation equation is as follows:
where in indicates the number of nodes in the input layer, out shows the number of nodes in the output layer, hide is the number of nodes in the hidden layer, and α is a constant in the range [1, 10] .
ACO-BP algorithm
Because of the simple principle and easy implementation, the BP neural network is widely used. However, there are also many problems in itself, such as slow convergence, sensitivity to initial values, and easy to fall into a local optimum. Therefore, Hong et al. [19] used the good global search ability of the ant colony algorithm to optimize the weight of the neural network.
The basic flow of the ACO-BP algorithm is as follows: First, assume that there are m weights p 1 , p 2 , ..., p m in the network with the range of ( W min , W max ). The range of values of the weights is evenly divided into N equal parts to form a set I pi . The ant starts from the first initial weight and randomly selects a node according to the probability value in the current initial weight optional value set as the initial weight used in the round. Save the selected node number of each layer that the ant searched for as the ant path. The initial weight number to be selected is incremented by one, and the next candidate value is randomly selected, and record the path. The probability equation for selecting a node for each layer is as follows:
where k is the number of each ant in the ant population, I pi is a set of optional values for a specific w , τ j (I pj )
is a pheromone of some optional value of w . In the initial state, the ants choose the probability of each node of each layer to be equal and completely random.
When an ant walks from the starting point to the end point, it saves the numbered path antP ath of the selected node. The set of initial weights corresponding to the numbered path is taken out and brought into the BP neural network. After multiple training iterations of the training set samples in the BP neural network, calculate and save the mean error of the training set samples. After completing an iterative training for the whole ant population, according to the mean error of the sample obtained from the initial weight corresponding to the path selected by each ant to update the pheromone value of the entire node graph. The update equation is as follows:
where I pi is a set of optional values for a specific w , t + n is the search iteration of the whole ant every time, n is the number of iterations, ρ is the pheromone trail persistence, which is a constant in the range [0,1], ∆τ j (I pj )
is a pheromone increment generated based on a sorting strategy, and its calculation equation is as follows:
if the ant k selects the element P j (I pj ), 0 else.
where DBQ represents the total amount of pheromone in the initial state, ant [k] .pathAccu is the mean error of the sample obtained after the ants selected a set of weights into the BP neural network for 500 iterations.
Repeat the above steps several times according to the preset number of iterations. During this process, record the best ant path continuously, and approach the optimal path gradually. After completing the repetitions, a set of initial weights corresponding to the optimal path are brought into the BP neural network for a comprehensive training iteration again. After completing the final training, the trained BP neural network model is used to predict the test set and predict the results.
Optimization of BP neural network
Activation function
Usually, the traditional neural network uses the Sigmoid function as the activation function and its forward transfer subprocess calculation formula as shown in Eq. (8) .
where ω (l) ij represents the weight between the node i of the layer l and the node j of the layer l + 1 , the threshold of node j is b j , and the output value of each node is x i . However, in the application background of this paper, the input range of the seven input features is in the range [-100,0]. If they are brought into the BP neural network for calculation directly, in the forward transfer subprocess, because S j is negative and its numerical amplitude changes greatly, so most of the values of S j fall on the left side of the Sigmoid function, where the slope is small, and the output value is close to zero infinitely. As a result, the gap between the outputs of the first layer of the BP neural network is too small to extract and distinguish features effectively, so that the training of the BP neural network fails. Therefore, it is necessary to preprocess the data before training the network model. The authors in [20] proposed an improved activation function model, as shown in Eq. (9) .
where a adjusts the slope of the function, b adjusts the left and right position of the function, c adjusts the upper and lower position of the function. Moreover, d adjusts the mapping interval range of the function. To make the Sigmoid function have stronger nonlinear mapping ability, modify the activation function as Eq. (10).
where A is an adjustment parameter in the vertical direction for appropriately adjusting the range of the values of Sigmoid function, and B is an adjustment parameter in the horizontal direction for appropriately adjusting the tightness of the Sigmoid function.
Determination of BP neural network structure
There are seven input layer nodes to receive the different Wi-Fi signal strength values, because the sample data of the application background has seven input features. There are four output layer nodes, and each node output value indicates the probability that the positioning result is in the room. According to Section 2.2, we bring the number of hidden layer nodes corresponding to α of different values into the BP neural network and perform 4000 iterations of training. Table 1 shows the experimental results. As shown in Table 1 , when α is 7, the mean error of the sample is 0.0657, which is the smallest. According to Eq. (4), the number of hidden layer nodes of the BP neural network is 10. As a result, the BP neural network adopts a 7-10-10-4 four-layer structure which is shown in Figure 1 . According to the BP neural network structure, there are 210 weights to be optimized, and the complexity is enormous. This paper optimized the 40 weight parameters between the third layer and the output layer to improve the efficiency of the algorithm properly. The range of each weight w is [-1,1], and the range of each weight w is divided evenly into ten values. 
ACO-γ -BP algorithm
Initialize the parameters of the neural network before training the BP neural network. This paper further optimizes the BP neural network weight and threshold parameter initialization based on the Nguyen-Widrow algorithm [21] . Set the threshold b of the two hidden layers and the output layer to 0. The weight ω of the hidden layer to the output layer is taken as a random number in the range [-1,1]. The weights and thresholds of the other layers are still generated using the Nguyen-Widrow algorithm. As a result, the values of the generated weights are all different. The iterative consistency can be avoided, and the returned gradient values will be moderate.
Due to the existence of random factors, BP neural network cannot fully ensure the optimal result of a minimum error in each training. Meanwhile, the BP neural network training model cannot achieve a higher accuracy prediction. Therefore, this paper proposes the ACO-γ -BP algorithm by combining the momentum term with the ACO-BP algorithm. Figure 2 shows a specific process. The steps are as follows:
Step 1. Initialize the parameters of the ACO algorithm, including the size of the ant colony, the number of iterations, and the optional set of initial weights;
Step 2. According to the probability calculation Eq. (5), one node is selected from the optional set of initial weights as the initial weight randomly;
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End of tra n ng Input the te s t ng da ta a nd s ta rt te s t ng, S te p 10 Step 3. Determine whether the candidate weights are selected. If all the candidate weights are selected, go to
Step 4. Otherwise, return to Step 2;
Step 4. Bring the candidate weights into the BP neural network and perform several iterations. Record the minimum error and the corresponding weights. Meanwhile, update the pheromone and increase the number of iterations by 1;
Step 5. Determine whether the number of iteration N reaches the maximum number of iteration N max. If yes, go to Step 6. Otherwise, return to Step 2;
Step 6. Bring the optimal weight into the BP neural network which combines with the momentum term. Initialize other parameters at the same time and input the training data.
Step 7. Perform several iterations. If the mean error accu of the entire sample after each iteration is less than the preset value ACCU , or reach the set number of iterations IT ERS , the loop is jumped out, and terminate the iteration. Otherwise, return to Step 8;
Step 8. For each sample, complete the forward transfer subprocess first, and then calculate the output error of each sample. If the output error of a single sample is less than the preset value ERROR , skip the sample loop, and enter the next sample. If the output error of the single sample is higher than the preset value ERROR , perform an inverse. The weight ω and threshold b between each layer of the BP neural network are updated and perform the forward transfer again to calculate the output error until jumping out of the loop.
Step 9. When the preset number of iterations is completed or the average sample output error accu is less than the preset value ACCU , the BP neural network training is completed basically.
Step 10. Each test sample is input into the trained neural network for testing.
Experiments
Dataset processing
The 
Experimental and data analysis
In the experiment, the IT RES is 5000, the ACCU is set to 0.085, and the ERROR is set to 0.03. The weight learning rate η 1 is 0.1, and the threshold learning rate η 2 is 0.1. Since the learning rate setting in this paper is relatively small, the momentum term is set to 0.8. In the first subprocess of the forward transfer of the neural network model, the parameters A and B of the activation function are set to 1 and 13. In other processes, the A and B are set to 1. The size of the ant colony is 2 3 . The pheromone trail persistence is 0.6. The total pheromone is initialized to 40. Figure 3 show the partial predictions after a single run of the improved BP neural network.
Because the model uses the Sigmoid function, the output value of the model ( AO1-AO4 ) does not indicate Test  PY1  PY2  PY3  PY4 AO1  AO2  AO3  AO4  T/F  1 the probability of being located in a specific room. Take the room corresponding to the maximum value of the output value as the prediction result. In Table 2 , T est indicates the test sample number, P Y 1 − P Y 4 indicate the expected output values of the model; AO1 − AO4 indicate the actual output values of the model. Furthermore, T represents the classification result true, and F represents the classification result false. In Figure 3 , the X-axis represents the number of the test sample, the Y-axis represents the predicted value of the model output, and the Z-axis represents the room number. The correct rate of this forecast is 89.75%. Of the 400 forecasted samples, 359 are accurate. The accuracy rates of the four types of areas are 92%, 87%, 83%, and 100%, respectively. This result also shows that the BP neural network in this paper is uniform in the prediction rate of each class reasonably. To further analyze the correctness and usability of the proposed algorithm, we run the program multiple times and count the results of the experiments. Get and record 15 of the running experiments, as shown in Table 3 . Considering the number of iterations when the algorithm reaches the preset ACCU , in the 15 cases of the above table, the minimum number of iterations can reach 800-1000 times. Because the weights and thresholds selected by the ACO algorithm are very robust, adapt most samples of the test set, in the iterative process. The convergence speed of the BP algorithm is very fast, so the number of iterations is small, and the prediction accuracy is also remarkably high.
Consider the case where the number of iterations is large, which needs to be more than 4000 times to reach the preset ACCU . By observing the mean error of the samples outputted in each iteration, after introducing the weight momentum term, the convergence of the algorithm in the early stage is stable and fast. However, when the mean error of the sample output reaches about 0.10 to 0.15, frequent fluctuations occur, and the back and forth oscillation causes the number of algorithm iterations to increase significantly. It is because during the BP neural network model training process, although the output mean error of the sample is similar, some of the samples have a large change in the weight of the entire BP neural network in the reverse transfer subprocess. This type of sample is called singular value which modifies the weights of the BP neural network during its own single sample training. Although the error of its own output is reduced, the changed weight causes the output error of other single training samples to increase greatly. Thus, the weight of the BP neural network has to be repeatedly adjusted and fluctuated back and forth. This situation cannot be entirely avoided. When the BP neural network trains the model, the specific value of the single sample output error falling to the preset value is unknown. Meanwhile, the change in the weight and the threshold is unknown. The appropriate increase in the preset iteration number can still reduce the output error of the BP neural network model to the preset value. Thus, the correctness can even be guaranteed. The algorithm proposed in this paper mainly compares with the ACO-BPNN algorithm proposed by Li et al. [23] . In order to make the performance of this algorithm more persuasive, the algorithm also compares with the classical BP algorithm and the γ -BPNN algorithm which combines the BP algorithm and momentum term. In this paper, we perform several experiments on each of the four algorithms. Each algorithm is set to the same value on the same initialization parameters, and the other variables of the algorithm comparison experiment are unified. Table ? ? shows the comparison results, while Figure 4 shows the downward trend of the mean error of each experimental training sample observed during the experiment. In Figure 4 , the horizontal axis represents the number of iterations of the neural network, recorded every ten times, and the vertical axis represents the mean error of the entire training samples.
As can be seen from the statistical analysis results given in Table ? ?, the proposed method can achieve the best average classification accuracy and the best average number of iterations. The algorithm proposed in this paper compares mainly with the ACO-BPNN algorithm. After introducing the momentum term, the ACO-BPNN algorithm has appeared multiple times to reach the preset error target value around 1000 iterations. However, the number of iterations of the ACO-BPNN algorithm without the momentum term is mostly between 2500 and 3500. After introducing the momentum term which the experimental results are shown in the last two columns of Table 4 , the accuracy is increased by 0.17% only, but the average number of iterations is reduced by 20.46%. At the same time, combined with the experimental results in Figure 4 , based on the ACO-BPNN algorithm, after introducing the momentum term, the fluctuation in the entire error decline process
