In Monte Carlo simulations, the thermal equilibria quantities are estimated by ensemble average over a sample set containing a large number of correlated samples. As the stochastic error of the simulation results is significant, it is desirable to understand the variance of the estimation by ensemble average, which depends on the sample size (i.e., the total number of samples in the set) and the sampling interval (i.e., cycle number between two consecutive samples). Although large sample sizes reduce the variance, they increase the computational cost of the simulation. For a given CPU time, the sample size can be reduced greatly by increasing the sampling interval while the corresponding increase of the variance is negligible. In this work, we report a few general rules that relate the variance with the sample size and the sampling interval. These relations were observed in our numerical results. The main contribution of this work is the theoretical proof of these numerical observations and the set of assumptions that lead to them.
Introduction
An essential part of many scientific problems is to evaluate an integral in a high-dimensional space with the integrand containing a weighting function f (x) (probability distribution function of the configuration x) which is large in some area but close to zero almost everywhere else. The computational cost of evaluating the integral by conventional quadrature schemes is prohibitive since it demands a huge number of quadrature points inside a high-dimensional space. This integral can be estimated by the average value of the integrand over a large number of configurations sampled inside the domain randomly, independently and uniformly using Monte Carlo (MC) method. Metropolis and Ulam [1] (see [2] ) dubbed this simulation method Monte Carlo since it uses a huge number of random numbers generated by a computer. The accuracy of the MC method can be improved by using the importance sampling scheme [3] which generates configurations non-uniformly but according to an artificially selected probability density function g(x) close to the integrand so that more probability mass is assigned to those configurations with higher probability [2] [3] [4] . In order to ensure the sampled configurations are still independent, it demands the primitive function G(x) of g(x) and its inverse function x(G). Unfortunately, it is not feasible to find such g(x) in most applications of interest. Rather than generating independent configurations, the Metropolis method [5] , which still uses the importance sampling idea, generates (possibly) correlated configurations from the original f (x) by Markov chain. Markov chain makes the algorithm simple and universal. This method is known as Markov chain Monte Carlo (MCMC) method (see [4] ). Since the samples are correlated with each other, the variance of MCMC simulation with the same sample size is larger than the variance of the MC methods using independent configurations. In the rest of this article, we discuss only the MCMC method and refer it as simply the Monte Carlo (MC) method.
The use of averages is common in scientific studies and many quantities related to thermal equilibria are averaged properties measured in real experiments over large numbers of particles and long time intervals. If the ergodic hypothesis applies to the system [2] , we can compute those quantities by ensemble averaging instead of time averaging using a partition function, an idea stemming from statistical mechanics. Monte Carlo method is a powerful tool based on ensemble averaging idea and so it can be used to calculate the quantities related to the thermal equilibrium state.
A system with fixed particle number N , volume V , and temperature T can be described by canonical (constant-N V T ) ensemble with the partition function containing only the coordinates of the N particles as independent variables. This description is valid for systems where the quantities of interest depend explicitly only on the location of all the particles. MC simulations of this system apply a random sequence of displacements to randomly selected particles. This random selection of particles and displacement is known as a trial move. The sample sequence it forms generates a (correlated) Markov chain. The correlation degree of this sequence depends on the maximal random displacement applied, that is, the step size that determines the acceptance rate of the trial move.
Most real experiments are carried out under conditions of controlled pressure and temperature. Thus the isobaric-isothermal ensemble (constant-N P T ) is widely used in MC simulations where the particle location and the system's volume are randomly modified to visit all possible configurations according to their respective probabilities. Here, the step size of the volumechanging trial move also influences the correlation degree of the successive configurations.
In adsorption studies where the chemical potential µ is fixed, instead of the particle number N , the grand-canonical (constant-µV T ) ensemble is used to calculate the average particle number. The corresponding MC method includes a displacement trial move and trial insertion and removal of particles with step size usually fixed to one particle, that is, only one particle is tentatively inserted or removed from the volume each time. The acceptance ratio of particle insertion and removal is very small thus it results in high correlation degree of the related successive configurations. This correlation degree cannot be reduced because the step size is already the minimal divisible unit, a particle.
For the simulation of coexisting phases, important in many engineering applications, the MC algorithms based on the traditional ensembles described above suffer some important drawbacks. For example, limited computational resources imply that the number of particles used to represent the phasecoexistence system is relatively small. Thus, a large fraction of all particles used reside in the vicinity of the interface between phases. This induces a bias towards the interfacial properties when ensemble averages are computed, rather than including a balanced representation of the bulk phases.
In the literature several improvements to the traditional sampling have been proposed. In [6] , a Gibbs-N V T MC method, where the total particle number, total volume, and temperature are fixed, was proposed to alleviate these algorithmic restrictions. This Gibbs-N V T scheme combines N V T , N P T and µV T ensembles for simulating coexisting phases. This combination skillfully avoids the interface predominance by introducing two subsystems modeled as separate boxes. This model allows particles to swap from one phase (box) to the other while the potential energy between particles from different phases is neglected. Additionally, volume exchange are allowed between the two boxes while the total volume is conserved. The acceptance ratio of particle swap is very small, as was the case for the grand-canonical ensemble simulation. This limitation can be particularly severe when the density of one of the phases is very high and becomes important when modeling deposition and separation of dense liquids and solids. This drawback is avoided in the Gibbs-Duhem integration method [7] [8] [9] . Nevertheless, the Gibbs-Duhem integration needs the initial point on the coexistence curve, thus it relies on the use of another method that can provide this initial point. If one of the coexisting phases is a crystal, the method proposed in [10] improves the acceptance probability of exchanging particles.
There are a lot of successful applications of the MC method based on Gibbs ensemble for water systems [11] and the oil production and processing [12] [13] [14] [15] [16] [17] [18] . In these applications the solubility of hydrogen sulfide and other corrosive components in the gas-hydrocarbon mixtures is important data. Nevertheless, this solubility is poorly understood due to lack of experimental results. In Gibbs-N V T ensemble simulations of two coexisting phases, there are three kinds of trial moves: particle displacement, volume exchange, and particle swap. In order to reduce variance of the simulation results by decreasing the correlation degree of configurations, we adjust the step size for the first two trial moves. A discussion of the relationship between the variance and the step size of particle displacement is given in [2] but it is usually difficult to obtain a general rule for such a relationship. Recently [19] , the liquid-vapor coexistence of methane is first simulated by the Gibbs-N V T MC method and then the variation of mole fraction with pressure in a twocomponent system at phases coexistence state is studied by the Gibbs-N P T MC method proposed in [20] , where the total particle number, pressure and temperature are fixed.
When Markov chain evolution is used for Monte Carlo simulation, it is not advisable to sample the system for the quantities of interest after each trial move. This requires too much memory while the correlation in the data is high; instead, the system is sampled at intervals (sampling interval).
The larger the sampling interval is, the smaller the correlation degree will be. The same applies to the variance with fixed sample size (i.e., the total number of sampled cycles). The computational cost (i.e., simulation time) is almost proportional to the product of the number of samples collected and the sampling interval. Thus, increasing the sampling interval implies to either increase the simulation time when keeping the number of samples constant or to increase the variance of the results, when keeping the simulation time constant. Nevertheless, our simulation results show that we can achieve a good trade-off between total simulation time and memory usage. In this paper, we describe the Gibbs-N V T MC method and employ it to model the coexisting phases of a Lennard-Jones (LJ) fluid. To make the problem tractable for theoretical analysis, we analyze the influence of the sampling interval and sample size on the variance of the simulation results for an idealized fluid, rather than the LJ fluid system. Finally, a general theoretical analysis is proposed to justify and prove some of the empirical observations and rules proposed.
The Monte Carlo Method
Suppose we wish to evaluate the following average:
To compute A , it is convenient to use the Monte Carlo method, based on Markov chain, to generate correlated configurations x i after each cycle with a probability density proportional to f (x). Note that only f (x) and not its integral, Ωx f (x)dx, is used in the MC method. The configuration x j at each sampled cycle is used to estimate the expected value A by the average value A = 1 n n j=1 A(x j ) over a large sample set.
Basic algorithm of MC method
The algorithm [5] of Monte Carlo method using Markov chain for solving the general integral (1) can be summarized as follows:
1. Initialization of configuration; 2. For each cycle:
(a) Apply trial move algorithm;
(b) Apply acceptance criterion; 3. Sample the system at regular intervals; 4. Stop after getting sufficient samples for analysis.
The initial configuration can be selected randomly from within the domain Ω x of the definition of the configuration space. The Markov chain is generated by randomly modifying the current configuration x into x using the trial move algorithm.
The algorithm outlined in steps 1 to 4 should satisfy the ergodicity and time-reversal conditions. The ergodicity condition requires that from the current configuration x it is possible to visit any x ∈ Ω x by a limited number of trial moves. The time-reversal condition requires that the probability for the system to change back to its previous state is larger than zero. The probability density of the trial move event (x → x ) is denoted by α(x → x ). The algorithm can be simplified significantly by using the symmetric condition that the probability of the trial move from x to x is equal to the probability of the reverse move, that is, α(x → x ) = α(x → x). Any configuration generated in step 2a will be accepted or rejected in step 2b based on the following acceptance criterion: the new configuration x is accepted if Rf (random number distributed uniformly inside [0, 1]) is less than
or rejected otherwise. This means that the acceptance probability equals to
This selection for the acceptance probability is based on the detailed balance condition for equilibrium state that can be stated as
and also on the fact that
We note that the detailed balance condition is a sufficient but not a necessary requirement and that in [21] it was shown that the weaker balance condition is a sufficient requirement. Samples are collected in step 3 after the simulation has reached the statistically steady state, that is, after an initial transitional period. The quantities of interest are estimated from samples collected every d cycles.
Algorithm based on Gibbs-N V T ensemble
In the Gibbs-N V T ensemble [6] , as described in [2] , the probability density function and the related partition function are expressed as:
and
where T is the temperature of both boxes, N 1 is the particle number inside box 1, V 1 is the volume occupied by box 1, s of box 1 and 2, respectively, λ = h/ 2πm/β is the thermal de Broglie wavelength with β = 1/(k B T ), h is the Planck constant, k B is the Boltzmann constant,
is the total potential energy of box 1, namely a summation of pair potential energy u ij contributed by particles i and j inside box 1. The expressions for the probability density function (2) and the related partition function (3) are obtained after completing the integration with respect to the momentum variables. For LJ fluid, we have:
where r = | r i − r j | and r i are the coordinates of particle i. To simplify our computations, we can substitute Eq. (4) by a truncated potential
with correction by
for the total energy in the corresponding box due to contributions beyond the cutoff distance r c . In MC simulations, it is convenient to use non-dimensional quantities. The resulting non-dimensional system is defined by the following normalized quantities: number density ρ * = ρσ 3 , pressure p * = pσ 3 / , temperature T * = T k B / , and energy u * = u/ . As the probability distribution function of Eq. (2) contains three independent variables, three kinds of trial moves are used in the related MC algorithm: particle displacement, volume exchange, and particle swap (see Fig. 1 ). The acceptance probability for the three kinds of trial moves can be obtained according to the detailed balance condition mentioned above in section 2.1.
MC simulation using Gibbs-N V T ensemble
We simulate phase coexistence of an LJ fluid by the Monte Carlo method based on Gibbs-N V T ensemble. The cutoff distance for the two boxes is fixed at 45% (smaller than a half) of the relative box size. This box sizes are modified in each volume exchange trial move. One thousand particles are used in our simulation and the initial normalized density of the two boxes is ρ * init = 0.3 unless otherwise stated.
In each cycle a trial move is applied. This trial move is selected randomly from three possible kinds. The probability for selecting the displacement trial move is 0.9, but it is 0.01 for volume exchange and 0.09 for particle swap. After a transitional period (about L init = 2 × 10 7 cycles for the current simulations), we sample the system every 50 cycles, that is, d=50.
The initial values of ∆s and ∆V are chosen to be 0.1 (see Fig. 5 ). In order to make the acceptance ratios of the related trial moves approach to userdefined values, the step sizes are modified according to an auto-adjusting algorithm (see the source code mentioned in the preface of [2] ) using the collected information. These step sizes are reset at the end of each L adjust = 5 × 10 5 cycles. The self-adjusting procedure utilized ensures that by the completion of the initial L init cycles, the step sizes of the different trial moves are such that the acceptance ratios of those trial moves are approximately the predetermined value (0.5 in the current simulations). Once the first L init steps are executed, the step sizes are kept fixed for the remaining of the computation. These fixed step sizes ensure that the following trial moves are symmetric. The reported average values are computed using 2 23 correlated samples.
For T * =0.9, it shows in Figs. 2-4 that the normalized density, volume, and pressure of the two boxes reach convergence after the predetermined L init = 2 × 10 7 cycles. Notice that before L init time steps are complete, the step sizes ∆s, ∆V are adjusted and the related achieved acceptance ratios are changed correspondingly and finally approach to the predetermined value of 0.5 as shown in Fig. 5 . After L init cycles, the step sizes are fixed to their latest values and the related acceptance ratios fluctuate around 0.5 as desired. Fig. 5 also shows that the acceptance ratio of particle swap between boxes is only about 0.0016 because the density of box 1 is very high (see Fig. 2 ) and this situation will get worse as the density increases. As discussed in the introduction, this acceptance ratio cannot be improved although it results into high correlation degree of the successive configurations. The results of ρ * for different T * are shown in Fig. 6 including comparison with results computed using the state of equation [22] and MC simulations [2] .
As shown in Figs. 2-4 , it seems that the statistical noise of the simulation results in the dense-phase box is larger than in the other box. A similar observation is made in [2] . For example, the simulation results of T * = 1.25 with initial density still 0.3 are shown in Figs. 7-9 where we observe that the intensity difference of statistical noise of the two phases is reduced with the decrease of the density difference. 
Blocking Method for Estimating the Variance
In MC simulations, each sample x i is a measurement of a random variable x with exact but unknown probability distribution, from which we define the expected value x . If the measurements can be taken as independent, the variance σ 2 (x) of the average quantity x = 1 n n i=1 x i is inversely proportional to the size n of the sample set. But, if they are correlated with each other, the variance also depends on the sampling interval d between two successive samples.
In the blocking method [23] , the following transformation is employed to decrease the sample size till n = 2
After each blocking step, we get a new value for
which will increase during the blocking process and approximates σ 2 (x) if convergence is achieved. The value at the convergence point is used to estimate the variance of the average value. If the blocking process does not Figure 10 : Variance estimations by the blocking method, T * = 0.9, n = 2 23 , P 1 and P 2 are the pressure variance in boxes 1 and 2, respectively, D1 and D2 are the density variance in boxes 1 and 2, respectively, and V 1 and V 2 are the volume variance in boxes 1 and 2, respectively. converge, the largest value during the blocking process is a lower bound of the variance [23] . Convergence will happen if the sample set covers a time span which is several times larger than the maximal correlation interval τ of the sample set so that the 'blocking' variables x i at the convergence point are independent Gaussian variables. The subtlety of the blocking method is to decrease the correlation degree of the new sample set (x i ) i=1,··· ,n making the correlated functions γ i,j ≡ x i x j − x i x j , i = j tend to zero.
Influence of Simulation Parameters on the Variance
We take the set of samples after each trial move as the full sample set. If the trial move is accepted, the next sample is different from the previous one but if rejected, the configuration remains unchanged and the next sample is the same as the previous one. The repeated samples induce high correlation degree in the sample set. These repeated samples are reasonable from the point of view of statistics but contain little useful information. The lower the correlation degree is, the smaller the variance with a given sample size will be. Instead of sampling after each trial move, we could add a sample to the set after d cycles, for example. The new sample set will be referred to as coarse sample set, which is a subset of the full sample set. We can reduce Figure 11 : Blocking process of energy sample sets from the two boxes of the ideal system. the correlation degree of the coarse sample set by increasing d and its size is denoted by n. In MC simulations, only the coarse sample set is stored and the memory or disk usage requirements can be reduced significantly compared to storing the full sample set if d is much larger than one. The average value and the corresponding variance are calculated using the coarse sample set.
In the above simulation of a LJ fluid with T * = 0.9, we observed that the statistical noise of the simulation results in the dense-phase box is larger than in the other box. Fig. 10 shows that the variance results estimated by the blocking method. The variances of the normalized density, pressure of box 1 with dense phase are larger than those of box 2 (the final wild fluctuation is due to numerical instabilities when n becomes too small) but their volume variances are the same as the total volume V is fixed, which is consistent with the data shown in Figs. 2-4 .
The CPU time is proportional to the total cycle times L total which is almost equal to n × d (L total = L init + n × d but the cycle times L init before convergence is negligible). We discuss the influence of n and d on the variance in what follows. The rules we obtain are expected to be independent on the particular MC simulation used to generate the correlated sample set. For simplicity, an artificial ideal system, which is much simpler than the LJ system, is used in following simulations.
In the ideal system, the particle number N is equal to 12 and particle coordinate only takes integral numbers s = ±1 as in the Ising model and the probability distribution function is:
where U = −J i>j s i s j is a summation spanning over all pairs (particle's periodic images are neglected here) located inside the same box and J = 0.1 so that the acceptance ratio is not too small. For this model, we only need the spin trial move and the trial move of particle swap. The properties of the two boxes are equivalent, thus the correlation degree of their sample sets is the same. The MC simulation results show that blocking processes of the U sample sets from the two boxes are very similar as shown in Fig. 11 . During the blocking process, only the evolution of
at the initial stage provides useful information relative to the approaching process to the variance. As n shrinks, the evolution of the blocking process becomes unstable, leading to wild fluctuations. These fluctuations can be arbitrarily large increasing or decreasing the computed value. Those fluctuations are due to numerical instabilities and only serve to bound the trust worthy region of the blocking computation. These instability do not cause any problem if c 0 (n −1) converges before losing stability (see Fig. 11 (left) ). Thus, the value at the convergence point can be used to estimate the corresponding variance. But, in some cases where
cannot converge before losing stability (see Fig. 11 (right) ), the problem is that it is difficult to judge where the separation point of the two stages is located, thus the lower bound of the variance, the largest value before losing stability, is unknown. When using two sample sets with the same correlation degree, their initial stage should be the same and the final stage with drastic fluctuation is random, and so it is easy to find the separation point of the two stages. As shown in Fig. 11 (left) using n = 2 26 samples, the two curves overlap with each other and deviate after blocking 14 times which is the separation point. As it converges before the separation point, the variance for this two sample sets is about 3.3 × 10 −7 . In Fig. 11 (right) using only 2 20 samples, the two curves overlap with each other before blocking 10 times which is the separation point but are still not converged at the separation point and so, the lower bound of the variance is about 1.84×10 −5 , which is the largest value before losing stability. Using different sample sets with similar correlation degrees simplifies the computation of the variance *Note: "Not yet converged" refers to simulations where the blocking process becomes unstable for coarse samplings before achieving a definite maximum, as shown in Fig. 11 (right).
lower bound, nevertheless in real MC simulations this would incur prohibitive computational demands, both memory and CPU time. Thus, as shown in Fig. 11 , we propose to use the first maximal point in the blocking process as the separation point and use it to estimate the variance lower bond. This observation is justified by the fact that
is a non-decreasing quantity theoretically, the oscillation shown in Figs. 10 and 11 can be justified by the loss of stability of the blocking computation. Table 1 displays the variance for different combinations of n and d. The rows of table 1 correspond to a fixed sampling interval, d, which implies that the correlation degree for the coarse sample set is also fixed. As it can be observed on the table 1, for fixed d the variance is inversely proportional to the sample size n. This feature is well known for independent sample sets but deserves further theoretical analysis for a general sample set. The CPU time is almost proportional to n × d as mentioned before. Thus, the variance is also almost inversely proportional to the CPU time and so it is the most rewarding choice to increase n in view of CPU time. Using V (n, d) as the variance at (n, d), we observed on the table 1 that:
Although increasing n is an efficient choice for reducing the variance in view of CPU time, it has onerous cost for memory or disk usage. For d = 1, the variance becomes very small only if n is huge which makes the memory requirement unacceptable. In order to reduce the variance while keeping the memory or disk usage low, we decrease the correlation degree of the coarse sample set by increasing d. For n = 2 24 , the variance decreases to about a quarter of the previous value when d increases from 1 to 4, which is almost as efficient as increasing n in view of CPU time which is also increased four times. But, when d keeps on increasing from 16 to 64 with the CPU time being increased four times again, variance is reduced to 0.47 (instead of the ideal value 0.25) times of the previous value from 9.1 × 10 −8 to 4.3 × 10 −8 . This is not the most rewarding choice in view of CPU time because we can choose to increase n from 2 24 to 2 26 with d fixed at 16 and CPU time also increased four times but then the variance decreases to about 0.25 times of the previous value from 9.1×10 −8 to 2.3×10 −8 as already pointed out above. The following theoretical analysis can further prove that:
where d 2 > d 1 and equality holds when the samples of the coarse sample set of d 1 are already independent and so the correlation degree of the coarse sample set cannot be further reduced by increasing d. Usually, we also want to know how to reduce the variance for a given CPU time, namely n × d. In the case of small d, the magnitude of variance is inversely proportional to the CPU time. The larger the CPU time is, the smaller the variance will be. Given the same CPU time, the larger the sample size n is (the memory or disk usage for recording those samples is also larger), the smaller the variance will be. But in the case of large d, the magnitude of the variance depends more on the n and in the limit case it depends only on n and independent on d. In fact, these rules are nothing new compared with Eq. (9)- (10), according to which we have:
and then
For n 1 × d 1 = n 2 × d 2 corresponding to the same CPU time, Eq. (12) can be replaced by a special form using a new variable V (CPUtime, d):
where d 2 > d 1 as required in Eq. (10). The maximal correlation interval τ can be estimated by the sampling interval d and blocking times before convergence because the 'blocking' variables x i at the convergence point are independent Gaussian variables [23] . For the case of Fig. 11 (left) with n = 2 26 and d = 1, the blocking process converges after blocking about 11 times thus the estimation of τ is 2 11 × d = 2 11 . In table 2, we present the τ estimations for different sampling interval d and sample size n reported in table 1. From the data of table 2, it can be observed that when blocking process converges, different n and d lead to similar estimations of τ , about 2
11 . This is to be expected as we are using different d and n to sample the same random experiment with fixed correlation degree. For the variance analysis of table 1, all sample sets satisfy the conditions of d τ and n τ , which are required in the following theoretical proofs of the relationship between variance and the sampling parameters d and n.
Theoretical Analysis
In section 4, we discussed the relationship between the variance and the sample size n and sampling interval d have some independent rules, namely Eq. (9)- (10) . These rules are independent of the blocking method used to calculate the variance and reflect the underlying feature of the statistical rules. In this section a theoretical analysis is presented to validate these observed rules.
Let x 1 , x 2 , · · · , x n be the results of a consecutive measurement of a random variable x in a Monte Carlo simulation in thermal equilibrium state, which has the following features [23] :
Figure 12: γ t of sample sets with different correlation degree.
where · · · denotes the expected value with respect to these exact but unknown probability distributions. In MC simulations, we estimate the expected value x by the average quantity x = 1 n n i=1 x i and the variance of x is [23] :
where γ i,j = x i x j − x i x j and γ t ≡ γ i,j , t = |i − j|. In Monte Carlo simulation, it is reasonable to assume:
where the equality holds when the samples are independent with each other. Fig. 12 shows some representative results of γ i,j in usual MC simulations. Fig. 12 (left) shows the results of a high-correlation sample set compared to Fig. 12 (middle). In the limit case where each sample is an independent random variable, γ i,j is equal to a constant for i = j and zero otherwise as shown in Fig. 12 (right) . We use these schematic models only to show the contour distributions, the monotone interval and the location of maximum value. These models make it easy to understand the following linear interpolation scheme.
Theorem 5.1. Assume that the sample size n is much larger than the max-imal correlation interval τ , then the variance σ 2 (x) with fixed sampling interval d is inverse proportional to n.
Proof. For a given d, the correlation degree is fixed and we always can make an estimation for the value of τ where γ t ≈ 0, t > τ (see Fig. 12 ). Then, Eq. (15) is simplified to
Assuming the sample size n is large enough such that n τ , we conclude that
which is consistent with Eq. (9).
Remark 5.1. The relationship between the variance and the sample size in Theorem 5.1 is well-known for independent sample set but holds for correlated sample set only if the sample size n τ that is satisfied in the data presented in tables 1-2. In fact, n τ means that the length of contours with nontrivial value in Fig. 12 is proportional to the sample size n and so n i,j=1 γ i,j is also proportional to n making σ 2 (x) = 1 n 2 n i,j=1 γ i,j inverse proportional to n. Theorem 5.2. Given two sample sets with the same sample size n but different sampling intervals, d 1 and
Proof. We first discuss two sample sets: As shown in Fig. 13 , nd i,j=1 is summation over all vertexes (without repeating) of small black quadrilaterals but
is summation over only the bottom-left vertexes of larger quadrilaterals, which are marked by red and blue colors and have indexes as
In the area Ω blue of each blue quadrilateral centered at the maximum value of γ t (see Fig. 13 ), it can be observed that
where the equality holds when γ t ≡ 0, t > 0. This can be understood by considering one of the blue quadrilaterals in Fig. 13 (left) . Then, realizing that the leftmost summation, In the area Ω red of those red quadrilaterals located always at the monotone interval of γ t , we assume d is much smaller than τ thus the linear interpolation is valid in each small local area with size d. For the representative red quadrilateral shown in Fig. 13 (right) with k i = 2, k j = 1, we have γ 5,1 = γ 6,2 = γ 7,3 = γ 8, 4 . According to linear interpolation, γ 6,1 + γ 5,2 = γ 7,2 + γ 6,3 = γ 8,3 + γ 7,4 ≈ 2γ 5,1 , γ 7,1 + γ 5,3 = γ 8,2 + γ 6,4 ≈ 2γ 5,1 and γ 8,1 + γ 5,4 ≈ 2γ 5,1 . Thus, we have the following estimation: 
Generally, the following approximation for any arbitrary red quadrilateral is valid:
i,j∈Ω red γ i,j ≈ d consideration, we have:
with which we finish the proof. The assumptions of theorem 5.2 are that the sample size n is much larger than τ and sampling interval d is much smaller than τ , which are satisfied in the data shown in tables 1-2. In real applications, n should be much larger than τ since otherwise the variance of the average value is very high, which makes the average value not trustable. For the selection of d, we suggest to let d much larger than 1 to reduce the memory usage. In addition, we also suggest to let d much smaller than τ as otherwise too much correlated information, which is still effective to reduce the variance, would be lost. Thus, the two necessary assumptions can be easily satisfied in real applications.
Conclusions
The influence of the sample size and sampling interval used in MC simulations on the variance of the average quantities is analyzed by numerical results and proved by theoretical analysis. In the case of large sample size, the variance with fixed sampling interval is inversely proportional to the sample size and the CPU time. For a given CPU time, the memory or disk usage (namely the sample size) can be reduced greatly by increasing the sampling interval and sometimes the corresponding increase in the variance is negligible.
In the implementation of the blocking method, the blocking process is subject to increased fluctuations when the sample size n is reduced; in particular, the fluctuation gets its worst value when n approaches to two. The current results show that the fluctuation starts near the first maximal point obtained during the blocking process. Additionally, the corresponding maximal value can be used as an estimate of the variance if the blocking process converges or as a lower bound estimate of the variance if the blocking process does not converge.
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