When the quality of liquid ammonia is measured by volumetric flowmeter, the traditional quadratic expression method can't meet the accuracy of temperature compensation in modern coal chemical industry. So the temperature compensation method by support vector machine (SVM) regression is presented, and kernel function parameter σ of SVM is optimized by variable weight particle swarm optimization (PSO). After the performance analysis and comparison in PSO, the suitable linear inertia weight method is selected. Experimental results show that the temperature compensation accuracy of the SVM method based on the variable weight PSO is significantly higher than that of the traditional quadratic expression method.
INSTRUCTION
Ammonium hydroxide is one of important cooling medium for many devices such as gas collecting tubes in the process of the coal chemical technology, and preparation of ammonia hydroxide from liquid ammonia is an important part of coal chemical process [1] . With the development of fine coal chemical industry, the performance of device temperature control become more and more critical, so the request to the temperature control and measurement accuracy of liquid ammonia is also increasing [2] .
Volumetric flowmeters such as turbine flowmeter and vortex flowmeter are used extensively in the flow measurement to volatile and high saturated vapor pressure liquid like liquid ammonia, ethylene, etc. But the given flow value directly of the volumetric flowmeter is merely volume flow value, and the conversion of mass flow and volume flow is often performed according to the following relation in order to satisfy customer demands for mass flow measurements [3] . . Because of the nonlinear relationship between density and temperature of liquid ammonia, the fitting coefficients and constants need vary constantly for different temperature sections [3, 4] . With the improvement of intelligent of volumetric flowmeters such as turbine flowmeter and vortex flowmeter, the traditional method using quadratic density-temperature expression is often not effective, especially when the temperature span is relatively large [5, 6] . It is necessary to develop a nonlinear regression method to satisfy the high precision requirements for liquid ammonia temperature control and measurement [7, 8] .
It is possible to use Support Vector Machine (SVM) to establish regression inverse model of temperature compensation to liquid ammonia, which can reduce temperature sensitivity during the translation of mass flow and volume flow and improve stability and accuracy of volumetric flowmeter [9, 10] . In view of the nonlinearity and complexity of regression system, the trial and error is usually needed for kernel function parameters matching, and it is exactly these results that are at risk in the SVM training process [11] . With the aid of powerful global searching of particle swarm optimization (PSO) algorithm, the SVM kernel function parameter σ can be optimized, which can modify the parameters of the density-temperature regression model, and thus the measuring precision is improved.
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PSO algorithm is a kind of swarm intelligence optimization algorithm, which originates from studying predatory behavior of the bird swarm [12] . In the process of predation, the most simple and effective strategy of finding food is to search for the surrounding area of the nearest bird to food.
Each particle in PSO algorithm represents a potential solution of the problem and corresponds to a fitness value determined by the degree of freedom. The velocity of the particle determines its moving direction and distance by adjusting dynamically according to the movement experience of its own and other particles, and realizes the individual optimization in the feasible solution space [13] .
At the beginning of PSO algorithm, a group of particles are initialized in the feasible solution space, each of which represents a potential optimal solution for the extremum optimization problem. The characteristics of each of particles are represented by three indexes, such as position, velocity and fitness value. The fitness value which represents the superiority of the particle is obtained by the fitness function. Each particle moves in the solution space, and the individual position is updated by tracking individual extremum and swarm extremum. Individual extremum refers to the optimal position of the fitness value obtained in the positions the individual experienced [12, 13] . Swarm extremum refers to the optimal location of the fitness of all particles in the population. Once the particle positions are updated every time, these fitness values are calculated. By comparing the fitness value of the new particles and the fitness value of individual extremum and swarm extremum, the position of individual extremum and swarm extremum are updated.
Assuming that in a D dimensional search space, there is a population S = 12 ( , , , ) n S S S including of n particles, whose th i particle is expressed as a D dimensional vector ( , , , ) g g gD P P P [14] . During each iteration, the particles update their velocity and position by individual extremum and swarm extremum, which are
Among them, ω is the inertia weight, 1, 2, , dD  ,
k is the current iteration number, id V is particle velocity, 1 c and 2 c are nonnegative constants called the acceleration factors, 1 r and 2 r are the random numbers distributed within the interval [0,1] .
Variable weight PSO
In PSO algorithm, inertia weight ω reflects the ability of inheriting the previous particles velocity, the bigger weight is advantageous to the global search, while the smaller weight is advantageous to the local search. In order to better balance the global search and local search ability, the linear decreasing inertia weight is adopted here [13] [14] [15] . Four common linear inertia weight methods are as follows. 1 start start max
Among them, start  is the initial inertia weight. 
From the function simulation in figure 2 , we can see that there are a lot of local maximum points for the function, the extremum position is (0, 0), its maximum value is obtained near the point.
Here, the population size is 20, the number of evolutionary is 300. In order to improve the effectiveness of the algorithm and avoid local optimal results interference, the algorithm runs 100 times, and then the average value of their results as the final results. In the algorithm, different linear decreasing inertia weight methods are adopted. And 0 () k  weight method is set to a fixed weight value, that is
to compare with other variable weight methods. As can be seen from the table 1 and figure 3, when the inertia weight is a constant, the PSO algorithm has the fast convergence rate, but it is easy to get into local optimum and the accuracy is low; and the other variable weight PSO algorithms converge slightly slowly in the initial stage of the algorithm, but they will be strong in the latter search. In this way, it is advantageous to get the global optimal solution by jumping out of the local optimal solution, so as to improve the accuracy of the algorithm [14, 15] . Average values
The convergence curves of mean value based on 5 different types of weights 
ESTABLISHMENT OF SVM REGRESSION MODEL OF TEMPERATURE COMPENSATION
SVM regression model
The SVM regression method is different from multivariate regression analysis method, whose constructors including nonobject parameters to be eliminated needn't be established, can get theoretical optimal solution using convex quadratic optimization problem transformation through estimation and prediction of the small samples on the basis of VC dimension theory coming from statistic learning theory and structural risk minimization [16] . Sampling group points x is the input sample of corresponding nonzero solutions and serves as support vectors, which determined decision boundary. The data regression based on SVM is done to establish the fitting relationships between input x and output y, that is
In (10), i x is the support vector; s is the number of the support vectors; b is the SVM offset; ω is the weight coefficient whose number is similar to support vectors number. Gaussian radial basis function which meets Mercer condition is chosen as kernel function [18] . That is
σ is the kernel function parameter. The forecast accuracy of SVM would be improved by regulating σ properly. [11] .
Preparation of the data samples
The relation data of liquid ammonia density temperature is shown in table 2. 
THE OPTIMIZATION OF SVM KERNEL FUNCTION PARAMETER BY PSO
The PSO optimization algorithm design
Trained SVM with training samples is tested by MSETD which represent the standard deviation of mean square error between the density calibration values and the predicted values of testing samples, in order to reduce the dependence of parameter selection to testing samples. The experiments show these learning parameters in SVM, including boundary of Lagrange multiplier C, the condition parameter of convex quadratic optimization λ and ε-neighborhood parameter around solutions ε, have no obviously effect on the output results, but the kernel function parameter σ that have the largest influence on the output results is often difficult to identify only by trial and error [20] . Taking MSETD as fitness function, the kernel function parameter σ is optimized by virtue of PSO global search performance for optimal solutions and then the proper offset b and weight coefficient  are found, so that output results are optimal or suboptimal to meet the precision and accuracy of system measurement.
The fitness function can be expressed as
In addition, the object function is
The algorithm flow of PSO is shown in Figure 4 .
Initialize the particles and their velocities 
The operation result of PSO
The population size of the PSO equal to 20, the maximum number of iterations is 300. Through the analysis of various inertia weight method above, and because of the nonlinearity in the selection of SVM kernel function parameter σ, the linear decreasing inertia weight ω2 is adopted here [21] . The corresponding SVM configuration parameters are set as follows: the kernel function is RBF function, regularization parameter C is 500 and the non-sensitive ε is 0.001.
After the algorithm runs 100 times,the optimal value and the average optimal value of each iteration are obtained respectively [15, 22] . Can be seen from Figure 5 , their convergence curves finally tend to be consistent. The average optimal value of each iteration in the process of optimization of the kernel function parameter σ is shown in Figure 6 . According to the results of PSO operation, MSETD, namely the standard deviation of mean square error between the density calibration values and the predicted values of testing samples, is 41656.2148 when kernel function parameter σ obtained by PSO equals 6.8956.
SVM TEMPERATURE COMPENSATION EFFECT COMPARISON OF ALL KINDS OF VARIABLE WEIGHT PSO METHODS
With the traditional quadratic expression method, the model is as follow [3] : , and the relation between the temperature t and the density ρ can be established so long as 1  and 2  are substituted in (14) again.
In the optimization of SVM kernel function parameter by 5 types of inertia weight PSO methods, when the inertia weights are from ω0 to ω4, the optimization results of the corresponding kernel function parameter respectively are 6.6887, 6.7576, 6.8956, 6.9921 and 7.0127. The temperature compensation of SVM regression is carried out by respectively using these kernel function parameter values, the comparison results of their error curves and the error curve of the conventional quadratic expression method are shown in (a)～(e) of Figure 7 . The error contrast effect of SVM temperature compensation optimized by 5 types of inertia weight PSO methods is shown in Figure 8 . The temperature compensation accuracy of the SVM method based on the variable weight PSO is significantly higher than that of the traditional quadratic expression method, and the optimization effect of PSO using the linear decreasing inertia weight ω2 is better than others.
CONCLUSIONS
Based on experiment data processing and theoretical analysis, the main results obtained in this study can be summarized as follows:
(1) SVM regression method can play an important role in temperature compensation only if the corresponding parameters such as kernel function parameter σ are well configured.
(2) The temperature compensation accuracy of the SVM method based on the variable weight PSO is significantly higher than that of the traditional quadratic expression method, and the selection of weight method has the effect on the optimization effect. Therefore, it's important to find the appropriate weight method by comparison to improve the effect of PSO in the SVM parameter optimization.
(3) Using the quadratic expression method or SVM regression method for temperature compensation, the temperature compensation effect is the best in the middle of the temperature region, but that of the two ends of the region is relatively poor. Therefore, in the application, pay attention to the choice of reasonable temperature region or adopt other assistant compensation way [23] .
By using SVM regression temperature compensation method based on variable weight PSO, the measurement accuracy and the environmental adaptability of volumetric flowmeter can be significantly improved in the measurement of liquid ammonia quality, the method will have the wide application prospects in modern coal chemical industry.
