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ABSTRACT
Visual attention (VA) is the study of mechanisms that allow the human visual
system (HVS) to selectively process relevant visual information. This work focuses on
the subjective and objective evaluation of computational VA models for the distortion-
free case as well as in the presence of image distortions.
Existing VA models are traditionally evaluated by using VA metrics that quantify
the match between predicted saliency and fixation data obtained from eye-tracking
experiments on human observers. Though there is a considerable number of objective
VA metrics, there exists no study that validates that these metrics are adequate for
the evaluation of VA models. This work constructs a VA Quality (VAQ) Database
by subjectively assessing the prediction performance of VA models on distortion-free
images. Additionally, shortcomings in existing metrics are discussed through illus-
trative examples and a new metric that uses local weights based on fixation density
and that overcomes these flaws, is proposed. The proposed VA metric outperforms
all other popular existing metrics in terms of the correlation with subjective ratings.
In practice, the image quality is affected by a host of factors at several stages
of the image processing pipeline such as acquisition, compression, and transmission.
However, none of the existing studies have discussed the subjective and objective
evaluation of visual saliency models in the presence of distortion. In this work, a
Distortion-based Visual Attention Quality (DVAQ) subjective database is constructed
to evaluate the quality of VA maps for images in the presence of distortions. For cre-
ating this database, saliency maps obtained from images subjected to various types
of distortions, including blur, noise and compression, and varying levels of distortion
severity are rated by human observers in terms of their visual resemblance to corre-
sponding ground-truth fixation density maps. The performance of traditionally used
as well as recently proposed VA metrics are evaluated by correlating their scores with
i
the human subjective ratings. In addition, an objective evaluation of 20 state-of-the-
art VA models is performed using the top-performing VA metrics together with a
study of how the VA models prediction performance changes with different types and
levels of distortions.
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Chapter 1
INTRODUCTION
Everyone knows what attention is. It is the taking possession by the mind,
in clear and vivid form, of one out of what seem several simultaneously
possible objects or trains of thought. -William James 1890.
1.1 Motivation
Every time we open our eyes, our human visual system (HVS) is bombarded with
vast amounts of visual information. It is estimated that this information is in the
order of 109 bits per second [3, 4]. This information is so vast that the neuronal
“hardware” in our brain (specifically the visual cortex) is not capable of processing
it all at once (the maximum estimated bandwidth for the visual pathways is about
40 bits/sec [5, 6]). As a result, our brains have evolved certain mechanisms that
allow us to selectively process relevant portions of the information by using the lim-
ited resources at hand. The broad area of research that involves the study of the
neuro-physiological underpinnings and computational modeling of these mechanisms
is known as visual attention (VA). Figure 1.1 illustrates how humans employ the VA
mechanism in real life. Eye-tracking maps obtained over 15 human observers while
viewing the stimulus images show that humans tend to notice only the main objects
of interest, i.e., the phone, the stop sign and the weights in these images, and tend
to ignore the background when the images are viewed casually as we would a photo-
album. In the eye-tracking maps a brighter pixel value denotes a higher probability
of it being fixated by humans.
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Stimulus
Eye-tracking
(a)Telephone (b) Stop Sign (c) Weights
Figure 1.1: Demonstration of VA while viewing stationary scenes. On casual viewing of
these images most humans focus on selective regions in them like the telephone, the stop
sign and the weights. Images and eye-tracking data have been taken from the Toronto
dataset [1].
The VA process is thought to be a combination of two inter-dependent mecha-
nisms, a bottom-up pre-attentive one, that relies on low-level data driven features and
a top-down one that is cognitive, high-level, and task-dependent. Over the past few
decades, a lot of efforts have focused on understanding the underlying physiological,
psychological and computational mechanisms of VA. As a result, a large number of
visual attention models (see [7] for a detailed review) that mimic pre-attentive vision
were proposed. Each of these approaches computes the saliency of a pixel giving a
measure of how much that pixel stands out from its surroundings and, as a result, pro-
duces a 2D topological map, called “saliency map”, that gives the relative importance
of each pixel in the considered image.
Given the large number of existing VA models, the faithful evaluation of VA
models is an important area of VA research. Typically, VA models are evaluated
by comparing the “saliency maps” predicted by the models for a number of stimuli
images that vary in content, with the corresponding eye-fixation maps. The eye-
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fixation maps (as seen in Figure 1.1) are obtained by using eye-tracking equipment
for recording the eye fixations of several human subjects while viewing the stimuli
and averaging the recorded eye-fixations of the human participants. The comparison
of the predicted saliency maps with the ground-truth eye-fixation maps is performed
by using VA performance metrics that quantify the similarity between a saliency map
predicted by a VA model and the corresponding set of eye fixations. Though many
such performance metrics have been proposed, there are noticeable flaws in them.
Thus there is a need for developing improved metrics that overcome the known flaws
in existing metrics to provide a more accurate assessment of the quality of visual
saliency prediction, which can aid in a better comparative evaluation of VA models.
The improved metrics can also act as better cost functions for training VA models
that use machine learning.
Given the importance of accurate evaluation of VA models, there have been a
few papers in recent years that discuss VA metrics. LeMeur and Baccino [8] gave
an overview of existing performance metrics in the literature and discussed their
strengths and weaknesses. Riche et al. [9] provided a taxonomy for existing metrics
and also studied the correlation between the metrics. They showed that each metric
alone is not sufficient to evaluate a VA model and suggested the use of a combination
of metrics to get a better estimate of performance. Given this, understanding which
VA models are better than others becomes difficult given that different metrics result
in different and inconsistent rankings of a considered set of VA models. Thus there
exists a need to create a standardized benchmark to compare and evaluate these VA
performance metrics with each other.
Distortions are introduced into images during different stages of the image process-
ing pipeline such as acquisition, transmission, and storage. Though VA models have
been extensively evaluated over distortion-free images, no existing work has studied
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the effect of distortion on the subjective and objective evaluation of VA models. Thus,
it becomes necessary to compare existing VA metrics, that have been designed for
the distortion-free scenario, in terms of their ability to faithfully compare predicted
saliency maps with eye-tracking ground-truth in the presence of different levels and
types of distortions.
1.2 Contributions
In Chapter 3, the problem of a lack of a benchmark for evaluating existing and fu-
ture performance metrics is addressed by constructing the first subjective VA Quality
(VAQ) database in which ratings on a 5-point categorical scale by human observers
are used to rate saliency maps of several VA models based on their visual resemblance
to ground-truth saliency maps obtained from distortion-free images. The average rat-
ings or mean opinion scores (MOS) are then correlated with the objective VA metric
scores to evaluate the VA metrics. Additionally, a novel, locally adaptive, fixation
density-based VA metric and its shuffled variant are proposed. It is shown that the
proposed metrics outperform existing popular VA metrics in terms of correlation with
the subjective scores.
In Chapter 4 the first subjective evaluation of VA models in the presence of typ-
ical distortions like blur, Gaussian noise and JPEG compression is performed. The
change in MOS over different distortion types and levels is analyzed. The subjective
ratings are used to construct the Distorted-based Visual Attention Quality (DVAQ)
database. Existing popular and proposed VA metrics in Chapter 3 are correlated with
the obtained subjective scores. It is shown that the proposed VA metrics outperform
existing popular metrics in the presence of distortions. Additionally, the first com-
prehensive objective evaluation of 20 state-of-the-art VA models in the presence of
distortions using the top-performing VA metrics is provided. It is found that the per-
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formance of the VA models varies with both the type and level of distortion. In terms
of subjective scores, the JPEG and blur types of distortion have a significantly better
MOS than the noise distortion type. In terms of objective performance, on average,
the VA models’ performance is higher in the presence of blur as compared to JPEG
compression and noise. Additionally, for the blur type of distortion, a high level of
distortion leads to a better model performance as compared to that for medium and
low levels of distortion for both the shuffled and non-shuffled metrics. For the non-
shuffled metrics, for all types of distortion, a low distortion level results in a decreased
VA model performance as compared to the high and medium levels of distortion.
1.3 Organization
This dissertation is organized as follows. Chapter 2 provides the background liter-
ature for important concepts used in this thesis. Chapter 3 describes the shortcomings
in existing VA performance metrics and proposes a novel VA metric to evaluate the
performance of VA models. Additionally, a subjective database for VA quality for
distortion-free images is described to enable VA metric comparison. Chapter 4 gives
the details of a subjective database constructed to evaluate VA metrics in the presence
of distortion. Additionally, a comprehensive evaluation of state-of-the-art VA models
on distorted images is also provided. Finally, Chapter 5 summarizes the findings of
the dissertation and proposes future directions of research.
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Chapter 2
BACKGROUND
This chapter provides background material related to the research work described in
this thesis. In Section 2.1 different aspects of Visual Attention (VA) are presented in-
cluding the ways in which VA mechanisms are broadly classified. Section 2.2 presents
existing psychological and physiological theories related to VA and Section 2.3 pro-
vides an overview of the VA models that are considered in this work.
2.1 Visual Attention Characteristics
VA has been an active topic of research over the past few decades and researchers
from diverse scientific backgrounds such as psychology, physiology and neuroscience
have expounded different theories to explain different aspects of VA such as pre-
attentive and attentive VA, bottom-up and top-down components of VA, serial and
parallel search in VA, overt and covert VA, and so on. Although these different
aspects of VA have some overlap, it is essential to delve into them to understand VA
in more details.
2.1.1 Pre-attentive and Attentive Stages of Visual Attention
Neisser and Hoffman [10, 11] proposed a theory in which the VA process is looked
at from a signal processing point-of-view, and is divided into two stages. The first
stage is a pre-attentive stage in which basic features like color, orientation, edge-
information, or motion are extracted from the scene. This extraction of features
occurs over the entire scene independent of attention. This theory is based on the
fact that in the primary visual cortex there are several simple cells that extract these
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features based on their receptive fields by applying different filters on the input stim-
ulus. The pre-attentive stage consists of high speed and parallelized operations that
are involuntary in nature. Once these pre-attentive features are extracted, they are
integrated by an attention stage that identifies the regions with the most “relevant”
information and fixates on these regions to observe them in greater detail. Due to
the integration, different features in the pre-attentive stage may be bound together or
the dominant feature may be selected. The pre-attentive stage has and the attention
stage are also referred to as , respectively, “vision before attention” and “vision with
attention” in some works such as [12].
2.1.2 Bottom-up and Top-down Mechanisms of Visual Attention
A number of studies [12, 13] point to a two-component framework for explain-
ing how attention is deployed. According to this framework, VA mechanisms can
be separated into bottom-up and top-down components that are inter-related but
conceptually complementary to each other. Bottom-up attention usually occurs in
the pre-attention stage and is a result of simple center-surround operations on basic
features extracted in the pre-attentive stage like color, orientation, motion, etc. The
bottom-up component of VA is attracted to visually conspicuous areas in the scene
automatically, irrespective of task, and hence is also known as the stimulus-driven
attention component. The bottom-up component is a very fast, almost instantaneous
component, as it is handled by early vision regions in the primary visual cortex that
operate in parallel. On the other hand, the top-down component is highly dependent
on the task at hand as well as the mental state and prior experiences of the observer.
In a famous experiment conducted by Yarbus [14], a complex scene of people in a
family room was shown to several human observers and they were either asked no
questions or were asked questions of a varying nature like estimating the age of the
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people in the scene, or remembering the position of certain objects in the scene. The
results showed that the eye tracking data of the observers varied significantly de-
pending on whether a question was asked, and if a question was asked, also on the
type of question. For example, when the observers were asked to estimate the age
of the people in the scene, most eye movements were located on the faces. When
they were asked to remember the position of an object, the fixations were located on
or near the objects. As the top-down component depends on the task in question,
it is also called the task-driven component. The top-down component is believed to
be processed in the higher visual cortex and is a much slower component than the
bottom-up component. In general, the top-down component is not totally indepen-
dent of the bottom-up component, and the VA mechanism is considered to be the
result of an interplay of both these components.
2.1.3 Parallel Versus Serial Processing in VA
The vast network of interconnected neurons in the human brain allows visual in-
formation incident on the retina to be processed in parallel. This is true specially in
certain areas of the primary visual cortex that are part of the pre-attentive processing
described earlier. However, the shifts in gaze that are guided by attention which helps
humans focus on different objects in a complex scene, take place serially. Triesman
and Gelade [15] constructed certain psychovisual examples of serial and parallel pro-
cessing similar to those seen in Figure 2.1. The results showed that when the target
differs from the distractors in a single feature, it is identified instantaneously through
a parallel search mechanism as seen in Figure 2.1(a) where the target differs from the
distractors in only the color dimension. Also, in this case, the speed with which the
target is identified does not change with an increasing number of distractors. On the
other hand, when the target differs from the distractors in more than one feature, the
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(a) Parallel Search. (b) Serial Search.
Figure 2.1: Illustration of parallel versus serial search.
search is serial and the time taken to find the target is much more and increases with
an increase in the number of distractors. This is seen in Figure 2.1(b), where the
target differs from the distractors in both color and shape. As a result, for real-world
complex scenes, the search for the target is mostly serial in nature.
2.1.4 Overt and Covert VA
The human visual system (HVS) is constantly seeking relevant information from
a visual scene by shifting the gaze from one interesting region to another through
a process known as attention shift [16]. As part of this process, the uniqueness of
an already fixated upon region weakens and the next interesting region is fixated
upon. This shift in gaze involves eye movements to the next interesting location and
is known as overt attention. Most studies in VA use eye-tracking devices to track
the eye movements of humans while viewing stimuli images. As a result, most of
the computational models are geared towards overt attention. The HVS also has an
ability to attend to regions in a scene without explicit eye movements. This type
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of attention is known as covert attention. An example of covert attention is when a
driver notices and understands traffic signs without explicitly moving his eyes towards
them. Covert attention is an important evolutionary trait that helps humans attend
to important changes in the visual environment in the periphery without loosing focus
of the current attended object.
2.2 Psychological and Physiological Theories of Visual Attention
2.2.1 Gestalt Principles
Gestalt principles are rules of perceptual organization formulated by a group of
researchers in the early 20th century to explain how humans group multiple elements
in a complex visual scene. Gestalt is the German word for ’shape’ or ’form’. These
rules dictate how humans perceive certain objects as individual items whereas in other
cases a group of objects with common features are thought of as a single entity. Some
of the basic principles that are exploited in computational VA models are as follows:
• Figure-ground articulation: In the case of a uniform image with no variation,
according to the Gestalt principles there is no internal organization. However,
in the case of an inhomogenous field with a patch of color surrounded by a
different background color as shown in Figure 2.2, the field is considered to
be composed of two distinct components, the figure (colored patch) on ground
(surrounding background). The difference in figure-ground could be in any other
dimension apart from color. The figure is assigned object-like properties and
receives more attention, whereas the ground is treated as background as is not
considered salient. This leads to the important property of surroundedness of
salient objects that is used in VA models like BMS [17].
• Proximity: In a scene, objects close to each other are usually grouped together
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Figure 2.2: Figure-Ground articulation.
Figure 2.3: Proximity.
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Figure 2.4: Similarity.
as one single entity. For example, in Figure 2.3, in the image to the left, the
group of circles is taken to be a single object (a square), whereas in the image
to the left, three different “columns” of circles are perceived.
• Similarity: In a scene, objects that are similar to each other in some respect are
also grouped as one single entity. For example, in Figure 2.4, the rows of dark
and light circles are considered as different entities even though, according to
the proximity principle, they could be considered as a single square entity.
• Symmetry: According to this principle the HVS has a tendency to be sensitive
towards objects that possess symmetry. As a result, two unconnected elements
which are symmetric about a certain axis will be perceived as a single object.
This is illustrated in Figure 2.5. The image shown is interpreted as three sets
of parentheses instead of six different ones. The symmetry principle is applied
in the VA model developed by Kootstra [18] that equates saliency of a region
to how symmetric it is.
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Figure 2.5: Symmetry.
2.2.2 Feature Integration Theory
The feature integration theory introduced by Triesman and Gelade [15] is based
on the notion of pre-attentive vision (Section 2.1.1) in which features are extracted
early, involuntarily, and in parallel over the entire scene before objects are recognized.
The recognition of objects happens at a much later stage and in a separate process
that requires focused attention. Basic separable features like color, orientation, spatial
frequency, and motion are extracted at the early stage to give feature maps. According
to this hypothesis, at this stage, the feature maps float free in that, though they are
perceived, they do not contribute to knowledge about location of objects as such. In
the attentive stage, these features are combined by stimulus location, and features
that are present for a specific attentive fixation are combined to form an object, the
focal attention providing a glue that binds together the initially independent features.
Once the objects have been recognized, they are stored and remembered for some time
before memory decay or interference may cause the features to go into a free-floating
state again. According to this theory, without focused attention, the features cannot
be related to each other and stay independent and separable. The feature maps can
be treated as binary maps, which signal the presence or absence of a certain feature.
If the presence of a single feature is enough to complete the task (i.e., identify the
target from the distractors in the experiments conducted [15]), the attention stage is
not required and the task is completed in parallel and in a rapid manner. However, if
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Figure 2.6: Figure illustrating the concept of a boolean map. The three possible boolean
maps are (top) map describing only the red disk that indicates its shape and color, (middle
map) describing only the green square that indicates its shape and color, and (bottom)
map which includes both the square and the disk and describes only the global shape, but
neither of the two colors. In the third map (bottom), both objects are selected, and as far
as the boolean map is concerned, they become indistinguishable (denoted as ‘???’). Image
reproduced from Huang and Pashler [19].
the task requires conjunction and relies on more than one feature, the attention stage
is called upon and fixated regions are scanned serially to complete the task.
2.2.3 Boolean Map Theory
A competitive theory to the feature integration theory is the Boolean Map Theory
proposed by Huang and Pashler [19]. This theory deals with the aspects of “access”
and “selection” in VA. “Access” defines what an observer can visually apprehend in
the scene at any given moment whereas “selection” represents the mechanism of VA
that controls what regions are accessed. A boolean map is considered to be a spatial
representation that partitions the visual scene into two distinct regions, a selected
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region and a non-selected region, based on a single featural label per dimension. A
featural label provides an overall featural description of the entire map. For example,
in Figure 2.6, for the boolean map there could be a shape label that covers the two
shapes but this label does not define the greenness or redness of the objects as that
would not cover both the objects. There can be independent featural labels that can
comprise a boolean map, and that belong to different dimensions. For example, a
boolean map can have redness as a color label and verticalness as an orientation label.
A single boolean map describes the visual awareness of an observer of a scene at any
given time instant. For complex scenes, different boolean maps are combined through
operations of intersection and union to direct attention. The boolean map theory is
used by the Boolean Map Saliency (BMS) [17] algorithm described in Section 2.3.6.
2.3 Review of VA Computational Models
The VA models developed over the past few decades have mostly been targeted at
modeling the bottom-up mechanisms of VA. This is because top-down VA is highly
dependent on the internal state of the observer and depends on factors like observer
history which is very difficult to quantify and model. The bottom-up VA models
work on the concept of a “saliency map” as proposed by Koch and Ullman [16].
These bottom-up VA models can be categorized based on the type of features used
to obtain the saliency maps.
An overview of the different model categories and corresponding models evaluated
in this work is provided in the following Sections 2.3.1 to 2.3.6.
2.3.1 Cognitive Models
Most of the VA models are based on cognitive principles directly or indirectly.
However, some models are more heavily based on neurophysiological findings and
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give an insight into the neurological mechanisms of VA. One of the first basic models
was developed by Itti et al. [20] based on the feature integration theory (FIT) [15].
In this model, the image is first decomposed into color, intensity and orientation
channels. Then each of these channels is represented by Gaussian pyramids to ob-
tain the center-surround responses that can be used to enhance features that are
different from their neighbors. The different channels are combined across scales
and features with normalization to give the saliency maps, the peaks of which cor-
respond to visually more salient locations. Two implementations of this model
are typically used: ITTI1 refers to the original model proposed by Itti et al. [20]
which is obtained via the implementation at http://www.saliencytoolbox.net,
while ITTI2 refers to a higher resolution version of the same with Gaussian blur-
ring and a center bias added to it, the implementation of which is found at http:
//www.klab.caltech.edu/~harel/share/gbvs.php. Another HVS based approach
that models the mechanism of foveation is the Gaze Attentive Fixation Finding En-
gine (GAFFE) proposed by Rajashekar et al. [21]. GAFFE is a foveated analysis
framework that uses four low-level local image saliency features, namely luminance,
contrast, and bandpass outputs of both luminance and contrast, to form saliency
maps and predict gaze fixations. It uses a sequential process in which the stimulus is
foveated at the current fixation point and saliency features are obtained from patches
from the foveated image to predict the next fixation point. The fixation points thus
obtained can be converted to a saliency map by convolving them with a 2D Gaussian
kernel with full-width-at-half-maximum equal to the visual angle corresponding to
the foveal region.
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2.3.2 Information Theory Based Models
These models are based on the principle that regions of high saliency maximize
information and are described by rarity of features. Bruce et al. (AIM) [1] used Shan-
non’s self-information measure [22] to get an indication of how unexpected the local
image content is relative to its surrounding, and saliency is taken to be proportional
to the information content in a region in comparison with its surrounding. Zhang et
al. (SUN) [23] used a similar approach by defining bottom-up saliency as the self-
information of visual features; however, the self-information is described in terms of
natural image statistics. Another similar saliency measure consisting of bottom-up
and top-down components of saliency was proposed by Torralba (Torralba) [24] in
which the bottom-up saliency is defined to be inversely proportional to the probabil-
ity of features. Hou and Zhang (HouNIPS) [25] used the incremental coding length
(ICL) concept to compute saliency wherein the objective is to maximize the entropy
of the visual features. Mancas et al. (GR) [26] also use self-information measures of
the mean and variance of local image intensity, and the assumption that rare features
attract visual attention. In the Saliency Detection by Self Resemblance (SDSR) ap-
proach proposed by Seo and Milanfar [27], local descriptors known as local regression
kernels are computed over an image to measure the likeness or resemblance of a pixel
with its surroundings. Saliency is then computed using this self-resemblance measure
at each point, which measures the statistical likelihood of a saliency value given its
neighborhood. The global (SDSRG) and local (SDSRL) variants of the model are
evaluated separately. In the model proposed by Tavakoli et al. (FES) [28], a center-
surround approach using a Bayesian framework is adopted. Saliency at a point is
considered to be a binary random variable which is 1 if the point is salient and 0
otherwise. The probability of a pixel being salient given feature values is considered
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to be the saliency.
2.3.3 Spectral Analysis Based Models
Models described in this category compute saliency in the frequency domain. Hou
and Zhang (SpectRes) [29] developed a method that models saliency by using the
logarithm of the spectrum of an image and computing its deviation from the average
log spectrum of several natural images, which acts as prior information. Achanta et
al. (FTS) [30] developed a frequency tuned saliency approach in which an image is
first converted to the CIE Lab color space and then low-pass filtered with a binomial
kernel to eliminate fine texture details and noise. The mean of the image is subtracted
from the low-pass filtered image to get the final high resolution saliency map with
uniform salient regions. Another approach by Hou et al. (SigSal) [31] develops an
image signature based on the sign function of the discrete cosine transform (DCT)
which is used to predict visually conspicuous locations in an image.
2.3.4 Graph Based Models
A graphical model is a framework which describes the conditional dependence of
neighboring elements or nodes. Harel et al. [32] introduced the Graph Based Visual
Saliency (GBVS) model in which feature maps are extracted at multiple resolutions for
different image features like intensity, color, and orientation. A fully connected graph,
representing a Markov chain is constructed considering pixels of the feature maps as
nodes. The weight between two nodes is assigned proportional to the similarity of
feature values and spatial distance between them. On solving the Markov chain,
the equilibrium distribution accumulates mass at nodes that have high dissimilarity
with their surrounding nodes and the activation measure captures pairwise contrast.
The GBVS model inherently promotes high saliency values near the center of the
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images. There also exists the GBVS method with the center bias removed by point-
wise multiplying the final saliency map by an inverted Gaussian [32]. This is treated
as a separate model denoted by GBVSNoCB in this work.
2.3.5 Machine Learning Based Models
Machine learning can be used to model VA by using eye-tracking data to train
classifiers to predict salient versus non-salient regions in an image. One such approach
by Judd et al. (Judd) [33] uses several low-level features as input to a linear SVM
classifier including those in the original model by Itti et al. [20], Gabor filtered values
and a global gist based saliency map along with higher level top-down features like
face, horizon and object detectors. The machine learning problem is formulated
as a linear regression in which the optimal weights for each feature are learned by
training a linear regression model on a training set for which the eye-tracking data
is used. More recently, convolutional neural network (CNN) based VA models have
been proposed [34], [35], [36], [37].
2.3.6 Other Models
Some of the newer approaches to VA are hybrid in the sense that they belong
to more than one category or they cannot be readily classified into any of the afore-
mentioned categories. The Adaptive Spectral Whitening (AWS) VA model proposed
by Garcia-Diaz et al. [38] uses variability in local energy as a measure of saliency.
The image is first transformed into the CIE Lab color space and the luminance chan-
nel is decomposed by both a multi-orientation as well as multi-resolution filter bank
whereas the a and b channels are decomposed into a multi-resolution filter bank.
These responses are first decorrelated using PCA and then locally averaged to ob-
tain the saliency map. In another approach by Goferman et al. [39], called Context
19
Based Saliency (Context), local as well as global distinctiveness is considered as a con-
tributing factor towards saliency. The Saliency based on Image Manipulation (SIM)
approach proposed by Margolin et al. [40] introduces an object probability map that
groups together locations of high attention that are in close proximity to each other
and also a pixel reciprocity measure that boosts the saliency of the pixels in close
vicinity to highly salient locations. The coarse (SIMCoarse) and fine (SIMFine) ver-
sions of the model are evaluated separately. In the Boolean Map Saliency (BMS)
approach proposed by Zhang and Scarloff [17], the Gestalt principle of surrounded-
ness is used to compute saliency. In this approach, color-based feature maps are
thresholded by variable thresholds to obtain boolean maps which are then used to
obtain connected regions. Regions that exhibit surroundedness or are closed (i.e.,
regions not attached to the image boundary) are assigned a binary value of 1 and
others are given a value of 0. Maps for a given threshold value are normalized using
the L2 norm and then averaged over different thresholds and different features to get
the final saliency map. Another approach by Vikram et al. called Random Center
Surround Saliency (RandomCS) [41] deviates from the Feature Integration theory
based approaches [20, 21] by utilizing a stimulus-influence-based approach in which
saliency at a point is influenced by other randomly chosen points in the image. The
saliency influence at a point by another point is described in terms of a contrast by
taking the absolute difference in pixel values and normalizing with the distance be-
tween the two points. This process is repeated over the L, a and b components of
the image. The Covariance Saliency (CovSal) method proposed by Erdem et al. [42]
uses covariance matrices of simple image features in the form of region covariance de-
scriptors to capture local image structures and provide non-linear integration of the
features. Saliency is obtained by finding the distance between the covariance matrices
of a central region with its surrounding neighborhood regions using a non-Euclidean
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(a) Fixation points (b)Fixation density map
Figure 2.7: Fixation points and fixation density map for an image from the Toronto
database [1].
Figure 2.8: Block diagram for the typical process of VA model evaluation using eye-
tracking data.
distance measure that is based on the eigenvalues and eigenvectors of the covariance
matrices.
2.4 Eye-tracking Data and Evaluation of VA Models
Ideally, the saliency map output by a computational VA model should highlight
the regions that are attended to by humans. Thus, to evaluate the performance of
VA models, first, a set of images varying in their content are shown to a number of
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humans under an experimental setup and their fixations are recorded by instruments
known as eye-trackers. The eye-trackers work on the principle of Purkinje reflections
in which infra-red light incident on the eyeballs of the subject gets reflected in three
different ways [43]. The angle of the reflected light can then be used to compute
the location which was fixated upon on the screen. The data obtained is averaged
over several subjects to get eye-tracking data that is made available for the research
community to use along with the stimuli images in the form of a dataset. There
are several such datasets available for researchers (see [7] for a comprehensive list of
datasets). This data is available in two forms: 1) fixation locations or 2) fixation
density maps that are obtained by placing 2D Gaussian kernels on the fixation loca-
tions and normalizing the resultant maps. The standard deviation of the Gaussian
kernels is set such that the full-width-at-half maximum of the Gaussian is equal to
the visual angle subtended by the fovea on the screen surface. Figure 2.7 shows an
image along with the fixation locations based on eye-tracking data from 15 subjects,
and the corresponding fixation density map. The eye-tracking data is then compared
with predicted saliency maps output by computational VA models through a compar-
ison measure called a performance metric or VA metric (used interchangeably in this
work). The process can be summarized by the block diagram shown in Figure 2.8.
Section 2.5 describes existing VA metrics that are used by the research community.
2.5 Performance Evaluation Metrics
This section describes the popular existing VA metrics that are evaluated later
in Chapters 3 and 4. The following common notation is used for all metrics. G is
the ground-truth saliency map (also called fixation density map) obtained from eye-
tracking data, S is the saliency map produced by a model. (xi,yi) is the position of
the ith ground-truth fixation point, where 0 ≤ i ≤ N − 1.
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2.5.1 Linear Cross Correlation (CC)
The linear cross correlation is a metric that measures the strength of a linear
relationship between two variables. When used for evaluating VA models, it is used
in the following form:
CC(G,S) =
∑
x,y(G(x, y)− µG)(S(x, y)− µS)√
σ2Gσ
2
S
(2.1)
where G represents the fixation density map obtained by convolving the fixation map
(which is a map of 1s at fixation points and 0s at non-fixated points) with a 2D
Gaussian, and S represents the predicted saliency map. µS, µG are the means and
σS,σG are the standard deviations of the predicted saliency map and fixation density
map, respectively. The CC value can vary between -1 and 1, with a value of 1 denoting
a strong positive linear relationship, a value of -1 representing a strong negative linear
relationship and a value of 0 denoting absence of correlation.
2.5.2 Similarity (SIM)
The similarity measure was presented by Judd et al. [44] as part of a benchmark
for VA models. It corresponds to the histogram intersection between the predicted
saliency map histogram HS and the fixation density map histogram HG. It is defined
as follows:
SIM(S,G) =
N∑
i=1
min(HS(i), HG(i)); (2.2)
where N is the number of histogram bins.
2.5.3 Earth’s Mover Distance (EMD)
The Earth Mover’s Distance (EMD) [45] is a cross-bin histogram dissimilarity
measure that doesn’t require the histogram domains to be aligned. The EMD treats
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two histograms or distributions as two different ways in which the same amount of
dirt has piled up over a region, and the distance is given by the minimum cost of
changing one pile of dirt into the other. An improved variant of the EMD metric
proposed by Pele and Werman [46] (denoted by ÊMD), that works as a metric even
for histograms that are not normalized, is given by:
ÊMD(HS, HG) =
(
min
{fi,j}
∑
i,j
fi,jdi,j
)
+ |
∑
i
HG(i)−
∑
j
HS(j)|max
i,j
di,j (2.3)
s.t fi,j ≥ 0,
∑
j
fi,j ≤ HG(i),
∑
i
fi,j ≤ HS(j),
∑
i,j
fi,j = min(
∑
i
HG(i),
∑
j
HS(j))
where HS and HG represent the histograms of the predicted and ground-truth saliency
maps, respectively, fi,j represents the amount transported from bin i to bin j, and
di,j is the ground distance between bin i and bin j in the histograms. For probability
histograms (total mass of 1), the EMD and ÊMD values are equal. ÊMD was used
by Judd et al. in their VA benchmark [44] with the ground distance saturated to a
maximum value as proposed in [47].
2.5.4 Area under the Receiver Operating Characteristic Curve using Ground Truth
Fixations (AUC)
For this VA metric which is based on the receiver operating characteristics (ROC),
the predicted saliency map is first thresholded. This thresholded map is denoted by
St, where t represents the threshold value which ranges from 0 to 255 for an 8-bit
depth saliency map.
Then, the true positive rate (TPR) and false positive rate (FPR) are determined
using the thresholded map and the ground-truth fixation points. The true positive
rate is computed by counting the fraction of ground-truth fixation points that are
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properly detected in the thresholded saliency map as follows:
TPR(t) =
1
N
N−1∑
i=0
St(xi, yi) (2.4)
To find the FPR, the fraction of non-fixated points that are labeled as salient
in the thresholded predicted saliency map must be computed. One approach [48]
for computing the FPR is to have the number of non-fixated points be equal to the
number of fixated points. N random points are chosen from the possible set of non-
fixated pixels in the ground-truth. The notation (xˆi, yˆi) is used to denote these non
fixated points. Because these points are chosen randomly, the AUC test is performed
100 times each with different random non-fixated points, and the final result is the
average of the individual trials. Let l be the index of the current trial and L be the
total number of trials. Also, let (xˆi,l, yˆi,l), 1 ≤ i ≤ N be the set of N non-fixated
points at the lth trial. The FPR is then given by:
FPR(t) =
1
L
L∑
l=1
FPR(t, l) , (2.5)
where
FPR(t, l) =
1
N
N∑
i=1
St(xˆi,l, yˆi,l) (2.6)
By computing the TPR and FPR for every value of the threshold t (from 0 to 255),
a receiver operating characteristic curve (ROC) can be obtained. The area under this
curve (AUC) gives a measure of the performance of the saliency map. A value of 1
means that the saliency map perfectly predicts the ground-truth, whereas a value of
0.5 is no better than random chance.
There are two variants of AUC that are commonly used in existing benchmarks:
(1) AUCBorji in which the thresholds are chosen uniformly from 0 to 255 using a fixed
number of intervals and (2) AUCJudd in which the thresholds are chosen to be the
25
intensity values in the predicted saliency map.
2.5.5 Shuffled AUC (sAUC)
The main limitation of the AUCBorji, AUCJudd, CC, SIM , and EMD metrics
is that they are center biased. When using these metrics, a model’s score can be
improved simply by multiplying the predicted saliency map by a large Gaussian blob
such that the predicted saliency near the edge of the image will be reduced [23]. In
fact, a simple Gaussian blob will often perform better than some saliency models
using these metrics. This center bias is inherent to eye tracking experiments. This
occurs for two main reasons. First, the most salient regions of an image are often
located near the center of the image. This is called the photographer’s bias. Secondly,
the nature of eye tracking experiments yields a framing effect, where it is natural to
look at the center of the scene because this point allows our vision system to capture
the most information [49].
The shuffled AUC (sAUC) metric was introduced to account for this center
bias [23]. An unbiased metric should give a low score to the central Gaussian blob
model. The difference in the sAUC metric as compared to the AUC metric is that
the non-fixated points (xˆi, yˆi) are randomly chosen from the distribution of all the fix-
ation points from all the other images in the dataset. Consequently, this will give the
Gaussian blob model an sAUC of approximately 0.5, which is equivalent to chance.
2.5.6 Normalized Scanpath Saliency (NSS)
The normalized scanpath saliency (NSS) [50] computes a score using ground-
truth fixation points and the predicted saliency map as follows:
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NSS(P ) =
1
N
∑
p∈P
S(p)− µs
σs
. (2.7)
In (2.7), µs and σs are, respectively, the mean and standard deviation of the
predicted saliency map S and N is the number of fixation points in the set of ground-
truth fixations P .
Compared to the NSS, the AUC-based metrics do not explicitly penalize false
positives. As a result, models that are blurry and fuzzy tend to do better in terms
of the AUC-based metrics. This can be observed in images with single, small salient
regions and ground-truth saliency maps that are sparse.
2.5.7 Shuffled Normalized Scanpath Saliency (sNSS)
The shuffled NSS (sNSS) metric [51] is based on the NSS [50] metric and is
defined as follows:
sNSS = NSS(P )−NSS(P¯ ) (2.8)
where P and P¯ denote, respectively, the ground-truth fixation points for the image
and the randomly sampled non-fixation points from the set of fixation points for other
images in the dataset. The sampling and score computation is repeated 100 times
and the final result is the average of these 100 trials.
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Chapter 3
A NOVEL FIXATION DENSITY-BASED VISUAL ATTENTION METRIC AND
A VISUAL ATTENTION QUALITY DATABASE FOR BENCHMARKING
VISUAL ATTENTION METRICS
This chapter discusses shortcomings in existing metrics through illustrative examples
and proposes a new metric that uses local weights based on fixation density which
overcomes these flaws. To compare the performance of the proposed metric at as-
sessing the quality of saliency prediction with other existing metrics, we construct
a ground-truth subjective database in which saliency maps obtained from 17 differ-
ent VA models are evaluated by 16 human observers on a 5-point categorical scale
in terms of their visual resemblance with corresponding ground-truth fixation den-
sity maps obtained from eye-tracking data. The metrics are evaluated by correlating
metric scores with the human subjective ratings. The correlation results show that
the proposed evaluation metric outperforms all other popular existing metrics. Ad-
ditionally, the constructed database and corresponding subjective ratings provide an
insight into which of the existing metrics and future metrics are better at estimating
the quality of saliency prediction and can be used as a benchmark.
3.1 Introduction
Visual attention (VA) is the broad area of research that aims to explain the mech-
anisms by which the human visual system (HVS) filters the vast amount of visual
information captured by the retina. VA has applications in a large number of diverse
areas like object recognition, image segmentation, compression, selective reduced-
power visual processing, to name a few. As a result, there has been a lot of focus
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recently on developing computational VA models. As indicated in Chapter 2, the VA
mechanism is considered to be a combination of instantaneous pre-attentive, bottom-
up processes that depend on low-level cues, and much slower, top-down, cognitive
processes that depend on high-level precepts. Most of the existing models are based
on bottom-up concepts and output what is known as a saliency map that gives the
visual importance of each pixel location. Given the large number of VA models to
choose from, it is necessary to evaluate these models. VA models are traditionally
evaluated by comparing the saliency maps with eye-tracking data that is obtained
from human observers. Several performance metrics that objectively quantify the
match between the predicted saliency map and eye-tracking data have been intro-
duced over the past decade for evaluating VA models (see [7] for a detailed review).
A number of studies like those by Toet [52], Borji et al. [48], and Judd et al. [53] have
evaluated state-of-the-art VA models using a subset of these metrics. However, none
of these studies have evaluated the effectiveness of existing metrics in assessing the
quality of VA models and ignore certain notable flaws in them.
The motivation for the proposed metric is to provide a more accurate assessment
of the quality of visual saliency prediction than existing metrics, which can aid in
a better comparative evaluation of VA models. The proposed metric can also act
as an improved measure of cost for training VA models that use machine learning.
Yet another application for the proposed metric is faithful objective comparison of
eye-tracking equipments. Given the importance of accurate evaluation of VA models,
there have been a few papers in recent years that discuss metrics. LeMeur and
Baccino [8] gave an overview of existing performance metrics in the literature and
discussed their strengths and weaknesses. Riche et al. [9] provided a taxonomy for
existing metrics and also studied the correlation between the metrics. They showed
that each metric alone is not sufficient to evaluate a VA model and suggested the use
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of a combination of metrics to get a better estimate of performance. Recently, Gide
et al. [51] discussed known flaws in existing metrics through examples and proposed
a metric, sNSS, that resolves the center-bias problem in the Normalized Scanpath
Saliency (NSS) metric [50] through shuffling. However, none of these works provide
a common benchmark to compare the performance metrics.
The key contribution of this work is to propose a novel metric that assigns locally
adaptive weights to fixation points based on local fixation density and thus gives more
importance to the visually relevant fixations in the ground-truth eye-tracking data.
The problem of a lack of a benchmark for evaluating existing and future performance
metrics is also addressed by constructing a subjective database in which ratings on
a 5-point categorical scale by human observers are used to rate saliency maps of
several VA models based on their visual resemblance to ground-truth saliency maps.
The average ratings or mean opinion scores (MOS) are then correlated with the
performance metric scores to evaluate the metrics.
This chapter is organized as follows. In Section 3.2 the known problems in existing
popular metrics [54] are highlighted through illustrative examples. A new metric that
uses locally adaptive weights for fixation points and its shuffled version are proposed
in Section 3.3. The details of the subjective study are presented in Section 3.4, and the
correlation results for the existing and proposed metrics are presented in Section 3.5.
Finally, Section 3.6 concludes the chapter.
3.2 Existing metrics and their shortcomings
Existing metrics can be classified into the following three major categories: value-
based, location-based, and distribution-based, depending on the type of similarity
measure used to compare the predicted saliency map to the eye-tracking data [9] (see
Chapter 2 for an overview of existing metrics). The value-based metrics focus on the
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Table 3.1: List of evaluated metrics.
Metric Name Category Ground-truth
AUCBorji [48] Location-based Fixation Points
AUCJudd [53] Location-based Fixation Points
sAUC [48] Location-based Fixation Points
WFβ [55] Location-based Fixation Density Map
NSS [50] Value-based Fixation Points
sNSS [51] Value-based Fixation Points
CC [48] Distribution-based Fixation Density Map
SIM [53] Distribution-based Fixation Density Map
EMD [53] Distribution-based Fixation Density Map
MAE [56] Distribution-based Fixation Density Map
predicted saliency map values at fixation points, the location-based metrics focus on
how well the salient regions in the predicted saliency maps match with the locations of
the fixation points, and the distribution-based metrics focus on the differences in the
statistical distributions of the predicted saliency maps and fixation points. In addition
to these categories, metrics can also be classified based on the type of ground-truth
used. Some metrics use only the fixation locations from the eye-tracking data whereas
others use a ground-truth saliency map (GSM) which is obtained by convolving a 2D
Gaussian with the fixations and normalizing the resulting map. Several recent studies
have used different metrics to benchmark VA models. Toet [52] evaluated several VA
models by using the Spearman’s correlation coefficient. More recently, Borji et al. [48]
used the AUCBorji, CC and NSS measures and Judd et al. [53] used the AUCJudd,
Similarity and EMD metrics to evaluate several VA models. The MIT saliency
benchmark project [54] is an up-to-date online benchmarking resource that lists the
performance of all the recent state-of-the-art VA models using seven popular evalua-
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(a) Original Image (b) Ground Truth (c) Centered Gaussian (d) AIM [1]
Non-shuffled Metrics (c) (d)
AUCBorji [48] 0.8214 0.7569
AUCJudd [53] 0.8259 0.7757
CC [48] 0.4994 0.4359
SIM [53] 0.3703 0.3364
EMD [53] 2.9073 3.6597
NSS [50] 1.3694 1.3745
Shuffled metrics (c) (d)
sAUC [48] 0.5924 0.6716
sNSS [51] 0.2892 0.9076
Proposed sWNSS 0.9072 1.2447
Figure 3.1: Center bias problem in existing metrics that is rectified by the shuffled metrics.
For EMD, a lower score indicates better performance; for the other metrics, a higher score
indicates better performance.
tion metrics that are a combination of those used in [48] and [53]. The metrics used
by the MIT Saliency Benchmark [54] along with recently proposed metrics WFβ [55]
and sNSS [51] in addition to a baseline metric MAE [56] are listed in Table 3.1
along with the categories they belong to, as well as the type of ground-truth used.
The first notable and well-analyzed problem with existing metrics is the problem of
center-bias [7, 8, 51]. This problem arises due to an inherent tendency of images and
photographs to contain objects of interest in central regions as compared to peripheral
regions. Most metrics that do not factor the center-bias in their formulation tend to
incorrectly reward models that, independent of content, assign higher importance to
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central regions and lower importance to peripheral regions. One way of tackling this
issue is through “shuffling” in which ground-truth fixations for all other images in
the dataset are randomly sampled and high saliency predictions at such locations are
penalized. Consequently, models that blindly reward central regions are penalized to
a greater extent by the shuffling process, and receive a much lower score than more
discriminative models [7]. An illustration of the effect of center-bias on shuffled and
non-shuffled metrics is shown in Figure 3.1. As shown in Figure 3.1, the non-shuffled
metrics like AUCBorji, AUCJudd, CC, EMD, SIM , and NSS tend to give higher or
identical scores to models that assign higher saliency to central regions as compared
to the boundaries. As a result, these incorrectly result in higher or identical perfor-
mance scores for a centered Gaussian blob (Figure 3.1(c)) as compared to a saliency
map from a VA model (Figure 3.1(d)). On the other hand, the shuffled metrics assign
a better score to the AIM [1] saliency map over the centered Gaussian map.
However, the AUC metrics including the sAUC suffer from another notable flaw
known as the interpolation flaw (described in detail in [55]). As seen in Figure 3.2,
AUCBorji,AUCJudd and sAUC are less sensitive to false-positives. As a result, a
“fuzzy” ground-truth saliency map created by increasing the background activity in
the neighborhood of a true-positive peak incorrectly gets higher or almost similar
scores than the actual ground-truth saliency when using the AUC-based metrics.
The other metrics NSS [50], CC [48], EMD [54] and SIM [54] do not exhibit the
interpolation flaw but do suffer from the center-bias problem as seen in Figure 3.1. Of
these metrics, only NSS is a viable candidate to be shuffled to tackle the center-bias
issue as suggested in [51]. This metric termed Shuffled NSS or sNSS for short is
given by
sNSS = NSS(P )−NSS(P¯ ) (3.1)
where P and P¯ denote, respectively, the ground-truth fixation points for the image
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Figure 3.2: AUC Interpolation flaw. Top Row: (Left to Right) Ground-truth saliency
map with ground-truth fixations and corresponding ROC curves for AUCBorji, AUCJudd
and sAUC. Bottom Row: (Left to Right) Fuzzier version of the ground-truth saliency map
with ground-truth fixations and corresponding ROC curves for AUCBorji, AUCJudd and
sAUC.
and the randomly sampled non-fixation points from the set of fixation points for other
images in the dataset and
NSS(P ) =
1
N
∑
p∈P
S(p)− µs
σs
. (3.2)
In (3.2), µs and σs are, respectively, the mean and standard deviation of the predicted
saliency map S and N is the number of fixations in the ground-truth fixation set P .
The random sampling for the non-fixation points P¯ is repeated a number of times,
typically 100, and the final result is the average of scores obtained for each of these
trials. The sNSS metric improves on the sAUC scores by correctly assigning a better
score to the saliency map in Figure 3.3(d) as compared to the one in Figure 3.3(c).
It also improves upon NSS by giving the centered Gaussian map in Figure 3.3(e) a
low score.
For the sAUC metric, the locations used for determining false-positives are sam-
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(a)Image (b)Ground-truth
(c) (d) (e)
(c) (d) (e)
AUCBorji [48] 0.9104 0.9167 0.7955
AUCJudd [53] 0.9164 0.9250 0.8030
sAUC [48] 0.8212 0.8113 0.4667
NSS [50] 1.9630 2.2586 1.0794
Proposed WNSS 2.7984 3.1348 0.9889
sNSS [51] 1.3573 1.5864 -0.1247
Proposed sWNSS 2.1901 2.5390 -0.0273
Figure 3.3: The two saliency maps (c) and (d) have nearly identical sAUC, AUCBorji and
AUCJudd scores, however it is clear that (d) is a much “better” saliency map. NSS, sNSS
and the proposed WNSS and sWNSS metrics do not have this problem as they assign a
significantly higher score to (d) than (c). A centered Gaussian blob (e) will perform well
using NSS and the proposed WNSS metrics, however using the sNSS and the proposed
shuffled sWNSS the same Gaussian blob receives a low score as expected.
pled from the distribution of fixations for all other images. Because of the center-bias
inherent in most eye-tracking datasets, these locations tend to be in the central por-
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(a) Original Image (b) Fixation Map (c) Ground-Truth Saliency
(d) Saliency Map 1 (e) Saliency Map 2
Metric (d) (e)
NSS [50] 2.4245 2.4605
sNSS [51] 1.4715 1.8223
Proposed WNSS 3.1503 2.5531
Proposed sWNSS 2.2327 1.9541
Figure 3.4: Problem with NSS and sNSS: The NSS and sNSS metrics give equal
weight to every fixation point and ignore density. As a result, they incorrectly give higher
scores to Saliency Map 2 (e) as compared to Saliency Map 1 (d). The proposed WNSS and
its shuffled variant sWNSS weight the fixations based on their local density and assign a
higher score to map (d) as expected.
tion of the image. As a result, if false-positives crop up in regions away from the
center, sAUC is not able to penalize them. In contrast, because of the zero-mean
unit-standard deviation normalization in sNSS, blurrier maps are penalized as a re-
sult of which sNSS is able to correctly assign a lower score to fuzzy maps such as
map (c) in Figure 3.3. However, a drawback of the NSS and sNSS metrics is that in
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their computation all fixations are given equal weights and fixation density is ignored.
Figure 3.4 illustrates this drawback through two created saliency maps. Though map
(d) is much better than map (e) in Figure 3.4, it gets lower NSS and sNSS scores
than map (e). This happens because in the NSS formulation, when the normalized
saliency values are averaged, each fixation location contributes equally to the average.
3.3 Proposed Metric
Figures 3.5(a) and (b) illustrate that fixations that are closely clustered together
lie on actual objects in the scene and are most important for identifying salient regions
as compared to others that are scattered around and lie on background areas. Fur-
thermore, Engbert et al. [57] have discussed the importance of high-density clusters
of fixation points. In [57], fixation points are considered to be 2D spatial point pro-
cesses and the density of a cluster of points is approximated by the average number of
fixations within a spatial window which is used to determine the next gaze location.
However, sNSS and NSS both do not discriminate between relevant fixations that
belong to a dense cluster and represent objects, from fixations that are sparse and
usually fall on background regions and could be considered as outliers. One way to
remedy this is to assign weights to each fixation point based on its importance. If
W (p) is the weight assigned to the fixation point p ∈ P , where P is the set of all
fixation points, the proposed metric termed as weighted NSS or WNSS for short is
defined as
WNSS(P ) =
1∑
p∈P
W (p)
∑
p∈P
W (p)(S(p)− µs)
σs
(3.3)
where µs and σs are the mean and standard deviation, respectively, of the predicted
saliency map S, and P denotes the set of ground-truth fixation points for the image.
To obtain appropriate weights for each fixation, the fact that fixations that are in
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(a) Original Fixations for Image 3 in
Toronto dataset [1]
(b) Original Fixations for Image 5 in
Toronto dataset [1]
(c) Clustered Fixations using DBSCAN
for (a)
(d) Clustered Fixations using DBSCAN
for (b)
Figure 3.5: Fixation and density-based clusters for images from the Toronto dataset [1].
(a)-(b) Importance of fixation density for identifying relevant fixations. The more important
fixations are those that are clustered tightly together as they lie on the actual salient
regions. The sparsely clustered fixations tend to lie on less salient background regions. (c)-
(d) Fixation weights assigned based on the number of fixations in each cluster. Different
symbols and colors represent different clusters with weights for each cluster shown.
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higher density clusters are more important and should be weighted higher than those
in low density clusters is used. For this purpose, the density-based spatial clustering of
applications with noise (DBSCAN) algorithm [58] for clustering the fixations based on
their density to obtain fixation clusters is used. Every fixation in a particular cluster
is assigned a weight equal to the number of fixations in that cluster. Mathematically,
if P is the set of all fixation points, and if C = {c1, c2, ..., cN} is the set of clusters
obtained after applying the DBSCAN algorithm, such that each element in C is a
partition of set P , then the weights are given by
W (p) = |ci|,∀p ∈ ci (3.4)
where |.| represents the l0 norm corresponding to set cardinality (or the number of
elements in the set).
The DBSCAN algorithm has two parameters, the minimum distance  within
which points are considered as belonging to the same cluster and the minimum number
of points required to form a dense cluster minPts. The  parameter is chosen to be 23
pixels which corresponds to the diameter of a circle that is subtended by one degree
of visual angle for the eye-tracking setup for the Toronto dataset [1, 59]. The minPts
parameter is chosen to be 3 so that isolated clusters with 2 or less points are rejected.
For rejected clusters, the weights are considered to be zero (as they represent clusters
with zero points) and saliency values at such outlier fixations are ignored during the
score computation. An illustration of the weighting scheme is shown in Figures 3.5(c)
and (d) where the different clusters of fixation points are shown using different colors,
and the weight for each cluster is shown. On comparison with the original fixations
seen in Figures 3.5(a) and (b), one can see that most of the outlier fixations that are
distant from the objects of interest are rejected and hence do not influence the score.
A shuffled version of the proposed metric that does not exhibit center-bias can be
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Figure 3.6: Image from the “Patterns” category in the CAT2000 [60] dataset along with
fixated locations shown by red circles. As there are no distinct salient regions, most of the
human observers fixate on the center.
obtained in a manner similar to the sNSS metric (2.8) as follows:
sWNSS(P ) = WNSS(P )−NSS(P¯ ) (3.5)
where equal weights are assumed for the random set of fixation points P¯ . Equal
weights are chosen for the random set of fixation points because, unlike the “good”
fixation points, random fixations that are chosen from the set of fixations for other
images cannot be weighted by a density based criteria and are treated equally in order
to capture the centered distribution of fixations for the database to nullify center bias.
As shown in Figures 3.3 and 3.4, the proposed WNSS and sWNSS metrics give a
higher score to the better map. The proposed sWNSS metric is also able to correctly
assign the lowest score to the centered Gaussian blob (e) in Figure 3.3. The WNSS
and sWNSS metrics are based on the assumption that highly dense fixations lie on
salient regions. One case where this assumption might not hold is when the image
does not contain any specific salient objects or regions since for such images most
humans tend to fixate on central regions. This is illustrated in Figure 3.6 which
shows a uniformly textured wall that has no clear salient region from the “Patterns”
category in the CAT2000 database [60] along with the fixation locations superimposed
as red circles. However, most eye-tracking datasets used for benchmarking VA models
40
contain images that have at least one salient region or object [48, 59].
3.4 Subjective Evaluation of VA Models
Even though a large number of metrics have been proposed in the literature for
evaluating VA models, currently, there is no ground-truth subjective database that
validates these metrics. To address this need and evaluate the performance of our
proposed metric, a Visual Attention Quality (VAQ) database is constructed as part
of this work. The constructed database consists of saliency maps that are obtained
from state-of-the-art VA models and their corresponding ground-truth saliency maps.
A ground-truth saliency map is obtained by first aggregating the fixation loca-
tions obtained by eye-tracking for all subjects to get a fixation map. The obtained
fixation map is then convolved with a 2D Gaussian kernel with a standard deviation
σ proportional to one degree of visual angle followed by normalization [8]. Thus, a
ground-truth saliency map represents the likelihood that a pixel will be attended to
by a human observer. As a result, ground-truth saliency maps are more suitable for
at-a-glance visual comparisons as opposed to fixation points [1]. Subjective ratings
are obtained by asking human subjects to rate the similarity of the predicted saliency
map to the corresponding ground-truth saliency map on a 5-point scale (5-Excellent,
4-Good, 3-Fair, 2-Poor, and 1-Bad).
The two aspects the subjects are asked to focus on are how well the locations of the
highest intensity values in the ground-truth match those in the predicted saliency map
and the amount of false-positive activity, i.e., high activity in the predicted saliency
map that falls on regions of low activity in the ground-truth. The subjects are given
a training session and are shown examples of each rating type from excellent to bad.
Figure 3.7 shows samples of the training images (one for each category) shown to the
subjects. As seen in Figure 3.7, in the “Excellent” category the high saliency regions
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Figure 3.7: Training samples from each category shown to subjects before taking the main
test.
align very well with those in the ground-truth map and have minimal false-positive
activity. The misalignment of high saliency regions and amount of false-positive
activity increase for the “Good” and “Fair” categories. For the “Poor” to “Bad”
categories the highest saliency regions in the ground truth and the predicted saliency
maps are totally misaligned and the false positive activity increases from high to
very-high, respectively.
The images shown in the training as well as main sessions were taken from the
popular Toronto eye-tracking database [1]. The images in that database have all the
same size, which makes the computation of the shuffled metrics easier. The images
used in the training session were different from those in the main test.
To ensure variety in the images shown in the main test, the ground truth maps
for all the images were analyzed based on their standard deviation as it is a good
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Figure 3.8: Histogram of standard deviations for all normalized ground-truth saliency
maps in the Toronto dataset [1].
Figure 3.9: GUI used for obtaining subjective ratings.
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Figure 3.10: The 12 chosen images from the Toronto [1] dataset used in the main subjective
test.
measure of the spread of salient regions in an image. Figure 3.8 shows a histogram of
the standard deviations of the ground-truth saliency maps of the images. Based on
the 4 noticeable peaks in the histogram, the images in the dataset are clustered based
on their standard deviations by using kmeans. Then, the 3 images with standard
deviation nearest to the cluster centroids are chosen for each cluster. This gives 12
images that are used in the main test. The GUI used for the subjective testing and
the colormap used are shown in Figure 3.9. Figure 3.10 shows the images that are
chosen and Figure 3.11 shows their ground-truth saliency maps.
Predicted saliency maps are then computed for each of these 12 images using the
following 17 state-of-the-art VA models: GAFFE [21], ITTI [20], GBVS [32], AIM [1],
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Figure 3.11: The ground-truth saliency maps for the 12 chosen images from the Toronto [1]
dataset used in the main subjective test.
HouNIPS [25], GR [26], SDSR [27], SUN [23], Torralba [61], FES [28], SigSal [31],
SpectRes [29], AWS [38], BMS [17], Context [39], CovSal [42], and RandomCS [41].
The “center” model which is an image independent model that consists of a centered
Gaussian blob is also evaluated. In addition, the original ground-truth saliency maps
are also added to the list of images shown. The “center” model is expected to get
lower scores in most cases and the original ground -truth saliency maps are expected
to get the highest score.
The total pairs of ground-truth saliency and test saliency maps shown are 228.
These are presented to each subject in a randomized order. Both the ground-truth
and predicted saliency maps are shown with the ‘jet’ colormap that indicates high
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Figure 3.12: Distribution of MOS scores.
intensity values in red and low intensity values in blue to make it easy for the subjects
to assess the maps. The maps were shown to 16 subjects with age ranging between
22 to 33, who were checked for both color blindness as well as visual acuity. Out of
the 16 participants, 1 subject was working in the area of visual attention, 7 subjects
were working in the area of computer vision but not specifically in the area of visual
attention, and 8 subjects were working in areas completely unrelated to computer
vision. Out of the 16 subjects, 6 were female and 10 were male. The ratings for
each predicted saliency map shown were averaged over 16 subjects to get a mean
opinion score. These mean opinion scores (MOS) were then correlated with the scores
obtained from popular VA performance metrics in addition to the proposed WNSS
and sWNSS metrics.
Figure 3.12 shows the distribution of the MOS scores obtained for the predicted
saliency maps given by VA models. It illustrates that in only about 16% of the
cases, models received a subjective rating of good or excellent. It also shows that the
saliency maps shown cover the entire range of ratings from Excellent to Poor. The
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Figure 3.13: MOS taken over all predicted saliency maps for each VA model and arranged
in descending order.
Table 3.2: Significance testing for MOS scores for each VA model. A value of 1,0, and -
indicates higher, lower and similar MOS, respectively, for the row model when compared to
the column model in terms of statistical significance.
AIM AWS BMS Context CovSal GAFFE GBVS GR HouNIPS ITTI RandomCS FES SDSRG SUN SigSal SpectRes Torralba
AIM - 0 0 0 0 - 0 0 0 0 0 0 0 - 0 0 -
AWS 1 - 0 1 0 1 1 1 - 1 1 0 - 1 0 1 1
BMS 1 1 - 1 - 1 1 1 1 1 1 0 1 1 - 1 1
Context 1 0 0 - 0 1 1 1 0 - 1 0 - 1 0 - 1
CovSal 1 1 - 1 - 1 1 1 1 1 1 - 1 1 - 1 1
GAFFE - 0 0 0 0 - 0 0 0 0 0 0 0 - 0 0 -
GBVS 1 0 0 0 0 1 - 1 0 0 - 0 0 1 0 0 1
GR 1 0 0 0 0 1 0 - 0 0 0 0 0 - 0 0 1
HouNIPS 1 - 0 1 0 1 1 1 - 1 1 0 - 1 0 1 1
ITTI 1 0 0 - 0 1 1 1 0 - 1 0 0 1 0 - 1
RandomCS 1 0 0 0 0 1 - 1 0 0 - 0 0 1 0 0 1
FES 1 1 1 1 - 1 1 1 1 1 1 - 1 1 1 1 1
SDSRG 1 - 0 - 0 1 1 1 - 1 1 0 - 1 0 - 1
SUN - 0 0 0 0 - 0 - 0 0 0 0 0 - 0 0 1
SigSal 1 1 - 1 - 1 1 1 1 1 1 0 1 1 - 1 1
SpectRes 1 0 0 - 0 1 1 1 0 - 1 0 - 1 0 - 1
Torralba - 0 0 0 0 - 0 0 0 0 0 0 0 0 0 0 -
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VAQ database will be provided online to download for free for the research community
to benchmark metrics developed in the future. Figure 3.13 shows the ranking of all
models in terms of the mean subjective rating obtained for each VA model over
all subjects for the VAQ database and shows which VA models are preferred by the
human observers for the images in the VAQ database. Table 3.2 shows the significance
testing results for the mean subjective ratings obtained in Figure 3.13. In Table 3.2,
a value of 1, 0 and - indicates that the MOS for the row model when compared to
that for the column model is higher, lower and the same, respectively, in terms of
statistical significance. The statistical significance is determined by using a right sided
t-test with a 5 % confidence level. Table 3.2 shows that overall the FES [28] model
performs the best in terms of significantly outperforming most VA models with the
Torralba [24] model performing the worst in terms of significantly performing worse
than most VA models in terms of MOS.
The construction of the VAQ database is based on the observation that humans
are better judges of saliency map similarity as compared to existing metrics. This is
illustrated in Figure 3.14 which shows low and high distorted versions of the ground-
truth saliency maps for images 39 and 42 in the Toronto dataset [1]. As seen in
Figure 3.14, most metrics are not able to correctly identify the less distorted maps
(Figure 3.14(b)), by giving a better or almost identical score to the high distorted
maps (Figure 3.14(c)). However, visually, it is easy to infer that the maps shown in
Figure 3.14(b) are better than the ones in Figure 3.14(c) in terms of fidelity to their
corresponding ground-truth maps (Figure 3.14(a)). The maps in Figures 3.14(b)
and 3.14(c) were created by adding an increasing number of uniformly distributed
background fixation points to the corresponding set of ground-truth fixation points
and then converting the resulting set of fixations into a saliency map by convolving it
with the same 2D Gaussian kernel that was used to obtain the original ground-truth
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Figure 3.14: (a) Ground-truth saliency map along with (b) a low-distortion version and (c)
a high-distortion version of the ground-truth map obtained by adding uniformly distributed
background fixations to the original ground-truth fixations for image 39 (top row) and image
42 (bottom row) in the Toronto dataset [1], and shown using the jet color map along with
the corresponding metric scores. (Note: For EMD a lower score is considered to be better,
while for the other metrics a higher score indicates a better map.)
saliency map. The resulting amount of added background activity increases with the
number of added background fixations.
To verify that the observations for Figure 3.14 hold true for a larger set of images
and over a larger number of observers, 10 human observers were shown 20 pairs of
low distortion and high distortion maps similar to those shown in Figure 3.14 along
with the ground-truth saliency map and were asked to identify the better map in
terms of visual resemblance to the ground-truth. The pairwise order of the maps was
randomized and the ground-truth saliency map location was fixed. It was found that
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subjects were able to correctly identify the low distortion case 100% of the times.
3.5 Metrics Performance Evaluation Results
This section discusses the correlation results between the subjective ratings and
the metric scores. To evaluate how good a performance metric is, the scores given by
each metric to each of the considered models are compared with the average scores
given by the subjects to the same models. To correlate the scores the widely used
correlation measures of Spearman Rank Order Correlation Coeffficient (SROCC),
Kendall Rank Correlation Coefficient (KROCC), and Pearson Linear Correlation Co-
efficient (PLCC) are used. The SROCC and KROCC are rank correlation coefficients,
and enable the comparison of the ranking given to the VA models by a VA metric with
the ranking given by the MOS scores. The PLCC is a linear correlation coefficient
that measures how linear the relationship between the metric scores and MOS score
is.
The metric scores are normalized by the metric score obtained for the ground-
truth saliency map that serves as an upper-bound on most metrics before performing
the correlation. For the EMD metric for which a lower score is better and the best
possible score is zero this normalization was not performed, and subjective scores
were inverted by subtracting the scores from the maximum subject score of 5 to
obtain positive correlation scores. For the WFβ measure [55], which requires the
ground-truth to be a binary mask, the ground-truth saliency map is thresholded by
its standard deviation as suggested in [62]. For the MAE metric, instead of using a
binary ground-truth map as in [56], a real-valued ground-truth saliency map is used
since, by definition, the MAE can be computed for two real-valued maps.
Table 3.3 shows the result of the correlations for the VAQ database for all the
existing metrics listed in Table 3.1 and our proposed metric (the shuffled sWNSS
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Table 3.3: Correlation results using the VAQ database.
Non-Shuffled Metrics SROCC KROCC PLCC
AUCBorji [48] 0.5617 0.3952 0.5493
AUCJudd [53] 0.5883 0.4222 0.5846
WFβ [55] 0.3126 0.2113 0.2958
NSS [50] 0.7563 0.5810 0.8297
EMD [53] 0.4470 0.3168 0.5683
CC [48] 0.7461 0.5726 0.8216
SIM [53] 0.5891 0.4246 0.6739
MAE [56] 0.5063 0.3599 0.4803
Proposed WNSS 0.7858 0.6178 0.8687
Shuffled Metrics SROCC KROCC PLCC
sAUC [48] 0.5455 0.3871 0.5631
sNSS [51] 0.6526 0.4843 0.7533
Proposed sWNSS 0.7624 0.5891 0.8553
and non-shuffled WNSS versions). The results for shuffled and non-shuffled metrics
are reported separately because there is no explicit way to remove the center bias
effect from the ground-truth saliency maps in the subjective study. As a result,
human ratings will tend to be better for the saliency maps that boost central regions
over peripheral regions. This leads to non-shuffled metrics like NSS and WNSS
which tend to reward maps with more central than peripheral activity correlating
better with human scores compared to their shuffled versions sNSS and sWNSS.
Tables 3.4 and 3.5 show the statistical significance testing results for the differences
in the variance of the residual of metric scores with MOS for the shuffled and non-
shuffled VA metrics, respectively. As a lower variance of the residual indicates better
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Table 3.4: Significance testing for agreement of shuffled VA metric scores with MOS. A
value of 1, 0, and - indicates higher, lower, and similar agreement with MOS, respectively,
for the row metric when compared with the column metric in terms of statistical significance.
sAUC sNSS sWNSS
sAUC - 0 0
sNSS 1 - -
sWNSS 1 1 -
Table 3.5: Significance testing for agreement of non-shuffled VA metric scores with MOS.
A value of 1, 0, and - indicates higher, lower, and similar agreement with MOS, respectively,
for the row metric when compared with the column metric in terms of statistical significance.
AUCBorji AUCJudd CC EMD NSS SIM WFβ MAE WNSS
AUCBorji - - 0 - 0 0 1 0 0
AUCJudd - - 0 - 0 - 1 - 0
CC 1 1 - 1 - 1 1 1 -
EMD - - 0 - 0 0 1 0 0
NSS 1 1 - 1 - 1 1 1 -
SIM 1 - 0 1 0 - 1 - 0
WFβ 0 0 0 0 0 0 - 0 0
MAE 1 - 0 1 0 - 1 - 0
WNSS 1 1 - 1 - 1 1 1 -
52
0.4 0.6 0.8 1 1.2
1
2
3
4
5
Metric Score
M
O
S
S 0.5617 K 0.3952 P 0.5493
0.4 0.6 0.8 1
1
2
3
4
5
Metric Score
M
O
S
S 0.5883 K 0.4222 P 0.5846
0.4 0.6 0.8 1
1
2
3
4
5
Metric Score
M
O
S
S 0.5455 K 0.3871 P 0.5631
(a) AUCBorji [48] (b) AUCJudd [44] (c) sAUC [48]
0 0.5 1
1
2
3
4
5
Metric Score
M
O
S
S 0.7461 K 0.5726 P 0.8216
0 2 4 6
0
1
2
3
4
Metric Score
M
O
S
S 0.4470 K 0.3168 P 0.5683
0 0.5 1
1
2
3
4
5
Metric Score
M
O
S
S 0.7563 K 0.5810 P 0.8297
(d) CC [44] (e) EMD [44] (f) NSS [50]
0.2 0.4 0.6 0.8 1 1.2
1
2
3
4
5
Metric Score
M
O
S
S 0.5891 K 0.4246 P 0.6739
0 0.5 1
1
2
3
4
5
Metric Score
M
O
S
S 0.6526 K 0.4843 P 0.7533
0.5 1 1.5
1
2
3
4
5
Metric Score
M
O
S
S 0.3126 K 0.2113 P 0.2958
(j) SIM [44] (k) sNSS [51] (l) WFβ [55]
0.4 0.6 0.8 1
1
2
3
4
5
Metric Score
M
O
S
S 0.5063 K 0.3599 P 0.4803
0 0.5 1
1
2
3
4
5
Metric Score
M
O
S
S 0.7858 K 0.6178 P 0.8687
0 0.5 1
1
2
3
4
5
Metric Score
M
O
S
S 0.7624 K 0.5891 P 0.8553
(m)MAE [56] (n) Proposed WNSS (o) Proposed sWNSS
Figure 3.15: Scatter plots for all metrics with correlation scores displayed for the VAQ
database. S, K, and P denote the SROCC, KROCC, and, PLCC scores, respectively.
agreement with MOS, a left-tailed F-test of variance with a confidence level of 5 %
was conducted. In Tables 3.4 and 3.5, a 1, 0, and - indicates higher, lower and similar
agreement with MOS, respectively, for the row metric when compared to the column
metric in terms of statistical significance. Among the shuffled metrics, the proposed
sWNSS metric significantly outperforms both the sAUC and sNSS, and among
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the non-shuffled metrics, the proposed WNSS performs the best by significantly
outperforming most existing VA metrics.
Figure 3.15 shows the scatter plots corresponding to the existing and proposed
metrics. From the existing metrics used in the MIT saliency benchmark [54], the
NSS [50] and CC [48] metrics perform significantly better than the other metrics
with the NSS performing the best among them. The AUCBorji [48] and its deriva-
tive sAUC [48] metric perform the worst among the MIT benchmark metrics. The
WFβ [55] metric also performs poorly. The proposed WNSS and sWNSS metrics
exhibit the best performance among the non-shuffled metrics and shuffled metrics,
respectively, in terms of correlation with the subjective scores.
3.6 Conclusion
This chapter proposes a locally weighted fixation-density based performance met-
ric for assessing the quality of saliency predictions for VA models. A subjective
ground-truth Visual Attention Quality (VAQ) database is created to evaluate the
performance of the proposed metric and other existing metrics. Results of the eval-
uation show that the proposed metrics (WNSS and its shuffled version sWNSS)
outperform the widely used sAUC, AUCBorji and AUCJudd measures as well as other
popular metrics used in the MIT Benchmark [54] in terms of their agreement with the
subjective ratings. The subjective database is made available online to the research
community as a VA performance metric evaluation benchmark on which future VA
performance metrics can be tested.
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Chapter 4
ON THE EVALUATION OF VISUAL ATTENTION MODELS UNDER
DISTORTION
This chapter describes a subjective evaluation of VA models in the presence of dis-
tortions in order to enable a quantitative evaluation of existing and proposed VA
metrics. Additionally, this chapter also discusses the effect of distortions on the pre-
diction performance of VA models.
4.1 Introduction
Images are subjected to a number of distortions at different stages of the image
processing pipeline from acquisition to transmission. As a result, there is a need
to analyze the effect of image distortions on the performance of state-of-the-art VA
models and on the performance of VA metrics. Traditionally, VA models are compared
with eye-tracking fixations to gage their performance. Several metrics were used over
the past decade for objectively evaluating VA models [7] by attempting to quantify
the match between the predicted saliency map and eye-tracking data. A number of
comprehensive comparative evaluation studies have been conducted in recent years
[48, 53], to benchmark existing state-of-the-art models in terms of their ability to
predict human fixations obtained from eye-tracking data for the distortion-free case
using a subset of these metrics. However, all the existing metrics were adopted
blindly without validating whether they are indeed able to satisfactorily quantify
the VA models’ prediction performance. Chapter 3 describes a subjective evaluation
of the quality of VA models in order to validate existing popular VA metrics and
also proposes a novel VA metrics that overcome shortcomings in the existing metrics
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for the distortion-free case. However, no study exists for evaluating the prediction
performance of VA models in the presence of distortions which commonly occur in
real-world visual content, and for validating which objective metrics are adequate to
use in such a case.
This chapter discusses the first subjective study to benchmark VA metric perfor-
mance in the presence of distortions. Subjective ratings from several human observers
are obtained while they rate the quality of predicted VA maps over distorted images,
and the mean opinion scores thus obtained are correlated with scores given by VA
metrics. The robustness of the VA metrics to the type and severity of distortions is
studied. Additionally, an objective evaluation of 20 state-of-the-art VA models based
on the top-performing VA metrics is also performed and the effect of distortion type
and severity on VA model performance is also analyzed.
In this chapter, first, an overview of the 20 state-of-the-art models that are cho-
sen for the objective evaluation is provided in Section 4.2. Next, in Section 4.3, an
overview of the existing popular VA metrics along with VA metrics proposed in Sec-
tion 3.3 is provided. Section 4.4 describes the subjective study and the benchmarking
database created for comparing and validating the performance of the VA metrics in
the presence of distortions. Section 4.5 presents the performance results for the VA
metrics and also describes the objective evaluation results for the VA models using
the top performing VA metrics. A conclusion is presented in Section 4.6.
4.2 Visual Attention Models
As indicated in Chapter 2, the VA models developed over the past few decades
have mostly been targeted at modeling the bottom-up mechanisms of VA. This is
because, top-down VA is highly dependent on the internal state of the observer and
depends on factors like observer history which is very difficult to quantify and model.
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Table 4.1: List of evaluated models: W and H represent the width and height of the input
image and are set to 768 and 512, respectively, for determining computation time, except
when noted otherwise.
Category Model Name Time Taken (seconds) Platform Resolution
Cognitive GAFFE [21] 5.5794 Matlab W ×H
ITTI1 [20] 0.4160 Matlab W ×H
ITTI2 [20] 4.9322 Matlab W ×H
Graph Based GBVS [32] 0.3515 Matlab + MEX W ×H
GBVSNoCB [32] 0.5496 Matlab + MEX W ×H
Information Theoretic AIM [1] 22.9508 Matlab W2 × H2
HouNIPS [25] 0.1960 Matlab W ×H
GR [26] 0.2926 Matlab W ×H
SDSRG [27] 1.2863 Matlab W ×H
SDSRL [27] 1.3263 Matlab W ×H
SUN [23] 2.8115 Matlab 246× 331
Torralba [61] 0.7909 Matlab W ×H
Machine Learning Based Judd [33] 298 Matlab + MEX+OpenCV 200× 200
Spectral FES [28] 0.3593 Matlab W ×H
FTS [30] 1.7581 Matlab W ×H
SigSal [31] 0.3852 Matlab 64× 48
SpectRes [29] 0.0862 Matlab W ×H
Other AWS [38] 5.1655 Matlab W2 × H2
BMS [17] 2.4805 Matlab + MEX W ×H
Context [39] 37.2912 Matlab + MEX W ×H
CovSal [42] 14.9193 Matlab W ×H
RandomCS [41] 3.4434 Matlab W ×H
SIMCoarse [40] 27.6926 Matlab + MEX + OpenCV W ×H
SIMFine [40] 28.7456 Matlab + MEX + OpenCV W ×H
The bottom-up VA models work on the concept of a “saliency map” as proposed by
Koch and Ullman [16]. The bottom-up VA models can be categorized based on the
type of features used to obtain the saliency maps. 20 state-of-the-art models that
well represent different categories are chosen. The models also vary in complexity
and correspondingly their resource intensiveness. The complete list of models along
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Table 4.2: List of evaluated metrics.
Metric Name Category Ground-truth
AUCBorji [48] Location-based Fixation Points
AUCJudd [53] Location-based Fixation Points
sAUC [48] Location-based Fixation Points
WFβ [55] Location-based Fixation Density Map
NSS [48] Value-based Fixation Points
sNSS [51] Value-based Fixation Points
CC [48] Distribution-based Fixation Density Map
SIM [53] Distribution-based Fixation Density Map
EMD [53] Distribution-based Fixation Density Map
Proposed WNSS Value-based Fixation Points
Proposed sWNSS Value-based Fixation Points
with the category, the time taken for each model to process a 768 x 512 image, the
platform used, and the corresponding output resolution for each model is provided
in Table 4.1. To calculate the computation time, all the models were run on the
same PC using Matlab. For some models, MEX files and OpenCV libraries are used
to speed up execution times, as indicated in Table 4.1 under the platform column.
See Sections 2.3.1 to 2.3.6 for a detailed description of these models along with an
overview of the different model categories.
4.3 Performance Evaluation Metrics
The most common evaluation strategy is to analyze the performance of a VA
model in terms of several metrics. However, existing saliency metrics will often give
different rankings to different models (see [48]). It is unclear as to which metrics are
more useful. Table 4.2 lists existing popular VA metrics, along with metrics proposed
in Chapter 3 that are evaluated in this chapter. The category and type of ground-truth
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Figure 4.1: Distorted versions of the Bikes image in the TUD database [2]. The level of
distortion increases from left to right and the type of distortion changes from top to bottom,
namely, Blur, JPEG and Gaussian Noise, respectively.
used for each metric is also listed. The details for the metrics AUCBorji, AUCJudd,
sAUC, NSS, sNSS, CC, SIM , and EMD metrics can be found in Section 2.5 and
the details for the proposed metrics WNSS and sWNSS can be found in Section 3.3.
4.4 Subjective Evaluation of VA Models for Varying Distortion Types and Levels
To assess the performance of the existing as well as proposed metric in evalu-
ating VA models for distorted images, a Distortion-based Visual Attention Quality
(DVAQ) database is constructed as part of this work. The constructed database
consists of saliency maps that are obtained from state-of-the-art VA models and
their corresponding ground-truth saliency maps for imakenages taken from the TUD
database [2].
This database includes human eye movements recorded for 14 subjects while look-
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Figure 4.2: Fixation density maps for distorted versions of the Bikes image in the TUD
database [2]. The level of distortion increases from left to right and the type of distortion
changes from top to bottom.
ing at 54 distorted stimuli. The different distortion types used are Gaussian blur,
white noise and JPEG compression, with each type having three different levels of
distortion (high, medium and low). The original TUD database provides MOS scores
for an image quality assessment task in addition to the saliency maps obtained from
the recorded fixation points. Figure 4.1 shows the distorted versions (different types
and different levels of distortion) for the Bikes image, and Figure 4.2 shows the cor-
responding fixation density maps for the images. The fixation density maps are
obtained by placing a 2D Gaussian on the fixation point locations and normalizing
the resulting map.
In this work, predicted saliency maps for each of these 54 stimuli images are
computed using the following 4 state-of-the-art VA models: AWS [38], BMS [17],
HouNIPS [25], and ITTI [20]. The number of models were restricted to 4 in order to
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Figure 4.3: GUI used for subjective testing.
limit the total number of images shown to a subject to minimize fatigue and to keep
the total time of each trial within 30 minutes. In addition, the original 54 ground-
truth saliency maps are also added to give a total of 270 image pairs, where both
the ground-truth and predicted saliency maps are shown to subjects in a randomized
order. A ‘jet’ colormap that indicates high intensity values in red and low intensity
values in blue was used to make it easy for the subjects to assess the maps. The GUI
used for the subjective testing and the colormap used are shown in Figure 4.3.
Subjective ratings are obtained by asking human subjects to rate the similarity
of the predicted saliency map to the corresponding ground-truth saliency map on a
5-point scale (5-Excellent, 4-Good, 3-Fair, 2-Poor, and 1-Bad). The two aspects the
subjects are asked to focus on are how well the locations of the highest intensity values
(corresponding to the most salient regions) in the ground-truth match those in the
predicted saliency map and the amount of false-positive activity, i.e. high activity in
the predicted saliency map that falls on regions of low activity in the ground-truth.
The subjects are given a training session and are shown examples of each rating type
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Figure 4.4: Training samples shown to subjects before taking the main test. The images
and corresponding ground-truth maps are taken from the Toronto dataset [1].
from excellent to bad. Figure 4.4 shows samples of the training images (one for each
category) shown to the subjects. As seen in Figure 4.4, in the “Excellent” category
the high saliency regions align very well with those in the ground-truth map and there
exists minimal false-positive activity. The misalignment of high saliency regions and
amount of false-positive activity increases for the “Good” and “Fair” categories. For
the “Poor” to “Bad” categories the highest saliency regions in the ground truth and
the predicted saliency maps are totally misaligned and the false positive activity
increases from high to very-high, respectively.
The maps were shown to 16 subjects with age ranging between 22 to 33, and who
were checked for color blindness. Figure 4.5 shows the distribution of the MOS scores
obtained for the predicted saliency maps given by VA models. It illustrates that in
only about 22% of the cases, models received a subjective rating of good or excellent.
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Figure 4.5: Distribution of MOS scores.
It also shows that the saliency maps shown cover the entire range of ratings from
Excellent to Poor.
Tables 4.3 to 4.5 show the obtained MOS for the 4 VA models and for different
levels and types of distortion along with significance testing results. For each of the
significance testing results shown in Tables 4.3 to 4.5, a right-tailed t-test at a con-
fidence level of 5% was used under the assumption of unequal variances. Table 4.3
shows the MOS for the 4 VA models taken over all distortion types and levels. Ta-
ble 4.3(b) shows significance testing results for the MOS values. In Table 4.3(b), a
value of 1 indicates that the row model had a significantly higher MOS compared to
the column model, a value of 0 indicates that the row model has a significantly lower
MOS compared to the column model, while a ‘-’ indicates no significant difference
in the row and column models’ MOS values. In terms of MOS scores, the ITTI [20]
model does significantly better than the BMS [17] and the HouNIPS [25] models with
the latter performing significantly worse than the other three VA models.
Table 4.4(a) shows the variation of MOS over the different levels of distortion
for the different VA models with Table 4.4(b) and Table 4.4(c) showing the statis-
tical significance testing results. In Table 4.4(b), each cell represents the statistical
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Table 4.3: (a) MOS for VA models over all distortion types and levels along with (b) Sig-
nificance testing results. A value of 1 means the model in the row has significantly higher
MOS than the model in the column, a value of 0 means the model in the row has signifi-
cantly lower MOS than the model in the column, and a ’-’ indicates that the MOS for the
model in the row is statistically indistinguishable from the MOS for the model in the col-
umn. A right-tailed t-test assuming unequal variances was performed to establish statistical
significance using a 5% confidence level.
Model MOS
AWS 2.2002
BMS 2.1632
HouNIPS 2.0775
ITTI 2.2743
AWS BMS HouNIPS ITTI
AWS - - 1 -
BMS - - 1 0
HouNIPS 0 0 - 0
ITTI - 1 1 -
(a) (b )
Table 4.4: (a) Variation in MOS for the VA models over different levels of distortion.
(b) Significance testing results over models represented as a 3 digit code. The digits from left
to right represent the distortion levels High, Medium and Low, respectively. (c) Significance
testing results over distortion levels represented as a 4 digit code from left to right. The
digits from left to right represent the models AWS, BMS, HouNIPS and ITTI, respectively.
Model names
Level of distortion AWS BMS HouNIPS ITTI
High 2.1910 2.1146 2.0521 2.3021
Medium 2.1181 2.0868 2.0347 2.2257
Low 2.2917 2.2882 2.1458 2.2951
(a)
AWS BMS HouNIPS ITTI
AWS - - - - - - - - 1 - - -
BMS - - - - - - - - - 0 - -
HouNIPS - - 0 - - - - - - 000
ITTI - - - 1 - - 111 - - -
High Medium Low
High - - - - - - - - - 0 - -
Medium - - - - - - - - 0 0 - -
Low - 1 - - 1 1 - - - - - -
(b) (c)
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Table 4.5: (a) Variation in MOS for the VA models over different types of distortion.
(b)Significance testing results over models represented as a 3 digit code. The digits from left
to right represent the distortion levels JPEG, Blur and Noise, respectively. (c) Significance
testing results over distortion types represented as a 4 digit code from left to right. The
digits from left to right represent the models AWS, BMS, HouNIPS and ITTI, respectively.
Model Names
Type of distortion AWS BMS HouNIPS ITTI
JPEG 2.2431 2.1944 2.1111 2.3125
Blur 2.1910 2.2014 2.1736 2.3472
Noise 2.1667 2.0938 1.9479 2.1632
(a)
AWS BMS HouNIPS ITTI
AWS - - - - - - - - 1 - 0 -
BMS - - - - - - - - 1 - - -
HouNIPS - - 0 - - 0 - - - 0 0 0
ITTI - 1 - - - - 1 1 1 - - -
JPEG Blur Noise
JPEG - - - - - - - - - - 1 1
Blur - - - - - - - - - - 1 1
Noise - - 0 0 - - 0 0 - - - -
(b) (c)
significance of the MOS for the row model being greater than that for the column
model for the three levels of distortions represented as an encoded three digit word
with each digit from left-to-right corresponding to high, medium, and low distortion
levels, respectively. For every digit, a value of 1 indicates that the row model has a
significantly higher MOS compared to the column model, a value of 0 indicates that
the row model has a significantly lower MOS compared to the column model, while a
- indicates no significant difference in the row and column model MOS values for the
distortion level corresponding to the digit location. Furthermore, Table 4.4(c) shows
the statistical significance of the MOS for the row distortion level (High, Medium,
Low) being greater than that for the column level for the four different VA mod-
els as an encoded four digit word with each digit from left-to-right representing the
AWS, BMS, HouNIPS, and ITTI models, respectively. Similar to the previous case,
a 1, 0, and - at a digit represents a statistically significant higher, lower, and non-
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distinguishable MOS score, respectively, for the row level compared to the column
level for the model corresponding to the digit location. Table 4.4(b) shows that the
performance of the ITTI model is significantly better than the HouNIPS model for
all distortion levels, and than that of the BMS model for high levels of distortion.
Additionally, the AWS model perform significantly better than the HouNIPS model
for the low levels of distortion. Furthermore, Table 4.4(c) shows that the performance
for low levels of distortion is significantly better than the high levels of distortion for
the BMS model and is significantly better than that for medium levels of distortion
for the AWS and BMS models.
Table 4.5(a) gives the variation in MOS for the VA models over different distortion
types with Tables 4.5(b) and 4.5(c) giving the statistical significance testing results.
The statistical significance is to be interpreted in a similar manner to Tables 4.4(b)
and 4.4(c) with the three levels of distortion being replaced by the three distortion
types: JPEG, blur, and noise. Table 4.5(b) shows that the performance in terms of
MOS for the ITTI [20] model is significantly better than the HouNIPS [25] model
for all three types of distortion and is significantly better than the AWS [38] model
for the blur distortion type. Additionally, the AWS [38] and BMS [17] models also
outperform the HouNIPS [25] model for the noise distortion type. From Table 4.5(c),
it can be seen that the VA models’ performance for the JPEG and blur distortion types
is significantly better than that for the noise distortion type for the HouNIPS [25]
and ITTI [20] models.
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Table 4.6: (a) Performance of the shuffled VA metrics in terms of the PLCC and SROCC
using the entire DVAQ database MOS scores. (b) Significance testing based on F-test of
variance of residuals. A value of 1 means the metric in the row has significantly higher agree-
ment with MOS than the metric in the column, a value of 0 means the metric in the row has
significantly lower agreement with MOS than the metric in the column, and a ’-’ indicates
that the agreement with MOS for the metric in the row is statistically indistinguishable
from the agreement with MOS for the metric in the column.
Metric name PLCC SROCC
sAUC 0.7643 0.6836
sNSS 0.7730 0.6852
sWNSS 0.8772 0.8207
sAUC sNSS sWNSS
sAUC - - 0
sNSS - - 0
sWNSS 1 1 -
(a) (b)
Table 4.7: (a) Performance of the non-shuffled VA metrics in terms of the PLCC and
SROCC using the entire DVAQ database MOS scores. (b) Significance testing based on
F-test of variance of residuals. A value of 1 means the metric in the row has significantly
higher agreement with MOS than the metric in the column, a value of 0 means the metric
in the row has significantly lower agreement with MOS than the metric in the column,
and a - indicates that the agreement with MOS for the metric in the row is statistically
indistinguishable from the agreement with MOS for the metric in the column.
Metric name PLCC SROCC
SIM 0.8803 0.7708
EMD 0.8495 0.7480
AUCBorji 0.8145 0.8119
AUCJudd 0.8211 0.8251
NSS 0.8836 0.8510
WNSS 0.9076 0.8590
CC 0.9027 0.8706
WNSS AUCJudd AUCBorji NSS CC SIM EMD
WNSS - 1 1 1 - 1 1
AUCJudd 0 - - 0 0 0 -
AUCBorji 0 - - 0 0 0 -
NSS - 0 1 1 - 0 - 1
CC - 1 1 1 - 1 1
SIM 0 1 1 - 0 - 1
EMD 0 - - 0 0 0 -
(a) (b)
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4.5 Objective Evaluation of VA Models for Varying Distortion Types and Levels
4.5.1 Correlation Results of Existing Popular and Recently Proposed Metrics with
Subjective Scores
In order to determine which objective VA metric works best for assessing the
performance of VA models, the scores given by each metric to each of the considered
models are compared with the average scores given by the subjects (MOS scores) to
the same models. To correlate the scores the widely used Pearson’s linear correlation
coefficient (PLCC) and Spearman’s rank correlation coefficient (SROCC) are used.
Tables 4.6 and 4.7 show the performance of the shuffled and non-shuffled metrics,
respectively, over the DVAQ database MOS scores along with the significance testing
results. The left-tailed F-test for comparing the variance of the residual of the metric
scores and the MOS is used for significance testing at a confidence level of 5%. This
procedure is widely used in the significance testing of image quality metrics with MOS
scores [63]. In Tables 4.6(b) and 4.7(b) a value of 1 indicates that the row metric
correlates significantly more than the column metric, a value of 0 indicates that the
roew metric correlates significantly lower than the column metric, and a value of -
indicates no significant difference in the correlations of the row and column metrics.
From Table 4.6, it can be seen that among the shuffled metrics, the proposed sWNSS
metric significantly outperforms the existing popular sAUC metric and the recently
proposed sNSS [51] metric. Table 4.7 shows that, among the non-shuffled metrics,
both the CC and the proposed WNSS metric significantly outperform the rest of
the popular existing metrics.
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4.5.2 Performance Evaluation of VA Models over Different Distortion Levels and
Types
In order to perform objective evaluation of VA models in the presence of distor-
tions, saliency maps obtained by applying 20 state-of-the-art VA models on all the 54
images in the TUD database [2] are considered and evaluated with the corresponding
eye-tracking data using metrics that gave the best overall performance in Tables 4.6
and 4.7. Figure 4.6 shows the performance of the 20 state-of-the-art models over the
TUD database in terms of the sAUC, sNSS, sWNSS, WNSS, CC, and sWNSS
metrics . The CovSal [42] model performs the best in terms of the sWNSS, WNSS,
CC, and NSS metrics and the HouNIPS [25] model does the best in terms of the
sAUC and sNSS metrics.
Figures 4.7 and 4.8 show the performance of the top 5 models for each of the top-
performing non-shuffled and shuffled VA metrics for different distortion types and
levels. The following conclusions can be drawn from Figures 4.7 and 4.8:
• For both shuffled and non-shuffled metrics, for the blur distortion type, a high
level of distortion tends to increase VA model performance as compared to
medium and low levels of distortion.
• For the non-shuffled metrics, for all types of distortion, a lower level of distortion
tends to decrease VA model performance as compared to higher and medium
levels of distortions.
4.6 Conclusion
In this chapter, a subjective database to evaluate VA quality in the presence
of distortions (DVAQ) is constructed and the effect of varying levels and types of
distortions on MOS scores is studied. Scores from existing popular as well as recently
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proposed VA metrics are correlated with the subjective ratings to compare them.
The locally adaptive WNSS and sWNSS metrics proposed in Section 3.3 are shown
to outperform the popular existing metrics in the presence of distortions in terms
of correlation with subjective scores. Also, a comprehensive analysis of 20 state-of-
the-art VA models is performed over a database with different distortion types and
levels using the top performing VA metrics. It is found that the performance of the
VA models varies with both the type and level of distortion. In terms of subjective
scores, the JPEG and blur types of distortion have a significantly higher MOS than
the noise type of distortion. In terms of objective VA model performance, for the
blur distortion type, a high level of distortion leads to better model performance as
compared to that for the medium and low levels of distortion. Furthermore, for the
non-shuffled metrics, a low level of distortion results in a decreased model performance
when compared to the high and medium distortion levels for all distortion types.
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Figure 4.6: VA Model performance for different metrics over the TUD database.
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Figure 4.7: NSS (top), CC (middle), and WNSS (bottom) scores for the TUD database
for different distortion types:(a) Blur, (b) JPEG and (c) Noise. Blue, green and red lines
correspond to low, medium and high levels of distortion, respectively, and the black dotted
line represents the average over all distortion levels according to which the models have
been sorted.
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Figure 4.8: sAUC (top), sNSS (middle), and sWNSS (bottom) scores for the TUD
database for different distortion types:(a) Blur, (b) JPEG and (c) Noise. Blue, green and
red lines correspond to low, medium and high levels of distortion, respectively, and the black
dotted line represents the average over all distortion levels according to which the models
have been sorted.
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Chapter 5
CONCLUSION
This research work discusses several important issues related to VA performance eval-
uation such as constructing subjective visual attention quality databases to bench-
mark VA metrics, illustrating shortcomings in existing VA metrics and proposing
novel VA metrics that give high correlation with the subjective scores. The effect
of distortion on the performance and the objective evaluation of VA models is also
studied. This chapter summarizes the main contributions of this work and suggests
possible research directions.
5.1 Contributions
The main contributions of this work can be summarized as follows:
• The first subjective evaluation to assess the quality of saliency maps is con-
ducted in which subjective ratings from several human observers are used to
obtain mean quality ratings for saliency maps from several models for distortion-
free images. These ratings are then used to construct a subjective ground-truth
Visual Attention Quality (VAQ) database that is provided to the research com-
munity to be used as a benchmark to compare existing and new VA performance
metrics for distortion-free images.
• A novel locally weighted fixation-density based performance metric and its shuf-
fled variant are proposed for assessing the quality of saliency predictions for VA
models for distortion-free images. The proposed metrics are found to outper-
form existing metrics in terms of correlation with subjective scores for the VAQ
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database.
• The first subjective evaluation to assess the quality of saliency maps in the pres-
ence of varying types and levels of distortion is performed in which subjective
ratings from several subjects are used to construct a Distortion-based Visual
Attention Quality (DVAQ) database that is provided to the research commu-
nity to be used as a benchmarking framework for VA metrics in the presence of
distortions.
• The first quantitative performance evaluation of objective VA metrics is pre-
sented. This evaluation was made possible due to the availability of the VAQ
and DVAQ databases that are constructed as part of this work.
• The first comprehensive objective evaluation of 20 state-of-the-art VA models
over an eye-tracking database consisting of images with different types and levels
of distortions is provided using VA metrics that correlate highly with the DVAQ
subjective scores.
5.2 Future Directions
While this work provides several important contributions in the area of VA evalua-
tion including the subjective and objective evaluation of VA models, there are several
directions of research that can be explored as future work:
• Recent advances in deep learning show that learned features obtained from ini-
tial stages of convolutional neural networks (CNN) trained for object detection
and recognition prove to be very useful in other vision related tasks. Existing
VA models use low-level features like color, texture and contrast and combine
them linearly or non-linearly to produce saliency maps. It will be interesting to
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explore if learned features from deep CNN architectures when combined with
feature fusion strategies used by current bottom-up VA models can lead to
better saliency prediction.
• In practice, multiple types of distortions affect the visual content simultaneously.
Therefore, there is a need to evaluate the VA models in the presence of more
than one type of distortion.
• Analysis of spectrum based saliency approaches suggests that the phase spec-
trum is responsible for localization of saliency while the amplitude spectrum is
responsible for saliency magnitude. This fact could be used to develop a better
VA performance metric where both amplitude and phase spectra of ground-
truth saliency and predicted saliency maps can be compared to obtain a high-
fidelity measure of VA performance.
• Spatio-temporal saliency can be used to incorporate motion information to im-
prove upon object proposals for real-time object detection and object proposal
generation.
• The use of VA to improve super-resolution can be explored in more detail. A
detailed study evaluating the effectiveness of existing state-of-the-art VA models
to improve the performance of super-resolution methods can be performed.
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