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As first proposed for the adiabatic quantum information processing by Wu, Byrd and Lidar [
Phys. Rev. Lett. 89, 057904 (2002)], the Trotterization technique is a very useful tool for universal
quantum computing, and in particular, the adiabatic quantum simulation of quantum systems.
Given a boson Hamiltonian involving arbitrary bilinear interactions, we propose a static version of
this technique to perform an optical simulation that would enable the identification of the ground
state of the Hamiltonian. By this method, the dynamical process of the adiabatic evolution is
mapped to a static linear optical array which avoids the errors caused by dynamical fluctuations.
We examine the cost of the physical implementation of the Trotterization, i.e. the number of discrete
steps required for a given accuracy. Two conclusions are drawn. One is that number of required
steps grows much more slowly than system size if the number of the non-zero matrix elements of
Hamiltonian is not too large. The second is that the fluctuation of the parameters of optical elements
does not affect the first conclusion. This implies that the method is robust against errors.
The reason for simulating a quantum system using an-
other quantum system is to obtain information of an un-
controllable system from a controllable one which is sim-
ilar to the former. It has attracted a lot of attention ever
since proposed by Richard P. Feynman [1], and devel-
oped by Seth Lloyd [2]. Recent studies [3–11] show that
quantum simulation can provide alternative approaches
to finding solutions by encoding them to the ground state
of a Hamiltonian. Some of the simulation strategies have
been proven to be capable of dealing with classically in-
tractable problems, for example NP-complete problems
[4, 11].
One major obstacle to realizing the quantum simula-
tion of a particular system is the difficulties in prepar-
ing the ground state of a Hamiltonian. In a number of
quantum systems, it is relatively easy to find the ground
state of some particular Hamiltonian, but very difficult
to find the one required to solve a specific problem about
which we are concerned. A great deal of effort has been
expended developing the strategies and technologies for
ground state preparation, both experimentally and the-
oretically [12–14]. Among those preparation strategies,
adiabatic evolution has the greatest generality. In prin-
ciple, if one prepares the ground state of some Hamilto-
nian, one can then obtain the ground state of a target
Hamiltonian by starting with the ground state that one
can prepare and slowly evolving the system from the pre-
pared Hamiltonian to the desired one. Such a scheme is
guaranteed by adiabatic theorem and now termed adi-
abatic quantum computing (AQC) [15]. AQC has been
verified by a group of experiments [16–20]. It is con-
sidered a competitive candidate for universal quantum
computing. In the implementation of AQC, the crucial
step is to adiabatically connect the problem Hamiltonian
(whose ground state encodes the solution) with the ini-
tial, prepared Hamiltonian. Fortunately, the Trotteri-
zaion technique provides a way to achieve such connec-
tion. With this technique, one can decompose the to-
tal evolution into short-time operations during which the
system Hamiltonian is approximately time-independent
for each step. The dynamical control of the system can be
implemented by a sequence of such an operation. This
dramatically lowers the difficulty of realizing AQC. In
general, the whole Trotterized-AQC (TAQC) protocol
can be described as follows [5]. (i) Prepare the ground
state |ψ0〉 of Hamiltonian H0. (ii) Find the problem
HamiltonianHp whose ground state encodes the solution.
(iii) Set the total Hamiltonian H(t) = f(t)H0 + g(t)Hp
with slowing-varying control functions f(t) and g(t), e.g.,
f(t) = 1− t/T and g(t) = t/T where t is the time and T
is the period for the entire evolution. Then decompose
the evolution operator into a sequence of steps using the
Trotter-Suzuki formula, which is the key ingredient and
given by
U(T ) := T exp[−i
∫ T
0
H(t)dt]
≈
k−1∏
a=0
exp[−iH(aτ)τ ]. (1)
U(T ) is the evolution operator from 0 to T , k is a large
integer so that τ = T/k is a small time segment, and
T is time ordering operator. (iv) Finally, obtain the
solution by measuring the state |ψf 〉 which is the sim-
ulation of |ψad〉 = U(T )|ψ0〉 using U(T ) implemented
according to Eq. (1). For operators A and B and a
2sufficiently small δ, the Trotter-Suzuki formula implies
eδ(A+B) ≈ eδAeδB + O(δ2). It was introduced for the
simulation of complex time-independent Hamiltonians in
Ref. [2]. The application of the formula to an adiabatic
strategy involving time-dependent Hamiltonian in TAQC
protocol described above, was first proposed in Ref. [5]
and experimentally verified by reference [19].
Here, we propose an optical implementation of TAQC.
Linear optics provides a reasonably good system for
quantum information processing. A logical qubit can be
encoded in the polarization, frequency, spatial modes or
other degrees of freedom of a photon which can be pre-
served for a relatively long time and is controllable [21–
28]. Just as important for our purposes, the operations of
the system are static so that the dynamics are discretized.
We consider the problem of diagonalizing a matrix which
is classically classified as NP-hard. In order to simulate
a many-body system, we propose a method for reaching
the ground state of a boson Hamiltonian with arbitrary
bilinear interactions. We analyze the dependence of the
implementation cost, given by the Trotter Number (pa-
rameter k in the decomposition (1)), on the system size.
We also study the effects of fluctuations of the param-
eters of the simulation by using a Randomized Trotter
formula (RTF) [11]. The definition of RTF is
U(T ) ≈
k−1∏
a=0
exp[−iH(aτ)τa], (2)
where τa = τ(1 + ga) and ga is a random number. When
ga is deleted, the decomposition (2) reduces to the stan-
dard one (1). In our case, the fluctuation of τ corre-
sponds to the imperfections of experimental optical el-
ements. We show numerically that such error will add
little extra cost to the simulation for a given accuracy.
We consider a very general model with
H0 =
∑
s
ǫsb
†
sbs, Hp =
∑
l
εlb
†
l bl +
∑
m 6=n
Jmnb
†
mbn. (3)
where b†i (bi) is a creation (annihilation) operator of
the ith bosonic mode with commutators [bi, b
†
j] = δij ,
[b†i , b
†
j ] = [bi, bj] = 0 and Jmn is the magnitude of in-
teraction between the mth mode and nth mode. In the
one-photon subspace, the Hamiltonian (3) can be repre-
sented by a matrix which has no additional constraints
other than being Hermitian. So the process of finding
its ground state is equivalent to diagonalizing a general
Hermitian matrix. In our proposal, the bosonic modes
are mapped to the spatial modes of photons. Hence, b†i
corresponds to a photon propagating along an optical
path labelled by i, and bi corresponds to the absence of
the photon from the path. To implement a TAQC, one
must design a physical realization of the adiabatic evo-
lution. We now discuss the details of such a realization.
First, applying the decomposition (1) to the evolution of
a Hamiltonian (3), we have
k−1∏
a=0
e(1−a/k)τ
∑
s ǫsb
†
sbs+(a/k)τ(
∑
l εlb
†
l
bl+
∑
m 6=n Jmnb
†
mbn).
(4)
We can utilize the Hermiticity of J , Jmn = J
∗
nm, so that
∑
m 6=n
Jmnb
†
mbn =
∑
m<n
(Jmnb
†
mbn + J
∗
mnbmb
†
n)
=
∑
m<n
[ReJmn(b
†
mbn + bmb
†
n) + iImJmn(b
†
mbn − bmb†n)],
(5)
where ReJmn (ImJmn) is the real (imaginary) part of
Jmn. Given the commutators and Trotter-Suzuki for-
mula, every multiplier of expression (4) can be separated
into three exponential operators, and each one can be
further decomposed as
e−i(1−a/k)τ
∑
s ǫsb
†
sbs =
∏
s
e−i(1−a/k)τǫsb
†
sbs ,
e−i(a/k)τ
∑
l
εlb
†
l
bl =
∏
l
e−i(a/k)τεlb
†
l
bl ,
(6)
and
e−i(a/k)τ
∑
m 6=n Jmnb
†
mbn ≈
∏
m<n
[
e(a/k)τ ImJmn(b
†
mbn−bmb
†
n)
×e−i(a/k)τReJmn(b†mbn+bmb†n)
]
.
(7)
Next, we demonstrate how to simulate these operators
using an array of optical devices. However, we note that
it is possible to implement the same set of elements using
a photonic chip [28]. Our proposal could be considered a
prototype for such a chip. We primarily use two common
linear elements, phase shifters (PSs) and beam splitters
(BSs), shown by Figs. 1(a) and 1(b). The mathemati-
cal descriptions of PS and BS are Ups(φ) = e
−iφc†c and
Ubs(θ) = e
θ(c†d−cd†). (See for example [29].) c† and d† are
two different spatial modes. φ is the phase shifted by a
PS and θ defines the reflection (transmission) rate of a BS
through cos θ (sin θ). Ups(φ) and Ubs(θ) perfectly match
the form of equations (6) and (7). The factors of the
forms e−i(1−a/k)τǫsb
†
sbs and e−i(a/k)τεlb
†
l
bl can be imple-
mented by two PSs, Usps((1−a/k)τǫs) and U lps((a/k)τεl).
Superscripts s and l denote the optical modes. Fac-
tor e(a/k)τ ImJmn(b
†
mbn−bmb
†
n) can be implemented by one
BS, Umnbs ((a/k)τImJmn), where m and n denote opti-
cal modes. The factor e−i(a/k)τReJmn(b
†
mbn+bmb
†
n) can
be implemented by a combination of four PSs and a
BS, Umbs(
−π
4 )U
n
bs(
π
4 )U
mn
bs ((a/k)τReJmn)U
m
bs (
π
4 )U
n
bs(
−π
4 ).
This can be seen by using the relation e−
pi
4
ZY e
pi
4
Z = X
and the connection between the Lie group SU(2) and bo-
son operators. An illustration of the above combination
3is given by Fig. 1(c). The whole implementation of the
simulation is described by Fig. 2. For ease of illustration,
Fig. 2 only shows nearest-neighbour interactions. How-
ever, it is in principle possible to implement any type of
bilinear interaction.
FIG. 1. Optical elements and their combinations used for
simulation. (a) Phase shifter (b) Beam splitter and (c) com-
bination for the simulation of the real part of the interaction.
(Details are in the main text.) Output modes c′† and d′† in (b)
are defined by c′† = c† cos θ+d† sin θ, d′† = −c† sin θ+d† cos θ.
Our objective is the simulation of large quantum sys-
tems which are difficult to simulate using classical com-
puters. However, when system size grows, more resources
may be required to obtain the same level of simulation
accuracy. Therefore, it is important to examine the vari-
ation of the resources with the system size. We next
investigate this resource dependence in terms of the num-
ber of required segments (k) when the number of bosonic
modes (N) increases.
We note that, as shown by the decomposition (1) and
the expression (4), the accuracy of simulation increases
when Trotter number k grows. Also, the number of op-
tical elements required to perform the simulation is pro-
portional to k (see Fig. 2). Now consider the difference
between the ideal adiabatic evolution and the Trotterized
one as measured by ∆ = 1 − |〈ψad|ψf 〉|2. The function
Ud(T ), which is the discrete form of U(T ) obtained using
a finite-difference Scho¨dinger equation, is
Ud(T ) = 1 + (−iτ)
k−1∑
r1=0
H(r1τ)
+ (−iτ)2
k−1∑
r1=1
H(r1τ)
r1−1∑
r2=0
H(r2τ) +O(τ
3).
(8)
Obviously, Ud(T ) → U(T ) when k → ∞. Also, con-
sider the commutator of H0 and Hp which, to a large
extent, describes the error when applying equations (6)
and (7). By Taylor expansion, we can find the difference
of
∏k−1
a=0 e
−iH(aτ)τ and
∏k−1
a=0 e
−i(1−a/k)H0τe−i(a/k)Hpτ .
Then, the dominant factor of ∆ can be calculated by
adding up the leading terms in above expressions. More
specifically, from U(T ) to Ud(T ), we have the leading
error given by
D1 =
Hp −H0
2
τ. (9)
From Ud(T ) to
∏k−1
a=0 e
−iH(aτ)τ (expression (4)), the
FIG. 2. Sketch of the whole simulation of the adiabatic evolu-
tion (for only nearest-neighbor interactions). The parameters
of each element are shown in the figure. Square brackets la-
beled by a mark out the unit cell which periodically repeats
along the propagation direction of photons (from input to
output) with a = 0, · · · , k − 1. Function c(a) = τa/k. Phase
function of the PS ϕna = (1− a/k)τaǫn + (a/k)τaεn.
leading error is given by
D2 = − (−iτ)
2
2
k−1∑
α=0
H2(ατ). (10)
From
∏k−1
a=0 e
−iH(aτ)τ to
∏k−1
a=0 e
−i(1−a/k)H0τe−i(a/k)Hpτ
which is, in principle, sufficient to describe the k ∼ N
relation, the leading error is given by
D3 = −
k−1∑
β=0
(−iτ)2
2
[Hp(βτ), H0(βτ)]. (11)
Then we have
|〈ψad|ψf 〉|2 ≈ |〈ψ0|U †(T )[U(T )−D]|ψ0〉|2
= |1− 〈ψ0|U †(T, 0)D|ψ0〉|2
≈ 1− 2Re{〈ψ0|U †(T )D|ψ0〉}
= 1− 2Re{〈ψad|D|ψ0〉},
(12)
where D = D1 +D2 +D3. In the second to last approx-
imation, higher order terms are neglected. After some
4simplification, we pick out the leading terms and obtain
∆ ≈ T
2
3k
Re{[〈ψad|H20 |ψ0〉+ 〈ψad|HpH0|ψ0〉
− 3
2T
〈ψad|(Hp −H0)|ψ0〉+ 〈ψad|H2p |ψ0〉]}
=
T 2
3k
Re{〈ψad|ψ0〉}[E20g + E0gEpg
− 3
2T
(Epg − E0g) + E2pg],
(13)
where Epg (E0g) is the ground state energy of Hp (H0).
This expression comes from the fact that |ψad〉 (|ψ0〉) is
the ground state of Hp (H0). Because H0 is diagonal,
E0g is independent of N . In general, Epg is a function
of N determined by the structure of Hp. The real part
of the overlap 〈ψad|ψ0〉 is bounded by one. So we can
rewrite ∆ in the following form:
∆ ≈ T
2
3k
(A+BEpg(N) + CE
2
pg(N)), (14)
where A, B, C are constants independent of N . We
can conclude from equation (14) that for a given ∆, the
dependence of the Trotter number k on system size N
is determined by the ground state energy of Hp in the
leading order approximation. Thus determining the form
of Hp will enable the determination of the dependence of
Eg on N and therefore the relation between k and N for
a given ∆.
Next, we consider the effect of the fluctuation of the
optical elements on this relation. The analysis process
is basically the same as before, except that we replace
τ by τa (given by RTF (2)). The fluctuation is mod-
eled by zero-mean random number ga. Then one has∑k−1
a=0 ga → 0 when k → ∞. This means that the ga in-
cluded in the summations will converge to zero like 1/k
and can be treated as a higher order term. Then τa
shrinks to τ in the leading order approximation and the
dominant error in such case has the same form as Equa-
tion (14). Therefore, the fluctuations introduced by τa
does not contribute significantly to the dependence of k
on N .
We next numerically evaluate this dependence for some
particular cases. We first let H0 be a diagonal matrix
whose entries are sorted, equal-spaced and from 0.5 to
N − 0.5. The diagonal entries of Hp are H0 − 0.5. Be-
fore the description of the off-diagonal setup of Hp, we
introduce the concept of the density of a matrix, which
is defined as the number of nonzero matrix elements di-
vided by the total number of matrix elements. We con-
sider three off-diagonal examples of Hp. The first one
only involves the nearest- and next-nearest-neighbour in-
teraction, i.e. Hp is a pentadiagonal matrix with density
(5N−6)/N2. The second off-diagonal part forms a sparse
matrix with fixed density 0.5. The locations of non-zero
entries are random. The third one is the case with full
FIG. 3. The dependence of Trotter number k on system size
N when the overlap |〈ψad|ψf 〉|
2 is bigger than 0.9. Solid lines
are fitted via data points marked by ◦ which are obtained by
the ordinary Trotter decomposition. Dashed lines are fitted
via data points marked by × which are obtained by RTF. The
blue, green and red results correspond to the cases when Hp is
pentadiagonal, random sparse and fully random respectively.
non-zero-off-diagonal entries which means the total den-
sity is 1. The values of the off-diagonal entries in all three
types of Hp randomly varies from 0 to 1. The simulation
results are shown in Fig. 3. The value of k is found by
increasing from a small number till the moment when
overlap |〈ψad|ψf 〉|2 is bigger than 0.9. |ψf 〉 is obtained
by numerical simulation of TAQC and |ψad〉 is obtained
by direct diagonalization of Hp. The value of k of each
point (marked by ◦ or ×) in Fig. 3 is the average of
eight ks, but the same N . The lines are fitted via linear
regression. The solid lines are fitted by ordinary Totter
decomposition data points marked by ◦ and the dashed
lines are fitted by RTF data points marked by ×. The
slope of the solid lines in Fig. 3 are 2.10 × 10−3, 0.80,
1.62 and that of the dashed lines are 1.46 × 10−4, 0.88,
1.63, from the bottom to the top. These results can be
explained by Equation (14). We simulate the change of
Epg with N in above three cases. For the first type of Hp
(bottom, blue), Epg only varies when N increases, so k
is nearly constant. For the other two, E2pg is found to be
linear for both cases and the slope of the fitting lines are
9.20× 10−4 for the third and 5.09× 10−4 for the second,
which is nearly half of the former. The linearity of E2pg
also indicates that Epg ∼
√
N . This means that E2pg is
dominant, especially when N is large. Therefore, from
Fig. 3, we can see that the slope of the third (top, red)
is approximately twice as much as the slope of the sec-
ond (middle, green). The solid lines and the dashed lines
are nearly coincident which supports our analysis of the
fluctuations.
In conclusion, using the Trotterization technique, we
proposed a scheme to adiabatically reach the ground
5state of a boson Hamiltonian with arbitrary bilinear in-
teractions. The whole process is implemented by an lin-
ear optical design which is robust against errors caused
by fluctuations in the accuracy of the individual elements.
To the best of our knowledge, Trotterization is the only
way a dynamical quantum process can be completely
mapped to a static circuit. We also analyzed the depen-
dence of implementation cost on the system size when the
simulation accuracy is approximately fixed. Correspond-
ing analytical and numerical results show that, the cost
of the simulation, represented by Trotter number k, and
system size N is determined by the structure of problem
Hamiltonian. When the structure is rather simple, such
as the case when the density of Hp is not large, the cost
will grow more slowly than system size. Moreover, we
found that imperfect experimental conditions, modelled
by parameter fluctuations, do not significantly affect the
relation between k and N which means that the simula-
tion is robust against errors.
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