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We have detected in high resolution spectra of the quasar Q0347{3819 ob-
tained with the UVES spectrograph at the VLT/Kueyen telescope over 80 ab-
sorption features in the Lyman and Werner H2 bands at the redshift of a damped
Lyα system at zabs = 3.025. At the same redshift, numerous absorption lines of
atoms and low ions (H I, D I, C II, C II, N I, O I, Si II, P II, S II, Ar I, Cr II, Fe II,
and Zn II) were identied. The zabs = 3.025 system spans over  80 km s−1 and
exhibits a multicomponent velocity structure in the metal lines. The main compo-
nent at zabs = 3.024855 shows a total H2 column density N(H2) = (3.40.4)1014
cm−2 and a fractional molecular abundance fH2 = (1.60.4)10−6 derived from
the H2 lines arising from J = 0 to 5 rotational levels of the ground electronic-
vibrational state. Im the second strong component we are able to set a stringent
upper limit to fH2 of 10
−8 (3σ c.l.). The population of the J levels can be repre-
sented by a single excitation temperature of Tex = 808 195 K. The ortho:para-
H2 ratio equals 2.7  0.5. This ratio is comparable to that calculated from hot
H2 formation upon grain surfaces (ortho:para-H2 = 3:1), but it is higher than
the ‘freeze-out’ quantity (ortho:para-H2 = 1:4) predicted for cosmological epochs
at z < 20, implying recent formation of the hydrogen molecules following photo-
dissociation of pristine H2 . In the main component the properties of the neutral
atoms and low ions can be described with the same broadening parameter b ’ 3
km s−1 of the H2 cloud. The rate at which UV photons are absorbed in the Lyman
and Werner bands is found to be β0 ’ 610−10 s−1. Taking into account that the
mean value in the Galactic disk equals β0 = 5 10−10 s−1, it shows that the UV
radiation elds are similar in both systems. We also found that the H2 formation
rate R nH ’ 4  10−16 s−1 at zabs = 3.025 is consistent with observations in the
Galactic disk diuse clouds in which nH2 is very low. By comparing the relative
rotational population ratios of H2 with the measured C II/C II ratio, we can
infer that 2 cm−3 < nH < 10 cm−3 in the main component, which gives a size
of 6 pc < D < 26 pc along the line of sight. The mean value of the dust-to-gas
ratio estimated for the whole zabs = 3.025 system from the [Cr/Zn] ratio is equal
to ~k = 0.05 0.02 (in units of the mean Galactic ISM value). For the rst time
we unambiguously reveal a pronounced [α-element/iron-peak] enhancement of
[O,S,Si/Zn] ’ 0.5 (3σ c.l.) at high redshift. The simultaneous analysis of metal
and hydrogen lines leads to D/H = (3.20.4)10−5. This value is consistent with
standard big bang nucleosynthesis if the baryon-to-photon ratio, η, lies within
the range 4.75 10−10 < η < 6.0 10−10, implying 0.017 < Ωb h2100 < 0.022.
Subject headings: cosmology: observations | line: identication | quasars:
absorption lines | quasars: abundances | quasars: individual (Q0347{3819)
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1. Introduction
Molecular hydrogen H2 , being the most abundant molecular species in the universe,
plays a central role in star formation processes both at low and high redshifts (e.g., Shull
& Beckwith 1982). The H2 molecule is known to be an important coolant for gravitational
collapse of hydrogen clouds at T  1000 K. Fractional abundances of H2 in interstellar
H I regions were calculated rst by Gould & Salpeter (1963) and by Hollenbach, Werner, &
Salpeter (1971). They predicted the fractional abundance of molecular hydrogen fH2 ’ 10−3,
where fH2 = 2nH2/(nH + 2nH2) for a standard galactic disk cloud with nH ’ 10 cm−3, gas
temperature of about 100 K, and the optical depth to the cloud center due to dust grains
τg ’ 0.1.
The rst detection of H2 in the ISM was performed by Carruthers (1970) with a rocket-
borne ultraviolet spectrometer. Later, after the launch of the Copernicus satellite, the far-UV
absorption bands of H2 have been observed in the Galactic disk toward numerous relatively
bright stars with visual extinctions AV of less than about 1 mag (e.g. Spitzer & Jenkins 1975;
Savage et al. 1977). More recent observations of H2 with the Interstellar Medium Absorption
Profile Spectrograph (IMAPS) (Jenkins & Peimbert 1997), the Orbiting and Retrievable Far
and Extreme Ultraviolet Spectrometer (ORFEUS) (Richter et al. 1998; de Boer et al. 1998),
and the Far Ultraviolet Spectroscopic Explorer (FUSE) (Moos et al. 2000) have shown the
ubiquity of H2 in the disk and halo of the Galaxy and in the Magellanic Clouds. In the
FUSE mini-survey, H2 was detected in the sightlines with neutral hydrogen column densities
N(H I) ’ (3 6) 1020 cm−2, the fractional abundances fH2 ’ 7.4 10−6 3.4 10−2 and
the excitation temperatures Tex ’ 180 540 K (Shull et al. 2000).
In these observations the range of N(H I) resembles the range of hydrogen column
densities measured in QSO damped Lyα systems (DLA hereinafter) { the systems with
N(H I) > 2  1020 cm−2, which are believed to originate in intervening galaxies or proto-
galaxies located at cosmological distances (Wolfe et al. 1995). Thus we may expect to ob-
serve far-UV H2 lines from electronic-vibrational-rotational bands shifted to the blue spectral
range (λ > 3000 A) at z > 2. The detection of the rst H2-bearing cosmological cloud in
the zabs = 2.811 DLA system toward Q0528{250 was made by Levshakov & Varshalovich
(1985) and later conrmed by Foltz, Chaee, & Black (1988). Two additional H2 systems
were found at zabs = 1.97 toward Q0013{004 (Ge & Bechtold 1997) and at zabs = 2.34 to-
ward Q1232+0815 (Ge & Bechtold 1999). The latter was recently conrmed by Petitjean,
Srianand, & Ledoux (2000). The fourth identication of H2 was made at zabs = 3.39 toward
Q0000{2620 by Levshakov et al. (2000c, 2001) and a tentative fth H2 system was reported
by Petitjean et al. (2000) at zabs = 2.374 toward Q0841+129.
Molecular gas in the early Universe has also been detected through the spectral-line emis-
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sion from the tracer carbon monoxide (CO) molecule in the ultraluminous galaxy IRAS 10215+4724
at z = 2.28 (Brown & Van den Bout 1992; Solomon, Downes, & Radfort 1992), in the
cloverleaf quasar H1413+117 at z = 2.56 (Barvainis et al. 1997), in the quasar BR1202{
0725 at z = 4.69 (Ohta et al. 1996; Omont et al. 1996), in the quasar BRI1335{0418 at
z = 4.41 (Guilloteau et al. 1997; Carilli, Menten, & Yun 1999), in the IR luminous galaxy
J14011+0252 at z = 2.565 (Frayer et al. 1999), in the extremely red galaxy HR10 at z = 1.44
(Andreani et al. 2000), in two powerful radio galaxies 4C60.07 and 6C1909+722 at z = 3.79
and 3.53, respectively (Papadopoulos et al. 2000), and in the lensed quasar APM08279+5255
at z = 3.911 (Downes et al. 1999; Papadopoulos et al. 2001).
However, identication of H2 lines in the damped Lyα systems remains a rather rare
event. Most DLAs yielded only upper limits of fH2 < 10−7  10−6. The lack of H2 in these
systems might be a consequence of the lower metal abundances, lower dust contents, higher
temperature and ultraviolet fluxes when compared with the ISM in the Galaxy and in the
Magellanic Clouds. Low molecular abundances found in high redshift DLAs resemble the
properties of, at least, one local DLA system { the metal-decient (Z/Z  1/50) starburst
blue compact galaxy I Zw 18 with N(H I) ’ 31021 cm−2 (Kunth et al. 1994) where recent
FUSE observations set a limit of fH2  10−6 (Vidal-Madjar et al. 2000).
The measured upper limits of fH2 in high redshift metal-poor DLAs are slightly lower
than the calculated fraction of molecules in the pristine gas { fH2 ’ 10−6  10−5 depending
on cosmological models (e.g. Galli & Palla 1998). Although UV photons produced by the
rst objects can quickly destroy all H2 in the pristine gas and thus delay further structure
formation (Haiman, Rees, & Loeb 1997), we may expect that the electrons in the photoion-
ized regions around rst stars will in turn act as a catalyst in the H− channel to produce
H2 at redshifts z < 50 where the H
− channel proceeds much more quickly than the H+
one (Fuller & Couchman 2000). Therefore direct measurements of gas density, UV radia-
tion eld, and H2 formation and destruction rates in DLA systems may shed light on star
formation processes at very high redshift.
In this paper we present results of the study of H2 lines identied in the sixth DLA
system at zabs = 3.025 toward Q0347{3819. We also use the information from the molecular
lines together with H and metal lines to rene the deuterium abundance determination by
D’Odorico, Dessauges-Zavadsky, & Molaro (2001, hereinafter DDM) and the values of metal
abundances (DDM; Prochaska & Wolfe 1999).
The outline of the paper is as follows. We discuss observations in Section 2. The
methods of data analysis are presented in Section 3. The identication of H2 lines and the
calculation of their proper redshift is given in x 3.1. The broadening b-parameter is evaluated
in x 3.2. The column densities N(J) for the rotational levels from J = 0 to 5 of the lowest
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vibrational level v = 0 in the ground electronic state X 1+g (for the H2 notation, see Field et
al. 1966), the fractional molecular abundance, and the ortho:para-H2 ratios are calculated in
x 3.3. In x 3.4 we compute the excitation temperature Tex. The results of stacking technique
applied to the measurements of the abundances of Zn II and Cr II ions and the dust-to-gas
ratio in the whole zabs = 3.025 system are estimated in x 3.5. In x 3.6 we analyze within one
self-consistent model all available proles of H, D, neutral atoms and low ions to infer column
densities and relative abundances of D/H and metals. In Section 4 we discuss the results and
present their further analysis. In x 4.1 we estimate the kinetic temperature, Tkin, and the gas
volumetric density, nH, using the C II/C II and C I/C II ratios. The distribution of H2 over
the rotational levels, the photo-dissociation rate of H2 and the rate of the molecular hydrogen
formation upon grain surfaces are considered in x 4.2. The revealed [α-element/iron-peak]
enhancement is discussed in x 4.3. In Section 5 we summarize the results.
2. Observations
Q0347{3819 is a bright quasar (V = 17.3) with zem = 3.23 discovered by Osmer & Smith
(1980), which shows a damped Lyα system at zabs = 3.0245. A column density of N(H I)
= (6.3+1.6−1.3) 1020 cm−2 was rst measured by Williger et al. (1989) and later conrmed by
Pettini et al. (1994) as N(H I) = (51)1020 cm−2. Q0347{3919 has a rich absorption-line
spectrum studied by Pierre, Shaver, & Robertson (1990), Centurion et al. (1998), Ledoux
et al. (1998), and by Prochaska & Wolfe (1999).
High-quality data of this QSO in the UV (3650 A< λ < 4900 A) and in the near-IR
(6700 A< λ < 10000 A) ranges were obtained during the commissioning of the UVES on the
VLT 8.2m Kueyen telescope at Paranal, Chile, in December 1999, and have been released
for public use. The UVES spectrograph is described by D’Odorico et al. (2000) and details
of the data reduction are given in Ballester et al. (2000). Two exposures of 4500 s and
5000 s, covering the UV and the near-IR ranges, were obtained with a resolution FWHM
’ 7.0 km s−1 and ’ 5.7 km s−1, respectively. The signal-to-noise ratio achieved in the nal
spectrum varies from 10 to 40 per pixel.
The zabs = 3.025 DLA exhibits a multicomponent velocity structure with the dominating
component at zabs = 3.024856 as found by DDM who discussed the rst detection of the
deuterium lines in DLAs. The total H I column density derived in DDM from the best t
of Lyβ equals (4.3 1.0) 1020 cm−2, which agrees well with the measurement of Pettini et
al. (1994) from Lyα.
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3. Measurements
All absorption lines studied in the present paper lie in the Lyα forest where their analysis
is complicated by possible H I contaminations and uncertainties in a local continuum, drawn
usually by using ‘continuum windows’ in the Lyα forest which could be located quite far
from the feature under analysis. This kind of uncertainties is illustrated in Figure 1 where a
portion of the Q0347{3819 spectrum with a few identied H2 lines is shown. To achive the
highest possible accuracy under these circumstances, we have always used in parallel several
dierent lines to derive the physical parameters of the DLA system.
3.1. Redshift of the H2 system
Wavelengths, oscillator strengths, and radiation damping constants for the Lyman and
Werner bands of the H2 molecule were taken from the theoretical calculations of Abgrall
& Roue (1989). These data seem to be reasonably accurate as shown by high spec-
tral resolution IMAPS measurements of molecular hydrogen toward the Orion belt stars
(Jenkins et al. 2000).
The identication of the H2 lines was started from the subsystem which has the largest
H I column density (see x 3.6). Preliminary inspection of the Q0347{3819 spectrum revealed
87 absorption features at the expected positions of the H2 lines. However, not all of them
were suitable for further analysis due to H I contaminations. For this reason, to estimate
zH2 we used only those H2 lines which show symmetric proles with their blue and red sides
reaching the continuum. These lines are listed in Table 1 (see also Figures 5 and 6).
Given a t to the continuum and the line measurement interval, the equivalent width
Wλ, the line center hλi and their errors σWλ and σhλi can be computed from the following




























(λi − hλi)2 (1− Fi)
#1/2
, (4)
where λ is the wavelength interval between pixels, M is the number of pixels involved in
the sum, Fi is the normalized intensity in the ith pixel whose wavelength is λi, σi is the
noise level in the ith pixel, W 0 = Wλ/λ is the dimensionless equivalent width in pixels,
and hσc/Ci is the mean accuracy of the continuum t over the line measurement interval.
The errors in Wλ and hλi are caused mainly by the nite number of photons counted.
In addition, for weak absorption features (W 0  1) the second term in equation (3) is of
about the same order of magnitude as the rst one, meaning that the identication of weak
H2 lines is very sensitive to the accuracy of the local continuum tting.
The analyzed 35 transitions of the Lyman and Werner bands are listed in column (2) of
Table 1, whereas their J-values are given in column (1). The measured heliocentric position
of the center of each spectral feature and its standard deviation are presented in columns (3)
and (4), respectively. The observed equivalent widths (column 5) and their errors (column
6) were calculated according to equations (1) and (3). Note that the rest frame equivalent
width equals Wλ,rest = Wλ/(1+zH2). In these calculations for all lines we set hσc/Ci = 3% to
account for the uncertainty in the local continuum level, albeit a formal mean value of hσc/Ci
estimated from the continuum windows is less than or about 1%. In particular, hσc/Ci =
1.0% for L3-0R(0) and 1.0% for L2-0P(5) which are shown in Figures 5 and 6, respectively.
Column (7) lists the measured redshifts for each H2 transition, their errors jσzj = jσhλij/λ0
(where λ0 is the rest frame wavelength from Abgrall & Roue 1989) are shown in column (8).
The weighted mean redshift yields zH2 = 3.024855 0.000005, which coincides exactly with
the redshift of the strongest main component in metal line proles given by DDM. Thus, at
a given S/N ratio and spectral resolution we do not nd any systematic shifts larger than a
few km s−1 in the radial velocities between neutral atoms and H2 molecules in the molecular
cloud at zabs = 3.025.
Previous Copernicus investigations of diuse gas in the Galaxy showed that the mean
radial velocity of H2 lines diers from the corresponding mean of the atomic lines. For
instance, the dierences of v ’ 5 km s−1 toward λ Sco (Spitzer & Jenkins 1975), v ’ 11
km s−1 and ’ 6 km s−1 toward, respectively, τ Sco and ζ Oph (Spitzer, Cochran, & Hirshfeld
1974) were detected. At the UVES spectral resolution such dierences { in case they were
present { could be easily distinguished.
{ 8 {
3.2. Line broadening
The measurement of the broadening b6 parameter and the calculation of the condence
ranges for its mean value were carried out in two steps.
First, a least-squares analysis was applied to the line tting. We combined all H2 lines
from the same subsample as used in the previous section and tted them simultaneously
with the individual Gaussian proles. The H2 line centers were xed at the mean zH2 and
the theoretical proles were convolved with the instrumental point-spread function (PSF)
which was approximated by a Gaussian with FWHM = 7.0 km s−1, i.e. bPSF = 4.2 km s−1.
Following the procedure described in Press et al. (1992), for a given current value of b taken
from the range [bmin, bmax], we minimized χ
2 (normalized per degree of freedom) by varying
the line intensities independently. By this we tried to check possible H I contaminations (the
optimization procedure would fail to reach χ2 < 1 if the chosen H2 lines were essentially
contaminated by the Lyα forest absorption). The calculated χ2min values in dependence of
b and the 1σ and 2σ condence levels are shown in Figure 2. With χ2min = 0.271 the most
likely value for bH2 was found to be 3.3 0.8 km s−1 (s.d.).
In the second step, to check the obtained value and to infer the Doppler parameter
independently, we calculated an optimal curve of growth for all undisturbed 35 H2 lines from
Table 1. The curve is shown by the solid line in Figure 3. In principle, it cannot be excluded
that some unknown absorption line blends with an H2 feature, despite its symmetric and
undistorbed prole. Thus, the scatter of points in Figure 3 can be explained by this eect
as well as by errors remaining after the continuum tting. It is also seen from Figure 3 that
the strongest absorption lines from J = 1 and 3 levels are slightly saturated and therefore
their equivalent widths are sensitive to the assumed broadening model. The data for these
levels give the eective Doppler width b ’ 3 km s−1. We also depicted two curves for b = 2
km s−1 and 4 km s−1 to demonstrate the complete consistency of b-values estimated in two
approaches.
We note that Jenkins & Peimbert (1997) have measured an interesting phenomenon
of increasing b-values for H2 lines arising from progressively higher rotational levels in a
spectrum of ζ Ori A. The most probable Doppler parameters were found to be : b(0) = 0.8
km s−1, b(1) = 2.7 km s−1, b(2) = 5.3 km s−1, b(3) = 5.9 km s−1, and b(5) = 9.0 km s−1. As
they noted, such prole shapes are inconsistent with a simple model of UV optical pumping
which governs the H2 rotational populations in an optically thin, homogeneous medium.
6 by denition b =
p
2 σv, where σv is the one-dimensional Gaussian velocity dispersion of molecules along
the line of sight
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They suggested that these H2 proles with changing shapes ‘may represent molecules forming
in the postshock gas that is undergoing further compression as it recombines and cools’. A
similar phenomenon may also be observed in high redshift DLAs which can be associated to
star forming regions where shocks are very probable.
The zabs = 3.025 system presents the weakest members of the Lyman and Werner series
with J = 4 and 5 but, unfortunately, we are unable to compare their b-values with those from
lower rotational transitions because our signal-to-noise ratio is not suciently high. Thus,
in the following we assume a simple one-component model for the molecular cloud with a
common broadening parameter bH2 for all molecular hydrogen lines.
3.3. H2 abundances
In the nal tting of each line prole we combined together the H2 lines with the same
J to yield the corresponding N(J) column densities and their condence regions. A χ2
minimization procedure was applied simultaneously to all lines from a given rotational level
J. To control solutions at this stage, to the lines listed in Table 1 we added a few weaker
transitions where we observe continuum without any pronounced absorption features at their
expected positions. The calculated χ2min values and the 1σ and 2σ condence levels for each
individual rotational level J are shown in Figure 4. The curves χ2[N(J)] are computed with
the xed mean bH2 = 3.3 km s
−1 and the mean zH2 . The most probable column densities and
their errors at the 1σ condence level are as follows: N(0) = (1.90+0.80−0.70)1013 cm−2, N(1) =
(1.25 0.25) 1014 cm−2, N(2) = (4.85+0.90−0.85) 1013 cm−2, N(3) = (1.05+0.11−0.12) 1014 cm−2,
N(4) = (2.350.60)1013 cm−2, and N(5) = (1.85+0.90−0.75)1013 cm−2. From that we calculate
the total column density in H2 , N(H2) =
P
J N(J) = (3.670.37)1014 cm−2, and the ratio
of the total column densities in the ortho- and para-H2 states Northo/Npara = 2.70.5 (s.d.).
This result can be compared with two other molecular clouds at zabs = 2.8112 (Q0528{250,
Srianand & Petitjean 1998) and zabs = 2.33771 (Q1232+0815, Srianand et al. 2001) where
N(J) values were also measured for dierent J. Using the published N(J) values and their
errors, we found Northo/Npara = 3.1 0.8 (s.d.) at zabs = 2.8112 and Northo/Npara = 2.4 0.9
(s.d.) at zabs = 2.33771.
As mentioned in Section 2, the total H I column density in the zabs = 3.025 system is
(4.3  1.0)  1020 cm−2. With our measurement of N(H2) = (3.4  0.4)  1014 cm−2, the




= (1.6 0.4) 10−6 .
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To test the consistency of the estimated physical parameters with the observed absorp-
tion features, we calculated theoretical proles for all 87 H2 lines using the derived mean zH2 ,
bH2 , and N(J) values. Besides we calculated 9 proles for H2 transitions where no absorption
features have been observed at the continuum level. The latter are L13-0P(3), L3-0R(4) and
L9-0R(4), L4-0R(5), L9-0R(5), L11-0P(5) and W0-0Q(5), L6-0P(6), and L7-0R(7). The last
two of them give upper limits to N(6) < 4.0 1013 cm−2 (1σ c.l.), and to N(7) < 1.5 1013
cm−2 (1σ c.l.).
The observational and over-plotted theoretical H2 proles are shown in Figures 5 and
6. In these gures possible blends with other lines are also indicated. We found only one
inconsistency between observable and theoretical proles, namely for the W2-0Q(3) line
(see Figure 6). But in this case a very wide absorption trough between 3901 A and 3921
A redward the redshifted position of this molecular line (λobs = 3900.3 A) prevents the
accurate estimation of the local continuum level. Thus, we can conclude that the synthetic
H2 proles are in good agreement with the all absorption-line features identied with the
H2 lines in the UV spectrum of Q0347{3819.
We have also tried to detect the H2 molecules in the blue component at v ’ −17
km s−1 (see x 3.6) with respect to the main H2-bearing component but we found only an
upper limit. The applied method is similar to that employed by Levshakov et al. (1989) to
improve the detectability of weak carbon monoxide (CO) UV lines in damped Lyα systems.
The procedure consists in shifting the observed spectral regions containing expected
positions of the H2 transitions, which are not contaminated by the Lyα forest absorption, into
the relative velocity scale centered at z = 3.024637, { the redshift of the blue subcomponent
of the dominant metal absorption in the zabs = 3.025 DLA, and in the consequent stacking
of these regions. Before co-adding each section, the data are rebinned using a moving linear
regression algorithm with a bin size of 1.45 km s−1. The spectra were then averaged with
each pixel weighted by the inverse of its variance from the 1σ error array.
The result obtained from this stacking procedure is shown in Figure 8. The composite
spectrum formed by the addition of the 18 H2 bands which are labeled in the corresponding
panels is depicted in the bottom panel. The resulting co-added data have an average S/N
= 50 and show no absorption at v = 0 km s−1, whereas the blue wing of the composed
molecular line from the z = 3.024855 system is clearly seen at v ’ +16 km s−1.
The composite spectrum gives Wλ,rest < 1 mA (3σ c.l.) for the equivalent width of the
sum of the H2 bands in the rest frame of the absorber. This limit is sensitive, in general, to
errors in continuum tting. In our case the resulting prole between −6 km s−1 < v < 6
km s−1 has no apparent deviations from unity, the estimated mean value is hCi = 1.005 
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0.003 and thus hσc/Ci = 0.003. Substituting these values in equation (3) yields the limiting
equivalent width (W 0  1) σlim = 0.3 mA and Wλ,rest = 3σlim < 1 mA.
For a weak absorption line with the central optical depth τ0  1, the column density
is independent of the broadening parameter b and is linearly proportional to the equivalent
width Wλ:
N = 1.13 1020 Wλ
λ20f
, cm−2 (5)
where f is the oscillator strength for the absorption transition, λ0 is the line center rest
wavelength in A, and Wλ is the rest equivalent width in A.
Using this linear approximation to the curve of growth, we calculate the composite
equivalent width WJ for the H2 bands from the same J level




where a = 8.85 10−21.
















The coecients J do not vary signicantly and are the H2 bands from Figure 7 0 = 6.1104,
1 = 5.5  104, 2 = 5.3  104, and 3 = 9.8  104. Thus, the aforementioned upper limit
Wλ < 1 mA and equation (7) yield NH2 < 1.21012 cm−2 (3σ c.l.) and fH2 < 10−8 (3σ c.l.),
which is well below that found in Galactic H I clouds. It means that molecular hydrogen is
not homogeneously distributed in the zabs = 3.025 absorbing region.
The measured Northo/Npara ratios in the DLAs at zabs = 3.025 (Q0347{3819), 2.8112
(Q0528{250), and 2.33771 (Q1232+0815) are equal, within the uncertainty interval, to 3,
which is just the equilibrium value for the ortho:para ratio at the hot formation of H2 on
grain surfaces in relatively transparent clouds (e.g., Spitzer & Morton 1976). In the pristine
gas, the ortho:para H2 ratio is decreased from the equilibrium value of 3 at z ’ 100 to
its ‘freeze-out’ quantity of 0.25 at z < 20 (Flower & Pineau des Fore^ts 2000). Thus, we
can conclude that H2 observed in these DLAs has undergone a re-forming phase following
photo-dissociation of the pristine H2 .
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3.4. Excitation temperature
In the ground electronic-vibrational state, all the rotational levels with odd J are nuclear
triplet states ( ortho-H2 ), and all those with the even J are singlet states ( para-H2 ). Thus,
for the ortho-H2 the statistical weight, g(J), of a level J equals 3(2J+1), whereas for the para-
molecules g(J) = (2J + 1). In thermal equilibrium, the collisionally dominated distribution













where the constant Bv is equal to 85.36 K for the vibrational ground state.
This equation shows that Tex is proportional to the negative inverse of the slope of a line
(called ‘the excitation diagram’) drawn through the points of the respective J levels in a plot
log [N(J)/g(J)] versus E(J), where N(J) is the column density measured in the rotational
level J, E(J) is the excitation energy of this level relative to J = 0, and g(J) is its statistical
weight. Figure 8 shows this diagram for dierent J levels. A least-squares t, weighted by
1/σ2 for each log [N(J)/g(J)], yields Tex = 808 195 K (s.d.) and log N(0) = 13.26 0.06
in cm−2 (s.d.). This value of N(0) agrees well with what has been measured from prole
tting in x 3.4. Thus, we nd that the population of the six lowest J levels can be tted
with a single Boltzmann distribution.
The unique Tex for all levels from J = 0 to 5 implies that the H2 rotational population
could be dominated by collisions in a gas whose kinetic temperature is about 800 K (see x
4.1). If this is the case, then the thermal width of the H2 lines, vtherm,H2 = 2.5 0.3 km s−1,
and the estimated Doppler parameter, bH2 = 3.3 0.8 km s−1, imply that the rms turbulent
velocity in the H2-bearing cloud ought to be rather small, σturb < 2.4 km s
−1.
3.5. Cr/Zn and dust content
Copernicus H2 survey has shown that in our Galaxy the molecular fraction fH2 is corre-
lated with E(B − V ) and with the total neutral hydrogen column density. The presence of
dust grains in damped Lyα systems is usually estimated from the abundance ratio [Cr/Zn]7
assuming that Zn is undepleted (Pettini et al. 1994).
Preliminary visual inspection of the red part of the Q0347{3819 spectrum has shown
7 [X/Y] = (X/Y) { (X/Y), where (X/Y) is the logarithmic value of the element ratio by number without
reference to the solar value. Solar abundances (X/Y) are taken from Grevesse & Sauval (1998).
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weak absorption features at the expected positions of Zn II and Cr II lines. In order to
increase sensitivity and to measure the abundance ratio [Cr/Zn] we applied a stacking pro-
cedure similar to the one described in x 3.3 to the Zn II λ2026.136 A and λ2062.664 A lines,
and to the Cr II λ2056.254, A λ2062.234, A and λ2066.161 A lines. The wavelengths and
the oscillator strengths for these lines are taken from Morton 1991, and from Bergeson &
Lawler 1993, respectively. The resulting composite spectra of Zn II and Cr II are shown by
dots with 1σ error bars in the left panels of Figure 9. In this Figure, the zero radial velocity
is xed at z = 3.024856, { the redshift of the strongest metal component. Two pronounced
absorption features at v ’ +6 km s−1 (the top panel) and at v ’ +13 km s−1 (the
bottom panel) are telluric lines. The former partly blends the red wing of the Cr II line,
therefore we do not use this portion of the Cr II prole in the tting procedure. We tted
two component Voigt proles with xed b values estimated from metal absorption lines (see
x3.6) to the stacked intensities to estimate the total column densities of these ions. The
best t with χ2min = 0.2 (per degree of freedom) is shown in Figure 9 by solid lines which
also mark the data points involved in the optimization procedure. The estimated best t
parameters are N(Zn II) = (8.1 1.2) 1011 cm−2, and N(Cr II) = (2.4 0.4) 1012 cm−2.
Their condence intervals have been calculated using the same procedure as described in x
3.3 and the results are presented in Figure 9, right panels. With these numbers one nds
[Cr/Zn] = −0.55 0.11.
In Table 2 we summarize the results of the abundance measurements of molecular hy-
drogen, [Cr/Zn] (and/or [Fe/Zn]), and neutral hydrogen in the DLAs available up to now.
The presence of dust in these DLAs and the relation between the fractional molecular abun-
dances and relative heavy element depletion is illustrated in Figure 10. The measured data
for the ve extragalactic molecular clouds (marked by numbers in Figure 10) can be tted
with a linear law : log fH2 = A [Cr/Zn] + B, with A = −5.61 0.13 and B = −7.59 0.10.
The linear regression is shown in Figure 10 by the solid line. Again, similarly to our previ-
ously obtained results (Levshakov et al. 2000c), we nd a strong correlation between log fH2
in the DLA systems with detectable H2 absorption and the heavy element depletion. The
presence of upper limits below the linear regression line may be explained if in these systems
a relatively high temperature of dust grains prevents molecular formation.
The degree of the heavy element depletion may be used to estimate the dust-to-gas





10[Cr/Zn]obs − 1 , (9)
where the fraction in dust fZn,ISM = 0.35 and fCr,ISM = 0.92 refers to the Galactic interstellar
medium.
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Error propagation method applied to the column density measurements yields [Zn/H] =
−1.40  0.14, and then Eq. (9) results in ~k = 0.05  0.02 (1σ c.l.) showing that the dust
content in the zabs = 3.025 DLA is approximately 20 times lower as compared with the Milky
Way.
3.6. D/H and metal abundances
In this section we continue our study of metal proles and derive a new D/H ratio by
tting simultaneously the available Lyman series lines and metals. The knowledge of the
proper distribution of the velocity components along the line of sight is especially crucial
for the D/H measurements, since D I lines are always blended with the blue wings of the
corresponding H I lines (for numerous examples, see Levshakov, Kegel, & Takahara 1999
and references cited therein).
In the UVES spectrum of Q 0347{3819, at zabs = 3.025 we have identied absorption
lines of C II, N I, O I, Si II, P II, Ar I, Cr II, Fe II, Zn II, and C II. An additional weak
absorption feature may be identied with the Ni IIλ1741.549 A line. The identied metal
absorption lines are shown in Figures 9 and 11, and in Figure 12 { the atomic hydrogen lines
involved in the optimization procedure. The atomic data were taken mainly from Morton
(1991) with a few additions of new results for Si II from Spitzer & Fitzpatric (1993) and
Charro & Martin (2000), for Ar I from Federman et al. (1992), for Cr II and Zn II from
Bergeson & Lawler (1993), for Fe II from Cardelli & Savage (1995), Raassen & Uylings
(1998), and Howk et al.(2000), and for Ni II from Fedchak & Lawler (1999).
To construct a model for the radial velocity distribution, we rst analyzed the proles of
each individual atom/ion to select lines (or parts of them) which are less contaminated and
disturbed by the Lyα forest absorption. The chosen proles and/or their components are
marked in Figures 11 and 12 by horizontal lines at the bottoms of the panels (these horizontal
lines also show the pixels involved in the nal optimization procedure). Other spectra in
Figures 11 and 12, not marked by the horizontal lines, were used to control consistency of
the obtained results.
For a warm H I gas it seems reasonable to suggest that atoms with the rst ionization
potential lower than 13.6 eV (C, Si, P, S, Ti, Cr, Fe, and Ni) are fully ionized, and that
the electron density in this region is probably near to the value resulting from the ionization
of these elements, i.e. ne ’ (Z/H)  nH cm−3. Further we will assume that atoms (H I,
D I, N I, O I, and Ar I) and the above mentioned low ions trace the same volume elements
and that the ionization fractions of ions are the same (it may not be universally true but
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it is approximately valid for low ions from DLAs). From this assumption it follows that all
proles should be similar, i.e. the relative intensities of the subcomponents are equal for any
pair of lines.
The next suggestion deals with the main broadening mechanism that is supposed to be
caused by bulk motions. For the main component it is supported by the measured equivalence
of b(H2) and b(S II), whereas for other components it is a model assumption which has to
be checked during the optimization procedure. The line proles are then modeled using the




Ni V[(λ− λ0 − λ0vi
c
)/λi] , (10)
where τλ is the optical depth at wavelength λ within the line prole, Ni is the column density
in the ith component, vi is its Doppler shift, and λi = λ0 bi/c is its Doppler width with c
being the speed of light and λ0 the line center.
Now we can describe our model in detail. It is fully dened by specifying fNigκi=1 { the
column density of the 1st components for each ion, with κ being the total number of ions ;
fR1igmi=2 { the relative intensities of the subcomponents, where for a given ion R1i = Ni/N1 ;
fvigmi=1 { the Doppler shifts ; and fbigmi=1 { the Doppler widths. All these parameters are
components of the parameter vector θ = fθ1, θ2, . . . , θqg. In addition to θ, the D/H ratio is








Fobs`,λi − F cal`,λi(θ)2 /σ2`,i , (11)
where D/H is the total hydrogen isotopic ratio for the whole system. In (11), Fobs`,λi is the
observed normalized intensity of the spectral line `, and σ`,i is the experimental error within
the ith pixel of the line prole. F cal`,λi(θ) is the calculated intensity of line ` at the same ith
pixel having wavelength λi
F cal`,λi(θ) =
Z
e−τ`,λi (θ) φPSF(λi − λ) dλ , (12)
where τ`,λi(θ) is dened through Eq.(10). The instrumental point-spread function φPSF(λ)
is approximated by a Gaussian with FWHM = 7.0 km s−1 (see x 3.2).
The total number of spectral lines involved in the optimization procedure is labeled by L,
and the total number of data points M =
PL
` M`, where M` is the number of data points
for the `th line. The number of degrees of freedom is labeled by ν.
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Our objective function includes κ = 9 dierent ions (H I, C II, C II, N I, O I, Si II, P II,
Ar I, and Fe II, see Figure 11) with the total number of data points M = 1089 (we consider
C II as a separate element since it has a column density dierent from C II). For H I Lyα
and Lyβ only portions of their proles in, respectively, the blue and red wings free from
the Lyα forest absorption were used (see Figure 12). To estimate the optimal number of
subcomponents, m, we calculated χ2min with m = 4, 5, 6, and 7 and found that a model with
m = 4 failed to reproduce the apparent intensities. Models with m = 6 and 7 showed good
consistency with observations, but some of the subcomponents revealed unreallistically small
b values (< 1 km s−1) and/or too low relative intensities, R1i  1. Thus the number m = 5
was chosen for our model. This give us the number of parameters q = κ + 3m− 1 = 23.
The estimation of the parameter vector θ by means of the χ2-minimization is a typical
ill-posed problem (Tikhonov & Arsenin 1977) because of the presence of two smoothing
operators in (10) and (12) which prevent from deducing a unique value of θ. To stabilize
the solution, we augment χ2 by a regularization term in a way similar to that discussed in
Levshakov, Takahara, & Agafonova (1999). For this purpose we used additional information
obtained from the analysis of H2 and S II lines. Namely, we searched for the minimum of χ2
in the vicinity of the main component (i.e. v2 ’ 0 km s−1) which is supposed to have b2 ’ 3
km s−1, taking into account that b(H2) ’ b(S II) (see Bonifacio et al. 2001).
The importance of the regularization is illustrated in Figure 13, where we show dierent
functions χ2(D/H) calculated with b2 = 5 km s
−1 (panel a), 4 km s−1 (panel b), 3 km s−1
(panel c), and 2 km s−1 (panel d). Each of the presented examples has χ2min < 1 and, hence,
can be formally accepted leading to the total spread in the D/H values from  2.4 10−5 to
 5.6  10−5. However, the variation of χ2min shows that moving from b2 = 5 km s−1, χ2min
at rst decreases and, going through the minimum at b2 = 3 km s
−1, increases again. This
conrms that the most probable solution with χ2min = 0.7872 is reached at b2 = 3 km s
−1.
In this case the hydrogen isotopic ratio derived from the tting of all proles is D/H =
(3.2 0.4) 10−5. Figure 13 also shows that with decreasing b2 essentially below bPSF, the
function χ2(D/H) becomes wider and asymmetric, leading to less accurate values of D/H.
The best-tting model parameters together with their errors are listed in Table 3. The
errors were estimated from the formal covariance matrix and thus they reflect internal un-
certainties of the physical parameters within the adopted model. Total column densities for
all elements, derived from the best t, their relative abundances and corresponding errors
are listed in Table 4.
For the adopted model, we are able to check indirectly the accuracy of the measured
column density of the saturated C IIλ1036.3 A line by excluding from the objective function
the H I Lyα and Lyβ lines which control the total hydrogen column density independently of
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the model assumptions. The minimization with the remaining metal lines and the saturated
Ly-8, Ly-10, and Ly-12 lines yielded practically the same total hydrogen column density
which is consistent, within the error bars, with N(H I) from Table 4.
The measured value of logN(H I) = 20.612  0.012 cm−2 is in good agreement with
the DDM measurement of logN(H I) = 20.63  0.09 cm−2. The main dierence between
the deuterium abundance measured in DDM, D/H = (2.24  0.67)  10−5, and that of
the present study, D/H = (3.2  0.4)  10−5, is caused by the dierences in the shape
of the radial velocity distribution, p(v), which is illustrated in Figure 14. In this gure,
the dashed line shows p(v) adopted from the best-tting model of DDM which was mainly
based on the H+D proles, and the solid line represents p(v) estimated from our most
probable model with b2 = 3 km s
−1 which is based on the simultaneous analysis of the H+D
and metal proles. The re-calculated value of D/H is consistent with standard big bang
nucleosynthesis predictions (e.g. Burles et al. 1999) if the baryon-to-photon ratio, η, is in
the range 4.75 10−10 < η < 6.0 10−10. With the present-day photon density determined
from the CMBR (Mather et al. 1999), we can estimate the present-day baryon density
Ωb h
2
100  3.73 107 (TCMBR/2.75)3 η ’ 0.017 0.022.
Although formally both D/H values are consistent within the 1σ uncertainty range, our
new result for the most probable D/H is shifted toward the higher hydrogen isotopic ratio
found in the Lyman Limit Systems (LLS) by Tytler et al. (2000), D/H = (3.5 0.5) 10−5.
We recall that the ratio of D/H ’ 410−5 was estimated from the Tytler et al. LLSs using a
mesoturbulent approach by Levshakov, Kegel, & Takahara (1998) and by Levshakov, Tytler,
& Burles (2000). Only further observations of higher quality can clarify this point.
To conclude this section, we comment on the tting of metal lines. Figure 11 shows
that the assumed similarity for all proles leads, in general, to a good consistency between
synthetic and observational proles. However, some uncertainties in the local continuum
and/or weak ionization eects in the zabs = 3.025 system may cause the distortion of the
observed proles. For instance, the intensities of the main component in the Fe II lines
(λ1143.2, 1133.7, 1125.4, 1096.9, and 1063.2 A) seem to be overestimated, albeit the weak
Fe IIλ940.2 A line shows good agreement with observations. The component at v ’ 63
km s−1 seen in the calculated N I λ1199.5 A prole is also too deep, and the blue wings
of some nitrogen lines (λ1200.2, 1199.5, 1135.0, and 1134.4 A) are slightly stronger than the
apparent intensities. This is not the case, however, for the other N I lines shown in Figure 11.
We can also note an extra-absorption in the calculated O I λ1039.2 A prole at v ’ 30
km s−1. Fortunately, these deviations do not aect seriously the total column densities listed
in Table 4, but the Fe abundance was likely overestimated by 0.10.2 dex. For two elements
from Table 4, {Ni II and Ti II, { only upper limits to their column densities were set. In
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the case of the strongest Ni IIλ1741.5 A line (f1741 = 0.04186), a weak absorption may be
seen in the main component, but we did not detect any absorption features in the λ1751.9
and λ1703.4 A lines (f1751 = 0.02641 and f1703 = 0.01224). Therefore we consider the
identication of Ni II as the only possible one. Ti II has three lines which lie in the UVES
spectrum : λ1910.9, λ1910.6, and λ1905.7 A. The rst one is blended and unsuitable for
the analysis, whereas the others were stacked to increase the sensitivity. From the stacked
spectrum shown in Figure 11, we estimated an upper limit for the rest frame equivalent width
Wλ < 17 mA by using the method described in x 3.4. Besides, we also estimated in the
main component 1σ upper limits to N(C I) < 4.21011 cm−2 from the C I λ1277.2 A line, to
N(O I) < 8.2 1011 cm−2 from the O I λ1304.8 A line, and to N(Si II) < 2.6 1012 cm−2
from the Si II λ1533.4 A line using the Keck telescope spectrum of Q0347{3819 obtained
by Prochaska & Wolfe (1999).
4. Discussion
We turn now to the question of the physical conditions in the zabs =3.025 DLA. The
measured column densities of metals and H2 can be used to estimate the gas volumetric
density and the intensity of the UV radiation eld. We begin with the metal absorptions.
Then we consider if the observed H2 distribution over the excited rotational states can be
described with metals in a self-consistent way. After that we compare the revealed [α-
element/iron-peak] ratio and abundances with those known from dierent DLAs.
4.1. Metal absorption from the ground and excited states
The absorption lines from the ne-structure levels of atoms and ions provide compre-
hensive information about the physical properties in the DLAs (e.g., Bahcall & Wolf 1968;
Silva & Viegas 2001).
In equilibrium, the population ratio of the upper level n2 to the lower level n1, in ions
with a doublet ne structure in the ground state, is given by
n2
n1
’ Q1,2 + w1,2
A2,1
, (13)
where w1,2 and Q1,2 are the photon absorption and the collisional excitation rates, respec-
tively, and A2,1 is the radiative transition probability.
In the present analysis, we are interested mainly in the physical conditions in the gas
where both the H2 and the metal absorptions have been detected. We assume that this
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absorbing region is homogeneous and therefore the number density ratios are equal to the
corresponding ratios of column densities, n2/n1 = N2/N1. We neglect fluorescence since this
indirect excitation process has usually lower rates as compared to the direct collisional exci-
tations and/or the IR radiative absorption rates. The radiative decay and the de-excitation
rates are also ignored since in our case they have low eciency.
In the main component of the zabs = 3.025 system the following quantities were estimated
from the data listed in Table 3: N(H I) = (1.910.17)1020 cm−2, N(C II) = (5.301.73)
1015 cm−2, C II/C II = (3.6 2.5)  10−3, C I/C II < 5.7  10−5, O I/O I < 3.2  10−5,
and Si II/Si II < 2.4 10−3.
The ground state of the C+ ion consists of two levels 2s22p 2P01/2,3/2 with the energy
dierence of E = 91.32 K and the spontaneous decay rate of A2,1 = 2.291 10−6 s−1. The
excited J = 3/2 level may be populated by collisions with electrons, e−, hydrogen atoms, H0,
protons, H+, and molecules, H2 . Among them the highest rate is found for collisions with
electrons : Qe
−
1,2 ’ 2  10−7 ne s−1 in the range 102 K < Tkin < 103 K (see, e.g., Figure 3
in Silva & Viegas 2001). But the electron density in H I regions comes mainly from the
photoionization of carbon, ne ’ (C/H) nH, which is approximately equal to 3  10−5 nH
for the zabs = 3.025 DLA. Then Q
e−
1,2 ’ 6  10−12 nH s−1 becomes lower than the H0{C+
collisional rate for the same temperature interval where QH
0
1,2 is almost constant and equals
QH
0
1,2 ’ 1.45  10−9 nH s−1 (Launay & Roue 1977a). The rate of the photon absorption
in the zabs = 3.025 DLA is mainly induced by the cosmic microwave background radiation
(Molaro et al. 2001b) and equals to w1,2 ’ 1.1 10−9 s−1.
From (13) and taking the limiting value of the measured ratio C II/C II = 6.1 10−3,
one can obtain nH < 9 cm−3. The low limit of nH > 2 cm−3 stems from the analysis of the
H2 lines (see x 4.2).
In principle, in our case the kinetic temperature in the H2 -bearing cloud might be
directly estimated from the analysis of the C0 and C+ lines using (13) and the statistical
equilibrium equation
ζCI nC I = nC II ne α(Tkin) ,
where ζC I is the photo-ionization rate of carbon and α(Tkin) is the total radiative recombi-
nation coecient.
Since the H2 line absorptions in the Lyman and Werner bands attenuate carbon-ionizing
photons (Black & Dalgarno 1977), ζCI is expected to be of the same order of magnitude as
the rate of photo-dissociation of H2 which can be calculated from the H2 populations at the
J = 4 and 5 rotational levels (see x 4.2).
However, C0 was not detected at zabs = 3.025 and only an upper limit to the C I column
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density was set. Using the inequality C I/C II < 5.710−5 and calculating α(Tkin) from the t
by Pequignot, Petitjean, & Boisson (1991), we found that for any Tkin from 100 K to 1000 K
ζCI is consistent with the rate of photo-dissociation of H2 . Because of this uncertainty we
simple equal Tkin = Tex ’ 800 K which gives us the consistency in the estimations of the
molecular formation rate upon grains with the theoretical value from Spitzer & Cochran
(1973) (for more details, see x 4.2).
To check the consistency of the estimated nH with other metal absorption lines, we can
use the upper limits to the column densities of O I and Si II. The equilibrium equation
for the three-level system (3P2,
3P1,
3P0 states of O











where the subscripts 0, 1, and 2 denote the ground (0) and excited (1,2) levels, respectively.
The spontaneous decay rate A1,0 = 8.95 10−5 s−1, and the energy dierences between the
ground state and the corresponding ne-structure levels are E0,1 = 228 K and E0,2 =
326 K.
If ne is small, the rate coecient for collisions with hydrogen atoms is dominating.
At kinetic temperatures Tkin ’ 103 K, we nd from Launnay & Roue (1977b) QH00,1 =
4.4 10−11 nH s−1 and QH00,2 = 0.55 10−11 nH s−1. Then (14) yields nH < 60 cm−3, which is
consistent with the foregoing value.
The ne-structure level of the Si+ ion (3P03/2) has an eective excitation temperature
’ 414 K which means that the estimated upper limit to N(Si II) is less sensitive to low gas
densities in this last case. Indeed, calculations show that with the collisional rate QH
0
1,2 =
9.57  10−10 nH s−1 (Roue 1990) and the spontaneous decay rate A2,1 = 2.17  10−4 s−1,
the gas density nH < 540 cm
−3. Thus, we may conclude that the estimated volumetric gas
density 2 cm−3 < nH < 10 cm−3 is in agreement with the available metal absorption-line
data.
4.2. H2 distribution over the rotational states
We nd no pronounced dierences between the H2 abundances in the zabs = 3.025 galaxy
and in the Galactic diuse clouds which have comparable H I column densities. The high
excitation temperature in our system, Tex = 808  195 K, is also consistent with previous
observations in the Galaxy. For instance, in a pioneer work by Spitzer & Cochran (1973)
it has been shown that Tex > 300 K within diuse interstellar clouds where the H2 column
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density in the J = 0 rotational level N(0) < 1015 cm−2, and the temperature as high as
1100 K has been detected by Morton & Dinerstein (1976) toward ζ Pup.
The unique Tex in the zabs = 3.025 cloud for all levels from J = 0 to 5 may suggest that
the populations in the excited rotational states of H2 are supported by collisions in a gas
whose kinetic temperature is near 800 K. If this is the case, we can estimate the gas density,
nH, required to produce the measured population ratios. In a steady state, the population






exp [−2Bv(2J + 3)/Tex]
1 + AJ+2,J/QJ+2,J
, (15)
taking into account Eq. (8) and the principle of the detailed balance to couple collisional
excitation and de-excitation rate coecients. With the normalization
P
J nJ = nH2 , Eq. (15)
yields the rotational populations.
For a preliminary analysis, the distribution of H2 over rotational levels was calculated
under the assumptions that (i) H2 is collisionally excited by H
0 only, and (ii) the gas is
optically thin to radiation emitted in the rotational transitions of H2 . We employed only
jJj = 2 transitions and neglected para-ortho flipping and other transitions with jJj > 2
since their rates are small (cf. Elitzur & Watson 1978). The H2 collisional excitation rates
were calculated by using the analytical approximations given in Shull & Beckwith (1982).
The deduced rates are listed in Table 5, columns 3 and 4 for Tkin = 800 K and 1000 K,
respectively. In columns 5 and 6 we show, for comparison, the rates obtained in dierent
models by Nishimura (1968) and Elitzur & Watson (1978). As noted by Shull & Beckwith,
the accuracy of the collisional excitation rates are not suciently high and dierent models
may produce deviations of about 50%. The employed analytic t to the H0{H2 excitation
rates agrees with the Elitzur & Watson calculations to better than 25 %, but gives much
lower values than the Nishimura rates. The radiative rates listed in column 2 were taken
from Turner, Kirby-Docken, & Dalgarno (1977).
In Figure 15, the calculated relative concentrations (marked by the curves) are compared
with the measured population ratios (dots with error bars). This gure shows that the
concordance with observations can be reached only at nH = 1000 cm
−3. However, such high
density is not consistent with the estimated upper limit to nH < 10 cm
−3 stemmed from the
analysis of the metal absorption lines (at Tkin = 800 K, the gas density nH = 1000 cm
−3
would yield the ratio C II/C II = 0.63 which is in a clear contradiction with observations).
Figure 15 shows also that although the relative populations of the J = 0 and 2 levels might
be described with nH ’ 5  10 cm−3 and Tkin = 800 K, the discrepancies in N(3)/N(1),
N(4)/N(2), and N(5)/N(3) are too large. It follows that collisional excitation of the higher
rotational levels of H2 by H
0 atoms is unlikely in the zabs = 3.025 cloud.
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The populations of higher-J levels may be caused by UV- and formation-pumping (see
Shull & Beckwith 1982 and references cited therein). The eciency of the UV-pumping
depends on optical depth in H2 lines. In our case, the central optical depths of the strongest
H2 absorption lines are larger than 1, e.g. for the line W1-0R(1), shown in Figure 5, τ0 = 2.0
if b = 3 km s−1 and N(1) = 1.251014 cm−2. Therefore we may suppose that the population
ratios N(5)/N(3) and N(4)/N(2) are xed by the rate of pumping, whereas the N(2)/N(0)
ratio is determined by the collision rate which, in turn, depends on Tkin and nH. The
collisional excitation of the J = 3 level is expected to be less eective in our case. Indeed, the
J = 2 level has longer radiative lifetime when compared with the J = 3 level (tJ=2 = 3.41010
s and tJ=3 = 2.1109 s, respectively), and therefore it is more sensitive to the collisional de-
excitation. The critical density, ncrH = AJ+2!J/qJ+2!J, above which collisional de-excitation
becomes important is ncrH = 1.7 cm
−3 and 36.6 cm−3 for the J = 2 and 3 levels, respectively,
and, thus, nH > 2 cm−3 is required to maintain the observed N(2)/N(0) ratio at Tkin = 800 K.
Now we can set restrictions on the rate of photo-dissociation, I, in the zabs = 3.025
molecular cloud assuming that the H2 molecules are formed on grains with rate R and
partly destroyed through the fluorescence process. In equilibrium, the fractional molecular
abundance is given by (Jura 1974)
fH2 ’ 2RnH/I . (16)
To estimate the rate of formation of H2 , we use the approximation from Black &
Dalgarno (1977)
R ’ 10−6 T 0.5kin nH nd cm3 s−1 . (17)
Here the number density of dust grains, nd, is related to the total hydrogen density, n,
through
nd = 10
−12 n = 10−12 (nH + 2 nH2) , (18)
which is the usual relation for the interstellar diuse clouds.
Then, accounting for the dust-to-gas ratio ~k ’ 0.05 (see x 3.7) and the fact that nH2 
nH in the zabs = 3.025 cloud, we nd
R ’ 10−18 T 0.5kin ~k n2H ’ 5 10−20 T 0.5kin n2H cm3 s−1 . (19)
Then for Tkin = 800 K, H2 forms at a rate R ’ 1.4 10−18 n2H cm3 s−1.
This value of R is consistent with the upper limit found by Jura (1974) in the Galactic
ISM, RG < 2  10−16 cm3 s−1, if nH < 12 cm−3 at zabs = 3.025. By this we conne nH
in the interval 1.7 cm−3 < nH < 12 cm−3 which provides a self-consistency between the
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observed N(2)/N(0) ratio and the maximum formation rate of H2 under the condition that
the physical properties of the dust grains in the Milky Way and at zabs = 3.025 are similar.
Since the molecular hydrogen fractional abundance in the main component of the zabs =
3.025 absorber is fH2 = (3.5 0.5) 10−6, cloud parameters nH ’ 5 cm−3 and Tkin = 800 K
will yield I ’ 1.0 10−10 s−1 which agrees well with the values measured in the interstellar
clouds containing optically thin H2 : 0.5 10−10 s−1  IG  16.0 10−10 s−1 (Jura 1975a).
Thus, the radiation eld in the zabs = 3.025 cloud is quite comparable with those measured
in transparent interstellar clouds in the MW.
We now evaluate from the relative population of the dierent rotational levels of H2 the
total hydrogen density, nH, the photo-absorption rate, β0, and the steady state production
rate of molecular hydrogen, R. Our analysis is, in general, the same as described by Spitzer
& Zweibel (1974) and by Jura (1974, 1975a,b). However, we re-calculated the formation
eciency coecients ε4 and ε5 for the J = 4 and 5 levels including upper rotational levels with
a cuto above Jmax = 15. These coecients were calculated from the Boltzmann distribution
of molecules formed upon grain surfaces with an eective temperature, Tf (for details, see
Black & Dalgarno 1976). Since a newly formed molecule quickly cascades to the ground
vibrational level, we assume that the newly formed molecules populate the (v=0, J=4) and
(v=0, J=5) levels. It is usually assumed that molecules are formed at Tf ’ 17400 K, which
is the temperature equivalent of the binding energy of H2 distributed statistically among
the rotation-vibration levels upon formation (e.g. Spitzer & Zweibel 1974). Then, we nd
ε4 = 0.21 and ε5 = 0.65 (cf. ε4 = 0.19 and ε5 = 0.44 from Jura 1975b).
The concentrations of H2 in the J = 4 and 5 levels may be approximately estimated
from the statistical equilibrium equations





p4+K,J0 nJ0 , (20)
where J0 = K, K + 2, K + 4, and K = 0 or 1 for J = 4 or 5, respectively.
In these equations, the pumping eciency coecients pi,j are taken from Jura (1975a).
The quantity pi,j shows the probability, averaged over the dierent Lyman and Werner
bands, that photo-absorption from the jth rotational level will lead to the population of the
ith rotational level in the ground v = 0 vibrational state.
From (20) we can calculate R nH using the measured N(4)/N(H) and N(5)/N(H) ratios.
It gives R nH ’ 410−16 s−1. If we take R ’ 510−17 cm3 s−1 from Spitzer & Cochran (1973),
then nH ’ 8 cm−3. Now the H2 destruction rate can be estimated from (16) which gives
I ’ 7  10−11 s−1 { the value consistent with the mean Galactic rate of photo-dissociation
of H2 . If I ’ 0.11β0, as found by Jura (1974), than the rate of photo-absorption is β0 ’
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6  10−10 s−1. On the other hand, the average β0 for the intergalactic UV background at
z ’ 3 is about 2  10−12 s−1 (Srianand & Petitjean 1998), while the average interstellar
radiation eld in the MW has β0 = 5  10−10 s−1. Thus, our measurements show a close
similarity with the average characteristics of the UV eld found in the MW.
For the neutral hydrogen column density N(H I) ’ 1.9 1020 cm−2 and nH ’ 5 cm−3,
the linear size of the H2 -bearing cloud along the line of sight is equal to D ’ 13 pc which
yields a mass of of the H2-bearing cloud of M ’ 0.5D3nHmH ’ 125M.
4.3. [α-element/iron-peak] ratios
The elemental column densities obtained following the procedure described in sections
3.5 and 3.6 together with the relative abundances are summarized in Table 4.
Among the elements belonging to the iron-peak group, Zn is a good indicator of the absolute
metal abundance in the system, since Zn is known to be essentially undepleted in the ISM
(Pettini et al. 1999). Measurements of Zn in high redshift systems have been proven very
challenging since the Zn II resonance lines fall at wavelengths > 8000 A where spectrograph
and CCD eciency decrease while sky emissivity increases. The Zn measurement presented
here together with that in the DLA at zabs = 3.39 toward Q0000{2621 are the only ones
obtained for systems with z  3. The [Zn/H] = −1.37 0.08 we derive, is on line with the
bulk of [Zn/H] measurements found in the redshift interval 2 < z < 2.5 although somewhat
higher by 0.6 dex of the DLA at zabs = 3.39 toward Q0000{2621 conrming the presence of
signicant spread in absolute abundance in DLA with comparable redshifts. The straight
mean of the Zn measurements in the redshift interval from 2  z  3 is [Zn/H]  −1.2, and
not dierent from the column density weighted mean for the same redshift interval (Vladilo
et al. 2000). This new measurement therefore supports the general metallicity behaviour,
characterized by an intrinsic spread for a given redshift and by a mild trend of increasing
abundance with the decreasing redshift if not a lack of evolution when the hydrogen column
density weighted mean is considered.
As described in previous x 3.6, our model keeps constant the ratio between component
1 and the other components. With this condition imposed, the relative ratios in the dierent
components cannot account for dierent degrees of ionization among the various elements
or the presence of dierent dust pattern depletion among the dierent components of the
system, if these are present. Dierent chemical abundances among the dierent components,
although less likely, are also a possibility here. Same inconsistencies have already been
mentioned and it thus may be possible that a contribution from warmer gas or dierent dust
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depletion is responsible for the observed discrepancies. However, these eects seem to be of
some relevance only for Fe abundances, which may be 0.2 dex lower than what derived by
our model. If this correction is taken into account then Fe becomes consistent with the Cr
abundance.
Only recently it has been possible to measure oxygen with an acceptable accuracy by
using the fainter O I lines falling in the Lyα forest instead of the always strongly saturated
O I λ1302 A transition (Lopez et al. 1999; Molaro et al. 2000; Dessauges-Zavadsky et al.
2001). Here, the O abundance is derived by means of a set of eleven OI lines which have
been used either for direct tting or just for consistency.
The [O/Zn] is the most informative ratio to trace back the kind of chemical evolution of
the absorber. Both elements show little anity with dust grains and are good representatives
of α-chain and iron-peak elements, respectively. If the system is in the early stages of chemical
evolution, the relative abundances should reflect the yields of Type II SNe characterized by
enhancement of the α-elements. In fact it was rather surprising to nd little evidence for
such enhancement when elements such as S and Si, once corrected by dust, where used in
combination with Zn (Centurion et al. 2000; Vladilo 1998) and a ratio [O/Zn] = 0.1 has
been measured in the DLA toward Q0000{2621 (Molaro et al. 2001a).
The ratio [O/Zn] = 0.53  0.17, we found here, represents the rst clear cut evidence
for a genuine enhancement of the α-elements comparable to what observed in the metal
poor stellar population of the Milky Way (Israelian et al. 2001). The oxygen result is
also supported by the other α-elements we have been able to measure, namely [Ar/Zn] =
0.370.14, [Si/Zn] = 0.480.10, and [S/Zn] = 0.59 (the last ratio was obtained by combining
the measurement of Bonifacio et al. 2001). Argon looks slightly below, although consistent
within the errors, with the other α-elements. This is not surprising since Ar is sensitive
to photoionization eects and in the Galaxy it shows even larger depletion factors (Soa &
Jenkins 1998).
The clear evidence for α-element over iron-peak enhancement found in Q0347{3819
shows that the DLAs probably comprise a mix of chemical abundance pattern with both low
or standard α-element enhancement. It is not clear at the moment if this follows from dierent
enrichment histories or just same type of galaxies caught at dierent stages of their chemical
evolution. It is interesting to note that the log (S/O) = −1.6 and log (Ar/O) = −1.470.17
ratios are comparable to those observed in the DLA toward Q0000{2621, in particular when
allowing for a small degree of Ar photoionization. As argued by Henry & Worthey (1999)
the similarity of these elemental ratios in a variety of galactic systems from the MW to Blue
Compact galaxies strengthen the case for the existence of a universal IFM.
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An interesting result of our analysis is a relatively accurate abundance for C which is
discussed in connection with the CMBT in Molaro et al. (2001b). Normally, in all the
DLAs the C II resonance lines are strongly saturated preventing any useful abundance to
be derived. Having constructed a model for the absorber by means of the whole set of
elemental lines sampling dierent regimes of line saturation, we obtain [C/Zn] = 0.300.17,
where the relatively larger error still reflects the intrinsic diculty of the analysis. Carbon
in stars at [Fe/H]  −1.5 is found slightly decient (Tomkin et al. 1995), and also are the
Galactic chemical enrichment predictions based on standard stellar evolution of Timmes,
Woosley, & Weaver (1995). At lower abundances, stellar values show a large spread and
even overabundances of C are frequent. Such overabundances are not predicted by standard
models and suggest that present understanding of C production and evolution is somewhat
incomplete.
Nitrogen has also a rather complex origin being mostly produced intermediate massive
stars (Henry, Edmunds, & Ko¨ppen 2000). In DLAs, N shows a scatter well in excess of obser-
vational uncertainties which has been interpreted as due to the delayed release of N compared
to O, with N bing formed by intermediate mass stars with longer lifetimes (Centurion et al.
1998). Our value in the ‘[O/H]{[N/O]’ plane has coordinates [O/H] = −0.84 and [N/O] =
−0.88 and falls close to the line for a pure secondary origin for N (cf. Figure 8 in Centurion
et al. 1998). If intermediate massive stars had not yet time to evolve and contribute to the
N enrichment this sets an upper limit of approximately 108 yr to the evolutionary age of the
zabs = 3.025 system. That the system is relatively young is also consistent with the observed
α-element enhancement.
Phosphorus has been measured in the DLA toward Q0000{2621 (Molaro et al. 2001a)
and toward Q1759+7539 (Outram et al. 2000). P cannot be measured in stars and the
damped Lyα systems provide a unique astrophysical site where this element can be measured
in low metallicity environments. Our determination is based only on the P II λ963.8 A line
and it may be slightly overestimated due to H I contamination. We have here [P/Si,S]
 −0.3 which suggests the presence of a moderately odd-Z/even-Z eect which is a common
feature in all the P measurements in DLAs so far.
5. Conclusions
The mail results of this paper are as follows.
(1) In the high resolution UVES spectrum of the quasar 0347{3819 we have identied
over 80 absorption features with the Lyman and Werner lines arising from the J = 0 to 5
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rotational levels of the ground electronic-vibrational state of H2 . These lines belong to the
zabs = 3.025 damped Ly-α system.
(2) The application of the standard Voigt tting analysis to the main subcomponent at
zH2 = 3.024855 0.000005 gives the total H2 column density of N(H2) = (3.7 0.4) 1014
cm−2 and the Doppler width bH2 = 3.3  0.8 km s−1. The rms turbulent velocity in the
H2-bearing cloud is found to be less than 2.4 km s
−1.
(3) The fractional abundance of H2 in the main component is equal to fH2 = (3.50.5)
10−6, while being compared to the total H I column density it yields fH2 = (1.60.4)10−6.
These values are similar to those observed in the ISM diuse clouds with low color excesses,
E(B − V ) < 0.1. Using the total hydrogen column density in the main component N(H I)
’ 1.91020 cm−2 and the approximate relationship N(H) ’ 7.51021 E(B−V ) cm−2 mag−1,
which assumes that the gas and dust grains are uniformly mixed (Spitzer & Jenkins 1975),
we obtain E(B− V ) ’ 0.03 mag in the H2-bearing cloud. For the second strong component
at v ’ −17 km s−1 we set a very low limit to fH2 < 10−8 (3σ). The zabs = 3.025 system is
not a homogeneous cloud but rather a mixture of cold and warm gas.
(4) The total column densities in the ortho- and para-H2 states yield the ratio Northo/Npara =
2.7 0.5 which is close to 3:1 expected from hot H2 formation upon grain surfaces. Similar
ratios of 2.40.9 and 3.10.8 are estimated at zabs = 2.33771 and 2.8112 toward Q1232+0815
and Q0528{250 from the published data by Srianand et al. (2001) and Srianand & Petitjean
(1998), respectively. These ratios are, however, higher than the ‘freeze-out’ ortho:para-
H2 = 1:4 predicted for the early universe at z < 20 (Flower et al. 2000). It appears that
H2 detected in these three DLAs has undergone a re-forming in the period between z ’ 20
and z ’ 3 (t ’ 2 Gyr).
(5) We found that the population of the low rotational levels can be represented by a
single excitation temperature of Tex = 808  195 K. Such an high Tex agrees well with the
results by Spitzer & Cochran (1973) who showed that Tex > 300 K within diuse clouds
which have N(J = 0) < 1015 cm−2, as it is in our case.
(6) From the measured [Cr/H] and [Zn/H] ratios we calculated the gas-to-dust ratio
~k = 0.05  0.02 in the whole zabs = 3.025 system (the ratio [Cr/Zn] is usually used to
indicate the presence of dust in DLAs). The derived H2 fractional abundance ts well in the
linear relation between log fH2 and [Cr/Zn] supporting our previously obtained results for
other DLA systems (Levshakov et al. 2000).
(7) From the observed population ratios of H2 in dierent rotational states and the
C II/C II ratio we infer the hydrogen number density nH in the H2-bearing cloud 2 cm−3
< nH < 10 cm−3, and its dimension along the line of sight 6 pc < D < 26 pc which give
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M ’ 125M.
(8) From the relative populations of H2 in the J = 4 and 5 rotational levels we estimated
the rate of photo-destruction I ’ 7 10−11 s−1. The photo-absorption rate, β0 ’ I/0.11, is
thus equal to β0 ’ 6 10−10 s−1. Taking into account that the average interstellar radiation
eld in the MW has β0 = 510−10 s−1 (Jura 1974) we conclude that the UV radiation elds
in the zabs = 3.025 absorbing cloud and in the Galactic ISM are very much alike. We also
found that the formation rate of H2 upon grain surfaces, R nH ’ 4 10−16 s−1, is similar to
that found in the Galaxy by Jura.
(9) The metal abundances from the zabs = 3.025 DLA reveal a pronounced [α-element/iron-
peak] enhancement with [O,S,Si/Zn] ’ 0.5 at the 3σ condence level, the rst time that this
abundance pattern is unambiguously identied in a DLA system. The same order of mag-
nitude enrichment of α-chain elements has been observed in Galactic metal-poor stars. The
measured [N/O] ratio implies the chemical history age of this DLA of < 108 yr.
(10) The analysis of the metal proles combined with the H+D Lyman series lines yield a
new estimation of the hydrogen isotopic ratio D/H = (3.20.4)10−5 in this DLA. It implies
for the baryon-to-photon ratio, η, a value in the interval 4.7510−10 < η < 6.010−10, and
the present-day baryon density Ωb h
2 ’ 0.017  0.022, which is in good agreement with a
new analysis of the BOOMERANG experiment yielding Ωb h
2 = 0.021 0.003 (Nettereld
et al. 2001).
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Fig. 1.| A portion of the normalized spectrum of Q0347{3819 in the region of a few H2 lines
from the Lyman and Werner bands (labels ‘L’ and ‘W’, respectively) identied in the zabs =
3.025 damped Lyα system. The noise level is indicated by the dashed curve at the bottom of
the panel. The general continuum was estimated by using a polynomial t to the ‘continuum
windows’ in all spectral range spanning about 1200 A. In cases where the curvature of the
QSO continuum at z = 3.025 is strong, the uncertainty in the local continuum level may be
dominated by uncertainties in the tting procedure.
Fig. 2.| Condence regions in the ‘χ2 − b’ plane calculated from the simultaneous t of
the H2 lines from Table 1 for which the K-values are indicated in column (9). The parabola
vertex corresponds to the most probable value of b = 3.3 km s−1.
Fig. 3.| Curves of growth for 35 H2 lines (J = 0, 1, 2, 3, 4, and 5; see Table 1) in the zabs =
3.025 molecular cloud toward Q0347{3819. Most probable Doppler parameter is bH2 = 3
km s−1. Curves with b = 2 km s−1 and 4 km s−1 restrict the 1σ condence region for bH2 .
Fig. 4.| Condence regions in the ‘χ2 − LogN(J)’ planes calculated from the simultaneous
ts of the H2 lines arising from the same J levels. The parabola vertexes correspond to the
most probable values of N(0) = 1.901013 cm−2, N(1) = 1.251014 cm−2, N(2) = 4.851013
cm−2, N(3) = 1.05 1014 cm−2, N(4) = 2.35 1013 cm−2, and N(5) = 1.85 1013 cm−2.
Fig. 5.| H2 absorption features associated with the zabs = 3.025 damped Lyα system toward
Q0347{3819 (normalized intensities are shown by dots with 1σ error bars). The zero radial
velocity is xed at zH2 = 3.024855. Smooth lines are the synthetic H2 spectra calculated for
the mean physical parameters (see text). Possible blends are indicated.
Fig. 6.| Same as Figure 5.
Fig. 7.| Spectral regions including the H2 transitions of the Lyman and Werner bands
(labeled in panels) in the z = 3.024637 absorber in the direction of Q0347{3819. The lowest
panel presents the result of stacking. The 3σ upper limit of 1 mA was calculated for a 12
km s−1 window centered at v = 0 km s−1.
Fig. 8.| Population of the low rotational levels of H2 in the zabs = 3.025 damped Lyα system
toward Q0347{3819. Error bars for 1σ deviations are shown. The negative inverse slope of
the best-t straight dotted line indicates the excitation temperature of about 800 K.
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Fig. 9.| Left panels : Composite stacked spectra for Zn II and Cr II (dots with 1σ error bars).
Sooth lines are the synthetic spectra which also mark pixels involved in a χ2 minimization.
The zero radial velocity is xed at z = 3.024856. Two absorption features at v ’ +6
km s−1 (the top panel) and at v ’ +13 km s−1 (the bottom panel) are telluric lines. Right
panels : Condence regions calculated for the the individual Cr II and Zn II stacked spectra.
Fig. 10.| Relation between H2 fractional abundance fH2 plotted on a logarithmic scale and
relative heavy element depletion in high DLAs. The solid line corresponds to the linear law:
log fH2 ’ −5.4 [Cr/Zn] − 7.6, obtained for the ve measurements of fH2 we know (DLAs
# 5, 8, 12, 13 and 14). The lled circles correspond to [Cr/Zn] and the open ones to [Fe/Zn].
See Table 2 for references.
Fig. 11.| Metal absorption features associated with the zabs = 3.025 damped Lyα system
toward Q0347{3819 (normalized intensities are shown by dots with 1σ error bars). The
zero radial velocity is xed at zabs = 3.024856. The smooth lines are the synthetic spectra
convolved with the instrumental resolution of FWHM = 7.0 km s−1. They are tted simul-
taneously to the observed proles or to their portions marked by horizontal lines which also
indicate pixels involved in the optimization procedure. The synthetic proles correspond to
the most probable model with physical parameters listed in Table 3. For Ti II, a composite
stacked spectrum is shown.
Fig. 12.| Same as Figure 11 but for the hydrogen and deuterium lines. The smooth proles
shown by thick lines are convolved with the spectrograph function, whereas thin lines are
the unconvolved spectra. For the Lyα line only a portion of its blue wing free of the forest
absorptions is shown. The deuterium absorption at v ’ −82 km s−1 and ’ −100 km s−1
is clearly seen in the Ly-10 and Ly-12 unconvolved spectra. The corresponding D/H ratio is
equal to 3.2 10−5.
Fig. 13.| Condence regions in the ‘χ2−D/H’ planes calculated from the simultaneous t of
the H I and metal lines shown in Figures 11 and 12 for models with dierent Doppler widths
of the main b2 component (as indicated in the panels). The parabola vertex corresponds
to the most probable value of D/H for a given model. The most probable model with the
lowest χ2min is shown in panel c.
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Fig. 14.| Radial velocity distribution p(v) for the most probable model (Table 3) and, for
comparison, p(v) adopted in DDM (solid and dashed curves, respectively). The intense and
narrow spike at v ’ 0 km s−1 was revealed from the analysis of the H2 lines in the present
paper and independently from the analysis of the S II λ947 A line (Bonifacio et al. 2001).
Fig. 15.| Population density ratios in H2 rotational levels observed at zabs = 3.025 toward
Q0347{3819 (dots with error bars). The pure collisional ratios, calculated at the excitation
temperature Tex = 800 K for four volumetric gas densities nH = 2, 5, 10, and 1000 cm
−3, are
shown schematically by the smooth lines. Collisions with atomic hydrogen are assumed.
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Table 1. H2 Lines at zabs = 3.025 toward Q0347–3819
J Line hλi, A σhλi, A Wλ, mA σWλ , mA z jσzj
0 L3-0R 4277.95 0.03 8.2 10.1 3.02485 0.00003
L7-0R 4076.43 0.04 21.4 11.0 3.02484 0.00004
1 W2-0Q 3888.39 0.06 83.9 10.5 3.02487 0.00006
W3-0Q 3813.22 0.04 59.2 15.8 3.02484 0.00005
L1-0P 4403.43 0.06 25.4 10.2 3.02486 0.00005
L3-0R 4280.27 0.05 65.6 9.3 3.02485 0.00005
L3-0P 4284.89 0.03 24.9 9.5 3.02486 0.00003
L7-0R 4078.95 0.06 76.4 11.6 3.02485 0.00006
L10-0P 3955.77 0.06 46.8 12.3 3.02484 0.00006
L14-0P 3813.61 0.04 24.6 17.1 3.02484 0.00005
2 W0-0R 4061.18 0.05 30.5 11.6 3.02486 0.00005
W0-0Q 4068.86 0.07 51.5 16.5 3.02484 0.00007
W0-0P 4073.85 0.04 10.5 10.0 3.02488 0.00004
W1-0Q 3976.46 0.06 53.0 15.2 3.02488 0.00006
L3-0R 4286.45 0.04 15.8 10.8 3.02485 0.00004
L3-0P 4294.12 0.03 12.6 9.5 3.02485 0.00003
L4-0R 4232.15 0.05 23.7 11.5 3.02487 0.00005
L5-0R 4180.57 0.06 32.2 10.8 3.02485 0.00006
3 W0-0Q 4075.88 0.07 65.7 12.4 3.02485 0.00007
L2-0R 4353.77 0.06 36.6 9.7 3.02488 0.00005
L2-0P 4365.21 0.05 11.9 10.2 3.02485 0.00004
L3-0R 4296.43 0.08 51.4 11.6 3.02485 0.00007
L3-0P 4307.18 0.05 22.0 11.1 3.02487 0.00004
L4-0R 4252.15 0.06 61.3 11.6 3.02486 0.00006
L4-0P 4252.13 0.03 15.1 9.8 3.02485 0.00003
L6-0R 4141.54 0.05 60.3 11.1 3.02487 0.00005
L7-0P 4103.35 0.04 32.2 9.6 3.02484 0.00004
L8-0P 4058.61 0.05 29.3 12.6 3.02484 0.00005
L12-0R 3894.77 0.05 46.2 12.9 3.02488 0.00005
L15-0R 3795.31 0.04 20.8 11.9 3.02486 0.00004
4 L4-0P 4268.66 0.06 27.2 13.7 3.02483 0.00005
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Table 1|Continued
J Line hλi, A σhλi, A Wλ, mA σWλ , mA z jσzj
L8-0P 4074.23 0.03 10.6 10.2 3.02486 0.00003
5 W1-0Q 4004.43 0.05 22.7 11.2 3.02488 0.00005
L7-0P 4138.55 0.04 8.7 11.5 3.02484 0.00004
L12-0R 3923.75 0.04 13.9 10.7 3.02484 0.00004
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Table 2. Molecular hydrogen and metal abundance measurements in DLAs
# QSO zabs [Cr/Zn] [Fe/Zn] log N(H i) log N(H2) log fH2
1 Q1328+307 0.692 −0.44 0.10a − 21.28 0.10a < 15.70b < −5.2
2 Q0454+039 0.860 0.14 0.12c 0.01 0.12c 20.69 0.06c < 16.38b < −4.0
3 Q0935+417 1.373 −0.10 0.16d −0.27 0.15d 20.40 0.09d < 16.40b < −3.7
4 Q1157+014 1.944 − −0.42 0.11e 21.80 0.10f < 14.71e < −6.7
5 Q0013−004 1.973 < −0.95g −1.10 0.13g,h 20.70 0.05i 19.84 0.10i −0.66 0
6 Q0458−020 2.040 −0.36 0.05j −0.46 0.07j 21.65 0.09g < 15.90b < −5.4
7 Q0100+130 2.309 −0.12 0.05j −0.22 0.06j 21.40 0.05k < 15.70b < −5.4
8 Q1232+082 2.338 − −0.86 0.13l,m 20.90 0.10m 17.18 0.10m −3.42 0
9 Q0841+129 2.374 −0.12 0.08e,j −0.29 0.08e 20.95 0.09j < 14.67e < −5.9
10 Q0112+029 2.423 −0.75 0.18g − 20.95 0.10g < 16.00b < −4.6
11 Q1223+178 2.466 −0.27 0.14g,e −0.21 0.11e 21.52 0.10e < 14.30e < −6.9
12 Q0528−250 2.811 −0.46 0.14n −0.46 0.12n,o 21.35 0.10u,p 16.77 0.09q,o −4.28 0
13 Q0347−382 3.025 −0.55 0.10r −0.12 0.14r 20.63 0.09s 14.53 0.05r −5.80 0
14 Q0000−262 3.390 0.06 0.07t 0.03 0.07t 21.41 0.08j 13.94 0.06v,w −7.17 0
Note. | Column densities N(H i) and N(H2) are given in cm
−2.
References: a Meyer & York (1992); b Ge & Bechtold (1999); c Pettini et al. (2000); d Meyer et al. (1
e Petitjean et al. (2000); f Wolfe & Briggs (1981); g Pettini et al. (1994); h Centurion et al. (2000); i G
Bechtold (1997); j Prochaska & Wolfe (1999); k Wolfe et al. (1994); l Ge et al. (2001); m Srianand et al. (2
n Lu et al. (1996); o Srianand & Petitjean (1998); p Mller & Warren (1993); q Levshakov & Varshalo
(1985); r this paper; s D’Odorico et al. (2001); t Molaro et al. (2000); u Levshakov & Foltz (1988); v Levsh
et al. (2000); w Levshakov et al. (2001)
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Table 3. Model parameters for the DLA at zabs = 3.025 derived from the
observed spectra (Figs. 11,12)
ion N1, cm
−2 i vi, km s−1 bi, km s−1 R1i
H i (1.62 0.04) 1020 1 −16.7 1.6 15.8 0.5 1.00
C ii (4.49 1.42) 1015 2 0.1 1.4 3.0 0.9 1.18 0.10
C ii (1.63 0.96) 1013 3 11.3 1.0 4.9 2.6 0.14 0.06
N i (2.57 0.87) 1014 4 13.8 4.8 35.5 1.6 0.13 0.01
O i (1.58 0.51) 1016 5 62.8 2.8 6.7 2.4 0.07 0.03
Si ii (7.51 1.05) 1014
P ii (4.44 2.61) 1012
Ar i (5.37 1.42) 1013
Fe ii (1.66 0.46) 1014
Note. | N1 the column density of the rst component; i the component
number; vi the Doppler shift of the ith component; bi the Doppler width
of the ith component; R1i the relative strength of the ith component,
R1i = Ni/N1
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Table 4. Column densities and relative abundances at zabs = 3.025 toward
Q0347–3819
Ion log N, cm−2 (X/H)e [X/H] [X/Zn] [X/H]
c [X/H]d [X/H]f
H i 20.612 0.012
C i < 11.6y,z
C ii 16.055 0.137 −3.48 0.06 −1.08 0.15 0.30 0.17 > −2.4 > −2.2
C ii 13.615 0.257
N i 14.813 0.147 −4.08 0.06 −1.72 0.16 −0.34 0.18 −2.1 −2.5
O i 16.600 0.140 −3.17 0.06 −0.84 0.15 0.53 0.17 > −1.5 > −2.4 > −2.2
O i < 11.9y,z
Si ii 15.278 0.061 −4.44 0.05 −0.89 0.06 0.48 0.10 −1.2 > −1.9 −1.4
Si ii < 12.4y,z
P ii 13.050 0.255 −6.44 0.06 −1.12 0.26 0.25 0.27
S ii 15.03a −4.80 0.06 −0.78 0.59 −1.2 −1.5 −1.2
Ar i 14.132 0.115 −5.48 0.04b −1.00 0.12 0.37 0.14
Ti ii < 11.9y −7.06 0.02 < −1.65 < −0.28
Cr ii 12.380 0.072 −6.31 0.01 −1.92 0.07 −0.55 0.10
Fe ii 14.622 0.119 −4.50 0.01 −1.49 0.12 −0.12 0.14 −1.9 > −2.0 −1.7
Ni ii  13.0y −5.75 0.01  −1.86  −0.49 < −2.0 < −2.3
Zn ii 11.908 0.064 −7.33 0.04 −1.37 0.08 < −0.8 < −1.2
Note. |  Indicated are the internal errors; y 1σ level; z based on the Keck/HIRES data obtained
by Prochaska & Wolfe (1999). References : a estimated from the central component column density
measured by Bonifacio et al. (2001), see text for details; b from Soa & Jenkins (1998); c Centurion
et al. (1998); d Ledoux et al. (1998); f Prochaska & Wolfe (1999); e Grevesse & Sauval (1998)
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Table 5. H2 Transition probabilities and excitation rate coefficients for


























0 2.94(-11) 4.47(-11) 6.44(-11) 4.82(-11) 1.27(-10)
1 4.76(-10) 1.03(-11) 1.60(-11) . . . 4.07(-11)
2 2.76(-9) 4.36(-12) 7.35(-12) 6.70(-12) 1.78(-11)
3 9.84(-9) 2.21(-12) 4.02(-12) . . . 8.33(-12)
Note. | The negative numbers in parenthesis are the powets of ten. References : a Turner et
al. (1977); b this paper; c Elitzur & Watson (1978); d Nishimura (1968)
