Introduction.
Many relations occurring in the theory of harmonic functions in two variables can be generalized to the case of other partial differential equations in the following manner.
The totality of (real) solutions ^(X) oi a linear partial differential equation forms a linear space £. (Here we assume that X varies in a fixed domain, say 93). We can also introduce a complete set ^V(X), v = l, 2, -• • of particular solutions so that in the neighborhood Sft of a point, say of the origin, every function ^?££ can be represented in the form (1) •9(X) = '£a,*,(X), xek. v=l ( We note, however, that the system {$"(X)} depends on the domain 93 while {"$',(X)} is independent of 93.) In many instances ^,(X), v = l, 2, ■ ■ ■ can be introduced in such a way that every individual ^t(X) is defined in a domain 3 which includes 93 as a subdomain.
In this connection the question arises as to what relations exist between the properties of the sequence \Ar\ and the properties of ^(X), e.g., (1) how ^(X) behaves on the boundary of 93, (2) how far ^(X) can be continued into 3 outside of 93 and what singularities it possesses in 3, etc.
In the case of harmonic equations in two variables, many questions of
Presented to the Society, August 24, 1956; received by the editors May 25, 1956. this kind can be answered satisfactorily due to the fact that harmonic functions ^r(X), X=(x, y) can be mapped onto analytic functions/(z), z = x+iy, of a complex variable z. The class {/(z)} of functions represent not only a linear space but even an algebra (i.e. not only the sum but also the product of two analytic functions is an analytic function).
If is of interest to generalize these results to the case of other linear partial differential equations. In the case of linear differential equations d2V d2* d¥ d* (3) --+ -+ a-+b-+ c* = 0, dx2 dy2 dx dy where a, b, c are entire functions (when continued to the complex values of x and y), one can introduce conveniently chosen subsequences {^(X)}, of particular solutions, and show that many of the relations mentioned before are independent of the coefficients a, b, c of the equation. Many of these results are based essentially on the fact that there exist operators P transforming analytic functions of a complex variable into (complex) solutions \p of (3).
See [2; 3; 4; 11; 12; 13; 14; 16]. If we then combine "Re" (take the real part) with a conveniently chosen operator P generating complex solutions \p of (3), we obtain new operators transforming analytic functions/of a complex variable into (real) solutions of (3). It should be stressed that while in the case of harmonic functions P is the identity operator, i.e., the operator which leaves the analytic function unchanged, in the case of more general differential equations it is useful for different purposes to consider for the same equation different operators P and to use different classes \ip\ of complex solutions of (3).
In these investigations in the case of the differential equation (3) one can go a step forward. If we introduced) Z=x+iy, Z*=x-iy, as variables, then we can choose the system {ipy(Z, Z*)} (X= (Z, Z*)) so that ^,(Z, 0) =Z", i.e., that in this case the sequence of coefficients A, (see (1)) coincides with the coefficients bv0 of the development (4) *(z, z*) = f; 12 b^rz*", a," = 5"" One of the problems arising when one attempts to continue these investigations is the question of generalization of this approach to the case of linear partial differential equations in three (real) variables. The first step in this direction is to define and study mappings, transforming solutions of (3) We note that if x and y are real Z* = Z (the conjugate of Z). If x and y are complex, Z and Z* are two independent variables.
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[July linear partial differential equations into algebras of functions of one or two variables. In this case the mappings which in a number of instances have been studied have a somewhat different structure, and in order to arrive at a general theory it is useful to consider at first a number of special cases. So far, the following linear spaces have been investigated in this connection:
(1) harmonic functions and harmonic vectors in three variables, (2) solutions of differential equations of the form *j2 32 12
(5) A^ + F(r2)xP = 0, r2 = x2 + y2 + z2,
where F(r2) is an entire function.
In the present paper, we introduce operators which transform functions of one complex and one real variable into a class of solutions of the differential equation dxk d2yp d2xP
(6).
where F(y, z) is an entire function of two variables(4) (when continued to complex values of y and z). In §2 of the present paper we define an integral operator transforming functions g(X, Z) of one real variable (X) and one complex variable (Z) into a class of (complex) solutions xp of (6) which we denote as solutions i££,Ki (i.e., as solutions of (6) belonging to the class 3Ci).
Definition. A solution xp of the differential equation (6), whose series development at the origin(6) 00 00 00 (6) Unless _the opposite is stressed, Z and Z* are two independent (complex) variables. If we set Z* = -Z, y and z become real variables. is said to belong to the class (6) 3CX.
Using the method of infinite approximation in §2, a representation of solutions \pE3i-i in terms of an arbitrary function g(X, Z) of the real variable (X) and the imaginary variable (Z) is given. Applying then certain formal transformations in §2, we obtain an integral operator transforming functions g(X, Z) into solutions i^G3Ci of the equation (6). Using this integral operator we introduce in §3 solutions ^G3Ci which possess on a given manifold 8 singularities which we denote as pole-like singularities of the class £. In §3 we establish some properties of these singularities.
In §4 we give the necessary and sufficient conditions in terms of the properties of the subsequence {^4mno} of the coefficients of the series development (7) in order that the solution \p= 22AmnrXnZmZ*'EX-i of (6) has along a given curve (7) 8 "pole-like singularities of class £." These relations are independent of the coefficient F(y, z) of the equation (6). These theorems about solutions \pEX-i, can be easily interpreted as corresponding results for real solutions ^ of the equation (6).
In the present paper we derive certain results referring to the connection between the coefficients or the development of a function element of a solution \P and the properties of yp in the large. It is clear that one can use an analogous procedure to derive various other results of a similar kind (compare e.g. [4, p. 299 ff. ]) but they are not discussed in the present paper.
The author wishes to thank Dr. M. Maschler and Dr. Johannes C. C. Nitsche for helpful criticism and various suggestions in connection with the present paper.
2. An operator transforming functions of one real and one complex variable into solutions of (2.1). Let us consider the equation (8) d'f d2f dtf " " dX' dZdZ*
In this section we shall discuss properties of solutions of (2) under the assump-(6) If we shift the origin or rotate the coordinate system the property belonging to the class 3Ci is not preserved. tion that F is a function of Z and Z* alone, and continuous in its arguments in some domain.
In the present section we derive for the solution yp.EK-i certain relations which we shall use in § §3 and 4, namely, we shall determine the complex solution xp,(X, Z, Z*) =P,[g(X,
Z)] of (2) which satisfies in the "characteristic" plane, Z* = 0, the conditions fZ'fZ nZ* nZ, fZifZl , .. Here v is a positive integer, k=Q,l,2, ••-,v;s = l,2, and (9) (.») 3'*g(X,Zi)
We introduce the sums of T,st) by writing
here the sum is taken over all combinations of fhe ey which satisfies (6). For example, for v = 3, .
fZ' pZ r>2* /*Z3 n z\ pz2
(») For example, if fe=0, s = l or 2, then g<'« =g<°> =g(X, Z); if fe-1, 5 = 1, g<«*>=gM = 3g(X, Z)/5X, if *=2, s = 2, g(,»=g<4) = a4g(X, Z)/dX4, etc. 
Since the last series converges (see (12)) it follows that yp = limn^x ypM exists.
Theorem 2.2. If xj/,= Er=o(E*-o Jl'K) converges uniformly in a domain 3), and 93 is the projection of 3) on the (Z, Z*) space, then yp,(X, Z, Z*) is a solution of (2) defined in 3), which satisfies the conditions and since E*-o Jf*\X, Z, 0) = E*-o JT\X, 0, Z*) =0 for v^l, (3) and (4) follow.
Next, observe that
Here the summation ^ is taken over all e* satisfying the relation Et* = y -fe. Consequently \p, satisfies the equation (2). In (8), (9a), (9b), etc. the expressions J?k) are represented in a form which is inconvenient for certain purposes; in particular, when evaluating Tl'a it is necessary to integrate v times an expression which involves the associate function g or its derivatives g<-,k'>. This obscures the relations between various properties of g and the corresponding solution of the differential equation. It is therefore of interest to transform these integrals into expressions where it is necessary to integrate over g (or g(sk), k = l, 2, ■ • ■ , v) only once.
Under an additional hypothesis(u) about F such a representation is possible.
Hypothesis A. We assume that F(Z, Z*) can be represented as a finite sum of expressions, each of which is a product of an entire function of Z multiplied by an entire function of Z*, i.e., we assume that Under Hypothesis A, the relation Proof. We prove our statement by induction. For 5 = 1, we have by definition
Suppose now that our statement holds for v = l, 2, • • ■ , n. For the sake of brevity we shall use the symbols Al:\v)= f\r(i;)p^i(!)dt;.
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In accordance with our assumption, where the S(k) are independent of g.
3.
The connection between a subsequence of the coefficients of the series development of a solution xp of (2.2) and the properties of its singularities.
As mentioned in the introduction, the theory of operators permits us to use results in the theory of analytic functions of one resp. two complex variables to derive various properties of solutions of linear partial differential equations of two resp. three variables.
In this section, we shall derive relations between a subsequence of the coefficients of a series development of a solution xp(x, y, z) =xp(X, Z, Z*) of the equation (2.1) (with 5 = 1), and the character and location of its singularities. We note that in the case 5 = 1, (2.1) can be written also in the form dxk d2}
(1)-+ Fxp = 0.
dX dZdZ*
The coefficient F(y, z) =F(Z, Z*) of equation (1) is assumed to be an entire function of y and z, in which case the relations mentioned above are completely independent of the special choice of the function F. Before considering more general cases we note that previous results (see e.g. [2; 3; 4]) yield solutions of (1) in which case instead of (4) we obtain the equation -Tzz' + (n2 + F)r=0, t=-t(Z,Z*).
We proceed now to the consideration of singularities along curves different from (2).
Theorem 3. The considerations carried out in the following hold in general also for these cases.
Proof of Theorem 3.1. I. We proceed first to the proof that our series converges at every point X, Z ior which \z\ 2S&, |Z*| ^Ci and 
(c-1)V to */ (ft!)2
For <r = l, the expression U (i.e., the last line of (9) 
/ a -l y-1 " 1 ZZ* k \ a + 3 I t=2,+i (* -<r + 1)1 i) which obviously converges. II.
We have yet to show that the solution defined by (6) is singular at every point of 8, see (5).
Suppose that this were not the case, i.e., we assume that at a point (Xo, Zo, Zo*) of (5) the function (6) (see also (2.11)) is regular. From the relation (1) (see also (2.20)) follows that (i/-->-(-|-r+/;/;[(^p)M (14) + F(r, t*Mx, r, r*)]<w.
Since we assumed that \p is regular in the neighborhood of the point (X0, Z0, Z*) we can connect the point (X0, 0, 0) with the point (X0, Z0, Z*) by a curve lying in the plane £ = X0 which lies in the regularity domain of \p(X0, f, f*). Consequently the second term on the right hand side of (14) will be regular at the point (X0, Z0, Z*). The term (X-22H=o amZm)~° is singular at this point so that the right hand side of (14) becomes singular there. But according to our assumption, the left hand side of (14) is regular there. This contra-[July diction shows that our assumption that xp is regular at (X0, Z0, Z*) was wrong.
We proceed now to a more detailed consideration of the behavior of our function in the neighborhood of a singularity ?. In particular, we are interested in showing that for a certain approach to 8, our function or its derivative becomes infinite. We consider now the case where (15) yp(X,Z,0) = -\0gf-x+ T,amzA. We proceed to the derivation of an upper bound for J2. We have (concerning the notation, compare (19), (21a), (21b)), sum of the terms involving 2w integrations of J2 will be majorized by (27) 2«^
Consequently, J2(X, Z, Z*) will be majorized by the sum of these terms, i.e.-we have
which is uniformly bounded for Z->Y, i.e., in particular in the neighborhood of the singular line.
This completes the proof of our assertion. In this way we obtain Theorem 3.2. The function \p(X, Z, Z*)=PX[ -log (a0-X -Z)] has the property that if we approach the point Z = X -a0, \Z*\ ^ C < <*> so that | Z/(ao -X) | < 1, \P(X, Z, Z*) goes to oo.
We return now to the consideration of the general case, namely to the investigation of the behavior of the solution (6) in the neighborhood of the singular line 8 = 0, see (5), in the case where <r is an arbitrary (positive) integer. I rz CZ'Y^(XAA*) 1
For every path (OT) of finite length there exist point sets T,= (y" zi), Zw =z,+iy" v = l, 2, ■ • ■ lying on (OT) and converging to F such that the minimum of D on each segment (OT,) is assumed at the endpoint T, (the property B). Indeed, if D assumes its minimum on (OT,) at the point F,' different from the endpoint T" we replace the segment (OT,) by (OTl). In this way we obtain intervals (OTl), v = l, 2, • ■ • possessing the desired property B. On the other hand, to every closed interval (OP) of (OT) which does not include the endpoint F, there exists a constant a>0, such that DS;a>0 on (OP). Since the values of D at the points T, and therefore also at the points T', , go to 0, the points F"' for sufficiently large v must lie outside the interval (OP). Since we can assume that (PT) can be made arbitrarily small, the set T', must converge to F.
In the following, we shall assume that the originally chosen set T, has the desired property B. Then, for X = X0
(33) | xp(X, f, n\ =U [D(X, r, n Yiam+' =S AD~,"m+t for (f, J*) £ (OT)"
From (14), (32), (33) and (34) Remark 3.6. The statement of Theorem 3.3 holds if we approach the point (X, Z, Z) = (x, y, z) remaining in the real x, y, z-space, since we can repeat the proof assuming that Z*= -Z.
In Theorem 3.3, we obtained a lower limit for the max [\xp\, \dxl//dX\ ] when approaching the singularity curve 2. We proceed now to the derivation of an upper limit for \xl/\ when we approach ?. For every X the curve ?, (see (5) As we stressed in the introduction, one of the problems of modern analysis is to generalize theorems of this type to the case of differential equations in three variables. In the present paper, we investigate the conditions for the subsequence {ylm"o} of the series development 22n~o22m-o22r~o-^-nmrXnZmZ*r of a solution of (2.2) of the class(16) 3Ci and for 5 = 1, in order that the manifolds Z = Z,(X) where \f> becomes infinite of the first order in a certain simple way which depends on X.
If we assume that
where(16) a, are constants, and if we denote by h,(X) the elementary symmetric functions of the Z,(X), i.e., if
, ■■■,**#. where <bi(X, Z) for X<°>^XgX<» is an entire function of Z, is that the lM+,(X) vanish for 5 S: 1. In this case, for the absolute value | Z*_i(X) | of the &th pole, we obtain the relation fi£.
.. Dm.k-i(X)Dm+i,k_2(X) (14) hm -= |Z*_i(X)|. (18) and showing that the series analogous to (3.9) converges. We note that in a number of special cases this proof can be easily carried out in the same way as in the present paper.
E.g., if we assume that the a,(X) are linear functions of X, all terms except ( -l)nnlL(l)"L~n~1 on the right hand side of (18) vanish. If in this case (for the sake of simplicity) we assume that a = 1, in (3.6a), we obtain for g(«(X, Z), see (3.7), the expression (-l)kk\L^kL-k~K For points (X, Z, Z*), for which | L| ^77 >0 and | Z(1)| ^a, |Z*| gc<oo, wehave | g(W | g&Ia^'e-*-1, where r = (v/a) and we can repeat all considerations used in the proof of Theorem 3.1.
