We study multigranulation spaces of two equivalences. The lattice-theoretical properties of so-called "optimistic" and "pessimistic" multigranular approximation systems are given. We also consider the ordered sets of rough sets determined by these approximation pairs.
Introduction and preliminaries
Rough approximation operations were introduced by Z. Pawlak in [13] . In rough set theory, it is assumed that our knowledge about the objects of a universe of discourse U is defined in terms of an equivalence relation E on U . In the literature, there are generalisations in which rough sets are defined in terms of an arbitrary binary relation [19] .
A tolerance is reflexive and symmetric binary relation. In this work, tolerances are interpreted as similarity relations. Let T be a tolerance on a set U . If x T y, then x and y are considered similar in terms of the information represented by T . If a tolerance E is also transitive, it is an equivalence relation and E is interpreted as an indistinguishablity relation such that x E y means that we are not able to distinguish x from y in terms of the information given by E. The properties of rough approximations defined by tolerances are well-studied; see e.g. [11] for more details.
For any x ∈ U , we denote by (E1) (X E ) E = (X E ) E = X E and (X E ) E = (X E ) E = X E . It is now clear that for an equivalence E on U , the map X → X E is a lattice-theoretical closure operator, that is, it is extensive, order-preserving and idempotent; see e.g. [2] for the definition. Note that the notion of a lattice-theoretical closure operator is more general than that of a topological closure operator since we do not require that the union of two closed subsets be closed. We also have that X → X E is a lattice-theoretical interior operator, that is, it is contractive, order-preserving, and idempotent. Note that in this work, we denote an ordered set (L, ≤) often simply by L if there is no danger of confusion about the order. Let L be a lattice with a least element 0. An element a ∈ L is an atom if 0 ≺ a, that is, 0 is covered by a. The lattice L is atomistic, if each its element x is the join of the atoms below x.
Let us denote
We say that a set X ⊆ U is saturated by an equivalence E on U if X = H for some (possibly empty) family H ⊆ ℘(U ). Let us denote by Sat(E) the family of all E-saturated sets. It is well known that
The ordered set (Sat(E), ⊆) is a complete Boolean lattice in which (E2) H = H and H = H for any H ⊆ Sat(E). The Boolean complement of X ∈ Sat(E) is the set-theoretical complement X c . In addition, Sat(E) is an atomistic lattice in which the atoms are the E-classes. For a tolerance T , the map X → X T is not a closure operator, because (X T ) T = X T does not necessarily hold. However, the operator ♦ : ℘(U ) → ℘(U ) defined by ♦X = (X T ) T is a closure operator on U , and the corresponding closure system is
From the general properties of closure operators it follows that ℘(U ) T is a complete lattice in which (T6) H = H and H = ♦ H for H ⊆ ℘(U ) T . Similarly, X = (X T ) T defines an interior operator on U , and the corresponding interior system is
Hence, ℘(U ) T is a complete lattice in which (T7) H = H and H = H for any H ⊆ ℘(U ) T .
A mapping x → x ⊥ on a bounded lattice L is called an orthocomplementation, and x ⊥ an orthocomplement of x, if for all x, y ∈ L: (O1) x ≤ y implies y ⊥ ≤ x ⊥ (order-reversing) (O2) x ⊥⊥ = x (involution) (O3) x ∨ x ⊥ = 1 and x ∧ x ⊥ = 0 (complement) An ortholattice is a bounded lattice equipped with an orthocomplementation. Note that orthocomplementations are not always unique. We noted in [9] that for any tolerance T on U , ℘(U ) T and ℘(U ) T are ortholattices. For any A ∈ ℘(U ) T , its orthocomplement is (
A complete lattice L is completely distributive if for any doubly indexed subset {x i, j } i∈I, j∈J of L, i∈I j∈J
that is, any meet of joins may be converted into the join of all possible elements obtained by taking the meet over i ∈ I of elements
We proved in [9] that for a tolerance T on U , the complete lattices ℘(U ) T and ℘(U ) T are completely distributive if and only if T is induced by an irredundant covering of U . From this it follows that ℘(U ) T and ℘(U ) T are Boolean lattices when T is induced by an irredundant covering.
For a tolerance T on U , a nonempty subset
A T -block is a T -preblock that is maximal with respect to the inclusion relation. Each tolerance T is induced by its blocks, that is, a T b if and only if there exists a block B such that a, b ∈ B. Note that the covering consisting of T -blocks is not necessarily irredundant.
In [11] , we showed that for all x ∈ U , T (x) is a T -block if and only it is a T -preblock. We also proved that (T8) T is induced by an irredundant covering if and only if {T (x) | T (x) is a block} induces T . A complete Boolean lattice is atomistic if and only if it is completely distributive (see e.g. [6] ). Thus, if T is induced by an irredundant covering of U , then the complete lattices ℘(U ) T and ℘(U ) T are atomistic Boolean lattices. We showed in [9] 
This means that the set of elements which certainly are in X coincides with the set of elements which possibly are in X. We denote by Def(T ) the family of T -definable sets. It is a well-known fact (see e.g. [8] ) that for all X ⊆ U ,
where T e is the smallest equivalence containing T . Therefore, (Def(T ), ⊆) is a complete atomistic Boolean lattice. For an equivalence E, we have
Let T be a tolerance on U . The rough T -equality is a binary relation defined on ℘(U ) by
This means that X and Y are roughly T -equal if the same elements belong possibly and certainly to X and Y in view of T . The relation ≡ T is an equivalence on ℘(U ) and its equivalence classes are called T -rough sets, or simply rough sets. Each rough set C ∈ ℘(U )/≡ T is determined by the approximation pair (X T , X T ), where X is any member of C, as was originally pointed out by T. B. Iwiński [7] . Therefore, the following collection can be viewed as the set of all T -rough sets on U :
The set RS (T ) can be ordered coordinatewise by
The set RS (T ) is bounded with (∅, ∅) and (U, U ) as the least and the greatest element, respectively.
An element x * is the pseudocomplement of x if x ∧ x * = 0 and x ∧ z = 0 implies z ≤ x * . A lattice L in which each element has a pseudocomplement is called a pseudocomplemented lattice. A distributive pseudocomplemented lattice is a Stone lattice if it satisfies the identity (St1)
x * ∨ x * * = 1.
Similarly, an element x + is the dual pseudocomplement of x whenever z ≥ x + is equivalent to x ∨ z = 1. If L is such that each of its elements have a pseudocomplement and a dual pseudocomplement, then L is a double pseudocomplemented lattice. A double pseudocomplement lattice is regular if it satisfies the identity (M)
x * = y * and x + = y + imply x = y.
A double Stone lattice is Stone lattice in which every element has a dual pseudocomplement satisfying (St2)
x + ∧ x ++ = 0.
It was proved by J. Pomyka la and J. A. Pomyka la [14] that for any equivalence E on U , RS (E) forms a complete lattice such that It is known that if T is a tolerance, then RS (T ) is not necessarily even a lattice [8] . We showed in [9] that RS (T ) is a complete lattice if and only if RS (T ) is a complete sublattice of the direct product ℘(U ) T × ℘(U ) T . This means that if RS (T ) is a complete lattice, then for {(X T , X T )} X∈H ⊆ RS (T ),
In addition, we proved [9, Theorem 4.8] that RS (T ) is a completely distributive lattice if and only if T is induced by an irredundant covering. We also showed in [10] that if T is a tolerance induced by an irredundant covering, then RS (T ) forms a regular double pseudocomplemented lattice such that for any (A, B) ∈ RS (T ),
For an ordered set (P, ≤), a mapping ∼ : P → P satisfying (O1) and (O2) is called a polarity. Such a polarity ∼ is an order-isomorphism from (P, ≤) to its dual (P, ≥), and we say that P is self-dual. The Hasse diagram of a self-dual ordered set looks the same when it is turned upside-down. An ordered set may have several polarities. If L is a complete lattice with a polarity ∼, then for all S ⊆ L,
A complete lattice with a polarity is called a complete polarity lattice. Note also that a pseudocomplemented lattice L with a polarity ∼ is a double pseudocomplemented lattice in which for x ∈ L, ∼(x + ) = (∼x) * and ∼(x * ) = (∼x) + . For any tolerance T , RS(T ) has a polarity defined for (A, B) ∈ RS(T ) by
A De Morgan algebra is a structure (L, ∨, ∧, ∼, 0, 1) such that (L, ∨, ∧, 0, 1) is a bounded distributive lattice equipped with a polarity ∼. If a De Morgan algebra satisfies the inequality (K)
x ∧ ∼x ≤ y ∨ ∼y, it is called a Kleene algebra. We noted in [9] that if T is a tolerance induced by an irredundant covering of U , then RS(T ) forms a Kleene algebra.
In the literature [15, 18] can be found studies in which approximation operators are defined by using certain combinations of two equivalence relations, meaning that concepts are described by two "granulation spaces". This work is devoted to the study of lattice-theoretical structures arising from such multigranulation spaces. In Section 2 we study the basic latticetheoretical properties of so-called "optimistic" and "pessimistic" approximations. The ordered sets of rough sets determined by these approximation pairs are considered in Section 3. Particularly, the rough set system determined by optimistic approximations does not necessarily form a lattice and its Dedekind-MacNeille completion is considered in Section 4. Some concluding remarks end the work.
Multigranular approximations
Let P and Q be equivalences on a set U . For any X ⊆ U , the so-called optimistic lower approximation of X [15] is defined as
For instance, if P is interpreted as a knowledge of one expert and Q represents knowledge of a second one, then X P +Q can be seen as a lower approximation of X such that an element belongs to X P +Q if and only if it is certainly in X by the knowledge of at least one of the experts. The optimistic upper approximation of X is defined as the dual of X → X P +Q by setting
It can be easily seen that
The operators can be also written in the form
The following properties are given in [15] :
This means that X → X P +Q is a closure operator. The corresponding closure system is
The ordered set (℘(U ) P +Q , ⊆) is a complete lattice in which
Similarly, the map X → X P +Q is an interior operator, that is,
The family
Lemma 2.1. The complete lattices ℘(U ) P +Q and ℘(U ) P +Q are dually isomorphic, that is,
Proof. We show that the map ϕ :
. Therefore, ϕ is an orderembedding. Note that an order-embedding is always an injection. Finally, we show that ϕ
Some lattice-theoretical properties of ℘(U ) P +Q and ℘(U ) P +Q are considered in [18] . For example, these lattices are not generally distributive.
Definition 2.2. We say that the equivalences P and Q on U are coherent if
The following proposition lists some characteristic properties of coherent equivalences. Proposition 2.3. Let P and Q be equivalences on U . The following are equivalent: (a) P and Q are coherent; 
, a contradiction again. Thus, P and Q must be coherent.
Remark 2.4. The notion of coherence originates in [16] . There Ju. A. Schreider defined that two equivalences P and Q on U are "coherent" if there are two disjoint subsets U 1 , U 2 ⊆ U (one of which can be empty), relations P 1 , Q 1 on U 1 and relations P 2 , Q 2 on U 2 , which satisfy
He proved [16, Theorem 2.5 ] that this condition is equivalent to the fact that the union P ∪ Q is an equivalence. This means that Schreider's definition coincides with our definition of P and Q being coherent.
Example 2.5. Let P and Q be coherent. We can divide U into two parts
We have that P ∪ Q is an equivalence such that 
The other claim follows from the duality of the operator pairs:
Because P ∩ Q is an equivalence and the properties of approximations determined by equivalences are well known, we have that if P and Q are coherent, then
and this family of sets forms a complete atomistic Boolean lattice. Proposition 2.7. If ℘(U ) P +Q is distributive, then P and Q are coherent.
Proof. Assume that P and Q are not coherent. Then there is x ∈ U such that P (x) Q(x) and Q(x) P (x). This means that there is a ∈ P (x) \ Q(x) and b ∈ Q(x) \ P (x).
Obviously,
. In a similar way, we can see {a} P +Q = (P ∩Q)(a) and {b} P +Q = (P ∩Q) (b) . Now in ℘(U ) P +Q ,
Note that (P ∩ Q)(a) P = P (a). This is because (P ∩ Q)(a) P ⊆ P (a) P = P (a) and a ∈ (P ∩ Q)(a) implies P (a) = {a} P ⊆ (P ∩ Q)(a) P . In a similar manner,
Because P (a) = P (x) and Q(b) = Q(x), we have
On the other hand,
We have now shown that if P and Q are not coherent, then ℘(U ) P +Q cannot be distributive. This means that if ℘(U ) P +Q is distributive, then P and Q are coherent.
We can now write the following corollary. Proof. If ℘(U ) P +Q and ℘(U ) P +Q are distributive, then P and Q are coherent by Proposition 2.7. Thus (a) implies (b) . On the other hand, if P and Q are coherent, then, by Proposition 2.6, X P +Q = X P ∩Q and X P +Q = X P ∩Q . Because P ∩ Q is an equivalence, X P ∩Q and X P ∩Q are completely distributive complete lattices and atomistic Boolean lattices. Therefore, (b) implies both (c) and (d) . On the other hand, trivially (c) implies (a), and the same holds for (d) . Thus, (a)-(d) are equivalent.
Let X ⊆ U . In [18] , the authors introduced the pessimistic lower approximation of X by
It it obvious that (2.1) equals X P ∩ X Q . We can now write the following lemma.
Proof. Because P and Q are included in P ∪ Q, we have that X P ∪Q is included in X P and X Q , which gives that X P ∪Q ⊆ X P ∩ X Q . Conversely, if x ∈ X P ∩ X Q , then P (x) and Q(x) are included in X. Therefore, (P ∪ Q)(x) = P (x) ∪ Q(x) ⊆ X, and x ∈ X P ∪Q .
Thus, the "pessimistic" lower approximation of X coincides with X P ∪Q . In [18] , the pessimistic upper approximation is defined as the dual of the "pessimistic" lower approximation. We have that the "pessimistic" upper approximations of X is X P ∪Q . It is also easy to see that X P ∪Q = X P ∪ X Q . The different approximations of any X ⊆ U can now ordered as
The relation P ∪ Q is generally a tolerance and it is an equivalence if and only if P and Q are coherent. Because P ∪ Q is a tolerance, we can write the following proposition. Proposition 2.10. Let P and Q be equivalences on U .
The lattice ℘(U ) P ∪Q is not necessarily distributive and next our aim is to give a sufficient and necessary condition for ℘(U ) P ∪Q to be completely distributive lattice.
Next we find out what are the elements x ∈ U such that (P ∪ Q)(x) is a P ∪ Q-block. Let us divide U into three disjoint sets:
Note that, as earlier, if P (x) = Q(x), then x ∈ U 1 . We have three different cases:
If (a, b) ∈ P , then (x, a) ∈ P yields b ∈ P (x), a contraction. Similarly, (a, b) ∈ Q implies a ∈ Q(x), a contraction again. Therefore, (P ∪ Q)(x) cannot be a P ∪ Q-block. By applying (T8) we can state that P ∪ Q is a tolerance induced by an irredundant covering if and only if
This also means that the irredundant covering inducing P ∪ Q is H(P + Q).
Since it is obvious that the tolerance induced by H(P + Q) is included in P ∪ Q, we have that P ∪ Q is a tolerance induced by an irredundant covering if and only if P ∪ Q ⊆ T H(P +Q) . Note that if P and Q are coherent, then U 1 ∪ U 2 = U and U 3 = ∅. Since in this case P ∪ Q is an equivalence according to Proposition 2.3, H(P + Q) consists of the equivalence classes of P ∪ Q, trivially forming an irredundant covering of U . Based on the results presented in Section 1, we can write the following corollary. In Table 1 are listed different approximations determined by P and Q. The equivalences P and Q are not coherent, because P (b) = {a, b} and Q(b) = {b, c} are not ⊆-comparable. Therefore, the lattices ℘(U ) P +Q and ℘(U ) P +Q are not distributive. It is known that each distributive lattice is modular and that a lattice is modular if and only if it does not contain the "pentagon" N 5 as a sublattice; see e.g. [6] for details. The elements of forming N 5 -sublattice are marked with filled circles in Figure 1 .
Order structures of multigranular rough sets
In this section, we study the lattice-theoretical structure of the set of approximation pairs
where P and Q are equivalences on U .
As noted in [12] , RS (P + Q) has a polarity defined by It is claimed in [12] that RS (P + Q) is always a distributive and pseudocomplemented lattice (Theorems 7.1 and 7.3). This is not generally true, as can be seen in our next example. In what follows, we will prove that RS(P + Q) is a complete lattice whenever the equivalences P and Q satisfy condition (C). For this, we need to consider first some elementary facts. Lemma 3.3. If R and S are equivalences on U such that R ⊆ S, then for any X ⊆ U ,
Proof. Clearly, X S ⊆ X R S and X S ⊆ X S R . Take any x ∈ X R S . Then S(x) ∩ X R = ∅. Hence there exist some elements y ∈ X R such that (x, y) ∈ S and z ∈ X with (y, z) ∈ R ⊆ S. Because S is transitive, we have (x, z) ∈ S and x ∈ X S . Thus, also X R S ⊆ X S holds.
Similarly, if x ∈ X S R , then there are elements y ∈ X S such that (x, y) ∈ R ⊆ S and z ∈ X such that (y, z) ∈ S. Therefore, (x, z) ∈ S and x ∈ X S . Hence, X S R ⊆ X S . Corollary 3.4. Let P and Q be equivalences on U . The following facts hold for any X, Y ⊆ U :
Proof. (i) We have X P ∩Q P +Q = X P ∩Q P ∩ X P ∩Q Q . Since P ∩ Q ⊆ P, Q, we get X P ∩Q P = X P and X P ∩Q Q = X Q by Lemma 3.3. Thus, we obtain X P ∩Q P +Q = X P ∩ X Q = X P +Q .
(ii) If X P ∩Q = Y P ∩Q , then X P +Q = X P ∩Q P +Q = Y P ∩Q P +Q = Y P +Q by (i).
Lemma 3.5. The elements of ℘(U ) P +Q and ℘(U ) P +Q are P ∩ Q-definable.
Proof. Take any X ∈ ℘(U ) P +Q . Then X ⊆ X P ∩Q ⊆ X P ∩Q P +Q = X P +Q = X yields X P ∩Q = X, that is, X is P ∩ Q-definable. On the other hand, if X ∈ P(U ) P +Q , then X = X P +Q = X P ∪ X Q and we have
This yields X P ∩Q = X, finishing our proof.
Theorem 3.6. Let P and Q be two equivalences on U satisfying (C). Then RS (P + Q) is a complete lattice such that
Proof. First, we prove equation (3.1). Clearly, ( {X P +Q | X ∈ H}) P +Q belongs to ℘(U ) P +Q and {X P +Q | X ∈ H} is in ℘(U ) P +Q . We prove that their pair forms a rough set, that is, we are going to construct a set Z ⊆ U with Z P +Q = X∈H X P +Q P +Q and Z P +Q = X∈H X P +Q .
By Lemma 3.5, X P +Q and X P +Q are P ∩ Q-definable, whence {X P +Q | X ∈ H} and {X P +Q | X ∈ H} are also P ∩ Q-definable sets. Hence, their difference
is also P ∩ Q-definable. We claim that for any element x ∈ D, |(P ∩ Q)(x)| ≥ 2. Indeed, suppose |(P ∩ Q)(x)| = 1. Then condition (C) gives |P (x)| = 1 or |Q(x)| = 1. Let us consider the case |P (x)| = 1. Now x ∈ X P +Q = X P ∩ X Q for all X ∈ H. We get P (x) = {x} ⊆ X for any X ∈ H, and this implies x ∈ X P ⊆ X P ∪ X Q = X P +Q , for all X ∈ H. Thus we obtain x ∈ {X P +Q | X ∈ H}, a contradiction. Similarly, we may show that |Q(x)| = 1 is not possible. Hence, |(P ∩ Q)(x)| ≥ 2 for each x ∈ D.
Let e be the restriction of P ∩ Q into D. Then, as we just noted, each e-class has at least two elements. By the Axiom of Choice, there is a function f : D/e → D which picks from each D/e-class β one element f (β) of D. Let Γ be the image set of f , that is,
It is now clear that Γ P ∩Q = D. Let us define
By the definition of D, we have {X P +Q | X ∈ H} ∪ D = {X P +Q | X ∈ H}. Therefore, by Corollary 3.4,
We now prove the equality for the other component. Because X∈H X P +Q ⊆ Z, we have X∈H X P +Q P +Q ⊆ Z P +Q . In order to prove the converse inclusion, let x ∈ Z P +Q . Let us consider the case P (x) ⊆ Z = {X P +Q | X ∈ H} ∪ Γ. We will show that P (x) ⊆ {X P +Q | X ∈ H}, which is equivalent to P (x) ∩ Γ = ∅. Assume by contraction that P (x) ∩ Γ = ∅. Then there exists an element y ∈ Γ such that (x, y) ∈ P . By condition (C), there is an element z ∈ D \ Γ such that (y, z) ∈ P ∩ Q ⊆ P . We have that (x, z) ∈ P and z ∈ P (x) ⊆ Z. This is not possible since
Thus, P (x) ⊆ {X P +Q | X ∈ H} and x ∈ {X P +Q | X ∈ H} P +Q . We have proved that
This means that (3.1) holds. Equation (3.1) says that RS(P + Q) is a complete meet-semilattice. Since RS(P + Q) is self-dual by the map ∼, it is also a complete join-semilattice, and hence it is a complete lattice. Then for any H ⊆ ℘(U ), the join Now P and Q are not coherent, but (C) is satisfied. The lattice RS (P +Q) is depicted in Figure 3 . A lattice is said to be semimodular (or upper
The dual property is called lower semimodular. Modular lattices are both upper and lower semimodular [1] . As we already noted, distributive lattices are modular. If we select a = ({1}, {1}) and b = ({4}, {4}), we see that RS (P + Q) is not upper semimodular. Because RS (P + Q) is self-dual, it is not lower semimodular either. 
The smallest completion of RS (P + Q)
Let P and Q be equivalences on U . We denote by
the collections of singleton equivalence classes of P and Q, respectively. In addition, we define
The set IRS (P + Q) is called the increasing representation of P + Q-rough sets.
Proof. Any element of RS (P + Q) has the form (X P +Q , X P +Q ) for some X ⊆ U . Therefore, (X P +Q , X P +Q ) belongs to ℘(U ) P +Q × ℘(U ) P +Q and X P +Q ⊆ X P +Q . We show that (X P +Q \X P +Q )∩(Σ P ∪Σ Q ) = ∅. Assume, by contradiction, that there exists an element x ∈ (X P +Q \ X P +Q ) ∩ Σ P . This means that P (x) = {x}. Therefore, x ∈ X P +Q implies x ∈ X P +Q , a contradiction. Similarly, we can show that existence of an element in (X P +Q \ X P +Q ) ∩ Σ Q is impossible. Hence, (X P +Q \ X P +Q ) ∩ (Σ P ∪ Σ Q ) = ∅. Now we have shown that (X P +Q , X P +Q ) belongs to IRS (P + Q).
Let I be an arbitrary index set. For a family {L i } i∈I of complete lattices, the direct product i∈I L i is a complete lattice with respect to the componentwise order (x i ) i∈I ≤ (y i ) i∈I ⇐⇒ x i ≤ y i for all i ∈ I.
The joins and meets are formed componentwise. The lattices L i are the factors of the product. The maps π k (x i ) i∈I = x k , for k ∈ I, are the canonical projections. The canonical projections are surjective complete homomorphisms, that is, they preserve all joins and meets.
Hence, the direct product ℘(U ) P +Q × ℘(U ) P +Q is ordered by
and it forms a complete lattice such that A complete subdirect product of complete lattices is a complete sublattice of the direct product for which the canonical projections onto the factors are all surjective; see [5] , for example. Proof. First we show that ( i∈I A i , ( i∈I B i ) P +Q ) belongs to IRS (P + Q). As A i belongs to ℘(U ) P +Q for all i ∈ I, we have i∈I A i ∈ ℘(U ) P +Q . Obviously, ( i∈I B i ) P +Q ∈ ℘(U ) P +Q . It is also clear that i∈I A i ⊆ i∈I B i ⊆ ( i∈I B i ) P +Q . Let us assume by contradiction that there exists an element x ∈ Σ P such that
We have now proved that ( i∈I A i , ( i∈I B i ) P +Q ) ∈ IRS (P + Q).
It is obvious that
The equality for meet can be proved analogously.
Finally, the canonical projections π 1 and π 2 restricted to IRS (P + Q) are surjective. For instance, if X P +Q ∈ ℘(U ) P +Q , the pair (X P +Q , X P +Q ) belongs to IRS (P +Q) by Lemma 4.1, and X P +Q is its π 1 -image. Proof. We have already shown that IRS (P + Q) is a complete sublattice of ℘(U ) P +Q × ℘(U ) P +Q . We need to show that the polarity ∼ of ℘(U ) P +Q × ℘(U ) P +Q is also a polarity of IRS (P + Q).
Let (A, B) ∈ IRS (P +Q). Then A ⊆ B, A = A P +Q , B = B P +Q , and (B\A)∩(Σ P ∪Σ Q ) = ∅.
We have now shown that (B c , A c ) belongs to IRS (P + Q).
Let Next we recall some definitions from [4] ; see also [17] . Let P be an ordered set. If L is a complete lattice such that there is an order-embedding ϕ : P → L, then L is called a completion of P (via ϕ). For any A ⊆ P , we define A u = {x ∈ P | (∀a ∈ A) a ≤ x} and A l = {x ∈ P | (∀a ∈ A) a ≥ x}.
In addition, DM(P ) = {A ⊆ P | A ul = A}.
The ordered set (DM(P ), ⊆) is a complete lattice, known as the Dedekind-MacNeille completion of P . Let x ∈ P . We denote ↓x = {y ∈ P | y ≤ x} and define an order-embedding Φ : P → DM(P ) by Φ(x) = ↓x. Then DM(P ) is a completion of P via the map Φ preserving all joins and meets which exist in P .
A set Q ⊆ P is called join-dense in P if for every element a ∈ P , there is a subset A of Q such that a = P A. The dual of join-dense is meet-dense. Now Φ(P ) is both join-dense and meet-dense in DM(P ). In addition, if L is a complete lattice and P is a subset of L which is both join-dense and meet-dense in L, then L is isomorphic to DM(P ).
The following theorem from [17] verifies that the Dedekind-MacNeille completion is the smallest completion by showing that every completion of an ordered set contains a copy of the Dedekind-MacNeille completion.
Theorem 4.4. Let P be an ordered set and let L be a completion of P via order-embedding ϕ : P → L. Then there is an order-embedding Ψ : DM(P ) → L such that ϕ = Ψ • Φ.
As we already pointed out, IRS (P + Q) is a complete lattice containing RS (P + Q), that is, IRS (P + Q) is a completion of RS (P +Q) via the identity mapping. To prove that IRS (P +Q) is the smallest completion of RS (P + Q), we need to show that RS (P + Q) is join-dense and meet-dense in IRS (P + Q). Proof. In fact it is enough to prove that RS (P + Q) is join-dense in IRS (P + Q), because these two ordered sets are self-dual by the map ∼. Indeed, if RS (P + Q) is join-dense in IRS (P + Q) and (A, B) ∈ IRS (P + Q), then ∼(A,
Because ∼(X i , Y i ) = (Y i c , X i c ) belongs to RS (P + Q) for each i ∈ I, we conclude that RS (P + Q) is meet-dense in IRS (P + Q).
In order to prove that RS (P + Q) is join-dense in IRS (P + Q), let (A, B) ∈ IRS (P + Q). We consider the set of pairs H = {(X P +Q , X P +Q ) ∈ RS (P + Q) | (X P +Q , X P +Q ) ≤ (A, B)}.
Clearly (A, B) is an upper bound for H, so H ≤ (A, B). We need to show that also (A, B) ≤ H. Let x ∈ A = A P +Q = A P ∪ A Q . Assume that x ∈ A P . Then P (x) ⊆ A ⊆ B, and we have P (x) P +Q ⊆ A P +Q = A and P (x) P +Q ⊆ B P +Q = B. This means that the rough set (P (x) P +Q , P (x) P +Q ) belongs to H. In addition, x ∈ P (x) P ⊆ P (x) P +Q implies that x ∈ P (x) P +Q ⊆ {X P +Q | (X P +Q , X P +Q ) ∈ H} and A = {X P +Q | (X P +Q , X P +Q ) ∈ H}. The case x ∈ A Q is analogous.
Let 
