Causal and Anticausal Operators Associated with Input and State to
  Output Descriptions of Switched Linear Dynamic Systems with Point Lags by De la Sen, M.
 1
CAUSAL AND ANTICAUSAL OPERATORS ASSOCIATED WITH INPUT- STATE /OUTPUT 
DESCRIPTIONS OF SWITCHED LINEAR DYNAMIC SYSTEMS WITH POINT LAGS 
 
M. De la Sen, IIDP. Faculty of Science and Technology. University of the Basque Country. 
 Campus of  Leioa (Bizkaia). Aptdo. 644- Bilbao, SPAIN 
 
Abstract: This paper investigates the causality properties of a class of linear time-delay systems  under constant 
delays which possess a finite set of distinct linear time- invariant parameterizations (or configurations) which , 
together with some switching function, conform a linear time-varying switched dynamic system. Explicit expressions 
are given to define point-wise the causal and anticausal Toeplitz and Hankel operators from the set of switching time 
instants generated from the switching function. The case of the auxiliary unforced system defined by the matrix of 
undelayed dynamics being dichotomic (i.e. it has no eigenvalue on the complex imaginary axis) is considered in 
detail. Stability conditions as well as dual instability ones are discussed for this case which guarantee that the whole 
system is either stable, or unstable but no configuration of the switched system  has eigenvalues within some vertical 
strip including the imaginary axis.  It is proved that if the system is causal and uniformly controllable and observable 
then it is globally asymptotically Lyapunov stable independent of the delays provided that a minimum residence time 
in-between consecutive switches is kept  or , if all the set of matrices  describing the auxiliary unforced delay – free 
system commute pair-wise.  
Keywords: Causality, Input-State/ output operators, Hankel-operator, Time-delay dynamic systems, Toeplitz  
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1. Introduction 
The stabilization of dynamic systems is a very important issue since it is the first requirement for most of 
the applications. Powerful techniques for studying the stability of dynamic systems are Lyapunov stability 
theory and fixed point theory which can be easily extended from the linear time-invariant case to the 
time-varying one as well as to functional differential equations , as those arising for instance from the 
presence of internal delays, and to certain classes of nonlinear systems, [1-2]. Dynamic systems  which 
are of increasing interest are the so-called switched systems which consist of a set of individual 
parameterizations and a switching function which selects along time which parameterization is active 
during a subsequent time interval. Switched systems are essentially time-varying by nature even if all the 
individual parameterizations are time-invariant due to the operation mode of the switching function. The 
major interest of such systems arises from the fact that some real word existing systems are able to 
change their parameterizations to better adapt to their environments. Another important interest  of some 
of such systems relies on the fact that changes of parameterizations through time can lead to benefits in 
certain applications, [3-13]. The natural way of modelling these situations lies in the definition of 
appropriate switched dynamic systems. For instance, the asymptotic stability of Liénard-type equations 
with Markovian switching is investigated in [4-5]. Also, time- delay dynamic systems are very important 
in the real life for appropriate modelling of certain biological and ecological systems and they are present 
in physical processes implying diffusion, transmission, teleoperation, population dynamics, war and peace 
models etc. (see, for instance, [1-2], [12-18]). Linear switched dynamic systems are a very particular case 
of the dynamic system proposed in this manuscript.  A switched system can result, for instance, from the 
use of a multi-model scheme, a multi-controller scheme, a buffer system or a multi-estimation scheme 
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( see, for instance, [3], [19-24], [17], [27-28]). For instance, a (non exhaustive) list of papers with deal 
with some of these questions related to switched systems  follow: 
(1) In [15], the problem of delay-dependent stabilization for singular systems with multiple internal and 
external incommensurate delays is focused on. Multiple memory-less state- feedback controls are 
designed so that the resulting closed-loop system is regular independent of delays, impulse- free and 
asymptotically stable. 
(2) In [19], the problem of the N- buffer switched flow networks is discussed based on a theorem on 
positive topological entropy.   
(3) In [20], a multi-model scheme is used for the regulation of the transient regime occurring between 
stable operation points of a tunnel diode-based triggering circuit. 
(4) In [21-22], a parallel multi-estimation scheme is derived to achieve close-loop stabilization in robotic 
manipulators whose parameters are not perfectly known. The multi-estimation scheme allows the 
improvement of the transient regime compared to the use of a single estimation scheme while achieving 
at the same time closed-loop stability.  
(5) In [23], a parallel multi-estimation scheme allows the achievement of an order reduction of the system 
prior to the controller synthesis so that this one is of reduced –order (then less complex) while 
maintaining closed-loop stability.  
(6) In [24], the stabilization of switched dynamic systems is discussed through topologic considerations 
via graph theory. 
(7) The stability of different kinds of switched  systems subject to delays has been investigated in [11-13], 
[17], [27-28]. 
(8) The stability switch and Hopf bifurcation for a diffusive prey-predator system is discussed in [6] in the 
presence of delay.  
(9) A general theory with discussed examples concerning dynamic switched systems is provided in [3].  
The  dynamic system under investigation is a linear switched system subject to internal point delays and 
feedback state- dependent impulsive controls which is based on a finite set of time-varying parametrical 
configurations and  switching function which decides which parameterization is active during a time 
interval as well as the next switching time instant. Explicit expressions for the state and output trajectories 
are provided together with the evolution operators and the input –state and input output operators undrer 
zero initial conditions. The causal and anticausal Toeplitz and causal and anticausal Hankel operators are 
defined explicitely for the case when all the configurations have auxiliary unforced  delay-free systems 
being dichotomic (i.e. with no eigenvalues on the complex imaginary axis),  the controls are square- 
integrable and the input-output operators are bounded. It is proven that if the anticausal Hankel operator is 
zero independent of the delays and the system is uniformly controllable and uniformly observable 
independent of the delays then the system is globally asymptotically Lyapunov´s stable independent of 
the delays. Those results generalize considerably some parallel background ones for the delay-free and 
switching-free linear time- invariant case, [28]. The paper is organized as follows. Section 2 discusses the 
various evolution operators valid to build the state-trajectory solutions in the presence of internal delays 
and switching functions operating over a set of time-invariant prefixed configurations. Stability and 
instability are discussed from Gronwall´s lemma,[27]  for the case when the auxiliary unforced delay-free 
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system possesses only dichotomic time-invariant configurations. Analytic expressions are given to define 
such operators as well as the input-state and input- output ones under zero initial conditions. Section 3 
discusses  the input-state and input-output and operators if the input is square-integrable and the state and 
output are also square-integrable. Related to those operators proved to be bounded under certain 
condition , the causal and anticausal state-input and state-output Hankel and the causal and anticausal 
state-input and state-output Toeplitz operators are defined  explicitly. The boundedness of the state-input/ 
output operators is proven if the controls are square-integrable and the matrices of all the active 
configurations of the auxiliary –delay free system  are dichotomic for the given switching function. The 
causality and anticausality of the switched system are characterized and some relationships between the 
properties of causality, stability, controllability and observability are also proven. 
1.1 Notation  
CRZ ,,  are the sets of integer, real and complex numbers , respectively.  
+Z and +R denote  the positive subsets of Z , respectively, and +C denotes the subset of C of complex 
numbers with positive real part. 
−Z and −R denote  the negative subsets of Z , respectively, and −C denotes the subset of C of complex 
numbers with negative real part. 
{ }0:0 ∪= ++ ZZ , { }0:0 ∪= ++ RR ,  and { }0:0 ∪= ++ CC  
{ }0:0 ∪= −− ZZ , { }0:0 ∪= −− RR ,  and { }0:0 ∪= −− CC  
Given some linear space X (usually R or C) then  ( ) ( )X,C 0i +R  denotes the set of functions of class 
( )iC . Also, ( ) ( )X,CBP 0i +R and ( ) ( )X,CP 0i +R denote the set of functions in ( ) ( )X,C 01i +− R  
which, furthermore, possess bounded piecewise continuous constant or, respectively, piecewise 
continuous  constant i-th derivative  on X. 
The set of linear operators from the linear space X to the linear space Y are denoted by ( )Y,XL  and the 
Hilbert space  of  n norm-square Lebesgue integrable real functions on R  is denoted by 
( )RLL n2n2 ≡ and endowed with the inner product normL2 − ( ) ⎟⎠
⎞⎜⎝
⎛ ττ= ∫∞∞− df:f 22n2L , n2f L∈∀ , 
where 2. is the vector2−l (or Euclidean) norm and its corresponding induced matrix norm. [ )∞α ,n2L  
the Hilbert space  of  n norm-square Lebesgue integrable real functions on [ ) R⊂∞α ,  for a given 
R∈α which is endowed with the norm [ ) ( ) ⎟⎠
⎞⎜⎝
⎛ ττ= ∫∞α∞α df:f 22,n2L , [ )∞α∈∀ ,f n2L . 
( ){ }−+ ∈∀=∈= RLL t,0tf:f: n2n2 and ( ){ }+− ∈∀=∈= RLL t,0tf:f: n2n2  are closed subspaces of 
( ){ }−+ ∈∀=∈= RLL t,0tf:f: n2n2  of respective supports +0R  and −0R . Then, n2n2n2 −+ ⊕= LLL . 
nI  denotes the n-th identity matrix. 
( )Mmaxλ  and ( )Mminλ stand for the maximum and minimum eigenvalues of a definite square real 
matrix ( )jimM = . 
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{ }N,...,2,1:N: 0 =→σ +R  is the switching function which defines the parameterization at time t of  a  
switched dynamic system among N possible time-invariant parameterizations. 
[ )( ) [ ) ( ) NNt0,:t0,|:
t,0t, ⊂→⊂σ=σ τ+τ R  is the partial switching function with its domain restricted 
to [ ]t,τ . tσ is a notational abbreviation of t,0σ . 
The point constant delays are denoted by [ ] { }0qi;h,0h i ∪∈∀∈  are , in general , incommensurate and 
0h 0 = . 
 
2. The dynamic system subject to time-delays  
Consider the following class of switched linear time- varying differential dynamic system subject to q 
internal incommensurate point delays hh...hhh0 q210 =<<<<= : 
( ) ( ) ( ) ( ) ( )∑
=
+−=
q
0i
ii tutBhtxtAtx&    ;      ( ) ( ) ( ) ( ) ( )tutDtxtCty +=                      (2.1) 
 
where ( ) ntx R∈ , ( ) mtu R∈ , and ( ) pty R∈ are the state, input (or control)  and output (or 
measurement) vectors, respectively, and  
( ) { }Nj:A:tA nnjiii ∈∈=∈ ×RA  ;  ( ) { }Nj:B:tB mnj ∈∈=∈ ×RB   
( ) { }Nj:C:tC npj ∈∈=∈ ×RC  ;  ( ) { }Nj:D:tD mpj ∈∈=∈ ×RD  
 where { } { }N,....,2,1,0:0qi =∪∈ , fulfilling that ( )τiA , ( )τiB , ( )τiC  and ( )τiD are piecewise 
constant such that they are constant either in ( ]t,Tt − or in [ )Tt,t + , for +∈∀ 0t R  and some 
fixed +∈RT . The system (2.1) has two auxiliary unforced systems which are useful for stability analysis  
defined as follows: 
The zero- delay auxiliary unforced switched system (2.1): ( ) ( ) ( )txtAtx q
0i
i ⎟⎟⎠
⎞
⎜⎜⎝
⎛
= ∑
=
&  ;  ( ) ( ) ( )txtCty =  
is the particular system arising when all the delays of (2.1) are zero, and  
 
The delay-free unforced auxiliary switched  system:  ( ) ( ) ( )i0 htxtAtx −=&  ; ( ) ( ) ( )txtCty =  
is the particular system arising when all the matrices describing delayed dynamics in  (2.1) are zero. 
 
A well-known important property is that in the case of one single configuration, i.e. the system does not 
switch among a set of them, the global stability of the above auxiliary systems lead to necessary 
conditions for stability independent of the delays, [30]. The physical interpretation is that the dynamic 
system (2.1) is a switched system under some (piecewise constant) switching function N: 0 →σ +R , 
which generates a strictly ordered sequence of switching time instants 
{ }{ }++σ ∈⊂⊃∈∀+≥= 010i1ii t,N1i,Ttt:t:IS RN , and which might be equivalently rewritten, 
since  ( ) ( )tii AtA σ= , { }0Ni ∪∈∀ , ( ) ( )tBtB σ= , ( ) ( )tCtC σ= , ( ) ( )tDtD σ=  via the switching 
function N: 0 →σ +R , as: 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )tutBtxtAhtxtAtxtAtutBhtxtAtx q
1i
iii
q
0i
i
q
0i
ii +−−+⎟⎟⎠
⎞
⎜⎜⎝
⎛
=+−= ∑∑∑
===
&    
                                                                                                                                                       (2.2) 
( ) ( ) ( ) ( ) ( )tutDtxtCty +=                                                                                                      (2.3) 
where [ ) n0 X0,h:x RR ⊂→−∪+  is the state – trajectory solution, which is almost everywhere time-
differentiable on +0R and satisfies (2.2), subject to bounded piecewise continuous initial conditions on 
[ )0,h− , i.e. ( ) [ ]( )n0 ,0,hCBPx R−∈ϕ= . It is assumed that ( ) [ )1t,0t;Njt ∪∈∀∈=σ −R , 
σ∈STt 1  , being the first switching instant generated by the switching function N: 0 →σ +R  ; i.e. there 
is a time –invariant parameterization belonging to the given set on ( ]1t,∞− . The above assumption has 
an obvious real meaning for the general cases where the control is nonzero on −R . The unique mild 
solution of the state –trajectory solution, which exists  on +0R according to Picard – Lindeloff  theorem 
for any given ( ) [ ]( )n0 ,0,hCBP R−∈ϕ  and any ( ) ( )m0 ,CBPu RR∈ , may be calculated  on  any 
time interval [ ] R⊂α t, on nonzero measure by first decomposing the interval as a disjoint union of 
connected components defined by its contained sequence of switching time instants as :  
[ ] [ ] [ ]( ) ( )[ ]t,tt,tt,t, tt N1kNˆi 1ikikk α++α∈ +++ ∪⎟⎟⎠⎞⎜⎜⎝⎛∪α=α U                                                (2.4) 
where ( ) ( ) { }0N:Nˆ tt ∪α=α ; ( ) { }ttSI:i:N it ≤∋∈=α σN , σ+ ∈ ISt ik ; ( )α∈∀ tNi and 
( ) σ+σ+ ∈ ISt 1Nk t . Note that ( ) ( ) ( ) ( ) Ntjttjt 1kkkk ∈=σ≠=σ ++− ; σ+ ∈∀ ISt,t 1kk . Then, the state 
trajectory solution is: 
 ( )=tx ( )( )( ) ( )( )tutx h α+α ΓΦ                                                                                                  
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ττττΦ+τ−τττΦ+ααΦ= ∫∑ ∫ α= α duB,tdhxA,tx,t
t
ii
q
1i
t
  (2.5b) 
where, although the evolution operators between any two time instants τ>τ t,  depends on the 
corresponding partial switching function t,τσ , the simpler notation ( )τΦ ,t  is preferred instead for 
( )τΦ τσ ,tt,  for the shake of simplicity, This simplified notation criterion will be used when no 
confusion is expected together with the former one ( ) ( )tMM t →σ  for all the matrices of the individual 
parameterizations. The output trajectory solution is: 
  
( )=ty ( )( )( ) ( ) ( )tDuCtxC h ++α αΓΦ                                                                         (2.6a) 
       ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
ττττΦ+τ−τττΦ+ααΦ= ∫∑ ∫ α= α duB,tdhxA,tx,ttC
t
ii
q
1i
t
            
( ) ( )tutD+                                                                                                                             (2.6b) 
( ) R∈αα≥∀ ,t , subject to initial conditions ( ) [ ]( )n0 ,0,hCBP R−∈ϕ , where: 
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1) ( )αhx  is the strip of state-trajectory solution on [ ]h,h−α  which takes values ( )tϕ  if 0ht <−α=  
2) the evolution operator in ( )nn , RRRLΦ ×∈  is defined point-wise by 
( )( ) ( ) ( ) ( ) ( ) ( ) τ−ττΦ+ααΦ=α ∑ ∫
= α
dhx,tx,t:tx i
q
1i
t
hΦ ; ( ) R∈αα≥∀ ,t            (2.7) 
so that ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) τ−τττΦ+Φ= ∑ ∫
=
dhxA,t0x0,t:t0x ii
q
1i
t
0
hΦ is the unforced response 
in [ ]t,0 , where the matrix function ( ) ( )nn0 ,C ××∈Φ RRR  is a fundamental matrix of the dynamic 
differential system which is everywhere differentiable and  has almost everywhere continuous time – 
derivative on R  with  bounded discontinuities on the set σIS  and is defined on the interval [ ] R⊂α t,  as 
( ) ( )( ) ( )( ) ( )( )[ ]( ) ( )( )α−αα+
=
−−
⎟⎟⎠
⎞
⎜⎜⎝
⎛
=αΦ ∏ +++++α++α+ k0t ik1ikik01tNk1tNk0 tANk
1i
tttAtttA eee,t   
                                                                                                                                                         (2.8) 
 and the above matrix function products are defined  to the left , and  
 
   3)  the input-state and input-output operators in ( )nm , RRRLΓ ×∈ and ( )pmo , RRRLΓ ×∈ , 
respectively σσ += DC:o ΓΓ ,  are defined point-wise by 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )∫∫ ∞− ααα ττττΦ=ττττΦ= t ttt duB,tduB,t:tuΓ  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )tutDduB,ttC:tu tto +ττττΦ= ∫ ααΓ  
                  ( ) ( ) ( ) ( ) ( ) ( )tutDduB,ttCt t +ττττΦ=∫ ∞− α ; ( ) +∈αα≥∀ 0,t R              (2.9) 
where  
( ) ( ) [ ][ ]⎩⎨
⎧
α∈τ∀
α∈τ∀τ=τα t,\,0
t,,u
:u t R
                                                                                                    (2.10) 
so that 
( ) ( ) ( ) ( ) τττΦ=∑ ∫
= α
α du,t:tu
q
1i
t
tΓ ; ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )tutDduB,ttC:tDuC q
1i
t
t +ττττΦ=+ ∑ ∫
= α
αΓ  
are , respectively, the unforced state and output  responses in [ ]t,α .The state and output trajectory 
solutions (2.5),or (2.6), under (2.7)-(2.9), subject to the output equation in (2.1) are identically defined by: 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )∑ ∫∫
=
α∞−
α
−α
ττττ+τττΖ+ααΖ=
q
1i
t
t
h
duB,tZdx,tx,ttx
i
                  (2.11a) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )tutDduB,tZdx,tx,ttCty q
1i
t
t
h i
+⎟⎟⎠
⎞
⎜⎜⎝
⎛
ττττ+τττΖ+ααΖ= ∑ ∫∫
=
α∞−
α
−α
 
                                                                                                                                                        (2.11b) 
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with initial conditions ( ) [ ]( )n0 ,0,hCBPx R−∈ϕ= , so that ( ) ( )00x ϕ= , 
( ) ( ) ( )nn0 ,C,t ××∈αΖ RRR  is  an everywhere differentiable matrix function on +R , with almost 
everywhere continuous time-derivative except at time instants in σIS , which satisfies:  
 
( ) ( ) ( )∑
=
−=
q
0i
i 0,htZtAtZ&                                                                                                            (2.12) 
 
on +R  whose unique solution satisfies ( ) 0,t =αΖ ; ( ) R∈<α∀ t,t , and is defined by  
( ) ( ) ( ) ( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
τα−τττΦ+αΦ=α ∑ ∫
= α
q
1i
ii
t
n d,hZA,tI,t,tZ ; ( ) R∈αα≥∀ ,t                 (2.13) 
on any time interval [ ] +⊂α 0t, R . Now, take 0=α  and consider that the input u (t) is defined on R. 
Then, the combination of (2.6) with the substitution of (2.11) in the delayed state and output - trajectory 
solutions yields: 
( ) ( ) ( ) ( ) ( ) ( )0xd0,hA,0I0,ttx ii
q
1i
t
0
n ⎟⎟⎠
⎞
⎜⎜⎝
⎛
τ−τΖττΦ+Φ= ∑ ∫
=
 
         ( ) ( ) ( ) ( ) τγγϕγ−τΖττΦ+∑ ∫∑ ∫
= −=
dd,hA,t
q
1i
0
h
ii
q
1j
t
0 j
 
( ) ( ) ( ) ττττΦ+ ∫ ∞− duB,tt ( ) ( ) ( ) ( ) ( ) τγγγγ−τττΦ+∑ ∫ ∫=
−τ
∞−
dduB,hZA,t ii
q
1i
t
0
h i
 
                                                                                                                                                        (2.14a) 
( ) ( ) ( ) ( ) ( )0xd0,hA,0I0,t ii
q
1i
t
0
n ⎟⎟⎠
⎞
⎜⎜⎝
⎛
τ−τΖττΦ+Φ= ∑ ∫
=
 
     ( ) ( ) ( ) ( ) τγγϕγ−τΖττΦ+∑ ∫∑ ∫
= −=
dd,hA,t
q
1i
0
h
ii
q
1j
t
0 j
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τττ−γγγΦ+ττΦ+ ∑ ∫∫
= ∞−∞−
dudhUUB,hZA,0B,t iii
q
1i
tt
   
                                                                                                                                                       (2.14b) 
( ) ( ) ( ) ( ) ( ) ( ) ( )⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
τ−τΖττΦ+Φ= ∑ ∫
=
σ 0xd0,hA,0I0,tCty ii
q
1i
t
0
nt  
         ( ) ( ) ( ) ( ) τγγϕγ−τΖττΦ+∑ ∫∑ ∫
= −=
dd,hA,t
q
1i
0
h
ii
q
1j
t
0 j
 
( ) ( ) ( ) ττττΦ+ ∫ ∞− duB,tt ( ) ( ) ( ) ( ) ( ) ⎥⎥⎦
⎤
τγγγγ−τττΦ+ ∑ ∫ ∫
=
−τ
∞−
dduB,hZA,t ii
q
1i
t
0
h i ( ) ( )tutD+  
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( ) ( ) ( ) ( ) ( ) ( )⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
τ−τΖττΦ+Φ= ∑ ∫
=
0xd0,hA,0I0,ttC ii
q
1i
t
0
n  
     ( ) ( ) ( ) ( ) τγγϕγ−τΖττΦ+∑ ∫∑ ∫
= −=
dd,hA,t
q
1i
0
h
ii
q
1j
t
0 j
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ⎥⎥⎦
⎤
ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τττ−γγγΦ+ττΦ+ ∑ ∫∫
= ∞−∞−
dudhUUB,hZA,0B,t iii
q
1i
tt    
 ( ) ( )tutD+                                                                                                                                (2.15) 
where ( )tU is the unit step (Heaviside) function. The following result is concerned with sufficient 
conditions of asymptotic stability and exponential stability of the switched delayed system (2.1) –(2.2), 
based on Gronwall´s lemma,  which will be then useful to define the Hankel and Toeplitz operators. 
 
Theorem 2.1. The following properties hold: 
 
(i) The unforced dynamic system (2.1)-(2.2) is globally asymptotically stable independent of the sizes of 
the delays if the switching function N: 0 →σ +R  is such that  
 
( ) ( )
( )
( ) ( )
( ) ( ) ( ) ( )
0eA1e1Klim
i1i
q
1i
2itiit0it0
i
i
it0
i
i
ttAKq
1i 2
ti
t0
h
t0
tSTtt
=
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑ρ
−+∃
−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −ρ−
= σσ
ρ
σ∈∞→
+= σσσσ∏
σ
∑
 
where ( ) ( ) { }N00201j0t0 K,...,K,K1KK i ∈≥=∋ σ+R  and ( ) { }N00201t0 ,...,,i ρρρ∈ρ∋ σ+R  if 
( ) Njti ∈=σ  are real constants such that Ni;eKe ti02tA i0i0 ∈∀≤ ρ− (i.e. all the matrices in the set 
0A are stable) with ( ) { }tt:STt:tST ii ≤∈= σσ  and ( ) t:t 1ts =+  if σ∉STt , where ( ) ( )tSTcard:ts σ= . 
 (ii) The unforced dynamic system (2.1)-(2.2) is globally exponentially stable independent of the sizes of 
the delays if the switching function N: 0 →σ +R is such that j0A are all stable matrices 
satisfying ( ) ∑=σ>ρ
q
1i
2jiit0j0 AK  Nj∈∀ , and  the residence time at each switching instant satisfies 
( ) Tttmax i1i
STt i
≥−+∈ σ
 with its lower- bound T being  sufficiently large according to the respective 
absolute values j0ρ of the stability (or convergence) abscissas of j0A ( 0.e.i j0 <ρ− if all the 
eigenvalues of j0A are distinct and 
+→εε+ρ− 0,j0 , otherwise); Nj∈∀  and the norms of  the 
matrices ( )Nj,qiA ji ∈∈∀ .  
 (iii) The unforced dynamic system (2.1)-(2.2) is globally exponentially stable independent of the sizes of 
the delays if the switching function N: 0 →σ +R is such that at least one j0A is a stable matrix 
satisfying ( ) ∑=σ>ρ
q
1i
2jiit0j0 AK , and furthermore, ( )( )jt:ttmax ii1iSTt,t 1ii =σ−+∈ σ+  is sufficiently 
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large compared to ( ) ( )( )∑
σ+ ∈ ++
≠σ≠σ−
STt,t
1iii1i
1ii
jt,jt:ttmax , according to the constants 
j0K ( )Nj∈∀  , the  absolute values of the stability abscissas of ( )NkA k0 ∈∀  and norms of 
( )Nj,iA ji ∈∀ . If there is only a stable matrix j0A in the set 0A . If there is a unique stable matrix 
j0A , for some Nj∈ ,  then the switched system is globally exponentially stable only if the switching 
function is such that ( )( )∑
σ+ ∈ +
=σ−
STt,t
kk1k
1kk
jt:tt has infinite measure. If there is a unique 
stable matrix j0A for some Nj∈  and if the sequence of switching instants σTS  is finite and there is 
the switching function is such that  ( ) jt k =σ  for the last switching instant kt . 
 (iv) If ( )±+− ∪∪= 0000 AAAA  where ∅≠−0A , +0A  and ±0A are the sets of stable, unstable and 
critically stable matrices in the set 0A then the switched system is globally exponentially stable 
independent of the sizes of the delays if the switching function N: 0 →σ +R  is such that 
( )( )∑
σ+ ∈ −+
∈=σ−
STt,t
0j0ii1i
1ii
A,jt:tt A  is sufficiently large compared to 
( ) ( )( )∑
σ+ ∈ −++
∉=σ=σ−
STt,t
0k0j01iii1i
1ii
A,A,kt,jt:tt A  according to the constants 
j0K ( )Nj∈∀ , the  absolute values of the stability abscissas of ( )NkA k0 ∈∀  and norms of 
( )Nj,iA ji ∈∀ . 
Proof: (i) One gets from (2.6) by using Gronwall´s lemma [27] 
( ) ( ) ( )
( )
( ) ( )
( ) ( ) ( ) ( ) ( ) 2
0h
ttAKq
1i 2
ti
t0
h
t0
tSTt
2 supeA
1e1Ktx
i1i
q
1i
2itiit0it0
i
i
it0
i
i
τϕ
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑ρ
−+≤
≤τ≤−
−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −ρ−
= σσ
ρ
σ∈
+= σσσσ∏
σ
∑
then property (i) follows by simple inspection that it is guaranteed that ( ) 0tx 2 →  as ∞→t since the 
function of initial condition is bounded on its definition domain. 
 
(ii)  It follows directly from the above formula since the upper- bounding function of ( ) 2tx is of 
exponential order with decay rate ( ) 0j0 <ρ− , provided that ( ) ∑=σ>ρ q1i 2jiit0j0 AK  Nj∈∀ provided that 
the minimum residence time ( ) Tttmax i1i
STt i
≥−+∈ σ
 is sufficiently large. Properties (iii) and (iv) are direct 
extensions of Property (ii) for the cases when only one delay–free matrix of dynamics is stable or when 
only a nonempty subset of them  are stable matrices, respectively.                                           ?  
 
Theorem 2.1 extends known previous ones concerning asymptotic stability of the switched system if all 
the matrices of the set 0A are stable and the switching function is subject to a sufficiently large residence 
time in-between any two consecutive switches. A dual result to Theorem 2.1[(i)-(iii)] is Theorem 2.2 
below  for instability when all the matrices in the set 0A  are unstable with no stable or critically stable 
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eigenvalues (i.e. all the matrices Nj;A j0 ∈∀  are antistable) and the absolute  convergence abscissas of  
( ) Nj;A j0 ∈∀− are sufficiently large compared to the norms of the matrices of delayed dynamics. Note 
that although the matrices of delay – free dynamics be antistable, any of the parameterizations of the 
whole delayed system (2.1)–(2.2) can be antistable since it is well –known that any time-invariant delayed 
system possessing a principal term in its characteristic polynomial has any unstable value at finite 
distance and there exists only a finite number of modes within each vertical strip. As a result, the number 
of unstable eigenvalues is finite and since the system possesses infinitely many eigenvalues, [28], one 
concludes that the system cannot be antistable.  
 
Theorem 2.2. The following properties hold: 
 (i) The unforced dynamic system (2.1)-(2.2) is globally unstable independent of the sizes of the delays if 
the switching function N: 0 →σ +R  is such that  
 
( ) ( ) ( )
( )
( ) ( )
( ) ( ) ( ) ( )
∞=
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∑ρ
−−∃
−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −ρ
= σσ
ρ
σσ∈∞→
+= σσσσ∏
σ
∑ i1i
q
1i
2itiit0it0
i
i
it0
ii
i
ttAK~q
1i 2
ti
t0
h
t0t0
tSTtt
eA1eKK~lim
 
where ( ) ( ) { }N00201t0t0 K~,...,K~,K~KK~ ii ∈≤∋ σσ+R  and ( ) { }N00201t0 ~,...,~,~~ i ρρρ∈ρ∋ σ−R  , 
with j0j0
~ ρ≤ρ  (with j0j0 KK~ ≤ and j0~ρ being located or close to the minimum real part of the 
eigenvalues of j0A  and j0ρ ; Nj∈∀ defined in Theorem 2.1) if ( ) Njti ∈=σ  are real constants such 
that Ni;eK~e
t~
i02
tA i0i0 ∈∀≥ ρ (i.e. all the matrices in the set 0A are antistable and then unstable) 
with ( ) { }tt:STt:tST ii ≤∈= σσ  and ( ) t:t 1ts =+  if σ∉STt , where ( ) ( )tSTcard:ts σ= . 
 (ii) The unforced dynamic system (2.1)-(2.2) is globally exponentially unstable independent of the sizes 
of the delays if the switching function N: 0 →σ +R is such that j0A are all unstable matrices 
satisfying ( ) ∑=σ>ρ
q
1i
2jiit0j0 AK
~  Nj∈∀ , and  the residence time at each switching instant satisfies 
( ) Tttmax i1i
STt i
≥−+∈ σ
 with its lower- bound T being  sufficiently large according to the respective 
absolute values j0ρ of the stability abscissas of the stable matrices ( )j0A− ( 0.e.i j0 <ρ− if all the 
eigenvalues of j0A are distinct of positive real parts and 
+→εε+ρ−≤ε+ρ− 0,~ j0j0 , otherwise); 
Nj∈∀  and norms of ( )Nj,iA ji ∈∀ .  
 
(iii) The unforced dynamic system (2.1)-(2.2) is globally exponentially unstable independent of the sizes 
of the delays if the switching function N: 0 →σ +R is such that at least one j0A is a stable matrix 
satisfying ( ) ∑=σ>ρ
q
1i
2jiit0j0
AK , and furthermore, ( )( )jt:ttmax ii1i
STt,t 1ii
=σ−+∈ σ+
 is sufficiently large 
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compared to ( ) ( )( )∑
σ+ ∈ ++
≠σ≠σ−
STt,t
1iii1i
1ii
jt,jt:ttmax , according to the constants 
j0K ( )Nj∈∀  , the  absolute values of the stability abscissas of ( )NkA k0 ∈∀  and norms of 
( )Nj,iA ji ∈∀ . If there is only a stable matrix j0A in the set 0A . If there is a unique stable matrix 
j0A , for some Nj∈ ,  then the switched system is globally exponentially stable only if the switching 
function is such that ( )( )∑
σ+ ∈ +
=σ−
STt,t
kk1k
1kk
jt:tt has infinite measure. If there is a unique 
stable matrix j0A for some Nj∈  and if the sequence of switching instants σTS  is finite and there is 
the switching function is such that  ( ) jt k =σ  for the last switching instant kt .                                ? 
 
A combination of Theorems 2.1-2.2 will be used in Section 3 to guarantee the boundedness of the input-
state and the input-output operators of the switched system. The following result is direct from the fact 
that if the system is exponentially stable then its Euclidean  norm possesses an upper- bound of 
exponential order with negative decay rate so that the state and output trajectory solutions are in  n2L  and 
p
2L  , respectively.  As a result, the input-state Γ  and input-output 0Γ operators are members of 
( )n2m2 , LLL and  ( )p2m2 , LLL , respectively; i.e. linear and then bounded.  
 
Proposition 2.3 . If any of the properties of Theorem 1[(i)-(iii)] hold for a given switching function 
N: 0 →σ +R  then the unforced state and output trajectory solutions ( )( ) [ )∞α∈α ,x n2h LΦ  and 
( )( ) [ )∞α∈α ,xC p2h LΦ ; +∈α∀ 0R , respectively,  so that [ ] [ )( )∞α−×∈ ,,0,h n2n LRLΦ  , and 
( ) [ ] [ )( )∞α−×∈ ,,0,hLC p2n LRΦ which are then linear bounded operators since the switched system is 
either globally asymptotically stable or globally exponentially stable. In particular, 
[ ]( )n2n ,0,h LRLΦ −×∈  and ( ) [ ]( )p2n ,0,hC LRLΦ −×∈  .  
If, in addition, [ )∞α∈ ,u m2L for some R∈α then the respective forced solutions fulfil 
( ) [ )∞α∈α ,u n2LΓ  and ( ) [ )∞α∈ ,u p2o LΓ ; +∈α∀ 0R which are then bounded operators. Thus, 
[ ) [ )( )∞α∞α∈ ,,, n2m2 LLLΓ  and [ ) [ )( )∞α∞α∈ ,,, p2m2o LLLΓ .  
If m2u +∈L then the respective forced solutions fulfil ( ) n2u ++ ∈LΓ  and ( ) p2o u ++ ∈LΓ , respectively 
so that ( )n2m2 , +++ ∈ LLLΓ and ( )p2m2o , +++ ∈ LLLΓ . Equivalently, if 
( ) ( )m00m2 ,CBPu RRL +∩∈ , i.e. ( ) −∈∀= Rt,0tu , then ( )n2m2 , +++ ∈ LLLΓ and 
( )p2m2o , +++ ∈ LLLΓ . Equivalently, if ( ) ( )m00m2 ,CBPu RRL +∩∈  then ( )n2m2 , LLLΓ∈ and 
( )p2m2o , LLLΓ ∈+ . 
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If Theorem 2.2 holds and m2u −∈L   then the respective forced solutions fulfil ( ) n2u −− ∈LΓ  and 
( ) p2o u −− ∈LΓ so that ( )n2m2 , −−− ∈ LLLΓ and ( )p2m2o , −−−∈ LLLΓ  . Equivalently, if 
( ) ( )m00m2 ,CBPu RRL −∩∈  then ( )n2m2 , LLLΓ∈ and ( )p2m2o , LLLΓ ∈+ . 
 
Proof: The first part concerning the unforced solution follows directly from Theorem 2.1 (i)–(iii). The 
respective linear operators are bounded. The second part follows by taking into account the above 
properties in Theorem 2.1 and the square -integrability of u on its appropriate definition domains.        ? 
If the system is globally asymptotically stable then it is possible to restrict the domain and image m2L and 
n
2L  of +Γ  to m2+L and n2 +L , respectively, for vector functions m2u +∈L such that ( ) n2u ++ ∈LΓ , 
since their support is +0R and ( )( ) −∈∀= 0t,0tu RΓ , and then to define  a restricted operator 
( )n2m2 , +++ ∈ LLLΓ . In the same way, it is possible to define a restricted operator 
( ) ( )p2m2 ,DC +++ ∈+ LLLΓ . Similarly, it is possible to define ( )n2m2 , −−− ∈ LLLΓ  and 
( ) ( )p2m2 ,DC −−− ∈+ LLLΓ  of usefulness for vector functions m2u −∈L if the system is unstable.    ? 
 
3. Input-state and input- to-output operators of the switched system and Hankel and Toeplitz 
operators ±≡ RR y  
This section investigates the input-state and input-output operators [ ] [ ] [ ]t,0t,0: nmt,0 ×→× RRΓ and 
[ ] [ ] [ ]t,0t,0: pmt,0o ×→× RRΓ of the switched system (2.1) and explicit expressions defining them are 
given. Then, if the input is a square- integrable real m-vector on R ,  further conditions for  
( )n2m2 L,LLΓ∈  and ( )p2m2o L,LLΓ ∈  are investigated and weaker ones are also given for 
[ ] [ ]( )yy RRLΓ n2m2R L,Ly ∈  o [ ] [ ]( )yy RRLΓ p2m2o L,LyR ∈  with RR y ⊂ being a bounded real 
interval, in particular for ±≡ RR y . Finally, The Hankel and Toeplitz causal and anticausal operators are 
investigated concerning the cases ±≡ RR y . Two different sets of assumptions, the first one less 
restrictive, are now given to be used when  deriving some of the results of this section: 
 
Assumptions 3.1. ( ) ( )m0m2 ,CBPu RRL ∩∈ , the matrices j0A are dichotomic (i.e. they have no 
eigenvalues on the imaginary axis) while they have stable and antistable diagonal blocks −j0A and +j0A of 
the same respective orders −n  and +n ; Nj∈∀ which satisfy ( ) +∈ ∈ε≥ρρ Rj0j0Nj ~,min .   
Furthermore, the norms of all the matrices of delayed dynamics are less than ε  so that Theorem 2.1 
(respectively, Theorem 2.2) holds if  all the matrices in the set 0A are stable (respectively, antistable). 
                                                                                                                                                              ? 
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Assumptions 3.2. Assumptions 3.1 hold and, furthermore, the matrices j0A are simultaneously block 
diagonalizable through the same transformation matrix; Nj∈∀ .                                                      ? 
Note that if Assumptions 3.1 hold there no configuration of the switched system has eigenvalues within 
the open vertical strip ( ) R×εε− ,  of the complex plane from Theorems 2.1-2.2. Furthermore, there exist 
non unique coordinate transformations jT ; Nj∈∀  such that: 
 [ ]+−− == j0j01jj0jj0 A~,A~DiagBlockTATA~                                                                                (3.1) 
 
where −j0A
~  is stable (i.e. all its eigenvalues are in −0C ) and of order −n  and  +j0A
~ is antistable (i.e. 
all its eigenvalues are in +0C ) and of order −+ −= nnn ; Nj∈∀ . Note also that if Assumptions 3.2 
hold then TT j = , Nj∈∀ . After a linear change of variables ( ) ( ) ( )txtTtx~ k= ; [ )1kk t,tt +∈∀  with 
σ+ ∈STt,t 1kk , such that ( ) jt k =σ and ( ) jk TtT = ,  for some Nj∈ , the system (2.1) may be 
described as follows: 
( ) ( ) ( ) ( ) ( )∑
=
+−=
q
0i
ii tutB
~htx~tA~tx~&    ;      ( ) ( ) ( ) ( ) ( )tutD~tx~tC~ty +=                               (3.2) 
 [ )1kk t,tt +∈∀ , where  
( ) { }Nj:A~:~A~tA~ nnjiikii ∈∈=∈= ×RA  ;  ( ) { }Nj:B~:~B~tB~ mnjk ∈∈=∈= ×RB   
( ) { }Nj:C~:~C~tC~ npjk ∈∈=∈= ×RC  ;  ( ) { }Nj:D~:~D~tD~ mpjk ∈∈=∈= ×RD                    (3.3) 
for some Nk∈ such that ( ) kt =σ subject to (3.1)  and (3.4) below: 
 
( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡=== ++−+
+−−−
−
ijij
ijij1
jjijjii A~A~
A~A~
TATA~tA~  ; { }0qi ∪∈∀  and some Nj∈∀                               (3.4) 
( ) =⎥⎥⎦
⎤
⎢⎢⎣
⎡=== +
−
j
j
jjj B~
B~
BTB~tB~  ( ) [ ]+−− === jj1jjjj C~,C~DiagBlockTCTC~tC~ , ( ) jj DD~tD~ ==   (3.5)      
; { }0qi ∪∈∀  and some Nj∈∀ , where : 
 
−−×− ∈ nnj0A~ R , ++×− ∈ nnj0A~ R , −−×−− ∈ nnijA
~ R , +−×+− ∈ nnijA
~ R , −+×−+ ∈ nnijA
~ R  and 
++×++ ∈ nnijA
~ R , mnjB
~ ×− −∈R , mnjB~ ×+ +∈R , −×−∈ npjC
~ R and +×+∈ npjC
~ R , { } Nj,0qi ∈∀∪∈∀ .    
The subspaces ( ) ⎥⎦
⎤⎢⎣
⎡=χ −−−
0
I
TImA n1jj0  and ( ) ⎥⎦
⎤⎢⎣
⎡=χ
+
−+
n
1
jj0 I
0
TImA  are independent of jT  and are 
called, respectively, the stable and antistable subspaces of j0A ; Nj∈∀  which  are complementary, i.e. 
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( ) ( )j0j0n AA +− χ⊕χ=R ; Nj∈∀  so that ( )( ) ( )( )tAtA 00n +− χ⊕χ=R ; +∈∀ 0t R . The projections 
on those subspaces are given by the respective formulas: 
j
n1
jj T00
0I
T ⎥⎦
⎤⎢⎣
⎡=Π −−−  and j
n
1
jj TI0
00
T ⎥⎥⎦
⎤
⎢⎢⎣
⎡=Π
+
−+ ; Nj∈∀                                                     (3.6a)   
( ) ( ) ( ) jn1jn1 T00
0I
TtT
00
0I
tTt ⎥⎦
⎤⎢⎣
⎡=⎥⎦
⎤⎢⎣
⎡=Π −− −−−  ; ( ) ( ) ( ) jn1jn1 T00
0I
TtT
00
0I
tTt ⎥⎦
⎤⎢⎣
⎡=⎥⎦
⎤⎢⎣
⎡=Π −− −−+    
                                                                                                                                                           (3.6b)   
and ( ) ( )kj ttk ±±± Π=Π=Π  for some Nj k∈  such that ( ) kjt =σ ; [ )1kk t,tt +∈∀  for each 
( )σ∈+ STt,t 1kk .   Thus, from (2.11) –(2.13) and 0=α , one gets directly: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )∑ ∫∫
= ∞−−
ττττ+ττττΖ+Ζ==
q
1i
t0
h
duB~,tZ~dxT,t~0x0T0,t~txtTtx~
i
&                (3.7) 
with initial conditions ( ) ( ) [ ]( )n0 ,0,hCBP0T~x~ R−∈ϕ=ϕ= , so that ( ) ( )0~0x~ ϕ= , 
( ) ( ) ( )nn00 ,C0,tZ~ ×+∈ RR  is  an everywhere differentiable matrix function on +0R , with almost 
everywhere continuous time-derivative except at time instants in σIS , which satisfies:  
 
( ) ( ) ( ) ( ) ( ) ( )∑
=
−−==
q
0i
iikik 0,htZhtTtA
~tZtTtZ~ &&  ; [ )1kk t,tt +∈∀ , ( )σ∈∀ STt k         (3.8) 
on +R  , since ( ) ( )ktt σ=σ ; [ )1kk t,tt +∈∀ whose unique solution satisfies ( ) 00,t =Ζ , −∈∀ Rt , and 
is defined by  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
τ−τ−τττΦ+Φ== ∑ ∫
=
q
1i
iii
t
0
n d0,hZhTA
~,t~I0,t~0,tZtT0,tZ~ ; +∈∀ 0t R  
                                                                                                                                                           (3.9) 
Then, 
( ) ( ) ( ) ( ) ( ) ( ) ⎥⎦⎤⎢⎣⎡==
+−− ttA~ttA~1ttAttA~ 0000 e,eDiagBlocktTetTe                                                  (3.10a)  
so that  
( ) ( )( ) ( ) ( ) ( )k1kktttA~k tTt,ttTet,t~ kk0 −− Φ==Φ  
( ) ( )[ ] ( )( ) ( )( ) ⎥⎦⎤⎢⎣⎡=ΦΦ= −−+− +− kk0kk0 tttA~tttA~kk e,eDiagBlockt,t~,t,t~DiagBlock           (3.10b) 
( ) ( ) ( ) ( ) ( ) ( ) ( )1 tkt1kk Tt,tZTtTt,tZtTt,tZ~ −σσ− ==                                                             (3.10c) 
[ )1kk t,tt +∈∀ , with ( ) ( ) Njtt kk ∈=σ=σ , [ )1kk t,tt +∈∀ , σ+ ∈∀ STt,t 1kk  since 
 
⎥⎥⎦
⎤
⎢⎢⎣
⎡==
+−− tA~tA~1
j
tA
j
tA~ j0j0j0j0 e,eDiagBlockTeTe                                                               (3.11a) 
( ) ( ) 1jkjk Tt,tTt,t~ −Φ=Φ ; ( ) ( ) 1jkjk Tt,tZTt,tZ~ −=                                                        (3.11b) 
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 [ )1kk t,tt +∈∀ , ( )σ∈∀ STt k provided that ( ) ( ) Njjtt kk ∈==σ=σ  and the transformations also 
apply on the evolution operators when performing the change of variables. 
 
The input-state and input-output operators obtained in (2.11), (2.14) and (2.15), by taking into account 
(3.5), are now expanded in the subsequent result for a switching function N: 0 →σ +R . Note that the 
input-state operator depends on the  state variable transformations while the input-output operator does 
not depend on the state variables, i.e. it does not depend on the matrices ( )tT σ . 
 
Lemma 3.3. The input-state and input-output operators have the following point-wise expressions: 
( )( ) ( ) ( ) ( ) ττττ= ∫ ∞− duB,tZtu tΓ                                                                                                                                                  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τττ−γγγΦ+ττΦ= ∑ ∫∫
= ∞−∞−
dudhUUB,hZA,0B,t iii
q
1i
tt  
                                                                                                                                                            (3.11a) 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ττττΠτ−ττττΠτ= +∞−
∞− ∫∫ duB,tZduB,tZ tt                                                (3.11b) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τττΠτ−γγγΦ+ττΠτΦ= −
= ∞−
−
∞− ∑ ∫∫ dudhUUB,hZA,0B,t iii
q
1i
tt
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τττΠτ−γγγΦ+ττΠτΦ− +
= ∞−
+∞ ∑ ∫∫ dudhUUB,hZA,0B,t iiiq
1i
t
t
 
                                                                                                                                                            (3.11c) 
( )( ) ( ) ( ) ( ) ( ) ( ) ( )tutDduB,tZtCtu to +ττττ= ∫ ∞−Γ  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )tutDdudhUUB,hZA,0B,ttC iii
q
1i
tt +ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τττ−γγγΦ+ττΦ= ∑∫∫
= ∞−∞−
 
                                                                                                                                                             (3.12a) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )tutDduB,tZtCduB,tZtC
t
t +ττττΠτ−ττττΠτ= +∞−
∞− ∫∫                (3.12b) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τττΠτ−γγγΦ+ττΠτΦ= σ−
= ∞−
−
∞− ∑ ∫∫ dudhUUB,hZA,0B,ttC iii
q
1i
tt  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τττΠτ−γγγΦ+ττΠτΦ− +
= ∞−
+∞ ∑ ∫∫ dudhUUB,hZA,0B,ttC iiiq
1i
t
t
 
( ) ( )tutD+                                                                                                                                          (3.12c) 
 
Proof: It follows directly since the forced solutions of (2.14) –(2.15) may be recalculated by direct 
manipulation of the integrals as follows: 
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( ) ( ) ( ) ττττΦ∫ ∞− duB,tt ( ) ( ) ( ) ( ) ( ) τγγγγ−τττΦ+∑ ∫ ∫=
−τ
∞−
dduB,hZA,t ii
q
1i
h t
0
i
 
( ) ( ) ( ) ττττΦ= ∫ ∞− duB,tt
( ) ( ) ( ) ( ) ( ) ( )( ) ( ) γτγ−τ−γγγ−τττΦ+∑ ∫ ∫
= ∞−
dduhUUB,hZA,t iii
q
1i
t t
0
 
( ) ( ) ( ) ( ) ττττΦ= τσ∞−∫ duB,tt
( ) ( ) ( ) ( ) ( ) ( )( ) ( ) γτγ−τ−γτγ−τττΦ+ ∫ ∫∑∞− = dduhUUB,hZA,t iii
t t
0
q
1i
 
( ) ( ) ( ) ττττΦ=∫ ∞− duB,tt
( ) ( ) ( ) ( ) ( ) ( )( ) ( ) τγτ−γ−τττ−γτγΦ+ ∫ ∫∑∞− = dduhUUB,hZA,t iii
t t
0
q
1i
                    ? 
Now (3.11c)-(3.12c) are further expanded by using the transformation of state variables and the 
contribution of each inter- switching time intervals. The subsequent auxiliary useful notation convention 
is used to write the mathematical expressions in a very comprehensive way. It is taken into account that 
there are no switching instants at negative time, that the current time t may be or not to be a switching 
instant and that the transformation of variables are given by a non-singular matrix ( )tT σ  which takes a 
finite number of N values and which is constant within the semi-open time interval in-between any two 
consecutive switching instants: 
 
∞−=0t , 
( ) ( )( ) ( )⎪⎩
⎪⎨
⎧
∉=−∈∀∈
∈=∈∀∈∈
σσ
σσ+ ISttif1tki,STt
ISttiftki,STt
:t
tki
tki
0i R  ; ( )tki ∈∀ ; ∞=∞t             (3.13) 
 
where N:k 0 →+R  is a discrete valued function which takes only a finite number of positive integers 
according to the switching function used. 
 
Lemma 3.4. The input-state and input-output operators have the following expressions: 
 
    ( )( )=tuΓ  
( )( ) ( ) ( ) ( ) ( ) ( )( )( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−ττ−γγΦ+τΦ ∑ ∑ ∫∑∫
= =
−
−−−−−
=
−
−−
dudhUUtB~,hZ~tA~,0~tB~,t~ i
q
1i
tk
1
t
t
1ji11j
tk
1j
t
t 1
j
1j l
l
l
l
 
( )
( )
( ) ( ) ( ) ( ) ( )( )( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−ττ−γγΦ+τΦ− ∑∑ ∫∑ ∫
= =
+−−−+
∞
=
+
−
+
dudhUUtB~,hZ~tA~,0~tB~,t~ i
q
1i
tk
1
t
t
1ji1i1j
tkj
t
t 1
1j
j l
l
l
l
 
                                                                                                                                                         (3.14a) 
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 ( )( )=tuoΓ   
( ) ( )( ) ( ) ( ) ( ) ( ) ( )( )( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−ττ−γγΦ+τΦ ∑ ∑ ∫∑∫
= =
−
−−−−
=
−−
−−
dudhUUtB~,hZ~tA~,0~tB~,t~tC~ i
q
1i
tk
1
t
t
1ji1i1j
tk
1j
t
t 1
j
1j l
l
l
l
 
( ) ( )
( )
( ) ( ) ( ) ( ) ( )( )( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−ττ−γγΦ+τΦ− ∑ ∑ ∫∑ ∫
= =
+
−−−−
∞
=
++
−
+
dudhUUtB~,hZ~tA~,0~tB~,t~tC~ i
q
1i
tk
1
t
t
1ji1i1j
tkj
t
t 1
1j
j l
l
l
l
 
( ) ( )tutD+                                                                                                                                       (3.14b) 
Proof: It follows directly from Lemma 3.3 by using (3.5), (3.6)  and (3.10b), since (3.9)-(3.10 ) hold, 
where: 
( ) ( ) ( ) ( )ττ−γγγΦ B~,hZ~A~,0~ ii  
      ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )( ) ( ) ( ) ( )( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
ττ−γγγΦ
ττ−γγγΦ=ττ−γγγΦ= +
−
B~,hZ~A~,0~
B~,hZ~A~,0~
B,hZA,0tT
ii
ii
ii           (3.15) 
[ )1jj t,t +∈γ∀ , ( ) ( )jtσ=γσ , ∞−=0t , σ∈STt j  for N⊂∈ 0Nj .                                    ? 
 
Lemmas 3.3-3.4 will be then used for the explicit definition of the Hankel and Toeplitz operators of 
the input-state and input-output operators. The following result is useful as an auxiliary one for a 
subsequent specification of Lemmas 3.3-3.4 either for the general case or for the cases when either 
Assumptions 3.1 or Assumptions 3.2 hold.  
 
Lemma 3.5. The following properties hold: 
 
(i) ( ) nn20:,tT ×→τ∃ RR dependent on the switching instants σST  on [ ) +⊂τ 0t, R (i.e. 
( )
t,
T,tT τσ=τ depends on the partial switching function [ ) NNt,: t,t, ⊂→τσ ττ ) such that : 
( ) ( ) ( )[ ] ( ) ( ) ( )ττΦτ=τΦτΦ=τΦ −+− ,tT,t,tT,t~,,t~DiagBlock,t~ 1                                 (3.16) 
 
which is non-singular for any finite arguments irrespective of Assumptions 3.1, where 
[ )( ) [ ) ( ) NNt,:t,|:
t,0t, ⊂→⊂ττσ=σ τ+τ R  is the partial switching function with its domain restricted 
to [ )t,τ . ( )τΦ − ,t~  and ( )τΦ + ,t~  are, in general, of time interval- dependent  sizes ( ) ( )t,n,t,n ττ +− , 
respectively.                                                                                                             
 
(ii)  If Assumptions 3.1 hold then 
 
( ) ( ) ( )[ ] ( ) ( ) ( )i1iiiii tTt,tTt,~,t,~DiagBlockt,~ −+− τΦ=τΦτΦ=τΦ                            (3.17) 
                ( )( ) ( )( )⎥⎦
⎤⎢⎣
⎡= −τ−τ +− ii0ii0 ttA
~ttA~ e,eDiagBlock , [ ) σ++ ∈∀∈τ∀ STt,t;t,t 1ii1ii     (3.18) 
with the first and second square matrix function blocks being convergent and divergent, respectively,  and 
of associate time invariant sizes +− n,n .                                                                                                                                
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 (iii)  If Assumptions 3.2 hold then (ii) holds with constant ( ) TT t =σ ; +∈∀ 0t R .   
 
(iv) If Assumptions 3.2 hold and all the matrices in the set 0A  defining the switched system by the partial 
switching function up to time t defined as [ )( ) [ ) NNt0,:t0,|: tt,0t ⊂→σ=σ≡σ  commute, so that 
( ) TT t =σ , then 
 
( ) ( ) ( )[ ] ( ) 1T,tT,t~,,t~DiagBlock,t~ −+− τΦ=τΦτΦ=τΦ                                                  (3.19)                            
             
( ) ( )( ) ( )( )( )
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
∑∑
=
−−+
=
−−− −−
tk
1i
1ii1i0
tk
1i
1ii1i0 tttA
~tttA~
e,eDiagBlock                                                (3.20) 
, +∈τ∀ 0,t R ; tSTt,t 1ii σ+ ∈∀ . Furthermore ,  
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ±±±± ττ−γγγΦ=ττ−γγγΦτΦ B~,hZ~A~,t~B~,hZ~A~,0~,t~ iiii  
in (3.13)-(3.14) subject to (3.20). 
 
(v) If both assumptions of Property (vi)  hold and all the matrices in the set ( )qii ∈∀A defining the 
switched system by the partial switching function up to time t have a block diagonal structure with two 
block matrices of common sizes −n  and  +n then ( )τ,tZ  is block diagonalizable with two non-zero 
square matrix blocks of time invariant sizes −n  and  +n ; ( ) RR ∈∀∞∈τ∀ t,,t\ . Furthermore,  
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )ττ−γττΦ=ττ−γττΦ ±± ±±± B~,hZ~A~,t~B~,hZ~A~,t~ iiii ; R∈τ∀ ,t  
in (3.13)-(3.14). 
 
Proof: (i) It follows directly  from the fact that any real matrix has a Jordan diagonal form. 
(ii)-(iii) They follow directly from the fact that the  matrix function ( )it,τΦ is an exponential matrix 
function of ( )it0A σ  within inter-switching time intervals which is block diagonalizable under the same 
similarity transformation and with the same block diagonal matrices sizes as  the matrix ( )i0 tA , the 
stable (antistable) block diagonal matrix ( )( )ii0 ttA~ −τ− ( ( )( )ii0 ttA~ −τ+ ) generating a convergent (divergent) 
exponential matrix function ( )it,~ τΦ −  ( ( )it,~ τΦ + ). 
 (iv) Its first part follows from (2.8) since for any real constants βα , and any 0j0A A∈  which commute, 
( )β+αβα = 2j01j02j01j0 AAAA ee.e ; t2,1 Nj ∈∀ .   Its second part follows from the semigroup property 
of ( )τΦ ,t .                                                                                                             
(v) It follows from (2.8) and (2.13), both being block diagonal with two non- zero square block matrices 
of corresponding identical time- invariant sizes, respectively −n and +n ,  under the given assumptions 
since the matrices iA qi∈∀ are diagonalizable with identical two square matrix blocks of identical sizes.   
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                                                                                                                                                              ? 
If  all the matrices in the set  0A are dichotomic, namely, they have no critically stable eigenvalues, then 
they admit a similarity transformation to a block diagonal form with only stable and instable eigenvalues. 
Under some extra assumptions related to the switching function to require a minimum residence time at 
each parameterization of the switched system , it may be proved that the input-state/ output operators of 
the solution are bounded operators. Now, denote by r2
r
2
r : ±± →LLP  the usual orthogonal projections of 
r
2L onto
r
2±L . Those projections are useful to describe the input-state and input-output operators for 
positive or negative times when the input is least-square integrable either for the negative or positive real 
semi-axis. The subsequent previous results is direct. 
 
Lemma 3.6. n2
m
2: +++ → LLΓ  and p2m20 : +++ → LLΓ  are linear bounded, and equivalently continuous, 
operators if any of the properties Theorem 2.1[(i)-(iii)] holds, and n2
m
2: −−+ → LLΓ  and 
p
2
m
20 : −−+ → LLΓ  are linear bounded, and equivalently continuous, operators if any of the properties in 
Theorem 2.2 holds. 
 
Proof: It turns out from applying the Cauchy -Schwartz inequality to the sate/ output - trajectory solutions  
that if the system is globally asymptotically stable and the input is an original (i.e. it identically zero for 
−∈Rt ) and, furthermore, square integrable,  then the state and output  trajectory solutions are identically 
zero for  −∈Rt  and square integrable on +0R . As a result, both linear operators are bounded and, 
equivalently, continuous. The second result is a dual one to the first result.                                         ? 
 
Note that, compared to ( )n2m2 , LLLΓ∈  and ( )p2m2o , LLLΓ ∈ , the input-state operators 
n
2
m
2: +++ → LLΓ  and input-output p2m2o : +++ → LLΓ (identified with the so-called causal Toeplitz 
operator if the input is an original vector function) have domains restricted from m2L  to 
m
2+L and 
projected images from n2L , respectively 
p
2L ,  onto 
n
2+L , respectively p2+L ,  provided that 
( )n2m2 , LLLΓ∈  and ( )p2m2o , LLLΓ ∈ . In the same way, the input -state operators n2m2: −−− → LLΓ  
and input-output p2
m
2o : −−− → LLΓ have domains restricted from m2L  to m2−L and projected images 
from n2L , respectively 
p
2L , onto 
n
2+L , respectively p2+L , provided that ( )n2m2 , LLLΓ∈  and 
( )p2m2o , LLLΓ ∈ . Note also that Lemma 3.6 only gives sufficiency– type conditions of boundedness of 
those operators based on results of Theorems 2.1- 2.2. The following definitions are related to four 
important input to sate and input-output operators which are obtained from the operators 
( )n2m2 , LLLΓ∈  and ( )p2m2o , LLLΓ ∈  and which include domain restrictions and orthogonal 
projections of their images since they  act on half axis Lebesgue spaces pn,m2 ±L : 
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Definitions 3.7. Let ( )n2m2 , LLLΓ∈  bounded, so that ( )p2m2o , LLLΓ ∈ , is also bounded. We define: 
1. The causal input-output Hankel operator (or, simply causal Hankel operator)  
m
o
p
o
p
m
2o
|: −++ =− PΓPΓPH LΓ  with symbol oΓ .  
2. The anticausal input-output Hankel operator (or, simply anticausal Hankel operator) 
m
o
p
o
p
m
2o
|:ˆ +−− =+ PΓPΓPH LΓ  with symbol oΓ . 
3. The causal input-output Toeplitz operator (or, simply causal Toeplitz operator) 
m
o
p
o
p
m
2o
|: +++ =+ PΓPΓPT LΓ  with symbol oΓ . 
4. The anticausal input-output Toeplitz operator (or, simply anticausal Toeplitz operator) 
m
o
p
o
p
m
2o
|:ˆ −−− =− PΓPΓPT LΓ  with symbol oΓ . 
5.  The causal input-state Hankel operator mnn m
2
|: −++ =− PΓPΓPH LΓ  with symbol Γ .  
6.  The anticausal input-state Hankel operator  mnn m
2
|:ˆ +−− =+ PΓPΓPH LΓ with symbol Γ . 
7.  The causal input-state Toeplitz operator  mnn m
2
|: +++ =+ PΓPΓPT LΓ with symbol Γ . 
8.  The anticausal input-state Toeplitz operator mnn m
2
|:ˆ −−− =− PΓPΓPT LΓ  with symbol Γ .          ? 
The input - output Hankel and Toeplitz operators (see Definitions 3.7 [1-4] ), or simply Hankel and 
Toeplitz operators, are of wide use for the particular case of delay– free systems with single 
parameterizations, then being delay –free linear time- invariant systems (see, for instance, [29]). 
Definitions 3.7 and Lemmas 3.3-3.4 define extensions of those operators to describe the input-state/ 
output trajectories of the time-delayed switched system (2.1). The subsequent result related to the state 
and output trajectory solutions of the switched system (2.1) described by the input-sate and input-output 
Hankel and Toeplitz operators: 
 
Theorem 3.8. The following properties hold under Assumption 3.1: 
 (i) mooo
ˆ +=+ PΓHT ΓΓ , so that mopo ++= PΓPT Γ  iff 0ˆ mop0 == +− PΓPH Γ , with  
                           ( )( )tumo +PΓ ( ) ( ) ( ) ( ) ( ) ( )tutDduB,tZtCt
0
+ττττ= ∫  
m
ooo
ˆ −=+ PΓHT ΓΓ , so that mopoˆ −−= PΓPT Γ  iff  0mopo == −+ PΓPH Γ , with  
                           ( )( )tumo −PΓ ( ) ( ) ( ) ( ) ( ) ( )tutDduB,tZtC0 +ττττ= ∫ ∞−   
(ii) mˆ +=+ PΓHT ΓΓ , so that mp ++= PΓPT Γ  iff 0ˆ mp == +− PΓPH Γ , with 
                           ( )( )tum+PΓ ( ) ( ) ( ) ττττ= ∫ duB,tZt0   
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mˆ −=+ PΓHT ΓΓ , so that mpˆ −−== PΓPT Γ  iff 0mp == −+ PΓPH Γ ,with 
                          ( )( )tum−PΓ ( ) ( ) ( ) ττττ= ∫ ∞− duB,tZ0   
 (iii) ( ) ( ) 0tuˆ
0
=ΓH   
( )( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )tutD~duB~,tZ~tC~tutDduB,tZtCtutu t
0
t
0
m
o
p
o
+ττττ=+ττττ== ∫∫−+ PΓPT Γ  
( )( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−ττ−γγΦ+τΦ= ∑ ∑ ∫∑∫
= =
−−−
=
−
−−
dudhUUtB,hZtA,ttB,ttC i
q
1i
tk
1
t
t
1ji1i1j
tk
1j
t
t
1j
1
j
1j l
l
l
l
 ( ) ( )tutD+    
( )( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−ττ−γγΦ+τΦ= ∑ ∑ ∫∑∫
= =
−−−
=
−
−−
dudhUUtB~,hZ~tA~,t~tB~,t~tC~ i
q
1i
tk
1
t
t
1ji1i1j
tk
1j
t
t
1j
1
j
1j l
l
l
l
 
( ) ( )tutD~+                                                                                                               ;  +∈∀ 0t R  
The last expression being valid if 0t 1 = since ∞−=0t . If 0t 1 > then the given  switching sequence 
σST  may be redefined as  1i...,tt,0t i1i1 ≥∀→→ +  with  the switching function initialized as 
( ) ( ) ( ]20 t,t;tt ∞−∈∀∞−=σ=σ  so that the switched system is not modified and the above 
expression is  valid for the causal Toeplitz operator. 
( )( ) 0tu
o
=ΓT  ,  ( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ττττ−== +∞ ++− ∫ duB~,tZ~tC~tutuˆ 0mopo PΓPH Γ   
( )
( )
( ) ( ) ( ) ( ) ( ) ( )( )( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−ττ−γγΦ+τΦ−= ∑ ∑ ∫∑ ∫
= =
+
−++
∞
=
+
−
+
dudhUUtB~,hZ~tA~,t~tB~,t~tC~ i
q
1i
tk
1
t
t
ji1ij
tkj
t
t 1
1j
j l
l
l
l
                                                                                                                                  ; −∈∀ 0t R  
with the switching time instants being redefined with 0t 1 = , so that ( ) ( ) ( ]2t,t;t ∞−∈∀∞−σ=σ , 
as above , in the case that the first switching time instant is nonzero. 
 
(iv) ( )( ) 0tuˆ
o
=ΓT  
 ( )( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ττττ=τττ== ∫∫ ∞−∞−−+ duB~,tZ~tC~duB,tZtCtutu 00mopo PΓPH Γ  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τ∞−τ−γ∞−γΦ+∞−τΦ∞−= ∑ ∫∫
= ∞−∞−
dudhUUB,hZA,tB,tC i
q
1i
0
ii
0  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τ∞−τ−γ∞−γΦ+∞−τΦ∞−= ∑ ∫∫
= ∞−∞−
dudhUUB~,hZ~A~,t~B~,t~C~ i
q
1i
0
ii
0             
                                                                                                                            ; +∈∀ 0t R  
( )( ) 0tu
o
=ΓH    
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( )( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )tutD~duB~,tZ~tC~tutDduB,tZtCtutuˆ 00mp
o
+ττττ=+ττττ== ∫∫ ∞−∞−−− PΓPT Γ
( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τ∞−τ−γ∞−γΦ+∞−τΦ∞−= −
= ∞−
−−
∞−
− ∑ ∫∫ dudhUUB,hZA,tB,tC iq
1i
0
ii
0  
( ) ( )tutD+  
( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τ∞−τ−γ∞−γΦ+∞−τΦ∞−= −
= ∞−
−−
∞−
− ∑ ∫∫ dudhUUB~,hZ~A~,t~B~,t~C~ iq
1i
0
ii
0  
( ) ( )tutD~+                                                                                                     ; −∈∀ 0t R  
 
 (v) ( ) ( ) 0tuˆ =ΓH   
( )( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ττττ=ττττ== ∫∫−+ duB~,tZ~duB,tZtutu t0t0mn ΓPPT Γ  
( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−ττ−γγΦ+τΦ= ∑ ∑ ∑ ∫∫
= = =
−−−
−−
dudhUUtB,hZtA,ttB,t
tk
1j
i
q
1i
tk
1
t
t
1ji1i1j
t
t 1
j
1j l
l
l
l
 
( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−ττ−γγΦ+τΦ=∑ ∑∑ ∫
= = =
−−−
−
dudhUUtB~,hZ~tA~,t~tB~,t~
tk
1j
i
q
1i
tk
1
t
t
1ji1i1j
1l
l
l
l
                                                                                                                             ;  +∈∀ 0t R  
The last expression being valid if 0t 1 = since ∞−=0t . If 0t 1 > then the given  switching sequence 
σST  may be redefined as  1i...,tt,0t i1i1 ≥∀→→ +  with  the switching function initialized as 
( ) ( ) ( ]20 t,t;tt ∞−∈∀∞−=σ=σ  so that the switched system is not modified and the above 
expression is+ valid for the causal input-state Toeplitz operator. 
 
( )( ) 0tu =ΓT  ,  ( ) ( ) ( )( ) ( ) ( )( ) ( ) ττττ−== +∞+− ∫ duB~,tZ~tutuˆ 0mn PΓPH Γ   
( ) ( ) ( ) ( ) ( ) ( )( )( ) ( ) ( )( )
( )
( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−ττ−γγΦ+τΦ−= ∑ ∫ ∑ ∑ ∫∞
= = =
+
−++
+
−
dudhUUtB~,hZ~tA~,t~tB~,t~
tkj
t
t
i
q
1i
tk
1
t
t
ji1ij
1j
j 1l
l
l
l
       
                                                                                                                                   ; −∈∀ 0t R  
with the switching time instants being redefined with 0t 1 = , so that 
( ) ( ) ( ) ( ]20 t,t;tt ∞−∈∀∞−σ=σ=σ , as above , in the case that the first switching time instant is 
nonzero. 
 (vi) ( )( ) 0tuˆ =ΓT  
 ( )( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ττττ=τττ== ∫∫ ∞−∞−−+ duB~,tZ~duB,tZtutu 00m0n PΓPH Γ  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τ∞−τ−γ∞−γΦ+∞−τΦ∞−= ∑ ∫∫
= ∞−∞−
dudhUUB,hZA,tB,tC i
q
1i
0
ii
0  
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τ∞−τ−γ∞−γΦ+∞−τΦ∞−= ∑ ∫∫
= ∞−∞−
dudhUUB~,hZ~A~,t~B~,t~C~ i
q
1i
0
ii
0             
                                                                                                                            ; +∈∀ 0t R  
( )( ) 0tu =ΓH    
( )( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ττττ=ττττ== ∫∫ ∞−∞−−− duB~,tZ~duB,tZtutuˆ 00mn PΓPT Γ  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τ∞−τ−γ∞−γΦ+∞−τΦ∞−= ∑ ∫∫
= ∞−∞−
dudhUUB,hZA,tB,tC i
q
1i
0
ii
0  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−τ∞−τ−γ∞−γΦ+∞−τΦ∞−= ∑ ∫∫
= ∞−
−
∞−
dudhUUB~,hZ~A~,t~B~,t~C~ i
q
1i
0
ii
0           
                                                                                                                      ; −∈∀ 0t R  
Proof: It follows directly from Lemmas 3.3-3.4 and Definitions 3.7 by noting that ( )n2m2 ,LLLΓ∈ and 
( )p2m2o ,LLLΓ ∈  are bounded operators from Assumption 3.1 since all configurations of the switched 
system have no critically stable eigenvalues and, furthermore,  no stable or unstable ones within the open 
vertical strip ( ) CR⊂×εε− , from Theorems 2.1-2.2.                                                                             ? 
  
Note that, if Assumptions 3.2 hold, then Theorem (3.8) holds with a constant transformation of 
coordinates nnT ×∈R in (3.4)-(3.5), i.e.  
 
( ) ( ) ( ) ( ) 1t1t TATTtATA~tA~ kk −σ−σ ===  
( ) ( ) ( ) ( )kk tt BTtBTB~tB~ σσ ===         ,      ( ) ( ) ( ) ( ) 1t1t TCTtCC~tC~ kk −σ−σ ===  
 [ ) [ )∞∈∀∈∀∈∀ σ++ ,tt,STt,t,t,tt 1kk1kk l  if σ∈STt l  and there is no lttST >∋σ so that 
( ) ∞<σSTcard . Theorem 3.8 can be specified as follows under Assumptions 3.8 provided that the 
matrices of delayed dynamics have each two  block diagonal expressions of the same orders as those of 
0A . 
Corollary  3.9. Assume that all the matrices in the set of configurations iA { }( )0qi ∪∈∀  are block 
diagonal with two matrix blocks matrices of orders −n and +n identical to those of the stable and 
antistable blocks of the matrices in the set  0A consisting of the N of delay – free matrices of dynamics. 
Thus, Theorem 3.8 has the following particular expressions for the anticausal (input-output) Hankel and 
input-state Hankel operators provided that Assumptions 3.2 hold: 
( ) ( ) ( ) ( ) ( ) ττττ−= +∞ +∫ duB~,tZ~tuˆ 0ΓH   
( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )
( )
( ) ττ⎥⎥⎦
⎤
⎢⎢⎣
⎡
γ−γ−ττ−γγΦ+τΦ−= ∑ ∫ ∑ ∑ ∫∞
= = =
++−++++
+
−
dudhUUtB~,hZ~tA~,t~tB~,t~
tkj
t
t
i
q
1i
tk
1
t
t
ji1ij
1j
j 1l
l
l
l
     
                                                                                                                                   ; −∈∀ 0t R  
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so that ( ) ( ) ( )( ) ( )tuˆtC~tuˆ
o ΓΓ
HH += ; −∈∀ 0t R ,  with the switching time instants being redefined 
with 0t 1 = , so that ( ) ( ) ( ) ( ]20 t,t;tt ∞−∈∀∞−σ=σ=σ , as above , in the case that the first 
switching time instant is nonzero. 
 
Proof: It follows directly from Theorem 3.8 and Lemma 3.5 (iii) –(iv) since the  matrix functions 
( )τΦ ,t and ( )τ,tZ  maintain a  two block diagonal structure  with matrices of orders −n and  +n from 
(3.10).                                                                                                                                                       ? 
 
Definitions of causality and anticausality follow: 
 
Definition 3.10. A bounded input-output linear operator p2
m
2o : LLΓ →  is said to be causal (anticausal) 
if the anticausal Hankel operator is zero, i.e. 0ˆ
o
=ΓH (if the causal Hankel operator is zero, i.e 
0
o
=ΓH ).                                                                                                                                              ? 
Definition 3.11. The switched system (2.1) is said to be causal (anticausal)  if 0ˆ
o
=ΓH ( 0o =ΓH ) 
provided that p2
m
2o : LLΓ →  is bounded.                                                                                           ? 
Definition 3.12. A bounded input-state linear operator n2
m
2: LLΓ →  is said to be causal (anticausal) if 
0ˆ =ΓH ( 0=ΓH ).                                                                                                                             ? 
A direct result  from Definitions 3.10-3.12 is the following : 
 
Assertion 3.13. If n2
m
2: LLΓ → is bounded and causal (anticausal) then the switched system (2.1) is 
causal (anticausal) but the converse is not true, in general.                                                                    ? 
 
Theorem 3.14. The following properties hold under Assumptions 3.1 for a given switching function 
N: 0 →σ +R provided that it obeys a minimum residence time between consecutive switches which 
exceeds some appropriate minimum threshold: 
(i) p2
m
2o : LLΓ →  is bounded independent of the delays and if all the matrices of delay-free dynamics in 
the set 0A are stable then the system (2.1) is globally asymptotically stable and causal independent of the 
delays. 
(ii) If p2
m
2:ˆ o LLH Γ → is zero independent of the delays and the switched system (2.1) is uniformly 
controllable and uniformly observable independent of the delays then it is globally asymptotically 
Lyapunov´s stable independent of the delays. 
(iii) If n2
m
2:ˆ LLH Γ → is zero independent of the delays and the switched system (2.1) is uniformly 
controllable independent of the delays then it is globally asymptotically Lyapunov´s stable independent of 
the delays. 
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Proof:  (i) p2
m
2o : LLΓ →  is bounded from Assumptions 3.1, Theorem 2.1 and  Theorem 2.2 if there is a 
sufficiently large residence time for the given  switching function since there is an eigenvalue-free open 
vertical strip including the  imaginary complex axis for any delays. Thus, all the configurations  of the 
switched system are dichotomic independent of the delays if the switching function is subject to a 
minimum residence time exceeding an appropriate threshold. From Theorem 3.8 (i) and (iv), the system is 
causal if the anticausal Hankel operator is zero , namely, 
( ) ( ) ( ) ( ) ( )( ) ( ) 0duB~,tZ~tC~tuˆ
0o
=ττττ−= +∞ +∫ΓH ; m2u +∈∀ L , −∈∀ 0t R . Property (i) follows 
since if 0A is a set of stable matrices then the switched system is globally asymptotically stable 
independent of the delays from Theorem 2.21 and Assumptions 3.1 and causal from ( ) ( ) 0tuˆ
o
=ΓH ; 
m
2u +∈∀ L , −∈∀ 0t R . The above factorization exists since ( ) ∞<≤ + tn0 (the number of unstable 
eigenvalues of any configuration of (2.1) is finite) since the  characteristic quasi-polynomials of all the 
configurations have a principal term in view of the structure of (2.1), [17]. Since the system is uniformly 
observable, then the following contradiction is stated if ( ) 0tn ≠+  : 
( ) ( ) ( ) ( ) ( )( ) ( ) 0duB~,tZ~tC~tuˆ
0o
=ττττ= +∞ +∫ΓH  
( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) 0dtgB~,tZ~B~,tZ~duB~,tZ~0
1i
t
t
i
0
1i
i
T ≠τττττ≥ττττ=⇒ ∑ ∫∫
=
+++∞ +
l
, −∈∀ 0t R  
provided that the control ( ) ( ) ( )( ) ( )itgB~,tZ~u T+ττ=τ , [ )1ii t,t +∈τ∀ , σ+ ∈∀ STt,t 1ii  for 
( ) ( ) ( )( ) [ ) ∞⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛ ττ=∋≠ + 0t,tin 1iiB~,tZ~/1otg0 2LR . The contradiction follows since Ttt i1i +≥+  
for some +∈ 0T R  so that the controllability Grammian ( ) ( )( ) ( ) ( )( )∫ + + τττττ0i
i
TTt
t
dB~,tZ~B~,tZ~ , 
[ )1ii t,t +∈τ∀  is positive definite, σ+ ∈∀ STt,t 1ii  for some constant +∈ 00T R (independent of it ) 
and σ∈∀ STt i  if the system (2.1) is uniformly controllable. Thus, ( ) 0tn =+ and Property (ii) follows. 
Property (iii) follows in a similar way by neglecting  the controllability condition since 
( ) ( ) ( ) ( )( ) ( ) 0duB~,tZ~tuˆ
0
=ττττ= +∞∫ΓH .                                                                                       ? 
The following result strengths Theorem 3-14 since Assumptions 3.2 allow to maintain all the eigenvalues 
strictly outside the imaginary axis independent of the delays via arbitrary switching (see Theorem 2.1 and 
Theorem 2.2):  
 
Corollary 3.15. If Assumptions 3.2 hold then Theorem 3.14 holds for an arbitrary switching function, i.e. 
without requiring a minimum residence time in-between any two consecutive active parameterizations. 
                                                                                                                                                        ? 
Theorem 3.14 has the following simpler version for zero and small delays which follows from the 
continuity of the eigenvalues with respect to the delays. It is not required that the matrices describing the 
delayed dynamics of the various configurations have sufficiently small norms compared with the 
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minimum absolute stability abscissa among the configurations  associated with the delay – free dynamics 
defined by the set 0A : 
Theorem 3.16. Assume that: 
         a) the set of Assumptions 3.1 holds except the stability conditions in Theorem 2.1(i.e. there is no 
requirement on the smallness of the norms of the matrices describing the delayed dynamics of the various 
configurations of the switched system) 
         b) a switching function N: 0 →σ +R is given which respects a minimum residence time between 
consecutive switches exceeding some appropriate minimum threshold  
Then, the following properties hold:  
(i) If p2
m
2o : LLΓ →  is bounded for some switching function N: 0 →σ +R and if all the matrices of 
delay-free dynamics in the set 0A are stable then the system (2.1) is globally asymptotically stable and 
causal for [ )h,0h i ∈ , qi∈∀ for some sufficiently small +∈Rh . 
(ii) If p2
m
2:ˆ o LLH Γ → is zero and the switched system (2.1) is uniformly controllable and uniformly 
observable for [ )h,0h i ∈ , qi∈∀ for some sufficiently small +∈Rh  then it is globally asymptotically 
Lyapunov´s stable for [ )h,0h i ∈ , qi∈∀ . 
(iii) If n2
m
2:ˆ LLH Γ → is zero and the switched (2.1) is uniformly controllable for 
[ )h,0h i ∈ , qi∈∀ for some sufficiently small +∈Rh  then it is globally asymptotically Lyapunov´s 
stable for [ )h,0h i ∈ , qi∈∀ .                                                                                                               ? 
 
The following result follows from Theorem 3.16  under Assumptions 3.2 in the same way as Corollary 
3.15 is a consequence of Theorem 3.14: 
 
Corollary 3.17. If Assumptions 3.2 hold then Theorem 3.16 holds for an arbitrary switching function, i.e. 
without requiring a minimum residence time in-between any two consecutive active parameterizations. 
                                                                                                                                                               ? 
The condition of the auxiliary unforced delay – free system being dichotomic can be removed to conclude 
global asymptotic stability under causality and uniform controllability and observability as  proved  in the 
sequel: 
 
Corollary 3.18. If the switched system (2.1) is causal, uniformly controllable and uniformly observable  
independent of the delays for a given switching function then it is globally asymptotically stable 
independent of the delays. 
 
Proof: Define the truncated linear operator p t2
m
t2to : LLΓ →  for arbitrary (but finite) R∈t  in the same 
way as p2
m
2o : LLΓ →  where ( ) ( ) ( ){ }∞∪∞−∈τ∀=τ∈= ,tt,,0f:f: r2r t2 LL  is the set of square -
integrable r- real vector functions of compact support [ ]t,t− . Note that the linear operator toΓ is 
bounded for any finite time “ t” irrespective of the spectrum of the system. If the system is causal, 
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uniformly observable and uniformly controllable then  for some point non-singular n- transformation 
matrix function ( ) [ ] nn0Tt,t:.,tT ×→+ R [see Lemma 3.5 (i)], a matrix function ( )τ,tZ~   being 
similar  to ( )τ,tZ  may be calculated leading to: 
      ( ) ( ) ⇒= 0tuˆ
oΓ
H  
( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) 0dtgB~,tZ~B~,tZ~0duB~,tZ~B~,tZ~tuˆ 0 TT Tt
t0
=τττττ≥=ττττττ= ∫∫ + ++++∞ΓH  
for some any finite +∈ 0t R ,  some constant +∈R0T and some δ++ ⊃∈ t,2Tt,2 0g LL ; [ ]0T,0∈δ∀ ,  
chosen so that  ( ) ( ) ( )( )
0
T
Tt,2gB
~,tZ~u0 +
+ ∈ττ=τ≠ L ; [ ]0Tt,t +∈τ∀ . The superscript “+” now 
includes the contribution of the finite number of unstable and critically unstable modes (since the system 
is not assumed to be dichotomic) and the  integrand is a square matrix function of piecewise constant 
order [ ] ++ →+ 00Tt,t:n Z ;  for any finite real t . Such a matrix order function is finite, since the 
whole number of critically stable and unstable modes is always finite since all the configurations of the 
switched system have a principal term in its characteristic quasi-polynomial. This, together with the 
finiteness of 0T  implies that the controllability Grammian  
( ) ( )( ) ( ) ( )( ) ( )∫ + ++ τττττ0 TTtt dtgB~,tZ~B~,tZ~  may be decomposed in a finite sum of matrices  of 
constant order ( ) ( ) [ ]( )0Tt,t:nmax:tn +∈ττ= ++  completed if necessary with zero blocks for the 
remaining terms in the sum, the number of additive terms being the number of discontinuities in ( )τ+n  
plus one. This leads again to a contradiction as in Theorem 3.14 and the causal system being uniformly 
controllable and observable cannot possess critically unstable and unstable modes.                          ? 
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