Convex regression is concerned with computing the best fit of a convex function to a data set of n observations in which the independent variable is (possibly) multidimensional. Such regression problems arise in operations research, economics, and other disciplines in which imposing a convexity constraint on the regression function is natural. This paper studies a leastsquares estimator that is computable as the solution of a quadratic program and establishes that it converges almost surely to the "true" function as n → under modest technical assumptions. In addition to this multidimensional consistency result, we identify the behavior of the estimator when the model is misspecified (so that the "true" function is nonconvex), and we extend the consistency result to settings in which the function must be both convex and nondecreasing (as is needed for consumer preference utility functions).
Introduction
This paper is concerned with the problem of convex regression in multiple dimensions. In particular, suppose that we observe X 1 Y 1 X n Y n and presume that
for i 1, where f * d → is convex, with the "noise" i satisfying Ɛ i = 0 and Ɛ 2 i < . Our goal is to estimate the function f * from the observed data; the estimatorĝ n · is the minimizer of the sum of squares
(2) over functions g d → that are convex. Our main result (Theorem 1) is that under modest technical assumptions, the least-squares estimatorĝ n · converges almost surely (a.s.) to f * as n → . In one dimension, the theory of leastsquares based convex regression is well established; see Hanson and Pledger (1976) for consistency and Mammen (1991) and Groeneboom et al. (2001) for rates of convergence results. Our main contribution is therefore the extension of consistency for such least-squares estimators from one dimension to multiple dimensions. An important element in our results is that the number of samples per observation point is fixed at 1. The almost sure consistency at a given x (at which there may be no sample points at all, or at most one) is enforced by the shape constraint, in conjunction with information extracted from the entire sample. In fact, an interesting property of the estimatorĝ n is that an observation X i Y i with X i far from x can have a significant impact onĝ n x , so thatĝ n x typically depends on the global structure of the sample (rather than only on "local samples" obtained near x, as with, for example, kernel density estimators; see, for example, Rosenblatt 1956 ).
The development of a multidimensional nonparametric theory for such least-squares estimators convex regression is both natural from a statistical viewpoint and well motivated by operations research and economic applications. In the operations research setting, a number of different models give rise to associated performance measure expectations that are provably convex in the underlying model parameters; see Chapter 3 of Chen and Yao (2001) for a discussion of such results in the queueing network context. When the performance measure expectation is computed via (Monte Carlo) simulation, one is then led to a convex regression problem. On the other hand, in the economics context, it is often presumed that utility function preferences are described by a concave function u (or, equivalently, that −u is convex). When utility information is solicited empirically from consumers, a convex regression statistical formulation is a natural model to consider as a mechanism for estimating u; see, for example, Meyer and Pratt (1968) . Such convexity constraints can also arise in 197 estimation of supply-and-demand functions; see, for example, Allon et al. (2007) , as well as prior contributions of Varian (1984 Varian ( , 1985 , Hall and Huang (2001) , and Yatchew and Bos (1997) .
Because one of our interests is in applying these methods to the analysis of simulation output from complex stochastic models (as in Lim and Glynn 2006) , it will often be the case that convex regression will be applied in settings in which one has no a priori guarantee that the function f * is convex. Our theory therefore permits the possibility of model misspecification, and studies the behavior of our estimator when f * is nonconvex. In this case, our estimatorĝ n converges to the convex g * that is closest to f * in a certain L 2 space; see §2 for details. This paper can also be viewed as a contribution to the larger literature on regression in the presence of "shape constraints" on the regression function. The earliest (and most extensively studied) such problem is that of isotone regression (in which the regression function f * is presumed to be "monotone"); see, for example, Brunk (1958) , Barlow and Brunk (1972) , and Wright (1979) . A major advantage of shape-based function estimation relative to other nonparametric function estimation methods is that no smoothing parameters need be specified (e.g., the kernel density bandwidth). The main prior contribution to this area is Allon et al. (2007) , in which a convex function is fit nonparametrically to statistical data using the method of nonparametric maximum likelihood (in contrast to the least-squares estimator that is the subject of this paper). The key differences between our contribution and Allon et al. (2007) are as follows:
1. In our formulation, the error appears additively (as in (1)), whereas Allon et al. (2007) assume that the error enters multiplicatively; see §5 for additional discussion. Our additive error formulation follows the prevailing literature for shape-based regression used historically.
2. The nonparametric maximum-likelihood estimator developed in Allon et al. (2007) assumes that the density of the logarithm of the noise is known, is symmetric about its mean, is log-concave, and is common across all values of the independent variable x. As shown in §5, these assumptions are necessary, in the sense that their estimator can converge to an incorrect limit when their assumptions are violated. By contrast, our development allows both the underlying convex function and the distribution of the noise to be specified nonparametrically. Furthermore, we permit the distribution of the noise to vary arbitrarily as a function of the independent variable. Note that these assumptions, together with the presumption of additive error, fit the simulation setting of interest well.
3. The convergence proof of Allon et al. (2007) presumes a known bound on the global Lipschitz constant of the underlying convex function, which then enters the definition of the estimator as well. In some sense, such a presumption is tantamout to specifying a smoothing constant for the estimator (which, of course, shape-based regression is intended to avoid). On the other hand, our Theorem 1 assumes no a priori bound on the global Lipschitz constant of the underlying convex function. In fact, given that the typical convex function is globally non-Lipschitz, our estimator does not even assume that the function is globally Lipschitz. It should be noted that our proof would be much simpler if we imposed such a condition.
4. The presumption of convexity is one that imposes infinitely many constraints on the behavior of a function. In view of this, model misspecification is an important issue both theoretically and practically. Our contribution (Theorem 2) analyzes the large-sample behavior of the estimator when the underlying function is nonconvex (under additional shape restrictions). This continues a tradition of recent literature on shape-based regression, specifically work by Dümbgen et al. (2011) and Cule and Samworth (2010) in which model misspecification in the setting of nonparametric maximum-likelihood estimation of logconcave densities has been analyzed. In this density estimation context, the misspecified estimator converges to that log-concave density that is closest to the underlying density in the sense of Kullback-Liebler divergence (which has no obvious generalization to the nondensity convex functions that are considered by us).
5. Our proof of consistency, in contrast to previous arguments applied within the shape-constrained literature, adopts a Hilbert space perspective (and uses L 2 arguments rather than arguments based on the topology of uniform convergence on compact sets). In particular, our proof takes advantage of the presence of an inner product, as well as the fact that the space of appropriately integrable convex functions forms a closed convex subset within our chosen Hilbert space, to obtain a geometric characterization of the limit point to which our estimator converges; this characterization plays a key role in our model misspecification theory. We believe that our use of Hilbert space ideas may be valuable in other shape-based contexts as well. In fact, we show in §5 how our ideas can easily be extended to leastsquares estimation in the presence of a shape constraint involving functions that are both convex and nondecreasing.
In the process of preparing a second revision of this paper, one of the referees brought to our attention an independent contribution to the problem of convex regression, authored by Seijo and Sen (2011) . The theory developed there, although using somewhat different proof techniques, does not consider the problem of model misspecification.
Our paper is organized as follows. Section 2 introduces the mathematical framework for our analysis and precisely states the main theorem (Theorem 1) in this paper. The proof of this result is provided in §3, whereas §4 discusses a couple of extensions of our ideas. In particular, we discuss the extension of our convergence result to multidimensional convex regression problems in which the domain of the convex function is a convex subset of d , and to problems in which the function f * is assumed to be both convex and nondecreasing. This latter extension is particularly relevant 198 Operations Research 60(1), pp. 196-208, © 2012 INFORMS to estimation of customer preference functions, given that preferences are generally assumed to be nondecreasing in the underlying "baskets" of goods. Finally, §5 contrasts our estimator against the Allon et al. (2007) estimator in greater detail, and discusses computational experiences with these estimators.
The Main Results
The framework for our analysis presumes that we observe n pairs X 1 Y 1 X n Y n , in which X i is a continuous d -valued "independent variable observation" and Y i is the corresponding real-valued "dependent variable observation." We allow for the possibility of using a positive continuous "weight function" w, so that (1) in general is replaced by the "sum of squares"
Given the above "goodness-of-fit" criterion, our goal is to estimate f * by minimizing
Because is infinite dimensional, this minimization may appear to be computationally intractable (without introducing a further finite-dimensional approximation).
However, it turns out that this minimization can be formulated as a finite-dimensional quadratic program (QP); see Kuosmanen (2008) for details, and also Boyd and Vandenberghe (2004, p. 338) . A related finite-dimensional reduction can be found in Allon et al. (2007) . Proposition 1. Consider the quadratic program (in the decision variables g 1 1 g n n )
n and the minimizing valuesĝ 1 ĝ n are unique. Furthermore, any minimizerg n of n over satisfiesg n X i =ĝ i for 1 i n.
Although Proposition 1 asserts that ĝ 1 ĝ n is unique, there are many convex functions g satisfying g X i =ĝ i for 1 i n. To define our estimatorĝ n x at x = X i , 1 i n, we set
Note thatˆ 1 ˆ n are then subgradients of the convex functionĝ n · at the points X 1 X n . Furthermore,ĝ n · is finite valued on conv X 1 X n (where conv A = convex hull of A, for A ⊂ n ), and infinite elsewhere. In principle, the maximization that defines (4) again appears to be infinite dimensional (over ). However, as with Proposition 1, the next result makes clear thatĝ n x can be computed as the solution of a finite-dimensional problem (this time, a linear program (LP)).
Proposition 2. For each x ∈ d ,ĝ n x can be computed as the optimal valueŷ of the LP (in the decision variables y, 1
Proof. The constraints of (5) describe piecewise-affine convex functions taking values g 1 g n y at X 1 X n x (with corresponding subgradients 1 n ˜ ). Because this is a subclass of the functions appearing on the righthand side of (4),ŷ ĝ n x . On the other hand, every finitevalued convex function agreeing with theĝ i s at the X i s and taking on value y at x must possess a corresponding set of subgradients satisfying (5), so thatŷ =ĝ n x . (We refer to p. 34 of Rockafellar (1974) for the fact that the set of subgradients must be nonempty at X 1 X n x.)
The convex functionĝ n · is our estimator for f * · . In order to analyze this estimator, we shall impose some probabilistic assumptions on the X i Y i s. In particular, we require the following:
A1. X X 1 X 2 is a sequence of independent and identically distributed (i.i.d.)
d -valued random vectors having a common distribution with support
To understand the large-sample behavior of our estimatorĝ n , note that for g ∈
Because Ɛ i f * X i − g X i w X i = 0, the second term converges to 0 a.s. as n → . On the other hand, the first term converges to Ɛ f * X − g X 2 w X and the third term converges to Ɛ 2 1 w X 1 a.s. as n → . Becausê
, we expect thatĝ n should converge to the minimizer of Ɛ f * X − g X 2 w X over g ∈ . To make this precise, we use the Hilbert space
with the inner product
We are now ready to state our main convergence result (covering the case where the model has been correctly specified, so that f * ∈ ).
Theorem 1. Assume A1-A4 and that f * ∈ . Then, for each c 0,
This theorem is the key consistency result in this paper concerning the estimatorĝ n . Uniform convergence on d typically fails, because the subgradients close to the boundary of conv X 1 X n may be badly behaved. We now turn to the question of what occurs when the model is misspecified, so that f * is not in . To characterize the limiting behavior ofĝ n in the presence of model misspecification, we note that
is a convex cone (i.e., 2 is convex and g ∈ 2 implies that g ∈ 2 for 0).
Proof. The only nontrivial issue is the verification that 2 is closed in L 2 . Suppose that g n − g 2 → 0 as n → , where g n ∈ 2 for n 1. Because L 2 is complete, we need only show that g ∈ .
It is a standard fact that g can be defined via the pointwise limit
We shall now establish that g is a convex function that is finite valued everywhere. To prove convexity, note that sup k n g k is convex (see, for example, Theorem 4.13 of Avriel 1976 ). Because convexity is presumed under pointwise limits, g is therefore convex.
The effective domain of g , namely ED g = x: g x < , is necessarily convex. On the other hand, because g ∈ L 2 and w is positive, d − ED g must be a set of (Lebesgue) measure 0. Consequently, ED g = d . Suppose now that g x 0 = − for some x 0 ∈ d . Then, g x = − for all x ∈ d ; see Theorem 4.16 of Avriel (1976) , for example. Because g is finite valued a.e., this contradiction proves that g is finite valued everywhere.
Because 2 is a closed convex set contained in L 2 , there exists a unique function g * ∈ 2 which is the minimizer of
Furthermore, g * ∈ 2 is characterized by the pair of relations
for g ∈ 2 , implying that
for g ∈ 2 ; see Brunk (1965) for details. Note that (6) guarantees that g * 2 2 f * 2 2 Ɛ Y 2 1 w X 1 . Although we believe thatĝ n , as defined above, converges a.s. to g * under A1-A4, our current proof method for studying the impact of model misspecification requires a slight modification of the problem (and hence the estimator). In particular, we now assume that it is believed that f * is nonnegative and is such that f * k, where k ∈ L 2 is a known function. In view of these additional shape constraints, we incorporate this information into our definition of the estimatorĝ n . To define the modified estimator, we first solve the convex optimization problem
having minimizing valuesĝ 1 ĝ n . The estimatorĝ n is then defined globally (at a given x ∈ d ) via the maximization problem (in the decision variables y ˜ 1 2
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Theorem 2. Assume A1-A4, and letĝ n be defined via (8) and (9). If g * ∈˜ 2 is the unique function for which f * − g * g − g * 0 for g ∈˜ 2 , then for each c 0,
as n → .
Thus, if the model is misspecified, Theorem 2 assures us that our estimator converges uniformly a.s. on compact sets to the function g * that is closest (in our L 2 distance) to the misspecified f * .
We turn next to the proof section.
Proofs of Theorems 1 and 2
We first prove Theorem 1 and follow that with a proof of Theorem 2 (that leverages off the proof structure for Theorem 1). Our proof of Theorem 1 can be broken down into a number of key steps.
Step 1. Exploit the fact thatĝ n is the minimizer of the sum of squares: Observe that becauseĝ n is a minimizer of n over , it follows that n ĝ n n g * . Furthermore,
The inequality n ĝ n n g * therefore yields the bound
The right-hand side of (10) is essentially a sample version of the inner product (10); the difficulty in exploiting (10) directly is thatĝ n is not a fixed (deterministic) function.
(Ifĝ n were a fixed deterministic function in L 2 , the strong law could be directly applied and (10) immediately applies, thereby verifying (22) and allowing us to skip Steps 2 through 7.)
Step 2. Obtain a bound on the "empirical L 2 norm" of g n : Applying the Cauchy-Schwarz inequality path by path to the right-hand side of (10), we find that
Because a + b 2 2a 2 + 2b 2 for a b ∈ , we may conclude that
Because the X i Y i 's are i.i.d.; the strong law of large numbers ensures that
a.s. for n sufficiently large.
Step 3. Show that the contribution to the empirical inner product appearing on the right-hand side of (10) from X i s lying outside an appropriately chosen compact set can be made arbitrarily small. Specifically, we note that a path-bypath application of the Cauchy-Schwarz inequality establishes that
for n sufficiently large (where we used (11) for the second last inequality). Because Ɛ Y 2 1 w X 1 < and g * ∈ L 2 , the right-hand side of (13) can be made smaller than any > 0 by choosing c sufficiently large.
Step 4. Use the empirical L 2 norm bound and convexity to bound the maximum of ĝ n on compact sets. Specifically, we will prove the following result. for n sufficiently large. To obtain a lower bound onĝ n · over , we use X I d+1 . Suppose that x is such that
for y ∈˜ . Then, the convexity ofg n · establishes the inequalitŷ g n X I d+1 1/2ĝ n x + 1/2ĝ n y so that for n largê g n x 2ĝ n X I d+1 −ĝ n y 2ĝ n X I d+1 − r 0 −3r 0 Therefore, the lower bound ensues if we can write x as in ( 
Combining (19) and (21) proves the result.
Step 5. Set c = x x c . Observe that the a.s. bound on ĝ n · (uniformly in n) over c 1+ implies that g n is Lipschitz over c uniformly in n a.s. In particular, ĝ n x −ĝ n y 2/ c ˜ c 1 + x − y for x y ∈ c for n sufficiently large; see, for example, Van der Vaart and Wellner (1996, p. 165 ) and Roberts and Varberg (1974) .
Step 6. Let
and note that Steps 4 and 5 guarantee that for each c 0,ĝ n ∈ c for n sufficiently large a.s. Furthermore, c is compact in the uniform metric d c given by
It follows that for each > 0, there exists a finite collection of convex functions h 1 h 2 h m such that
e., h 1 h 2 h m is an -net for c ). In fact, log m is of order −d/2 as ↓ 0 (for fixed c); see Theorem 6 of Bronshtein (1976).
Step 7. We now use the empirical inner product inequality (10), and the fact thatĝ n can be uniformly approximated to precision within c , to conclude that
a.s. as n → . To fill in the details, fix > 0, choose c so large that the right-hand side of (13) is less than , and select h 1 h 2 h m as suggested in Step 6. Then, for each j ∈ 1 m ,
As a consequence,
where we used the fact that h 1 h m is an -net for c in the last inequality. Because Y i − g * X i = i and the h i 's are bounded, the strong law of large numbers for i.i.d. sequences implies that for 1 r m,
In view of Step 3, we therefore conclude that lim sup
ĝ n X i − g * X i 2 w X i = 0 a.s.
yielding (22).
Step 8. We now use
Step 7 and the fact thatĝ n is Lipschitz (uniformly in n) over each compact set c to conclude thatĝ n converges to g * uniformly a.s. over c .
Fix > 0. Because c is compact, we can find a finite collection of sets 1 l covering c , each having diameter less than (i.e. sup x − y x y ∈ j ). According to Step 5, we can find a (uniform in n) Lipschitz constant, call it c , for bothĝ n and g * over c . For each x ∈ j and X i ∈ j , ĝ n x − g * x → 0 a.s.
as n → , proving Theorem 1.
Proof of Theorem 2. The proof of Theorem 2 is identical to that of Theorem 1 except that Steps 6 and 7 are replaced by Steps 6 and 7 . (Note that Steps 4 and 5 follow immediately from the fact that 0 ĝ n x k x for x ∈ d .)
Step 6 . Let c = h c → such that there is a convex functionh
and note that Steps 4 and 5 guarantee that for each c 0, g n restricted on c belongs to c for n sufficiently large a.s. Furthermore, c is a closed subset of c in the uniform metric d c given by
To see why c is closed, let h i i 1 be a convergent sequence in c with limit h ∈ c for which h i ∈ c for 1 i < . For 1 i < , there exists an extensionh i of h i to d that is nonnegative, convex, and bounded above by k. Seth = lim suph k and note thath = h on c . Furthermore,h is convex, nonnegative, and bounded above by k because these properties are inherited under pointwise convergence.
Because c is a closed subset of c and c is compact, c is compact by Theorem 26.2 of Munkres (2000) . It follows that for each > 0, there exists a finite collection of convex functions h 1 h 2 h m such that m i=1 h ∈ c d c h i h < ⊇ c , and there exists a convex functionh i d → that agrees with h i on c and 0 h i x k x for x ∈ d for 1 i m.
Step 7 . We now use the empirical inner product inequality (10), and the fact thatĝ n can be uniformly approximated to precision within c , to conclude that
a.s. as n → . To fill in the details, fix > 0, choose c so large that the right-hand side of (13) is less than and Ɛ Y − g * X 2 w X I X > c < , and selecth 1 h 2 h m as suggested in Step 6 . Then, for each j ∈ 1 m , 
where we used the fact that h 1 h m is an -net for c in the last inequality. Becauseh 1 h m are in L 2 X , the strong law of large numbers for i.i.d. sequences guarantees that
a.s. Becauseh r ∈˜ 2 for 1 r m, it follows that f * − g * h r − g * 0 for 1 r m. In view of
Step 3, we therefore conclude that lim sup
yielding (23).
Extensions
We consider here two extensions of the convex regression problem discussed in § §2 and 3. Extension 1: The domain of the convex function to be estimated need not be d . In some applications (e.g., that of estimating a utility function), the natural domain is not d , but some convex subset of d (e.g., d + ). In such settings, the proof of Theorem 1 carries over (with the natural proviso that w continues to be strictly positive and continuous on the interior of the domain), with the conclusion that the estimator g n converges uniformly a.s. to g * on compact subsets that are contained in the interior of the domain. In general, uniform convergence fails at the boundaries of the domain, because there are very few observations that lie close to the boundaries, and the convex function may go to infinity at the boundary (even when the domain is compact).
If the domain is compact, say 0 1 d , and one desires uniform convergence on 0 1 d (rather than on compact subsets of the interior), one will typically need to require that a significant fraction of the sampling occur at all the extreme points of the domain 0 1 d . For example, if the sampling distribution for X is a strictly positive mixture of a continuous positive probability density function on 0 1 d and the 2 d point masses on the extreme points of 0 1 d , then the L 2 bound of Step 2 will easily imply thatĝ n · is bounded (uniformly in n) at the 2 d extreme points of 0 1 d and at 1/2 e, so thatĝ n is Lipschitz (uniformly in n) over 0 1 d (by virtue of Roberts and Varberg 1974) . The rest of the argument follows as in §3.
Extension 2: Adding the requirement that the function to be estimated be both convex and nondecreasing.
In the context of estimating utility functions and supply/demand functions, it is natural to impose the requirement that the function not only be convex/concave, but that it is also nondecreasing. In particular, we say that a function g d → is nondecreasing if g x g y whenever x y (so that x i y i for 1 i d). We now adapt the definition of the cone of functions to = g d → such that g is convex and nondecreasing}, and assume A1-A4. We can now analogously define L 2 and 2 as in §2. Given a convex function f * , our estimatorĝ n is again obtained by solving a QP:
As in §2, this definesĝ n · at the X i s. To defineĝ n · globally, we again defineĝ n · via (4) (but with our modified definition of ); it is easily seen thatĝ n is convex and nondecreasing on conv X 1 X n (because the supremum of convex nondecreasing functions is necessarily convex and nondecreasing). In addition, for x = X i , 1 i n,ĝ n x can be evaluated by solving an LP:
Because is a subcone of the cone of convex functions used in §3, Steps 1 through 5 of §3 follow as in that section. For Step 6, modify c so that the requirement that h is nondecreasing is added to the definition provided in §3. Clearly, c is a bounded and equicontinuous family of functions. Furthermore, any pointwise limit of functions lying in c must be convex, nondecreasing, and satisfy the Lipschitz and boundedness constraints, so that c is closed. It follows that c is compact in the metric d c , and hence is totally bounded; see Copson (1972, Chapter 6) , for example. Thus, for each > 0, there exists a finite -net h 1 h 2 h m of elements in c for which their corresponding -balls cover c .
Steps 7 and 8 follow the same lines as in §3, so that we therefore obtain the following theorem.
Theorem 3. Assume A1-A4 and that f * ∈ . Then, for each c 0,
Numerical Results
In this section, we numerically investigate the performance of our least-squares estimator, and compare it to the performance of conventional linear regression and the competing maximum-likelihood estimator of Allon et al. (2007) (which they term the convex entropy nonparametric (CENP) estimator). Note that unless one explicitly includes nonlinear functions as explanatory (independent) variables in one's linear regression (e.g., regress on terms of the form
, it is clear that linear regression will not be able to accurately approximate highly nonlinear functions. Thus, the success of linear regression (in a setting in which the underlying function to be approximated is convex) depends largely on the explanatory variables that one chooses to include. Given the enormous attitude that the user has in this regard, this can make use of linear regression in the nonlinear setting very challenging. In our experiments, we will only use linear terms x 1 x d to compute the regression equation as follows. Letâ n 0 â n d ∈ be the solution to
, the linear regression estimatorl n x is computed byl n x = a n 0 +â n 1 x 1 + · · · +â n d x d .
As noted in the introduction, the CENP estimator concerns a multiplicative noise model, namely,
where f * d → is assumed to be nondecreasing and concave with f * 0 = 0, and the i s are i.i.d. positive random variables independent of the X i s. In particular, the CENP estimator is defined as the maximizer, over nondecreasing concave f with f 0 = 0, of the (normalized) log-likelihood
where h x = − log k x and k is the density of log 1 . It is further assumed in Allon et al. (2007) that the density k is even and log-concave (so that log k is concave). By taking logarithms in (24), the model is transformed to an "additive 206
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whereỸ i = log Y i ,f * = log f * , and i = log i ; the functionf * is nondecreasing and concave (because concavity is preserved under a logarithm transformation). Conversely, if we start with the model (26) and assume that exp f * · is concave (which is a stronger hypothesis than assuming thatf i is itself concave) and nondecreasing, we arrive at the model (24). Thus, the CENP estimator, which was introduced in the setting of the multiplicative model (24), has an additive error interpretation.
In this additive error context, the assumptions on both the function (concavity of the exponential of the function versus just concavity of the function itself) and the noise (a symmetric log-concave density with the same distribution asross all x-values versus just an assumption of zero expectation) are much stronger than those made for (1). Of course, it is in principle possible that these stronger assumptions are unnecessary to guarantee consistency and that the CENP estimator is consistent for the additive error model (26) under the same conditions as is our leastsquares estimator. We now show that this is false, and that the least-squares estimator does indeed converge under (much) weaker conditions than does the CENP estimator. Thus, the least-squares estimator analyzed in this paper is (much) more robust than is the CENP estimator for the additive model.
Suppose that k x = 1/2 exp − x so that h x = x + log 2. However, assume that the modeler has misspecified the density of the noise, so that the log i s actually come from an i.i.d. sample associated with another positive densityk. The law of large numbers ensures that the normalized log-likelihood (25) converges a.s. to − log 2 − Ɛ log 1 − a at f · = e −a f * · . It is well known that the a that maximizes this expression is a * = median of log 1 . Of course, whenk = k, a * = 0 (because k is even) so that the maximizing f (over f of the form f = e −a f * ) is f = f * , as desired. However, ifk is actually nonsymmetric, the median a * of log 1 is nonzero, so that the maximizing f is no longer f * . In this case, the CENP estimator will be inconsistent (whereas the least-squares estimator will be consistent so long as the mean ofk equals zero).
Given that we have posed the question of whether the CENP estimator, originally derived for the multiplicative model (24), is consistent for the additive model under conditions as general as those associated with our least-squares estimator, we can ask a related question: How does our least-squares estimator behave if the actual error model is multiplicative rather than additive? Suppose that the data are generated by the model (24), and that the X i Y i 's are i.i.d. with Ɛ Y i X i = f * X i . For each convex f , the leastsquares estimator converges a.s. to
is minimized by f = f * when f * is convex. Thus, although the present paper does not provide complete rigorous details, we can expect that a proof similar to that provided in the current paper establishes a.s. consistency of our least-squares estimator for the multiplicative model, again under weaker conditions than for the CENP estimator (because no assumption of symmetry or log-concavity for the density of log 1 is necessary).
Having discussed some of the differences between our estimator, the CENP estimator, and (conventional) linear regression, we devote the remainder of this section to our computational examples.
Example 1 (Consumer Preference Function). Suppose we wish to predict consumer preferences by estimating a consumer utility function. The underlying utility function u → is given by u x = 5 − 5 exp −2x (27) for x 0. Now suppose we are given some consumer preference data X 1 Y 1 X n Y n , where X i = i/n for 1 i n and the noisy measurement Y i of u X i is given by u X i + log N i 0 1 − e 1/2 /5, and log N i 0 1 is i.i.d. and follows a lognormal distribution with normal mean 0 and variance 1. Table 1 reports the averages (Mean) and the standard deviation (Std) of the linear regression estimator, the CENP estimator, and our proposed estimator g n at X i = 0 5 based on 100 replications for each value of n. In this example, as in the others of this section, the CENP estimator that we implement uses the choice h x = exp x + exp −x .
Example 2 (Single-Server Queue). We consider a single-server queue with infinite buffer, where the interarrival times follow a lognormal distribution with normal Table 1 .
Performance of the linear regression, the CENP, andĝ n · as estimators for u · in (27). 207 mean ln 1 5 − 0 5 and variance 1, and the service times follow a lognormal distribution with normal mean ln x − 0 5 and variance 1. The interarrival times and service times are independent, and the service discipline is first in/first out (FIFO). We wish to compute the expected waiting time w 100 of the 100th customer as a function of the mean service time x. Even though there is no explicit formula for w 100 x , the convexity of w 100 · has been theoretically established; see Shanthikumar and Yao (1991, p. 137) for details. To compute w 100 , we simulated the single-server queue at x = X i = 0 5 + i/ 2n for 1 i n, and computed the waiting time Y i of the 100th customer. We then obtained the average of 10 independent copies of Y i , sayȲ i . Using X 1 Ȳ 1 X n Ȳ n , we computed the linear regression estimator, the CENP estimator, and our proposed estimator g n as the estimators for w 100 . Table 2 reports the averages (Mean) and the standard deviation (Std) of the linear regression estimator, the CENP estimator, and our proposed estimatorĝ n at X i = 0 75 based on 100 replications for each value of n. The value of w 100 X i in the last row of Table 2 is obtained from averaging 100,000 independent copies of Y i at X i .
Example 3 (Tandem Queue). We consider a system of two single-server stations in tandem, where the interarrival times follow a lognormal distribution with normal mean ln 3 − 0 5 and variance 1, and the service times at server k follow a lognormal distribution with normal mean ln x k − 0 5 and variance 1 for k = 1 2. The interarrival times and service times are independent and the service discipline is FIFO at each server. Each server has unlimited buffer space. We wish to compute the expected sojourn time s 5 x 1 x 2 of the fifth customer. Again, even though there is no explicit formula for s 5 · · , the convexity of s 5 has been proven; see p. 141 of Shanthikumar and Yao (1991) for details. To compute s 5 , we simulated the tandem queue at x 1 x 2 = X ij = 1 1 + i/ 4n 1/2 1 1 + j/ 4n 1/2 for 1 i j n 1/2 and computed the sojourn time Y ij of the fifth customer. We then obtained the average of 10 independent copies of Y ij , sayȲ ij . Using X ij Ȳ i j for 1 i j n, we computed the linear regression estimator, the CENP estimator, and our proposed estimatorĝ n as the estimators for s 5 . Table 2 .
Performance of the linear regression, the CENP, andĝ n · as estimators for w 100 · .
