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We present general mappings between lassial spin systems and quantum physis. More pre-
isely, we show how to express partition funtions and orrelation funtions of arbitrary lassial
spin models as inner produts between quantum stabilizer states and produt states, thereby gen-
eralizing mappings for some spei models established in our previous work [Phys. Rev. Lett. 98,
117207 (2007)℄. For Ising- and Potts-type models with and without external magneti eld, we show
how the entanglement features of the orresponding stabilizer states are related to the interation
pattern of the lassial model, while the hoie of produt states enodes the details of interation.
These mappings establish a link between the elds of lassial statistial mehanis and quantum
information theory, whih we utilize to transfer tehniques and methods developed in one eld to
gain insight into the other. For example, we use quantum information tehniques to reover well
known duality relations and loal symmetries of lassial models in a simple way, and provide new
lassial simulation methods to simulate ertain types of lassial spin models. We show that in this
way all inhomogeneous models of q-dimensional spins with pairwise interation pattern speied
by a graph of bounded tree-width an be simulated eiently. Finally, we show relations between
lassial spin models and measurement-based quantum omputation.
PACS numbers: 03.67.-a,03.67.Lx,75.10.Hk,75.10.Pq,02.70.-
I. INTRODUCTION
Classial spin systems are widely studied in statistial
physis [1℄. They also play an important role in model-
ing omplex behavior also in other disiplines, suh as
eonomis and biology. In spite of their often simple
denition, spin models show a highly non-trivial behav-
ior, as is, e.g., apparent from their phase struture and
ritiality. Surprisingly, even the simple Ising model of
interating 2-state spins arranged on a 2D square lattie
(with external magneti eld) is in general not solvable,
and alulating, e.g., the ground state energy or the par-
tition funtion is known to be a omputationally hard
problem [2℄.
In quantum information theory (QIT), on the other
hand, (entanglement) properties of quantum systems
are systematially studied, and possible appliations re-
garding, e.g., quantum omputation are investigated.
QIT has beome a eld of interdisiplinary interest, and
onepts and methods developed in QIT have found ap-
pliations also in other branhes of physis. In the on-
text of QIT, methods to eiently ompute and simu-
late ertain quantum systems and their properties have
been developed [3, 4℄. In partiular, so-alled quantum
stabilizer states [5, 6, 7℄ and graph states [8, 9℄ have
been introdued and studied in detail. Stabilizer states
are used for ertain types of quantum error orretion [5℄
and measurement-based quantum omputation [10℄, and
an be desribed eiently in terms of their stabilizing
operators. This allows to determine many of their (en-
tanglement) properties, and to eiently simulate some
proesses lassially.
In this paper, we present general mappings between
lassial spin systems and quantum physis related to
QIT. More preisely, we show how to express the par-
tition funtion and orrelation funtions of an arbitrary
lassial spin system as a quantum mehanial ampli-
tude (salar produt) between a stabilizer state |ψ〉 en-
oding the interation pattern, and a ertain produt
state ⊗j|αj〉 enoding the details of the interation (i.e.
the oupling strengths) and the temperature:
ZG = 〈ψ|

⊗
j
|αj〉

 . (1)
With suh a mapping at hand, we an use methods and
tehniques established in one eld to gain insight into
the other, thereby providing a novel approah to these
problems. We have initiated this approah in a reent
publiation [11℄, where suh mappings have been estab-
lished for Ising and Potts-type models. Here we gener-
alize this approah, and disuss the mappings and their
appliations in more detail.
We further note that onnetions between quantum
information theory and statistial mehanis have re-
ently been studied by several other researhers [12, 13℄.
A. Mappings between lassial spin systems and
quantum physis
In this setion we briey sketh the general form of
the proposed mappings between lassial and quantum
systems.
We onsider lassial q-state spin systems with an
arbitrary pairwise interation pattern, desribed by a
2graph G with vertex set V (position of the lassial
spins) and edge set E (orresponding to interations).
Suh systems are sometimes alled edge models (i.e.,
the interations take plae on the edges). Eah spin
s may assume q dierent states: s ∈ {0, . . . , q − 1}.
We will onsider models where the pairwise interations
h(s, s′) between spins s and s′ are of the following forms:
(i) h(s, s′) only depends on the dierene (modulo q)
of the two involved spins, h ≡ h(|s− s′|q);
(ii) h(s, s′) is of the form (i), but with additional loal
magneti elds;
(iii) h(s, s′) is ompletely arbitrary.
We will also onsider (iv) models with arbitrary k-body
interations.
The Ising- and Potts model without [with℄ magneti
eld are of type (i) [(ii)℄ respetively, while so-alled
vertex models (i.e., the interations take plae on the
verties) are a speial ase of type (iv).
In eah of the ases (i)-(iv), we show how one an ex-
press the partition funtion ZG as an overlap between a
quantum stabilizer state and a omplete produt state,
(Eq. (1)). Depending on the dierent forms of the in-
teration (as in (i)-(iv)), these quantum states will be
dened slightly dierently.
(i) For models without loal elds, the orrespond-
ing quantum states onsists of |E| q-level quan-
tum systems (one for eah pairwise interation
term). We will denote the stabilizer state by |ψG〉.
The produt state has the form |α〉 =⊗e∈E |αe〉,
where the oeients of eah |αe〉 enode the
strengths of the pairwise ouplings, as well as the
temperature of the system.
(ii) For models with loal magneti elds, the orre-
sponding quantum states onsist of |V | + |E| q-
level quantum systems (one for eah pairwise in-
teration term and one for eah loal eld), with
stabilizer states denoted by |ϕG〉 and a produt
state |α〉 =⊗e∈E |αe〉⊗a∈V |αa〉.
(iii) For models with general pairwise interation (iii),
we provide a mapping where the stabilizer state
is a tensor produt of |V | entangled states, |φ〉 =⊗
a∈V (
∑q−1
j=0 |j〉⊗na). Here, na is the degree of
vertex a, i.e. the number of neighbors in the graph,
whih also determines the number of assoiated q-
level quantum systems. Correspondingly, we now
onsider states |αab〉 of dimension q2 for the over-
lap, whih are assoiated to one quantum partile
belonging to vertex a and and one quantum parti-
le belonging to vertex b. A similar piture holds
for models with arbitrary k-body interations (iv),
where the produt states have now dimension qk,
and are assoiated with multiple verties.
We will investigate the entanglement properties of the
states |ψG〉 and |ϕG〉 and their relation to the underly-
ing interation pattern speied by the graph G, and
provide a number of examples to illustrate this onne-
tion.
The mappings (ii)-(iv) an be extended, and will allow
us to express also lassial orrelation funtions in a
quantum language.
B. Appliations of the mappings
Based on these mappings, we will then illustrate some
appliations. Here we briey sketh whih appliations
an be obtained.
(a) Using well established stabilizer methods [5, 6, 7,
8℄, we show how one an reover the well known
high-low temperature duality relations [1℄ for las-
sial spin models on arbitrary planar graphs.
(b) Using the fat that stabilizer states are stabilized
by ertain tensor produt operators, we derive lo-
al symmetry relations for lassial models, i.e. we
identify models with dierent oupling strengths
that lead to the same partition funtion.
() We show how one an use reently established re-
sults in QIT to lassially simulate ertain lasses
of quantum systems eiently [3, 4, 14℄ and thus
obtain novel simulation algorithms for lassial
spin system. More preisely, by desribing sta-
bilizer states in terms of an optimal tree tensor
network [3℄ of dimension d, one an ompute the
overlap with produt states with an eort that is
polynomial in d. This leads to an eient algo-
rithm to lassially simulate arbitrary (inhomoge-
neous) lassial q-state models on graphs with a
bounded (or logarithmially growing) tree width.
We also extend these results to models with k-
body interation.
(d) Finally, we disuss links between lassial spin
models and measurement based quantum ompu-
tation. This allows us to relate the omputa-
tional omplexity of omputing partition funtions
of lassial spin models with the quantum ompu-
tational power of the assoiated graph states.
We also note that (d) has reently been used in
Ref. [15℄ to show a ompleteness property of the
2D Ising model. That is, invoking the onnetion
to measurement-based quantum omputation, it was
shown that the partition funtion of any model with
pairwise interation in arbitrary dimension an be ex-
pressed as a speial instane of the partition funtion
of a 2D Ising model on an (enlarged) 2D square lattie
(with omplex oupling strengths).
C. Guideline through the paper
The paper is organized as follows. We start in Se. II
by briey reviewing lassial spin models, and ollet
3some relevant results on stabilizer and graph states in
Se. III. We then introdue dierent mappings between
lassial spin systems and quantum mehanial ampli-
tudes, and disuss the properties of the involved quan-
tum states in Ses. IV and V. We illustrate a number
of appliations of these mappings in Se. VI, and sum-
marize and onlude in Se. VII.
II. BACKGROUND ON SPIN MODELS
In this setion we desribe the lassial models that
we want to onsider. Sine the various approahes to be
desribed later are related and an be viewed as deriva-
tions from an original sheme, we will fous on the orig-
inal approah rst.
The typial model to be onsidered by the original
approah is the thermal state of a lassial spin model
desribed by a Hamiltonian funtion with two-body in-
teration, and this model will serve as an introdutory
guide to the general idea. These systems have the virtue
that they admit a desription by means of a graph [16℄:
the spins of the system orrespond to the verties and
the two-body interation pattern between the spins is
given by the edge set.
We will desribe a mapping of suh an interation
graph to a stabilizer state of a quantum system. Per-
forming an overlap of this quantum stabilizer state with
another quantum produt state, enoding the temper-
ature and individual interation strengths, then yields
the properties of the thermal state of the lassial sys-
tem. We want to emphasize that this evaluation is not
approximate but exat. Later on, extensions of this for-
malism will be given as well, going beyond this parti-
ular kind of graphial desription and at the same time
going beyond the limitation to two-body interations.
It is important to keep in mind that the interation
pattern and the interation strengths are enoded at dif-
ferent plaes: the graph enodes the interation pattern,
not the strengths, hene an edge onneting two verties
simply denotes the fat that there is an interation tak-
ing plae. The strength and nature of this interation
is not enoded in the graph, but in a produt state to
be speied later. This enoding admits the strengths
of all edge terms and all vertex terms to be hosen in-
dividually, hene the interation strength may vary for
dierent pairs of spins and also the loal eld may vary.
More preisely, let, for now, H be a Hamiltonian fun-
tion with two-body-interation between lassial spins s
that an assume q possible values s ∈ {0, ..., q − 1}. In
the graphial desription of this Hamiltonian funtion,
we let G = (V,E) denote the graph assoiated with H ,
where the sets V and E ontain the verties and the
edges of the graph respetively. In this piture, any ver-
tex v ∈ V orresponds to a lassial spin site sv and any
edge e ∈ E between adjaent verties v1, v2 of the graph
orresponds to an interation term between the respe-
tive spins sv1 and sv2 . Additionally, we allow eah spin
sv to ontribute a loal term to the Hamiltonian fun-
tion, i.e. a term that that depends on the state of the
site sv alone, although this is not reeted in the graph.
We might think of the energy of the spin in a loal eld.
We hoose the graph to be a direted one, denoting the
orientation by σ. The exat hoie of the diretions an
be arbitrary but has to be xed. This way, the two ad-
jaent verties of an edge e ∈ E an be distinguished as
head v+e and tail v
−
e of the edge, respetively.
We will derive several dierent mappings for Hamil-
tonian funtions desribed by these graphs. The rst
mapping admits desriptions of systems with lassial
Hamiltonian funtions of the form
H ({si}) =
∑
e∈E
he
(∣∣sv+e − sv−e ∣∣q), (2)
with he being an energy term that depends on the rel-
ative state of two interating spins sv+e and sv−e modulo
q. In the seond mapping we extend the quantum de-
sription to be able to inlude also external elds
H ({si}) =
∑
e∈E
he
(∣∣sv+e − sv−e ∣∣q)+∑
v∈V
bv
(
sv
)
, (3)
where bv is an energy term ontributed by a loal ex-
ternal eld, ating on the spin sv. To go beyond the
limitation to interation Hamiltonian funtions that de-
pend on the relative state of the spins only, we nally
provide further approahes to treat Hamiltonian fun-
tions of the form
H ({si}) =
∑
(ij)∈E
h(ij)
(
si, sj
)
as well as arbitrary Hamiltonian funtions with n-body
terms.
The degrees of freedom in the denitions of these
Hamiltonian funtions give rise to a large set of pos-
sible lassial spin systems to be desribed  even if
we restrited ourselves to the sets of Hamiltonian fun-
tions speied in Eqns. (2) and (3). Among those are
the Ising model, the Potts model and the lok model
on arbitrary latties, all equipped with (loal) magneti
elds, and generalizations thereof [1℄.
A. Ising model
The Ising model desribes a set of lassial spins (or
simply dipoles) that an point either up or down and are
plaed on a graph. All next neighbors have the same dis-
tane (hene the interation strength is uniformly given
by the real number J) and long-range fores are ne-
gleted. Moreover, there is a global external eld whose
strength is given by the real number B, whih puts an
energeti bias on the possible ongurations. Thus the
lassial Ising model is desribed by the Hamiltonian
funtion
H
Ising
({si}) = J
∑
〈
i,j
〉
∣∣si − sj∣∣2 +B∑
i
(
si − 1
2
)
, (4)
4where the si ∈ {0, 1} and
〈
i, j
〉
denotes that i and j are
adjaent spins on the graph. We note that it an be
rewritten as
H
Ising
({σi}) = −J ′
∑
〈
i,j
〉 σiσj +B′
∑
i
σi,
where σi ∈ {+1,−1}. This is the more familiar form
and an be obtained from Eq. (4) by a resaling of
parameters and an addition of a onstant. Although
this model is highly idealized, it features (in appropri-
ate dimensions) many properties of realisti solids, suh
as phase transitions, spontaneous symmetry breaking
et. As will be shown, our treatment allowswithout
a hange of omputational eortthe generalization to
spin-glass Hamiltonian funtions, where the fator J is
atually dependent on the spei pairs of spins that
interat: J → Jij .
B. Potts and lok models
A generalization of the Ising model is given by the
Potts- and the lok model. Whereas the individual
spins in the Ising model an take only one of two values
and hene for neighbors there are only the alternatives
of being parallel or anti-parallel, it might be desirable
to allow the individual dipoles to assume more posi-
tions and hene to obtain more relative ongurations of
neighbors that an be disriminated energetially. A-
ordingly we hoose spin states si ∈ {0, ..., q − 1} and a
Hamiltonian funtion
H ({si}) = −
∑
〈
i,j
〉 J (Θij) + b
∑
i
(
si − q − 1
2
)
, (5)
where Θij is a funtion that disriminates the relative
states of neighboring spins. We an interpret it for
instane as the angle between adjaent dipoles, pro-
vided that they an only rotate in a xed plane, e.g.,
Θij = Θi − Θj with disretised positions Θi = 2pisi/q.
The funtion J , whih haraterizes the Hamiltonian
funtion, maps the relative angle (i.e., relative state) of
adjaent spins to an energy value: The Potts model is
dened by
J
Potts
(Θij) := −εδ(Θij)
with ε ∈ R and the lok model by
J
lok
(Θij) := −ε cos(Θij).
C. Partition funtion
The fous of this paper will be on the thermal equi-
librium of these lassial systems. More preisely, the
entral quantities of interest that we want to obtain are
the partition funtion
Z (β) =
∑
{si}
e−βH({si})
as well as the n-point orrelation funtions, whose de-
nition an be found, e.g., in Ref. [17℄
〈si1 , si2 , ..., sin〉β
= Z−1
∑
{si}
cos (Θi1) cos (Θi2) ... cos (Θin) e
−βH({si}).
The partition funtion enodes the marosopi prop-
erties of a thermal ensemble. The parameters that en-
ter depend on the kind of ensemble we look at, e.g.,
the anonial (temperature), grand anonial (temper-
ature and hemial potential) and others. In the present
framework we will deal with the anonial ensemble, be-
ause the number of spin sites is xed, but energy an
be drawn from an external bath.
Let us briey illustrate the importane of the par-
tition funtion. The partition funtion of a anonial
ensemble is
Z =
∑
i
e−βEi,
where the index i is the index for the states with energy
Ei that the system an take and β = (kBT )
−1
with the
Boltzmann onstant kB. Moreover, pi = Z
−1
i e
−βEi
is
the probability to nd the system in the state with en-
ergy Ei. Several relevant quantities an now be derived
from Z: We an extrat the expetation value of the
energy
〈E〉β = Z−1
∑
i
Eie
−βEi = −∂ logZ
∂β
,
the variane of the expeted energy
〈
(δE)
2
〉
β
=
∂2 logZ
∂β2
,
as well as the free energy
F = 〈E〉β − TS = −β−1 logZ,
where the entropy is S = −kB
∑
i pi log pi, and more.
We refer the reader to standard text books on this topi.
III. STABILIZER STATES AND GRAPH
STATES
In this setion, we give the denition and some prop-
erties of stabilizer states [5, 6, 7℄ and graph states [8, 9℄.
We will rst onsider spin-1/2 quantum systems, then
proeed to higher dimensional systems.
5A. Graph states
Here we will briey familiarize the reader with the
graph states. In the present ontext, a graphG = (V,E)
is identied with a quantum system. Eah vertex a rep-
resents a quantum spin, and the adjaent verties (on-
neted with a by edges in the graph) form the neigh-
borhood Na of a. This way, the graph denes a set of
operators
Ka := σ
(a)
x
∏
b∈Na
σ(b)z ,
where the sigma-matries are dened as usual
σ0 =
(
1 0
0 1
)
, σx =
(
0 1
1 0
)
, (6)
σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
,
and the notation O(a) of an operator O means the tensor
produt of the operatorO, ating on the subspae of site
a, and 1 everywhere else. A graph state |G〉 assoiated
with to the graph G, and hene with the set {Ka}, is
the unique non-trivial xed point of the operators Ka,
∀Ka : Ka |G〉 = |G〉 .
Graph states are a subset of the stabilizer states,
whih play an important role in the ontext of one-way
quantum omputing. Conversely, every stabilizer state
an be written, up to a loal rotation, as a graph state.
B. Stabilizer states
We will now turn our attention to the slightly more
general set of stabilizer states. The onept of dening a
state as a simultaneous xed point of a set of operators
an be used in a slightly more general way than in the
ase of graph states, where the operators Ka take a
very speial form. To onstrut more general sets of
operators we onsider the sigma-matries, see formula
(6), and the group they generate
G1 = {±σ0,±iσ0,±σx,±iσx,±σy,±iσy,±σz,±iσz} .
Tensor produts of G1 with itself form the Pauli groups
Gn := G⊗n1 . It is known that any Abelian subgroup
S ⊂ Gn of a Pauli group with
∣∣S∣∣ = 2n that does not
ontain −1n has a unique xed point |ψ〉 in the Hilbert
spae H that it ats upon. We then all S the stabilizer
of |ψ〉 and |ψ〉 a stabilizer state. It should be noted
that eah stabilizer an be identied with its generator,
i.e., a set of operators that generate it. Generators are
not unique sets, but share the neessary requirement to
ontain n independent operators.
For our purposes, the prefator (±1,±i) of an element
of a Pauli group will not be important. Moreover, there
is a mapping between the Pauli group Gn/∼ (Gn modulo
prefators) and the group F2n2 , whih will be used later.
Sine σy = iσxσz and σ
0 = 12 for all sigma-matries,
we an enode the generators of G1/∼ as follows
σ0 ∼ σ0xσ0z 7→ (00)
σx ∼ σ1xσ0z 7→ (10)
σy ∼ σ1xσ1z 7→ (11)
σz ∼ σ0xσ1z 7→ (01).
where ∼ denotes equality modulo prefator. Tensor
produts of these operators and hene elements of the
groups Gn/∼ will be enoded by the mapping
Gn/∼ ∋
n⊗
i=1
σξix σ
ζi
z 7→ (ξ1, ..., ξn, ζ1..., ζn) ∈ F2n2 .
The generalization to q-dimensional quantum systems
with H = (C2)⊗q is straightforward. We replae σx and
σz by the operators X and Z respetively, where
X |j〉 = |j + 1 mod q〉 , Z |j〉 = e2piij/q |j〉 ,
q = 2 being a speial ase that gives us bak σx and σz .
The higher-dimensional groups Gqn/∼ are thus generated
by tensor produts of XaZb where a, b = 0, ..., q−1. The
mapping is generalized to the group homomorphism
(Gqn/∼, ·) ∋
n⊗
i=1
XξiZζi
7→ (ξ1, ..., ξn, ζ1..., ζn) ∈
(
F
2n
q ,+
)
.
The number of elements in a stabilizer that stabilizes
one single stabilizer state is qn, the number of elements
of its generator is n.
Related to this onstrution is a theorem that we will
use later. Note that we do not neglet the phase this
time.
Lemma 1. Any two operators
⊗n
i=1X
ξiZζi and⊗n
i=1X
ξ′iZζ
′
i
ommute if and only if ξ′ · ζ − ξ · ζ′ = 0
modulo q.
Proof. The omputation for the single spin site yields
XξiZζiXξ
′
iZζ
′
i = Xξi+ξ
′
iZζi+ζ
′
ie2piiξ
′
iζi/q
= Xξ
′
iZζ
′
iXξiZζie2pii(ξ
′
iζi−ξiζ
′
i)/q.
Hene for all sites together we obtain a phase fator
e2pii(ξ
′·ζ−ξ·ζ′)/q
.
It is noteworthy that for q = 2 eah stabilizer state is
related to a graph state by some loal unitary transfor-
mations. This means that the two sets do not dier as
far as their non-loal properties are onerned.
The stabilizer states are interesting to us, beauseas
will be shownthe interation patterns of the Hamil-
tonian funtions of the lassial spin systems that we
6look at orrespond to suh states. Moreover, stabilizer
states are well investigated and elaborate tehniques are
known for their manipulation [5℄, allowing us to investi-
gate relationships between dierent (interation) graphs
and hene dierent Hamiltonian funtions.
IV. ENCODING CLASSICAL SPIN SYSTEMS
IN QUANTUM LANGUAGE
In this setion we will investigate in detail the or-
respondene of the lassial and the quantum systems
that were presented in the preeding setions.
A. The basi priniple
The basi approah, whih was introdued in
Ref. [11℄, is suient to desribe systems with las-
sial Hamiltonian funtions of the form H ({si}) =∑
e∈E he
(∣∣sv+e − sv−e ∣∣q). The idea is to map the graph
G, desribing the interation pattern into a stabilizer
state, together with a supplementary produt state that
enodes the interation strengths as well as the temper-
ature.
Let the lassial spin system be dened by the (arbi-
trarily oriented) interation graph Gσ = (V,E) over
∣∣V ∣∣
lassial spins of dimension q, where σ denotes the ori-
entation. Let in the following M =
∣∣V ∣∣ and N = ∣∣E∣∣.
Now onsider the inidene matrix Bσ of the intera-
tion graph Gσ. This matrix has one row for eah vertex
and one olumn for eah edge. The entries are either 0
or ±1, where Bσv,e = −1 if the index pair (v, e) orre-
sponds to the tail vertex v of edge e, Bσv,e = +1 for the
head vertex v of edge e and Bσv,e = 0 otherwise. Consis-
tent with our notation, we do not onsider graphs with
edges that onnet one point with itself. The rows of
Bσ span the Zq-vetor spae CG (q), whih is a linear
subspae of ZNq . The vetors (B
σ)T s ∈ CG (q), where
T denotes transposition, orrespond to the vetors that
enode spin ongurations (sv)v∈V , as the linear map-
ping
∣∣sv+e − sv−e ∣∣q =
∣∣∣∣∣
∑
v∈V
(Bσ)
T
e,v sv
∣∣∣∣∣
q
shows.
Lemma 2. The kernel of the linear mapping (Bσ)
T
has qκ elements, where κ is the number of onneted
sub-graphs of G (without isolated points).
Proof. We re-arrange the rows of the matrix of (Bσ)T
so that the onneted sub-graphs Gi = (Ei, Vi) are de-
sribed by bloks Bi, i.e.,
(Bσ)T 7→


B1 0 0 · · ·
0 B2 0 · · ·
0 0 B3 · · ·
.
.
.
.
.
.
.
.
.
.
.
.

 .
Within eah onneted sub-graph Gi, there is at least
one path from eah vertex v to eah other vertex v′:
(v, v0, v1, ..., v
′), eah edge (vn, vn+1) in this path be-
ing represented by one row in the orresponding matrix
Bi. Sine a vetor s to be in the kernel of Bi implies∣∣svn − svn+1∣∣q = 0 for eah edge (vn, vn+1), we dedue
immediately that |sv − sv′ |q = 0 for any two verties v
and v′ in Vi. Hene if s is in the kernel of Bi, all spins in
{svn}vn∈Vi take the same value. So there are q dierent
vetors in the kernel of eah matrix Bi, of whih there
are κ.
We are now ready to dene an non-normalized sta-
bilizer state enoding Gσ. We obtain it by rst in-
terpreting eah vetor c = (c1, c2, ..., cN ) ∈ CG (q) as
a produt state of a multipartite quantum spin sys-
tem with spin-dimensionality q aording to the formula
|c〉 := |c1〉 ⊗ |c2〉 ⊗ ...⊗ |cN 〉 and by a subsequent sum-
mation of all these states [29℄
|ψG〉 := qκ
∑
c∈CG(q)
|c〉 =
∑
s∈ZNq
∣∣(Bσ)T s〉, (7)
where the seond equality and the fator qκ follow im-
mediately from lemma (2). For an illustrative example
see Fig. 1.
Lemma 3. The state |ψG〉 is a stabilizer state. Its sta-
bilizer onsists of the qN operators
X (v)Z (u) :=
⊗
e∈E
XveZue , (8)
where v ∈ CG (q) and u ∈ CG (q)⊥ .
Proof. From Lemma (1) we derive immediately that, by
using the given onstrution rule for the operators, we
obtain a ommuting set. Considering the equation
XξiZζiXξ
′
iZζ
′
i = Xξi+ξ
′
iZζi+ζ
′
ie2piiξ
′
iζi/q
and hene
X (v)Z (u)X (v′)Z (u′) = X (v + v′)Z (u+ u′) e2piiu·v
′/q,
where u · v′ =∑i uiv′i = 0 for eah admissible hoie of
these vetors, we also see that these operators form a
group. Furthermore, these operators atually stabilize
the (nontrivial) state |ψG〉, sine for all v ∈ CG (q) and
for all u ∈ CG (q)⊥
X (v)Z (u) |ψG〉 = X (v)Z (u) qκ
∑
c∈CG(q)
|c〉
= qκ
∑
c∈CG(q)
X (v)Z (u) |c〉
= qκ
∑
c∈CG(q)
e2piiu·c/q |c+ v〉
= qκ
∑
c′∈CG(q)
|c′〉 = |ψG〉 .
7FIG. 1: The basi onstrution priniple. This gure shows an example of an enoding of a lassial interation pattern into
a stabilizer state. Thin graph: the lassial interation graph G; thik graph: the derived graph relating quantum sites in a
stabilizer state. The lassial spin sites orrespond to verties in a graph G. The interating pairs of sites are mapped to a
quantum site, one for eah edge (edge qudits). The quantum sites form, by onstrution, a stabilizer state.
From this, we an moreover dedue that −1 is not ele-
ment of this set of operators.
For this set to be a stabilizer of a single state of our
Hilbert spae, the number of elements in this set has
to be qN . This part of the proof is given in Appendix
A.
1. Thermal quantities
Now we are able to formulate the entral theorem of
this setion.
Theorem 4. The partition funtion ZG (q, {he}) of a
lassial spin system dened on the graph G = (V,E) by
the Hamiltonian funtion H ({si}) =
∑
e∈E he
(∣∣sv+e −
sv−e
∣∣
q
)
an be written as the overlap of a stabilizer state
and a produt state
ZG (q, {he}) = (
⊗
e∈E
〈αe|) |ψG〉
of a quantum mehanial spin-system, where
|αe〉 =
q−1∑
j=0
e−βhe(j) |j〉 . (9)
Proof. The state |ψG〉 is a stabilizer state aording to
lemma (3), and we ompute, with an arbitrarily hosen
orientation σ of the graph G,
(
⊗
e∈E
〈αe|) |ψG〉 (7)=
∑
s∈ZNq
(
⊗
e∈E
〈αe|)
∣∣∣(Bσ)T s〉
(9)
=
∑
s∈ZNq
∏
e∈E
e
−βhe(
∣∣s
v
+
e
−s
v
−
e
∣∣
q
)
=
∑
s∈ZNq
e−βH({si})
whih onludes the proof.
Let us give a brief interpretation of the method used
to enode the partition funtion. We observe that to al-
ulate partition funtions of systems with Hamiltonian
funtions of the form
H ({si}) =
∑
e∈E
he
(∣∣sv+e − sv−e ∣∣q)
(zero external eld) it is already suient to know the
relative state of spins whose orresponding verties are
onneted by an edge. Aordingly, we map eah ve-
tor (sv)v∈V of spin ongurations to the orresponding
one (Bσ)T s =
(∣∣sv+e − sv−e ∣∣q
)
e∈E
of dierenes along
edges using the inidene matrix Bσ. These vetors are
automatially onsistent with spin-ongurations, and
moreover, there an be no more of them than we have
already given.
As shown, an interation pattern is enoded into a
graph and this graph is enoded into a stabilizer state.
Furthermore, the orresponding interation strengths
(as well as a temperature) are enoded into a produt
state. This way we enode all the information about
the partition funtion of a thermal state into two states
with omparatively simple struture.
Example 5. Here we onsider examples of states |α〉,
whih enode the interation strengths of the Hamilto-
nian funtion. For the models we onsider, these are
produt states |α〉 = ⊗e∈E |αe〉, whih are derived im-
mediately from the respetive Hamiltonian funtions
given in setion (II).
1. For the q-state Potts model the state |α〉 is de-
rived from the Hamiltonian funtion (5), with the
funtion J given by J
Potts
(Θij) := −εδ(Θij). This
Hamiltonian funtion is haraterized by two-
body interations, whose strengths are enoded
into states |αe〉 whih take the form
|αe〉 = |α〉
Potts
= eβε |0〉+
q−1∑
j=1
|j〉 .
82. For the q-state lok model the state |α〉 is derived
from the Hamiltonian funtion (5), with the fun-
tion J given by J
lok
(Θij) := −ε cos(Θij). The
individual two-body interation strengths are thus
enoded into states
|αe〉 = |α〉
lok
=
q−1∑
j=0
eβε cos(2pij/q) |j〉 .
3. As a speial ase, for q = 2 we obtain, in an anal-
ogous fashion, the states |α〉 and |αe〉 for the Ising
model
|αe〉 = |α〉
Ising
= |0〉+ e−βJ |1〉 .
In the following part we look at examples of states
|ψG〉, whih enode the interation patterns of assoi-
ated Hamiltonian funtions, thereby investigating spe-
ial ases of graphs and their orresponding stabilizer
states.
1. Tree Graphs. Here we onsider models whose
interation patterns are haraterized by tree
graphs, i.e., graphs ontaining no loops. The
statement that n olumns {ci}i=1,...,n of the ini-
dene matrix Bσ of a graph G are linearly depen-
dent means that there is a non-trivial linear om-
bination suh that
∑n
i=1 λici = 0. Hene there is
at least one vetor that equals the negative sum
of the remaining ones, say, c1 = −λ−11
∑n
i=2 λici.
Sine the olumns desribe the start and end
points of the edges, this means that the graph
ontains a loop. In turn, loop-less graphs (= tree
graphs) have an inidene matrix with N = |E|
linearly independent olumns and hene N lin-
early independent rows. This means that the rows
span the entire spae ZNq (= CG (q)) and hene
|ψG〉 =
∑
v∈ZNq
|v〉 ∝

q−1∑
j=0
|j〉


⊗N
. (10)
In onlusion, we observe that the states derived
from tree-graphs are produt states.
2. A yle. Here we onsider models whose inter-
ation patters are yles, i.e. a losed loop. If the
graph is a losed hain, the inidene matrix looks
(besides reordering of the edges) like this
Bσ =


−1 1 0 0
0 −1 1 · · · 0
0 0 −1 0
.
.
.
.
.
. 1
1 0 0 · · · −1

 .
We see that a vetor v that is perpendiular to
all rows has the property vi = vj for all i and
j, and hene CG (q)
⊥ = span
{
(1, 1, 1, 1, ..., 1)T
}
.
We hene hoose{
Z⊗N , X(n)
(
X−1
)(n+1) |n = 1, ..., N − 1}
as generating set of the stabilizer. We an verify
that the state |ψG〉 =
∑N−1
j=0
(
|jx〉⊗N
)
, where |jx〉
is an eigenstate of the X-operator, is an eigenstate
of the generator of the stabilizer and hene the sta-
bilizer itself. This state is invariant under reorder-
ing of the edges and hene the proof is independent
of the hoie of Bσ that was hosen in the begin-
ning. Thus, the states derived from graphs that
are losed hains are (generalized) Greenberger-
Horne-Zeilinger states (GHZ states.) In partiu-
lar, for q = 2 one obtains the state |+〉⊗N+ |−〉⊗N
(where |+〉 and |−〉 are the eigenstates of the Pauli
matrix σx).
3. The Kitaev model. The Kitaev model of topo-
logially proteted quantum states is dened as
follows. On eah edge of a tori lattie with
hekerboard struture we plae one qubit, the
edge qubit. The tori ode state (atually a sub-
spae) is the ommon eigenstate of a set of opera-
tors that are onstruted using the neighborhood
relations of the tori lattie. More preisely, for
eah but one of the smallest possible loops Li (the
plaquettes) in the lattie, we dene one operator
Bi :=
∏
(a,b)∈Li
Z(a,b).
We leave out one beause it would not be inde-
pendent from the others. Similarly, eah vertex a
(there is no qubit in the verties) has a neighbor-
hood Na of adjaent edges, forming a star. On the
qubits of eah but one of these stars we dene the
operators
Aa :=
∏
b∈Na
X(a,b).
One has to be left out beause it is not indepen-
dent of the others, as in the ase of the plaque-
ttes. All these operators mutually ommute, be-
ause in eah loop a vertex has either zero or two
nearest neighbors. Hene, these operators gener-
ate a stabilizer, whose xed point is the tori ode
state. We notie that this stabilizer onsists of
22N−2 independent operators dened on a 2N -site
quantum system and hene the stabilized objet
is not a single state but a subspae of dimension
4. We remark that the onnetion between the
2D Ising model and planar (tori) ode states was
rst proven and utilized in Ref. [13℄.
In view of the huge variety of lassial spin mod-
els and their interation graphs, we want to point
out that this state an be dened more abstratly
9and more losely related to the Bσ-matrix on-
strution used in the other examples, as shown in
the following: We assume q = 2 and onsider an
arbitrary graph Gσ = (V,E) with the essential
property to ontain N − 1 = |V | − 1 independent
loops {Li}N−1i=1 . The loops now naturally dene a
spei neighborhood Na of eah vertex a, namely
the union of the sets of nearest neighbors of a in
eah loop Na =
⋃
Li
{b ∈ V ; (a, b) ∈ Li}. With
the loops and neighborhoods speied, we dene
as above the operators
Aa :=
∏
b∈Na
X(a,b); Bi :=
∏
(a,b)∈Li
Z(a,b).
All of these operators mutually ommute, beause
in eah loop a vertex has either zero or two near-
est neighbors. There are N − 1 independent oper-
ators Aa and N − 1 independent operators Bi,
whih an be seen as follows. Considering the
operators Bi, the statement
∏
i∈I Bi = 1 with a
set of loops I implies that I ontains dependent
loops, whih is impossible for |I| < N . Similarly,
onsidering the operators Aa, for eah set of ver-
ties V ′ the identity
∏
a∈V ′ Aa = 1 means that
the sets Na = {(a, b) , b ∈ Na} (when onsid-
ered together) ontain eah edge twie. This is
impossible if |V ′| < N by onstrution of the in-
teration graph. On the other hand
∏
a∈V Aa = 1
and
∏
iBi = 1 by similar arguments. As a speial
instane we reover the example given above if G
is the periodi two-dimensional lattie, where the
ommon xed point of the operators Aa and Bi
denes the tori ode state [18℄, as introdued in
the ontext of topologial quantum omputation.
We will use yet another generalization of this on-
strution proedure in the subsequent setion, in order
to aess orrelation funtions and partition funtions
of systems with external magneti elds.
B. External elds and orrelation funtions
The enoding sheme disussed in the last setion is
neither suited to evaluate orrelation funtions nor par-
tition funtions of systems with external elds, like those
desribed by
H ({si}) =
∑
e∈E
he
(∣∣sv+e − sv−e ∣∣q)+∑
v∈V
bv
(
sv
)
.
To overome this limitation we (have to) use a dierent
enoding sheme. Instead of the state |ψG〉 we will now
use the state
|ϕG〉 :=
∑
s∈ZNq
|s〉
∣∣(Bσ)T s〉
to enode the interation pattern, where Bσ is again the
inidene matrix of the interation graph G.
Lemma 6. The state |ϕG〉 is a stabilizer state. Its sta-
bilizer is generated by the N operators
Ka = X
(a)
∏
e:∃b∈V s.th.(a,b)=e∈E
(
X(e)
)σ
Ke = Z
(e)
(
Z(a)
)−σ (
Z(b)
)σ
,
for every a ∈ V and for every e = (a, b) ∈ E, where
σ is either +1 or −1, depending on the orientation of
the edge (σ := Bσe,a = −Bσe,b). In our notation, an
upper index in brakets denotes the qudit ated on by
the operator.
Proof. We have to show that these operators have
|ϕG〉 as a xed point and, sine the number of operators
dened this way is N = |V |+ |E| and hene equals the
number of qudits in the quantum system in state |ϕG〉,
we have to show that they are independent. Under this
ondition they generate the stabilizer of a single state.
To see the stabilizing property of the operators Ka, we
ompute
X(a)
∏
e:∃b∈V s.th.(a,b)=e∈E
(
X(e)
)σ
|s〉 ∣∣(Bσ)T s〉
= |s′〉
∣∣(Bσ)T s′〉
with s
′ =
(
s0, ..., sa + 1 mod q, ..., s|V |
)
, beause
X(a) |s〉 = |s′〉 and
∏
b:(a,b)=e∈E
(
X(e)
)σ ∣∣(Bσ)T s〉
=
∣∣∣(ca + (Bσ)T s) mod q〉 = ∣∣∣(Bσ)T s′〉 ,
where ca is the ath olumn of B
σ
. Likewise, Ke |ϕG〉 =
|ϕG〉, beause
(
Z(a)
)−σ (
Z(b)
)σ
|s〉
=
(
Z(a)
)−Bσe,a (
Z(b)
)−Bσe,b |s〉
= exp
{−2pii (Bσe,asa +Bσe,bsb) /q} ∣∣(Bσ)T s〉,
and
Z(e)
∣∣(Bσ)T s〉
= exp
{
2pii
(
Bσe,asa +B
σ
e,bsb
)
/q
} ∣∣(Bσ)T s〉,
so the phases anel.
The set of 2n operators that were just dened are
mapped, by the isomorphism F 2nq , to a set of 2n vetors
that an be arranged in the following matrix

1|V | 0
(Bσ)
T
0
0 −Bσ
0 1|E|

 .
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This matrix has full rank, onsidering the 1s. Hene
the operators generate the full stabilizer. 
In the ase q = 2 we reover a true graph state by
an appliation of Hadamard transformation on the edge
qubits. For an illustrative example, see Fig. 2. As be-
fore, the lassial spin sites orrespond to verties in the
interation graph G of the lassial model. The inter-
ating pairs of sites are then mapped to a quantum site,
one for eah edge (the edge qudits). What is dierent
from the original sheme is that the individual lassi-
al spin sites ated on by loal elds  are mapped to
quantum sites as well, one for eah vertex (the vertex
qudits). The resulting graph is alled a deorated graph.
The resulting many body quantum states are again, by
onstrution, stabilizer states.
1. Thermal quantities
We now ome to the entral result of this setion.
By means of the state |ϕG〉 and appropriately hosen
produt states, we an ompute the partition funtion
of systems with loal external elds as well as n-point
funtions.
Theorem 7. The partition funtion ZG ({he, bv} , β) of
a lassial spin system at inverse temperature β, dened
on the graph G = (V,E) by the Hamiltonian funtion
H ({si}) =
∑
e∈E he
(∣∣sv+e − sv−e ∣∣q)+∑v∈V bv(sv), an
be written as the overlap of a stabilizer state and a prod-
ut state
ZG ({he, bv} , β) = (
⊗
v∈V
〈α′v|
⊗
e∈E
〈αe|) |ϕG〉 ,
where
|αe〉 =
q−1∑
j=0
e−βhe(j) |j〉
|α′v〉 =
q−1∑
j=0
e−βbv(j) |j〉 .
Proof. The state |ϕG〉 is a stabilizer state aording to
lemma (6), and we ompute, with an arbitrarily hosen
orientation σ of the graph G,
(
⊗
v∈V
〈α′v|
⊗
e∈E
〈αe|) |ϕG〉
= (
⊗
v∈V
〈α′v|
⊗
e∈E
〈αe|)
∑
s∈ZNq
|s〉
∣∣∣(Bσ)T s〉
=
∑
s∈ZNq
∏
v∈V
e−βbv(sv)
∏
e∈E
e
−βhe(
∣∣s
v
+
e
−s
v
−
e
∣∣
q
)
=
∑
s∈ZNq
e−βH({si}).
Likewise, we an write down a theorem for the n-point
orrelation funtions.
Theorem 8. The n-point orrelation fun-
tions 〈si1 , si2 , ..., sin〉β of a lassial spin sys-
tem at inverse temperature β, dened on the
graph Gσ = (V,E) by the Hamiltonian funtion
H ({si}) =
∑
e∈E he
(∣∣sv+e − sv−e ∣∣q)+∑v∈V bv(sv), an
be written as an overlap of a stabilizer state and a
produt state (up to a fator of Z, whih is the partition
funtion of the lassial spin system). More preisely,
〈si1 , si2 , ..., sin〉β = Z−1 (
⊗
v∈V
〈α′v (i1, ..., in)|
⊗
e∈E
〈αe|) ||ϕG〉 ,
where
|αe〉 =
q−1∑
j=0
e−βhe(j) |j〉
|α′v (i1, ..., in)〉 =
q−1∑
j=0
cos (2pij/q)
mν e−βbv(j) |j〉 ,
and mν is the number of ourrenes of ν in the n-tuple
(i1, ..., in).
Proof. The state |ϕG〉 is a stabilizer state aording to
lemma (6), and we ompute
(
⊗
v∈V
〈α′v (i1, ..., in)|
⊗
e∈E
〈αe|) |ϕG〉
= (
⊗
v∈V
〈α′v (i1, ..., in)|
⊗
e∈E
〈αe|)
∑
s∈ZNq
|s〉
∣∣∣(Bσ)T s〉
=
∑
s∈ZNq
∏
v∈V
cos (2pisν/q)
mν e−βbv(sv)
∏
e∈E
e
−βhe(
∣∣s
v
+
e
−s
v
−
e
∣∣
q
)
=
∑
s∈ZNq
cos (Θi1) cos (Θi2) ... cos (Θin) e
−βH({si}).
where Θi = 2pisi/q. We ompare this to the denition
of the n-point orrelation funtion given in setion II.
This onludes the theorem.
V. EXTENDING THE FORMALISM
A. The most general framework
So far we have used produt states of single edge-qudit
sites, namely the states |α〉 =⊗e∈E |αe〉, in the overlap
with the states |ϕG〉 and |ψG〉, to alulate partition
funtions and orrelation funtions. Allowing for tensor
produts of entangled states, |α〉 = ⊗ε⊂E |αε〉, where
the ε are subsets of E with few elements, extends the
set of possible enodings of lassial spin systems. This
is the ontent of this setion.
One shortoming of the enoding of the interation
graph into the states |ϕG〉 and |ψG〉 is the inability of the
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FIG. 2: The extended onstrution priniple. This gure shows an example of the extended enoding of a lassial interation
pattern into a stabilizer state. Thin graph on the left: the lassial interation graph G; thik graph on the right: the derived
graph relating quantum sites in a stabilizer state. The lassial spin sites orrespond to verties in a graph G. The interating
pairs of sites are mapped to a quantum site, one for eah edge (edge qudits). The individual lassial spin sites on whih the
loal elds at are then, too, mapped to quantum sites, one for eah vertex (vertex qudits)  this is dierent from the original
sheme. The resulting graph is alled a deorated graph. The quantum sites are, by onstrution, in a stabilizer state.
interation to distinguish between lassial spin states
that have the same relative state |si − sj |q =
∣∣s′i − s′j∣∣q
but have dierent values si 6= s′i, sj 6= s′j. This in-
ability stems from the fat that an attempt to enode
pairs of neighboring states (si, sj) into one edge qudit
(si, sj) 7→ |eij〉 via the B-matrix formalism does not
lead to a stabilizer state and hene fails, if |eij〉 takes
more states than eah of the sites si or sj . One way out
of this dilemma is to enode the pairs of neighboring
spin sites in the graph of the lassial model into more
than one qubit, while extending the overlap state |α〉
to states beyond produt states. Although these states
are not produt states anymore, we an still interpret
them as produt states of omposite partiles, extend-
ing over few sites as we restrit ourselves to subsets ε
of E with few elements. The entangled states moreover
inlude neighboring sites only, whih adds to the piture
of omposite sites (quasi-loal states).
We desribe this generalization now and investigate
the relationship to the more speialized ases. Under
ertain assumptions onerning the lassial Hamilto-
nian funtion, a formal mapping from the most general
ase to the more speialized ones is possible. Taking this
step, i.e. performing this formal transformation, gives
us a mathematial piture whih is often muh more
enlightening than the original one.
B. Enoding m-body interations, eah site
appearing in maximally n terms of the Hamiltonian
funtion.
The most general ase to onsider is the one where
we
• allow eah lassial spin to appear in as many as
n terms of the Hamiltonian funtion
• allow eah site to interat with m − 1 others
(Hamiltonian funtion with m-body terms)
• allow all ongurations of the m interating spins
in eah term to be dierentiated energetially.
Note however, that a simulation of thermal states of
these systems on a lassial omputer sale unfavorably
in m and n, as we will see in setion VIC.
The rst point in the list is addressed in the following
way. Sine eah site is allowed to take part in n in-
terations, we need n instanes of it in the stabilizer
state. Of ourse, all instanes of the loal quantum
systems have to be in the same state when measured.
Hene we map eah site ei to an n-body GHZ state:
ei 7→
∑ |si,1si,2...si,n〉. To address the latter two points
of this list, we onsider the following. To reate a quan-
tum state |γG〉 that enables us to dierentiate energet-
ially between all possible spin ongurations of an m-
body interation, we map eah site ei taking part in the
interation to a single quantum spin state ei 7→ |si〉ei .
The orresponding state |α〉, whih is used for the on-
tration that yields the partition funtion and whih in
the preeding setions used to be a produt state, onse-
quently has to be an entangled state in this piture. On
the sites {ei}mi=1 taking part in one m-body interation,
the state |α〉 takes the form
|α〉 =
∑
(s1,s2,...,sm)
e−βh(s1,s2,...,sm) |s1s2...sm〉 .
Note however, that a simulation of thermal states of
these systems on a lassial omputer sales unfavor-
ably in m and n, as we will see in setion VIC. For
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further details of this enoding, let us now have a look
at examples.
1. Enoding 2-body interations, eah site appearing in
maximally n terms of the Hamiltonian funtion: Edge
models
A speial ase of the disussed generalization is the
one where we (as in the preeding setions) stik to
Hamiltonian funtions with 2-body terms where eah
site is involved in n interations. This kind of Hamilto-
nian funtion plays a role in higher dimensional latties
and spin glasses, for example. For their treatment we
propose, in the following, a way to disriminate the las-
sial spin ongurations beyond resolving relative states
(as we did before).
To reate a quantum state |γG〉 that enables us
to dierentiate energetially between all possible spin
ongurations, we proeed as follows. We identify
two qudits with eah edge e = (ij) ∈ E of the
graph G and provide them with a produt basis{
|si〉ei |sj〉ej |si, sj = 0...q − 1
}
, where ei is one of the
edge qudits and ej is the other one. These qudits will
be alled the edge qudits orresponding to the edge. We
map states of the lassial spin sites to quantum state
of the whole quantum many body system of edge qudits
via
Z
N
q ∋ s = (s0, ..., sN ) 7→
⊗
e=(ij)∈E
|si〉ei |sj〉ej .
This way, we attah GHZ-states to the verties, with
the number of partiles equaling the number of ini-
dent edges. A graphial representation of this enoding
is given in Fig. 3 (a). Note that eah lassial spin is
mapped to as many edge qudits as there are edges at-
tahed to the lassial spin vertex.
Lemma 9. The superposition of the quantum states be-
longing to all possible lassial states
|γG〉 :=
∑
s∈ZNq
⊗
e=(ij)∈E
|si〉ei |sj〉ej
is a produt of GHZ-states and hene a stabilizer state.
Proof. A reordering of the sites groups all edge qubits
belonging to the same spin site i⊗
e=(ij)∈E
|si〉ei |sj〉ej =
⊗
i∈V
⊗
e=(ij)
|si〉ei
and writing it this way we see that the state |γG〉 has
the struture
|γG〉 =
∑
s∈ZNq
⊗
i∈V
⊗
e=(ij)
|si〉ei
reordering7→
⊗
i∈V
∑
si∈Zq
⊗
e=(ij)
|si〉ei ,
where
∑
si∈Zq
⊗
e=(ij) |si〉ei is a GHZ state. 
The overlap to evaluate the partition funtion or or-
relation funtions has now to be performed with one
state per edge qubit pair 〈αe|sisj〉. Sine this overlap-
ping state |α〉 allows us to adapt the energies hij to eah
individual spin, the possibility of evaluating partition
funtions with loal energy terms as well as orrelation
funtions is immediately given.
To avoid the neessity of enoding the orrelation
funtion diretly into the states |αe〉, we add one more
quantum site to the GHZ state. This enables us to mea-
sure the state of the lassial site diretly. Keep in mind
that this is tehnially not neessary, beause the state
of the site is diretly aessible already without the ex-
tension.
Theorem 10. The partition funtion ZG ({he, bv} , β)
of a lassial spin system at inverse temperature β, de-
ned on the graph G = (V,E) by the Hamiltonian fun-
tion H ({si}) =
∑
(ij)∈E h(ij)
(
si, sj
)
, an be written as
the overlap of a stabilizer state and a produt state (over
edge qudit pairs)
ZG ({hij , bv} , β) = (
⊗
(ij)∈E
〈
α(ij)
∣∣) |γG〉 ,
where
∣∣α(ij)〉 = q∑
si,sj=1
e−βhij(sei ,sej ) |si〉ei |sj〉ej
Proof. The state |γG〉 is a produt of GHZ states and
hene a stabilizer state aording to lemma 9, and we
ompute, with an arbitrarily hosen orientation σ of the
graph G,
(
⊗
(ij)∈E
〈
α(ij)
∣∣) |γG〉
= (
⊗
(ij)∈E
〈
α(ij)
∣∣) ∑
s∈ZNq
⊗
e=(ij)∈E
|si〉ei 〈sj |ej
=
∑
s∈ZNq
∏
(ij)∈E
e−βhij(sei ,sej )
=
∑
s∈ZNq
e−βH({si}).
2. Enoding 4-body interations, eah site appearing in
maximally 2 terms of the Hamiltonian funtion: Vertex
models
An important lass of models are the vertex models.
These models also t into our framework, as will be
shown now. A prominent example of a vertex model
stems from a 2D regular lattie where eah lassial site
interats with two groups of three neighboring parti-
les (eah individually) (see Fig. 4). Hene we have
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FIG. 3: Alternative enoding shemes I: Edge models. (The GHZ sheme.) This gure shows an example of an enoding of a
lassial interation pattern into a produt of GHZ states. The lassial interation graph, a square lattie in this example,
is given by the underlying thin grid, the verties symbolizing lassial spin sites and the edges symbolizing their interations.
Eah edge holds a pair of edge qubits, as indiated by the dots. The edge-qubits that belong to the same lassial spin site
are onneted by thik lines, indiating that they form a GHZ state. The irle with dashed irumferene indiates one pair
of qubits |si〉 |sj〉 ontrated with one state |αij〉 in the Hilbert spae of the pair of edge qubits.
the situation where 4-body interations take plae, eah
site appearing in maximally 2 terms of the Hamiltonian
funtion. Consequently, we enode eah lassial spin
site into a 2-body GHZ-state (Bell state), and entangle
the quartets of sites, orresponding to the interations,
in the state |α〉.
This setting yields a vertex model in two dimensions,
where the projetions (of the subsets of the GHZ states
taking plae at eah vertex of the vertex model) are de-
termined by the set of states |α〉. Similar models in
higher dimensions an be obtained easily in an analo-
gous fashion.
C. Relations between the enoding shemes
An interesting question is how the generalized models
that were just desribed relate to the enoding sheme
enompassing the states |ϕG〉 and |ψG〉. We want to dis-
uss this now and furthermore give additional relations
between the states |ϕG〉 and |ψG〉, adding to what was
presented in the preeding setions.
1. Relations between |ϕG〉 and |ψH〉
There are instanes where for dierent graphs G and
H the utspaes of |ϕG〉 and |ψH〉 are losely related.
Two examples will now be demonstrated and give us
some more insight into the internals of the onstrution.
The rst way to look at the onstrution of the
utspae of |ϕG〉 is to modify the graph G by hang-
ing the mapping of G to the quantum spin sites. We
remember that (in the ase of the onstrution of |ψG〉),
the method was to map eah edge to one quantum spin
site. As an alternative, we derive now from G an new
graph by plaing on eah edge one additional vertex.
This new graph we all the deorated graph G˜, whih
possesses N = |V | + |E| verties. The ruial point is
now to identify the verties in G˜ with the qudits that
we hose as a produt basis in the denition of the state
|ϕG〉. The original verties (that appear in G and in
G˜) are alled vertex qudits and the qudits that were
added at the edges are alled edge qudits. The ini-
dene matrix of the deorated graph G˜ is now (1|Bσ)
with |ϕG〉 =
∑
s∈ZNq
| (1|Bσ)T s〉, where for eah sum-
mand |s〉 ∣∣(Bσ)T s〉 the state |s〉 is a state of the vertex
qudits and
∣∣(Bσ)T s〉 is a state of the edge qudits. We
note that the original method is a restrition of the just
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FIG. 4: Alternative enoding shemes II: Vertex models. This gure shows an example of an enoding of a lassial interation
pattern into a vertex model, where eah thik line represents one Bell pair. In this example, eah lassial spin site enters
in two four-site lassial interations. Aordingly, four edge qubits (irle with dashed irumferene) form the smallest
subsystem of the Hilbert spae used for the overlap states |αε〉.
proposed mapping of verties to the edge qudits.
A seond way of mapping the graph G to another one
that an be used to onstrut the utspae of |ϕG〉 is the
following. Let us add one vertex to the graph G that is
onneted to all other verties. Let us all this vertex
h and the new graph G + h. The inidene matrix of
G+ h is
B (G+ h)
T
=


Bσ (G)T 0
1
1
.
.
.
1

 .
The vetor of lassial spin sites s has to be extended
to inlude the site h, hene we obtain a new vetor s′ =
(s, sh). The anonial way to onstrut |ψG+h〉 now is
|ψG+h〉 =
∑
s
′
∣∣∣B (G+ h)T s′〉
=
∑
s,sh
∣∣∣Bσ (G)T s〉 |s + (sh, sh, ...sh)〉
= 2
∑
s
∣∣∣Bσ (G)T s〉 |s〉 ,
beause for all values of sh, the equation∣∣∣Bσ (G)T (s+ (sh, sh, ...sh))〉 = ∣∣∣Bσ (G)T s〉
holds. Hene |ψG+h〉 = 2 |ϕG〉.
A onlusive remark seems appropriate. As has been
shown, the stabilizer of the states are derived from the
inidene matrix of their interation graph. In the ase
of |ψG〉, the span of the rows of Bσ forms the utspae
diretly. Following the arguments in the setions above,
the stabilizer of |ϕG〉 is onstruted analogously, but
from the span of the rows of the matrix
(
1|V ||Bσ
)
or
B (G+ h)
T
instead. Although obviously being related,
the dierene in the onstrution hanges the quantum
states qualitatively to a great extend. For instane,
when onstruting |ϕG〉 we do not obtain the same state
lasses as in the examples (5). Instead of the state(∑N−1
j=0 |jx〉
)⊗N
(in ase of a tree graph), or the state∑N−1
j=0
(
|jx〉⊗N
)
(in ase of a yle) or the tori ode
state, we always obtain states that are loally equivalent
to one-dimensional or two-dimensional luster states, re-
spetively.
Finally, by means of measurements, we are able to ob-
tain the state |ψG〉 from the state |ϕG〉. By overlapping
the vertex qudits of |ϕG〉 with the state
(∑q−1
j=0 |j〉
)⊗|V |
we immediately reover |ψG〉. On the one hand, this for-
mally has the meaning of projeting out the dimensions
of the state that are stabilized by operators orrespond-
ing to the 1|V |-part in the matrix
(
1|V ||Bσ
)
. On the
other hand, it has the physial interpretation of setting
15
the loal external elds to zero.
2. Going from the general piture to |ϕG〉 and |ψG〉
The states |ϕG〉 and |ψG〉 enode two-body intera-
tions. Hene the sheme that is a diret super-set of the
|ϕG〉 and |ψG〉 enodings is the GHZ sheme. Let this
GHZ state be |GHZ〉.
Contrations with states
∣∣α(ij)〉 that do not disrimi-
nate between quantum states |si〉ei |sj〉ej with the same
value of |si − sj |q yield diretly the appropriate quan-
tum desription for |ψG〉. To obtain the stabilizer de-
sription for this ase, eah sub-state of |GHZ〉 on-
sisting of a pair |si〉ei |sj〉ej that is measured against a
two-qudit state
∣∣α(ij)〉 is identied with a new single
qudit. This qudit in turn orresponds to an edge in
the adjaeny matrix of the graph G dening the state
|ψG〉. The verties G orrespond to the GHZ sub-states
in the state |GHZ〉. Hene all the information about
the graph G an be reovered from the graphial sheme
orresponding to |GHZ〉. The state |α′〉 that enodes
the interation strengths is not diult to nd either.
Sine
∣∣α(ij)〉 does not disriminate between quantum
states |si〉ei |sj〉ej with the same value of |si − sj |q, we
obtain
∣∣∣α′(ij)〉 =∑
s

 ∑
|si−sj |q=s
e−βh(si,sj)

 |s〉 .
Reovering a desription of |GHZ〉 in terms of a
state |ϕG〉 an be performed similarly, provided that
the Hamiltonian funtion terms an be written as
h (si, sj) = h¯ij
(
|si − sj |q
)
+ hi (si) + hj (sj) .
The GHZ state in the general enoding is a produt
state of smaller GHZ states
|GHZ〉 =
⊗
k
|GHZk〉 .
Eah of the states |GHZk〉 has to be extended by one
site by the mapping
|GHZk〉 =
∑
s
Nk⊗
i=1
|s〉i 7→
∑
s
Nk+1⊗
i=1
|s〉i =: |GHZ ′k〉 .
To obtain the stabilizer desription for this ase, eah
sub-state of |GHZ〉 onsisting of a pair |si〉ei |sj〉ej that
is ontrated with a two-qudit state
∣∣α(ij)〉 is identied
with a new single (edge) qudit of the deorated graph
orresponding to |ϕG〉. This edge-qudit in turn orre-
sponds to an edge in the adjaeny matrix B of the
graph G = (1|B) dening the state |ϕG〉. The sub-
states that are not measured this way are the ones that
were added in the mapping above. These will be used to
enode the loal elds and hene will be mapped to the
vertex qudits of the deorated graph dening the state
|ϕG〉. The part that is more ompliated here than in
the ase of |ϕG〉 is nding the new state |α′〉 enoding
the interation strengths. To do so, we have to nd, for
eah term of the Hamiltonian funtion h (si, sj), a or-
responding form h (si, sj) = h¯ij
(
|si − sj |q
)
+ hi (si) +
hj (sj). The part h¯
(
|si − sj|q
)
will be enoded in the
part of |α′〉 that is measured against the edge-qudits,
e.g.,
∣∣∣α′(ij)〉 =∑
s

 ∑
|si−sj |q=s
e−βh¯ij(|si−sj |q)

 |s〉 .
The loal eld orresponding to the vertex qudit with
states |sk〉Nk+1, belonging to the extended GHZ sub-
state |GHZk〉, is found by a summation of all orre-
sponding elds
hNk+1 (sk) =
Nk∑
j=1
hj (sk) ,
where hj (sj) are the new terms of the Hamiltonian fun-
tion gained from the original terms h (si, sj), that be-
long to measurements on sites on the GHZ sub-state
|GHZk〉.
VI. APPLICATIONS
This setion ontains appliations of the framework
given in the setions above. The rst appliation shows
how to derive the relation between a lassial spin model
on a graph and the orresponding model on the dual
graph. The seond appliation shows the impliations
of quantum mehanial symmetries existing in our de-
sription of lassial systems by means of a quantum
system.
Finally, we investigate the possibility to use simula-
tions of the quantum system on a lassial omputer in
order to obtain the statistis of quantum measurement
results. This investigation yields some insight into the
omplexity of the omputation of the partition fun-
tion and orrelation funtions of the lassial system.
We give a suient riterion for the struture of the
interation graph of the lassial model, suh that the
omputation of the partition funtion and orrelation
funtions sale polynomially with system size.
A. Duality relations for planar graphs
We review Ref. [11℄. From graph theory it is known
that for any planar graph G we an onstrut its dual
graph D. In this setion we want to demonstrate that
the partition funtion ZG of a lassial spin model de-
ned on the graph G and the partition funtion ZD of
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the model derived on the orresponding dual graph D
have a simple and meaningful relation.
To show this, we note that any orientation σ of a
graphGσ indues an orientation of its dual graphD [16℄,
whih we also denote by σ (we refer to [16℄, page 168
for details). Moreover the inidene matries B (Dσ)
and B (Gσ) orresponding to the two graphs have the
property B (Gσ)B (Dσ)
T
= 0 and the spaes gener-
ated by the rows of these matries are eah others duals
CG (q)
⊥
= CD (q) . Hene, the stabilizer of |ψD〉 an be
written as
S|ψD〉 = {X (v)Z (u) |v ∈ CD (q) , u ∈ CG (q)} .
The quantum Fourier transform,
F :=
1√
q
q−1∑
j,k=0
e
2piikj
q |j〉〈k| ,
has the property to map X and Z to eah other un-
der onjugation: FXF † = Z and FZF † = X , and an
aordingly be used to map S|ψD〉 to S|ψG〉, one-to-one,
sine F⊗NX (v)Z (u)
(
F⊗N
)†
= Z (v)X (u) . Consider-
ing the identity
ρS =
1
qN
∑
g∈S
g
for the density matrix ρS of a stabilizer state that is
stabilized by the qN operators in S, we infer that
|ψD〉 = F⊗N |ψG〉 .
The orresponding partition funtion ZG an thus be
rewritten as
〈ψG|
(⊗
e∈E
|αe〉
)
= 〈ψD|
(⊗
e∈E
|α′e〉
)
,
where |α′e〉 = F † |αe〉. This transformation arries
over to the energy terms in the Hamiltonian fun-
tion of the model on the dual graph, where we nd
ZG (q, σ, {he}) = ZD (q, σ, {h′e}) with new energy terms
h′e, whih are derived from the old ones by
e−βh
′
e(j) :=
1√
q
q−1∑
k=0
e−
2piikj
q e−βhe(k)
for every j = 0, ..., q − 1.
We now want to examine the relation of the the Potts
model on a graph G without external eld and its orre-
sponding model on the dual graph D. The Potts model,
haraterized by the Hamiltonian funtion
H ({si}) = −
∑
e=
〈
i,j
〉 Jeδij ,
is enoded in two quantum states, |ψG〉 and
⊗
e∈E |αe〉
with
|αe〉 = |α〉
Potts
= eβJe |0〉+
q−1∑
j=1
|j〉 .
The appliation of F † on |αe〉 yields
q1/2e−βh
′
e(j) =
{
eβJe + q − 1 if j = 0
eβJe − 1 if j = 1, ..., q − 1.
Sine the energies are again the same for all j = 1, ..., q−
1, we have another Potts model (on the dual graph D)
whose interation strength J ′e fullls the relation
eβJ
′
e :=
eβJe + q − 1
eβJe − 1 .
Equivalently, we write
(
eβJ
′
e − 1
) (
eβJe − 1) = q, and
hene reover the well known high-low temperature du-
ality relation for the Potts model partition funtion [1℄.
B. Loal symmetries
See Ref. [11℄. Loal symmetries of stabilizer states
an be used to show that several dierent models of
lassial spin systems atually have the same partition
funtions. More preisely, any loal unitary U =
⊗
e Ue
operator with eigenstate |ψG〉
U |ψG〉 = λ |ψG〉 (11)
generates a model with the same interation pattern
but modied interation strengths. Using Eq. (11) we
obtain the symmetry relation
(
⊗
e∈E
〈αe|) |ψG〉 = (
⊗
e∈E
〈α˜e|) |ψG〉
where ⊗
e∈E
|α˜e〉 = λ∗U
⊗
e∈E
|αe〉 .
The mapping
q−1∑
j=0
e−βhe(j) |j〉 = |αe〉 7→ Ue |αe〉 =
q−1∑
j=0
e−βhe(j)Ue |j〉
implies another mapping of the energies dening the
prefators of the basis states |j〉. This an lead to un-
physial interation strengths, e.g., imaginary ones.
Similarly, a relation for the states |ϕG〉 an be found,
where the loal symmetry is now orresponding to a
hange of interation strengths and loal eld strengths
(
⊗
v∈V
〈α′v|
⊗
e∈E
〈αe|) |ϕG〉 = (
⊗
v∈V
〈α˜′v|
⊗
e∈E
〈α˜e|) |ϕG〉 ,
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where ⊗
v∈V
|α˜′v〉
⊗
e∈E
|α˜e〉 = λ∗U
⊗
v∈V
|α′v〉
⊗
e∈E
|αe〉 .
The eet on the orrelation funtion is again similar,
but generially dierent orrelation funtions will, by
the same symmetry transformation, be mapped to the
orresponding orrelation funtions of dierent models.
By denition, the state |α〉 enabling us to read out the
value 〈si1 , si2 , ..., sin〉β is
⊗
v∈V |α′v〉
⊗
e∈E |αe〉 with
|αe〉 =
q−1∑
j=0
e−βhe(j) |j〉
|α′v (i1, ..., in)〉 =
q−1∑
j=0
cos (2pij/q)
mν e−βbv(j) |j〉 ,
where mν is the number of ourrenes of ν in the n-
tuple (i1, ..., in). Now
Uν |α′v (i1, ..., in)〉 = Uν
q−1∑
j=0
cos (2pij/q)mν e−βbv(j) |j〉 ,
so in general not only he (j) and bv (j) will be al-
tered, but the prefators cos (2pij/q)
mν
play the role of
weights. These are spei for the orrelation funtion
in question and enter the alulation of the energy terms
bν (j) belonging to the symmetry.
The fat that the states |ψG〉 and |ϕG〉 are stabi-
lizer states is advantageous, beause all elements from
the stabilizer dene suh a symmetry operation already,
whih we will use in the following examples.
Example 11. We onsider now the hange of a lassial
model with q = 2 enoded into a state |ψG〉, aused by
a symmetry operation. Let the lassial graph have a
vertex a with a set of edges Ea onneting to it. One
olumn ca of the inidene matrix orresponds to the
vertex a. The stabilizer element X (ca)Z (0) applied to
the state |α〉 (enoding the interation strengths) maps
all interations strengths Je, e ∈ Ea to −Je and does
not touh the other ones. We hene obtain the result
that
Z ({Je}) = Z
({
J˜e
})
,
where
J˜e =
{
−Je e ∈ Ea
Je otherwise
.
Next, we onsider the hange of a lassial model
with q = 2 enoded into a state |ϕG〉, whih is aused
by a symmetry operation. The matrix generating the
utspae is now C = (1|B)T . The onstrution of the
loal unitary symmetry operation using one olumn of
C, like in the example above, yields now
Z ({bν , Je}) = Z
({
b˜ν , J˜e
})
,
where
J˜e =
{
−Je e ∈ Ea
Je otherwise
and b˜a = −ba and b˜ν = bν otherwise.
C. Simulations on lassial omputers
An interesting aspet of the proposed mapping from
lassial to quantum systems is the established link
between two dierent mathematial formalisms. As
shown, algorithms for the omputation of overlaps of
stabilizer states with produt states an be used to om-
pute partition sums and orrelation funtions of lassial
spin systems  and vie versa. In both ases, hard and
omputationally feasible instanes of these alulations
are known, and we an now extend eient algorithms
from one domain to the other. This onnetion allows
us to prove the following
Theorem 12. There exists an algorithm that allows
one to ompute the partition funtion and the orrela-
tion funtions of lassial spin models dened on graphs
exatly and with an eort that sales polynomially in the
number of spin sites, provided that the tree-width of the
graph used to dene the lassial model sales logarith-
mially in the number of spin sites.
The proof is rather tehnial and is given in ap-
pendix C. Thus, one nds that partition funtions on
graphs whih are suiently similar to a tree graph (a
property made preise by the notion of tree-width) an
be eiently evaluated. Similar results have been ob-
tained in, e.g., Refs. [14℄.
D. Relations to measurement based quantum
omputation
In this setion we disuss how the mappings between
lassial spin systems and the quantum stabilizer for-
malism presented in this work, may provide insights in
the study of measurement-based (or one-way) quan-
tum omputation (MQC).
The one-way quantum omputer is a model of quan-
tum omputation introdued in Ref. [10℄. In ontrast to
the quantum iruit model, where quantum omputa-
tions proeed by unitary evolutions, in MQC any om-
putation is realized via single-qubit measurements only.
More preisely, a one-way quantum omputation essen-
tially onsists of two main steps: rst, a system of many
qubits is prepared in a highly entangled state, the 2D
luster state [19℄, whih is an instane of a stabilizer
state. Seond, part (possibly all) of the qubits in the
system are measured individually. The qubits are mea-
sured one after the other in a spei order, and eah
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qubit is measured in a ertain basis whih may (and typ-
ially does) depend on the outomes of previous mea-
surements. It is this measurement pattern whih de-
termines the quantum algorithm whih is implemented.
It was shown in Refs. [10, 20℄ that the one-way quan-
tum omputer is a universal model for quantum om-
puter, i.e., it is apable of (eiently) simulating every
quantum omputation performed within the quantum
iruit model. We refer to Ref. [20℄ for more details
about MQC.
Note that the model of MQC exhibits a remarkable
feature, namely that the entire resoure of a quantum
omputation is arried by the entangled luster state in
whih the system is initially prepared. Indeed, as loal
measurements an only destroy entanglement, all the
entanglement present within a one-way quantum om-
putation must be provided by the initial resoure state.
Therefore, in order to understand the omputational
power of quantum omputers, a study of the proper-
ties of 2D luster states, and other resoure states, is
alled for.
Even though it is by now well-established that the
2D luster states are universal resoure states for MQC
(and several other states have also been found to be
universal [21, 22℄, it is not yet fully understood whih
properties of these states are responsible for their uni-
versality. This issue has been the topi of reent in-
vestigations [21, 23℄ (see also [4, 13, 24, 25℄), where it
was studied under whih onditions a given quantum
state may be a universal resoure for MQC, and under
whih onditions it does not provide any omputational
speed-up with respet to lassial omputation. While
signiant progress has been made in these works, this
important problem is far from being fully understood.
What an the present onnetions between lassial
spin systems and quantum stabilizer states teah us
about MQC? To this end, onsider a one-way ompu-
tation having one of the stabilizer states |ϕG〉 or |ψG〉
as a resoure, where G is some graph. One may then
ask whih omputational power an suh resoure states
provide for MQC  i.e., whih states among the |ϕG〉 and
|ψG〉 are universal resoure states, and whih states are
fully simulatable lassially. Next we will see how the
relation between these quantum states and the assoi-
ated lassial spin systems, as established in this paper,
provides insights in this issue.
To do so, onsider Eq. (1), whih identies overlaps
between a resoure state |ηG〉 (≡ |ψG〉 or |ϕG〉) and a
produt state |α〉, as the partition funtion ZG of the as-
soiated lassial spin model on the graph G. Now note
that suh overlaps (to be preise, their squared modu-
lus) equal the probabilities of outomes of loal measure-
ments performed on the resoure state |ηG〉. Therefore,
if it is possible to ompute suh overlaps (and thus the
orresponding measurement probabilities) eiently, it
beomes possible to simulate loal measurement pro-
esses on suh a resoure, on a lassial omputer. Re-
soures for whih suh eient lassial simulation is
possible, by denition annot oer any omputational
speed-up as ompared to lassial omputation. Us-
ing Eq. (1), we now see that the problem of omputing
measurement probabilities of loal measurements boils
down to the evaluation of the partition funtion of the
assoiated lassial model. In partiular, we nd that
lassial models whih are solvablei.e., their parti-
tion funtion an be eiently evaluatedgive rise to
resoure states for whih the assoiated probabilities of
loal measurements an be omputed eiently. There-
fore, the present mappings establish a relation between
the solvability of a lassial spin systems and the om-
putational power of the assoiated resoure state.
Let us illustrate these relations with some examples
for Ising models on dierent lattie types, with or with-
out magneti elds (see also Figs. 1 and 2). Consider
e.g., the simple ase of a 1D Ising model with periodi
boundary onditions, without external eld. This model
is known to be solvable: its partition funtion an be
evaluated in a time whih sales polynomially with the
number of spins. Using our orrespondene, the assoi-
ated quantum state |ψG〉 is a GHZ state (see example
5). This state is known to be an eiently lassially
simulatable resoure state for MQC. A similar onlu-
sion an be drawn for the 1D Ising model in the presene
of an external eld, whih is solvable as well. Using our
mappings, the assoiated quantum state |ϕG〉 is a 1D
luster state, whih is indeed also known to be simu-
latable (see, e.g., [4℄). Finally, also the 2D Ising model
without eld is known to be solvable  this is Onsager's
famous result. The orresponding stabilizer state |ψG〉
is the tori ode state. And indeed, this state is a sim-
ulatable resoure  in fat, the latter property has been
shown in Ref. [13℄ by using the relation between this
state and the solvable 2D Ising model.
An Ising model whih is not solvable is the 2D Ising
model in the presene of an external eld. In fat, the
evaluation of its partition funtion is an NP-hard prob-
lem. The orresponding stabilizer state is the 2D (de-
orated) luster state. Interestingly, this state is a uni-
versal resoure for MQC. Therefore, we nd that also
in this ase the omputational diulty of a lassial
model is reeted in the quantum omputational power
of the assoiated quantum state.
VII. SUMMARY AND CONCLUSION
In this work, we have displayed several mappings from
Hamiltonian funtions of lassial spin systems to states
of quantum spin systems. We map the interation pat-
tern given by the Hamiltonian funtion of the lassial
system to quantum stabilizer states and the interation
strengths as well as loal eld strengths to quantum
produt states. The overlap of these states yields the
marosopi quantities of the thermal states of the las-
sial spin system: the partition funtion and orrelation
funtions at freely seletable temperatures (whih are
also enoded into the produt states).
The desribed mappings irumfere dierent lasses
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of admissible Hamiltonian funtions. From the original
and exemplary approah [11℄ suited for two-body inter-
ations without loal elds, we derive a more generalized
mapping apable to yield orrelation funtions as well as
to inlude loal elds. Finally, we introdue a version
apable to treat arbitrary Hamiltonian funtions with
n-body terms. Eah of these mappings is interesting in
its own right and oers an individual viewpoint and in-
dividual aspets in the formal approah. The relations
between the dierent mappings were investigated.
We moreover gave several appliations of the pro-
posed mappings, namely: a simple derivation of the du-
ality relation of a graph and its dual; a simple derivation
of the impat of loal symmetries of the stabilizer state
on the lassial model desribed by it; a onstrutive
proof of a suient riterion for the possibility to e-
iently evaluate of the thermal quantities of a lassial
spin system on a lassial omputer; and we disussed
the relation of the omputational aessibility of a lassi-
al spin system with the power of a quantum omputer.
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APPENDIX A: A PROOF FOR THE GIVEN
NUMBER OF STABILIZER ELEMENTS
In setion IVA we onstruted the set of opera-
tors X (v)Z (u) [see Eq. (8)℄ with v ∈ CG (q) and
u ∈ CG (q)⊥, where by onstrution CG (q) is the Zq-
sub-module of Z
N
q that is generated by the rows of the
inidene matrix Bσ. For this set to be a stabilizer of
the single state |ψG〉 it is neessary that |ψG〉 is a xed
point of these operators (as already shown in the indi-
ated setion) and that is has ardinality qN . The latter
point we show now.
Lemma 13. The number of independent operators gen-
erated by X (v)Z (u) [see Eq. (8)℄ with v ∈ CG (q) and
u ∈ CG (q)⊥ is qN .
Proof. We note that the module ZNq and hene also all
its sub-modules are free modules. Aordingly we an
hose a basis, from whih the modules or sub-modules
are generated respetively. With the salar produt
〈·| · ·〉 we onstrut an orthonormal basis {ci} and with
it the following mapping
ϕ : ZNq → ZNq , w 7→
∑
ci∈CG(q)
ci〈ci|w〉.
This is a module-homomorphism, sine for λ, µ ∈ Zq
and a, b ∈ ZNq
ϕ (λa+ µb) =
∑
ci∈CG(q)
ci〈ci|λa+ µb〉 =
λ
∑
ci∈CG(q)
ci〈ci|a〉+µ
∑
ci∈CG(q)
ci〈ci|b〉 = λϕ (a)+µϕ (b) ,
by the linearity of the salar produt. The kernel
of ϕ, ker (ϕ), is the set CG (q)
⊥
beause being a
(orthonormal) basis {ci} is independent. The range
of ϕ, ran (ϕ), is the set CG (q), beause for every
w ∈ CG (q) we have w =
∑
i λici and ϕ (w) =∑
ci∈CG(q)
∑
j λjci〈ci|cj〉 = w. The homomorphism ϕ,
as any module-homomorphism indues an isomorphism
Z
N
q /ker (ϕ) −˜→ran (ϕ) ,
whih provides us with the formula∣∣ZNq ∣∣∣∣CG (q)⊥∣∣ =
∣∣ZNq ∣∣∣∣ker (ϕ)∣∣ =
∣∣ran (ϕ)∣∣ = ∣∣CG (q)∣∣
relating the number of elements in these sets. This im-
plies
qN =
∣∣CG (q)⊥∣∣∣∣CG (q)∣∣. (A1)
The number on the r.h.s. equals the number of the on-
struted operators X (v)Z (u), whih are, as a set, iso-
morphi to{
(c, s) |c ∈ CG (q) , s ∈ CG (q)⊥
}
.
This onludes the proof. 
APPENDIX B: TENSOR TREE NETWORKS
AND TENSOR TREE STATES
We follow an approah of Shi, Duan and Vidal and
onsider the desription of states in terms of a tensor
network with tree struture [3, 14℄. We now want to
give a short overview of fundamental denitions and
theorems onerning these tensor tree states (TTS).
1. Basi denitions
The building blok of a tensor network are omplex
d1 × d2 × ... × dn tensors with elements Ai1i2...in . The
number n is alled the rank of the tensorA and the num-
ber dk is alled the rank of the index ik. The maximal
number d that the indies an assume, d = maxk dk, is
alled the dimension of the tensor. A summation over
two indies il and jl′ of ommon rank of two tensors A
[r]
and A[s],
A
[r,s]
i1i2...iˆl...inj1j2...jˆl′ ...jn′
=
∑
k
A
[r]
i1i2...(il=k)...in
A
[s]
j1j2...(jl′=k)...jn′
,
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is alled a ontration of the indies il and jl′ . A set
of tensors together with pairs of indies that are to be
ontrated is alled a tensor network. The maximal di-
mension D of all tensors, D = maxA d[A], is alled the
dimension of the network. Tensor networks an be rep-
resented by graphs: the eah vertex of the graph or-
responding to one tensor of the network and eah edge
orresponding to one pair of ontrated indies. The
indies to be ontrated are referred to as internal in-
dies and the other ones as open. The notation of graph
theory arry over to the tensor networks, e.g., we talk
about sububi tensor trees. A tree graph (network) is
alled sububi if eah vertex (tensor) has degree (rank)
1 or 3. The verties with rank 1 are alled leaves.
It is possible to write the oeients As of a generi
pure N -qudit state |ϕ〉 = ∑
s
As |s〉, where {|s〉} is a
produt basis, as a ontration of a xed set of ten-
sors. Trivially, one tensor of rank N and a dimension
equal to the number of states of the qudits is suient.
In fat, representations for any graph-struture an be
found, provided the rank of the internal indies being
suiently large. Depending on the internal struture
of the state to be represented, even representations with
internal indies of omparatively small rank might be
found, hene reduing the number of omplex parame-
ters representing the network. This displays the prini-
ple that the more struture there is in the state, the less
information is (potentially) needed to settle the remain-
ing degrees of freedom. Conversely, any tensor network
with N open indies an be used to dene a pure N -
qubit state.
As an illustrative example, the tree depited in
Fig. 5 a) orresponds to the state
|τ〉 =
∑
s
∑
ij
A0i1i2i3A
1
i1s0s1A
2
i2s2s3A
3
i3s4s5 |s〉 .
Another well known example of sububi tensor tree
states are the matrix produt states (MPS) with open
boundary onditions. They have the simple form
|MPS〉 =
∑
s
∑
ij
A0i0s0s1 |s0s1〉A1i0i1s2 |s2〉A2i1i2s3 |s3〉
× ...AN−1iN sN−1sN |sN−1sN 〉 .
2. Eient saling
A sububi TTN with N open indies (representing
a sububi TTS of N qudits) and dimension D depends
on at most O
(
ND3
)
omplex parameters. Thus, a fam-
ily of states over N qudits whose TTN-desription has
a dimension saling polynomially in N allows for a de-
sription with a number of parameters saling polyno-
mially in N . Conerning the ontrations of TTS with
produt states we obtain the following result, (see also
Refs. [3, 14℄)
Lemma 14. Calulating the overlap of a omplete prod-
ut state of N qudits with a sububi TTS of dimension
D over N qudits has a omplexity of at most O
(
ND3
)
.
Proof. Let the produt state be
|α〉 =
⊗
l∈leaves
|αl〉
and the TTS be |τ〉. The alulation of 〈α|τ〉 is a on-
tration of a sububi tensor network where the leaves
are tensors with values 〈αl|l〉. In a sububi tree, there
is at least one tensor with at least two leaves attahed.
A ontration of this tensor with its attahed leaves re-
quires an eort of order D3. If this tensor has three
leaves attahed we are done. If not, this tensor will now
be a leaf tensor attahed to one other tensor and the
tree will still be sububi. As before, the tree will now
have at least one tensor whih has at least two leaves
attahed. We ontinue this proedure and beause there
are N − 2 tensors in the tree, we end up with an eort
of the order ND3. 
Hene the ontration of a family of states over N
qudits, whose TTN-desription has a dimension saling
polynomially in N , with produt states of the appropri-
ate Hilbert spaes sales polynomially in N .
3. Entanglement in TTS
We want to state one more important result onern-
ing the entanglement ontent of TTS with dimension
D. Sine the rank of the index orresponding to an
edge onneting two tensors is limited by this number
D, only D linearly independent ombinations of states
orresponding to the sub-trees attahed to this edge are
possible. Hene we have
Lemma 15. The number of Shmidt oeients of a
TTS with dimension D in a bipartition of the qudits that
orresponds to utting exatly one edge in the graph of
the orresponding TTN is limited by D. This Shmidt
number an be reahed. 
APPENDIX C: A PROOF OF THEOREM 12
We will prove theorem 12 using the mahinery devel-
oped in the setions IV and V. The underlying idea of
the proof is to map the lassial spin problem (of nding
the partition funtion) to the orresponding quantum
problem (of nding an overlap), whih is then solved
by a simulation on a lassial omputer. To treat the
simulation aspet, we need some results from the the-
ory of tree tensor networks [3, 14℄. We will use the tree
tensor networks to enode the stabilizer states whih
are the images of the interation patterns of the lassi-
al spin systems. The neessary notation and theorems
have been summarized in the appendix B. With the
language developed there, we reformulate theorem 12.
21
FIG. 5: A sububi tensor network. The verties orrespond to tensors (irles) or physial sites (squares, leaves) respetively.
Edges indiate ontrations over ommon indies. The bipartition of a state orresponding to the ut of a single vertex annot
have any Shmidt-rank higher than the rank of the onneting indies. The lass of states generated by tensor networks
overs all possible pure states provided that the dimension of the network is suiently large.
1. Simulation omplexity for the states |ϕG〉 and
|ψG〉
Theorem 16. For the states |ψG〉 and |ϕG〉 (as dened
above) a tree tensor network desription an be om-
puted with an eort growing polynomially in the number
of lassial spin sites N , provided that the tree-width of
the graph G grows logarithmially in N . This tree ten-
sor network desription allows to ompute the overlaps
〈α|ψG〉 and 〈α′|ϕG〉 of these states with produt states
with an eort that grows polynomially in N .
Proof. The proof onsists of three parts. i) In a
preparatory step, we will summarize the ties between
the tree-width of G and the branh-width of its yle
matroid. ii) We will then use this result to derive a
bound for the Shmidt-rank of a TTN-desription of the
states |ψG〉 and |ϕG〉 and hene derive an upper bound
for the omputational eort to ompute the overlaps
〈α|ψG〉 and 〈α′|ϕG〉. iii) Finally we give an algorithm
to nd the (tensor-)oeients in the TTN-desription.
Parts ii) and iii) have been given in a similar form for
q = 2 already in Ref. [4℄.
i) Let us rst x some notation, whih an be found in
more detail, together with missing proofs, for example
in the referenes [16, 26, 28℄.
Denition 17. (matroid) A matroid is a set Ω together
with a rank funtion rk on its subsets. A rank funtion
fullls the following properties
• If A and B are subsets of Ω and A ⊂ B, then
rk (A) ≤ rk (B).
• For all subsets A and B of Ω,
rk (A ∩B) + rk (A ∪B) ≤ rk (A) + rk (B) .
• If A ⊂ Ω, then rk (A) ≤ |A| .
A speial instane of a matroid is the set of olumns
of the inidene matrix Bσ of a graph G = (V,E), alled
the yle matroid M (G) of the graph G.
A natural hoie of a rank funtion on a yle matroid
is the dimension of the span of the olumn vetors. Fol-
lowing the ideas of lemma 2 we dedue that with this
hoie of rank funtion and for a subset of olumn ve-
tors A we have the relation rk (A) = |V | − c, where c
is the number of onneted omponents in the graph
GA = (V,A).
Denition 18. (onnetivity funtion) With the rank
funtion rk of the yle matroid M (G) of the graph
G = (V,E) we dene the onnetivity funtion λ on a
subset of edges A ⊂ E by
λ (A) := rk (A) + rk (E −A)− rk (E) + 1.
It is a symmetri funtion with respet to A↔ E−A.
An important observation is that with rk (A) = |V | −
c(A) follows the equality
λ (A) := |V |+ c (E)− c (A)− c (E −A) + 1, (C1)
where c (E) , c (A) and c (E −A) are the numbers of
the onneted omponents in the respetive subsets of
edges.
Denition 19. (branh deomposition) Let T be a sub-
ubi tree (see appendix B and Fig. 5) with edges E.
The deletion of an edge e ∈ E of the tree orresponds
to a bipartition of the set of leaves of the tree, beause
the deletion divides the tree into two (onneted) om-
ponents. The set of bipartitions of leaves indued by a
tree is alled a branh deomposition of the leaves.
In the following we will identify the edges of our (de-
orated) interation graph G desribing the lassial spin
system with the leaves of a suitable tree. The set of pos-
sible trees then orresponds to a set of dierent branh
deompositions. With the onnetivity funtion we an
dene the branh width of a branh deomposition.
Denition 20. (branh-width) The branh-width
bT (λ) assoiated with the branh deomposition in-
dued by a tree T with edges ET is the value
bT (λ) := max
e∈ET
λ (Ae) ,
where Ae ⊂ E(T ) is the subset of edges belonging to
one of the remaining ontiguous sub-trees of tree T ob-
tained by deleting edge e ∈ E(T ) from tree T [note the
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symmetry λ(Ae) = λ(T −Ae).℄ The branh-width of the
yle matroid of G is dened as
b (λ) := min
T
bT (λ) .
With this notation, we formulate the following theo-
rems, to be found, together with the proofs, in Ref. [26℄.
Lemma 21. (Theorem 3.2 in Ref. [26℄) Let G be a
graph with at least one edge, and let M (G) be the yle
matroid of G. Then the tree-width of G equals the tree-
width of M (G). 
and
Lemma 22. (Theorem 4.2 in Ref. [26℄) Let M be a
matroid of tree-width t and branh-width b. Then
b− 1 ≤ t ≤ max (2b− 2, 1) .

In partiular this result tells us that the tree-width
is an upper bound to the branh-width. The next the-
orem, to be found in Ref. [27℄, now states that we an
algorithmially ompute a sububi tree that at least
omes lose to the optimal tree.
Lemma 23. (Theorem 2.12 in Ref. [27℄) For given
k, there is an algorithm as follows. It takes as input
a nite set EG with |EG| ≥ 2 [and the onnetivity
funtion λ℄. It either onludes that b (λ) > k or out-
puts a tree with bT (λ) ≤ 3k + 1. Its running time is
O
(
δ |EG|6 log |EG|
)
, where δ is the time to ompute λ.

Beause eient algorithms to ompute the tree-
width of a graph G (and hene with the lemma above,
upper bounds for the branh-width) are known, we an
assume to be able to input a k > b (λ). This way we al-
ways end up with a tree T with at most bT (λ) = 3k+1.
At the end of this part we know, given an interation
graph G with tree-width t, that we an eiently om-
pute a branh deomposition over the set of edges suh
that the branh-width assoiated with this deomposi-
tion is smaller than or equal to 3t.
ii) We now want to establish a link between the
χ−width assoiated with bipartitions of the states |ψG〉
and |ϕG〉 and the branh-width of the a tree induing
these bipartitions. To x some notation, we dene the
matrix
M :=
{
Bσ for |ψG〉(
1|V ||Bσ
)
for |ϕG〉 .
(C2)
We reognize that M is used to dene the stabilizer of
the respetive states, beause
CG =
{
MT s, s ∈ Z|V |q
}
.
Lemma 24. Let P∪Q = E with P∩Q = Ø be a biparti-
tion of the edges in the interation graph G = (V,E) de-
sribing the interation pattern of the lassial spin sys-
tem. Let |ηG〉 denote the quantum state whose stabilizer
is onstruted via M (e.g. |ϕG〉 or |ψG〉). The Shmidt
rank χ of the bipartition |ηG〉 =
∑χ
i=1 λi
∣∣ηPi 〉 ∣∣∣ηQi 〉,
where
∣∣ηPi 〉 and ∣∣∣ηQi 〉 are quantum states of the qudits
orresponding to the edges in P and Q respetively, sat-
ises the equality
χ = q|V |+c(E)−c(P )−c(Q),
where c (E) , c (P ) , c (Q) are the number of onneted
omponents in the graphs (V,E) , (V, P ) and (V,Q) re-
spetively.
Proof. Corresponding to the bipartition P ∪ Q = E
we have a bipartition of the olumns of the matrix
M . After performing some (unimportant) permuta-
tion of the olumns, the matrix M takes the form
M = (MP |MQ). Let c denote the number of olumns of
M and p and q the number of olumns of MP and MQ
respetively.
Now let S be the stabilizer of the state |ηG〉 and SP ⊂
S the subset of operators g that at trivially on the
qudits belonging to the labels in Q. We dene S¯P :=
{TrQ [g] , g ∈ SP }. From the theory of stabilizer states
it is known that |ηG〉〈ηG| = q−c
∑
g∈S g and hene
ρP =
TrQ [|ηG〉〈ηG|] = TrQ

q−c∑
g∈S
g

 = qq−c ∑
g∈S¯P
g
= q−p
∑
g∈S¯P
g.
The fator qq omes in beause the trae over all oper-
ators but 1 in the Pauli group is zero and TrQ[1] = q
q
.
Furthermore, the stabilizer is a group, so we have the
identity
(ρP )
2
=
q−2p
∑
g∈S¯P
g
∑
h∈S¯P
h = q−2p
∑
g∈S¯P
∑
h∈S¯P
h =
∣∣S¯P ∣∣
q2p
∑
h∈S¯P
h
=
∣∣S¯P ∣∣
qp
ρP .
We dene r := qp/
∣∣S¯P ∣∣ and obtain (rρP )2 = rρP .
Hene rρP is a projetor and has (after a possibly
neessary hange of basis and reordering of rows) the
form rρP = diag (1, ..., 1, 0, ..., 0), or equivalently, ρP =
diag
(
r−1, ..., r−1, 0, ..., 0
)
. Sine Tr [ρP ] = 1, we have
r−1rank (ρP ) = 1 and hene r equals the number of
Shmidt oeients in the bipartition of the state |ηG〉
aording to the sets of edges P and Q. Thus χ = r =
qp/
∣∣S¯P ∣∣.
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To obtain the number
∣∣S¯P ∣∣, we have now a look at
the matrix M = (MP |MQ), whih we will from now on
interpret as a linear mapping MT : Z
|V |
q → Zcq. Here,
MP is a |V | × p-matrix belonging to the olumns in P
and MQ is a |V |× q-matrix belonging to the olumns in
Q. Reall that the stabilizer is isomorphi to the set of
operators
X (v)Z (u) :=
⊗
c∈olumns of M
XvcZuc ,
where v ∈ CG (q) and u ∈ CG (q)⊥. Hene
∣∣S¯P ∣∣ is de-
termined by the number of vetors v′ ⊂ CG (q) and
u′ ∈ C⊥G (q) whose elements are 0 in the last q plaes
(e.g. v′ =
(
v′1, ..., v
′
p, 0, ..., 0
)
). Let this number for the
set CG (q) be zC = |CP (q)|, where
(
v′1, ..., v
′
p
) ∈ CP (q),
and the orresponding number for the set CG (q)
⊥
be
zC⊥ =
∣∣C⊥P (q)∣∣, where (u′1, ..., u′p) ∈ C⊥P (q). Then∣∣S¯P ∣∣ = zCzC⊥ .
Let us now alulate zC . The elements of CG are the
image vetors of MT . Furthermore, if s ∈ ker (MTQ),
then the image of s has the desired form MT s = v′ =(
v′1, ..., v
′
p, 0, ..., 0
)
. Considering that we an add any
vetor from the kernel ofMT to s without hanging the
image v, it is zC =
∣∣
ker
(
MTQ
)∣∣ / ∣∣ker (MT )∣∣.
Similarly, zC⊥ equals the number of elements in the
set CP (q)
⊥
where CP (q) = ran
(
MTP
)
. As shown as
part of Appendix A, this number is equal to zC⊥ =
qp/
∣∣
ran
(
MTP
)∣∣
as the target spae of the mapping MTP
is Zpq .
Another basi onsideration about the linear mapping
MTP : Z
|V |
q → ran
(
MTP
)
(note: a mapping between nite
spaes) tells us that
q|V | =
∣∣
ran
(
MTP
)∣∣ ∣∣
ker
(
MTP
)∣∣ ,
hene
zCzC⊥ =
qp
q|V |
∣∣ker (MTP )∣∣ ∣∣ker (MTQ)∣∣
|ker (MT )|
and
χ =
q|V |
∣∣ker (MT )∣∣∣∣ker (MTP )∣∣ ∣∣∣ker (MTQ)∣∣∣ .
From lemma 2 we now derive that
∣∣ker (MT )∣∣ = qc(E)
(with analogous results for MTP and M
T
Q). 
Remark 25. As a side remark we note the identities
r = qp/ |CP (q)|
∣∣C⊥P (q)∣∣ (C3)
and∣∣
ran
(
MTP
)∣∣ = |CP (q)| = q|V |/ ∣∣ker (MTP )∣∣ = q|V |−c(P ),
whih an be obtained from the proof above.
Corollary 26. Considering identity (C1), we dedue
that the Shmidt-rank χ of a bipartition of edge-qudits
E = A∪(E −A) and the onnetivity funtion λ dened
on the graph G satisfy the following equation
χ = qλ(A)−1.
Considering that the matrixM dened in Eq. (C2) is
the yle matroid linked to the states |ψG〉 and |ϕG〉 we
an now state the following important result, onluding
the seond part of the proof.
Corollary 27. Using the result of lemma 23 to nd,
by means of the matrix M , a branh deomposition of
the qudits in the states |ψG〉 and |ϕG〉, we an eiently
nd a sububi TTN desription suh that the Shmidt
number of all bipartitions following this branh deom-
position satises
χ ≤ q3t−1.
Aording to lemma 15, the dimension D of this TTS
is limited by 3t− 1 and hene, following lemma 14, the
eort to ompute the overlaps 〈α|ψG〉 and 〈α′|ϕG〉 grows
with at most O
(|EG| t3). 
iii) In this part we want to disuss how to ompute
the tensor entries in the TTS desription of the states
|ψG〉 and |ϕG〉, whih we will again denote generially
as |ηG〉 where no distintion is neessary. The ansatz
for the alulation of all tensor elements is the branh
deomposition of the edge qudits (onerning the edges
of the graph G = (V,EG)) indued by the tree tensor
network T with edges ET desribing the state. We selet
an arbitrary edge e0 ∈ ET of the tree to obtain an initial
bipartition EG = P ∪Q with Q = (EG − P ) of the edges
in EG, induing a bipartition of the set of qudits of the
state |ηG〉 . We will use the notation P and Q for the
edges and the orresponding qudits alike.
Let us onsider the Shmidt deomposition belong-
ing to the bipartition. Realling the proof of lemma
24, the Shmidt oeients of a deomposition |ηG〉 =∑
i λi |pi〉 |qi〉, where the states |pi〉 live on the Hilbert
spae of the edge qudits in a part P ⊂ EG and the
states |qi〉 live on the part Q = EG − P ⊂ EG an be
obtained immediately. They are all equal and have the
value λi = r
−1 =
∣∣S¯P ∣∣ /qp. We remember also that
there are exatly r of these oeients. Conerning the
Shmidt vetors, we onsider the following lemma.
Lemma 28. A Shmidt basis for a bipartition of the
edge qudits EG = P ∪Q, Q = EG − P of the state |ηG〉
is given by the set of states {|pi〉 |qi〉}ri=1 where
|pi〉 := q(p−|V |)/2
∑
cP∈CP
|cP + p˜i〉
|qi〉 := q(q−|V |)/2
∑
cQ∈CQ
|cQ + q˜i〉 .
Here p˜i ∈
(
C⊥P
)⊥
, suh that the osets p˜i + CP are dis-
tint for dierent values of i, and CP is the ut spae of
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the subspae belonging to the edges belonging to the edge
qudits in P . ({q˜i} ⊂
(
C⊥Q
)⊥
is dened analogously; all
additions in the kets are modulo q).
Proof. We look at the states |pi〉 rst; the states
|qi〉 are treated analogously. The set of states {|pi〉}
has to be an orthonormal set whih at the same time
is a set of eigenstates of the redued density operator
ρP = TrQ [|ηG〉〈ηG|]. We dene S¯P := {TrQ [g] , g ∈ SP }
and reall from the proof of lemma 24 that |ηG〉〈ηG| =
q−c
∑
g∈S g and hene ρP = q
−p
∑
g∈S¯P
g. Now eah
g ∈ S¯P an be written as g = X (v)Z (u) where v ∈ CP
and u ∈ C⊥P . Applying suh an operator to |pi〉 yields
q−(p−|V |)/2g |pi〉 = X (v)Z (u)
∑
cP∈CP
|cP + p˜i〉
=
∑
cP∈CP
|cP + p˜i + v〉 e2piiu·p˜i/q
=
∑
c′p∈CP
|c′P + p˜i〉 ,
sine p˜i ∈
(
c⊥P
)⊥
and cP is a group. The perpendi-
ularity property of the states |pi〉 stems from the fat
that the vetors p˜i are from distint osets for dierent
values of i. We furthermore alulate
〈pi|pi〉 = q(p−|V |)
∑
cP ,c′P∈CP
δcP ,c′P = 1
following from remark 25. The number of Shmidt ve-
tors is indeed r, beause the number of distint osets is,
with a slight generalization of the results of Appendix
A, espeially Eq. (A1), to C⊥P and
(
C⊥P
)⊥
,
∣∣∣(C⊥P )⊥ /CP ∣∣∣ = ∣∣∣(C⊥P )⊥∣∣∣ / |CP | =
Eq. (A1)
q|P |∣∣C⊥P ∣∣ |CP | =remark 25 r.
Having proven that the individual states |p˜i〉 and |q˜i〉
have the given form, we note that the pairing (p˜i, q˜i) for
eah i is not arbitrary and has to be found out. In the
following we give an algorithm to nd these pairs. We
assume in this ontext that joining the edges of P and
Q results in a mere onatenation of the orresponding
vetors to simplify the notation. This an always be
ahieved by a reordering of the edges. The algorithm
that we use is as follows
1. Find the set {p˜i}, an orthonormal basis {c˜Q} of
the spae CQ and a vetor (cP |0) ∈ C, where cP ∈
CP .
2. For eah p˜i nd one vetor (cP + p˜i|ai) ∈ C where
the hoie of ai is in priniple arbitrary and just
limited by the set of vetors in C. Keep the vetors
ai.
3. For eah vetor ai alulate the orresponding ve-
tor q˜i := ai −
∑
c˜Q
c˜Q (c˜Q · ai) .
By onstrution, the vetors q˜i are all elements of(
C⊥Q
)⊥
. Furthermore we notie that there are eient
algorithms for all these steps. 
This bipartition enables us to ompute all tensor en-
tries eiently.
Consider that using the TTN desription of the state
|ηG〉 the states |pi〉 and |qi〉 an be written as
|pi〉 =
∑
jk
A
[P ]
ijk |j〉P1 |k〉P2 , |pi〉 =
∑
jk
A
[Q]
ilm |l〉Q1 |m〉Q2
with suitable tensors A[P ] and A[Q] and states
|j〉P1 , |k〉P2 . The states |j〉P1 are living on the Hilbert
spae P1 belonging to the leaves (and hene to the
orresponding qudits) that are part of the sub-tree
of T attahed to the tensor A[P ] by its index i.
Also the states |j〉P1 an be written as |j〉P1 =∑
rsA
[P1]
jrs |r〉P11 |s〉P12 (analogous arguments apply to
the states |k〉P2 , |l〉Q1 , |m〉Q2 .) To be able to ompute
the entries of the tensors we hene need the states be-
longing to sub-trees whih an be derived from the ini-
tial Shmidt deomposition.
Lemma 29. Let |i〉E be a state on the qudits or-
responding to a set of edges E, dened as |i〉E =∑
cE∈CE
|cE + d (i)〉, where CE is the ut spae of the
inidene matrix of the graph G = (V,E) belonging to
the qudits as dened above. Let E = P ∪Q, Q = E −P
be a bipartition of the qudits. Then
|i〉E = |Pi〉 |Qi〉 ,
where
|Pi〉 =
∑
cP∈CP
|cP + d (i)P 〉
|Qi〉 =
∑
cQ∈CQ
∣∣∣cQ + d (i)Q〉 .
The states |Pi〉 and |Qi〉 live on the Hilbert spaes of P
and Q respetively and the vetors d (i)P and d (i)Q are
the parts of the vetor d (i) belonging to the respetive
qudits.
Proof. A reordering of the position of the qudits in
|i〉E , so that the merging of the vetors cP , cQ, d (i)P
and d (i)Q beomes a onatenation yields
|i〉E =
∑
cP∈CP ,cQ∈CQ
∣∣∣(cP |cQ) + (d (i)P |d (i)Q)〉
=
∑
cP∈CP ,cQ∈CQ
|(cP |cQ) + d (i)〉 .
The sets of vetors {cE} , {cP } and {cQ} are the im-
ages of the matries MTE ,M
T
P and M
T
Q of identity C2
respetively, where the index denotes the edges that the
olumns orrespond to. Sine ME = (MP |MQ), we ob-
tain the result that for eah cE there is exatly one pair
(cP , cQ) immediately. 
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We observe that the involved sets CP , CQ and the
vetors d (i)P , d (i)Q an be found eiently. Now we
write |i〉E =
∑
ijk Aijk |Pj〉 |Qk〉 and dedue that
Aijk = δijδik,
exept for A[0] and A[1] whih have to absorb the square
root of the Shmidt oeients also and hene A
[0,1]
ijk =
r−1/2δijδik.
This onludes the proof of theorem 16. 
2. The bipartite entanglement of the general
enoding shemes (e.g. GHZ-produt state and the
vertex model state)
So far we have only onsidered the omputational
omplexity using an enoding into the states |ψG〉 and
|ϕG〉. In this setion we want to extend the eieny
statement to the alternative enoding shemes disussed
in setion V.
The major modiation leading to these shemes and
ompliating the entanglement aspet is the extension
of measurements from one qudit to two or more. In a
branh deomposition, the sites being involved in these
measurements have to be plaed in their own sub-trees,
whih we will refer to as ontration sites. The on-
tration of the highly entangled states |αe〉 with these
ontration sites will in general not be eient, but sine
the size of the ontration sites is limited, this only leads
to a onstant omputational overhead. In a branh de-
omposition of a state of the extended enoding shemes
we an represent the ontration sites as leaves.
The remaining question is What is the entanglement
of bi-partitions in a branh deomposition where the
ontration sites are leaves? By onstrution, we im-
mediately nd that this question an be answered by
looking at the number of states (in our shemes those
are either q-dimensional Bell pairs or GHZ states) that
are shared by dierent ontration sites and ut by the
branh deomposition. See also Figs. 3 and 4.
One we ontrat the ontration sites in the graph-
ial representation of the general piture (like given in
Fig. 3) to single verties, we obtain a new graph where
the edges represent Bell pairs shared by ontration
sites. Graph theory immediately tells us that also in this
ase the tree width is the deisive quantity of the (on-
trated) graph that governs the minimum number of
states (and hene ebits) that have to be ut in a branh
deomposition. The tree width of the ontrated graph
is arried over from the underlying graph of the lassial
interation graph. Thus we an onlude that theorem
16 applies for the alternative enoding shemes as well,
and the deisive parameters an be derived immediately
from the respetive enoding patterns.
We also emphasize that non-planar graphs of loga-
rithmially bounded tree-width, as well as non-loal in-
terations are overed by this result. Results regarding
eient omputation of homogeneous Potts model par-
tition funtions on graphs of logarithmially bounded
tree-width have been obtained before, though with en-
tirely dierent methods. We emphasize that our ap-
proah, in ontrast to previous approahes, an handle
without diulty also inhomogeneous models. More-
over, it leaves a lot of spae for generalizations.
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