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Abstract
The purpose of this paper is to present an algorithm for computing the tangents of a real plane algebraic
curve. By this algorithm, all the slopes of the tangents to a real plane algebraic curve at a particular point
may be accurately represented via polynomial real root isolation.
c© 2006 Elsevier Ltd. All rights reserved.
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0. Introduction
As a geometric feature of real curves, the concept of tangents plays an important role in the
study of real plane algebraic curves. The tangents to a real plane curve at one of its points reflect
the status of this curve passing through the point. Let C be a real plane algebraic curve in the
real plane R2, P a particular point of C. By Proposition 9.5.1 in Bochnak et al. (1998), for a
sufficiently small open disk U with centre P , C ∩ (U \ {P}) consists of a finite number of semi-
algebraic connected components B1, . . . , Bk and there is a semi-algebraic homeomorphism pii
of the half open-closed interval [0, 1[ to Bi such that pii (0) = P for every i = 1, . . . , n. By
abusing Definition 9.5.2 in Bochnak et al. (1998), these components B1, . . . , Bk are called the
half-branches of C centred at P in this paper. The number k of the components B1, . . . , Bk is
independent of the radius of U , and k = 0 if and only if P is isolated.
According to the classical definition of tangents in real geometry, the concepts related to the
tangents of a real plane algebraic curve may be stated as follows:
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Definition. Let C be as above, let P be a particular point of C with coordinates (a, b), and B a
half-branch of C centred at P . If there exists an λ ∈ R ∪ {∞,−∞} such that limQ→P y−bx−a = λ
for Q ∈ B with coordinates (x, y) different from (a, b), the ray with initial point P , which is the
limit position of the ray
−→
PQ as Q approaches P along the half-branch B, is called the tangential
ray to B at P , and λ is called the slope of the tangential ray to B at P .
In this case, we shall say that the line λ(x − a)− (y − b) = 0 or x − a = 0 is the tangent to
B at P according as λ ∈ R or λ ∈ {∞,−∞}. The tangent (tangential ray) to B at P is called a
tangent (tangential ray) to C at P .
It is a classical fact that every half-branch centred at P has a unique tangential ray at P . For
the details, also refer to Theorem 2.4 in Section 2.
Clearly, a tangential ray to B at P is a half of the associated tangent. Thereby, two tangential
rays to C at P are perhaps distinct, even if their associated tangents are the same. For example,
let C be the circle defined by x2 + y2 = 1, P the point of C with coordinates (1, 0). Obviously,
C has exactly two half-branches centred at P: one upward, another downward. It is easy to see
that the two half-branches possess the upward and downward vertical tangential rays at P with
slopes −∞ and∞ respectively. But the line x − 1 = 0 is the only tangent to C at P .
Let C be a curve in the real plane R2 defined by the polynomial equation f (x, y) = 0, and P
a particular point of C with coordinates (a, b). If P is not singular, i.e. not all of ∂ f
∂x ,
∂ f
∂y vanish
at P , then the line ∂ f
∂x (a, b)(x − a) + ∂ f∂y (a, b)(y − b) = 0 is the only tangent to C at P . When
P is singular, the following method of computing the tangents to C at P is presented in some
literature (see, for example, Walker (1978) or section 4.2 in Sakkalis and Farouki (1990)):
If m is the minimal natural number such that not all derivatives of order m of f (x, y)
vanish at P , then the ratios λ : µ satisfying the following equality:
∂m f
∂xm
λm +
(
m
1
)
∂m f
∂xm−1∂y
λm−1µ+ · · · +
(
m
m
)
∂m f
∂ym
µm = 0 (?)
correspond exactly to the tangents µ(x − a)− λ(y − b) = 0 at P .
However, in the argument about the above result, the ground field is usually assumed to be
algebraically closed. Since the curves considered in this paper are real, our definition of tangents
should be classical. Thereby, when the above method is adopted, the following questions arise
naturally:
(1) Must every such real ratio λ : µ as above correspond to a tangent to C at P?
(2) Which ratio corresponds to a tangent to C at P if the answer to question (1) is No?
Actually, the answer to question (1) is No; see the example as follows:
Example. Consider the real curve C: 2x5 − x4y + xy2 − y3 = 0. It is easy to see that the origin
is a singular point of C. In this case, the corresponding equality (?) is 6λµ2− 6µ3 = 0. Thereby,
we get two real ratios 1:1, 1:0 satisfying the equality.
However, as is proved in what follows, the line x− y = 0 is the only tangent to C at the origin;
in other words, there is no real tangent, which corresponds to the real ratio 1:0, to C at the origin.
The determination of tangents is useful in tracing a real algebraic curve through a singular
point. As is discussed by Bajaj et al. (1988) and Hoffman (1988), this determination has practical
applications in geometric modelling. In this paper, we will present an effective method for
computing the tangents of a real plane algebraic curve. By this method, for a point P of an
algebraic curve C in R2, we may compute accurately the slopes of all tangential rays to C at
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P via polynomial real root isolation, and determine all the half-branches possessing the same
tangential ray at P . The main technique of this paper is to use signed subresultant sequences
(i.e., Sturm–Habicht sequences) in counting real roots of univariate polynomials.
1. Preliminaries
Before establishing the main results, we need some preliminaries. First, we extend the field R
of real numbers to an ordered field containing an infinitesimal element .
Let  be an indeterminate over R. Then the ordering ≤ of R can be extended uniquely to an
ordering of the field R(), denoted still by ≤, such that  is a positive and infinitesimal element
over R. Obviously, for a non-zero element gh ∈ R() with g, h ∈ R[], gh < 0, if and only
if the trailing coefficient of gh is negative as a univariate polynomial in  over R. Thereby, for
every non-zero g ∈ R[], we have sign(g) = sign(tcoeff(g; )), where tcoeff(g; ) stands for the
trailing coefficient of g as a univariate polynomial in  over R, and sign(g), sign(tcoeff(g; ))
are the signs of g, tcoeff(g; ) with respect to the orderings of R(), R respectively.
Denote by R the real closure of (R(),≤). Of course, assume thatR ⊂ R. Moreover, construct
the two subsets of R as follows:
A := {z ∈ R | For some positive number d ∈ R,−d ≤ z ≤ d},
M := {z ∈ R | For every positive number d ∈ R,−d ≤ z ≤ d}.
Obviously, M consists of all elements in R infinitesimal over R. By the structure of the
ordering ≤, we have R[] ⊂ A, and  ∈ M . By the familiar facts on real valuations (see
Proposition 1.3 in Knebusch (1973) or the relevant theorems in section 5 of Lam (1980)), A is a
real valuation ring of R, and M is the only maximal ideal of A. Moreover, (A,M) is compatible
with ≤; in other words, both A and M are convex in R with respect to ≤. In what follows, every
element in A is called bounded (over R), but every element in R \ A is called unbounded (over
R).
Let pi be the real place associated with the valuation ring A. Then pi is a mapping of R into
R ∪ {∞ −∞} satisfying the following conditions:
(1.1) The restricted mapping pi |A is an R-homomorphism of A onto R such that M is exactly
the kernel of pi |A.
(1.2) For ξ in R \ A, pi(ξ) = ∞ if ξ is positive, otherwise pi(ξ) = −∞.
(1.3) For any α, β ∈ R, α ≤ β implies pi(α) ≤ pi(β), where we adopt the convention:
−∞ < r < ∞ for all r ∈ R.
By condition (1.1), we have pi
(
g()
) = g(0) for every g ∈ R[z], and α − pi(α) ∈ M for all
α ∈ A.
In what follows, we adopt the usual symbols as follows: ]a, b[ (or [a, b]) stands for the open
(or closed) interval in R with endpoints a, b, and but ]a, b[R (or [a, b]R) stands for the open (or
closed) interval in R with endpoints a, b.
Now let θ ∈ M be a positive element. Then θ is infinitesimal over R. Clearly, θ
is transcendental over R. Thereby, for an indeterminate z, every element in R[θ ][z] may
be considered as a polynomial in θ over R[z]. For a non-zero g(z) ∈ R[θ ][z], denote
by tcoeff(g(z); θ) the trailing coefficient of g(z) as a polynomial in θ over R[z]. Clearly,
tcoeff(g(z); θ) ∈ R[z].
Lemma 1.1. Let θ and g(z) be as above. If B ∈ R is an upper bound for every real root of
tcoeff(g(z); θ), i.e., |e| < B for every real root e of tcoeff(g(z); θ), then every bounded root of
g(z) in R belongs to ]−B, B[R .
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Proof. Suppose that the lemma above is false. Then there is at least one bounded root α of g(z) in
R such that either α ≤ −B or α ≥ B. By the hypothesis, put g(z) = θ sg0(θ, z), where s ≥ 0, and
g0(θ, z) is a polynomial in θ overR[z] such that g0(0, z) 6= 0. Clearly, tcoeff(g(z); θ) = g0(0, z),
and g0(θ, α) = 0. Observe that θ ∈ M and α ∈ A. Then pi(θ) = 0, and pi(α) ∈ R. So we have
pi
(
g0(θ, α)
) = 0, i.e., g0(0, pi(α)) = 0. This implies that pi(α) is a real root of tcoeff(g(z); θ).
By condition (1.3), we have either pi(α) ≤ pi(−B) = −B or pi(α) ≥ pi(B) = B; this contradicts
the hypothesis of Lemma 1.1. The proof is completed. 
For any polynomial g in R[x, y], write lcoeff(g; y), deg(g; y) respectively for the leading
coefficient and the degree of g as a univariate polynomial in y over R[x]. Then lcoeff(g; y) ∈
R[x], and deg(g; y) is a non-negative integer if g 6= 0. Now, let f be a polynomial in R[x, y]
such that ∂ f
∂y 6= 0. According to the definition of signed subresultants (see Notation 8.52 in
Basu et al. (2003) or Definition 2 in Gonzalez-Vega et al. (1998)), we may obtain the following
sequence of polynomials in R[x, y]:
fd , fd−1, . . . , f0,
where d = deg( f ; y), and fi is the i-th signed subresultant of f and ∂ f∂y as polynomials over
R[x] in one variable y, i = 0, . . ., d .
In what follows, the sequence fd , fd−1, . . ., f0 is called the signed subresultant sequence of
f (x, y) relative to y.
Proposition 1.2. Let g(z) be as in Lemma 1.1. Then we may effectively compute the numbers of
bounded and unbounded roots of g(z) in R.
Proof. According to Lemma 1.1, we implement the following effective computations:
Step 1. Compute the signed subresultant sequence of g(z) relative to z, and delete those
polynomials that are identically 0 from this sequence. Then, a sequence of polynomials is
obtained as follows:
gm = g(z), gm−1, . . . , g0,
where m ≤ deg(g; z), and gi ∈ R[θ ][z], i = 0, . . . , m.
Step 2. Extract the trailing coefficient ui (z) of gi as a polynomial in θ and the leading
coefficient vi (θ) of gi as a polynomial in z, i = 0, . . . , m. Note: ui (z) ∈ R[z] but vi (θ) ∈ R[θ ]
for all i .
Step 3. Extract the leading coefficient ai of ui (z) and the trailing coefficient bi of vi (θ), i = 0,
. . . , m.
Step 4. Compute respectively the modified numbers W1, W2, W3 and W4 of sign changes in
the lists 〈(−1)deg(ui ;z)ai | i = 0, . . . ,m〉, 〈ai | i = 0, . . . ,m〉, 〈(−1)deg(gi ;z)bi | i = 0, . . . ,m〉
and 〈bi | i = 0, . . . ,m〉.
Then, we have the following claims:
(1) The number of bounded roots of g(z) in R is W1 −W2.
(2) The number of unbounded roots of g(z) in R is W2 +W3 −W1 −W4.
Indeed, by Corollary 9.33 in Basu et al. (2003), it is clear that the number of roots of g(z) in R
is V1−V2, where V1, V2 are the modified numbers of sign changes in the lists 〈(−1)deg(gi ;x)vi (θ) |
i = 0, . . . ,m〉 and 〈vi (θ) | i = 0, . . . ,m〉. Since θ is positive and infinitesimal over R, we have
sign(vi (θ)) = sign(bi ) for i = 0, . . . , m. So we have V1 − V2 = W3 −W4.
Take arbitrarily an upper bound B0 for every real root of tcoeff(g(z); θ). Obviously, there
is a sufficiently large element B ∈ R such that B0 < B, and sign(ui (B)) = sign(ai ) for
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i = 0, . . . ,m. Observe that the trailing coefficients of gi (θ,−B), gi (θ, B) as polynomials in θ
are (−1)deg(ui ;x)ui (−B), ui (B) respectively. In this case, the modified numbers of sign changes
in the lists 〈gi (θ,−B) | i = 0, . . . ,m〉, 〈gi (θ, B) | i = 0, . . . ,m〉 are W1, W2 respectively. By
Corollary 9.33 in Basu et al. (2003), the number of roots of g(z) in the open interval ] − B, B[ is
W1−W2. According to Lemma 1.1, the number of bounded roots of g(z) in R is W1−W2. This
completes the proof. 
Remark. By the proof of Proposition 1.2, it is easy to see that the numbers of negative and
positive unbounded roots of g(z) in R are W3 −W1, W2 −W4 respectively.
By an argument similar to the proof of Lemma 1.1, we may further establish the following
lemma.
Lemma 1.3. Let the notations be as in Lemma 1.1. If ]c1, d1[, . . . , ]cs, ds[ are disjoint open
intervals in R such that e ∈ ⋃1≤k≤s]ak, bk[ for every real root e of tcoeff(g(z); θ), then every
bounded root of g(z) in R belongs to
⋃
1≤k≤s]ak, bk[R .
Definition. Let h(z) be a univariate polynomial in R[z]. A sequence of open intervals ]c1, d1[,
. . . , ]ct , dt [ in R is called a set of isolating intervals for h(z), if the following conditions are
satisfied:
(1) −∞ < c1 < d1 ≤ c2 < d2 ≤ · · · ≤ ct < dt < ∞.
(2) For every k ∈ {1, . . . , t}, there is exactly one root of h(z) in ]ck, dk[.
(3) Every root of h(z) in R belongs to
⋃
1≤k≤t ]ck, dk[.
By Lemma 1.3, we may prove the following.
Theorem 1.4. Let g(z) be as in Lemma 1.1. Then we may effectively compute a univariate
polynomial h(z) ∈ R[z] and a finite number of open intervals ]c1, d1[, . . . , ]cs, ds[ in R such
that the following statements are true:
(1) −∞ < c1 < d1 ≤ c2 < d2 ≤ · · · ≤ ct < dt < ∞.
(2) For every k ∈ {1, . . . , s}, there is exactly one root of h(z) in ]ck, dk[.
(3) For every k ∈ {1, . . . , s}, there is at least one root of g(z) in ]ck, dk[R .
(4) Every bounded root of g(z) in R belongs to
⋃
1≤k≤s]ck, dk[R .
(5) If α is a root of g(z) in ]c`, d`[R for some ` ∈ {1, . . . , s}, then pi(α) is the root of h(z) in
]c`, d`[.
Proof. According to Lemma 1.3, we implement the following effective computations:
Step 1. Take h(z) as the trailing coefficient tcoeff(g(z); θ) of g(z) as a polynomial in the
variable θ . Note: h(z) ∈ R[z].
Step 2. By real root isolation for polynomials (see Algorithm 10.41 in Basu et al. (2003)),
find out a set of isolating intervals ]c1, d1[, . . . , ]ct , dt [ for h(z).
Step 3. For every k ∈ {1, . . . , t}, by Corollary 9.33 in Basu et al. (2003), check whether g(z)
has a root in the open interval ]ck, dk[R . Then collect all indexes k such that g(z) has a root in
]ck, dk[R .
Then, we may assert that the polynomial h(z) and the intervals ]c1, d1[, . . . , ]cs, ds[ are as
required in the proposition whenever {1, . . . , s} is the set of all collected indexes.
Indeed, statements (1–3) in the proposition are obviously true. By Lemma 1.3, it is easy to see
that statement (4) is true. Now assume that α is a root of g(z) in ]c`, d`[R for some ` ∈ {1, . . . , s}.
By the structure of the valuation ring A, α ∈ A. Put g(z) = θ sg0(θ, z), where s ≥ 0, and g0(θ, z)
is a polynomial in θ over R[z] such that g0(0, z) 6= 0. Clearly, h(z) = tcoeff(g(z); θ) = g0(0, z),
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and g0(θ, α) = 0. So we have
g0
(
0, pi(α)
) = pi(g0(θ, α)) = 0.
Thereby, pi(α) is a root of h(z) in R. From the inequalities c` < α < d`, we get
c` = pi(c`) ≤ pi(α) ≤ pi(d`) = d`.
This implies that pi(α)must be the only root of h(z) in ]c`, d`[, because the open interval ]c`, d`[
contains exactly one real root of h(z). Therefore, our assertion is verified. 
2. Determination of tangents
In this section, we will present an algorithm computing the tangents to a real plane algebraic
curve at a particular point.
In this section, F will denote a computable ordered subfield of R. For example, F = Q or
F = Q(β), where Q is the field of rational numbers, and β is a real algebraic number. Note:
Algorithms for arithmetic in Q(β) can be found in Loos (1982). Throughout this section, the
following symbols will be kept: C is a curve in R2 defined by the equation f (x, y) = 0, and
P is a particular point of C with coordinates (a, b), where f (x, y) ∈ F[x, y], and a, b ∈ F
such that f (a, b) = 0. Without loss of generality, we may assume that f (x, y) is primitive as a
polynomial over F[x] in the variable y, i.e., all the coefficients of f (x, y) as a polynomial over
F[x] in the variable y have no non-constant common factor. The primitivity of f (x, y) assures
that the number of intersection points of every vertical line with C is finite.
According to the geometric properties of real plane algebraic curves (cf. the relevant facts in
section 2 of Cucker et al. (1991) or in section 3 of Hong (1996)), there exist two positive numbers
δ, ∆ such that the following conditions hold:
(2.1) In the box ]a − δ, a + δ[× ]b − ∆, b + ∆[, the portion of C consists exactly of half-
branches centred at the point P .
(2.2) C does not intersect the top and bottom sides of the box ]a− δ, a+ δ[× ]b−∆, b+∆[.
(2.3) When r varies in ]a, a+ δ[, the number of intersection points of C with the vertical lines
x = r is constant, and the number of intersection points of C with the vertical lines x = r also is
constant when r varies in ]a − δ, a[.
(2.4) The univariate polynomial f (a, y) has the only root b in the closed interval [b−∆, b+
∆].
A half-branch of C centred at P in the box ]a, a + δ[× ]b−∆, b+∆[ is called a right-half-
branch centred at P (for short, a right-branch centred at P), and a half-branch of C centred at
P in the box ]a − δ, a[× ]b − ∆, b + ∆[ is called a left-half-branch centred at P (for short, a
left-branch centred at P).
Now, for such a curve as above with point P(a, b), define two new polynomials over R[] in
the variable z as follows:
φ+(, z) := f (a + , b + z), and φ−(, z) := f (a − , b − z).
Lemma 2.1. Let the notations be as above. Then, for two natural numbers s and t, the following
statements are equivalent:
(1) s and t are the numbers of right-branches and left-branches centred at P respectively.
(2) s and t are the numbers of roots of φ+(, z) and φ−(, z) in ]−∆,∆[R respectively.
(3) s and t are the numbers of roots of φ+(, z) and φ−(, z) in M respectively.
(4) s and t are the numbers of roots of f (a + δ, y) and f (a − δ, y) in ]b − ∆, b + ∆[
respectively.
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Proof. The equivalence of statements (1) and (4) follows immediately from conditions (2.1),
(2.2) and (2.3).
Let s and t be the numbers of right-branches and left-branches centred at P respectively. By
conditions (2.1), (2.2) and (2.3), the following sentence is valid in R:
∀x
(
a < x < a + δ → ∃(z1, . . . , zs)
(( ∧
1≤i< j≤s
zi 6= z j
)
∧
( ∧
1≤i≤s
f (x, b + zi ) = 0
)
∧( ∧
1≤i≤s
−∆ < zi < ∆
)
∧ ∀z
(
f (x, b + z) = 0 ∧−∆ < z < ∆→
∨
1≤i≤s
z = zi
)))
.
By the familiar Transfer principle for real closed fields (see Theorem 2.78 in Basu et al. (2003)
or Proposition 5.2.3 in Bochnak et al. (1998)), this sentence is also valid in R. Observe that
a < a + t < a + δ. This sentence implies that the number of roots of φ+(, z) in ]−∆,∆[R is
just s. Likewise, it may be verified that the number of roots of φ−(, z) in ]−∆,∆[R is just t .
Now let α be any root of φ+(, z) in ]−∆,∆[R . Then we have
f
(
a, b + pi(α)) = pi( f (a + , b + α)) = pi(φ+(α)) = pi(0) = 0.
From −∆ < α < ∆, it follows that −∆ ≤ pi(α) < ∆. By condition (2.4), necessarily
pi(α) = 0, i.e., α ∈ M . Observe M ⊆ ]−∆,∆[R . Hence, the number of roots of φ+(, z) in M
is also s. Similarly, it may be verified that the number of roots of φ−(, z) in M is t . The proof is
completed. 
Proposition 2.2. Let the notations be as above. Then we can effectively compute the numbers of
right-branches and left-branches of C centred at P.
Proof. Put Ψ+(, z) := zd f (a + , b + z−1) and Ψ−(, z) := zd f (a − , b + z−1), where d is
the degree of f (x, y) as a polynomial in y. Obviously, Ψ+(, z), Ψ−(, z) ∈ F[][z]. According
to the remark after Proposition 1.2, we may effectively compute the numbers s, t of unbounded
roots of Ψ+(, z) and Ψ−(, z). Obviously, for α ∈ R, α is an unbounded root of Ψ+(, z) (or
Ψ−(, z)) if and only if α is a non-zero root of φ+(, z) (or φ−(, z)) in M . Thereby, the number
of roots of φ+(, z) in M is s + 1 or s according as φ+(, 0) = 0 or φ+(, 0) 6= 0. Likewise, the
number of roots of φ−(, z) in M may be effectively determined. According to Lemma 2.1, the
numbers of right-branches and left-branches of C centred at P may be effectively determined.
This completes the proof. 
In Arnon et al. (1984), an alternative approach is provided by the box adjacency algorithm.
Lemma 2.3. Let the notations be as above. Then we have:
(1) If φ+(, η) = 0 for some η ∈ M, then pi( η ) is the slope of the tangential ray to some
right-branch of C at P.
(2) If φ−(, η) = 0 for some η ∈ M, then pi( η ) is the slope of the tangential ray to some
left-branch of C at P.
Proof. It is sufficient to prove statement (1); statement (2) may be similarly proved. LetR1, . . . ,
Rs be all distinct right-branches of C centred at P arranged in the order from below to above.
By Lemma 2.1, we may assume that η1, . . . , ηs are all roots of φ+(, z) = 0 in M such that
η1 < · · · < ηs . Without loss of generality, we further assume that η = η1.
Now, we proceed to prove that pi( η

) is the slope of the tangential ray toR1 at P by considering
the following possible cases:
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Case 1. pi( η

) = ∞, i.e., η

∈ R \ A is a positive unbounded element. Assume that
x0, z1, . . . , zs ∈ R such that 0 < x0 − a < , z1 < · · · < zs , and f (x0, z1) = · · · = f (x0, zs) =
0. Put θ := x0 − a. Then θ > 0 and θ ∈ M , i.e., θ is positive and infinitesimal over R. Thereby,
when both R() and R(θ) are regarded as ordered subfields of R, there is an order-preserving
R-isomorphism σ such that σ() = θ . Obviously, R is the real closure of both R() and R(θ).
By Lemma 3.8 in Prestel (1984) and Zorn’s lemma, it may be proved that σ can be extended to
an order-preserving automorphism of R, denoted still by σ . So, for i = 1, . . . , s, we have
f (x0, b + σ(ηi )) = σ ( f (a + , b + ηi )) = σ (φ+(, ηi )) = σ(0) = 0.
Observe that σ(η1) < · · · < σ(ηs), and all the roots of f (x0, b + z) must be z1 < · · · < zs .
Necessarily, σ(η1) = z1, i.e., σ(η) = z1. Now let D be any positive number D. Since η is a
positive unbounded element in R, we have η

> D. So we have σ( η

) > D, and z1x0−a > D.
By viewing u as , the following sentence is actually verified to be valid in R for any positive
number D:
∃u
(
0 < u < δ ∧ ∀(x, z1, . . . , zs)
(
0 < x − a < u ∧ z1 < · · · < zs ∧
f (x, b + z1) = · · · = f (x, b + zs) = 0→ z1x − a > D
))
.
Observe that all the constants in the sentence above belong to R. By the Transfer Principle, this
sentence is also valid in R. Hence, for any positive number D, there is u ∈ R such that the
following sentence is valid in R:
0 < u < δ ∧ ∀(x, z1, . . . , zs)
(
0 < x − a < u ∧ z1 < · · · < zs ∧
f (x, b + z1) = · · · = f (x, b + zs) = 0→ z1x − a > D
)
.
Let x0 be any real number such that 0 < x0 − a < u. Then x0 ∈ ]a, a + u[⊂ ]a, a + δ[,
and the line x = x0 intersects the half-branch Ci at the only point Qi , i = 1, . . . , s. Denote
by (x0, yi ) the coordinates of Qi , and put zi = yi − b, i = 1, . . . , s. Clearly, z1 < · · · < zs ,
and f (x0, b + z1) = · · · = f (x0, b + zs) = 0. By the validity of the second sentence, we
have z1x0−a > D, i.e.,
y1−b
x0−a > D. According to the definition of limits in analysis, we have
limx0→a+0
y1−b
x0−a = ∞. Observe that
y1−b
x0−a is just the slope of the secant PQ1 of R1 passing
through P , Q. By the definition of tangential rays in the Introduction, the slope of the tangential
ray toR1 at P is∞.
Case 2. pi( η

) = −∞, i.e., η

∈ R \ A is a negative unbounded element. In this case, it may be
similarly proved that −∞ is the slope of the tangential ray toR1 at P .
Case 3. pi( η

) = r ∈ R. In this case, by an argument similar to that of Case 1, we may prove
that the following sentence is valid in R for any positive number d:
∃u
(
0 < u < δ ∧ ∀(x, z1, . . . , zs)
(
0 < x − a < u ∧ z1 < · · · < zs ∧
f (x, b + z1) = · · · = f (x, b + zs) = 0→−d < z1x − a − r < d
))
.
Likewise, based on the validity of the sentence above, it may be verified that the slope of the
tangential ray toR1 at P is r . Hence, the proof is completed. 
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Actually, by a copy of the proof of Lemma 2.3, we may establish the following further result:
Theorem 2.4. Let the notations be as above, then we have:
(1) IfR1, . . . ,Rs are all distinct right-branches of C centred at P arranged in the order from
below to above, and all roots of φ+(, z) in M are η1 < · · · < ηs , then pi( ηi ) is the slope of the
tangential ray toRi at P, i = 1, . . . , s.
(2) If L1, . . . , Lt are all distinct left-branches of C centred at P arranged in the order from
above to below, and all roots of φ−(, z) in M are η1 < · · · < ηt , then pi( η j ) is the slope of the
tangential ray to L j at P, j = 1, . . . , t .
Theorem 2.4 reveals such a basic fact that every half-branch centred at P has a unique
tangential ray at P .
In what follows, for a univariate polynomial h(z) ∈ R[z] and an open interval ]a, b[ in R
such that h(z) has exactly one root in ]a, b[, the only real root of h(z) in ]a, b[ is represented by
(h(z); a, b). For a tangential ray to C at P , its slope is called finite if the slope is a real number;
otherwise, the slope is called infinite.
Lemma 2.5. Let the notations be as above. Then we can effectively compute all finite slopes of
tangential rays to C at P.
Proof. It suffices to compute all finite slopes of tangential rays at P for right-branches centred
at P; the computation for left-branches centred at P may be similarly implemented.
Based on the idea of blowing-up, the following polynomial g(z) over F[] in one variable z
is considered:
g(z) := f (a + , b + z).
According to Theorem 1.4 and its proof, we may effectively compute a polynomial h(z) ∈ F[z]
and a finite number of open intervals ]c1, d1[, . . . , ]cs, ds[ in R such that h(z) = tcoeff(g(z); ),
and statements (1–5) in Theorem 1.4 are true. Then, we have the following assertion:
(h(z); c1, d1), . . ., (h(z); cs, ds) are just all finite slopes of tangential rays at P for right-
branches centred at P .
Indeed, by statements (3, 5) in Theorem 1.4, there is at least one root αk of g(z) in ]ck, dk[
such that pi(αk) = (h(z); ck, dk) for every k ∈ {1, . . . , s}. By the definition of φ+(, z), we have
φ+(, αk) = 0. Evidently, αk ∈ M , k = 1, . . . , s. According to Lemma 2.3(1), (h(z); ck, dk)
(= pi(αk

)) is the slope of a tangential ray to some right-branch at P , k = 1, . . . , s.
Conversely, assume that λ is the finite slope of a tangential ray to some right-branch at P .
As in the proof of Lemma 2.3, let R1, . . . , Rs be all distinct right-branches of C centred at P
arranged in the order from below to above. Without loss of generality, we may assume that λ is
the slope of the tangential ray toR1 at P . Thereby, the following sentence is valid in R:
∀d
(
d > 0 −→ ∃u
(
0 < u < δ ∧ ∀(x, z1, . . . , zs)
(
0 < x − a < u ∧ z1 < · · · < zs ∧
f (x, b + z1) = · · · = f (x, b + zs) = 0→−d < z1x − a − λ < d
)))
.
By the Transfer Principle, the sentence above is also valid in R. Thereby, for the positive element
 in R, there is a u0 ∈ R such that 0 < u0 < δ, and the following sentence is valid in R:
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∀(x, z1, . . . , zs)
(
0 < x − a < u0 ∧ z1 < · · · < zs ∧
f (x, b + z1) = · · · = f (x, b + zs) = 0→− < z1x − a − λ < 
)
.
Put θ := u0. Obviously θ ∈ M , and 0 < θ < u0. Likewise, there is an order-preserving
R-automorphism τ of R such that τ(θ) = , since θ is positive and infinitesimal over R. Let all
roots of f (a + θ, y) in R be as follows: y1 < · · · < ys . Observe that z1 < · · · < zs , where
zi := yi − b, i = 1, . . . , s. By the validity of the second sentence, we have − < z1θ − λ < . By
the convexity of M in R, z1
θ
− λ ∈ M . This yields τ(z1)

− λ = τ( z1
θ
− λ) ∈ τ(M) = M . Clearly,
τ(z1)
η
∈ A, and pi( τ(z1)
η
) = λ.
On the other hand, by the equality f (a + θ, b + z1) = 0, we have f
(
a + , b + τ(z1)
) =
τ
(
f (a + θ, b + z1)
) = 0, i.e., g( τ(z1)

) = 0. Thus τ(z1)

is a bounded root of g(z) in R. By
statement (4) in Proposition 1.2, τ(z1)

∈ ]c`, d`[R for some ` ∈ {1, . . . , s}. It follows that
pi
(
τ(z1)

) = (h(z); c`, d`) from statement (5) in Theorem 1.4. So we have λ = (h(z); c`, d`).
Hence, our assertion is verified, and the proof is completed. 
As for the computation of all infinite slopes of tangential rays to C at P , we may establish the
following:
Lemma 2.6. Let the notations be as above. Then we can effectively compute all infinite slopes of
tangential rays to C at P.
Proof. In what follows, we compute all infinite slopes of tangential rays at P only for right-
branches centred at P .
Step 1. Compute the signed subresultant sequence of φ+(, z) relative to z, and delete those
polynomials that are identically 0 from this sequence. Then a sequence of polynomials may be
obtained as follows:
gm, gm−1, . . . , g0.
where gi ∈ F[][z], i = 0, . . . , m.
Step 2. Extract the trailing coefficients ui (z), vi (z) of gi , gi (z) as polynomials in 
respectively, i = 0, . . . , m. Note: ui (z), vi (z) ∈ F[z] for all i .
Step 3. Extract the trailing coefficient ai of ui (z) and the leading coefficient bi of vi (z), i = 0,
. . . , m.
Step 4. Compute respectively the modified numbers W1, W2, W3 and W4 of sign changes in
the lists 〈(−1)ti ai | i = 0, . . . ,m〉, 〈(−1)deg(vi ;z)bi | i = 0, . . . ,m〉, 〈bi | i = 0, . . . ,m〉 and
〈ai | i = 0, . . . ,m〉, where ti is the degree of the trailing term of ui (z), i = 0, . . . , m.
Then it remains to prove the following claims:
(1) There are exactly W1 −W2 tangential rays to C at P having the slope −∞.
(2) There are exactly W3 −W4 tangential rays to C at P having the slope∞.
In the proof of Lemma 2.5, we have obtained a polynomial h(z) ∈ F[z] and a finite num-
ber of open intervals ]c1, d1[, . . . , ]cs, ds[ in R such that all finite slopes of tangential rays at P
for right-branches centred at P are just (h(z); c1, d1), . . ., (h(z); cs, ds). By Step 3, there exist
two positive numbers d , D such that d〈∆, D〉max{|c1|, |ds |}, sign(ui (−d)) = sign((−1)ti ai ),
sign(vi (−D)) = sign((−1)deg(vi ;z)bi ), sign(ui (d)) = sign(ai ), and sign(vi (D)) = sign(bi ),
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i = 0, . . . , m. According to the definition of the ordering of R and the computation in Step 2, for
i = 0, . . . , m, we further have
sign(gi (−d)) = sign(ui (−d)) = sign((−1)ti ai ),
sign(gi (−D)) = sign(vi (−D)) = sign((−1)deg(vi ;z)bi ),
sign(gi (D)) = sign(vi (D)) = sign(bi ),
sign(gi (d)) = sign(ui (d)) = sign(ai ).
This implies that the modified numbers of sign changes in the lists 〈gi (−d) | i = 0, . . . ,m〉,
〈gi (−D) | i = 0, . . . ,m〉, 〈gi (D) | i = 0, . . . ,m〉 and 〈gi (d) | i = 0, . . . ,m〉 are W1, W2, W3
and W4 respectively. By Corollary 9.33 in Basu et al. (2003), the numbers of roots of φ+(, z) in
the open intervals ]−d,−D[R and ]D, d[R are W1 −W2 and W3 −W4 respectively.
In order to verify the claims above, it suffices to prove that the number of tangential rays to C
at P having the slope −∞ is W1 − W2, and the number of tangential rays to C at P having the
slope∞ is W3 −W4.
LetR1, . . . ,Rs be all distinct right-branches, arranged in the order from below to above, of C
centred at P , and let η1 < · · · < ηs be all roots of φ+(, z) in M . By Theorem 2.4, pi( ηi ) is the
slope of the tangential rays to Ri at P , i = 1, . . . , s. Obviously, pi( η1 ) ≤ · · · ≤ pi( ηs ). Assume
that pi( η1

) = · · · = pi( η`

) = −∞ where 0 ≤ ` ≤ s, but pi( ηk

) > −∞ whenever k > `. In
this case, for i ∈ {1, . . . , `}, we have ηi

< −D, because ηi

is a negative unbounded element.
Thereby, ηi < −D, i = 1, . . . , `. Moreover, for i ∈ {1, . . . , `}, we have−d < ηi , since ηi ∈ M
is infinitesimal over R. This implies that η1 < · · · < η` are roots of φ+(, z) in ]−d,−D[R .
Conversely, let η be any root of φ+(, z) in ]− d,−D[R . Obviously η ∈ A. Suppose η /∈ M .
Then pi(η) 6= 0. By the equality f (a+ , b+η) = 0, we have f (a, b+pi(η)) = pi( f (a+ , b+
η)
) = 0. From the inequality −∆ < −d < η < D, it follows that −∆ < −d = pi(−d) <
pi(η) ≤ pi(D) = 0. Thereby, the univariate polynomial f (a, y) has two distinct roots b, b+pi(η)
in the closed interval [b −∆, b +∆]; this contradicts condition (2.4) above. This yields η ∈ M .
Hence, η = ηp for some p ∈ {1, . . . , s}. Clearly, pi( ηp ) 6= ∞, since ηp < 0. Suppose pi( ηp ) 6=
−∞. By Lemma 2.3, pi( ηp

) is the finite slope of a tangential ray at P . According to the preceding
argument, pi( ηp

) = (h(z), cq , dq) for some q ∈ {1, . . . ,m}. So we have pi( ηp ) ∈ ]cq , dq [ ⊆
]c1, ds[, and |pi( ηp )| < max{|c1|, |ds |} < D. On the other hand, pi( ηp ) ≤ −D, since ηp < −D.
Then |pi( ηp

)| ≥ D, a contradiction. This implies pi( ηp

) = −∞, and η = ηp ∈ {η1, . . . , η`}.
Hence, η1, . . . , η` are just all roots of φ+(, z) in ]−d,−D[R , and ` = W1−W2. This implies
that claim (1) is valid. Likewise, claim (2) may be verified. This completes the proof. 
Remark. As is shown above, for a given polynomial f (x, y) ∈ F[x, y], define such new
polynomials g+(, z), g−(, z), φ+(, z) and φ−(, z) in F[][z] as follows:
g+(, z) := f (a + , b + z), g−(, z) := f (a − , b − z),
φ+(, z) := f (a + , b + z), and φ−(, z) := f (a − , b − z).
Clearly, we have
φ−(, z) = φ+(−,−z), g+(, z) = φ+(, z), and g−(, z) = φ+(−,−z).
Then the following facts, which are important for the forthcoming algorithmic design, are
obvious.
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(1) For α, β ∈ R ∪ {−∞,∞} with α < β and φ+(, α)φ+(, β) 6= 0, the number of
roots of φ+(, z) (or φ−(, z)) in ]α, β[R is just that of roots of f (a + , y) (or f (a − , y))
in ]b + α, b + β[R (or ]b − β, b − α[R). Hence the following statement is true:
If fm , fm−1, . . . , f0 is the sequence obtained by deleting those polynomials that are
identically 0 from the signed subresultant sequence of f (x, y) relative to y, then the number
of roots of φ+(, z) (or φ−(, z)) in ]α, β[R is the difference between the modified numbers of
fm(a + , b + z), fm−1(b + , b + z), . . . , f0(a + , b + z) at α and β (or fm(a − , b − z),
fm−1(a − , b − z), . . . , f0(a − , b − z) at β and α).
(2) If h+(z), h−(z) are the trailing coefficients of g+(, z), g−(, z) as polynomials in 
respectively, then h+(z) = ±h−(z).
(3) For an open interval ]a, b[ in R, α is a root of g+(, z) (or g−(, z)) in ]a, b[R , if and only
if α is a root of φ+(, z) (or φ−(, z)) in ]a, b[R .
On the basis of Lemmas 2.5 and 2.6, we can describe the following algorithm to compute the
slopes of all tangential rays to C at P for a real plane algebraic curve C with a particular point P .
Algorithm 2.7 (The Tangential Rays at a Particular Point on a Real Plane Algebraic Curve).
Structure. a computable ordered subfield F of R.
Input. a polynomial f (x, y) ∈ F[x, y], which is primitive as a polynomial over R[x] in the
variable y, a, b ∈ F such that f (a, b) = 0.
Output. a polynomial h(z) ∈ F[z], a set of isolating intervals ]c1, d1[, . . . , ]cs, ds[ for h(z),
two tuples (q+0, q+1, . . . , q+s, q+(s+1)), (q−0, q−1, . . . , q−s, q−(s+1)) of non-negative integers
such that, for the curve C defined by the equation f (x, y) = 0 and its point P(a, b), the following
assertions are true:
• The numbers of right-branches and left-branches of C centred at P are ∑s+1k=0 q+k and∑s+1
k=0 q−k respectively.
• In the order from below to above, the respective slopes of the tangential rays to right-branches
at P are as follows:
q+0 q+1 q+s q+(s+1)︷ ︸︸ ︷−∞, . . . , −∞, ︷ ︸︸ ︷α1, . . . , α1, . . . , ︷ ︸︸ ︷αs, . . . ., αs, ︷ ︸︸ ︷∞, . . . , ∞ .
where αk is represented by (h(z), ck, dk), k = 1, . . . , s.
• In the order from above to below, the respective slopes of the tangential rays to left-branches
at P are as follows:
q−0 q−1 q−s q−(s+1)︷ ︸︸ ︷−∞, . . . , −∞, ︷ ︸︸ ︷α1, . . . , α1, . . . , ︷ ︸︸ ︷αs, . . . ., αs, ︷ ︸︸ ︷∞, . . . , ∞ .
where αk is represented by (h(z), ck, dk), k = 1, . . . , s.
Procedure.
(1) Compute the two new polynomials φ+(, z) and φ−(, z) in F[][z] defined as follows:
φ+(, z) := f (a + , b + z), φ−(, z) := f (a − , b − z).
(2) Extract the trailing coefficient h(z) of φ+(, z) as a polynomial in . Moreover, by real
root isolation for polynomials, compute a set of isolating intervals ]c1, d1[, . . . , ]cs, ds[ for h(z).
(3) Compute the signed subresultant sequence of f (x, y) relative to y, and delete those
polynomials that are identically 0 from this sequence. A sequence may be obtained as follows:
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fm, fm−1, . . . , f0,
where fi ∈ F[x, y], i = 0, . . . , m.
Thereby, the following sequences may be obtained as follows:
φ+i (, z) := fi (a + , b + z), i = 0, . . . ,m;
φ−i (, z) := fi (a − , b − z), i = 0, . . . ,m.
(4) Extract respectively the trailing coefficients u+i (z), v+i (z) of φ+i (, z), φ+i (, z) as
polynomials in , i = 0, . . . , m.
Likewise, the trailing coefficients u−i (z), v−i (z) of φ−i (, z), φ−i (, z) as polynomials in 
may be respectively extracted, i = 0, . . . ,m.
(5) Extract the trailing coefficient a+i of u+i (z) and the leading coefficient b+i of v+i (z) for
i = 0, . . . , m.
Likewise, extract the trailing coefficient a−i of u−i (z) and the leading coefficient b−i of v−i (z)
for i = 0, . . . , m.
(6) Count respectively the modified numbers W+1, W+2, W+3 and W+4 of sign changes
in the lists 〈(−1)t+i a+i | i = 0, . . . ,m〉, 〈(−1)deg(v+i ;z)b+i | i = 0, . . . ,m〉, 〈b+i | i =
0, . . . ,m〉 and 〈a+i | i = 0, . . . ,m〉, where t+i is the degree of the trailing term of u+i (z),
i = 0, . . . , m.
Likewise, count respectively the modified numbersW−1,W−2,W−3 andW−4 of sign changes
in the lists 〈(−1)t−i a−i | i = 0, . . . ,m〉, 〈(−1)deg(v−i ;z)b−i | i = 0, . . . ,m〉, 〈b−i | i =
0, . . . ,m〉 and 〈a−i | i = 0, . . . ,m〉, where t−i is the degree of the trailing term of u−i (z),
i = 0, . . . , m.
(7) For k = 1, . . . , s, by Corollary 9.33 in Basu et al. (2003), count respectively the numbers
q+k , q−k of roots of φ+(, z), φ−(, z) in ]ck, dk[.
Put q+0 := W+1 − W+2, q−0 := W−2 − W−1, q+(s+1) := W+3 − W+4, and q−(s+1) :=
W−4 −W−3.
Proof of correctness. It follows from Lemmas 2.5 and 2.6 and their proofs. 
Complexity analysis. Now assume that the (total) degree of f (x, y) is d.
(1) According to the complexity analysis of Algorithm 8.15 in Basu et al. (2003), computing
φ+(, z) and φ−(, z) takes O(
∑d
j=1 j ( j + 1)) arithmetic operations in F , i.e., the complexity
of this computation is O(d3).
(2) Extracting the trailing coefficient h(z) of φ+(, z), which is considered as a polynomial
in , is assumed to be costless. Observe that the degree of h(z) is at most d. By the complexity
analysis of Algorithm 10.41 in Basu et al. (2003), the complexity of computing a set of isolating
intervals ]c1, d1[, . . . , ]cs, ds[ is O((−log2(λ)+`+2)d3), where ` is the minimal natural number
such that ] − 2`, 2`[ contains all the real roots of h(z), and λ the minimal distance between two
complex roots of h(z).
(3) According to the complexity analysis of Algorithm 8.73 in Basu et al. (2003), computing
the sequence fm , fm−1, . . . , f0 requires O(d2) arithmetic operations in the domain F[x]. By
Proposition 8.68 in Basu et al. (2003), the degrees of the polynomials in x produced in the
intermediate computations are bounded by 2d2. The complexity of computing this sequence in
F is O(d6). Observe that m ≤ d , and fi is of degree ≤ 2d(d − 1) for every i ∈ {0, 1, . . . ,m}.
According to the complexity analysis of Algorithm 8.15 in Basu et al. (2003), computing the
sequences φ+m(, z), φ+(m−1)(, z), . . . , φ+0(, z) and φ−m(, z), φ−(m−1)(, z), . . . , φ−0(, z)
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takes O((d + 1)∑2d(d−1)j=1 j ( j + 1)) arithmetic operations in F , i.e., the complexity of this
computation is O(d7).
(4) Extracting the trailing coefficients u+i (z), v+i (z) is assumed to be costless, i = 0, . . . ,
m. Moreover, extracting the trailing coefficients u−i (z), v−i (z) is also assumed to be costless,
i = 0, . . . , m.
(5) As in (4), all the extractions in step (5) are assumed to be costless.
(6) Likewise, it is assumed to be costless to count the modified numbers W+1, W+2, W+3,
W+4, W−1, W−2, W−3 and W−4.
(7) Observe that s ≤ d , and the degrees of φ+i (, z) and φ−i (, z) are bounded by O(d2),
i = 0, . . . , m. By the complexity analysis of Algorithm 8.13 in Basu et al. (2003), the complexity
of evaluating φ+i (, ck), φ+i (, dk), φ−i (, ck) and φ−i (, dk) is O(d2), i = 0, . . . , m;
k = 1, . . . , s. Then the complexity of step (7) is O(d4).
Therefore, the complexity of Algorithm 2.7 is O((−log2(λ)+ `+ 2)d7). 
The effectiveness of Algorithm 2.7 may be assured, if all the coefficients of the polynomial
f (x, y) and the coordinates of the point P lie in Q or in Q(β) for some real algebraic number β.
Clearly, a more complicated problem is to find out all the tangential rays at each singular
point for a real curve C. The first job is to compute all the singular points of C. Several ways
of computing the singular points are presented in many references, e.g. Cellini et al. (1991),
Gianni and Traverso (1983), Gonzalez-Vega and El Kahoui (1996), Keyser et al. (2000), Roy
and Szpirglas (1990), Sakkalis (1991), and Seidel and Wolper (2005). In what follows, we shall
use the so-called univariate representations to code the singular points.
Let C be a real curve defined by the equation f (x, y) = 0, where f (x, y) ∈ Q[x, y].
Without loss of generality, we may assume that the polynomial f (x, y) is squarefree. In this
case, the ideal of R[x, y] generated by f , ∂ f
∂x and
∂ f
∂y is zero-dimensional. With the aid of
Theorem 8.81 in Becker et al. (1993), we may obtain a triple (η, µ, ξ) with η, µ, ξ ∈ Q[x]
satisfying the following conditions: (i) η is squarefree; (ii) deg(η) > max{deg(µ), deg(ξ)};
(iii) {(µ(a), ξ(a)) | a ∈ R(√−1), and η(a) = 0} is the set of all zeros of the system
f = ∂ f
∂x = ∂ f∂y = 0 in R(
√−1)2; and (iv) {(µ(a), ξ(a)) | a ∈ R, and η(a) = 0} is the
set of all zeros of the system f = ∂ f
∂x = ∂ f∂y = 0 in R2. If ]σ1, τ1[, . . . , ]σr , τr [ is a set of
isolating intervals for η(x), then all real roots of η(x) may be coded by (η, σk, τk), k = 1, . . . ,
r . Hence, all real zeros of the system f = ∂ f
∂x = ∂ f∂y = 0, i.e., the coordinates of all singular
points of C, are (µ(βk), ξ(βk)), where βk = (η, σk, τk), k = 1, . . . , r . For this reason, such a
triple (η, µ, ξ) is called a univariate representation for all singular points of C. In what follows,
write ((η, σk, τk), µ, ξ) for the singular point with coordinates (µ(βk), ξ(βk)), k = 1, . . . , r .
Thereby, the tangential rays at each particular singular point ((η, σk, τk), µ, ξ) can be determined
by applying Algorithm 2.7 to the case in which F = Q(β) and (a, b) = (µ(βk), ξ(βk)).
In view of Algorithm 2.7, we are able to describe the following algorithm, and leave its proof
to the reader as an exercise.
Algorithm 2.8 (The Tangential Rays at Each Singular Point on a Real Plane Algebraic Curve).
Structure. the field Q of rational numbers.
Input. a polynomial f (x, y) ∈ Q[x, y], which is primitive as a polynomial overQ[x] in the
variable y, a univariate representation (η, µ, ξ) for all singular points of the curve C defined by
the equation f (x, y) = 0.
Output. all encodings of the singular points of C as follows: ((η, σk, τk), µ, ξ), k = 1, . . . ,
r , a polynomial h(z) ∈ Q[z], a set of isolating intervals ]c1, d1[, . . . , ]cs, ds[ for h(z). For every
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k = 1, . . . , r , two tuples (q+k0, q+k1, . . . , q+ks, q+k(s+1)), (q−k0, q−k1, . . . , q−ks, q−k(s+1)) of
non-negative integers such that, for every k = 1, . . . , r , the following assertions are true:
• The numbers of right-branches and left-branches of C centred at ((η, σk, τk), µ, ξ) are
respectively
∑s+1
j=0 q+k j and
∑s+1
j=0 q−k j .
• In the order from below to above, the respective slopes of the tangential rays to right-branches
at ((η, σk, τk), µ, ξ) are as follows:
q+k0 q+k1 q+ks q+k(s+1)︷ ︸︸ ︷−∞, . . . , −∞, ︷ ︸︸ ︷α1, . . . , α1, . . . , ︷ ︸︸ ︷αs, . . . ., αs, ︷ ︸︸ ︷∞, . . . , ∞ .
where α j = (h(z), c j , d j ), j = 1, . . . , s.
• In the order from above to below, the respective slopes of the tangential rays to left-branches
at ((η, σk, τk), µ, ξ) are as follows:
q−k0 q−k1 q−ks q−k(s+1)︷ ︸︸ ︷−∞, . . . , −∞, ︷ ︸︸ ︷α1, . . . , α1, . . . , ︷ ︸︸ ︷αs, . . . ., αs, ︷ ︸︸ ︷∞, . . . , ∞ .
where α j = (h(z), c j , d j ), j = 1, . . . , s.
Procedure.
(1) Compute a set of isolating intervals ]σ1, τ1[, . . . , ]σr , τr [ for η(x).
(2) Compute the resultant Res(η, f (µ+ , ξ + z); x) of η and f (µ+ , ξ + z) relative to
x , and extract the trailing coefficient h(z) of Res(η, f (µ + , ξ + z); x) as a polynomial over
Q[z] in .
(3) Compute a set of isolating intervals ]c1, d1[, . . . , ]cs, ds[ for h(z).
(4) Compute the signed subresultant sequence of f (x, y) relative to y, and delete those
polynomials that are identically 0 from this sequence. Such a sequence is obtained as follows:
fm, fm−1, . . . , f0,
where fi ∈ F[x, y], i = 0, . . . , m.
Consequently, the following sequences may be obtained as follows:
g+i (, x, z) = fi (µ+ , ξ + z), i = 0, . . . ,m.
g−i (, x, z) = (−1)i fi (µ− , ξ − z), i = 0, . . . ,m.
(5) For every k = 1, . . . , r , denote βk = (η, σk, τk). Extract respectively the trailing
coefficients u+ki (βk, z), v+ki (βk, z) of g+i (, βk, z), g+i (, βk, z) as polynomials in ,
i = 0, . . . , m.
Likewise, extract respectively the trailing coefficients u−ki (βk, z), v−ki (βk, z) of
φ−i (, βk, z), φ−i (, βk, z) as polynomials in , i = 0, . . . , m.
(6) For every pair (k, i) with 1 ≤ k ≤ r and 0 ≤ i ≤ m, determine the sign e+ki of the trailing
coefficient of u+ki (βk, z) and the sign e′+ki of the leading coefficient of v+ki (βk, z).
Likewise, determine the sign e−ki of the trailing coefficient of u−ki (βk, z) and the sign e′−ki
of the leading coefficient of v−ki (βk, z).
(7) For every k = 1, . . . , r , count respectively the modified numbers V+k1, V+k2, V+k3 and
V+k4 of sign changes in the lists 〈(−1)t+ki e+ki | i = 0, . . . ,m〉, 〈(−1)deg(v+ki ;z)e′+ki | i =
0, . . . ,m〉, 〈e′+ki | i = 0, . . . ,m〉 and 〈e+ki | i = 0, . . . ,m〉, where t+ki is the degree of the
trailing term of u+ki (βk, z), i = 0, . . . , m.
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Likewise, count respectively the modified numbers V−k1, V−k2, V−k3 and V−4k of sign
changes in the lists 〈(−1)t−ki e−ki | i = 0, . . . ,m〉, 〈(−1)deg(v−ki ;z)e′−ki | i = 0, . . . ,m〉,〈e′−ki | i = 0, . . . ,m〉 and 〈e−ki | i = 0, . . . ,m〉, where t−ki is the degree of the trailing
term of u−ki (βk, z), i = 0, . . . , m.
(8) For every pair (k, j) with 1 ≤ k ≤ r and 1 ≤ j ≤ s, count respectively the numbers q+k j ,
q−k j of roots of f (µ(βk)+ , ξ(βk)+ z), f (µ(βk)− , ξ(βk)− z) in ]c j , d j [R .
(9) For every k = 1, . . . , r , compute the integers q+k0, q−k0, q+k(s+1) and q−k(s+1)
such that q+k0 := V+k1 − V+k2, q−k0 := V−k2 − V−k1, q+k(s+1) := V+k3 − V+k4, and
q−k(s+1) := V−k4 − V−k3. 
Moreover, we can establish an interesting result on the number of tangential rays with the
same slope. In what follows, for the sake of convenience, a tangential ray with slope −∞ or∞
is said to have the slope ±∞. This implies that all the tangential rays with slope ±∞ at a given
point P(a, b) possess the same tangent x − a = 0.
First, we establish the following lemma.
Lemma 2.9. Let 〈ai | i = 1, . . . , s〉, 〈bi | i = 1, . . . , s〉 be two lists of non-zero elements in
R, and ei ∈ {−1, 1}, i = 1, . . . , s. If V1, V2, V3 and V4 are the numbers of sign changes in the
lists 〈ai | i = 1, . . . , s〉, 〈bi | i = 1, . . . , s〉, 〈eiai | i = 1, . . . , s〉 and 〈eibi | i = 1, . . . , s〉
respectively, then V1 − V2 has the same parity as V3 − V4.
Proof. By the definition of sign changes, we have
V1 =
s−1∑
i=1
1
2
(1− signR(aiai+1)),
V2 =
s−1∑
i=1
1
2
(1− signR(bibi+1)),
V3 =
s−1∑
i=1
1
2
(1− signR(eiei+1aiai+1)),
V4 =
s−1∑
i=1
1
2
(1− signR(eiei+1bibi+1)).
Then we have
V3 − V4 =
s−1∑
i=1
1
2
(signR(eiei+1bibi+1)− signR(eiei+1aiai+1)),
=
s−1∑
i=1
1
2
eiei+1(signR(bibi+1)− signR(aiai+1)).
Obviously, the following congruences hold:
eiei+1 ≡ 1 (mod 2), i = 1, . . . , s − 1.
Since 12 (signR(bibi+1)− signR(aiai+1)) is an integer for i = 1, . . . , s − 1, we have
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1
2
eiei+1(signR(bibi+1)− signR(aiai+1)) ≡
1
2
(signR(bibi+1)− signR(aiai+1)) (mod 2),
where i = 1, . . . , s − 1.
So we have V3 − V4 ≡
s−1∑
i=1
1
2
(signR(bibi+1) − signR(bibi+1)) (mod 2), i.e., V3 − V4 ≡
V1 − V2 (mod 2). This completes the proof. 
Corollary. Let 〈ai | i = 1, . . . , s〉, 〈bi | i = 1, . . . , s〉 be two lists of elements in R with
a1b1 6= 0, and ei ∈ {−1, 1}, i = 1, . . . , s. If W1, W2, W3 and W4 are the modified numbers
of sign changes in the lists 〈ai | i = 1, . . . , s〉, 〈bi | i = 1, . . . , s〉, 〈eiai | i = 1, . . . , s〉 and
〈eibi | i = 1, . . . , s〉 respectively, then W1 −W2 has the same parity as W3 −W4.
Proof. It follows immediately from Lemma 2.9 and the definition of the modified numbers of
sign changes. 
Theorem 2.10. Let the notations be as above, and λ ∈ R∪{±∞}. Then the number of tangential
rays with slope λ of C at P is even.
Proof. Write n for the number of tangential rays with slope λ of C at P . Without loss of
generality, we may assume n 6= 0. Now consider the two possible cases as follows:
Case 1. λ = ±∞. In the following consideration, we adopt the same symbols as in the
procedure of Algorithm 2.7. By Algorithm 2.7, we have
n = (W+1 −W+2)+ (W+3 −W+4)+ (W−2 −W−1)+ (W−4 −W−3)
= (W+1 −W+4)− (W−1 −W−4)+ (W+3 −W+2)− (W−3 −W−2).
Observe that φ−i (, z) = φ+i (−,−z) for i = 0, . . . ,m. So we have t−i = t+i , deg(v+i ; z) =
deg(v−i ; z), a−i = eia+i , and b−i = e′ib+i , where ei , e′i ∈ {−1, 1}, i = 0, . . . , m. By the
corollary of Lemma 2.9, both (W+1−W+4)− (W−1−W−4) and (W+3−W+2)− (W−3−W−2)
are even. Hence n is even.
Case 2. λ ∈ R. In this case, by a suitable rotation of axes, all the tangential rays with slope λ
may be converted into the tangential rays with slope ±∞. By the argument in Case 1, n must be
even. The proof is completed. 
As an immediate consequence of Theorem 2.10, we have the following result, which may be
found as Theorem 9.5.7 in Bochnak et al. (1998).
Corollary. Let the notations be as above. Then the number of left-branches plus the number of
right-branches of C centred at P is even.
Actually, Theorem 2.10 and its corollary are not used in our tangent algorithm, because they
are only two qualitative results on the tangential rays and the half-branches of a real plane
algebraic curve.
3. Examples
In the final section, we will treat some examples with the aid of the computer algebraic system
Maple. For details ofMaple, refer to Heck (1993).
Example 1 (Reconsideration of the Example in the Introduction). Investigate all tangents of the
real curve C at the origin, where C is defined by 2x5 − x4y + xy2 − y3 = 0.
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According to Algorithm 2.7, we implement the computations as follows:
(1) In this case, we have
φ+(, z) = 25 − 4z + z2 − z3,
φ−(, z) = −25 + 4z − z2 + z3.
(2) Extract the trailing coefficients h(z) of φ+(, z) as a polynomial in  as follows:
h(z) = −z3 + z2.
By real root isolation for polynomials, we obtain a set of isolating intervals ]−1, 12 [, ] 12 , 2[
for h(z) such that ]−1, 12 [ contains only the root 0 of h(z), and ] 12 , 2[ contains only the root 1 of
h(z).
(3) The signed subresultant sequence of f (x, y) relative to y is computed as follows:
f3 = 2x5 − x4y + xy2 − y3, f2 = −x4 + 2xy − 3y2,
f1 = −17x5 + (6x4 − 2x2)y, f0 = 4x12 + 71x10 + 8x8.
Consequently, the two sequences may be obtained as follows:
φ+3(, z) = 25 − 4z + z2 − z3, φ+2(, z) = −4 + 2z − 3z2,
φ+1(, z) = −175 + (64 − 22)z, φ+0(, z) = 412 + 7110 + 88;
φ−3(, z) = −25 + 4z − z2 + z3, φ−2(, z) = −4 + 2z − 3z2,
φ−1(, z) = 175 − (64 − 22)z, φ−0(, z) = 412 + 7110 + 88.
(4) For i = 0, . . . , 3, extracting respectively the trailing coefficients u+i (z), v+i (z) of
φ+i (, z), φ+i (, z) as polynomials in , we have
u+3(z) = −z3, u+2(z) = −3z2, u+1(z) = −2z, u+0(z) = 8;
v+3(z) = z2 − z3, v+2(z) = 2z − 3z2, v+1(z) = −2z, v+3(z) = 8.
For i = 0, . . . , 3, extracting respectively the trailing coefficients u−i (z), v−i (z) of φ−i (, z),
φ−i (, z) as polynomials in , we have
u−3(z) = z3, u−2(z) = −3z2, u−1(z) = 2z, u−3(z) = 8;
v−3(z) = −z2 + z3, v−2(z) = 2z − 3z2, v−1(z) = 2z, v−0(z) = 8.
(5) Extracting the trailing coefficient a+i of u+i (z) and the leading coefficient b+i of v+i (z)
for i = 0, . . . , 3, we have
a+3 = −1, a+2 = −3, a+1 = −2, a+3 = 8; b+3 = −1, b+2 = −3, b+1 = −2, b+0 = 8.
Likewise, extracting the trailing coefficient a−i of u−i (z) and the leading coefficient b−i of
v−i (z) for i = 0, . . . , 3, we have
a−3 = 1, a−2 = −3, a−1 = 2, a−0 = 8; b−3 = 1, b−2 = −3, b−1 = 2, b−0 = 8.
(6) Counting the modified numbers V+1, V+2, V+3 and V+4 of sign changes in the lists
〈(−1)3a+3, (−1)2a+2,−a+1, a+0〉, 〈(−1)3b+3, (−1)2b+2,−b+1, b+0〉, 〈a+3, a+2, a+1, a+0〉
and 〈b+3, b+2, b+1, b+0〉, we have
V+1 = 2, V+2 = 2, V+3 = 1, V+4 = 1.
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Likewise, the numbers V−1, V−2, V−3 and V−4 of sign changes in the lists
〈(−1)3a−3, (−1)2a−2,−a−1, a−0〉, 〈(−1)3b−3, (−1)2b−2,−b−1, b−0〉, 〈a−3, a−2, a−1, a−0〉
and 〈b−3, b−2, b−1, b−0〉 may be counted as follows:
V−1 = 1, V−2 = 1, V−3 = 2, V−4 = 2.
Thereby, V+1 − V+2 = V−2 − V−1 = V+3 − V+4 = V−4 − V−3 = 0.
(7) By the substitutions z = −, 12 and 2, we have
〈φ+3(,−), φ+2(,−), φ+1(,−), φ+0(,−)〉
= 〈35 + 23,−4 − 52,−235 + 3, 412 + 7112 + 88〉,〈
φ+3
(
,
1
2

)
, φ+2
(
,
1
2

)
, φ+1
(
,
1
2

)
, φ+0
(
,
1
2

)〉
=
〈
3
2
5 + 1
8
3,−4 + 1
4
2,−145 − 3, 412 + 7110 + 88
〉
,
〈φ+3(, 2), φ+2(, 2), φ+1(, 2), φ+0(, 2)〉
= 〈−43,−4 − 82,−55 − 43, 412 + 7110 + 88〉;
〈φ−3(,−), φ−2(,−), φ−1(,−), φ−0(,−)〉
= 〈−35 − 23,−4 − 52, 235 + 23, 412 + 7110 + 88〉,〈
φ−3
(
,
1
2

)
, φ−2
(
,
1
2

)
, φ−1
(
,
1
2

)
, φ−0
(
,
1
2

)〉
=
〈
−3
2
5 − 1
8
3,−4 + 1
4
2, 145 + 3, 412 + 7110 + 88
〉
,
〈φ−3(, 2), φ−2(, 2), φ−1(, 2), φ−0(, 2)〉
= 〈43,−4 − 82, 55 + 43, 412 + 7110 + 88〉.
Clearly, these lists have the respective modified numbers of sign changes as follows:
2, 2, 1; 1, 1, 2.
By Corollary 9.33 in Basu et al. (2003), both φ+(, z) and φ−(, z) have no root in ]− , 12[,
but the numbers of roots of φ+(, z), φ−(, z) in ] 12, 2[ are both 1.
According to Algorithm 2.7, the numbers of right-branches and left-branches of C centred at
the origin are both 1, and the slopes of the tangential rays to the right-branch and the left-branch
at the origin are both 1. This implies that the line x − y = 0 is actually the only tangent to C at
the origin. The diagram of the curve C is shown in Fig. 1.
With the aid of the computer algebra system Maple, Algorithm 2.7 has been made into a
general program to determinate the tangential rays at a given point on a real plane algebraic
curve defined by a polynomial equation with rational coefficients.
The following example was done on a Pentium IV computer with 128 MB RAM. For the
given curve in this example, its topology was determined in Gonzalez-Vega and Necula (2002).
Example 2. Let C be a curve defined by the equation f (x, y) = 0, where f (x, y) = x8 +
4x6y2 + 6x4y4 + 4x2y6 + y8 − 4x6 − 12x4y2 − 12x2y4 − 4y6 + 16x2y2. Determine all the
tangential rays to the curve C at the origin.
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Fig. 1.
At the cost of CPU time 0.08 s, the following results appeared on the screen:
From below to above, the right slopes at (0, 0) are as follows:
[−∞, 1], [(z,−1, 1), 2], [∞, 1].
From above to below, the left slopes at (0, 0) are as follows:
[−∞, 1], [(z,−1, 1), 2], [∞, 1].
In the above, the phrase “the right(left) slopes” means “the slopes of the tangential rays to the
right(left)-branches”.
This implies that the number of half-branches centred at the origin is 8, and that the (distinct)
tangents to C at the origin are just the lines x = 0 and y = 0. The diagram of the curve C is
shown in Fig. 2.
Now we proceed to determine all the tangential rays at each singular point by applying
Algorithm 2.8.
Example 3. Let C be a real curve defined by the equation f (x, y) = 0, where f (x, y) =
x4 + 2x2y2 − x2 + y4 − y2 + 2 − 2xy − 2y + 2x . Find out all the tangential rays at each
singular point of C.
With the aid of Gro¨bner bases, we obtain such a univariate representation (η, µ, ξ) for all
singular points of C, where η = x2 + x , µ = x , and ξ = x + 1.
According to Algorithm 2.8, we implement the computations as follows:
(1) By real root isolation for polynomials, we obtain a set of isolating intervals ]− 32 ,− 12 [,
]− 12 , 1[ for η such that ]− 32 ,− 12 [ contains only the root −1 of η, and ]− 12 , 1[ contains only the
root 0 of η.
(2) Compute the resultant of η and f (µ+ , ξ + z) relative to x as follows:
Res(η, f (µ+ , ξ + z); x)
= (z8 + 4z6 + 6z4 + 4z2 + 1)8
+ (4z7 − 4z6 + 12z5 − 12z4 + 12z3 − 12z2 + 4z − 4)7
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+ (6z6 − 20z5 + 18z4 − 40z3 + 18z2 − 20z + 6)6
+ (4z5 − 28z4 + 32z3 − 32z2 + 28z − 4)5
+ (5z4 − 12z3 + 30z2 − 12z + 5)4.
Moreover, the trailing coefficient h(z) of Res(η, f (µ + , ξ + z); x) as a polynomial over
Q[z] in  is extracted as follows:
h(z) = 5z4 − 12z3 + 30z2 − 12z + 5.
(3) By real root isolation, it is verified that h(z) has no real root.
According to Algorithm 2.8, there is no tangential ray at each singular point of C. Hence,
every singular point of C is isolated. Actually, C consists of two isolated points (−1, 0), (0, 1),
since f (x, y) = (x − y + 1)2 + (x2 + y2 − 1)2.
Algorithm 2.8 has been made into a general program to determinate the tangential rays at all
the singular points for a real plane algebraic curve. For Example 3, our program yields the result
as shown as above at the cost of CPU time 0.25 s.
Example 4. Let C be a real curve defined by the equation f (x, y) = 0, where f (x, y) =
x2y3 − x4 + yx2 + 2y5 − 2y2x2 + y3 + x2 − y. Find out all the tangential rays at each singular
point of C.
With the aid of the computation of Gro¨bner bases, a univariate representation (η, µ, ξ) for all
singular points of C was obtained, where η = x6+x4+15x2−9,µ = x , and ξ = 112 (x4+4x2+3).
At the cost of CPU time 4.85 s, the following results appeared on the screen:
h = 399 424z12 − 20 464z10 − 311 960z8 − 80 937z6 + 57 240z4 + 32 400z2 + 5184.
From below to above, the right slopes at ((η,−2, 0), µ, ξ) are as follows:[(
h,−31
16
,−27
32
)
, 1
]
,
[(
h, 0,
27
32
)
, 1
]
.
From above to below, the left slopes at ((η,−2, 0), µ, ξ) are as follows:
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h,−31
16
,−27
32
)
, 1
]
,
[(
h, 0,
27
32
)
, 1
]
.
From below to above, the right slopes at ((η, 0, 2), µ, ξ) are as follows:[(
h,−27
32
, 0
)
, 1
]
,
[(
h,
27
32
,
31
16
)
, 1
]
.
From above to below, the left slopes at ((η, 0, 2), µ, ξ) are as follows:[(
h,−27
32
, 0
)
, 1
]
,
[(
h,
27
32
,
31
16
)
, 1
]
.
This implies that the singular points of the curve C are just ((η,−2, 0), µ, ξ), ((η, 0, 2), µ, ξ),
and their tangential rays are respectively described as above. The diagram of the curve C is shown
in Fig. 3.
Finally, we consider the following example, which was explicitly investigated in section 6 of
Cucker et al. (1989). In Cucker et al. (1989), the authors used the rational Puiseux expansions
and the Thom’s codification of real algebraic numbers to compute the local and global analytic
branches of a real algebraic curve. In view of the following computation, it would seem that our
algorithm is faster for the problem of computing the real tangents.
Example 5. Let C be a real curve defined by the equation f (x, y) = 0, where f (x, y) =
y3 − (x + 1)y2 + (x2 − 1)y − x3 − x2 + x + 1. Find out all the tangential rays at each singular
point of C.
With the aid of the computation of Gro¨bner bases, such a univariate representation (x2 +
x, x, x+1) for all singular points of C was obtained. Hence, all the singular points of C are (0, 1)
and (−1, 0). At the cost of CPU time 0.035 s, the following results appeared on the screen:
From below to above, the right slopes at (0, 1) are as follows:[(
z2 − z,−1, 1
2
)
, 1
]
,
[(
z2 − z, 1
2
, 2
)
, 1
]
.
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From above to below, the left slopes at (0, 1) are as follows:[(
z2 − z,−1, 1
2
)
, 1
]
,
[(
z2 − z, 1
2
, 2
)
, 1
]
.
From below to above, the right slopes at (−1, 0) are as follows:
[−∞, 1], [(−z + 1, 0, 2), 1], [∞, 1].
From above to below, the left slopes at (−1, 0) are as follows:
[(−z + 1, 0, 2), 1].
This result implies that the numbers of right and left half-branches centred at (0, 1) are both
2, but the numbers of right and left half-branches centred at (−1, 0) are 3 and 1 respectively.
Moreover, the required tangential rays are respectively described as above. The diagram of C is
shown in Fig. 4.
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