We consider the following well-known problem, which is called the disjoint paths problem.
1 Introduction
Background of the disjoint paths problem
In the vertex-(edge-) disjoint paths problem, we are given a graph G and a set of k pairs of vertices in G, and we have to decide whether or not G has k disjoint vertex-(edge-) disjoint paths connecting given pairs of terminals. This is certainly a central problem in algorithmic graph theory and combinatorial optimization. See the surveys [9, 32] . It has attracted attention in the contexts of transportation networks, VLSI layout and virtual circuit routing in high-speed networks or internet. A basic technical problem here is to interconnect certain prescribed "channels" on the chip such that wires belonging to different pins do not touch each other. In this simplest form, the problem mathematically amounts to finding disjoint trees in a graph or disjoint paths in a graph, each connecting a given set of vertices.
Let us give previous known results on the disjoint paths problem. If k is as a part of the input of the problem, then this is one of Karp's original NP-complete problems [13] , and it remains NP-complete even if G is constrained to be planar (Lynch [21] ). The seminal work of Robertson and Seymour says that there is a polynomial time algorithm (actually O(n 3 ) time algorithm) for the disjoint paths problem when the number of terminals, k, is fixed (in this paper, we shall refer this problem to "the k disjoint paths problem"). Actually, this algorithm is one of the spin-offs of their groundbreaking work on Graph Minor project, spanning 23 papers, and giving several deep and profound results and techniques in Discrete Mathematics.
The disjoint paths problem is a special case of finding a multi-commodity flow. In the multi-commodity flow question, the commodities at the sources s 1 , s 2 , . . . , s k are different and the demand at each t i is for a specific commodity. This is the type of question we need to resolve when sending information through the information highway network and so has become increasingly of interest to computer scientists (see, for example the work of Chekuri et al. [3, 4, 5, 6] and of Tardos and Kleiberg [15, 16, 17, 18] ). One special case which is of great interest is that all demands are at most 1/2. This problem setting behaves very different from the disjoint paths problem. Indeed there are many such flow type problems for which the half integral version can be at least approximately solved although the integral version is intractable (see, [20, 22] ). A similar situation holds with respect to the k disjoint path problem. The proof of correctness of Robertson and Seymour's algorithm requires almost all of the graph minors project papers and more than 500 pages. On the other hand, Kawarabayashi and Reed [14] gave a nearly linear time algorithm for the half integral version, which improves the previous known result by Kleinberg [16] who gave an O(n 3 ) time algorithm. In addition, the correctness of this algorithm is much simpler than that of Robertson and Seymour's.
Motivation and Main Results
Our motivation is that it seems that the time complexity O(n 3 ) of Robertson and Seymour's algorithm is too expensive. We now come to know tangles and brambles, and their corresponding grid minors more closely, so we think that we should be able to improve the time complexity. In [14] , two of us gave "nearly" linear time algorithm for the half integral version of the k disjoint paths problem. Namely, the time complexity is O(m + n log n). This greatly improves the result by Kleinberg [16] . We now try to improve the time complexity of Robertson and Seymour's algorithm. Let us remark that the results in [26, 28] show that there is a linear time algorithm for the k disjoint paths problem when an input graph is planar. Also, there is also a linear time algorithm for the k disjoint paths problem when an input graph is a bounded genus graph [8, 19, 26] . So, it would be conceivable that the time complexity of Robertson and Seymour's algorithm can be improved to linear or nearly linear. However, there are a lot of technical difficulties; as we mentioned, the half integral version of the k disjoint paths problem is much easier. That is why two of us [14] can improve the time complexity of Kleinberg's algorithm [16] . However, we managed to prove the following theorem, which improves the time complexity of Robertson and Seymour's algorithm to quadratic. The same proof also works for the following problems: [33] , and a proof of Corollary 1.4 is given in the last of the paper.
In fact, the time complexity of all the algorithms with the most expensive part depending on Robertson and Seymour's algorithm can be improved to O(n 2 ), for example, the membership testing for minor-closed class of graphs. There are many, so we omit them.
Overview
Our algorithm follows Robertson-Seymour's algorithm [33] . So, let us first sketch the Robertson-Seymour's algorithm on the disjoint paths problem.
At a high level, it is based on the following two cases: either a given graph G has bounded tree-width or else it has large tree-width. In the first case, one can apply dynamic programming to a tree-decomposition of bounded tree-width, see [1, 2, 33] . The second case again breaks into two cases depending on whether G has a large clique minor or not. Suppose that G has a large clique minor. If we can link up the terminals to the minor, then we can use this clique minor to link up the terminals in any desired way. Otherwise, there is a small separation such that the large clique minor is cut off from the terminals by this separation. In this case, we can prove that there is a vertex v in the clique minor which is irrelevant, i.e., the k disjoint paths problem is feasible in G if and only if it is in G − v. So, suppose G does not have a huge clique minor. Then one can prove that, after deleting bounded number of vertices, there is a huge wall which is essentially planar. This makes it possible to prove that the middle vertex v of this wall is irrelevant. This requires the whole graph minor papers, and the structure theorem of graph minors [34] .
Robertson and Seymour could only give an O(n 2 ) time algorithm to find such an irrelevant vertex v. Then the algorithm recurses the graph G − v. Thus if we could give an O(n) algorithm to find such an irrelevant vertex, we could prove Theorem 1.1. This is our main task. We need to consider the two cases, namely, a graph with or without a huge clique minor. In both cases, we need to find an irrelevant vertex in time O(n). This will be proved in sections 4 and 5.
The technical difficulties we have to overcome are the following two points:
1. When there is a huge clique minor, we have to find an irrelevant vertex in O(n) time, rather than in O(m) time. This means that we cannot use the standard flow algorithm (since the input graph could have Θ(n 2 ) edges). We shall use the algorithm by Nagamochi and Ibaraki [23] to find such a vertex. Roughly, at the beginning of our algorithm, we have to construct a "spanner" G of the input graph G with at most O(n) edges, which maintains connectivity between each vertex in G and the terminals in {s 1 , . . . , s k , t 1 , . . . , t k }. This allows us to find a small separation in O(n) time, and hence we are able to find an irrelevant vertex in the huge clique in O(n) time. In addition, after deleting the irrelevant vertex, we have to update this "spanner" in O(n) time.
2. When there is no huge clique minor, in O(n) time, we have to find a large wall which is closest to a "leaf" in the seminal graph minor decomposition theorem. Then we have to find a "nearly" planar embedding induced by this wall in O(n) time. Note that at the moment, there are O(n) edges in G.
Preliminary
In this paper, n and m always mean the number of vertices of a given graph and the number of edges of a given graph, respectively. Sometimes we say "disjoint paths", which mean "vertex disjoint paths". A separation (A, B) is that G = A ∪ B, and there are no edges between A − B and B − A. The order of the separation (A, B) is |A ∩ B|. We now look at definitions of the tree-width, bramble, and wall.
Tree-width and Brambles Tree-width was introduced by Halin in [10] , but it went unnoticed until it was rediscovered by Robertson and Seymour [30] and, independently, by Arnborg and Proskurowski [1] . A bramble β is a set of trees every two of which intersect or are joined by an edge (thus a clique model (minor) is a bramble whose elements are disjoint). The order of a bramble β, denoted ord(β), is the minimum size of a hitting set of its elements (that is, a set H of vertices intersecting the vertex set of each tree of β). Clearly every clique model (minor) of order l is a bramble of order l. Also for any set W of vertices, the set β W of trees of G containing more than half the vertices of W is a bramble since any two such trees intersect. We now characterize graphs which have no brambles of order l, using tree decompositions.
A tree decomposition of a graph G consists of a tree T and a subtree S v of T for each vertex v of G such that if uv is an edge of G then S u and S v intersect. For each node t of the tree, we let W t be the set of vertices v of G such that t ∈ S v . We let H t be the graph obtained from the subgraph of G induced by W t by adding an edge between x and y if there is some s such that x, y ∈ W s ∩ W t . The width of a tree decomposition is the maximum of |W t | over the nodes t of T . The tree-width of a graph is the minimum width among all possible tree decompositions of the graph.
It is not hard to see that for every bramble β and every tree decomposition there is a node t such that W t is a hitting set for β. This implies that the tree width of G is at least the maximum order of a bramble. Seymour, and Thomas [37] showed that this bound is tight, proving:
Theorem 2.1 The maximum order of a bramble in G is equal to its tree-width.
We can apply dynamic programming to solve problems on graphs of bounded tree-width, in the same way that we apply it to trees (see e.g. [1] ), provided that we are given a bounded width tree decomposition.
Robertson and Seymour developed the first polynomial time algorithm for constructing a tree decomposition of a graph of bounded width [33] , and eventually came up with an algorithm which runs in O(n 2 ) time, for this problem. Reed [25] developed an algorithm for the problem which runs in O(n log n) time, and then Bodlaender [2] developed a linear time algorithm. This algorithm was further improved in [24] . Wall and Grid An elementary wall of height eight is depicted in Figure 1 . An elementary wall of height h for h ≥ 3 is similar. It consists of h levels each containing h bricks, where a brick is a cycle of length six. A wall of height h is obtained from an elementary wall of height h by subdividing some of the edges, i.e. replacing the edges with internally vertex disjoint paths with the same endpoints (see Figure  2) . The nails of a wall are the vertices of degree three within it. Any wall has a unique planar embedding. The best known upper bound for f 1 (r) is given in [7, 27, 35] . It is 20 2r 5 . The best known lower bound is Θ(r 2 log r), see [35] . Furthermore, such a wall can be found in linear time.
Theorem 2.2 For a fixed integer w, there exists an O(n) time algorithm that, given a graph G, either finds a tree-decomposition of G of width w or concludes that the tree-width of

Theorem 2.4 In a graph G with tree-width at least f 1 (r), we can find a wall W of height r in linear time.
Here we give an outline of the linear time algorithm. By the algorithm in [24] , we can find in linear time a subgraph G of G of tree-width at least f 1 (r) and a tree decomposition of G of width at most 2f 1 (r). Then, since G has a wall of height r, it can be found in linear time by the dynamic programming method [2] .
Finding a flat large wall in H-minor-free graphs
In this section, we apply a structural result of Robertson and Seymour concerning graphs which have a large tree-width but no large clique minor. To state this result we will need a few definitions.
Recall that the nails of a wall are the vertices of degree three within it. Any wall has a unique planar embedding. For any wall W in a given graph H, there is a unique component U of H − per(W ) containing W − per(W ). The compass of W , denoted comp(W ), consists of the graph with vertex set 
A wall is flat if its compass does not contain two vertex disjoint paths connecting the diagonally opposite corners. Note that if the compass of W has a planar embedding whose infinite face is bounded by the perimeter of W then W is clearly flat. Seymour [36] , Thomassen [40] , and others have characterized precisely which walls are flat.
We now mention the characterization of flat. We need to define an embedding up to 3-separations. We say that G can be embedded into a plane, up to 3-separations, if, for some l ≥ 0, there are pairwise disjoint sets To see this, we may choose A such that, subject to (1), (2) (2) and (3) hold for A , but the number of non-facial triangles in G is smaller, a contradiction.
The operation introduced in (3) might not be closed under taking minor since each vertex of degree 3 in the plane can be replaced by the triangle (so called Y − ∆ change). But whenever |N (A i )| = 3 and |A i | = 1, if we do not apply the operation in (3), then the resulting graph is a minor of the original graph.
Seymour [36] , Thomassen [40] , and others have characterized that if the wall W is flat, then its compass comp(W ) can be embedded into a plane, up to 3-separations, such that its perimeter per(W ) is the outer face boundary.
It is easy to see that any proper subwall of a flat wall must be both flat and dividing. Furthermore, if x and y are two vertices of a flat wall W and there is a path between them which is internally disjoint from W then either x and y are both on per(W ) or some brick contains both of them.
Finally, we are ready to state the main result in this section. Robertson and Seymour (Theorem (9.6) in [33] ) proved the following algorithmic result:
Theorem 3.1 For any t ≥ 0 and h ≥ 2, there is a computable constant f 2 (t, h) such that the following can be done in O(m) time, where m is the number of edges of a give graph G.
Input The algorithm in [33] takes O(mn) because Robertson and Seymour used an O(mn) time algorithm to test the flatness (i.e., give a flat embedding in the compass of H i in the second conclusion), and this part is the most expensive. More precisely, Robertson and Seymour first proved that there is an O(m) time algorithm to get the conclusion of Theorem 3.1, but without the conclusion "flat". Then for each of dividing subwalls, test whether or not it is flat.
There is now an O(m) time algorithm to test the flatness by Kapadia, Li and Reed [12] (which improves the previous best known result by Tholey [39] which gives O(mα(m, n)) time algorithm, where the function α(m, n) is the inverse of the Ackermann function (see by Tarjan [38] )). Thus if we use the algorithm in [12] for testing the flatness, we can get an O(m) time algorithm, as claimed in Theorem 3.1.
Irrelevant vertices
Let us recall that a vertex v is irrelevant if the k disjoint paths problem is feasible in G if and only if it is in G − v. In this section, we give some theorems concerning irrelevant vertices. Let us first give theorems concerning a graph with a huge clique minor. 4)) Let s 1 , . . . , s k , t 1 , . . . , t k Even if there is a separation (A 1 , A 2 ) of order at most 2k − 1 such that A 1 contains all the terminals and A 2 − A 1 contains at least one node of the clique minor, we can find a node of the clique minor which is irrelevant. This is because, we can apply the same problem to A 2 (in place of G) with the terminals in A 1 ∩ A 2 (in place of s 1 , . . . , s k , t 1 , . . . , t k ) . The formal arguments are given in Section 6 of [33] . Let us now give the result in [33] . [33] , Theorem (6.2)) Let G, s 1 , . . . , s k , t 1 In order to improve the running time from O(m) to O(n), we need the result by Nagamochi and Ibaraki [23] . They gave an algorithm to reduce the number of edges from m to O(n) keeping the connectivity of the graph. More precisely, for a graph G = (V, E) and an integer t, their algorithm finds a subgraph Proof. First, we find in G a smallest separation (A 1 , A 2 ) of order at most 2k − 1 such that A 1 contains all the terminals, A 2 − A 1 contains at least one node of the clique minor, and A 2 is minimal under these conditions. Note that if such a separation does not exist, we can find desired k disjoint paths by Theorem 4.1. This can be done in O(|V |) time by using a simple flow algorithm in G 2k + K. Then, we obtain G by deleting all vertices in A 2 − A 1 and adding new edges joining every pair of distinct vertices in A 1 ∩ A 2 . One can see that this procedure does not affect the solution by Theorem 4.1. Furthermore, by executing the same procedure to G 2k , we obtain a 2k-certificate G 2k of G .
Theorem 4.2 (Robertson and Seymour
In Theorem 4.3, we assumed that a clique minor of order 3k + 1 is given. But how do we find such a clique minor? Here is an one way.
Theorem 4.4 (Reed and Wood [29]) If G has at least 2 t |V (G)| edges, then there is an O(n) time algorithm to find a K t -minor in linear time.
Note that although the number of the edges in G is not necessarily O(n), we only need to focus on 2 t |V (G)| edges to find a K t -minor. Thus, the running time is not O(m) but O(n). Our algorithm will keep applying Theorem 4.4 to get a clique minor of order 3k + 1. After applying Theorem 4.4, we may assume that G has at most 2 3k+1 |V (G)| edges. So, in what follows in this section, we assume that m = O(n).
Finally, we need the following result, which was proved in [33] (Theorem (10.3) ). This result is concerning a graph without a huge clique minor. is a computable constant f (k) satisfying the following: if there is a subset X ⊆ V (G The main purpose of this section is to improve the time complexity in Theorem 4.5. Namely; g(k) , G, X, W as in Theorem 4.5, if all the components A 1 , . . . , A l (as in the  definition "up to 3-separations") have tree-width bounded by a fixed constant g(k) , we can find in O(n) time the irrelevant vertex v.
In order to prove Theorem 4.6, we need to define the folio, which was defined in [33] , and plays a central role in the proof of the seminal result of Robertson and Seymour [33] .
Let G, H be both graphs or both digraphs. A model σ in G assigns to each edge e of H an σ(e) of G, and to each vertex v of H a non-null connected subgraph σ(v) of G, such that 1. the graphs σ(v) (v ∈ V (H)) are mutually vertex-disjoint, the edges σ(e) (e ∈ E(H)) are all distinct, and for v ∈ V (H), and e ∈ E(H), σ(e) ∈ E(σ(v)),
for e ∈ E(H)
, if e has head u and tail v (or, in the undirected case, has ends u, v), then σ(e) has a head in V (σ(u)) and a tail in V (σ(v)) (respectively, σ(e) has one end in V (σ(u)) and the other end in V (σ(v))).
We say that (G,
Isomorphism of rooted digraphs is defined in the natural way; thus, isomorphic rooted digraphs have the same number of roots, and the isomorphism maps the ith root of one to the ith root of the other, for all i. We need the following result by Robertson and Seymour [33] . We are now ready to prove Theorem 4.6.
Proof. Let H be the compass of W in G−X. We first modify The most expensive part in the algorithm of Theorem 4.5 (Theorem (10.3) in [33] ) is the time complexity of Theorem (10.1) in [33] . Other parts can be done in linear time, as described in the proof of Theorem (10.3) of [33] . (In particular, l in the proof of Theorem (10.3) of [33] is a constant which only depends on k. Thus there are only constantly many iterations in the algorithm of Theorem (10.4) of [33] , and each iteration takes O(n).)
Thus we just need to prove that the time complexity in Theorem (10.1) of [33] can be improved to O(n). We need to compute the following in linear time;
1. An embedding of H into a plane "up to 3-separations". 2. Make the graph H 3-connected (in a sense that 1-and 2-connected components of H can be found in O(n) time).
For each
, we need to detect the 0-folio relative to Z i in A i .
Let us observe that the first and second points quickly give us the following information; for each vertex x in N (A i ) ∩ V (H), which nail y of W can be an endpoint of a path P from x such that, P does not hit W , except for y.
The first is obtained from the algorithm by Kapadia, Li and Reed [12] . Note that at the moment, since we apply Theorem 4.4, thus the number of edges of H is O(n). Thus in O(n) time, we can get an embedding of H , and so we are done with the first point.
Concerning the second point, this can be done in O(n) time by Hopcroft and Tarjan [11] . 
Thus Theorem (10.1) in [33] can be done in O(n) time. So Theorem 4.6 follows.
Key theorems
The previous theorem, Theorem 4.6, is our main tool, but how do we find a subset X ⊆ V (G) and a wall W such that Proof. We set h(k) ≥ f 1 (f 2 (3k + 1, f (k))), where f (k) is as in the condition (C2), f 1 is as in Theorem 2.4, and f 2 is as in Theorem 3.1. Set the constant g (k) such that g(k) ≥ h (k) .
For a given graph G with tree-width at least h(k), we first apply Theorem 4.4. If there is a K 3k+1 -minor, we are done. Thus we may assume that G has at most 2 3k+1 |V (G)| edges.
By applying Theorem 2.4, we now have a wall of height f 2 (3k + 1, f (k)) in hand. We apply Theorem 3.1 with t = 3k + 1 and h = f (k) for the wall. Since G has at most O(|V (G)|) edges, the time complexity of Theorem 3.1 is now O(n). If we get a K 3k+1 -minor, we are done. Thus by the definition of f 2 , we may assume that there exist a set X ⊆ V (G) with |X| ≤ 3k+1 2
and (3k + 1) 2 dividing and flat proper subwalls of height f (k) in G − X. We take such two subwalls W 1 and W 2 , and let A i,1 , A i,2 , . . . , A i,l i be components as in the definition "up to 3-separations" in the compass of the wall W i for i = 1, 2. For each i, j in turn, we test whether or not A i,j has tree-width at least h (k) . This can be done in linear time by Theorem 2.2.
If all of A i,1 , A i,2 , . . . , A i,l i have tree-width at most h (k) , then W i satisfies (C1)-(C3). Otherwise, we may assume that A i,1 has tree-width at least h(k) for i = 1, 2. Furthermore, since A 1,1 and A 2,1 are disjoint, we may assume also that |A 1,1 | ≤ |V |/2. Let X be at most three vertices in the compass that are adjacent to a vertex in A 1,1 . Then, X ∪ X is a cutset in G such that A 1,1 is one of the components of G − X − X . We recurse this algorithm with the input graph A 1,1 ∪ X ∪ X .
We only take care of how we choose two subwalls of height f (k). In the graph A 1,1 ∪ X ∪ X , by applying Theorems 2.4 and 3.1, we can find (3k + 1) 2 dividing and flat subwalls of height f (k). Since |X ∪ X | ≤ 3k+1 2 + 3 < (3k + 1) 2 − 2, there exist two dividing and flat subwalls W 1 and W 2 of height f (k) that do not contain any vertex of X ∪ X . Thus, when we execute the same procedure for W 1 and W 2 in the next iteration, we only need to look at the graph A 1,1 ∪ X ∪ X .
All the above operations can be done in O(n) time, as described. Let us take T (n) as the time complexity in the above operations with the input graph G of n vertices. When we recurse the algorithm, we throw away half of the vertices of the current graph. Thus, the time complexity will be T (n) + O(n) + T ( 
