Introduction: Digital images are easily altered and redistributed with sophisticated image editing software such as Adobe PhotoShop.
Researchers have studied and improved image forensic techniques to trace and detect image manipulation [1] . Popescu and Farid [2, 3] introduced a statistical method to find image resampling traces and a discrete cosine transform (DCT) histogram based method to detect double compressed images. However, these techniques only apply to certain manipulations and file formats. Convolutional neural network (CNN), which solves computer vision problems excellently, has been applied to detect various image distortions. Bayar and Stamm [4] showed excellent performance detecting various image manipulations using CNN with constrained layers. Subsequently, Cozzolino et al. [5] suggested a network that provided good detection performance for image forensics using a small training set through a local descriptor based on image noise residuals.
However, these techniques are limited to detecting manipulations in uncompressed images and do not reflect the real-world image forgery, where various image manipulations and superimposed compression occur. No previous study has considered simultaneous image manipulation and compression since distorted traces become difficult to track due to data loss caused by compression. A new detection strategy is required considering the frequency domain as well as the pixel domain for image forensics in a compressed environment. We propose two-stream neural networks combining constrained CNN to detect image manipulation and neural network based on Markov statistics to consider JPEG compression. The proposed method shows better performance than the Bayar's method [4] by detecting image manipulation even in double compressed images.
Two-stream neural network:
The proposed two-stream neural network is divided into two sections, as shown in Fig. 1 : a constrained CNN to detect image manipulation and a Markov statistics based neural network. The constrained CNN of which structure is similar to the Bayar method [4] improved by stacking several convolutional layers with small filter size (3 × 3, 5 × 5) in the style of a Visual Geometry Group (VGG) network which is a famous CNN. Batch normalisation is employed to prevent over-fitting the proposed model. The network consists of a constrained layer, three convolutional layers, and two fully connected layers. When an image block of 64 × 64 enters the constrained layer, it goes through the convolutional layers fixed to the stride of 1 and fully connected layers.
The first (constrained) layer is also considered as a prediction error filter and allows the CNN to learn image changes more adaptively [4] . The filter fixes the centre value to −1 and learns to predict neighbouring pixel values
This filter helps to detect various manipulations very well including blur filtering, Gaussian noise, median filtering, and resampling on uncompressed images. Markov network
Fig. 1 Proposed two-stream neural networks overview
The Markov network is comprised of DCT conversion, difference arrays, Markov transition probability matrices, and two fully connected layers. Chen et al. [6] first applied Markov statistics to detect double JPEG compression. The method distinguished single and double JPEG compression, and showed good performance across a wider range of image quality than conventional DCT histogram based double compression detection techniques. Therefore, we have employed a Markov statistics based neural network to detect image distortions in a compressed environment.
When a 64 × 64 image block comes into the input, it performs a DCT conversion for every 8 × 8 blocks. For blocks that have undergone DCT, we obtain the difference array B(x, y) between neighbouring pixels in the horizontal and vertical directions 
where m, n [ [ − 4, 4] and d{A} = 1 if A holds, otherwise 0. The horizontal and vertical direction matrices are combined into a [1, 9 × 9 × 2] vector. The previous research employed a support vector machine to classify feature points [6] , but we replace this with fully connected layers and a rectified linear unit.
Finally, we concatenate the fully connected layer outcomes of both networks and allow the network to learn to classify forged images. The softmax function was used for classification, and Adam optimiser for optimisation. The well-known stochastic gradient descent has a limitation that it cannot escape from local minima, whereas the Adam optimiser escapes from local minima quickly.
Experimental results: To evaluate the proposed network performance, we compare the detection accuracy for four different manipulations in double compressed images: Gaussian blurring s = 0.4 ( ) , Gaussian noise s = 1 ( ), median filtering (3 × 3 kernel), resizing (120%). We extracted 410,000 training image blocks and 41,000 test image blocks with 64 × 64 size from raw images of various camera models from the RAISE, BOSS, and Dresden image databases [7] [8] [9] .
The extracted raw image block was the first JPEG compressed with quality factor 70 (Q1 = 70). Then, these compressed blocks were recompressed with three quality factors (Q2 = 60, 80, and 90) including 'normal' labelling. To generate the forged image block, first compressed blocks had the different manipulations applied and then recompressed with same quality factors Q2 containing 'forged' labelling.
The proposed network was trained to distinguish original and distorted double compressed image blocks. We used the Adam optimiser with learning rate e = 10 −5 and set batch size = 50. For all manipulations, the Bayar CNN [4] and proposed network were trained over 10 epochs ( = 164,000 iterations) and tested every 1000 iterations. We implemented the proposed neural network in TensorFlow and ran the experiments on a GTX 1080 (8 GB) and CPU Intel i7-6700. Fig. 2 shows detection accuracy for the four manipulations in double JPEG compressed images. The proposed two-stream neural network was superior to Bayar CNN for all manipulations, but particularly for Gaussian blurring and Gaussian noise. Figs. 3 and 4 show that the proposed technique has superior accuracy for Gaussian blurring and Gaussian noise during all training iterations than the Bayar method. Both methods show high accuracy for median filtering and resizing, which can be relatively easily detected even in double compressed images because it distorts the image significantly. Table 1 summarises the experiments with various quality factors. Both techniques fail in the case of Gaussian noise re-compressed to Q2 = 60, due to extreme noise losses from the strong compression with consequential difficulty distinguishing them from the original. However, the proposed method remains superior for all quality factors. Conclusions: We proposed a two-stream neural network to detect image manipulations in JPEG compressed images. To consider image manipulation and double compression simultaneously, we combined constrained CNN and Markov network. We evaluated the proposed technique performance compared with the state-of-the-art Bayer CNN for four image manipulations: Gaussian blurring, Gaussian noise, median filtering, resizing. The experimental results verified that the proposed network was superior to the current technique for all manipulation types. Future work will improve the proposed technique performance using higher order Markov features in various directions rather than just horizontal and vertical.
