Abstract. We show that, under mild assumptions on the limiting curve, a sequence of simple chordal planar curves converges uniformly whenever certain Loewner driving functions converge. We extend this result to random curves. The random version applies in particular to random lattice paths that have chordal SLE κ as a scaling limit, with κ < 8 (non-space-filling).
Introduction
The Schramm-Loewner evolutions (SLE κ ) are a family of conformally invariant random curves indexed by a single parameter κ, first described by Schramm in [11] . Since this development, a number of discrete random paths have been shown to converge to SLE κ in the scaling limit: in particular, uniform spanning tree boundaries and loop-erased random walks (SLE 8 and SLE 2 ) [8] , Gaussian free field level lines and the harmonic explorer (SLE 4 ) [12, 13] , and percolation cluster boundaries (SLE 6 ) [15, 18, 2] . Smirnov has also announced convergence results for the Ising model spin interfaces and the corresponding FK cluster boundaries (SLE 3 and SLE 16/3 ) and has proved significant partial results in this direction [16, 17] .
In each of the cases where convergence has been proved, a strong form of convergence has been obtained: when the random lattice paths are conformally mapped to continuous random paths on a fixed domain, one obtains (as the mesh size tends to zero) convergence in law with respect to the uniform metric d U (in which two paths are close if they can be parametrized in such a way that they are close at all times; see Section 1.3). For random variables on a separable metric space, there are several equivalent ways to define convergence in law, also referred to as convergence in distribution or weak convergence. In Section 5 we will make particular use of the Skorohod-Dudley theorem [4] , which states that random variables converge in law to a limit if and only if there is a coupling in which they converge almost surely. When speaking of random curves, we will sometimes use the phrase "uniform convergence" as a shorthand for "convergence in law with respect to the uniform metric."
Most existing SLE convergence proofs have shown a weaker form of convergence first, that of Loewner driving function convergence, and have then used additional estimates from the discrete model to deduce uniform convergence [8, 12, 13] . (The arguments in [15, 18, 2] contend with these issues in a slightly different way; see also [19] for a survey.) The goal of this note is to provide a more general criterion for deducing uniform convergence which is less dependent on specific features of the model at hand.
Specifically, we show that Loewner driving function convergence actually implies uniform convergence provided it can be established for both parametrization directions and with respect to a generic target: Theorem 1.1. Let D be a smooth bounded simply connected planar domain with marked boundary points a and b (distinct), and let (γ j ) be a sequence of random simple paths in D traveling from a to b. For each x ∈ D, let ψ x be a conformal map from D to the unit disc with ψ x (x) = 0. Let d R x be the metric on x-avoiding paths for which d R x (γ 1 , γ 2 ) := |T 1 − T 2 | + W x,t∧T 1 (γ 1 ) − W x,t∧T 2 (γ 2 ) ∞ , where W x,· (γ i ) is the radial Loewner driving function for ψ x • γ i and [0, T i ] is the (necessarily finite) interval on which this function is defined (see Section 1.3). Suppose that for every x ∈ D the γ j (resp. their time reversals) converge in law with respect to d R x to chordal SLE κ from a to b (resp. from b to a), where κ < 8. Then the γ j converge in law to chordal SLE κ with respect to d U .
This theorem follows from a series of much more general results for deterministic and random curves that we state formally in Section 1.4 (see Corollary 1.5; a stronger result applies when κ ≤ 4, see Corollary 1.7). It tells us in particular that we do not need to know a priori that the laws of the random paths have subsequential weak limits with respect to the uniform metric. This kind of a priori pre-compactness has been obtained for some models. For example, [5, 6] gives a sufficient pre-compactness criterion based on crossing probability estimates and the arguments in [1] ; however, these estimates require extra work and are non-trivial in general. The Loewner driving function convergence that we do require can be derived (e.g., via the recipe used in [8, 12, 13] ) as soon as one has sufficient control of an approximately conformally invariant "martingale observable." Establishing and properly estimating these observables has been the most difficult step in the proofs obtained thus far, but at least we can now say that (for models with a built-in time-reversal symmetry) this step is sufficient.
As a somewhat less technical motivation for our work, we note that part of the appeal of SLE theory is its supposed "universality" -the idea that SLE is somehow the canonical scaling limit of the random self-avoiding paths that appear in critical two-dimensional statistical physics. Although existing SLE convergence proofs apply only in very specific contexts, one can argue that the more we replace the model-specific arguments in these proofs by general ones, the more evidence we have for (some sort of) universality.
In this section we will begin by reviewing the Loewner evolutions; we then define some useful metrics on curves and state both deterministic and random versions of our main result. In Section 2 we present a series of counterexamples, showing that the hypotheses in the deterministic version of our convergence theorem are in fact necessary. In Section 3 we state some known consequences of driving function convergence, and prove some auxiliary lemmas. In Section 4 we prove our main result for deterministic curves, and in Section 5 we give the extension to random curves. Finally, in Section 6 we describe the application of our result to the SLE κ processes for κ < 8.
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1.1. Loewner evolutions. Let H be the upper half plane. We have chosen to use H as our canonical domain (mapping all other paths into H), because it is the most convenient domain in which to define chordal Loewner evolutions. However, we will also consider radial Loewner evolutions which are most conveniently defined on the unit disc D, and we will use the Cayley transform ϕ(z) := z−i z+i to easily go back and forth between the two domains. To make the completion of H a compact metric space, we will endow H with the metric it inherits from D via the map ϕ: namely, we will let d * (·, ·) denote the metric on H given by
and write H for the completion of H with respect to d * (alternatively, its closure inĈ). The map ϕ gives an isometry of H with D. If z ∈ H ∪ R, then d * (z n , z) → 0 is equivalent to |z n − z| → 0; and d * (z n , ∞) → 0 is equivalent to |z n | → ∞.
We now briefly review the Loewner evolutions, beginning with the chordal version; for a more detailed account see [7] . Suppose γ : [0, 1] → H is a continuous simple path starting at γ(0) = 0 and traveling in H, with γ(t) ∈ H for all t ∈ (0, 1). For each t ∈ [0, 1), there is a unique conformal equivalence g t : H\γ[0, t] → H satisfying the so-called hydrodynamic normalization at ∞, 
where W t = g t (γ(t)). Since γ(t) is not in the domain of g t it needs to be checked that W t can be defined as a limit; this is done for example in [7, Lemma 4.2] . The function W t is continuous in t and defined for all finite t with t < cap ∞ γ, and is referred to as the (chordal) driving function of γ. To avoid ambiguity we will write from now on g ∞,t := g t , W ∞,t := W t . We now describe the radial Loewner evolution, which is more conveniently defined in the unit disc D. Again, suppose γ : [0, 1] → D is a continuous simple path starting at γ(0) = 1 and traveling in D, with γ(t) ∈ D\{0} for all t ∈ (0, 1). For each t ∈ [0, 1) we now choose g t to be the unique conformal map D\γ[0, t] → D with g t (0) = 0 and g t (0) > 0. The quantity
∞ as t 1. Loewner's theorem states in this case that under the parametrization cap γ[0, t] = t, the maps g t satisfy the radial Loewner equation
where e iWt = g t (γ(t)). Again this is continuous in t and defined for all finite t with t < cap γ, and we will refer to it as the (radial) driving function of γ.
We note that it can be shown (using Schwarz reflection, see [7, §4.1] ) that the Loewner differential equations (1) and (2) extend to points on the boundary of the domain minus the starting point of the curve.
We can also try to reverse the above procedure: given a continuous function W ∞,t , we can solve (1) to obtain the chordal Loewner maps g ∞,t . For each z ∈ H, g ∞,t (z) is well-defined up to the time that it collides with W ∞,t . Define the filling process by
and set H ∞,t = H\K ∞,t . The question then is whether there exists a curve γ which generates this process, i.e., such that for some parametrization of γ, H ∞,t is the unique unbounded component of H\γ[0, t] for all t. We can do the same in the radial case (in the unit disc), where we will denote the fillings by C t and set D t = D\C t . It is well known (see e.g. [7] ) that there exist continuous driving functions which give rise to filling processes that are not generated by any curve, and it is trivial to construct a curve which cannot arise from a continuous driving function (for example, a curve that retraces itself).
The definitions of cap, C t , D t , g t and W t (and cap ∞ , K ∞,t , H ∞,t , g ∞,t and W ∞,t ) above can be easily transferred to other (simply connected) domains via conformal mapping. In particular, since we are interested in curves traveling in H, we will define a capacity in H with respect to i by cap i K = cap ϕK. We define a filling process with respect to i by K i,t (γ) = ϕ −1 C t (ϕγ), and we also write H i,t = H\K i,t . We define a driving function with respect to i by W i,t (γ) = W t (ϕγ), and we define a radial Loewner chain (g i,t ) t for γ with respect to i by g i,t = ϕ −1 • g t • ϕ, where (g t ) is the standard radial Loewner chain corresponding to ϕγ (i.e., (g t ) solves (2) with the driving function W i,t ). Similarly, for general x ∈ H, we define cap x , K x,t , H x,t , g x,t , and W x,t for γ via the unique automorphism ψ x of H with ψ x (x) = i, ψ x (x) > 0. In particular, H x,t is the unique component of H\γ[0, t] (where cap x γ[0, t] = t) containing x, and g x,t is the unique conformal map H x,t → H which fixes x and has g x,t (x) > 0.
We can make similar definitions for the chordal case: in what follows, we will generally consider curves traveling in H between −1 and 1, so we will let
so ψ 1 is a conformal automorphism of H taking 1 → ∞ and −1 → 0, and ψ −1 is a conformal automorphism of H taking −1 → ∞ and 1 → 0. (We will often use −1 and 1 as endpoints -instead of 0 and ∞ -because it makes the symmetry between the two parametrization directions slightly more apparent.) For all other x ∈ R we let ψ x denote the unique conformal automorphism of H taking x → ∞ and fixing {±1}. Through the maps ψ x and using the chordal Loewner evolution in the upper half-plane we can define cap x , K x,t , H x,t , g x,t , and W x,t for γ traveling from −1 to 1 exactly as in the radial case. 
curve γ is then defined to be an equivalence class modulo ∼. It is easy to find examples of curves which are the same as sets but which are not equivalent under ∼. We often abuse notation and write γ when we mean a particular parametrization of γ; to indicate the latter meaning we write γ : [0, 1] → C. We write γ − for the time reversal of γ. For any two curves η 1 , η 2 such that the terminal point of η 1 is the initial point of η 2 , we will let η 1 η 2 denote the concatenation of these two curves. We will also use the notation γ[0, t] to denote both the set γ([0, t]) and the curve γ run up to time t; the meaning should be clear from context. Now let γ : [0, 1] → H be a curve traveling between −1 and 1 (in either direction), such that γ does not reach its terminal point before time t = 1. We will say that γ is continuously driven with respect to x if it arises from a continuous driving function with respect to x. (A curve γ will be continuously driven with respect to x if its filling process K x,t is continuously increasing; see [7, §4.1] .) We will say simply that γ is continuously driven if it is continuously driven with respect to its terminal point: such a curve does not return into regions which are "cut off" from the terminal point by γ. If γ is continuously driven, then for any x ∈ H which does not lie on γ, γ can be parametrized according to cap x up to time cap x γ, i.e., up to the infimum of times t such that the point x and the terminal point of γ no longer lie in the closure of the same component of H\γ [0, t] . In this case the reparametrized filling process of γ corresponds to the curveγ which is the curve γ stopped at time cap x γ, andγ is continuously driven with respect to x. Moreover,γ is the entire portion of γ which is "harmonically visible from x," i.e., afterγ is traveled, any changes to the trajectory of γ will not be detected in the Loewner driving function with respect to x. This does not necessarily hold if γ is not continuously driven, and because of this property, we consider continuously driven curves to be "well-behaved." Finally, we will say that a curve is bidirectionally continuously driven if both γ and its time reversal γ − are continuously driven. We restrict our consideration to continuously driven curves traveling between −1 to 1 in H (this includes curves with boundary intersections and self-intersections). It will be useful to fix a countable dense subset Ψ of H; we then let
denote the space of all directed, continuously driven curves traveling from −1 to 1 (resp. 1 to −1) which avoid Ψ. We let Γ = {γ ∈ Γ R : γ − ∈ Γ L } denote the space of bidirectionally continuously driven curves traveling from −1 to 1.
If γ ∈ Γ R , we will let
, and so on. For x ∈ Ψ, we will let τ x = τ x (γ) denote the infimum of times t (under the cap 1 parametrization) such that x does not lie in the closure of H t (γ); i.e., τ x is the first time that x is cut off from 1 by γ. If two curves γ 1 , γ 2 ∈ Γ R agree for all times up to τ x (γ 1 ) (in which case τ x (γ 1 ) = τ x (γ 2 )), we will say that they are equivalent viewed from x, and write γ 1 ∼ x γ 2 .
We let Γ R sim denote the subspace of curves γ traveling from −1 to 1 such that γ is simple and boundary-avoiding. We likewise define Γ L sim and Γ sim ; clearly these three spaces are equivalent. For γ ∈ Γ R parametrized by cap 1 (or γ ∈ Γ L parametrized by cap −1 ), we will say that t is a disconnecting time if γ[0, t] ∩ γ[t, ∞) is totally disconnected, i.e. has no non-trivial connected components. We say that γ is time-separated if every time is a disconnecting time, and we let Γ R t.s. denote the subspace of curves γ ∈ Γ R which are timeseparated. (This definition will be motivated later: see Example 2.3 and Figure 5 . We remark that it is easy to see that space-filling curves are not time-separated, although they may be continuously driven.) Note the trivial inclusions Γ
We make all these definitions symmetrically for γ ∈ Γ L , and we let Γ t.
} denote the space of time-separated curves which are bidirectionally continuously driven.
1.3.
Metrics on the space of curves. In this section we introduce the distance functions which we will consider on the space of curves. For two compact sets A, B ⊂ C, we have the
where A ( ) denotes the open -neighborhood of A with respect to the metric d * , i.e.,
For example, for two curves traveling in a metric space, we can measure their proximity by the Hausdorff distance between their image sets. If H(H) denotes the set of all non-empty compact subsets of H (with metric d * ), then d H * makes H(H) into a compact metric space. However, most often we are interested in a finer notion of proximity for curves which takes into account the order in which points are visited. We therefore define a distance function on the space of curves by
where f i is any function in the equivalence class γ i , and the infimum is taken over all reparametrizations φ which are continuously increasing bijections of [0, 1]. It can be checked that d U is well-defined and gives a metric on the space of curves. We will refer to d U as the uniform metric, and to the topology it generates as the uniform topology.
Our goal is to deduce convergence in this uniform topology from driving function convergence. For x ∈ H, denote by d R x the distance function on Γ R which is defined by
(For x ∈ H we use the radial driving functions; for x ∈ R we use the chordal versions.) Observe that d
, and that distinct paths
in a slight abuse of language we will say that γ j converges to γ with respect to d 
Main result.
We now describe the main results of this paper. Throughout we will let (γ j ) denote a sequence in Γ sim , as is the case in applications of interest. Our main deterministic result is the following: Theorem 1.2. Let Ψ be any countable dense subset of H and let (γ j ) be a sequence in Γ sim such that for every x ∈ Ψ, we have
is an initial segment of γ while eacĥ
] is a concluding segment (up to the inclusion of endpoints), and γ = xη x = xξ x (up to the inclusion of endpoints), where xη x means the minimal curve of which eachη
x is an initial segment. In the case that γ is simple, d Section 2 contains a list of examples which show that the hypotheses in Theorem 1.2 are necessary. We will exhibit the following: limits. This indicates that some care will be required to show that the η x and ξ x in Theorem 1.2 are compatible with one another, and that they uniquely determine γ in the sense described.
Readers with a fondness for puzzles may attempt to construct these examples themselves before reading Section 2. Readers with limited time or patience for examples may proceed directly to Section 3; the remainder of the paper is logically independent of Section 2. Using standard topological arguments, we extend Theorem 1.2 to random curves in Section 5:
be a sequence of random curves in Γ sim such that for every x ∈ Ψ, the γ j (resp. γ j− ) converge in law with respect to d
). Then the γ j converge in law to a random curve γ ∈ Γ t.s. with respect to d U . This γ can be coupled with the curvesη
x is an initial segment of γ, eachξ x is a concluding segment, and γ = xη x = xξ x up to the inclusion of endpoints.
In Section 6 we will see that this result applies in particular to the case that γ is a (chordal) SLE κ for some κ < 8:
to SLE κ (for κ < 8) traveling from −1 to 1 (resp. from 1 to −1) in H. Then the γ j converge in law to SLE κ with respect to d U . Furthermore, this implies that SLE κ is time reversible (for this particular value of κ), i.e., that the law of the time-reversal of an SLE κ from −1 to 1 is an SLE κ from 1 to −1.
Our results indicate a general method for proving uniform convergence of discrete curves to SLE: if one can establish d
convergence for a sequence of random paths with respect to an arbitrary fixed interior point x 0 , this immediately implies d R x convergence with respect to a countable dense collection of fixed interior points x ∈ Ψ; if one also proves d L x 0 convergence (again for x 0 generic), then Corollary 1.5 yields the desired convergence in law with respect to d U . It was proven in [20] that the time reversal of SLE κ is again SLE κ for κ ≤ 4, and the same is believed true for 4 < κ < 8 but is not known. Nevertheless, we expect Corollary 1.5 to apply in cases where the symmetry of the γ j and γ j− is intrinsic to the model (examples include the Ising model spin interfaces, the FK cluster boundaries, the percolation interfaces, and the level lines of the Gaussian free field). If a discrete model did not have such a time-reversal symmetry -and one only had direct access to the driving functions for one parametrization direction (as is the case, for example, for the harmonic explorer [12] ) -one could in principle use Theorem 1.4 to prove convergence to SLE κ without first proving (or in the process establishing) a reversibility result: Corollary 1.6. Let (γ j ) be a sequence of random curves in Γ sim such that for every x ∈ Ψ, the γ j converge in law with respect to d Finally, we use the second half of Theorem 1.2 to prove the following simplified criterion for convergence to SLE κ when κ ≤ 4 (i.e., when the curve is a.s. in Γ sim ):
be a sequence of simple random curves in Γ. Let κ ≤ 4, and suppose that the γ j , γ j− converge (in d R and d L respectively) to SLE κ . Then the γ j converge in law to SLE κ with respect to d U .
Counterexamples
In the examples of this section, we consider families of curves traveling in a domain D between distinct boundary points a, b, where (D; a, b) is not necessarily (H; −1, 1). Clearly, all definitions (of spaces, metrics, etc.) in Section 1 can be made analogously for these families via a conformal mapping D → H taking a → −1 and b → 1. We continue to use the notation introduced above to refer to these newly defined objects.
Example 2.1. We consider curves traveling between 0 and ∞ in H. For n ∈ N, let z n = (−1) n + in, and let w n = in/2. We will let γ denote the curve which is a linear interpolation of the points 0, z 1 , w 1 , z 2 , w 2 , . . . . See Figure 1 . Since z n → ∞ and w n → ∞, we see that γ is indeed a continuous simple curve from 0 to ∞. We then let γ j = 2 −j γ: it is easy to see that as → 0, the rescaled curves γ j converge, both with respect to d H * and with respect to d R x for any x ∈ H off the imaginary axis, to the simple path that traces the imaginary axis. However, it is clear that the γ j have no d U limit. Example 2.2. We consider curves traveling chordally in D between −1 and 1. Let η i :
and let γ = η 1 η 2 η 3 ( Figure 2c) ; note that γ ∈ Γ t.s. . We can easily find a sequence (γ Figure 3 illustrates essentially the same example when the d R and d L limiting curves are allowed to have self-intersections but not boundary intersections. A useful construction for us is the curve P which is formed by taking the straight path from 0 to 1 and adding increasingly small, mutually disjoint loops at the dyadic points; these loops are traveled in the clockwise direction. To be more precise, begin with the straight path P 0 from 0 to 1. For each k ∈ N, let t k,j = 2 −k+1 j + 2 −k for 0 ≤ j ≤ 2 k−1 . Given P k−1 , for each j define a small clockwise loop k,j which begins and ends at t k,j and otherwise is contained in H; the size of the k,j should tend to zero in k. Set P k to be P k−1 with the k,j added, so that the time
, the loop k,j , and (t k,j , t k,j + 2 −k ). Figure 4 shows the first few iterations of this construction. We will refer to the limiting curve P as the "dyadic loops curve based on [0, 1];" it is clear that we can construct a dyadic loops curve based on any simple curve. If a curve first traces [0, 1] and then traces backwards the path of diadic loops, then all of the points on [0, 1] will be double points, but there will be a dense collection of times mapping to non-double points. Consider the simple curve shown in Figure 5 : first it travels the left part of the curve from −1 to −1 + 3i, with loops to the left and U-shaped "hooks" to the right; each "hook" is a path that passes below the dotted line, then returns upward to approximately the place it started, then approximately retraces itself. The curve then goes right to 1 + 3i and travels the right part of the curve from 1 + 3i to 1, with loops to the right and hooks to the left; again, all hooks are bent to pass below the dotted line. The hooks on the two sides are interlocking: thus, for the curve traveled in either direction, each successive hook is mostly "harmonically enclosed" within previous hooks.
We define a sequence of curves γ j ∈ Γ sim which are versions of this curve, so the hooks and loops become more numerous, and the distance between the two vertical sides decreases to zero, as j → ∞. One then sees that for all x in a countable dense set, γ j converges with respect to both d R and Γ L respectively. The main construction we will use is the "fractal tree," the beginning iterations of which are shown in Figure 7a . We leave it to the reader to verify that this tree can be constructed so that the curve which traces its boundary clockwise (i.e., traces the conformal boundary of the complement of the tree) has a dense set of times mapping to double points, and avoids a countable dense subset of H. Moreover, if we then traverse the boundary counterclockwise and add small loops beginning and ending at the same prime end of the conformal boundary (Figure 7b ), in the limit we will obtain a curve which is continuously driven in the forward but not the reverse direction. We will refer to the counterclockwise portion of the curve as the "dyadic loops curve based on the fractal tree." From now on, we will use the diagram in Figure 7b to indicate this limiting curve.
Consider now the curve γ which is shown in Figure 8 . It is the concatenation of η i (1 ≤ i ≤ 6), where:
(1) η 1 is the linear interpolation of the points −1, −1 + 3i, 3i; (2) η 2 is the clockwise dyadic loops curve based on the upper fractal tree; (6) η 6 is the interpolation of the points 3i, 1 + 3i, 1; Let Ψ be a countable dense subset of H avoiding γ; we leave it to the reader to verify that one exists. We then defineγ := η 1 η 2 η 4 η 3 η 5 η 6 .
We can find simple curves γ j 1 , γ j 2 converging uniformly to γ,γ respectively; by interweaving the sequences we obtain a sequence (γ j ) which fails to converge uniformly. But we can check that for all x ∈ Ψ, we have d 
Driving function convergence
In this section we present (along with a few related facts) a known implication of d R x convergence, namely Carathéodory convergence. Proof. For the separability of Γ R / ∼ x it suffices to prove separability of a larger metric space: for metric spaces separability is equivalent to second-countability, and second-countability is inherited in the subspace topology.
It is easy to see that the space of all pairs (W, T ) where T > 0 and W : [0, T ] → R is continuous, is separable under the metric (4): a countable dense set can be constructed by taking W continuous and linear (with rational derivative) on each of a finite set of rationallength intervals which partition [0, T ], for T rational. Separability immediately follows for Γ R / ∼ x and Γ L / ∼ x , and it follows for Γ R / ∼ 1 , and Γ R / ∼ −1 by a similar argument. For the metric d U a countable dense subset of Γ can similarly be given using functions which are piecewise linear as maps into H.
3.1. Carathéodory convergence. We begin by recording some preliminary consequences of d R x convergence for a fixed x ∈ Ψ. Extending our previous notations, if x ∈ Ψ and γ in Γ R init or Γ L init is parametrized according to cap x , then H x,t = H x,t (γ) denotes the unique component of H\γ[0, t] containing x, and K x,t = K x,t (γ) = H\H x,t denotes the filling with respect to x at time t. If T = cap x γ then we will generally drop the time subscript and simply write H x = H x (γ), K x = K x (γ). We let H x,t denote the closure of H x,t in H under the d * metric.
be (radial or chordal) Loewner chains with respect to x, defined on H. We say that g j converges to g in the Carathéodory sense with respect to x, denoted g j Cara
In particular, this implies that g j t → g t pointwise on H x,t for each t. Also, Im g j t (z) has a non-zero limit as j → ∞ if and only if z ∈ H x,t .
The following proposition relates driving function convergence to Carathéodory convergence. The result for chordal Loewner chains is proved in [7] ; the proof for radial Loewner chains is entirely similar and we omit it here. init with T j = cap x γ j , T = cap x γ, and let g j , g denote the Loewner chains with respect to x corresponding to γ j , γ respectively. Suppose d
Proof. The first statement follows directly from Proposition 3.4. For the second statement, fix δ > 0, and note that if we replace g j , g by the Loewner chains h j , h corresponding to the driving functions W x,t∧T j , W x,t∧T respectively, then h j t , h t are defined for all t ≥ 0 (with h t = g t for t ≤ T and h x,t , we will have |h T j (z) − h T (z)| < δ for all z ∈ H ( ) x,T ∨T j for j sufficiently large. Therefore
x,T ∨T j and j sufficiently large. The result follows by noting that for any > 0, we can find > 0 small enough so that H ( ) The following corollary will be useful for determining the uniform limit of a sequence of curves from their Carathéodory convergence.
Corollary 3.7. Let x ∈ Ψ, and let
, and H † is the unique component of
Proof. Let (g x,t ) and (g j x,t ) denote the Loewner chains corresponding to γ j and γ respectively. Throughout this proof we will use the notation g = g x,T and g j = g j x,T , where T = cap x γ and T j = cap x γ j .
(a) By Corollary 3.5, g j must be defined on H ( ) x (γ) for sufficiently large j. (b) Suppose for sake of contradiction that U ∩ K x (γ) = ∅. By the conditions on U , for any k > 0 we can find z ∈ H x (γ) such that for some δ > 0, d * (z, K x (γ)) < δ and B kδ (z) ⊆ U . Then z ∈ H x (γ j ) for large j, and by Carathéodory convergence, the conformal radius of H x (γ j ) with respect to z converges to the conformal radius of H x (γ) with respect to z. But by the Koebe distortion theorem, the inradius of a domain with respect to an interior point is within a constant factor of its conformal radius: by choosing k large enough we can guarantee that K x (γ j ) will intersect B kδ (z) for large j, which gives the desired contradiction.
for large j, and so by (b) we have U ⊆ H x (γ). Since H † is a union of such U we find H † ⊆ H x (γ), hence they are equal.
3.2.
Hitting probabilities of Brownian motion. Informally, the above corollary says that d R x convergence gives convergence of the "shape" of the fillings K x (γ j ). To identify the location of the "tip" γ(T ) on K x (γ), we next consider hitting probabilities of Brownian motion (i.e., harmonic measure) for segments of the (conformal) boundary of H x (γ).
For γ ∈ Γ R init with T = cap x γ, if x is not swallowed by γ then we define the left boundary (with respect to x) of γ to be the maximal (closed) clockwise segment of the conformal boundary of H x (γ) which begins at γ(T ) and whose intersection with R has empty interior;
1 This can be checked directly for example by similar methods as are used to prove Proposition 3.4. 2 This is a slight abuse of notation since the curves γ j,(s) and γ (s) do not necessarily start at the same point; however γ j,(s) (0) clearly converges to γ (s) (0).
we define the right boundary symmetrically. If x is swallowed by γ at some time τ x ≤ T , the left boundary is defined to be the set of points (more precisely, prime ends) on the conformal boundary of H x (γ) which lie on the left boundary of γ[0, t] for any t < τ x . We let α z x (γ) denote the probability that a Brownian motion, started at z ∈ H x (γ) and stopped upon hitting γ ∪ R, will hit the left boundary of γ.
Proposition 3.8. Fix x ∈ Ψ, and let
. We begin by proving an easier result. First suppose x is not swallowed by γ. Fix a "reference point" P ∈ R with P < inf(γ ∩ R), and consider the event that the Brownian motion started at z ∈ H x (γ) will hit either the left boundary of γ or the segment [P, inf(γ ∩ R)]. If this occurs we say that the Brownian motion hits to the left of the tip with respect to P , and we denote the probability of this event by α z x (γ, P ). Lemma 3.9. Fix x ∈ Ψ, and let
such that x is not swallowed by γ. Then, for any reference point P as above,
By the conformal invariance of Brownian motion we consider the problem in D, with x = 0, z ∈ D, and P ∈ ∂D. Let g t , W t denote the (radial) Loewner chain and driving function corresponding to γ, and similarly g for the terminal Loewner maps. By the conformal invariance of Brownian motion, α z x (γ, P ) is exactly the probability that a Brownian motion started at g(z) and stopped upon hitting ∂D will land on the arc going counterclockwise from g(P ) to W T . Likewise α z x (γ j , P ) is the probability that a Brownian motion started at g j (z) and stopped upon hitting ∂D will land on the arc going counterclockwise from g j (P ) to W j T j . But W j T j → W T by assumption, and g j → g pointwise on D\D T (γ) by Carathéodory convergence, so the result follows.
Proof (Proposition 3.8).
First suppose x is not swallowed by γ. Write z 0 = inf(γ ∩ R) and z j 0 = inf(γ j ∩ R). We can choose P < z 0 to make the difference α
is the probability that a Brownian motion started at z and stopping upon hitting γ j ∪ R will land on the segment [P, z j 0 ]. By Corollary 3.7 we must have lim inf
, so the result follows from Lemma 3.9. Therefore suppose lim sup z j 0 > P , so that the curves γ j must come close to z 0 without touching. Then the hitting probability of [z 0 , z j 0 ] must tend to zero (e.g. using the Beurling estimate), so Lemma 3.9 again gives the result.
It remains to check the case x is swallowed by γ, i.e. τ x (γ) ≤ T . We again work in the unit disc, with x = 0 and z ∈ D. Suppose c = α 0 (γ) andc = lim j α 0 (γ j ) with |c −c| > . We have lim t τ 0 α 0 (γ[0, t]) = c, so for any δ > 0 we can choose t < τ 0 such that τ 0 − t < δ and |α 0 (γ[0, t ]) − c| < δ for all t ≥ t; by the above result we also have for large j that
is within δ ofc. Recalling Remark 3.6, we now consider the systems under the maps g j t : the curves γ j,(t) (s) := g j t (γ(t + s)) must travel in such a way that α 0 (γ j,(t) [0, s]) changes by more than − 2δ within (capacity) time τ 0 − t < δ. Taking δ → 0 we see that this must contradict the hypothesis that γ is the initial segment of a continuously driven curve.
Given γ ∈ Γ R init , for any closed subset S of γ ∪ R we will let p z x (S; γ) denote the probability that Brownian motion started at z and stopped upon hitting γ ∪ R will be stopped on S (regardless of whether it stops on the left or right boundary of γ).
Corollary 3.10. Fix x ∈ Ψ, and let
Proof. For any > 0 it is possible to choose finitely many points x 1 , . . . , x n ∈ Ψ such that
x (γ) contains every point z ∈ H with d * (z, γ) ≥ . Applying Corollary 3.7 (a) to each component separately shows that γ j ∩ Q = ∅ for sufficiently large j, hence γ j is contained in an -neighborhood of γ for sufficiently large j.
For the other direction, let y ∈ γ, and let U = B (y). Then d R x (γ j , γ) → 0 for some x ∈ U ∩ Ψ, and so by Corollary 3.7 (b) it must be that U intersects γ j for large j. Since γ is compact, it follows that it will be contained in an -neighborhood of γ j for large j, which concludes the proof.
The next lemma tells us that even if we are not given a single curve to which the γ j converge in all the d 
is an initial segment of η and η = xγ x (up to the inclusion of endpoints).
Proof. Let x 1 , x 2 be two distinct points in Ψ. For i = 1, 2 we let γ x i be parametrized by cap 1 , and set τ i j = inf {t ≥ 0 :
this is the first time t such that either the x i lie in different components of H\γ x i [0, t], or that they both no longer lie in H t (γ x i ), the unique component of H\γ
whose closure contains 1. Then set σ = σ 1 ∧ σ 2 ; we claim that the γ x i must agree up to time σ. To see this, let t < σ: by definition of σ we must have H t (γ
) and x 1 , x 2 ∈ U . Then by Corollary 3.7 (a) we have for large j that U ⊂ H x 1 ,t (γ j ) and U ⊂ H x 2 ,t (γ j ), hence
, and H x 1 ,t (γ x 1 ) is a union of sets of the form U which proves H x 1 ,t (γ
, and so by symmetry they are equal. Since the curves are uniquely determined by their filling processes, the γ x i must agree up to time σ = σ 1 = σ 2 . It follows that one of theγ x i is an initial segment of the other: σ = τ 1 j = τ 2 j for some j, and then the curveγ x j must end at time σ. Therefore we can let η be the union of allγ x for x ∈ Ψ; if there is oneγ x of which all otherγ x are initial segments, then η =γ x is a curve going from −1 to 1. If not, we view η as a half-open path that does not contain its terminal endpoint.
If η is a half-open curve as constructed in Lemma 4.2, we will write d
The following is an example showing that this η need not extend to a closed continuous curve which contains its terminal endpoint:
Example 4.3. We consider curves traveling between 0 and ∞ within the closure of the infinite half-strip D = {| Re z| < 1} ∩ H, with the countable dense subset Ψ = (Q ∩ D)\(iR). We will adapt the curve of Example 2.1 as follows: For n ∈ N, let z n = (−1) n + in as before, but now let w n = i(1 − 2 −n ). We will let η k denote the closed curve which is a linear interpolation of the points 0, z 1 , w 1 , . . . , z k−1 , w k−1 , z k . See Figures 9a and 9b . If we let η denote the union over all η k , then η travels below the line {Im z = 1} infinitely many times, and so it does not extend to a continuous closed curve from 0 to ∞. Nevertheless it is easy to find a sequence (γ In the next section we will describe how to use bidirectional driving convergence to obtain the desired continuous extension.
4.2.
Uniform convergence from bidirectional driving convergence. We begin by proving some useful consequences of the time-separated assumption. From now on we assume that (γ j ) is a sequence in Γ R sim . Since these curves extend continuously to their endpoint, if we use the cap 1 parametrization we will write γ j [t, ∞] for the closure of γ j [t, ∞).
Definition 4.4. Let η be a half-open curve such as constructed by Lemma 4.2, parametrized by cap 1 . We say that a time t 0 is non-double if y 0 := η(t 0 ) is a non-double point of η. We say that t 0 is strongly non-double if in addition y 0 does not lie in the closure of η[t, ∞) for any t > t 0 . We make the symmetric definitions for ξ parametrized by cap −1 .
Lemma 4.5. Let (γ j ) be a sequence in Γ sim , and suppose that for each x ∈ Ψ there exists
Then the half-open curve η constructed by Lemma 4.2 has a dense collection of non-double times (under the cap 1 parametrization).
Proof. For 0 < t 1 < t 2 < t 3 , we say that z is a (
. Let D t 1 ,t 2 ,t 3 denote the set of times mapping to (t 1 , t 2 , t 3 )-double points. Then D t 1 ,t 2 ,t 3 is a closed subset of R ≥0 , and since η[0, t 3 ] is time-separated, it must be that D t 1 ,t 2 ,t 3 has dense complement in R ≥0 : if D t 1 ,t 2 ,t 3 contained a non-trivial time interval, the interval would map to a non-trivial connected component of η[0, t 1 ] ∩ η[t 2 , t 3 ] since η is assumed to be continuously driven (hence not locally constant).
The set D of all times mapping to double points can be expressed as the union of D t 1 ,t 2 ,t 3 over all rational triples 0 < t 1 < t 2 < t 3 . The countable intersection of open dense sets is dense by the Baire category theorem, so D has dense complement as desired.
We now assume the notation and hypotheses of Theorem 1.2, and let η := xη x and ξ := xξ x be the half-open curves given by Lemma 4.2. At this point we have not yet shown that either curve extends continuously to its terminal endpoint or that one curve is the time reversal of the other. However, we know that if there exists an x ∈ Ψ that is not swallowed by η before its terminal time, then η =η x and hence η extends continuously to its endpoint. We also know that H x (η) = H x (η x ) = H x (ξ x ) = H x (ξ) for every x ∈ Ψ, since these sets are components of the complement of the Hausdorff limit of the γ j (see Lemma 4.1). Thus, as sets, both η and ξ contain x∈Ψ ∂H x,∞ (η)\R, and both are contained in the closure of this union. Lemma 4.6. Let η and ξ be defined as above, parametrized by cap 1 and cap −1 respectively. Under this parametrization, each curve has a dense collection of strongly non-double times.
Proof. Suppose for the sake of contradiction that there is a time interval [t 1 , t 2 ] (with t 1 < t 2 ) in which every time fails to be a strongly non-double time for η. By Lemma 4.5, this time interval does contain a dense set of non-double times t 0 , so it must be that each corresponding y 0 := η(t 0 ) arises as the subsequential limit of η(t) for large t. Therefore S := η[t 1 , t 2 ] must lie in the closure of η[t, ∞) for any t > t 2 . We claim that for such t, any subsequential d and let η j * denote the curve γ j stopped at time t * . Letη j * denote the remaining curve γ j \η j * . Then, if X is any (subsequential) d H * limit of theη j * , we will have z 0 / ∈ X.
Proof. Since z 0 is a strongly non-double point, we can find > 0 small enough so that η does not enter B (z 0 ) after time t * . We further require B (z 0 ) ⊂ H. By the Beurling estimate, for any δ > 0 we may choose 0 < < small enough so that for any curve P crossing the annulus { < |z − z 0 | < }, a Brownian motion started inside B (z 0 ) has probability less than δ of exiting B (z 0 ) without hitting P . Thus for x ∈ B (z 0 ) ∩ Ψ we will have p x (η[t * , ∞); η) < δ and p x (R; η) < δ, and so by Corollary 3.10 (5) lim
We now consider the reverse direction. Let 0 < < and s 1 = inf {t ≥ 0 : ξ(t) ∈ B (z 0 )}, and note that since γ j− [0,
j * for large j. Now, making use of Lemma 4.6, let s 0 < s 1 be a strongly nondouble time of ξ such thatź 0 = ξ(s 0 ) lies in { < |z − z 0 | < }, and let˜ > 0 be small enough so that ξ does not enter B˜ (ź 0 ) after time s 1 . Applying the Beurling estimate again we choose 0 <˜ <˜ small enough so that for any curve P crossing {˜ < |z −ź 0 | <˜ }, a Brownian motion started inside B˜ (ź 0 ) has probability less than δ of exiting B˜ (ź 0 ) without hitting P . Then for x ∈ B˜ (ź 0 ) ∩ Ψ we have p x (ξ[s 1 , ∞); ξ) < δ, and so by our observation above (6) lim
Combining (5) and (6) gives
and setting δ ≤ 1/3 we obtain a contradiction, since a Brownian motion started at x and stopped upon hitting η ∪ R must clearly be stopped at one of η j * ,η j * , or R. Corollary 4.8. Assume the notation and hypotheses of Theorem 1.2 and Lemma 4.7. The paths η, ξ extend continuously to their endpoints, and η = ξ − =: γ.
Proof. First, notice that if z 1 , z 2 are strongly non-double points of η not in R such that η hits z 1 before z 2 , then ξ hits both these points, and will hit z 2 before z 1 . Indeed, writing
by Lemma 4.7, any subsequential d H * limit X of the curves η j * = γ j [t * , ∞] will be a closed initial segment of ξ containing η\η[0, t * ] (hence the point z 2 ) but not z 1 .
Suppose now that η(t) has multiple limit points as t → ∞, i.e. that there exist sequences t i,k (for i = 1, 2) such that z i = lim k η(t i,k ) with z 1 = z 2 . We may assume that all the t i,k map to strongly non-double points of η not in R, by the continuity of η and the density of such times. But then we claim that for any > 0 the curve ξ must travel between B (z 1 ) and B (z 2 ) infinitely many times before time s for some s > 0, which contradicts the continuity of ξ. Therefore η extends continuously to its endpoint, and it follows from the above that η = ξ as sets.
It remains to show that ξ = η − . We know that there is a dense set of times t k which map to strongly non-double points of η not in R, and that ξ hits these points in reverse order. Under the cap −1 parametrization of ξ, let T = {t : ξ(t) = η(t k ) for some k}. If T is a dense set of times for ξ then we are done, so suppose that there is an interval of time I not contained in T . But ξ(T ) = η[0, ∞) = ξ[0, ∞), and so I is an interval of times mapping to double points, which gives the contradiction.
Since γ is continuously driven and time-separated, γ[0, t 1 ] ∩ γ[t 2 , ∞) and γ ∩ R are both totally disconnected closed sets, hence their union is as well. Any point of C not contained in γ[t 1 , t 2 ] therefore forms a trivial connected component of C, so we must have X ⊆ γ[t 1 , t 2 ], and the first statement of the theorem follows.
The second statement is essentially a restatement of the remarks following the list of examples in Section 1.4: if γ is a simple curve, then
convergence with respect to all x in a dense subset of H.
4.3.
Alternate proof of uniform convergence. In this section we sketch an alternative proof of Theorem 1.2 that does not use the lemmas of the previous section. Instead of showing the existence of non-double and strongly non-double times -and considering segments of the path between these times -we begin by constructing a parametrization of η and ξ that behaves well under time-reversal.
Suppose first that η is parametrized by capacity time t. For any x ∈ Ψ, observe that
is a conformal map from the unit disc D to H x (η) that extends continuously to D. Thus, for any t,
is a closed subset of [0, 1]. Let s x (t) ≡ s η x (t) be the (Lebesgue) measure of the interior of A x (t), divided by the measure of A x (∞). Using topological arguments, it is not hard to see that this interior contains at most one interval of [0, 1] (viewed topologically as a circle, by identifying endpoints). Thus s x (t) is proportional to the length of this interval. Informally, s x (t) represents the portion (in terms of harmonic measure from x) of ∂H x (η)\R that has been traced by time t. Because η is continuous, s x (t) is a continuously increasing function of t.
Now fix a map a : Ψ → (0, ∞) with x∈Ψ a(x) = 1 and write s(t) = x∈Ψ a(x)s x (t). We claim that s is strictly increasing function of t. This follows from the time-separation assumption and arguments in the proof of Lemma 4.6, which show that an open dense subset of ∂(H\η[0, t])\R will remain on the boundary of ∂(H\η[0, ∞))\R.
We therefore take s ∈ [0, 1) to be our new parametrization of η, and we can assume that ξ is analogously parametrized by [0, 1). The proof now proceeds with the following observations:
(1 (η) -even though the union of these two limits and R includes all of ∂H x (η). This is done with the same arguments as those used in the previous section: if the intervals overlapped, then either γ j or its time reversal would fail to converge with respect to x to a continuously driven limit. 
where Γ R x is the Polish (complete separable metric) space defined by the completion of Γ R / ∼ x with respect to d 
By Tychonoff's theorem, the product
is also compact and has probability at least 1 − . Applying Prohorov's criterion again, we see that the laws of the γ j form a relatively compact family of measures on Ω Ψ .
Take a subsequence of the γ j which converges in law (as Ω Ψ -valued random variables) to a random element γ ∈ Ω Ψ . Recall the Skorohod-Dudley theorem [4] , which states that random variables on a complete separable metric space converge in law to a limit if and only if there is a coupling in which they converge almost surely. Thus we can define the γ j of this subsequence on the same probability space so that γ j →γ a.s. in Ω Ψ . By the hypothesis of the theorem,γ has the marginal law of η x in each Γ R x , and of ξ x in each Γ L x , and so we can further couple the sequence with η x and ξ x so that d R x (γ j , η x ) → 0 and d L x (γ j , ξ x ) → 0 a.s. for each x ∈ Ψ. Thus, applying Theorem 1.2 we have d U (γ j , γ) → 0 for some random curve γ ∈ Γ, which depends a priori on the particular subsequence. However, we have a.s. that for each x ∈ Ψ, η x is an initial segment of γ while ξ x is a concluding segment. The marginal laws of the η x , ξ x are uniquely specified by the hypothesis of the theorem, and by taking x arbitrarily close to the endpoints of γ we conclude that the law of γ as a Γ-valued random variable is uniquely specified also.
The above shows that every subsequence of the γ j has a further subsequence that converges in law to γ with respect to d U ; this of course implies that the entire sequence γ j converges in law to γ with respect to d U .
6. Application to SLE curves SLE κ (κ < 8) misses Ψ a.s. Thus, to apply our result to SLE curves, we need only show that the curves are a.s. time-separated: Lemma 6.1. Let γ be a (random) SLE κ curve traveling from −1 to 1. For κ < 8, γ ∈ Γ R t.s.
a.s.
Proof. For κ ≤ 4 this holds trivially since SLE κ is a.s. simple. It is also not hard to show that when κ ∈ (4, 8), the path SLE κ is almost surely time-separated. A much stronger set of results is proved for the so-called SLE κ;κ−4,κ−4 process in [3, §3] . The set X of cut point times of an SLE κ;κ−4,κ−4 curve γ 0 is shown to have the same law as the range of a stable subordinator with index 2 − κ/4 (and in particular is totally disconnected) ([3, Corollary 13]), and the path γ 0 a.s. never revisits a cut point, so that γ is injective on X. Given the cut point times, the driving function restricted to each interval of [0, ∞)\X (modulo additive constant) is independent of the driving function (modulo additive constant) restricted to the other intervals (see [3, §3] , Lemma 12 and Corollary 13). In other words, the increments corresponding to the various intervals are independent of one another. Each increment describes the "bead" traced by γ 0 in between the two cut points, and it is easy to see that each bead has at least a positive probability of having its left and right boundaries both be non-trivial; thus there will almost certainly be countably many such beads between each pair of cut points, and this implies that γ 0 (X) is a.s. totally disconnected, or equivalently, that the intersection of the left and right boundaries of γ 0 is totally disconnected. In between visits to R, the trace of an SLE κ has a law which is absolutely continuous with that of SLE κ;κ−4,κ−4 [14] . From this one may deduce that if γ is an SLE κ and t is any fixed time, then the intersection of the left and right boundaries L t and R t of K t is also a.s. totally disconnected. Now, γ[0, t] ∩ γ[t, ∞) must lie in L t ∪ R t . Also, L t \R t and R t \L t are mapped injectively into R by g 1,t . Since the intersection of SLE κ (κ < 8) with R is totally disconnected a.s. (see e.g. [10, Theorem 6.4]), any connected component of γ[0, t] ∩ γ[t, ∞) must lie in L t ∩ R t . But as we saw above this set is totally disconnected, and so we have a contradiction. , so the result follows from Theorem 1.4. Now that we have proved Corollary 1.6, it is worth remarking that Schramm and Wilson [14] have given a complete characterization of driving functions for the forward direction of SLE viewed from different points, which we briefly describe in our current context: let κ ≥ 0 and ρ ∈ R, and consider the solution of the system (7) dW t = √ κ dW t + i ρ 2 e iWt + V t e iWt − V t dt, dV t = −V t V t + e iWt V t − e iWt with initial condition (W 0 ; V 0 ) = (w 0 ; v 0 ) ∈ ∂D. The radial Loewner chain obtained from the driving function W t is a radial SLE κ;ρ in D started at (w 0 ; v 0 ); v 0 is thought of as a "force point" which adds some drift to the usual SLE κ driving function. The conformal image of this random curve under ϕ −1 is called a radial SLE κ;ρ in H started at (ϕ −1 (w 0 ); ϕ −1 (v 0 )). It was shown in [14] that if γ is a standard chordal SLE κ traveling in the upper half-plane between two boundary points a, b, and x = x 1 + ix 2 is any point in H, then ψ x γ is a radial SLE κ;κ−6 in H started at (w 0 ; v 0 ) = (ψ x (a); ψ x (b)), and so the driving function W x,t is given by the solution to (7) with ρ = κ − 6 and initial condition (W 0 ; V 0 ) = (ϕψ x (a); ϕψ x (b)). (For κ = 6, W x,t is simply a standard Brownian motion.)
Proof (Corollary 1.7). Follows from Theorem 1.2 by (a simplified version of) the proof of Theorem 1.4.
