Abstract. We prove that the Hartree-Fock orbitals of pseudorelativistic atoms, that is, atoms where the kinetic energy of the electrons is given by the pseudorelativistic operator √ − ∆ + 1 − 1, are real analytic away from the origin. As a consequence, the quantum mechanical ground state of such atoms is never a Hartree-Fock state.
Introduction and results
In a recent paper [5] , three of the present authors studied the HartreeFock model for pseudorelativistic atoms, and proved the existence of Hartree-Fock minimizers. Furthermore, they proved that the corresponding Hartree-Fock orbitals (solutions to the associated Euler-Lagrange equation) are smooth away from the nucleus, and that they decay exponentially. In this paper we prove that all of these orbitals are, in fact, real analytic away from the origin. Apart from intrinsic mathematical interest, analyticity of solutions has important consequences. For example, in the non-relativistic case, the analyticity of the orbitals was used in [13, 21] to prove that the quantum mechanical ground state is never a Hartree-Fock state (or, more generally, is never a finite linear combination of Slater determinants). A direct consequence of our main regularity result is that this also holds in the pseudorelativistic case. Our proof also shows that any H 1/2 -solution ϕ : R 3 → C to the non-linear equation
which is smooth away from x = 0, is in fact real analytic there. As will be clear from the proof, our method yields the same result for solutions to equations of the form
where V has a finite number of point singularities (but is analytic elsewhere), under certain conditions on m, s, V , and k (see Remark 1.2 below). We believe this result is of independent interest, but stick concretely to the case of pseudorelativistic Hartree-Fock orbitals, since this was the original motivation for the present work. We consider a model for an atom with N electrons and nuclear charge Z (fixed at the origin), where the kinetic energy of the electrons is described by the expression (|p|c) 2 + (mc 2 ) 2 −mc 2 . This model takes into account some (kinematic) relativistic effects; in units where = e = m = 1, the Hamiltonian becomes
with T (p) = E(p) − α −1 = |p| 2 + α −2 − α −1 and V (x) = Zα/|x|. Here, α is Sommerfeld's fine structure constant; physically, α ≃ 1/137.
The operator H acts on a dense subspace of the N-particle Hilbert space
of antisymmetric functions. (We will not consider spin since it is irrelevant for our discussion.) It is bounded from below on this subspace if and only if Zα ≤ 2/π (see [25] ; for a number of other works on this operator, see [3, 6, 9, 15, 23, 28, 31, 32] ).
The (quantum) ground state energy is the infimum of the quadratic form q defined by H, over the subset of elements of norm 1 of the corresponding form domain. Hence, it coincides with the infimum of the spectrum of H considered as an operator acting in H F . A corresponding minimizer is called a (quantum) ground state of H.
In the Hartree-Fock approximation, instead of minimizing the quadratic form q in the entire N-particle space H F , one restricts to wavefunctions Ψ which are pure wedge products, also called Slater determinants:
orthonormal in L 2 (R 3 ) (called orbitals). Notice that this way, Ψ ∈ H F and Ψ L 2 (R 3N ) = 1.
The Hartree-Fock ground state energy is the infimum of the quadratic form q defined by H over such Slater determinants: E HF (N, Z, α) := inf{ q(Ψ, Ψ) | Ψ Slater determinant } .
Inserting Ψ of the form in (4) into q formally yields E HF (u 1 , . . . ,u N ) := q(Ψ, Ψ)
In fact, u i ∈ H 1/2 (R 3 ), 1 ≤ i ≤ N, is needed for this to be well-defined (see Section 3 for a detailed discussion), and so (5)-(6) can be written E HF (N, Z, α) = inf{ E HF (u 1 , . . . , u N ) | (u 1 , . . . , u N ) ∈ M N } ,
Here, ( , ) denotes the scalar product in L 2 (R 3 ). The existence of minimizers for the problem (7)-(8) was proved in [5] when Z > N − 1 and Zα < 2/π. (Note that such minimizers are generally not unique since E HF is not convex; see [10] ). The existence of infinitely many distinct critical points of the functional E HF on M N was proved recently (under the same conditions) in [7] .
The Euler-Lagrange equations of the problem (7)- (8) are the Hartree-Fock equations,
− α N j=1 R 3 ϕ j (y)ϕ i (y) |x − y| dy ϕ j (x) = ε i ϕ i (x) , 1 ≤ i ≤ N .
Here, the ε i 's are the Lagrange multipliers of the orthonormality constraints in (8) . (Note that the naive Euler-Lagrange equations are more complicated than (9) , but can be transformed to (9) ; see [10] .)
with h ϕ the Hartree-Fock operator associated to ϕ = {ϕ 1 , . . . , ϕ N }, formally given by
where R ϕ u is the direct interaction, given by the multiplication operator defined by
and K ϕ u is the exchange term, given by the integral operator
ϕ j (y)u(y) |x − y| dy ϕ j (x) .
The equations (9) (or equivalently (10) ) are called the self-consistent Hartree-Fock equations. One has that σ ess (h ϕ ) = [0, ∞) and that, when in addition N < Z, the operator h ϕ has infinitely many eigenvalues in [−α −1 , 0) (see [5, Lemma 2] ; the argument given there holds for any ϕ = {ϕ 1 , . . . , ϕ N },
, as long as Zα < 2/π). If (ϕ 1 , . . . , ϕ N ) ∈ M N is a minimizer for the problem (7)-(8), then the ϕ i 's solve (10) with ε 1 ≤ ε 2 ≤ · · · ≤ ε N < 0 the N lowest eigenvalues of the operator h ϕ [5] .
In [5] it was proved that solutions {ϕ 1 , . . . , ϕ N } to (9)-and, more generally, all eigenfunctions of the corresponding Hartree-Fock operator h ϕ -are smooth away from x = 0 (the singularity of V ), and that (for the ϕ i 's for which ε i < 0) they decay exponentially. (The solutions studied in [5] came from a minimizer of E HF , but the proof trivially extends to the solutions {ϕ n } n∈N = {ϕ n 1 , . . . , ϕ n N } n∈N to (9) found in [7] , and to all the eigenfunctions of the corresponding Hartree-Fock operators mentioned above). The main theorem of this paper is the following, which completely settles the question of regularity away from the origin of solutions to the equations (9). Theorem 1.1. Let Zα < 2/π, and let N ≥ 2 be a positive integer such that N < Z + 1. Let ϕ = {ϕ 1 , . . . , ϕ N }, ϕ i ∈ H 1/2 (R 3 ), i = 1, . . . , N, be solutions to the pseudorelativistic Hartree-Fock equations in (9) .
Then, for i = 1, . . . , N,
that is, the Hartree-Fock orbitals are real analytic away from the origin in R 3 .
Remark 1.2. (i)
The restrictions Zα < 2/π, N < Z + 1, and N ≥ 2 are only made to ensure existence of H 1/2 -solutions to (9) . In fact, our proof proves analyticity away from x = 0 for H 1/2 -solutions to (9) for any Zα. For the case N = 1, (9) reduces to (T − V )ϕ = εϕ and our result also holds for H 1/2 -solutions to this equation (see also (iv) and (v) below about more general V for which the result also holds for the linear equation). More interestingly, the result also holds for H 1/2 -solutions to (1) (which, strictly speaking, cannot be obtained from (9) by any choice of N).
(ii) The statement also holds for any eigenfunction of the associated Hartree-Fock operator given by (11) .
(iii) It is obvious from the proof that the theorem holds true if we include spin.
(iv) As will also be clear from the proof, the statement of Theorem 1.1 (appropriately modified) also holds for molecules. More explicitely, for a molecule with K nuclei of charges
, and the corresponding Hartree-Fock orbitals are real analytic away from the positions of the nuclei, i.e., belong to
(v) Another approximation to the full quantum mechanical problem is the multiconfiguration self-consistent field method (MC-SCF). Here one minimizes the quadratic form q defined by the operator H given in (3) (or, more generally, with V from (iv)) over the set of finite sums of Slater determinants instead of only on single Slater determinants as in Hartree-Fock theory. If minimizers exist they satisfy what is called the multiconfiguration equations (MC equations). For more details, see [10, 13, 22] . As will be clear from the proof, the statement of Theorem 1.1 also holds for solutions to these equations.
(vi) In fact, for V we only need the analyticity of V away from finitely many points in R 3 , and certain integrability properties of V ϕ i in the vicinity of each of these points, and at infinity; for more details, see Remark 4.1.
(vii) As will be clear from the proof, the statement of Theorem 1.1 also holds for other non-linearities than the Hartree-Fock term in (9) , namely |ϕ| k ϕ as in (2) (for k even; for k odd, one needs to take ϕ k+1 ). The L p -space in which one needs to study the problem (see Proposition 2.1 and the description of the proof below for details) needs to be chosen depending on k in this case (the larger the k, the larger the p).
(viii) Also, as will be clear from the proof, the result holds if T (−i∇) = |∇| (i.e., T (p) = |p|) in (9) . In (35) below, E(p) −1 should then be replaced by (|p| + 1) −1 (and '1' added to 'α −1 + ε i '). The only properties of E(p) −1 used are in Lemmas C.1 and C.2, which follow also for (|p|+1) −1 from the same methods with minor modifications. Similarly, one can replace T (p) with (
The result of Theorem 1.1 in the non-relativistic case (T (−i∇) replaced by −α∆ in (3)) was proved in [13, 21] ; see also the discussion below. In this case, it is furthermore known [10] that, for x ∈ B r (0) for some r > 0,
Combining the argument in [13, 21] with the analyticity away from the position of the nucleus of solutions to the MC equations (see Remark 1.2 (v)) we readily obtain the following result. 
(iv).
Description of the proof of Theorem 1.1: The proof of Theorem 1.1 is inspired by the standard Morrey-Nirenberg [27] proof of analyticity of solutions to general (linear) elliptic partial differential equations with real analytic coefficients by 'nested balls'. A good presentation of this technique can be found in [16] . (Other proofs using a complexification of the coordinates also exist and have been applied to both linear and non-linear equations; see [26] and references therein.)
In [16] one proves L 2 -bounds on derivatives of order k of the solution in a ball B r (of some radius r) around a given point. These bounds should behave suitably in k in order to make the Taylor series of the solution converge locally, thereby proving analyticity.
The proof of these bounds is inductive. In fact, for some ball B R with R > r, one proves the bounds on all balls B ρ with r ≤ ρ ≤ R, with the appropriate (with respect to k) behaviour in R − ρ. The induction basis is provided by standard elliptic estimates. In the induction step, one has to bound k + 1 derivatives of the solution in the ball B ρ . To do so, one divides the difference B R \ B ρ into k + 1 nested balls using k + 1 localization functions with successively larger supports. Commuting m of the k derivatives (in the case of an operator of order m) with these localization functions produces (local) differential operators of order m − 1, with support in a larger ball. These local commutator terms are controlled by the induction hypothesis, since they contain one derivative less. For the last term-the term where no commutators occur-one then uses the equation.
This approach poses new technical difficulties in our case, due to the non-locality of the kinetic energy T (p) = √ − ∆ + α −2 − α −1 and the non-linearity of the terms R ϕ ϕ i and K ϕ ϕ i .
The non-locality of the operator √ − ∆ + α −2 implies that, as opposed to the case of a differential operator, the commutator of the kinetic energy with a localization function is not localized in the support of the localization function. That is, when resorting to proving analyticity by differentiating the equation, the localization argument described above introduces commutators which are (non-local) pseudodifferential operators. Now the induction hypothesis does not provide control of these terms. Furthermore, it is far from obvious that the singularity of the potential V outside B R does not influence the regularity in B R of the solution through these operators (or rather, through the non-locality of √ − ∆ + α −2 ). Loosely speaking, the singularity of the nuclear potential 'can be felt everywhere'. (Note that if we would not have a (singular) potential V one could proceed as in [11] and prove global analyticity by showing exponential decay of the solutions in Fourier space.)
We overcome this problem by a new localization argument which enable us to capture in more detail the action of high order derivatives on nested balls (manifested in Lemma B.1 in Appendix B below). This, together with very explicit bounds on the (smoothing) operators φE(p) −1 D β χ for χ and φ with disjoint supports (see Lemma C.2), are the main ingredients in solving the problem of nonlocality. The estimates are on φE(p)
, since we invert E(p) (turning the equation into an integral operator equation, see (35)). Our method of proof would also work in the non-relativistic case, since the integral operators (−∆ + 1) −1 and E(p) −1 enjoy similar properties. The second major obstacle is the (morally cubic) non-linearity of the terms R ϕ ϕ i and K ϕ ϕ i .
To illustrate the problem, we discuss proving analyticity by the above method (local L 2 -estimates) for solutions u to the equation ∆u = u 3 . When differentiating this equation (and therefore u 3 ), the application of Leibniz' rule introduces a sum of terms. After using Hölder's inequality on each term (the product of three factors, each a number of derivatives on u), one needs to use a Sobolev inequality to 'get back down to L 2 ' in order to use the induction hypothesis. Summing the many terms, the needed estimate does not come out (in fact, some Gevrey-regularity would follow, but not analyticity).
In the quadratic case this can be done (that is, for the equation ∆u = u 2 this problem does not occur), but in the cubic case, one looses too many derivatives.
The second insight of our proof is that this problem of loss of derivatives may be overcome by characterizing analyticity by growth of derivatives in some L p with p > 2. When working in L p for p > 2, the loss of derivatives in the Sobolev inequality mentioned above is less (as seen in Theorem D.1). Choosing p sufficiently large allows us to prove the needed estimate. The operator estimates on φE(p) −1 D β χ mentioned above therefore have to be L p -estimates. In fact, using L p − L q estimates, one can also deal with the problem that the singularity of the nuclear potential V 'can be felt everywhere'.
Note that taking p = ∞ would avoid using a Sobolev inequality altogether (L ∞ being an algebra), but the needed estimates on φE(p) −1 D β χ cannot hold in this case. For local equations an approach to handle the loss of derivatives (due to Sobolev inequalities) exists. This was carried out in [12] , where analyticity of solutions to elliptic partial differential equations with general analytic non-linearities was proved. Friedman works in spaces of continuous functions. In this approach, one needs to have a sufficiently high degree of regularity of the solution beforehand (it is not proved along the way). Also, since the elliptic regularity in spaces of continuous functions have an inherent loss of derivative, one needs to work on a sufficiently small domain in order for the method to work. We prefer to work in Sobolev spaces since this is the natural setting for our equation and since the needed estimates on the resolvent are readily obtained in these spaces.
For an alternative method of proof (one fixed localization function, to the power k, and estimating in a higher order Sobolev space (instead of in L 2 ) which is also an algebra), see Kato [18] (for the equation ∆u = u 2 ) and Hashimoto [14] (for general second order non-linear analytic PDE's).
Additional technical difficulties occur due to the fact that the cubic terms, R ϕ ϕ i and K ϕ ϕ i , are actually non-local.
Note that in the proof that non-relativistic Hartree-Fock orbitals are analytic away from the positions of the nuclei (see [13, 22] ), the non-linearities are dealt with by cleverly re-writing the Hartree-Fock equations as a system. One introduces new functions φ i,j = [ϕ i ϕ j ] * | · | −1 , which satisfy −∆φ i,j = 4πϕ i ϕ j . This eliminates the terms R ϕ ϕ i , K ϕ ϕ i , turning these into quadratic products in the functions ϕ i , φ i,j , hence one obtains a (quadratic and local) non-linear system of elliptic second order equations with coefficients analytic away from the positions of the nuclei. The result now follows from the results cited above [18, 26] . (In fact, this argument extends to solutions of the more general multiconfiguration self-consistent field equations, see [13, 22] .)
This idea cannot readily be extended to our case. The operator E(p) is a pseudodifferential operator of first order, so when re-writing the Hartree-Fock equations as described above, one obtains a system of pseudodifferential equations. This system is, as before, of second (differential) order in the auxiliary functions φ i,j , but only of first (pseudodifferential) order in the original functions ϕ i . Hence, the leading (second) order matrix is singular elliptic. Hence (even if we ignore the fact that the square root is non-local) the above argument does not apply.
To summarize, our approach is as follows. We invert the kinetic energy in the equation for the orbitals thereby obtaining an integral equation to which we apply successive differentiations. The localization argument of Lemma B.1 together with the smoothing estimates on φE(p) −1 D β χ handle the non-locality of this equation. By working in L p for suitably large p one can afford the necessary loss of derivatives from using Sobolev inequalities when treating the non-linear terms.
Proof of analyticity
In order to prove that the ϕ i 's are real analytic in R 3 \ {0} it is sufficient [20, Proposition 2.2.10] to prove that for every x 0 ∈ R 3 \ {0} there exists an open set U ⊆ R 3 \ {0} containing x 0 , and constants C, R > 0, such that
Let x 0 ∈ R 3 \ {0}, and let ω be the ball B R (x 0 ) with center x 0 and radius R := min{1, |x 0 |/4}. For δ > 0 we denote by ω δ the set of points in ω at distance larger than δ from ∂ω, i.e.,
By our choice of ω we have
In particular, by our choice of R,
For Ω ⊆ R n and p ≥ 1 we let
. In the following we equip the Sobolev space W m,p (Ω), Ω ⊆ R n , m ∈ N and p ∈ [1, ∞), with the norm
Theorem 1.1 follows from the following proposition.
Proposition 2.1. Let Zα < 2/π, and let N ≥ 2 be a positive integer such that
. . , N, be solutions to the pseudorelativistic Hartree-Fock equations in (9) . Let x 0 ∈ R 3 \{0}, R = min{1, |x 0 |/4}, and ω = B R (x 0 ). Define
Then for all p ≥ 5 there exist constants C, B > 1 such that for all j ∈ N, for all ǫ > 0 such that ǫj ≤ R/2, and for all i ∈ {1, . . . , N} we have
Given Proposition 2.1, the proof that the ϕ i 's are real analytic is standard, using Sobolev embedding. We give the argument here for completeness. We then give the proof of Proposition 2.1 in the next section.
Let
and (19) we have ϕ i ∈ C(U ). Therefore it suffices to prove (15) for |β| ≥ 1. Fix i ∈ {1, . . . , N} and consider
with C, B independent of the choice of β. By Theorem D.5 (see also Remark D.6) there exists a constant
using (20) . Using that R ≤ 1 ≤ B, that #{σ ∈ N 3 0 | |σ| = 1} = 3, and that, from (A.7),
Since
for some C, R > 0. This proves (15) . Hence ϕ i is real analytic in R 3 \ {0}. This finishes the proof of Theorem 1.1. It therefore remains to prove Proposition 2.1.
Remark 2.2. We here give explicit choices for the constants C and B in Proposition 2.1. Let
Note that by (29) below, this is finite since
The existence of A follows from the real analyticity in 
.10]). Assume without restriction that
Choose
That C < ∞ follows from the smoothness away from x = 0 of the ϕ i 's [5, Theorem 1 (ii)] and the fact that, since
where C * is the constant (related to a smooth partition of unity) introduced in (B.3). In particular, B > 48. We will prove Proposition 2.1 with these choices of C and B.
Proof of the main estimate
We first make (6) more precise, thereby also explaining the choice of
(wheref (p) = (2π) 
is well-defined on H 1/2 (R 3 ) (and bounded below by − α −1 ) as a form sum when Zα < 2/π, that is,
By abuse of notation, we write E(p) for the (strictly positive) operator
) (using Kato's inequality above), and the operator K ϕ given in (13) is Hilbert-Schmidt (see [5, Lemma 2] ). As a consequence, when Zα < 2/π, the operator h ϕ in (11) is a welldefined self-adjoint operator with quadratic form domain
, also h ϕ is bounded from below by − α −1 . Then, for (u 1 , . . . , u N ) ∈ M N , the precise version of (6) becomes
The considerations on R ϕ and K ϕ above imply that also the non-linear terms in (33) are finite for
. . , ϕ N } satisfies the self-consistent HF-equations (10) with the operator h ϕ defined above.
Note that E(p) is a bounded operator from
, and recall that (29) shows that V also defines a bounded operator from
(for any Zα). As noted above, both R ϕ and
hold as equations in
, this implies that, as equalities in
Proof of Proposition 2.1 : The proof of Proposition 2.1 is by induction on j ∈ N 0 . More precisely:
Definition 3.1. For p ≥ 1 and j ∈ N 0 , let P(p, j) be the statement: For all ǫ > 0 with ǫj ≤ R/2, and all i ∈ {1, . . . , N} we have
with C, B > 1 the constants in Remark 2.2.
Then Proposition 2.1 is equivalent to the statement: For all p ≥ 5, P(p, j) holds for all j ∈ N 0 . This is the statement we will prove by induction on j ∈ N 0 .
Induction start: For convenience, we prove the induction start for both j = 0 and j = 1.
Note that P(p, 0) trivially holds since (see Remark 2.2)
Also P(p, 1) holds by the choice of C, since
Namely, since ω ǫ ⊆ ω, (36) holds for |β| = 0 (and all ǫ > 0) using (37). For β ∈ N 0 with |β| = 1 = j (i.e., β = e ν for some ν ∈ {1, 2, 3}), and all ǫ > 0 with ǫ = ǫj ≤ R/2 < 1,
Here we again used that ω ǫ ⊆ ω, (38), and that B > 1 (see Remark 2.2). We move on to the induction step.
Induction hypothesis:
Let p ≥ 5 and j ∈ N 0 , j ≥ 1. Then P(p,j) holds for allj ≤ j.
We now prove that P(p, j + 1) holds. Note that to prove this, it suffices to study β ∈ N 3 0 with |β| = j + 1. Namely, assume ǫ > 0 is such that ǫ(j + 1) ≤ R/2 and let β ∈ N 3 0 with |β| < j + 1. Then |β| ≤ j and ǫj ≤ R/2 so, by the definition of ω δ and the induction hypothesis,
It therefore remains to prove that
and all β ∈ N 3 0 with |β| = j + 1 .
Remark 3.2. To use the induction hypothesis in its entire strength, it is convenient to write, for ℓ > 0, ǫ > 0 such that ǫℓ ≤ R/2, and σ ∈ N 3 0
so that, by the induction hypothesis (applied on the term withǫ and j) we get that
Compare this with (36). With the convention that 0 0 = 1, (43) also holds for |σ| = 0.
We choose a function Φ (depending on j) satisfying
The estimate (42)-and hence, by induction, the proof of Proposition 2.1-now follows from the equations (35) for the ϕ i 's, (45) and the following two lemmas. 
, and
where C, B > 1 are the constants in (36) (see also Remark 2.2). 
where C, B > 1 are the constants in (36) (see also Remark 2.2).
Remark 3.5. For a, b ∈ {1, . . . , N}, let U a,b denote the function
In particular, U a,b ∞ ≤ C 1 for all a, b ∈ {1, . . . , N} (see (23) ). Note that (see (12) and (13))
Hence Lemma 3.4 follows from the following lemma and the fact that Zα < 2/π < 1. 
It therefore remains to prove Lemmas 3.3 and 3.6. This will be done in the two following sections.
Proof of Lemma 3.3
We prove Lemma 3.3 by proving (46) and (47) separately.
Proof of
as an identity in H −|β|+1/2 (R 3 ) (we have also used that E(p) −1 commutes with derivatives on any H s (R 3 )). Here, [ · , · ] denotes the commutator. Also, |β k | = k, |µ k | = 1, and 0 ≤ η k , χ k ≤ 1. (For the support properties of η k , χ k , see the mentioned appendix.) We will prove that each term on the right side of (51) belong to L p (R 3 ), and bound their norms. The proof of (46) will follow by summing these bounds.
The first sum in (51). Let θ k be the characteristic function of the support of χ k (which is contained in ω). Since V is smooth on the closure of ω it follows from the induction hypothesis that the
(as we will observe below). Therefore we can estimate, for k ∈ {0, . . . , j},
Here, · Bp is the operator norm on
For k = 0, the first factor on the right side of (52) can be estimated using Lemma C.1 (since |β 0 | = 0). This way, since χ 0 ∞ = Φ ∞ = 1,
with
For k > 0, the first factor on the right side of (52) can be estimated using (C.4) in Lemma C.2 (with r = 1, q
and
It follows from (53) and (54) that, for all k ∈ {0, . . . , j}, ν ∈ {1, 2, 3},
with C 2 as defined in (25) . It remains to estimate the second factor in (52). Recall the definition of the constant A in (24) . It follows from (24) and (17) that, for all ǫ > 0, ℓ ∈ N 0 , and σ ∈ N 3 0 , ǫ |σ| sup
with ω ǫℓ ⊆ ω as in defined in (16) . For k = j, since β j = σ, we find, by (56) and the choice of C (see Remark 2.2), that
The estimate for k ∈ {0, . . . , j − 1} is a bit more involved. We get, by Leibniz's rule, that
Now, supp θ k = supp χ k ⊆ ω ǫ(j−k+1/4) , so by (56), for all µ ≤ σ − β k ,
By the induction hypothesis (in the form discussed in Remark 3.2),
It follows from (58), (59), and (60) that (using that |σ| = j, |β k | = k, and (A.6), summing over m = |µ|)
Note that, by (A.7), for 0 < m < j − k,
To see the last inequality, look at the cases 0 < m ≤ (j − k)/2 and j − k > m ≥ (j − k)/2 separately. Hence (since B > 2A, see Remark 2.2), for any k ∈ {0, . . . , j − 1},
Note that, by (57), the same estimate holds true if k = j. So, from (52), (55), (63), the fact that ǫ ≤ 1 (since ǫ(j + 1) ≤ R/2 ≤ 1/2), and the choice of B (in particular, B > 16; see Remark 2.2), it follows that
The second sum in (51).
Comparing the second sum in (51) with the first sum in (51), one sees that the second sum is the first one with j replaced by j − 1 and χ k replaced by −D µ k η k . Having now a derivative on the localization functions we have one derivative less falling on the term V ϕ i . More precisely, the operator
we need that supp D µ k η k is contained in ω ǫ((j−1)−k+1/4) . Indeed we have much more: as for χ k we have supp
It follows that the second sum in (51) can be estimated as the first one, up to one extra factor of C * /ǫ and up to replacing j by j − 1 in the estimate (64). Hence, using that ǫ ≤ 1, and the choice of B (see Remark 2.2), we get that
The last term in (51). It remains to study
We split V in two parts, one supported around x = 0, and one supported away from x = 0, and study the two terms separately. We will prove below that this way,
. Upon using suitable operator bounds on ΦD β E(p) −1 χ (for some suitable smooth χ's), combined with bounds on the norms of the two parts of η j V ϕ i , we will finish the proof.
Let ρ = |x 0 |/4, and let θ ρ and θ ρ/2 be the characteristic functions of the balls B ρ (0) and B ρ/2 (0), respectively. Choose χ ρ ∈ C ∞ 0 (R 3 ) with supp χ ρ ⊆ B ρ (0), 0 ≤ χ ρ ≤ 1, and χ ρ = 1 on B ρ/2 (0). Note that then
by the choice of
For the first term in (68), we use Lemma C.2, with p = 1, q = p/(p − 1), and r = p. Then p, r ∈ [1, ∞) and q > 1, and q −1 + p −1 = 1. We get that (recall (67) and that χ ρ θ ρ = χ ρ ),
Here we used that Φ ∞ = χ ρ ∞ = 1 and that η j ≡ 1 where θ ρ = 0. Note that j + 1 ≤ ǫ −1 (since, by assumption, ǫ(j + 1) ≤ R/2 ≤ 1/2). Therefore,
Note furthermore that since |β| = j + 1 ≥ 2 and r ≥ 1,
independently of β. It follows that
Using Schwarz's inequality and that Zα < 2/π,
(Note that V θ ρ t < ∞ ⇔ t < 3.) It follows from (72), (73), and the choice of B and C (see Remark 2.2) that
We now consider the second term in (68). Recall that Φ is supported in ω ǫ(j+1) and dist(supp Φ, supp η j ) ≥ ǫ(j + 1/4) .
Again, we use Lemma C.2, this time with p = 3, q = p/(p − 1), and r = 3p/(2p+3). Then p −1 +q
As before, we used that Φ ∞ = η j ∞ = 1. Note that
Since ǫ(j + 1) ≤ R/2 < 1 and r < 3/2 it follows that (ǫ(j + 1/4)) 3/r−2 ≤ 1. Also, by the choice of ρ, the definition of V , and since Zα < 2/π,
It follows from (77) (and that 0 ≤ 1− χ ρ ≤ 1−θ ρ/2 ), (71), (76), and the choice of C and B (see Remark 2.2), that for all i = 1, . . . , N (recall that |β| = j + 1)
It follows from (68), (74), and (78) that
The estimate (46) now follows from (51) and the estimates (64), (65), and (79).
Proof of (47) : Note that the constant functions W i (x) = α −1 + ε i trivially satisfies the conditions on V (= Zα| · | −1 ) needed in the proof above. In fact, having assumed A ≥ α −1 + max 1≤i≤N |ε i | (See Remark 2.2), (24) (and therefore (56)) trivially holds for W i . Also, for the term ΦD
above (but without any splitting in χ ρ and 1 − χ ρ ), using that |W i (x)| ≤ A, x ∈ R 3 . The proof of (47) therefore follows from the proof of (46) above, by the choice of C and B (see Remark 2.2) .
This finishes the proof of Lemma 3.3.
Remark 4.1. In fact, with a simple modification the arguments above (the local L p -bound on the two terms in (68)) can be made to work just assuming that, for all s > 0,
Proof of Lemma 3.6
Proof of (50) : Similarly to the case of the term with V in Lemma 3.3, we here use the localization functions introduced in Appendix B below.
With the notation as in the previous section (in particular, β = σ + e ν with |σ| = j), Lemma B.1 (with ℓ = j) implies that
as an identity in H −|β| (R 3 ). As in the proof of Lemma 3.3, [ · , · ] denotes the commutator, |β k | = k, |µ k | = 1, and 0 ≤ η k , χ k ≤ 1. (For the support properties of η k , χ k , see the mentioned appendix.) As in the previous section, we will prove that each term on the right side of (81) belong to L p (R 3 ), and bound their norms. The claim of the lemma will follow by summing these bounds.
The first sum in (81). We first proceed like for the similar sum in the proof of Lemma 3.3 (see (52), and after). Let θ k be the characteristic function of the support of χ k . It follows from the induction hypothesis, using that −∆U a,b = 4πϕ a ϕ b , and Theorems D.5 and
The first factor on the right side of (82) was estimated in the proof of Lemma 3.3 (see (55)): For all k ∈ {0, . . . , j}, ν ∈ {1, 2, 3},
with C 2 the constant in (25) . It remains to estimate the second factor in (82). For k = j, since β j = σ, we find that, by (23) and the choice of C and B (see Remark 2.2),
In the last inequality we also used that ǫ ≤ 1 (since ǫ(j+1) ≤ R/2 < 1).
The estimate for k ∈ {0, . . . , j − 1} is more involved. We get, by Leibniz's rule, that
We estimate separately each term on the right side of (85). We separate into two cases. If µ = 0 then, using the induction hypothesis (i.e., P(p, j − k); recall that supp θ k ⊆ ω ǫ(j−k) ) and (23),
In the last inequality we used the choice of B (see Remark 2.2) and that ǫ ≤ 1. If 0 < µ ≤ σ − β k , then (since supp χ k ⊆ ω ǫ(j−k+1/4) ) Hölder's inequality (with 1/p = 1/(3p) + 2/(3p)) and Corollary D.2 give that
Here, K 2 is the constant in Corollary D.2, and θ = 2/p < 1. Note that ω ǫ(j−k+1/4) = B r (x 0 ) with r ∈ [R/2, 1], since ǫ(j + 1) ≤ R/2 and R = min{1, |x 0 |/4} We will use Lemma 5.3 below to bound the first factor in (87). The last two factors we now bound using the induction hypothesis.
If µ ∈ N 3 0 is such that 0 < µ ≤ σ − β k , then the induction hypothesis (in the form discussed in Remark 3.2) gives (recall here (18) and that |σ| = j, |β k | = k) that for the last two factors in (87) we have
and (using that B > 1 (see Remark 2.2) and ǫ(j −k + 1/4) ≤ ǫ(j + 1) ≤ R/2 < 1)
It follows from (88) and (89) that for all µ ∈ N 3 0 with 0
From (87), Lemma 5.3, and (90) (using (A.6) in Appendix A below, summing over m = |µ|), it follows that
Here, C 3 is the constant from (26) . Recall also that θ = 2/p. We prove that for m ∈ {1, . . . , j − k},
Note first that, since ǫ(j − k + 1/4) ≤ ǫ(j + 1) ≤ 1,
This shows that the inequality in (92) is true for m = j − k > 0, since θ < 1. For m < j − k, we use (A.8) in Appendix A below, and (93), to
Since θ < 1/2 and m ≤ j − k − 1, we have that
The estimate (92) for m ∈ {1, . . . , j −k −1} now follows from (94)- (95) (since 4 θ e 25/12 / √ π ≤ 10).
Inserting (92) in (91) (and using again ǫ(j −k+1/4) ≤ 1 and 2θ−2 < 0) we find that
where we used that θ ≤ 2/5, B ≥ 4 (see Remark 2.2), and
This is the very essential reason for needing p ≥ 5. By the choice of B (see Remark 2.2) it follows that
From (85), (86), and (98) it follows that for all k ∈ {0, . . . , j − 1}, 
Since B > 16 (see Remark 2.2) the last sum is less than 2 and so for the first term in (81) we finally get, by the choice of B (see Remark 2.2) that
The second sum in (81). By the same arguments as for the second sum in (51) (see after (64)), it follows that the second sum in (81) can be estimated as the first one, up to one extra factor of C * /ǫ (with C * > 0 the constant in (B.3) in Appendix B below) and up to replacing j by j − 1 in the estimate (101). Hence, by the choice of B (see Remark 2.2)
The last term in (81). Since σ + e ν = β, the last term in (81) equals
We proceed exactly as for the term ΦD
68) (but without any splitting in χ ρ and 1 − χ ρ ), except that the estimate in (77) is replaced by U a,b ∞ ≤ C 1 (see (23) ). It follows, from the choice of B and C (see Remark 2.2) that (recall that |β| = j + 1)
The estimate (50) now follows from (81) and the estimates (101), (102), and (103).
with K 2 from Corollary D.2, C from Remark 2.2, and θ = θ(p) = 2/p.
Proof. By Leibniz's rule and the Cauchy-Schwarz inequality we get that
We use Corollary D.2 (with ω ǫ(|β|+1) = B r (x 0 ), r = R − ǫ(|β| + 1); note that r ∈ [R/2, 1], since ǫ(|β| + 1) ≤ R/2 and R = min{1, |x 0 |/4}). This gives that, with K 2 from Corollary D.2, and θ = 2/p,
We now use the induction hypothesis (in the form discussed in Remark 3.2) on each of the four factors in the sum on the right side of (105). Note that, by assumption, ǫ(|β| + 1) ≤ ǫj ≤ R/2 and |µ| < |µ| + 1 ≤ |β| + 1 ≤ j (similarly, |β − µ| < |β − µ| + 1 ≤ j).
Recalling (18), we therefore get that, for all
since (recall that ǫ(|β| + 1) ≤ R/2 < 1 and B > 1)
Proceeding similarly for the other two factors in (105), we get (using (A.6) in Appendix A and summing over m = |µ|) that
We simplify the sum in m. Note that for m = 0 and m = |β|, the summand is bounded by 1. Therefore, for |β| ≤ 1 the estimate (104) follows from (106), since 2 · 16 θ ≤ 7. It remains to consider |β| ≥ 2. For m ≥ 1, m < |β|, we can use (A.8) in Appendix A to get (since
Since the function
has its maximum (which is (|β|/2 + 1) 2 ) at x = |β|/2, and since
we get that
The estimate (104) now follows from (105), (106), and (107), since (as p ≥ 5),
This finishes the proof of Lemma 5. 
with K 
and U a,b ∞ ≤ C 1 (see (23) ). Hence, from (109), Hölder's inequality, and the choice of C (see Remark 2.2; recall also that p ≥ 5)
This finishes the proof of the lemma. 
with θ = θ(p) = 2/p, C and B from Remark 2.2, and C 3 the constant in (26) . (18)) we find that
withǫ 1 such thatǫ
To estimate the norm in (112) we will again use that U a,b satisfies (110). Applying D µ m−2 to (110) and using the elliptic a priori estimate in Corollary D.4 (with r = r 1 = R −ǫ 1 (m − 1 + 1/4) and δ = δ 1 =ǫ 1 /4; recall that ω ρ = B R−ρ (x 0 )) we get that
with K 3 = K 3 (p) the constant in (D.9). Notice that for this estimate we needed to enlarge the domain, taking the ball with a radiusǫ 1 /4 larger. We now iterate the procedure (on the second term on the right side of (114)), withǫ i (i = 2, . . . , ⌊ m 2 ⌋) such that 
We get that (with
Using ( ⌋ fixed (note that ǫ i (m − 2i + 1) ≤ R/2 by (117) since ǫ(j + 1) ≤ R/2) we get that
with K 2 from Corollary D.2, and θ = θ(p) = 2/p. Here we also used
. (120) We now estimate the last term in (118). Let δ = m − 2⌊ m 2 ⌋ ∈ {0, 1} (depending on whether m is even or odd). Then, using (116) and Lemma 5.2, we get that
Here we also used that m ≥ 3 and Combining (118), (120), and (121) finishes the proof of (111) in the case m = |µ| ≥ 3.
This finishes the proof of Lemma 5.3.
Appendix A. Multiindices and Stirling's Formula
We denote N 0 = N ∪ {0}. For σ = (σ 1 , σ 2 , σ 3 ) ∈ N 3 0 we let |σ| := σ 1 + σ 2 + σ 3 , and
This way,
We let σ! := σ 1 !σ 2 !σ 3 !, and, for n ∈ N 0 ,
With this notation we have the multinomial formula, for x = (x 1 , x 2 , x 3 ) ∈ R 3 and n ∈ N 0 , (
Here,
We also define
Note that for all σ ∈ N 3 0 and k ∈ N 0 (see [18, 
and so for n, m ∈ N, m < n,
Appendix B. Choice of the localization
Recall that, for x 0 ∈ R 3 \ {0} and R = min{1, |x 0 |/4}, we have defined ω = B R (x 0 ), ω δ = B R−δ (x 0 ), and that ǫ > 0 is such that ǫ(j + 1) ≤ R/2. Also, recall (see (44)) that we have chosen a function Φ (depending on j) satisfying
, and {η k } j k=0 (all depending on j) with the following properties (for an illustration, see figures 1 and 2). The functions {χ k } j k=0 are such that χ 0 ∈ C ∞ 0 (ω ǫ(j+1/4) ) with χ 0 ≡ 1 on ω ǫ(j+1/2) , and, for k = 1, . . . , j,
Finally, the functions {η k } j k=0 are such that for k = 0, . . . , j,
Moreover we ask that
Furthermore, we choose these localization functions such that, for a constant C * > 0 (independent of ǫ, k, j, β) and for all β ∈ N 3 0 with |β| = 1, we have that
for k = 0, . . . , j, and all x ∈ R 3 . Figure 1 . The geometry of ω = B R (x 0 ) and the ω ǫk = B R−ǫk (x 0 )'s. Figure 2 . The localization functions.
The next lemma shows how to use these localization functions. as above, and let σ ∈ N 3 0 with |σ| = j. For ℓ ∈ N with ℓ ≤ j, choose multiindices {β k } ℓ k=0 such that: |β k | = k for k = 0, . . . , ℓ , β k−1 < β k for k = 1, . . . , ℓ, and β ℓ ≤ σ .
Then for all g ∈ S ′ (R 3 ),
Proof. We prove the lemma by induction on ℓ from ℓ = 1 to ℓ = j. We start by proving the claim for ℓ = 1. By using property (B.2) of the localization functions and that β 1 = β 0 + µ 0 = µ 0 (since β 0 = 0) we find that
The first term on the right side of (B.5) is the term corresponding to k = 0 in the first sum in (B.4). In the second term in (B.5), commuting the derivative through η 0 , we find that
Since η 0 = χ 1 + η 1 by property (B.2), this implies that
The identity (B.4) for ℓ = 1 follows from (B.5) and (B.6). We now assume that (B.4) holds for ℓ − 1 for some ℓ ≥ 2, i.e.,
and prove it then holds for ℓ. Since β ℓ−1 = β ℓ − µ ℓ−1 we can rewrite the last term on the right side of (B.7) as
Again, commuting the µ ℓ−1 -derivative through η ℓ−1 this implies that In this section we prove two lemmas on bounds on certain operators involving the operator
Then, for all p ∈ (1, ∞), S ν extend to bounded operators, S ν :
Proof. This follows from [30, Theorem 0.2.6] and the Remarks right after it. In fact, since (by induction),
0 , for some polynomials P γ,ν of degree |γ| + 1, the functions m ν (p) = p ν E(p) −1 are smooth and satisfy the estimates In particular, (when r = 1, i.e., q * = p),
for all β ∈ N 3 0 with |β| > 1. Proof. We use duality. Let f, g ∈ S(R 3 ). Note that, since Φf, D β (χg) ∈ L 2 (R 3 ), the spectral theorem, and the formula
By using the formula for the kernel of the operator (−∆ + α −2 + t) N, p ∈ (1, ∞) . If mp > n, let p ≤ q ≤ ∞; if mp = n, let p ≤ q < ∞; if mp < n, let p ≤ q ≤ p * = np/(n − mp). Then there exists a constant K depending on m, n, p, q and the dimensions of the cone C providing the cone condition for Ω, such that for all u ∈ W m,p (Ω),
where θ = (n/mp) − (n/mq).
We write K = K(m, n, p, q, Ω). We always use Theorem D.1 with n = 3, m = 1, and p = p, q = 3p for some p > 3. Hence mp > n, p ≤ q ≤ ∞, and θ = θ(p) = 2/p < 1. Moreover, we always use it with Ω being a ball, whose radius in all cases is bounded from above by 1 and from below by R/2 for some R > 0 fixed. 
Then for any Ω ′ ⊂⊂ Ω,
where C depends only on n, p, Λ/λ, dist{Ω ′ , ∂Ω}, and the modulus of continuity of the a ij 's. Let Ω be a bounded, open subset in R n , n ≥ 2, and suppose ∂Ω is C 1 . Assume n < p < ∞, and u ∈ W 1,p (Ω). Then u has a version u * ∈ C 0,γ (Ω), for γ = 1 − n/p, with the estimate
The constant K 4 depends only on p, n, and Ω.
Here, u * is a version of the given u if u = u * a.e.. Above, Remark D.6. Note that [8, p. 245 ] uses a definition of the W m,p -norm which is slightly different from ours (see (18) ), but which is an equivalent norm by equivalence of norms in finite dimensional vectorspaces. Therefore, (D.10) holds with our definition of the norm (but the constant K 4 is not the same as the one in [8, Theorem 5, Section 5.6.2]).
