2 Section 1 1. Introduction.
In recent years it has become increasingly clear that a problem of central importance for the understanding of disordered spin systems is the control of random uctuations of thermodynamic quantities AW,NS,BM,T1]. Unfortunately, a precise control of such quantities is very hard to come by. Concentration of measure techniques T2] have been realized to be e cient tools to get upper bounds BGP1, BG1] , but lower bounds or exact limit theorems are scarce. One of these examples is the Sherrington-Kirkpatrick (SK) model in the high-temperature phase, where a central limit theorem for the free energy was proven rst by Aizenman, Lebowitz and Ruelle ALR], using cluster expansion techniques, and later by Comets and Neveu CN] , making use of martingale methods and stochastic calculus. Their methods have been extended to a few related cases Tou,B1] later. In the present paper we want t o c o n tinue this e ort by i n vestigating a large class of natural generalisation of the SK model, the so called p-spin SK models, and their p " +1 limit, the random energy model (REM).
For our present purposes it is natural to consider the class of models we study as Gaussian processes on the hypercube S N = f;1 1g N . We will always denote the corner of S N by for historical reasons they are called spin con gurations. A Gaussian process X on S N is characterized completely by its mean and covariance function. The processes we consider will always be assumed to have mean zero and covariance Given such a Gaussian process, our main object of interest is the so called partition function, Z N E e p N X 2 ;N X 2S N e p N X : (1: 3)
The quantities e p N X are called Boltzmann weights and the parameter 2 R + is known as the inverse temperature, and H N ( ) p N X as (minus) the Hamiltonian in statistical mechanics. Z N are random variables, and we are primarily interested in their behaviour as N tends to in nity. In statistical mechanics, it is customary to introduce the so-called free energy F N ; 1 N ln Z N : (1:4) It is easy to prove in all the models we consider here, that for all values of , F N is a self-averaging quantity, i.e. that lim N"+1 jF N ; E F N j = 0 a.s.
(1:5)
It is, however, not known in general whether the so called quenched free energy E F N converges to a limit as N tends to in nity. This has, however, been proven for su ciently small values of : more precisely, one knows that Remark: For p = 2 this result was rst proven in ALR] . A very simple proof has later beengiven by Talagrand T] . Comets C] has shown that the value = 1 is optimal in the sense that (1.7) fails for > 1. The result for p 3 is due to Talagrand T1] . It is clear that in all cases (1.7) will fail for p 2 l n 2 which by a more elaborate computation can beimproved to p 2 ln 2(1 ; 2 ;c p p ) with c p < 5, for p large B2] . On the other hand, a simple calculation shows that~ p p 2 l n 2 ( 1 ; 2 ;p =2 l n 2 ) . One should note that to get (1.7) up to a value so close to p 2 ln 2 required a substantial modi cation of the original argument of T2], namely the use of a \truncated" second moment method. Such a truncation will also be the main di culty in obtaining our results 6 .
4 Section 1
In the case of the REM, it is well known that the critical inverse temperature~ REM = p 2 ln 2 and that D2] F N REM : (1:9) In this note we will control the uctuations of the free energy in (essentially) all of the domain of parameters , p (even) where the limit is known to exists, i.e. the high temperature regions of the p-spin models, and the entire temperature range in the REM. Although the REM is rather singular and the techniques used for that case are totally di erent from those we will use for the p-spin models, we felt it would be instructive to include this singular limiting case in this paper. Moreover, it turns out that in spite of the heavy investigation the REM has enjoyed over the years D1, D2, OP, GMP, Ru] , no precise uctuation results for the free energy are available in the literature. Finally, w e are convinced that the reader will be rather surprised by the rich structure the uctuation behaviour this model exhibits.
Let us now state our results. We begin with the p-spin SK models. REM Ru] . Thus (1.25) a rms that above the critical temperature, the uctuations of the free energy of the REM converge in distribution to those of Ruelle's model. While this connection was surely evident for Ruelle and motivated the introduction of his model, we h a ve not been able to nd a rigorous statement of this connection in the literature.
In GMP] the scale on which uctuations take place has been established, but no actual limit theorem was proven. Remark: It is interesting to observe that in the REM there is a second \phase transition" within the high-temperature phase at which the uctuations become non-Gaussian. In fact, in the REM the main phase transition can be interpreted as a breakdown of the Law of Large Numbers, while the second transition corresponds to a breakdown of the Central Limit Theorem.
The remainder of this paper is organized as follows. In the next section we present the proofs of Theorems 1.2 and 1.3. They are based on an adaptation of the martingale method of Comets and Neveu. The essential new ingredient is the rather involved truncation procedure inspired by T alagrand's work. However, in the proof of the CLT, the computational aspects become even more involved and require the consideration of truncated third moment o f the partition function. For this reason Section 2 is rather long and quite technical. However, the proof is organized in such a way that the CLT is rst proven for \very high" temperatures where no truncations are necessary, while the more technical aspects needed to approach the critical temperature are dealt with separately later. Section 3 is devoted to proving Theorems 1.4 and 1.5 for the REM. It is technically completely di erent and independent from Section 2. It can therefore beread independently from the rest of the paper. In an appendix we explain some of the technical di culties that appear in the case p odd and we explain the result to be expected in that case.
The CLT in the p-spin model
The proof of the central limit theorem in the p-spin SK model relies on a martingale central limit theorem which uses that fact that a Gaussian random variable can always be seen as the marginal distribution of a Brownian motion. Thus we follow Comets and Neveu and introduce the p-parameter family of independent standard Brownian motions (J i 1 i 2 ::: i p (t) t 2 R + ) i 1 i 2 ::: i p 2N with E J i 1 i 2 ::: i p (t) = 0 a n d E J 2 i 1 i 2 ::: i p (t) = t. The Hamiltonian of the p-spin SK model Note that we can also consider it as a Gaussian process on f;1 1g N R + with mean zero and correlation function cov ( X (t) X 0 (s)) = (s^t) f p R N ( 0 ) (2:2) where f p (x) = x p . In particular, we h a ve E H 2 N ( t ) = N t and E expfH N (t )g = e x p fN t = 2g for all . For later convenience we i n troduce the normalized partition function Z N (t) = E expfH N (t ) ; N t = 2g It is related to the partition function Z N of Section 1 by Z N ( 2 ) = Z N =EZ N , with equality holding in law. The important point of this construction is that that for all xed N > 1, Z N (t) i s a continuous martingale in the variable t with E Z N (t) = 1 .
We beginthe proof with some preliminary steps along the lines of CN]. Let us nd the bracket < Z N (t) > of the martingale Z N (t), i. e. the unique increasing process vanishing at zero, such t h a t Z 2 N (t); < Z N (t) > is the continuous martingale (see RY]). By Ito's formula, Z N (t) satis es the following stochastic di erential equation Thus for all t < inf 0<m<1 (m)m ;p , w e g e t N (p;2)=2 E V N (t) ! 0: Note that, Proposition 2.2 states a stronger result (2.11). To get rid of the absolute value of V N (t) in (2.11), we follow a n idea suggested in CN] to apply the Cauchy-Schwartz inequality. Thus, instead of E jV N (t)j,
we g e t W N (t) (see the proof of Proposition 2.2) which refers to the third moment o f Z N (t). This makes technical computations slightly tougher and leads to the bound on t (2.19) given in Lemma 2.1 below.
Note also that these arguments are valid only for p 3. The case p = 2 of CN] and Tou] is di erent, since there, (2.14) does not hold. This case is treated in CN] by the multi-dimensional Central Limit Theorem for N independent v ectors ( i 0 i 0 i 00 i i 00 i ). Next, we will extend the bound (2.19) to the full regime announced in (2.10). We have seen, that (2.19) was imposed by con gurations of spins with rather big correlations m in the sum (2.13). We will reduce their contribution, using Talagrand's idea to truncate the Hamiltonian. Consider instead of V N (t)
for some > 0. Then 
where 1 2 are standard Gaussians with cov ( 1 2 ) = m. Let us again split E e V N (t ) into two terms with "small" and "large" m in the sum (2.15). The analysis of the rst term is completely analogous to the one in the case of V N (t). We can neglect the truncation here, since 1 and 2 are almost independent. In the second term, 1 SK model, see (1.6) . It tends to 2 l n 2 as p " +1.
In order to incorporate this idea into our proof, we reduce the problem of convergence N (p;2)=2 < M N (t) >! tE p to the following statements:
for all > 0. This is derived in Lemma 2.3 again from (2.11). In Proposition 2.4 we show (2.17). Again, because of the absolute value, we m ust apply the Cauchy-Schwartz inequality and pass to the third moment of Z N (t). This makes technical computations much harder. Namely, w e get three standard Gaussian random variables 1 2 3 with covariances m 1 , m 2 , m 3 . To bene tfrom the truncation for obtaining a good boundont, we have to take into account four di erent cases: one when all m 1 m 2 m 3 are large and others when two of these correlations are large and the third is small. Then the analogue of (2.16) is the minimum of four estimates of this kind. Therefore, the bound (2.10) is the minimum of four functions. in probability, where is a Gaussian random variable with E = 0 , E 2 = 1 .
Proof. Let us denote by We h a ve: Then it su ces to prove that Remark. Let us note that the restriction (2.19) on T was essential only for the analysis of the fourth term I 4 N (t). This means that the convergence N (p;2)=2 E jV N (t)j ! 0 breaks down for larger T only because of the con gurations of spins with rather big correlations 0 = m 1 , 00 = m 2 , 0 00 = m 3 . To extend our result to the whole interval (2.10) of admissible T, w e need to reduce the contribution of these con gurations into W N (t). For that purpose we will follow the idea of M. Talagrand We will prove the uniform convergence to zero in T 0 T ] a s N " +1 of all these four terms. The rst term e I 1 N (t) is not truncated and it refers to the con gurations of spins with small correlations m 1 , m 2 and m 3 . The proof of its uniform convergence to zero in T 0 T ] relies on (2.34) and it is completely analogous to the proof of the uniform convergence to zero of the sum I 1 N + I 2 N (t) + I 3 N (t) in the proof of Proposition 1. Therefore, we omit the details.
The second term e I 2 N (t) also contains only con gurations of spins with very small correlations. If these correlations were zero, i. e. if H N (t ) H N (t 0 ) and H N (t 00 ) were independent, then, indeed, the expectation involved in this term satis es E e H N (t )+H N (t 0 )+H N (t 00 );3N t = 2 1I f g ] 3E e p N t ;N t = 2 1I f > p N t (1+ )g ] expf;N t 2 =2g
( is a standard Gaussian) by a well-known estimate for Gaussian random variables (5.1). We s h o w that very small correlations m 1 , m 2 , m 3 do not destroy the exponential convergence to zero of the corresponding expectation. Considering the third term e I 3 N (t), we neglect the truncation and use the asymptotic expansion (2.27) and condition (2.34). So we prove that the expectation E e H N (t )+H N (t 0 )+H N (t 00 );3N t = 2 multiplied by the probability o f a n y g i v en correlations goes to zero exponentially fast. Finally e I 4 N (t) refers to the con gurations of spins with rather big correlations. Here, applying the estimate (5.1), we bene t from the truncation. The choice of > 0 according to (2.35) plays a crucial role in the analysis of this term. (Remember that this choice was possible only for T satisfying (2.10)). for all t 2 T 0 T ]. The proof of (2.46) is analogous to the proof of the uniform convergence to zero of f W N (t ) in Proposition 2. We decompose Z N (t e ) into four terms like it was for f W N (t ). The last three of them go to zero uniformly in t 2 T 0 T ] and exponentially fast by the same arguments as e I 2 N (t), e I 3 N (t) and e I 4 N (t) do. We work out the rst term similarly to the sum I N 1 + I N 2 (t) + I N 3 (t) in Proposition 1. The only di erence is that I N 1 tends to the integral along R 3 of the density of three independent standard Gaussians, which equals 1. This fact and the next Proposition 2.6 together imply (2.49). } Proposition 2.6:Let fp n g be a s e quence o f p ositive even numbers, p n " +1. Assume that the sequence (m 1 n m 2 n m 3 n ) 2 A satis es one of the following conditions: (i) jm 1 n j ! 1, jm 2 n j ! 1, jm 3 n j ! 1 (ii) there exist > 0 and a pair i and j, i j = 1 2 3, i 6 = j, such that jm i n j ! 1 and jm j n j 1 ; for all su ciently large n Fluctuations 27 (iii) there exists > 0 such that jm 1 n j 1; , jm 2 n j 1; , jm 3 n j 1; for all su ciently large n. Then lim inf n"+1 Y p n (m 1 n m 2 n m 3 n ) 2 l n 2 : (2:52) Proof: In the cases (i) and (iii) it su ces to substitute the sequence (m 1 n m 2 n m 3 n ) i n to the function I(m 1 m 2 m 3 )(2=3 + ( m p 1 +m p 2 +m p 3 ) ;1 ). In case (ii) assume that e. g. jm 3 n j ! 1 and jm 1 n j 1; . Then m p n 1 n = o(1). By de nition of the set A we o b t a i n jjm 1 n j ; j m 2 n jj 1; j m 3 n j ! 0 a s n " +1, t h us m p n 2 n = o (1) Amazingly enough, the simplest of all our models, the REM, will be seen to o er in some sense the most interesting behaviour with regard to the uctuations of the free energy. The main surprise here will bethe existence of an intermediate region of temperatures where a CLT does not hold, but there a non-standard limit theorem will be proven.
We begin with the proof of (i) of Theorem 1.4. Proof. This result will follow from the standard CLT for triangular arrays. Let us rst write
We will show that the second term in the logarithm properly normalized will converge to a normal random variable. To see this, write Note that E Y N ( ) = 0 a n d E Y 2 N ( ) = e ;N(2 ln 2; 2 ) 1 ; e ;N 2 ] a n d t h us (3:8) It is easy to check that the latter integral converges to zero if and only if 2 < ln 2=2. Using now the fact that e x = 1 + x+o(x) a s x ! 0, it is now a trivial matter to deduce the assertion of the proposition. } Since the Lindeberg condition clearly fails for 2 2 ln 2, it is clear that we cannot expect a simple CLT b e y ond this regime. Such a failure of a CLT i s a l w ays a problem related to \heavy tails", and results from the fact that extremal events beginto in uence the uctuations of the sum. It appears therefore reasonable to separate form the sum the terms where X is anomalously large. For Gaussian r.v.'s it is well known that the right scale of separation is given by u N (x) de ned by where we s e t = p 2 l n 2 . Clearly, the weak convergence of P N to P implies convergence in law of the right hand side of (3.16), provided that e x is integrable on x 1) w.r.t. the Poisson process with intensity e ;x . This is, in fact never a problem: the Poisson point process has almost surely support on a nite set, and therefore e x always a.s. integrable. Note, however, that for p 2 ln 2 the mean of the integral is in nite, indicating the passage to the low temperature regime. Note also that the variance of the integral is nite exactly if < 1=2, i.e. 2 < ln 2=2, i.e. when the CLT holds. On the other hand, the mean of the integral diverges if x # 1 note that at minus in nity the points of the Poisson point process accumulate, and there is no nite support argument as before that would assure the existence if x is taken to ;1. The following lemma provides the rst step in the proof of part (ii) Remark: Note that the mean of the right hand side is nite if and only of < p 2 l n 2 . Thus only in that case does this lemma also allow t o d e a l w i t h t h e c e n tered variable appearing in (3.12).
We n o w need to turn to the remaining term, One might rst hope that this term upon proper scaling would converge to a Gaussian however, one can easily check that this is not the case (the Lindeberg condition will not be veri ed). However, it will not be hard to compute all moments of this term: Inserting this formula into (3.28) we see, that the term with l 1 : : : l i = 2 , i = k=2 brings the main contribution to the sum, and all others are of smaller order, because of the polynomial terms e ;l 2 ln(N ln 2) in (3.33). This implies (3.21) and (3.22) and the lemma is proved. } Remark: One sees that if we l e t x # ; 1 , and rescale properly, the corresponding moments converge to that of a centered Gaussian r.v. This could alternatively beseen by checking that the Lindeberg condition holds for the truncated variables provided x ; 2 l n l n 2 N .
A standard consequence of Lemma 3.3 is the weak convergence of the normalized version of V N (x): were independent. However, while this is not true, they are not far from independent. To see this, note that if we condition on the numberofvariables X , n N (x), that exceed u N (x), the decomposition in (3.12) is independent. On the other hand, one readily veri es that Corollary 3.4 also holds under the conditional law P jn N (x) = n], for any nite n, with the same right hand side V(x ). But this implies that the limit can bewritten as the sum of two independent random variables, as desired. }
Since for 2 > ln 2=2, > 1=2, one sees that E V(x ) 2 = e x(2 ;1) =(2 ; 1) tends to zero as x # ; 1 . Therefore we see that
;y e z P(dz) ; x Z ;y e z e ;z dz (3:38) which means that we can give sense to the Poisson integral R 1 ;1 e z (P(dz) ; e ;z dz) W e see that Propositions 3.1 and 3.5 imply Theorem 1.4. }} Remark: The appearance of the intermediate region with non-Gaussian uctuations may appear surprising in view of the fact that in the p-spin models, we could prove the CLT u p to a much higher value of , in fact up to almost the critical value. The reason, however, lies in the fact that in the p-spin model the Gaussian part of the uctuation is always on a 34 Section 3 polynomial scale in N, while the truncation error ((Z N ; Z T N )=EZ N ) is exponentially small even when we truncate at (1+ ) p N, w ay below where we truncate in the REM. This means that the CLT contribution will always dominate the extremal uctuations. In the REM everything is exponentially small, and while a su ciently truncated partition function gives a Gaussian contribution, this is dominated by the larger extremal uctuations in the intermediate regime. In other words, the extra correlations in the p-spin models strengthen the Gaussian uctuations more than the extremal ones which sounds intuitive.
We n o w t u r n t o t h e Proof of Theorem 1.5. We will see that the computions above almost su ce to conclude the low temperature case as well. With the notations from above, we write ;1 converges in distribution to a random variable with moments given by the right hand side of (3.20). Moreover, as x # ;1, this variable converges to zero in probability. Since the same is true for the prefactor, the assertion of the theorem is now immediate. The same arguments as those given after Proposition 3.5 allow us to identify V( 0 1 It is easy to show that N p;2 E V N (t) ! 0 a s N " +1 for all t such that t < inf 0<m<1 (m)m ;p :
As in the proof for p even, we can concentrate only on con gurations of spins with correlations m close to zero, since others bring an exponentially small contribution. Note that P( 0 = mN) = P( 0 = ;mN) and consequently I(m) = I(;m) = ;m 2 =2(1 + o (1) Moreover, as for p even, it is also not di cult to show that the truncated value N (p;2) E e V N (t ) tends to zero for all t up to Talagrand's bound (2.16).
Let us now t r y t o perform a rigorous proof of Conjecture 4.1. Proceeding along the lines of the proof for p even, we come to the problem of convergence N p;2 E jV N (t)j ! 0: To get rid of the absolute value of V N (t), let us rst apply the Cauchy-Schwartz inequality in the same way a s i t w as in the proof of Proposition 2.2. We obtain In fact, opening the brackets in (N It can be proved that the right-hand side of this last inequality tends to zero for all t up to some bound. But technical details are very tedious. We will only say that six parameters m 1 : : : m 6 have to beconsidered. The group of 64 correlations with xed absolute values jm 1 j : : : jm 6 j splits into eight groups of correlations having the same probabilities.
Furthermore, it will be technically even much harder to extend the bound of t by the truncation of the Hamiltonian. We will have to take into account ve di erent cases and their permutations where some of correlations are large and some are small. Each of these cases will require very tough computations. Tou] A. Toubol, High temperature regime for a multidimensional Sherrington-Kirkpatrick model of spin glass, Probab. Theor. Rel. Fields 110, 497{534 (1998) .
