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PERBANDINGANMETODE LEAST TRIMMED
SQUARES DAN PENAKSIR M DALAM
MENGATASI PERMASALAHAN
DATA PENCILAN
Sri Wulandari, Sutarman, Open Darnius
Abstrak. Analisis regresi digunakan untuk mengetahui hubungan antar variabel.
Salah satu metode penaksir parameter dalam model regresi ini ialah metode kuadrat
terkecil. Di dalam penelitian ini digunakan simulasi terhadap empat kelompok data
yang terdiri atas 20 observasi. Tulisan ini bertujuan untuk membanding dua metode
regresi robust yakni Least Trimmed Squares (LTS) dan penaksir M. Dari hasil si-
mulasi pada penelitian ini, LTS memberikan hasil perbandingan rata-rata kuadrat
sisa yang lebih baik daripada penaksir M dan metode OLS. Sementara itu, penaksir
M juga menghasilkan rata-rata kuadrat sisa yang lebih baik daripada metode OLS.
1. PENDAHULUAN
Secara umum pencilan adalah data yang tidak mengikuti pola umum data
[1]. Pencilan dapat menyebabkan munculnya nilai rata-rata dan simpangan
baku yang tidak konsisten terhadap mayoritas data. Selain itu, estimasi
koefisien garis regresi yang diperoleh tidak tepat, dan pada beberapa anali-
sis inferensia dapat menyebabkan kesalahan dalam pengambilan keputusan
dan kesimpulan. Pencilan dapat dideteksi menggunakan beberapa metode.
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Metode-metode tersebut diantaranya ialah metode grafik dan pendeteksian
berdasarkan nilai Leverage, DfFITS, Cook’s Distance, dan DfBETA(s) [2].
Jika terdapat pencilan, metode kuadrat terkecil tidak lagi efisien un-
tuk mendapatkan penaksir parameter. Untuk mengatasi masalah ini, salah
satu metode yang digunakan ialah metode regresi robust. Metode regresi ini
dapat mengatasi pencilan dengan mencocokkan model regresi terhadap se-
bagian besar data. Selanjutnya, mengatasi titik-titik pencilan yang memiliki
nilai sisaan sebagai solusi regresi robust [3].
Di dalam regresi robust, metode estimasi yang bisa digunakan ialah
Least Median Squares (LMS), Least Trimmed Squares (LTS), penaksir M
(M estimator), penaksir S, dan penaksir MM [3].
2. LANDASAN TEORI
2.1 Regresi Linier
Analisis regresi digunakan untuk mengetahui hubungan antara variabel teri-
kat (Y) dengan satu atau lebih variabel bebas (X). Salah satu metode pe-
naksir parameter dalam model regresi ini ialah metode kuadrat terkecil.
Metode ini menentukan persamaan linier dengan cara meminimumkan jum-
lah kuadrat sisa. Model regresi untuk satu variabel bebas yaitu model regresi
linier sederhana, dinyatakan dalam persamaan berikut [4]:
Yi = β0 + β1Xi + εi. (1)
Model penaksir untuk persamaan (1) ialah:
Yˆi = βˆ0 + βˆ1Xi. (2)
Untuk mendapatkan nilai penaksir β0 dan β1, digunakan prinsip metode
kuadrat terkecil, yaitu meminimumkan jumlah kuadrat sisaan yang dinya-
takan sebagai berikut:
Minimum
∑n
i=1
ε2i .
Berdasarkan metode kuadrat terkecil, nilai β0 dan β1 dapat ditaksir
menggunakan rumus berikut:
βˆ0 = Y¯ − βˆ1X¯, (3)
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dan
βˆ1 =
∑n
i=1 YiXi −
Pn
i=1 Yi
Pn
i=1Xi
n
[− 1n [
∑n
i=1Xi]2 +
∑n
i=1X
2
i ]
. (4)
Kecocokan model dapat didasarkan pada nilai rata-rata kuadrat sisa.
Jika nilai rata-rata kuadrat sisa yang dihasilkan semakin kecil maka model
tersebut semakin baik. Nilai rata-rata kuadrat sisa dinyatakan dalam rumus
berikut [1]:
S2 =
JKS
n− p =
JKT − JKR
n− p (5)
dengan
JKS = Jumlah kuadrat sisa
JKT = Jumlah kuadrat total
=
∑n
i=1 (Yi − Y¯i)2
JKR = Jumlah kuadrat regresi
=
∑n
i=1 (Yˆi − Y¯i)2
n = Banyak sampel
p = Banyak parameter
Yi = Data sebenarnya
Yˆi = Data dugaan
Y¯i = Rata-rata data sebenarnya.
2.2 Regresi Robust
Regresi Robust merupakan analisis data yang tidak peka terhadap kehadi-
ran pencilan. Salah satu metode yang populer dalam regresi robust ialah
least trimmed squares. Metode ini menggunakan konsep pengepasan metode
kuadrat terkecil (ordinary least square) untuk meminimumkan jumlah kua-
drat sisaan [5], dapat dinyatakan dalam rumus berikut:
∑h
i=1
e2(i) (6)
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dengan
e2(i)= Kuadrat residual (sisaan kuadrat) yang terurut dari terkecil hingga
terbesar.
n = Jumlah pengamatan,
p = Jumlah parameter,
h =
[
n
2 +
(p+1)
2
]
= [n+p+1]2 .
Selain itu, penaksir M juga merupakan metode yang sangat populer.
Metode ini menggunakan weighted least square (WLS) secara ite- rasi untuk
meminimumkan
n∑
i=1
wi(yi − yˆi)2.
Tahapan iterasi dalam penaksiran koefisien regresi ini ialah [6]:
1. Menghitung penaksir β, dinotasikan b menggunakan least square, se-
hingga didapatkan yˆi,0 dan εi,0 = yi − yˆi,0, (i = 1,2,...,n) yang diper-
lakukan sebagai nilai awal (yi adalah hasil eksperimen).
2. Dari nilai-nilai residual ini dihitung σˆ0, dan pembobot awal wi,0 =
ψ(ε+i,0)
(ε+i,0)
Nilai ψ(ε∗i ) dihitung sesuai fungsi Huber, dan ε
∗
i,0 = εi,0/σˆ0.
3. Menyusun matriks pembobot berupa matriks diagonal dengan elemen
w1,0, w2,0, ..., wn,0 dinamai W0.
4. Menghitung penaksir koefisien regresi:
bRobust ke−1 = (XTW0X)
−1
XTW0Y .
5. Dengan menggunakan bRobust ke−1 dihitung pula
n∑
i=1
|yi − yˆi,1| atau∑n
i=1 |εi,1|.
6. Selanjutnya, langkah 2 sampai dengan 5 diulang sampai didapatkan
nilai
n∑
i=1
|εi,m| yang konvergen yakni jika selisih antara bm+1 dan bm
mendekati 0, dengan m jumlah iterasi.
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3. METODE PENELITIAN
Langkah-langkah dalam penelitian ialah sebagai berikut:
a. Menggunakan data simulasi yang mengandung permasalahan pencilan.
b. Menguji data kemudian menggunakan dua metode regresi robust yakni
least trimmed squares dan penaksir M untuk mengatasi pencilan.
c. Mengolah data menggunakan bantuan software.
d. Membandingkan hasil penyelesaian dan pengolahan data antara kedua
metode.
e. Menyimpulkan hasil perbandingan.
4. HASIL DAN PEMBAHASAN
4.1 Pendeteksian Pencilan
Pada bagian ini akan diurai data dengan kehadiran pencilan. Sebagai simu-
lasi dikemukakan empat kelompok data yang terdiri atas 20 observasi dengan
satu variabel bebas. Keempat data disajikan pada Tabel 1 berikut:
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Secara grafis, scatter plot untuk keempat data ialah sebagai berikut:
(a) (b)
(c) (d)
Gambar 1: (a) Scatter plot Data 1, (b) Scatter plot Data 2,
(c) Scatter plot Data 3, (d) Scatter plot Data 4
Nilai-nilai Leverage, DfFITS, dan Cook’s Distance untuk keempat
kelompok data disaji pada Tabel 2 berikut:
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Dengan memperhatikan nilai-nilai Leverage, |DfFITS| dan Cook’s
Distance pada Tabel 2 dan Tabel 3, data yang termasuk pencilan untuk
keempat kelompok data ialah nilai yang lebih besar dari Leverage = (2p−1)n =
2(2)−1
20 =
3
20 = 0,15000. Pada kelompok data 1, 2, 3, dan 4, data yang ter-
masuk pencilan yaitu observasi di hari ke-2, ke-8, ke-10, ke-14, dan ke-16.
Selanjutnya, berdasarkan nilai yang lebih besar dari |DfFITS| =
∣∣∣2√ pn ∣∣∣ =∣∣∣2√ 220 ∣∣∣ = 0,63246, yang termasuk pencilan untuk kelompok data 2 yaitu
observasi di hari ke-2 sedangkan pada data 1 tidak terdapat pencilan. Se-
mentara itu, yang termasuk pencilan untuk kelompok data 3 yaitu observasi
di hari ke-14 dan pada kelompok data 4 yaitu observasi di hari ke-2 dan ke-
14. Selain itu, pendeteksian berdasarkan nilai yang lebih besar dari Cook’s
Distance = F(0,5;p;n− p) = F(0,5;2;18) = 0,72054, hanya kelompok data 3
yang memiliki pencilan yaitu observasi di hari ke-14.
4.2 Penaksiran Parameter Berdasarkan Metode OLS, LTS, dan
Penaksir M
Hasil penaksiran parameter berdasarkan metode kuadrat terkecil untuk ke-
empat kelompok data dengan model penaksir Yˆi = βˆ0 + βˆ1Xi ialah sebagai
berikut:
Kelompok data 1: Yˆ = 1,0966 + 2,4189Xi
Kelompok data 2: Yˆ = 3,0687 + 1,9646Xi
Kelompok data 3: Yˆ = 2,3631 + 1,9066Xi
Kelompok data 4: Yˆ = 4,3351 + 1,4522Xi.
Selain itu, penaksiran parameter berdasarkan least trimmed squares
ialah dengan mengurutkan nilai sisaan kuadrat (e2(i)) dari terkecil hingga
terbesar menjadi sebanyak h. Hasil penaksiran untuk keempat kelompok
data dengan model penaksir Yˆi = βˆ0 + βˆ1Xi ialah sebagai berikut:
Kelompok data 1: Yˆi = 0,3333 + 2,4722Xi
Kelompok data 2: Yˆi = 1,6575 + 2,1301Xi
Kelompok data 3: Yˆi = 0,9895 + 2,2684Xi
Kelompok data 4: Yˆi = 0,8214 + 2,3929Xi.
Selanjutnya, penaksiran parameter berdasarkan penaksir M dapat di-
olah dengan bantuan software MINITAB 16 ataupun dengan mengikuti
prosedur sebagai berikut:
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1. Menghitung koefisien regresi menggunakan metode kuadrat terkecil,
didapatkan nilai b dan εi,0.
2. Menghitung nilai σˆ0 = 1, 5 (median |εi,0|) sehingga didapatkan nilai
ε∗i,0 dan |ε∗i,0|.
3. Menentukan nilai ψ(ε∗i ) dan pembobot wi,0 sesuai dengan fungsi Hu-
ber.
Prosedur berikutnya yaitu:
4. Melakukan perhitungan bRobust ke−1 sebagai penaksir weighted least
square dengan pembobot wi,0, diperolehlah koefisien bRobust ke−1, εi,1,
σˆ1 = 1, 5 (median |εi,0|), ε∗i,0, ψ(ε∗i ) dan pembobot wi,1, serta nilai∑n
i=1 |εi,1|.
Berdasarkan output program MINITAB 16, diperoleh nilai koefisien regresi
untuk keempat kelompok data yang disaji pada Tabel 3 berikut:
Tabel 3: Nilai Koefisien Regresi Penaksir M
Koefisien Data 1 Data 2 Data 3 Data 4
Regresi Iterasi ke-7 Iterasi ke-9 Iterasi ke-10 Itersai ke-12
b0 1,1666 2,0780 1,3155 2,3755
b1 2,4167 2,2252 2,3472 2,0969∑n
i=1|εi,m| 59,2500 69,3387 68,0615 78,4602
Selanjutnya, dari Tabel 3 dapat diperoleh hasil penaksiran untuk keempat
kelompok data dengan model penaksir Yˆi = βˆ0+ βˆ1Xi ialah sebagai berikut:
Kelompok data 1: Yˆi = 1,1667 + 2,4167Xi
Kelompok data 2: Yˆi = 2,0780 + 2,2252Xi
Kelompok data 3: Yˆi = 1,3155 + 2,3472Xi
Kelompok data 4: Yˆi = 2,3755 + 2,0969Xi.
Secara ringkas, nilai koefisien regresi dan rata-rata kuadrat sisa un-
tuk keempat kelompok data dan ketiga metode dapat dilihat pada Tabel 4
berikut:
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Tabel 4: Hasil Estimasi Koefisien Regresi dan Rata-rata Kuadrat Sisa
Metode OLS LTS M
Data 1
b0 1,0967 0,3333 1,1667
b1 2,4189 2,4722 2,4167
Rata-rata Kuadrat Sisa 13,6017 4,2222 13,6255
Data 2
b0 3,0687 1,6575 2,0780
b1 1,9646 2,1310 2,2252
Rata-rata Kuadrat Sisa 18,8273 6,2294 15,9880
Data 3
b0 2,3631 0,9895 1,3155
b1 1,9066 2,2684 2,3472
Rata-rata Kuadrat Sisa 20,8080 4,9968 15,7561
Data 4
b0 4,3351 0,8214 2,3755
b1 1,4522 2,3929 2,0969
Rata-rata Kuadrat Sisa 25,2795 6,3679 19,3174
5. KESIMPULAN
Kesimpulan dari hasil penelitian ialah:
1. Metode Least Trimmed Squares (LTS) menggunakan konsep pengepas-
an metode kuadrat terkecil untuk meminimumkan kuadrat sisa- an
dari n residual menjadi h residual.
2. Dari hasil simulasi pada penelitian ini, menunjukkan bahwa LTS mem-
berikan hasil perbandingan lebih baik daripada penaksir M dan metode
OLS karena mampu menghasilkan estimasi koefisien regresi yang baik
dan rata-rata kuadrat sisa paling kecil.
3. Hasil simulasi juga menunjukkan bahwa penaksir M lebih baik dari-
pada metode OLS terutama dalam mengatasi masalah pencilan karena
solusi dari penaksir M yaitu melakukan metode iterasi weighted least
squares sehingga diperoleh model dan koefisien regresi yang cocok serta
rata-rata kuadrat sisa yang lebih kecil.
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