Abstract-This paper aims to describe the basic concepts and necessary for Java programs can invoke libraries of programming language C / C + +, through the JNA API. We used a library developed in C / C + + called Glass [8], which offers a solution for viewing 3D graphics, using graphics clusters, reducing the cost of viewing. The purpose of the work is to interact with the humanoid developed using Java, which makes movements of LIBRAS language for the deaf, as Glass's, so that through this they can view the information using stereoscopic multi-view in full size.
INTRODUCTION
With the increasing development of Virtual Reality (VR) and the new APIs and libraries available for the implementation and visualization of three-dimensional environments, it is possible to develop low cost applications with free tools and even their synchronization to achieve greater interoperability.
Among the problems of visualization, three-dimensional full-sized representation of human is a challenge to be solved. This representation may help with many tasks. One is the communication in LIBRAS, based on hand and spatial signals. Visualization and interaction of signals, made by Virtual Reality applications can facilitate the communication of those involved with the hearing impaired, promoting a great social integration.
To obtain a multi-view scheme the library Glass [1] was used to visualize a three-dimensional environment. In this environment an actor is responsible for the interpretation of sentences and their representation in LIBRAS.
To describe this integration of resources are described the APIs that can be used for synchronism of programming language, besides the definition of graphic clusters, that was the technology used for visualization. Are also presented ideas about Virtual Humans and the sign language LIBRAS.
II. JNA
During the development of applications using Java, we may encounter situations in which language can be restricted to develop a solution to a given problem. This problem, which can be only one access to a library of hardware developed in C or even problems of complex applications that have already been developed in other programming languages, there is a need to supplement them using the Java language [2] .
The JNA is an implementation of JNI, but without the need of learning details of the native code that you want to call, besides the access be dynamic run-time not requiring the generation of additional code (. H). JNA access native functions by using natural methods of Java, most calls do not require special treatment or configuration [2] .
The JNA library uses native code and the Java application uses an interface to describe functions and structures of the native library, facilitating the use of native features of the platform running the application [2] [3] .
Next is illustrated an example of using JNA to interface JAVA/C++. 
III. GLASS
The Glass is a library written in the programming language C/C++, which aims to facilitate the development of applications of VR based in graphics clusters (GC). This library provides features for data communication, support for distributed processing, distributed management, distributed data access and data distribution devices, and tools that assist in developing applications or new features to this library [1] .
Below is illustrated an example of this library is used to manage a CAVE [12] . It is worth noting that Glass's main objective is to develop an environment that offers a synchronized distribution of images when used GC, facilitating and speeding virtual reality applications.
IV. VIRTUAL HUMANS
The Virtual Humans (VH) are not only related to the idea of movement and expression [4] , but also the idea of representing emotion, reaction, interaction and decisionmaking very close to "natural" [5] .
When using VH, we must consider the different field of use and relationships with this other human beings belonging to the real world. Among these areas are: Analysis of Human Factors, Differences Between Human, Generation and Comprehension of Instructions, Bio-Medical Simulation and Analysis of Shape and Motion [5] .
Regarding the modeling, the design of VH must consider some important criteria such as: Appearance, Functionality, Time, Autonomy, Individuality, Physical Attributes and Biomechanical, Movement and Intelligence [6] .
VH can be classified into two distinct categories: Avatars and Virtual Agents [7] . [6] defines an agent as a virtual human developed and controlled by software and avatar, a virtual human controlled by a User of the real world.
Regarding generation of movements, the VH are usually a figure articulated with rigid connections between the joints (skeleton) [7] .
There is great complexity to the modeling of a VH with all its joints, since some parts of the skeleton are complex, such as the shoulder that is formed by a set of joint non-hierarchical [8] and the elbow, which involves sliding a bone on the other in some moves. To achieve animations as close as possible to real, the joints and their DOFs (Degrees of Freedom) should be developed in order to maintain consistency between our movements and the movements of the humanoid [7] .
The degrees of freedom (DOFs) determine the flexibility of movement and / or observation of something. Objects typically have six different directions of rotation and translation through which they can move in space.
V. LIBRAS (LÍNGUA BRASILEIRA DE SINAIS)
LIBRAS is formed by the association of movements of body parts above the waist and are produced by the visualgestural channel [8] .
Sign languages are also composed of the linguistic levels: phonological (configurations and movements of elements that are involved in the signs), morphology (formation signs), syntactic (sequence of signs) and semantic (meaning of the signal sequence) [9] .
The expressions generated from the limbs of the human body can be classified into manual and non-manual. The manuals are all the movements produced by the hands, arms and forearms, and non-manual movements are the face, eyes, head and torso.
The signs are made from a combination of form and movement of the hands and the body or point in space where these signals are made [10] . In the language of signs are found the following parameters that form the signs: hand configuration, place of articulation, movement, facial expression and / or body and orientation / direction [9] .
The configuration of the hands may be the way of dactylology (manual alphabet) or other shapes made by a single hand or both.
The articulation point is where focuses the predominant hand configured, that is, the place where the signal is made. Signals can have or not movements.
The facial and / or body Expression, is extremely important in sign language, because intonation gives the understanding of the signs.
Finally there is orientation / direction that have a direction in relation to the previous parameters, in this way, the verbs "to go" and "to come" oppose in relation to the directionality.
Therefore, all signals are formed through the combination of settings of the upper limbs of the human body (hands, fingers, arms, trunk, head and facial expressions) and specific movements (eg, move the shoulder to the right and left). Nevertheless, for the signal to be built the right way you need to consider the point of articulation, the area of communication, tension and speed in implementation.
VI. PROJECT DESCRIPTION
The work aims to develop an application capable of interacting the programming language Java with the programming language C/C++. This is necessary because there is a library based in GC (Glass) developed in C/C++ and an application developed in Java, capable of helping the communication and interaction with deaf people using the LIBRAS through VR.
The system was developed in Java with the primary objective being group editing functions, interpretation of LIBRAS and dactylology, grouping these facilities into a single environment and in the same interface. The main tasks of this software are recording, editing and display of gestures and movements of Sign Language.
Next is illustrated a Case Use Diagram of the System F-LIBRAS [11] , describing its activities and operations available to users. In this virtual environment is rendered a humanoid and a hand. This humanoid is responsible for carrying out movements in LIBRAS from words typed by Users and the hand is responsible for carrying out dactylology's movements from the same words as shown in Figure below . The library developed by [1] , the Glass, is used in multiview systems for synchronization and rendering of scene graphs. Given this, the Glass will be used for the projection of VH in size and real time. To occur effectively, there is a need for this integration through the JNA API, which is responsible for communicating these applications, as they are in different programming languages.
Thus, the proposed application achieves the integration of these systems to the projections of VH, allowing its representation in different ways, as the system attractive is the low cost as are used personal computers instead of tightly coupled systems.
Finally, the application can also be reused for integration with other applications of VR with the Glass, because of the application developed in JNA only have an obligation to learn the methods of Glass to create the header, and thus, the exchange of information between stakeholders.
VII. CONCLUSIONS
The techniques used in the VH model for the representation of sign language (LIBRAS), interacting with the Library Glass by JNA API, show the potential for integration of programming languages to VR systems to aid the hearing impaired.
The use of the JNA in VR systems is shown as a possibility of robust combination for bringing interoperability and great benefits to assist the hearing impaired.
The proposed work aims not only to the virtual reality system, it can be extended to other problems requiring the integration of virtual reality applications with the library Glass in different programming languages.
This integration is required due the fact that Glass does not provide tools to support the navigation of three-dimensional environments, only distributing the images between the various projectors. With Java 3D API, you can complete this library to be a strong candidate for future implementations, due to its low cost (GC), and offer performance similar to other ways.
The results show interoperability in the use of the application, facilitating communication and interaction between the deaf community and people who wish to interact in some way with this community.
