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Abstract
In this paper, we establish a generalized Taylor expansion of a given func-
tion f in the form
f(x) =
m∑
j=0
c
α,ρ
j (x
ρ − aρ)jα + em(x)
with m ∈ N, cα,ρj ∈ R, x > a and 0 < α 6 1. In case ρ = α = 1, this
expression coincides with the classical Taylor formula. The coefficients cα,ρj ,
j = 0, . . . , m as well as an estimation of em(x) are given in terms of the
generalized Caputo-type fractional derivatives. Some applications of these
results for approximation of functions and for solving some fractional differ-
ential equations in series form are given in illustration.
Keywords: Generalized Fractional derivatives, Caputo derivatives, Taylor
formula, Fractional calculus
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1 Introduction
Fractional calculus has intensively developed since its introduction in the sev-
enties and is nowadays a vividly growing research field. The basic idea behind
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the fractional calculus is to extend to real or complex orders the classical inte-
grals and derivatives involving integer orders. Consequently, it provides a use-
ful and powerful tool to solve differential and integral equations as well as var-
ious mathematical and physical problems involving nonlocal effects or mem-
ory effects, such as quantum mechanics, biophysics, fluid mechanics, control
theory and dynamical systems, diffusive transport equations, viscoelasticity,
signal processing, probability and statistics, and so on. In the literature,
several different fractional derivatives have been introduced, e.g. Riemann-
Liouville, Caputo, Hadamard, Erde´lyi-Kober, Hadamard, Gru¨nwald-Letnikov,
Marchaud and Riesz among others [6, 7, 13, 15, 17, 18].
Recently the author in [9] has introduced a new fractional integral which
generalizes into a single form the Riemann-Liouville and the Hadamard in-
tegrals. Later on, he has shown that the generalized fractional integral op-
erator is invertible and he has introduced in [10] a new fractional deriva-
tive, which generalizes the Riemann-Liouville and the Hadamard deriva-
tives. More recently, the authors in [8] have studied the generalized fractional
derivative in Caputo sens. Particularly, they have established that the gen-
eralized Caputo-type fractional derivative converges toward the Caputo-type
Riemann-Liouville and the Caputo-type Hadamard derivatives when a pa-
rameter (denoted ρ) goes to zero and one respectively (see [8, Theorem 3.11]
or Theorem 2 hereafter). We propose in this work to investigate the gen-
eralized Taylor formulas involving these generalized Caputo-type fractional
derivatives.
The paper is organized in the following way. After some definitions and
notations in section 2, we establish in section 3 the Taylor expansion of a
given function by means of its generalized Caputo-type fractional derivatives.
In section 4, we provide an approximation of a given function in terms of
Mu¨ntz polynomials. Finally, we apply these results to find the solutions of
some fractional differential equations (fde) in series form. We also provide
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in Appendix an iterative algorithm to compute the jth generalized fractional
derivative function of the classical derivatives up to the jth order.
2 Definitions and notations
Throughout this paper, N0 will denote the set of non-negative integers, a and
b will denote two given real numbers such that −∞ < a < b < +∞ and ρ a
positive real number. Unless otherwise mentioned, α will denote a complex
number such that Re(α) > 0. We will use the notation ⌊x⌋ to design the
integer part of a real number x, that is the greatest integer less than or equal
to x. We also define ⌊x⌉ = ⌊x⌋+ 1 if x 6∈ N0 and ⌊x⌉ = x if x ∈ N0. The set
of absolute continuous functions on [a, b] will be denoted AC[a, b]. Then we
define
ACnγ :=
{
f : [a, b]→ C, γn−1f ∈ AC[a, b]
}
with γ := x1−ρ
d
dx
and AC1γ = AC[a, b].
The left-sided generalized fractional integral Iα,ρ
a+
f of order α is defined
for any real number x > a by:
Iα,ρ
a+
f(x) =
ρ1−α
Γ(α)
∫ x
a
τρ−1 f(τ)
(xρ − τρ)1−α
dτ. (1)
This definition is a fractional generalization of the n-fold left integral of the
form
In,ρ
a+
f(x) =
∫ x
a
t
ρ−1
1 dt1
∫ t1
a
t
ρ−1
2 dt2 · · ·
∫ tn−1
a
tρ−1n f(tn) dtn.
Similarly, the right-sided generalized fractional integral Iα,ρ
b−
f of order α is
defined for any real number x < b by:
Iα,ρ
b−
f(x) =
ρ1−α
Γ(α)
∫ b
x
τρ−1 f(τ)
(τρ − xρ)1−α
dτ. (2)
The corresponding generalized fractional derivatives to these generalized in-
tegrals are given in what follows.
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Definition 1. Let α ∈ C with Re(α) > 0 and ρ > 0. Let n = ⌊Re(α)⌋ + 1
and f ∈ ACnγ [a, b]. The generalized fractional derivatives relative to the
generalized integrals (1) and (2) are given for any real number 0 6 a < x <
b 6 ∞ respectively by:
Dα,ρ
a+
f(x) :=
(
x1−ρ
d
dx
)n (
In−α,ρ
a+
f
)
(x)
=
ρα−n+1
Γ(n− α)
(
x1−ρ
d
dx
)n ∫ x
a
τρ−1 f(τ)
(xρ − τρ)α−n+1
dτ
and
Dα,ρ
b−
f(x) :=
(
−x1−ρ
d
dx
)n (
In−α,ρ
b−
f
)
(x)
=
ρα−n+1
Γ(n− α)
(
−x1−ρ
d
dx
)n ∫ b
x
τρ−1 f(τ)
(τρ − xρ)α−n+1
dτ.
It is worth noting that D0,ρ
a+
and D0,ρ
b−
simply reduce to the identity oper-
ator. In [8], it is proven that these fractional operators are well defined on
ACnγ [a, b]. Moreover, the generalized fractional integrals and derivatives sat-
isfy the semigroup, the composition and the inverse property. More precisely,
we have [9, 10]
Proposition 1. Let α > 0, β > 0, 0 < a < b 6 +∞ and ρ > 0. Then
1. Iα,ρ
a+
Iβ,ρ
a+
f = Iα+β,ρ
a+
f and Dα,ρ
a+
Dβ,ρ
a+
f = Dα+β,ρ
a+
f .
2. Dα,ρ
a+
Iβ,ρ
a+
f = Iβ−α,ρ
a+
f if α < β.
3. Dα,ρ
a+
Iα,ρ
a+
f = f .
All theses properties remain true in case one replace the left-sided by
right-sided generalized integrals and derivatives. The following Theorem
gives a link between the generalized fractional integrals and derivatives and
those of Riemann-Liouville and Hadamard.
Theorem 1. Let α ∈ C such that Re(α) > 0, n = ⌊Re(α)⌉ and ρ > 0. Then
for x > a
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1. lim
ρ→1
Iα,ρ
a+
f(x) =
1
Γ(α)
∫ x
a
f(τ)
(x− τ)1−α
dτ .
2. lim
ρ→0+
Iα,ρ
a+
f(x) =
1
Γ(α)
∫ x
a
(
log
x
τ
)α−1
f(τ)
dτ
τ
.
3. lim
ρ→1
Dα,ρ
a+
f(x) =
1
Γ(n− α)
(
d
dx
)n ∫ x
a
f(τ)
(x− τ)α−n+1
dτ .
4. lim
ρ→0+
Dα,ρ
a+
f(x) =
1
Γ(α)
(
x
d
dx
)n ∫ x
a
(
log
x
τ
)n−α−1
f(τ)
dτ
τ
.
Proof. See [10, Theorem 4.1].
Apart from that the Riemann–Liouville fractional derivatives of a con-
stant is not equal to zero, there is no known physical interpretation for
the expressions limx→0+
(
Dα−k0+ f
)
(x), k = 1, . . . , n. For these reasons, the
Riemann–Liouville fractional derivatives are not well suited to model applied
problems [12]. To overcome these difficulties, Caputo introduced a modifi-
cation to the Riemann–Liouville fractional derivative [4] which is commonly
known as the Caputo-type (or the Caputo modified, or simply the Caputo)
fractional derivative. In [9], a generalized Caputo-type fractional derivative
was introduced and extensively investigated in [8]. Below we recall some
definitions and properties of these generalized Caputo-type fractional deriva-
tives.
Definition 2. Let Re(α) > 0 and n = ⌊Re(α)⌉. Let f ∈ ACnγ [a, b], where
0 < a < b < +∞. The left and right generalized Caputo fractional derivatives
of order α of f are defined by:
Cα,ρ
a+
f(x) := Dα,ρ
a+
(
f(t)−
n−1∑
k=0
(
γkf
)
(a)
k!
(
tρ − aρ
ρ
)k)
(x)
Cα,ρ
b−
f(x) := Dα,ρ
b−
(
f(t)−
n−1∑
k=0
(−1)k
(
γkf
)
(b)
k!
(
bρ − tρ
ρ
)k)
(x)
(we recall that γ := x1−ρ
d
dx
, γk = γ ◦ · · · ◦ γ︸ ︷︷ ︸
k times
and γ0 = id).
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We have the following result.
Proposition 2. Let Re(α) > 0 and n = ⌊Re(α)⌉. Let f ∈ ACnγ [a, b], where
0 < a < b < +∞.
1. If α 6∈ N0, then
Cα,ρ
a+
f(x) =
ρα−n+1
Γ(n− α)
∫ x
a
τρ−1 (γnf) (τ)
(xρ − τρ)α−n+1
dτ = In−α,ρ
a+
(γnf) (x) (3)
and
Cα,ρ
b−
f(x) =
(−1)n ρα−n+1
Γ(n− α)
∫ b
x
τρ−1 (γnf) (τ)
(τρ − xρ)α−n+1
dτ = (−1)n In−α,ρ
b−
(γnf) (x).
2. If α = n ∈ N0, then
Cn,ρ
a+
f(x) = Dn,ρ
a+
f(x) = (γn f) (x)
and
Cn,ρ
b−
f(x) = Dn,ρ
b−
f(x) = (−1)n (γn f) (x).
In particular
C0,ρ
a+
f = D0,ρ
a+
f = f and C0,ρ
b−
f = D0,ρ
b−
f = f.
The generalized Caputo-type fractional derivatives satisfy the following
composition properties.
Proposition 3. Let α ∈ C and n = ⌊Re(α)⌉. For f ∈ ACnγ [a, b] we have
Iα,ρ
a+
Cα,ρ
a+
f(x) = f(x)−
n−1∑
k=0
(
γkf
)
(a)
k!
(
xρ − aρ
ρ
)k
(4)
and
Iα,ρ
b−
Cα,ρ
b−
f(x) = f(x)−
n−1∑
k=0
(−1)k
(
γkf
)
(b)
k!
(
bρ − xρ
ρ
)k
. (5)
In addition, if f ∈ ACn+mδ [a, b] and α > 0 and β > 0 are such that n − 1 <
α 6 n and m− 1 < β 6 m, then
Cα,ρ
a+
Cβ,ρ
a+
f = Cα+β,ρ
a+
f and Cα,ρ
b−
Cβ,ρ
b−
f = Cα+β,ρ
b−
f.
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Proof. See Theorem 3.6 and Theorem 3.7 in [8].
The limit cases when ρ goes to 0 or 1 have also been investigated in [8].
The authors obtained the following results (see [8, Theorem 3.11]).
Theorem 2. Let α ∈ C such that Re(α) > 0 and n = ⌊Re(α)⌉. Then for
x > a
1. lim
ρ→1
Cα,ρ
a+
f(x) = Cαa+f(x).
2. lim
ρ→0+
Cα,ρ
a+
f(x) = Hαa+f(x).
where Cα
a+
is the Caputo modified Riemann-Liouville fractional derivative [11]
and Hαa+ is the Caputo modified Hadamard fractional derivative [5] defined
by
Cαa+f(x) :=
1
Γ(n− α)
∫ x
a
f (n)(τ)
(x− τ)α−n+1
dτ
and
Hαa+f(x) :=
1
Γ(n− α)
∫ x
a
(
log
x
τ
)n−α−1 [(
τ
d
dτ
)n
f
]
(τ)
dτ
τ
. (6)
3 Generalized Taylor formulas
We provide in this section generalized Taylor formulas involving the gener-
alized fractional derivatives in Caputo sens. We first establish an analogous
theorem to the mean value theorem.
Theorem 3. Let 0 < α 6 1 and f ∈ C[a, b] such that Cα,ρ
a+
f ∈ C(a, b) (resp.
Cα,ρ
b−
f ∈ C(a, b)). Then for all x ∈ [a, b] there exists ξ ∈ ]a, x[ (resp. ξ ∈ ]x, b[)
such that
f(x) = f(a) +
1
Γ(α+ 1)
(
xρ − aρ
ρ
)α
Cα,ρ
a+
f(ξ). (7)
(resp.
f(x) = f(b) +
1
Γ(α+ 1)
(
bρ − xρ
ρ
)α
Cα,ρ
b−
f(ξ)). (8)
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Proof. Since 0 < α 6 1 we have by Proposition 3 that
Iα,ρ
a+
Cα,ρ
a+
f(x) = f(x)− f(a). (9)
Now, using equation (1) and the integral mean value theorem, we obtain
Iα,ρ
a+
Cα,ρ
a+
f(x) =
ρ1−α
Γ(α)
∫ x
a
τρ−1 Cα,ρ
a+
f(τ)
(xρ − τρ)1−α
dτ
=
ρ1−α
Γ(α)
Cα,ρ
a+
f(ξ)
∫ x
a
τρ−1
(xρ − τρ)1−α
dτ
=
1
Γ(α + 1)
(
xρ − aρ
ρ
)α
Cα,ρ
a+
f(ξ). (10)
with ξ ∈ ]a, x[. Finally, the result follows by equating (9) and (10). Equation
(8) can be obtained by a same reasoning.
Let us notice that in case α = ρ = 1, the classical mean value theorem is
recovered. Now, we extend this result to arbitrary order m ∈ N. We need
the following result.
Proposition 4. Let 0 < α 6 1. Let j ∈ N and suppose Cjα,ρ
a+
f and C
(j+1)α,ρ
a+
f
belong to C[a, b] (resp. Cjα,ρ
b−
f and C
(j+1)α,ρ
b−
f belong to C[a, b]), then
Ijα,ρ
a+
Cjα,ρ
a+
f(x)− I
(j+1)α,ρ
a+
C
(j+1)α,ρ
a+
f(x) =
1
Γ(jα + 1)
(
xρ − aρ
ρ
)jα
Cjα,ρ
a+
f(a)
(resp.
Ijα,ρ
b−
Cjα,ρ
b−
f(x)− I
(j+1)α,ρ
b−
C
(j+1)α,ρ
b−
f(x) =
1
Γ(jα + 1)
(
bρ − xρ
ρ
)jα
Cjα,ρ
b−
f(b)),
where Cjα,ρ
a+
f := Cα,ρ
a+
◦ Cα,ρ
a+
◦ · · · ◦ Cα,ρ
a+
f (j times).
Proof. We only prove the first identity, since the second one can be obtained
in the same manner. Using the semigroup properties of the generalized frac-
tional integrals and derivatives given in Proposition 1 and Proposition 3, we
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get
Ijα,ρ
a+
Cjα,ρ
a+
f(x)− I
(j+1)α,ρ
a+
C
(j+1)α,ρ
a+
f(x) = Ijα,ρ
a+
(
Cjα,ρ
a+
f − Iα,ρ
a+
C
(j+1)α,ρ
a+
f
)
(x)
= Ijα,ρ
a+
(
Cjα,ρ
a+
f −
(
Iα,ρ
a+
Cα,ρ
a+
)
Cjα,ρ
a+
f
)
(x)
= Ijα,ρ
a+
(
Cjα,ρ
a+
f(a)
)
(x)
where the last equality holds true in virtue of equation (4). Finally, using
the definition of the generalized fractional integral, we obtain
Ijα,ρ
a+
Cjα,ρ
a+
f(x)− I
(j+1)α,ρ
a+
C
(j+1)α,ρ
a+
f(x) =
(
Ijα,ρ
a+
(1) (x)
)
Cjα,ρ
a+
f(a)
=
1
Γ(jα + 1)
(
xρ − aρ
ρ
)jα
Cjα,ρ
a+
f(a).
We are now able to state the generalized Taylor formula by means of
generalized Caputo-type fractional derivatives.
Theorem 4. Let 0 6 a < b < +∞. Let 0 < α 6 1 and let m be an arbitrary
non-negative integer. Suppose Cjα,ρ
a+
f ∈ C[a, b] (resp. Cjα,ρ
b−
f ∈ C[a, b]) for
j = 0, 1, . . . , m + 1, then the generalized Taylor-Lagrange formula involving
the generalized Caputo-type fractional derivatives writes
f(x) =
m∑
j=0
(
xρ − aρ
ρ
)jα Cjα,ρ
a+
f(a)
Γ(jα+ 1)
+
(
xρ − aρ
ρ
)(m+1)α C(m+1)α,ρ
a+
f(ξ)
Γ((m+ 1)α + 1)
(resp.
f(x) =
m∑
j=0
(
bρ − xρ
ρ
)jα Cjα,ρ
b−
f(b)
Γ(jα+ 1)
+
(
bρ − xρ
ρ
)(m+1)α C(m+1)α,ρ
b−
f(ξ)
Γ((m+ 1)α+ 1)
)
where ξ ∈ ]a, x[ (resp. ξ ∈ ]x, b[) and Cjα,ρ
a+
f := Cα,ρ
a+
◦ · · · ◦ Cα,ρ
a+
f (j times).
Proof. Using Proposition 4 we have
m∑
j=0
Ijα,ρ
a+
Cjα,ρ
a+
f(x)− I
(j+1)α,ρ
a+
C
(j+1)α,ρ
a+
f(x) =
m∑
j=0
1
Γ(jα + 1)
(
xρ − aρ
ρ
)jα
Cjα,ρ
a+
f(a).
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It follows
I0,ρ
a+
C0,ρ
a+
f(x)− I
(m+1)α,ρ
a+
C
(m+1)α,ρ
a+
f(x) =
m∑
j=0
1
Γ(jα+ 1)
(
xρ − aρ
ρ
)jα
Cjα,ρ
a+
f(a),
that is
f(x) =
m∑
j=0
1
Γ(jα + 1)
(
xρ − aρ
ρ
)jα
Cjα,ρ
a+
f(a) + I
(m+1)α,ρ
a+
C
(m+1)α,ρ
a+
f(x).
(11)
Now we make use of the same arguments as in the proof of Theorem 3. In
fact, replacing α by (m+ 1)α in equation (10), we get
I
(m+1)α,ρ
a+
C
(m+1)α,ρ
a+
f(x) =
1
Γ((m+ 1)α+ 1)
(
xρ − aρ
ρ
)(m+1)α
C
(m+1)α,ρ
a+
f(ξ)
with ξ ∈ ]a, x[. The proof of the second identity involving the right-sided
generalized fractional derivatives is similar. This ends the proof.
Corollary 1. Under the same assumptions of Theorem 4, the generalized
Taylor expansion of f could also be written with remainder in integral form.
We have
f(x) =
m∑
j=0
(
xρ − aρ
ρ
)jα Cjα,ρ
a+
f(a)
Γ(jα+ 1)
+
ρ1−(m+1)α
Γ((m+ 1)α)
∫ x
a
τρ−1 C
(m+1)α,ρ
a+
f(τ)
(xρ − τρ)1−(m+1)α
dτ,
and similarly
f(x) =
m∑
j=0
(
bρ − xρ
ρ
)jα Cjα,ρ
b−
f(b)
Γ(jα+ 1)
+
ρ1−(m+1)α
Γ((m+ 1)α)
∫ b
x
τρ−1 C
(m+1)α,ρ
b−
f(τ)
(τρ − xρ)1−(m+1)α
dτ.
Proof. Direct consequence of equations (11) and (1).
Remark 1. If 0 < α 6 1 then Proposition 3 becomes a particular case of
Theorem 4 (or Corollary 1) corresponding to the zeroth order Taylor expan-
sion of f (i.e m = 0). Indeed, the result stated in Proposition 3 does not
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provide further information on the Taylor expansion of f since the summa-
tion in the right hand side of equation (4) depends on α, and for 0 < α 6 1
it simply reduces to f(a). Notice that the classical Taylor expansion formula
can also be recovered when taking α = ρ = 1 in Theorem 4 or Corollary 1.
Remark 2. The direct evaluation of the fractional derivatives Cjα,ρ
a+
f(a),
j = 0, . . . , m that appear in Theorem 4 (or Corollary 1) can be a difficult
task. Alternatively, one can easily evaluate them using the identities given in
Proposition 2. Indeed, applying the integral mean value theorem to equation
(3), one can obtain after simplifications
Cjα,ρ
a+
f(a) =


1
Γ(n− jα + 1)
lim
x→a+
(
xρ − aρ
ρ
)n−jα
(γnf) (x) if jα 6∈ N0,
(γnf) (a) if jα ∈ N0
with n = ⌊jα⌉. Analogous formula can be obtained for Cjα,ρ
b−
f(b). In A we
give an algorithm to recursively evaluate the term (γnf) (x).
In the limit case when ρ goes to zero, we obtain the following result.
Corollary 2. Let 0 < a < b < +∞. Let 0 < α 6 1 and let m be an arbitrary
non-negative integer. Suppose Hjα
a+
f ∈ C[a, b] for j = 0, 1, . . . , m + 1, then
for x > a
f(x) =
m∑
j=0
(
log
x
a
)jα Hjα
a+
f(a)
Γ(jα+ 1)
+
(
log
x
a
)(m+1)α H(m+1)α
a+
f(ξ)
Γ((m+ 1)α+ 1)
where ξ ∈ ]a, x[ and Hαa+ is Caputo modified Hadamard fractional derivative
defined by (6).
Proof. The proof follows from the L’Hospital rule and Theorem 2.
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4 Approximation of functions withMu¨ntz Poly-
nomials
We utilize of the previous results in order to derive some approximation
formulas of functions at a given point.
Proposition 5. Let f be a given function such that Cjα,ρ
a+
f ∈ C[a, b] for all
j = 0, 1 . . .m + 1, where 0 < α 6 1 and m ∈ N0. Then for all x ∈ [a, b] we
have
f(x) ≃ Λm(x) =
m∑
j=0
(
xρ − aρ
ρ
)jα Cjα,ρ
a+
f(a)
Γ(jα + 1)
. (12)
Moreover, the interpolation error can be expressed as
em(x) := f(x)− Λm(x) =
(
xρ − aρ
ρ
)(m+1)α C(m+1)α,ρ
a+
f(ξ)
Γ((m+ 1)α+ 1)
(13)
with ξ ∈ ]a, x[.
The proof of proposition 5 follows directly from Theorem 4.
Remark 3. When a = 0, Proposition 5 gives the Taylor expansion of f in
terms of Mu¨ntz Polynomials [2, 3], which are a generalization of the standard
polynomials to real (non necessarily integer) exponent sequences. In our case,
these exponents take the form λj = β j where β = ρα > 0 and j = 0, 1, . . .m.
Let us notice that the particular case when ρ = 1 (i.e. 0 < β 6 1) has been
studied in [14].
Now, we apply the previous approximation to some classical functions.
Example 1: Consider f(x) = exp(xβ) with β > 0.
The simplest way to find the generalized Taylor expansion of f in the
neighborhood of a = 0 is to choose ρ = β and α = 1 in equation (12). Using
Remark 2 we find
Cj,ρ0+f(x) =
(
γjf
)
(x) = ρjf(x) = βj exp(xβ),
12
and hence Cj,ρ0+f(0) = β
j. It follows
f(x) =
m∑
j=0
(
xβ
β
)j
βj
Γ(j + 1)
+ em(x)
=
m∑
j=0
xβj
j!
+
xβ(m+1)
(m+ 1)!
exp(ξβ)
with ξ ∈ ]0, x[.
Example 2: The generalized Mittag-Leffler function [11] is defined for com-
plex z ∈ C, λ, µ, ν ∈ C with Re(λ) > 0 by
Eνλ,µ(z) =
∞∑
k=0
(ν)k
Γ(λk + µ)
zk
k!
where (ν)k is the Pochhammer symbol. This function (and particularly the
classical Mittag-Leffler function Eλ := E
1
λ,1) is a powerful tool to solve frac-
tional differential equations [16, 19]. Using equations (12) and (13) one can
deduce that for β > 0
Eνλ,µ(z
β) =
(
m∑
j=0
(
zβ
β
)j
1
Γ(j + 1)
∞∑
k=0
(ν)k
Γ(λk + µ)
Cj,β0+ fk(0)
k!
)
+ em(z)
where fk(z) = z
βk. A direct computation (or using A) shows that
Cj,β0+ fk(z) = (γ
jfk)(z) =

 β
j
Γ(k + 1)
Γ(k − j + 1)
zβ(k−j) if j 6 k
0 if j > k.
Hence
Cj,β0+ fk(0) = β
k Γ(k + 1)δjk
with δjk is the Kronecker delta. Using the identity (ν)p+q = (ν)p (ν + p)q, for
p, q ∈ N0, one can deduce after simplifications that
Eνλ,µ(z
β) =
m∑
j=0
(ν)j
Γ(λj + µ)
zβj
j!
+
(ν)m+1
(m+ 1)!
zβ(m+1) Eν+m+1
λ,λ(m+1)+µ(ξ
β)
13
with ξ ∈ ]0, x[.
Example 3: The generalized Hypergeometric series [11] are defined by
pFq(a1, . . . , ap; b1, . . . , bq; z) =
∞∑
k=0
(a1)k . . . (ap)k
(b1)k . . . (bq)k
zk
k!
where ai, bj ∈ C, bj 6= 0,−1,−2, . . . , (i = 1 . . . p, j = 1 . . . q). This series
is absolutely convergent for all values of z ∈ C if p < q. When p = q + 1,
the series is absolutely convergent for |z| < 1. Using the same arguments of
example 2, one can obtain for β > 0
pFq(a1, . . . , ap; b1, . . . , bq; z
β) =
m∑
j=0
(a1)j . . . (ap)j
(b1)j . . . (bq)j
zβj
j!
+
(a1)m+1 . . . (ap)m+1
(b1)m+1 . . . (bq)m+1
zβ(m+1)
(m+ 1)!
pFq(a1 +m+ 1, . . . , ap +m+ 1; b1 +m+ 1, . . . , bq +m+ 1; ξ
β)
with ξ ∈ ]0, x[.
5 Series solutions to fractional differential equa-
tions
In this section, we investigate the solutions of some fractional differential
equations (fde) in terms of series. The following result will be helpful.
Proposition 6. Let Re(α) > 0 and n = ⌊Re(α)⌋+ 1. Then
Cα,ρ
a+
(
xρ − aρ
ρ
)β
=
Γ(1 + β)
Γ(1 + β − α)
(
xρ − aρ
ρ
)β−α
, Re(β) > n− 1.
Cα,ρ
a+
(
xρ − aρ
ρ
)k
= 0, k = 0, 1, . . . , n− 1.
Proof. See Lemma 3.8 and 3.9 in [8]
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Example 1: Consider the following fde{
Cα,ρ
a+
u(x) = λ u(x), x > a
u(a) = ua,
(14)
where 0 < α 6 1, a > 0, ρ > 0, λ ∈ R− {0}, ua ∈ R and u is the unknown
function. Suppose that u can be written in series form
u(x) =
+∞∑
n=0
cn (x
ρ − aρ)nα (15)
Using Proposition 6, we obtain
Cα,ρ
a+
u(x) = ρα
+∞∑
n=1
cn
Γ(1 + nα)
Γ(1 + (n− 1)α)
(xρ − aρ)(n−1)α
= ρα
+∞∑
n=0
cn+1
Γ(1 + (n+ 1)α)
Γ(1 + nα)
(xρ − aρ)nα. (16)
Plugging equation (16) into (14) yields
cn+1 = ρ
−α Γ(1 + nα)
Γ(1 + (n+ 1)α)
λ cn, ∀ n ∈ N0
which immediately gives
cn =
(
ρ−αλ
)n Γ(1)
Γ(1 + nα)
c0. (17)
Using the initial condition c0 = ua, we finally get by (15) and (17)
u(x) = uaEα
(
λρ−α(xρ − aρ)α
)
where Eα is the Mittag–Leffler function.
Example 2: Consider the following fde{
C2α,ρ0+ u(x)− 2 C
α,ρ
0+ u(x) + u(x) = 0, x > 0
u(0) = u0, C
α,ρ
0+ u(0) = u1
(18)
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where 0 < α 6 1, ρ > 0, u0 and u1 in R and u is the unknown function.
Suppose that u can be written in series form
u(x) =
+∞∑
n=0
cn (x
ρ)nα (19)
Using Proposition 6, we obtain
Cα,ρ0+ u(x) = ρ
α
+∞∑
n=0
cn+1
Γ(1 + (n+ 1)α)
Γ(1 + nα)
(xρ)nα (20)
and
C2α,ρ0+ u(x) := C
α,ρ
0+
(
Cα,ρ0+ u
)
(x) = ρ2α
+∞∑
n=0
cn+2
Γ(1 + (n + 2)α)
Γ(1 + nα)
(xρ)nα. (21)
Plugging equations (20) and (21) into (18) yields
ρ2αcn+2
Γ(1 + (n+ 2)α)
Γ(1 + nα)
− 2 ρα
Γ(1 + (n+ 1)α)
Γ(1 + nα)
+ cn = 0, ∀ n ∈ N0.
Denote dn = cn Γ(1 + nα). It follows
ρ2αdn+2 − ρ
αdn+1 + dn = 0, ∀ n ∈ N0,
which gives
dn =
(
d0 + (ρ
αd1 − d0)n
)
ρ−nα
or equivalently
cn =
c0 + (ρ
αΓ(1 + α)c1 − c0)n
Γ(1 + nα)
ρ−nα. (22)
Using the initial conditions u0 = c0 and u1 = ρ
αΓ(1 + α)c1, we finally get by
16
(19) and (22)
u(x) =
+∞∑
n=0
u0 + (u1 − u0)n
Γ(1 + nα)
(
xρ
ρ
)nα
= u0
+∞∑
n=0
(
xρ
ρ
)nα
Γ(1 + nα)
+
u1 − u0
α
+∞∑
n=1
(
xρ
ρ
)nα
Γ(nα)
= u0
+∞∑
n=0
(
xρ
ρ
)nα
Γ(1 + nα)
+
u1 − u0
α
(
xρ
ρ
) +∞∑
n=0
(
xρ
ρ
)nα
Γ(nα + α)
= u0Eα
(
ρ−αxρα
)
+
u1 − u0
α
(
xρ
ρ
)
Eα,α
(
ρ−αxρα
)
.
A Appendix
The evaluation of the term Cjα,ρ
a+
f(a), j ∈ N, involves the computation of
(γjf) (a) with γj = γ ◦ · · · ◦ γ︸ ︷︷ ︸
j times
and γ = x1−ρ
d
dx
(see Remark 2). We provide
in the following lemma an algorithm to explicitly evaluate γjf by means of
the the classical derivatives of f up to the jth order in case these latter exist.
Lemma 1. Let j ∈ N and suppose f is j times continuously derivable in
a ∈ R. Then
(
γjf
)
(a) = lim
x→a+
j∑
i=1
λi,j x
i−jρf (i)(x) (23)
where (λi,j)06i6m
16j6m
is the sequence given recursively by:
λi,j =


0 if i = 0 or i > j
1 if i = j
λi−1,j−1 +
(
i− (j − 1)ρ
)
λi,j−1 if 1 6 i < j.
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Proof. We prove (23) by induction. The result is trivial for j = 1. Moreover,
we have(
γj+1f
)
(x) = γ
(
γjf
)
(x)
= x1−ρ
d
dx
(
j∑
i=1
λi,j x
i−jρf (i)(x)
)
= x1−ρ
(
j∑
i=1
(i− jρ) λi,j x
i−jρ−1f (i)(x) +
j∑
i=1
λi,j x
i−jρf (i+1)(x)
)
=
j∑
i=1
(i− jρ) λi,j x
i−(j+1)ρf (i)(x) +
j+1∑
i=2
λi−1,j x
i−(j+1)ρf (i)(x)
=
j+1∑
i=1
(λi−1,j + (i− jρ) λi,j) x
i−(j+1)ρf (i)(x) − λ0,j︸︷︷︸
= 0
x1−(j+1)ρf ′(x)
− (j + 1− jρ) λj+1,j︸ ︷︷ ︸
= 0
x(j+1)(1−ρ)f (j+1)(x)
=
j+1∑
i=1
λi,j+1 x
i−(j+1)ρf (i)(x),
and the proof is completed.
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