Abstract-A transmission session in a network constitutes a period beginning with the transport of data from one communicating node to the other. A transmission session is always set out for end-to-end connection and involves many network resources. Previous research studies on smooth data flow across a network reveals that the maximum number of data in an optimal transmission session is associated with window size. Problems are still encountered when it comes to the rate at which data move in a transmission session and also the required window size. This should be dynamically and automatically controlled. This research investigates the effect of Window Size and Round-Trip Time (RTT) in a transmission session. Packet data are collected for many network transmission sessions. The raw data were normalized, and the Naïve Bayes technique was used for the analytical evaluation. The effect of window size and RTT in a transmission session is examined, which reveals that the rate at which data move in a transmission session can be dynamically controlled to a considerably high degree of accuracy. Each network node cannot be overwhelmed when the window size is adjusted to the required size.
I. INTRODUCTION
The transport layer in computer networking conceptualization by Transmission Control Protocol/Internet Protocol (TCP/IP) Suite and the Open Systems Interconnection (OSI) governs the host-to-host communication services. There are basically four services necessary to be carried out in this layer, namely Port Number Establishment, Segmentation, Sequencing, and Transmission. The first three are very crucial to every application that requires to be transmitted within a transmission session. Transmission services have been further sub-divided into two basic protocols, which are the Transmission Control Protocol (TCP) and the User Datagram Protocol (UDP). The TCP ensures the reliable delivery of the data from source to destination. It is a connection-oriented protocol. Hence, the transmission of data is controlled from the beginning of the session to the end. The reliability of a TCP operation lies with the fact that when a data segment is introduced into a transmission session to be delivered to its destination, a three-way-handshaking is initiated to establish a connection first (see Figure 1) . A "Request to Send" (RTS) is first sent to the receiver from the sender. The receiver replies the RTS with "Clear to Send" (CTS). The sender that initiated the transmission session sends a "Ready for Transmission" (RFT) upon receiving the CTS. RTS is commonly known as SYN (Synchronize), whereas CTS is known as SYN-ACK (Synchronize-Acknowledge) and RFT as ACK (Acknowledge). Thereafter the data segment is sent in sequence, and an acknowledgement is received upon successful transmission.
In an unfortunate case, the network resources and operations negatively affect the transmission [1] . There is a certain constraint on the transmission rate between two points due to the limited capacity of the communication link or the processing hardware. For example, in the basic transmission scenario, a transmission session is set out for end-to-end connection where the data from one network node (sender) can travel to another network node (receiver) and vice versa. In both the sending and receiving nodes, there are buffers provided by one of the major services of a transport layer. Usually the data for transmission are temporarily stored in those buffers. When a sending node is about to send data, each sequence of a segment of that data is stored in a buffer at the transport layer. Upon arriving at a destination network node, it is also stored in an input buffer. In case the receiving node receives these sequences of data segments from the sending node at a faster rate, the receiver's node may not have enough input buffer space available to store those in-coming sequences of data segments [2] . In consequence, the transmission status becomes abnormal and eventually clashes. One of the major causes is the lack of prior knowledge of the sending node on the buffer size of the receiver's node limits. This scenario occurs since in an ideal network transmission operation the transmission rate within a session and the processing time depend on the buffer size [3] . A higher transmission rate is expected when the buffer content is small. As the in-coming sequence of data segments arrives from the sending note, a queue is established, and the buffer space keeps increasing. When it is saturated, a long queue is forming as no more space is available in the receiver's buffer [4] . This may eventually lead to a crowded queue at the receiver's node consequently resulting in a significant delay. At the same time, the sender's node may not receive the expected acknowledgment for the sequence of data segments transmitted. In this case retransmission may be required at the sender's node, which in turn increases the load on the network. This causes congestion and affects the transmission flow, the reason as to why flow and congestion control protocols are necessary in any transmission session. Delay, timeout, bandwidth status, and the computing device's processors capacity also influence the transmission operations [5] .
There exist a number of research studies on network flow and congestion control. Some of the major issues of the control protocols are the impact of scaled windows or window size (amount of data to be send) and Round-Trip-Time measurement (time required for a complete transmission) [6] [7] [8] [9] . However, the effect of time series analysis and data size in a network transmission session remain problematic [10] since the maximum number of data in an optimal routing for transmission is associated with the window size. Some limits based on certain conditions are suggested in the previous research [11] . The rate at which data move from the sender to the receiver in a transmission session need to be matched automatically. A fast transmitter must not overwhelm a slow receiver with more data than the latter can handle. The networks' computational operations can deal with the data collected from the observation of real networks or from the simulation. An optimizer may be required, which means the use of machine learning in optimizing transmission flow efficiency.
A statistical approach to study RTT and throughput of a TCP connection has been used prior to the machine learning approach [12] . Before that a binary search method was used to adjust the window size in a transmission session [13] . Machine leaning in the loop plays a significant role in optimizing the entire transmission flow. Geurts [14] and El Khayat [15] use decision tree techniques to outline the borderline of loss and causes based on packets received by the sender or by the receiver, the loss being either due to error or congestion. El Khayat [15] considers the inter-arrival times, the one-way delays, and the round-trip-times for the predicted loss cause. Similarly, Round-Trip-Time is used in Liu et al. [16] using the HMM approach to determine loss causes. However, RTT alone has not been found to be a good indicator of loss causes. Changqing et al. [17] used neural network for modelling packet loss causes over ad hoc networks. Mirza et al. [18] used Support Vector Regression modeling in file transfers and path properties to predict TCP throughput for a broad range of file sizes and path conditions. In some approach related to adjusting window size, a fluid model is proposed in El Khoury et al. [19] . Nishio et al. [20] also proposed adjusting window and packet size with the available buffer size. Building on the above-mentioned studies and in order to further investigate the effect of window size and RTT, the present study proposes techniques utilizing naïve bias for classifying window size and RTT. This remedies the lack of attention previously given to employing classification interaction on window size and RTT for practical applications.
This paper consists of six sections that are organized as follows: The present section is about the overview and description of the research problem and objectives. Section 2 presents the data transmission session. Section 3 discusses the research methodology and details the experimental analysis. Section 4 presents the results of the study. Section 5 presents the conclusion the study.
II. DATA TRANSMISSION SESSION

A. Transmission Control Protocol (TCP)
A typical transmission session that aids the transfer of data from one communicating node to the other in a network is presented in Figure 1 . The most important communication variables are the capacity of the communication lines and the processing hardware [21] . In an ideal network architecture, data flow to-and-fro from end devices (the subnet) through the distribution device (entry point of the subnet) and finally the borderline device which takes data out of the network (gateways). At the source, where a data transfer is initiated, usually within a subnet, all the nodes are prone to use the same path to another subnet (see Figure 1) . Thus, the entire packet flow moving from one subnet to another subnet originates at one node (see Figure) . The safe delivery of data from a sending node to a receiving node constitutes one single transmission sessions. As more and more data enter into a transmission session, the network administrator monitors the effects on different sessions and evaluates the resources used as the sessions share the network's resources. Crucial here is the fact that different transmission sessions may require different services. For instance, in Figure 1 , quite a number of end devices are involved in sending and receiving the message. Typically, the end devices' tasks in a network may only need file transfer or video streaming. The transfer of files may become considerably delayed and need strict error control. On the other hand, video sessions may require a fast data rate yet can tolerate occasional packet losses [22] . Thus, any transmission session is bound to restrict some communication resources. If a session is blocked and the resources required to transmit are not available or the available buffers space at the receiving node is filled, the data packet has to be discarded. If not, they get blocked to avoid wastage of the resources required for discarding. Considering an optimum approach, prioritizing specific flow and delaying another offers the best solution in scheduling for smooth flow of the data packet. 
B. Window Size
At the network source where any transmission is initiated, the packet data to be sent should not exceed the capacity of the network in order to guarantee safe delivery. The receiver side should also not accept anything that exceeds its capacity to process. Window size constitutes the amount of maximum packet data required for transmission sessions [7] and can be fixed and dynamic. A large window size is most suitable to ensure a reliable network. In cases where the network seems to be unreliable, a small window size is recommended even though the transmission rate will be slow. The higher the window size, the better the transmission rate in a reliable network. Reliability means that the resources required for the transmission are available, and the packet data sent are received intact. Any problem arising from the inability of the data packet reaching its destination means that the network is unreliable and a retransmission is required [23] . Window size status reflects the congestion window and the reception window. These statuses are crucial as they indicate the state where the flow of the data at the sender does not exceed the capacity of the network and the receiver is not overwhelmed by the data [9] . In TCP connection a negotiation between the sending and receiving network nodes is established first. The most important part of this negotiation deals with window size. At both ends of the communicating nodes, an agreement of the data within the transmission session takes place. The sending node sends its window size and a request for the receiving node's window size. This is the case with clients where it informs the server of the number of bytes it is willing to accept at one time, and the server does likewise. Here the current value of the receive window size is known by a sender in each of its TCP segment header. Therefore, end-to-end window sizes are detected dynamically. There can be a flow control measure where the sizes can be decreased when congestion sets in. This can be done through a feedback from the point of congestion to the appropriate packet sources [22] .
There are many algorithms for acquiring feedback about windows sizes, most of them are under Active Queue Management algorithms. A Tail Drop algorithm, for example, reduces the window size after a packet loss caused by queue overflow. Another approach involves the ability to track the behavior of the transmission channel by sensing congestion with the use of a special packet (choke packet). This choke packet is broadcasted over the transmission session, and any node that receives such packet must reduce its window size. A similar approach is implemented in the Random Early Detection technique where queue length is used as an indicator and congestion notification is broadcasted to the end-hosts. As a result, the host which receives the broadcast most reduce its transmission rates. Similarly, window size link utilization history can be used to manage the flow of data over a network.
Window sizes can be dynamically controlled if permit delay or packet retransmissions are tracked. The increase or decrease can be influenced when a buffer overflow is detected. Once the buffer overflows, the source node can reduce its size and increase it following a timeout. In terms of monitoring the feedback, congestion information can be gathered on regular packets as they traverse their route from origin to destination [22] , which can help adjust the window size. An example of the related approach is PINK (Passive INverse feedbacK), a queue management algorithm designed to indirectly impose a certain resource allocation policy on defined sets of client hosts [24] . Given that window size and maximum data unit for transmission is associated with congestion, previous research studies ignore the analysis of window size used in the machine learning approach. Even though the studies of [12] [13] [14] [15] [16] [17] [18] focus on packet loss causes, the emphasis is placed on all the available network resources rather than the window size. [19] [20] evaluate adjusting the window and packet size to the available buffer size. Building on the above-mention studies and in order to further investigate the effect of window size and RTT, the present study focuses on the transmission session. This study proposes techniques utilizing Naïve Bias for classifying window size and RTT in order to make up for the previous lack of attention to the classification interaction on window size and RTT for practical applications.
III. METHODOLOGY
This research used Wireshark and RapidMiner for the evaluation of the effect of window size and RTT in transmission sessions. The Wireshark is used for capturing and analyzing the data packets in a transmission session. Several transmission sessions were designed in order to study the traffic within them. The captured data constitute the raw dataset on which Naïve Bias is used to classify window size and RTT.
A. Naive Bayes Algorithm
Naive Bayes Algorithm constitutes a highly efficient inductive learning algorithm based on Bayes' rules. It is referred to as 'naïve' due to its conditional and independent feature. It analyses a dataset and returns a class that can be either acceptable or not. The Naive Bayes function determines whether a set of data impacts another set or not [26] . Naive Bayes performs its operations through the training data points C where C is the class and the set of desirable features required to be classified [27] . , , ,..., n X x x x x C is the set of the training dataset belonging to C , the Naive Bayes algorithm computes the conditional probability of each class C in a given desirable feature X in order to present the best relevant class based on Bayes' rules. The Bayer's evaluation yields the best class as the one that maximizes the probability of the dataset by equation 1 [26] .
where P(Yi) is the priori probability of class Yi and X Y P j the conditional probability. The test cases and prediction from the training dataset is performed by equation 2 [26] .
where Xi is the value of ith variable in X and n is the number of variables. Considering a K number of classes, the ith class Ci is the probability distribution over the set of desirable features obtained by equation 3 [26] .
The algorithm performance is attributed to its efficiency of classification where it is found to have a good computational efficient. The training function has a lesser number of searches due to low variance. It has a very good tolerance to noise in the dataset. The Naive Bayes algorithm is effective in handling any missing values in the dataset [25] .
B. Experiments
The captured transmission session datasets, window size and RTT are pre-processed. The preprocessing involves normalizing the entire entry in order to yield a range of [-1,1] . This yields a good prediction accuracy and improves the convergence speed. The normalized data are partitioned into training and test dataset for many ratios in order to ensure consistent findings. Several simulations are run on the dataset using the Naive Bayes resources available in Rapid Miner. The best results are then recorded and reported. Naïve Bayes (NB) Classifier of Raid Miner is used. The data are trained into the NB classifier and then tested based on the training data. The training data consist of a total of 35 numbers of time, length, windows and label. 18 training data are labeled "Y" for 'yes' and 17 "N" for 'no'. Subsequently, the same data of training data set are tested such as times, length, and window. The test data do not need to be labeled since their "Y" and "N" values are determined by the training data. The values of "Y" and "N" after being classified by the Naïve Bayes classifier are collected. The value of "Y" is 0.514 and the value of "N" is 0.486. The experimental operations; the density and time is presented in Figure 2 . Thus, the success of the operations has shown that the "Y" is high and this indicates that the classification is success. That is the proposed classifications is proven accurate. This means that transmission session dataset is predicted by Naive Bayes. Thus, a relation between window size and RTT for a packet to get transmitted through are categories. The window sizes gathered during the experiments, and the proposed classification are tested. It has been observed that the interrelationships among that are influenced by each other. Although, as part of the TCP set up guide, the window size can be adjusted. The result of this study shows that packet length and RTT interrelates and influence the flow of data in the transmission sessions. This has been shown using a NB classification technique. Network transmission session were established, that is how the datasets are gathered. The datasets were trained with the NB classifier. The classification has indicated that the interrelationship among these parameters within transmission session are predicted by Naive Bayes. Thus, a classification relation between window size, packet length and RTT for the network transmission are categories.
Although the Naive Bayes operations used for this study, takes in small dataset. The fact that even small dataset is not a problem in NB. It is clearly that NB can use small amount of training data to estimate the means and standard deviation. Thus, the (mean and standard deviation) are necessary for classification accuracy (see Table 1 ). 
V. CONCLUSION
A typical transmission session in a network covers the period of the data transfer from one communicating node to the other. Crucial resources are required to aid this data transfer. A transmission session uses all network resources for end-to-end connection. The major resource is a buffer size at both sending and receiving nodes which temporarily stores the data in the receiving nodes. When a sending node is about to send a data, it requests for the receiving node buffer size. If the window size in the transmission session is allocated correctly, the smooth flow of data can be ensured. However, if the sizes are not allocated accurately, a measure set back may occur. This study investigates the effect of window size and RTT in a transmission session. Previous studies have already investigated the impact of network flow and congestion control with respect to the available resources, while this research further investigates the effect of window size and RTT using the Naïve Bayes technique. It is found that the rate at which the data move in a transmission session can be dynamically controlled and to a high degree of accuracy. Each network node is prevented from becoming overwhelmed once the required window size has been allocated.
