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Abstract
This paper investigates optimal trading strategies in a financial market with multidimen-
sional stock returns where the drift is an unobservable multivariate Ornstein-Uhlenbeck pro-
cess. Information about the drift is obtained by observing stock returns and expert opinions.
The latter provide unbiased estimates on the current state of the drift at discrete points in
time.
The optimal trading strategy of investors maximizing expected logarithmic utility of ter-
minal wealth depends on the filter which is the conditional expectation of the drift given the
available information. We state filtering equations to describe its dynamics for different infor-
mation settings. Between expert opinions this is the Kalman filter. The conditional covariance
matrices of the filter follow ordinary differential equations of Riccati type. We rely on basic
theory about matrix Riccati equations to investigate their properties. Firstly, we consider the
asymptotic behaviour of the covariance matrices for an increasing number of expert opinions
on a finite time horizon. Secondly, we state conditions for the convergence of the covariance
matrices on an infinite time horizon with regularly arriving expert opinions.
Finally, we derive the optimal trading strategy of an investor. The optimal expected loga-
rithmic utility of terminal wealth, the value function, is a functional of the conditional covari-
ance matrices. Hence, our analysis of the covariance matrices allows us to deduce properties
of the value function.
Keywords: Conditional covariance matrix, Ornstein-Uhlenbeck process, partial information,
portfolio optimization, unbiased expert opinions
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1 Introduction
Trading decisions in financial markets are always made based on the often very limited information
on stock developments available to the investors. Such information might comprise former and
present observed stock returns. Although these returns are influenced by some drift term, there
is always random variation in observed data. For making trading decisions it is however of huge
importance to know as much as possible about the underlying drift. Another source of information
that investors often rely on when it comes to trading are expert opinions. Experts might have
some deeper knowledge about the current developments in the market and are therefore able to
give a more or less accurate estimate of drift terms at certain times. The aim of this paper is to
investigate optimal portfolio trading strategies in a financial market where the drift of the stock
returns is an unobserved Gaussian process. Information about the drift process is obtained from
observing stock returns as well as incoming expert opinions that give an unbiased estimate of the
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current state of the drift at discrete points in time. An investor’s objective is to find a trading
strategy that maximizes expected logarithmic utility of her terminal wealth.
Without expert opinions this is a classical utility maximization problem under partial informa-
tion, meaning that an investor only has the information coming from observing the stock returns
and cannot see the underlying stochastic drift process directly. The best estimate in a mean-square
sense then is the filter. While under suitable integrability assumptions existence of optimal trading
strategies can be shown, see Bjo¨rk, Davis and Lande´n [1] and Lakner [13], we need models which
allow for finite-dimensional filters to solve the problem completely including the computation of
an optimal policy. There are essentially two cases which lead to finite-dimensional filters. Firstly,
the drift process can be modeled as an Ornstein-Uhlenbeck process (OUP) as above (including
the degenerate case of a static but unobserved random variable), or as a continuous time Markov
chain (CTMC). The filters are the well-known Kalman and Wonham filters, respectively, see e.g.
Elliott, Aggoun and Moore [6], Liptser and Shiryaev [15]. In these two models the solution of the
utility maximization problem is known, see Brendle [3], Lakner [14], Putscho¨gl and Sass [17] and
Honda [10], Rieder and Ba¨uerle [18], Sass and Haussmann [21], respectively.
Including unbiased expert opinions reduces the variance of the filter. The better estimate then
improves the expected utility. This can be seen as a continuous-time version of the static Black-
Litterman approach which combines an estimate of the asset returns with expert opinions on the
performance of the assets, see Black and Litterman [2]. Frey, Gabih and Wunderlich [7, 8] solve
the case of an underlying CTMC with power utility, and Gabih, Kondakji, Sass and Wunderlich [9]
for OUP with logarithmic utility. As an approximation, also expert opinions arriving continuously
in time can be introduced. This allows for more explicit solutions for the portfolio optimization
problem. Davis and Lleo [5] consider this approach for an underlying OUP, Sass, Seifried and
Wunderlich [22] address the CTMC.
This paper generalizes the results from [9], obtained for a market with one stock, to a financial
market with d > 1 stocks and corresponding expert opinions. The filtering equations we derive
are extensions of the one-dimensional case. The portfolio optimization results carry over to the
multivariate case as well, see Theorem 5.2. But the convergence results of [9] for the conditional
variance have no direct equivalents in the multivariate case, since they require and state very
detailed monotonicity properties and bounds. Instead we choose suitable norms, e.g. the spectral
norm, and here lie our main contributions. The convergence of the norms of the conditional
covariances for an increasing number of expert opinions to zero can now be shown, see Theorem 3.4.
The convergence of the norms for equidistant expert opinions on an infinite time horizon is more
delicate, in particular when requiring monotonicity between the expert opinions which reflects
the decreasing impact of the expert opinions over time. Here we state several results, showing
convergence under certain conditions, see e.g. Theorem 4.10, as well as providing counterexamples
if these conditions do not hold.
In detail we proceed as follows. In Section 2 we introduce our financial market model. We
assume that the drift of the stock returns is a multivariate Ornstein-Uhlenbeck process with dy-
namics
dµt = α(δ − µt) dt+ β dBt,
where α, β ∈ Rd×d, δ ∈ Rd and B = (Bt)t∈[0,T ] is a d-dimensional Brownian motion. The drift
cannot be observed by the participants in the market. Aside from the stock prices, further estimates
on the current state of the drift arrive in form of expert opinions. We introduce the concept of
expert opinions and specify different settings of information that is available to an investor. We
assume that one investor observes stock returns only, another one only uses expert opinions for
making trading decisions. A third investor is assumed to have access to both of these sources
of information. The second part of Section 2 states the corresponding filtering equations. These
give the dynamics of the filter and of the conditional covariance matrices. In the case of return
observations only, the filter is the classical Kalman filter, see for example Liptser and Shiryaev [15].
When we include expert opinions we make use of the discrete-time Kalman filter as described in
Elliott, Aggoun and Moore [6].
Section 3 analyzes the conditional covariance matrices. In particular, Theorem 3.4 shows the
limiting behaviour for an increasing number of expert opinions with some minimal reliability on
a finite time horizon. This is a generalization of Proposition 4.3 from Gabih et al. [9]. In Sec-
tion 4, we analyze the limiting behaviour of the conditional covariance matrices on an infinite
2
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time horizon with regularly arriving expert opinions. In this context it is important to mention
that the conditional covariance matrices for the investor who observes stock returns only and for
the investor observing stock returns as well as expert opinions follow a matrix Riccati equation.
In contrast to the one-dimensional situation this ordinary differential equation does not have a
closed-form solution which makes the analysis harder. It is nevertheless possible to prove some
limiting behaviour in these cases by using basic properties of Riccati differential equations as for
example provided in Kuc˘era [12], Wonham [26], Bucy [4] and Ma˚rtensson [16].
The properties of the conditional covariance matrices are helpful when looking at the port-
folio optimization problem that we address in Section 5. We consider maximization of expected
logarithmic utility of terminal wealth. The optimal strategy and value function for the different
investors are computed along the lines of Gabih et al. [9]. It turns out that the optimal value
is a function of the corresponding conditional covariance matrices. Hence, the remaining part of
the section concentrates on proving properties of the value function that can be deduced from
properties of the covariance matrices.
In Section 6 we provide some simulations of filters and value functions that illustrate our
theoretical results. We also take a short look at the concept of efficiency to analyze the value of
information obtained from different sources of information.
Notation: Throughout this paper, when considering symmetric matrices A and B of the same
size, we will write A > B or B 6 A if the difference A− B is positive semidefinite. Unless stated
otherwise, whenever A is a matrix, ‖A‖ denotes the spectral norm of A. For a symmetric positive
semidefinite matrix A ∈ Rd×d we call a symmetric positive semidefinite matrix B ∈ Rd×d the
square root of A if B2 = A. The square root is unique and will be denoted by A
1
2 .
2 Market Model and Filtering Equations
2.1 Financial Market Model
Let T > 0 denote our finite investment horizon. We consider a filtered probability space (Ω,G,G,P)
where the filtration G = (Gt)t∈[0,T ] satisfies the usual conditions. All processes are assumed to be
G-adapted. In our financial market model there is one risk-free bond S0 with dynamics
dS0t = S
0
t rt dt, S
0
0 = 1.
Here, r = (rt)t∈[0,T ] is some deterministic continuous process. Furthermore, the market allows
investments in d risky stocks S1, . . . , Sd with
dSit = S
i
t
(
µit dt+
m∑
j=1
σij dW jt
)
, i = 1, . . . , d,
where W = (Wt)t∈[0,T ] is an m-dimensional Brownian motion. We assume that the matrix σσ
T
with σ = (σij)i,j is positive definite.
Whereas the matrix σ is constant over time, the drift process µ = (µ1, . . . , µd)T follows the
dynamics of a multivariate Ornstein-Uhlenbeck process. More precisely,
dµt = α(δ − µt) dt+ β dBt,
where α, β ∈ Rd×d, δ ∈ Rd and B = (Bt)t∈[0,T ] is a d-dimensional Brownian motion independent
of W . The initial drift µ0 is multivariate normally distributed, µ0 ∼ N (m0,Σ0), for some vector
m0 ∈ Rd and covariance matrix Σ0 ∈ Rd×d which is symmetric and positive semidefinite. We
assume that µ0 is independent of B and W . The drift process µ can be written as
µt = δ + e
−αt
(
µ0 − δ +
∫ t
0
eαsβ dBs
)
.
The mean mt := E[µt] and covariance matrix Σt := cov(µt) of µt are given by the formulas
mt = δ + e
−αt(m0 − δ),
Σt = e
−αt
(
Σ0 +
∫ t
0
eαsββT eα
T s ds
)
e−α
T t.
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In our model we are interested in estimating the drift µ from observed stock prices Si, i =
1, . . . , d. Rather than working directly with the stock prices, it will prove easier to work with the
stock returns Ri instead, where
dRit =
dSit
Sit
.
The return dynamics can be written as dRt = µt dt+ σ dWt. Note that we can write the returns
depending on the stock prices as
Rit = logS
i
t +
m∑
j=1
1
2
(σij)2t
which implies that the filtration generated by the stock prices is the same as the one generated by
the return processes. This is why in the following we assume that investors in the market observe
stock returns instead of stock prices.
In addition to observing stock returns, information on the drift process µ can be drawn from
expert opinions that arrive at discrete time points and give an unbiased estimate of the drift. We
model these expert opinions by fixing deterministic time points 0 = t0 < t1 < · · · < tN−1 < T .
The expert views at time tk are modeled as a random vector Zk = (Z
1
k , . . . , Z
d
k )
T with
Zk = µtk + (Γk)
1
2 εk
where the matrices Γk ∈ R
d×d are symmetric positive definite and εk = (ε
1
k, . . . , ε
d
k)
T . Here, the εik,
i = 1, . . . , d, k = 0, . . . , N − 1, are independent identically N (0, 1)-distributed random variables.
We also assume that the εik are independent from both µ0 and the Brownian motions W and B.
Note that Zk is multivariate N (µtk ,Γk)-distributed which implies that the expert opinions give an
unbiased estimate of the true state of the drift at time tk. The matrix Γk is a means of modelling
the reliability of the expert. Note that in the one-dimensional situation Γk is just the variance of
the expert’s estimate at time tk.
Remark 2.1. It is possible to allow relative expert views, meaning that an expert may also give an
estimation of the difference of drifts of two stocks at time tk. These relative estimations can be
expressed in the form
Qk = Pkµtk + ξk ∈ R
d
for some matrix Pk ∈ Rl×d, and some random variable ξk that is multivariate normally distributed
with expectation zero. Here, l 6 d is the number of estimates an expert makes. The pick matrix
Pk which we assume to have full rank contains information about which stocks are included in
these estimates, see Section 3.1 of Scho¨ttle, Werner and Zagst [23] for a detailed description and
an example. Note that since Pk has full rank there exists some ϕk ∈ Rd such that ξk = Pkϕk, for
example ϕk = P
T
k (PkP
T
k )
−1ξk. Hence,
Qk = Pk(µtk + ϕk)
where Zk := µtk + ϕk is an absolute expert view about the state of the drift as introduced above,
since ϕk is normally distributed with expectation zero and can therefore be written as (Γk)
1/2εk.
It remains to describe the information available to an investor. Following Gabih et al. [9], we
distinguish four different investors with corresponding investor filtrations. Define FH = (FHt )t∈[0,T ]
forH ∈ {R,E,C, F}. The first investor we consider can observe stock returns but not the incoming
expert opinions. Therefore, her filtration FRt is for each t ∈ [0, T ] generated by the return processes
{Ris | s 6 t, i = 1, . . . , d}. Another investor cannot observe these stock returns or simply decides
to rely on the expert opinions Zk only. Therefore, the corresponding investor filtration F
E
t is
generated by the expert opinions {Zk | tk 6 t}. As a combination of the above filtrations, FCt
is generated by {Ris | s 6 t, i = 1, . . . , d} ∪ {Zk | tk 6 t}. This filtration corresponds to an
investor who has access to both stock returns and expert opinions as sources of information. For
completeness, we also include an investor who can observe the drift process µ itself. In this last
case of full information the investor filtration is simply given by FF = G.
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2.2 Filtering Equations
At the end of the previous subsection we have defined four investors with access to different sources
of information. Only the fully informed investor can observe the drift process (µt)t∈[0,T ] directly.
The other investors do not observe the drift but have to estimate it from the information available
to them. Let FH for H ∈ {R,E,C} be the underlying investor filtration as defined in the previous
subsection. In the mean-square sense, an optimal estimator for the drift µt at time t under partial
information is the conditional expectation µˆHt = E[µt|F
H
t ]. These estimators are also called filters
and the aim of this subsection is to find filtering equations describing their dynamics. Furthermore,
we also investigate the conditional covariance matrix
γHt = E
[
(µt − µˆ
H
t )(µt − µˆ
H
t )
T
∣∣FHt ]
forH ∈ {R,E,C} which is a measure for the distance between µt and its filter µˆHt given information
FHt .
The investors with partial information cannot observe the drift directly. The only source of
information for the first investor we consider are the return processes, meaning that FR is the
corresponding investor filtration.
Lemma 2.2. The filter µˆRt follows the dynamics
dµˆRt = α(δ − µˆ
R
t ) dt+ γ
R
t (σσ
T )−1(dRt − µˆ
R
t dt),
where γRt is the solution of the ordinary differential equation
d
dt
γRt = −αγ
R
t − γ
R
t α
T + ββT − γRt (σσ
T )−1(γRt )
T .
The initial values are µˆR0 = m0 and γ
R
0 = Σ0.
Proof. The dynamics follow immediately from the well-known Kalman filter, see for example The-
orem 10.3 of Liptser and Shiryaev [15].
Note that γRt follows an ordinary differential equation, called Riccati equation, and is hence de-
terministic. By definition, γRt is symmetric positive semidefinite. In the one-dimensional situation
it is possible to write down a closed-form solution of the ordinary differential equation which yields
an explicit form of γRt , see equation (3.3) in Gabih et al. [9]. In the multidimensional case, we do
not have such an explicit form of γRt in general. We will make use of basic properties of Riccati
differential equations that can be found for example in Bucy [4], Kuc˘era [12], Ma˚rtensson [16] and
Wonham [26].
As a next step, we consider an investor whose filtration is FE , meaning that she knows the
expert’s opinions but does not observe the stock returns.
Lemma 2.3.
(i) Let t ∈ [0, T ] and denote by k the maximal index j such that tj 6 t. Then t ∈ [tk, tk+1) or in
the case k = N − 1 we have t ∈ [tN−1, T ], and it holds that
µˆEt = e
−α(t−tk)µˆEtk +
(
Id − e
−α(t−tk)
)
δ,
γEt = e
−α(t−tk)
(
γEtk +
∫ t
tk
eα(s−tk)ββT eα
T (s−tk) ds
)
e−α
T (t−tk).
Here, Id denotes the unit matrix in R
d×d.
(ii) At the information dates tk, k = 0, . . . , N − 1, we get the formulas
µˆEtk = Λ
E
k µˆ
E
tk−
+ (Id − Λ
E
k )Zk,
γEtk = Λ
E
k γ
E
tk−
.
Here, ΛEk = Γk(γ
E
tk− + Γk)
−1. We set µˆE0− = m0 and γ
E
0− = Σ0.
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Proof. (i) Note that we can write the drift µt at time t as
µt = δ + e
−α(t−tk)
(
µtk − δ +
∫ t
tk
eα(s−tk)β dBs
)
.
Also, there is no incoming information between tk and t, so F
E
t = F
E
tk . Hence,
µˆEt = E[µt|F
E
t ] = E[µt|F
E
tk
]
= E
[
δ + e−α(t−tk)
(
µtk − δ +
∫ t
tk
eα(s−tk)β dBs
) ∣∣∣∣ FEtk
]
= δ + e−α(t−tk)
(
µˆEtk − δ + E
[∫ t
tk
eα(s−tk)β dBs
])
= e−α(t−tk)µˆEtk +
(
Id − e
−α(t−tk)
)
δ,
where we have used that the stochastic integral is independent of FEtk and that it has expectation
zero. For the conditional covariance matrix we get
γEt = E
[
(µt − µˆ
E
t )(µt − µˆ
E
t )
T
∣∣FEt ]
= E
[(
δ + e−α(t−tk)
(
µtk − δ +
∫ t
tk
eα(s−tk)β dBs
)
− µˆEt
)
·
(
δ + e−α(t−tk)
(
µtk − δ +
∫ t
tk
eα(s−tk)β dBs
)
− µˆEt
)T ∣∣∣∣∣ FEt
]
.
When inserting the formula for µˆEt that was just proven, some terms cancel. The remaining
conditional expectation can then be written as
E
[(
e−α(t−tk)(µtk − µˆ
E
tk
) + e−α(t−tk)
∫ t
tk
eα(s−tk)β dBs
)
·
(
e−α(t−tk)(µtk − µˆ
E
tk
) + e−α(t−tk)
∫ t
tk
eα(s−tk)β dBs
)T ∣∣∣∣ FEt
]
.
The expansion of this product is
E
[
e−α(t−tk)(µtk − µˆ
E
tk)(µtk − µˆ
E
tk)
T e−α
T (t−tk)
∣∣ FEt ]
+ E
[
e−α(t−tk)(µtk − µˆ
E
tk
)
(∫ t
tk
eα(s−tk)β dBs
)T
e−α
T (t−tk)
∣∣∣∣ FEt
]
+ E
[
e−α(t−tk)
(∫ t
tk
eα(s−tk)β dBs
)
(µtk − µˆ
E
tk)
T e−α
T (t−tk)
∣∣ FEt ]
+ E
[
e−α(t−tk)
(∫ t
tk
eα(s−tk)β dBs
)(∫ t
tk
eα(s−tk)β dBs
)T
e−α
T (t−tk)
∣∣∣∣ FEt
]
= e−α(t−tk)
(
γEtk + E
[(∫ t
tk
eα(s−tk)β dBs
)(∫ t
tk
eα(s−tk)β dBs
)T ])
e−α
T (t−tk).
In the last step, the mixed terms cancel because of independence. For the remaining expectation
we can show that
E
[(∫ t
tk
eα(s−tk)β dBs
)(∫ t
tk
eα(s−tk)β dBs
)T]
=
∫ t
tk
eα(s−tk)ββT eα
T (s−tk) ds
and the claim follows.
(ii) For the update formulas at information dates we interpret the situation as a degenerate
discrete time Kalman filter with time points tk− and tk. From formulas (5.12) and (5.13) in Elliott,
6
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Aggoun and Moore [6] we get
µˆEtk = µˆ
E
tk−
+ γEtk−(γ
E
tk−
+ Γk)
−1(Zk − µˆ
E
tk−
)
=
(
Id − γ
E
tk−
(γEtk− + Γk)
−1
)
µˆEtk− + γ
E
tk−
(γEtk− + Γk)
−1Zk
= ΛEk µˆ
E
tk− + (Id − Λ
E
k )Zk
for the conditional expectation and
γEtk = E[(µtk − µˆ
E
tk)(µtk − µˆ
E
tk)
T |FEtk ]
= γEtk− − γ
E
tk−(γ
E
tk− + Γk)
−1γEtk−
=
(
Id − γ
E
tk−
(γEtk− + Γk)
−1
)
γEtk−
= ΛEk γ
E
tk−
for the conditional covariance matrix. These are the update formulas for the filter and the condi-
tional covariance matrices at information dates. Alternatively, we can also compute the estimator
µˆEtk and its conditional covariance matrix as a Bayesian update of µˆ
E
tk− given the N (µtk ,Γk)-
distributed expert opinion Zk, see for example Theorem II.8.2 in Shiryaev [24].
From the second part of the previous lemma one sees that at the information dates tk the
filter µˆEtk is a weighted mean of the filter µˆ
E
tk−
before the update and the expert opinion Zk.
The corresponding weights depend on the matrix Γk which is the covariance matrix of the expert
opinion.
Proposition 2.4. For fixed k ∈ {0, . . . , N − 1} it holds γEtk 6 Γk and γ
E
tk 6 γ
E
tk−.
Proof. Using the update formula for γEtk and expanding one term by Γk we get the representation
γEtk = Γk(γ
E
tk−
+ Γk)
−1γEtk−
= Γk(γ
E
tk−
+ Γk)
−1(γEtk− + Γk − Γk)
= Γk − Γk(γ
E
tk−
+ Γk)
−1Γk.
Since (γEtk− + Γk)
−1 is symmetric positive definite there exists some matrix Ak such that (γ
E
tk−
+
Γk)
−1 = AkA
T
k . Then
Γk(γ
E
tk− + Γk)
−1Γk = ΓkAkA
T
k Γk = ΓkAk(ΓkAk)
T
by symmetry of Γk. Hence, Γk(γ
E
tk−
+ Γk)
−1Γk is symmetric positive semidefinite which yields
γEtk 6 Γk. Likewise, when adding and subtracting γ
E
tk−
instead,
γEtk = Γk(γ
E
tk− + Γk)
−1γEtk−
= (Γk + γ
E
tk− − γ
E
tk−)(γ
E
tk− + Γk)
−1γEtk−
= γEtk− − γ
E
tk−(γ
E
tk− + Γk)
−1γEtk−.
As above, we can also show that γEtk−(γ
E
tk− + Γk)
−1γEtk− is positive semidefinite, hence γ
E
tk 6
γEtk−.
So far, we have considered FR and FE as investor filtrations. A rational investor in a market
will however use all available information. So the case that we are most interested in is the investor
filtration FC which includes return observations as well as expert opinions. The formulas for the
filter µˆCt and the conditional covariance matrices γ
C
t can be deduced similarly to the cases of only
return observations or only expert opinions.
Lemma 2.5.
7
Expert Opinions for Multivariate Stock Returns
(i) Let t ∈ [0, T ] and denote by k the maximal index j such that tj 6 t under the convention that
tN = T . Then for t ∈ [tk, tk+1) it holds
dµˆCt = α(δ − µˆ
C
t ) dt+ γ
C
t (σσ
T )−1(dRt − µˆ
C
t dt)
where γCt follows the ordinary differential equation
d
dt
γCt = −αγ
C
t − γ
C
t α
T + ββT − γCt (σσ
T )−1(γCt )
T .
The initial values are µˆCtk and γ
C
tk
, respectively.
(ii) The update formulas at information dates tk are
µˆCtk = Λ
C
k µˆ
C
tk−
+ (Id − Λ
C
k )Zk,
γCtk = Λ
C
k γ
C
tk−
,
where ΛCk = Γk(γ
C
tk−
+ Γk)
−1. Here, we set µˆC0− = m0 and γ
C
0− = Σ0.
Proof. (i) Between two information dates, no additional expert opinions arrive. Hence, only return
observations contribute to the filtration, meaning that FCt = F
C
tk ∨ σ(Rs | tk < s 6 t). Therefore,
in [tk, tk+1), k = 0, . . . , N − 2, and in [tN−1, T ] we are in the standard situation of the Kalman
filter. The dynamics follow as in Lemma 2.2.
(ii) At the information dates tk we use, as in the proof of Lemma 2.3, the degenerate discrete
time Kalman filter or a Bayesian update formula.
The result from Proposition 2.4 can also be stated in an analogue way for the investor who
observes stock returns as well as expert opinions.
Proposition 2.6. For fixed k ∈ {0, . . . , N − 1} it holds γCtk 6 Γk and γ
C
tk
6 γCtk−.
Proof. The proof uses the update formulas from Lemma 2.5 and works analogously to the proof
of Proposition 2.4.
For the sake of completeness we consider as a last case the situation of full information, i.e.
where the investor filtration is FF = G. This case corresponds to an investor who is able to observe
the drift process directly. This situation will not occur in practice. We consider it as a reference
case however to compare it to the other settings of information. It is clear that in this situation
µˆFt = E[µt|F
F
t ] = µt and γ
F
t = E[(µt− µˆ
F
t )(µt− µˆ
F
t )
T |FFt ] = 0d for all t ∈ [0, T ]. Here, 0d denotes
the zero matrix in Rd×d.
3 Properties of the Conditional Covariance Matrix
We have seen that for any of the cases H ∈ {R,E,C, F} the conditional covariance matrix of the
filter, γHt , is deterministic. Since it gives information about the quality of the filter as an estimator
for the drift, we are interested in stating some properties of γHt .
Assumption 3.1. In Sections 3 and 4, we assume that α is a symmetric positive definite matrix
and that ββT is also positive definite.
For H ∈ {R,E,C, F} one can easily prove that
E[µˆHt (µˆ
H
t )
T ] = E[µtµ
T
t ]− γ
H
t = Σt +mtm
T
t − γ
H
t (1)
for t ∈ [0, T ]. This equality will be useful for connecting the filter with its covariance matrix.
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3.1 Comparison of Different Investors
First, we compare the covariance matrix of an investor who observes both returns and expert
opinions with that of an investor who has access to only one of these sources of information. It
can be expected that the additional information yields a more precise estimate of the drift µt.
Proposition 3.2. For all t ∈ [0, T ] we have the inequalities γCt 6 γ
R
t and γ
C
t 6 γ
E
t .
Proof. Fix some x ∈ Rd. We use the fact that for any random variable X and σ-algebra H the
conditional expectation E[X |H] is the best mean-square estimate for X , meaning that
E
[
(X − E[X |H])2
]
6 E
[
(X − Y )2
]
for all H-measurable random variables Y . Now,
xT γCt x = x
T
E
[
(µt − µˆ
C
t )(µt − µˆ
C
t )
T
∣∣ FCt ]x
= E
[
xT (µt − µˆ
C
t )(µt − µˆ
C
t )
Tx
∣∣ FCt ]
= E
[(
xT (µt − µˆ
C
t )
)2 ∣∣ FCt ]
= E
[(
xTµt − E[x
Tµt|F
C
t ]
)2 ∣∣ FCt ].
Since FRt ⊆ F
C
t for all t > 0, it follows
E[xT γCt x] = E
[(
xTµt − E[x
Tµt|F
C
t ]
)2]
6 E
[(
xTµt − E[x
Tµt|F
R
t ]
)2]
= E[xT γRt x].
We already know that γCt and γ
R
t are deterministic, hence x
T γCt x 6 x
TγRt x. The proof of the
second inequality xT γCt x 6 x
T γEt x goes completely analogously.
Now that we have derived the filtering equations for the different investors in the market and
stated some first properties of the conditional covariance matrices, we take a short look at the
dynamics of γHt for H ∈ {R,E,C} in an example.
Example 3.3. We assume that we have an investment horizon T of one year and equidistant
expert opinions each month which corresponds to setting N = 12. We consider a financial market
with d = 3 stocks and m = d. The model parameters for the drift dynamics are
α =

 0.11 −0.48 0.65−0.48 2.28 −3.06
0.65 −3.06 4.18

 and β =

 0.87 −0.53 −0.22−0.53 0.87 −0.02
−0.22 −0.02 0.29

 ,
and the matrices
σ =

 0.09 −0.13 0.160.14 0.03 −0.17
0.05 −0.13 −0.06

 and Σ0 =

 0.16 0.12 0.010.12 0.19 −0.04
0.01 −0.04 0.27


are the volatility matrix of the returns and the covariance matrix of µ0, respectively. The expert’s
reliability is given by the covariance matrices
Γk =

 1.14 0.15 0.580.15 1.67 −0.73
0.58 −0.73 2.67


for each k = 0, . . . , N − 1, in particular the covariance matrix of the expert’s estimates does not
depend on the current time point.
In Figure 1 the spectral norms of γRt , γ
E
t and γ
C
t are plotted against time for the parameters
defined above. For the investor who observes stock returns only, one can see that the spectral
norm of γRt starts in ‖Σ0‖ and seems to converge to some value for increasing t. Note that the
mapping t 7→ ‖γRt ‖ is not monotone, other than in the one-dimensional situation. When looking
at the investor who observes expert opinions only, one realizes that at each information date, the
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norm of γEt decreases. This is due to what we have shown in Proposition 2.4. For large k we see
that the norm of γEt increases between information dates tk and tk+1. The norms of γ
E
tk
and of
γEtk− approximate some finite value. For the investor who observes stock returns as well as expert
opinions we see that the norm of γCt always lies below the minimum of the norm of γ
R
t and the
norm of γEt . As in the case for expert opinions only, the norm decreases at each information date,
see Proposition 2.6. Also, the norms of γCtk and of γ
C
tk− seem to converge, and for all k large enough
the norm is strictly increasing in between information dates tk and tk+1.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.2
0.3
0.4
‖Σ0‖ →
‖γR‖
‖γE‖
‖γC‖
Figure 1: Development of ‖γHt ‖ for t ∈ [0, T ], H ∈ {R,E,C}, in Example 3.3
3.2 Asymptotics for an Increasing Number of Expert Opinions
We now address the question what happens when the number of dates at which expert opinions
arrive goes to infinity. It stands to reason that when increasing the number of expert opinions
such that the time between any two information dates goes to zero, we get an arbitrarily accurate
estimate of the drift process µ, at least when we assume a minimal level of reliability of the experts.
The corresponding statement in a financial market with one stock is proven in Proposition 4.3 from
Gabih et al. [9]. The result in a market with d stocks is formalized in the following theorem.
Theorem 3.4. Let 0 = t
(N)
0 < t
(N)
1 < · · · < t
(N)
N−1 < T be a sequence of partitions of the interval
[0, T ]. To shorten notation, we will write t
(N)
N = T for all N . Assume that for the mesh size
∆N = max
k=1,...,N
(
t
(N)
k − t
(N)
k−1
)
we have limN→∞∆N = 0. Denote by Γ
(N)
k , k = 0, . . . , N − 1, the covariance matrices of the
expert opinions at time t
(N)
k , and assume that there exists some C > 0 such that for all N ∈ N,
k = 0, . . . , N − 1, it holds ‖Γ
(N)
k ‖ 6 C and that Γ
(N)
0 = Γ0 does not depend on N .
Then for all u ∈ (0, T ] the conditional covariance matrices γE,Nu and γ
C,N
u that correspond to
these N expert opinions fulfill
lim
N→∞
∥∥γE,Nu ∥∥ = lim
N→∞
∥∥γC,Nu ∥∥ = 0.
Proof. Throughout the proof we write λmax(A) and λmin(A) for the maximal and minimal eigen-
value of an arbitrary symmetric matrix A. This is well-defined since all eigenvalues of a symmetric
matrix are real-valued. Furthermore, since ‖A‖ is the square root of the maximal eigenvalue of
ATA, we can conclude that for symmetric positive semidefinite matrices A it holds ‖A‖ = λmax(A).
First, we note that ∥∥γC,Nu ∥∥ = λmax(γC,Nu ) = vTγC,Nu vvT v
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for an eigenvector v of γC,Nu to the eigenvalue λmax(γ
C,N
u ). Now, by Proposition 3.2
vT γC,Nu v
vT v
6
vT γE,Nu v
vT v
6 max
x∈Rd,x 6=0
xT γE,Nu x
xTx
= λmax(γ
E,N
u ) =
∥∥γE,Nu ∥∥.
Hence, it suffices to prove the claim for γE,Nu . To shorten notation we write γ
N
u for γ
E,N
u in the
following. We also write tk for time points t
(N)
k , keeping the dependency on N in mind.
Let N ∈ N and k ∈ {0, . . . , N − 1}. For any t ∈ [tk, tk+1) we have shown in Lemma 2.3 that
γNt = e
−α(t−tk)γNtk e
−α(t−tk) +
∫ t
tk
e−α(t−s)ββT e−α(t−s) ds. (2)
Recall that we assume α to be a symmetric positive definite matrix. At the information dates the
update is given by
γNtk = Λ
N
k γ
N
tk−
, where ΛNk = Γ
(N)
k
(
γNtk− + Γ
(N)
k
)−1
.
The spectral norm of the first summand in (2) fulfills due to submultiplicativity∥∥e−α(t−tk)γNtk e−α(t−tk)∥∥ 6 ∥∥e−α(t−tk)∥∥∥∥γNtk∥∥ ∥∥e−α(t−tk)∥∥. (3)
Now since α is symmetric positive definite, and for the spectrum of a matrix exponential it holds
σ(eα) = {eλ | λ ∈ σ(α)}, we can conclude that eα is also symmetric positive definite. Hence,
∥∥e−α(t−tk)∥∥ = 1
λmin(eα(t−tk))
=
1
minλ∈σ(α) eλ(t−tk)
=
1
eλmin(α)(t−tk)
6 1.
Combining this with (3) yields ∥∥e−α(t−tk)γNtke−α(t−tk)∥∥ 6 ∥∥γNtk∥∥. (4)
By the same argument, we can conclude for the norm of the second summand in (2) that∥∥∥∥
∫ t
tk
e−α(t−s)ββT e−α(t−s) ds
∥∥∥∥ 6
∫ t
tk
∥∥e−α(t−s)∥∥ ∥∥ββT ∥∥ ∥∥e−α(t−s)∥∥ ds
6
∥∥ββT ∥∥(t− tk) 6 ∥∥ββT ∥∥∆N .
This, together with (4), yields for any t ∈ (0, T ] with t ∈ [tk, tk+1) that∥∥γNt ∥∥ 6 ∥∥γNtk∥∥+∆N∥∥ββT ∥∥ = ∥∥ΛNk γNtk−∥∥+∆N∥∥ββT ∥∥. (5)
Note that since ββT is positive definite the matrices γNtk− are invertible for all k > 1. By our
assumption on the mesh size we can conclude for any t ∈ (0, T ] that t > t1 = t
(N)
1 for all N large
enough. The first summand in (5) can then be written as
∥∥ΛNk γNtk−∥∥ =
∥∥∥Γ(N)k (γNtk− + Γ(N)k )−1γNtk−
∥∥∥
=
∥∥∥Γ(N)k [γNtk−(Id + (γNtk−)−1Γ(N)k )]−1γNtk−
∥∥∥
=
∥∥∥Γ(N)k (Id + (γNtk−)−1Γ(N)k )−1
∥∥∥
=
∥∥∥Γ(N)k [((Γ(N)k )−1 + (γNtk−)−1)Γ(N)k ]−1
∥∥∥
=
∥∥∥((Γ(N)k )−1 + (γNtk−)−1)−1
∥∥∥
=
1
λmin
(
(Γ
(N)
k )
−1 + (γNtk−)
−1
) .
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Weyl’s theorem, see for example Theorem 4.3.1 in Horn and Johnson [11], states that for any
symmetric matrices A and B we have the inequality λmin(A + B) > λmin(A) + λmin(B). This
implies that
1
λmin
(
(Γ
(N)
k )
−1 + (γNtk−)
−1
) 6 1
λmin
(
(Γ
(N)
k )
−1
)
+ λmin
(
(γNtk−)
−1
)
=
1
1
‖Γ
(N)
k
‖
+ 1
‖γN
tk−
‖
=
∥∥Γ(N)k ∥∥∥∥γNtk−∥∥∥∥Γ(N)k ∥∥+ ∥∥γNtk−∥∥
6
(
C
C +
∥∥γNtk−∥∥
)∥∥γNtk−∥∥,
where we have used that ‖Γ
(N)
k ‖ 6 C. Inserting this into (5), we get
∥∥γNt ∥∥ 6
(
C
C +
∥∥γNtk−∥∥
)∥∥γNtk−∥∥+∆N∥∥ββT ∥∥. (6)
Next, we iterate (6) to get
∥∥γNt ∥∥ 6
k∏
j=1
(
C
C +
∥∥γNtj−∥∥
)∥∥γN0 ∥∥+∆N∥∥ββT ∥∥
k∑
j=0
j∏
l=1
(
C
C +
∥∥γNtk+1−l−∥∥
)
.
Setting LNk = maxj=1,...,k
(
C
C+‖γN
tj−
‖
)
, we conclude
∥∥γNt ∥∥ 6 (LNk )k∥∥γN0 ∥∥+∆N∥∥ββT ∥∥ k∑
j=0
(LNk )
j . (7)
Now let u ∈ (0, T ] and ε > 0. For all N ∈ N let kN denote the index for which u ∈ [tkN , tkN+1),
or, in the case u = T , let kN = N . Suppose that for all N0 ∈ N there is some N > N0 such that∥∥γNt1−∥∥, . . . , ∥∥γNtkN−∥∥ > ε/2.
Then for all j = 1, . . . , kN it holds
C
C +
∥∥γNtj−∥∥ 6
C
C + ε/2
, hence LNkN 6
C
C + ε/2
.
Now, equation (7) implies
∥∥γNtkN−∥∥ 6
(
C
C + ε/2
)kN−1∥∥γN0 ∥∥+∆N∥∥ββT ∥∥
kN−1∑
j=0
(
C
C + ε/2
)j
6
(
C
C + ε/2
)kN−1∥∥γN0 ∥∥+∆N∥∥ββT ∥∥2C + εε .
Since our assumption on the mesh size implies limN→∞ kN =∞ and γN0 = Γ0(Σ0 +Γ0)
−1Σ0 does
not depend on N , the right-hand side of this inequality goes to zero when N tends to infinity. So
there is some N0 ∈ N such that for all N > N0 it holds ‖γNtkN−
‖ < ε/2. This is a contradiction to
our assumption.
Hence, there is some N0 ∈ N such that for all N > N0 there exists some index 1 6 lN 6 kN
with ‖γNtlN−
‖ < ε/2. We denote by lN the maximal index less or equal kN with that property. If
lN = kN , then∥∥γNu ∥∥ 6 ∥∥ΛNkN γNtkN−∥∥+∆N∥∥ββT ∥∥ 6 ∥∥γNtkN−∥∥+∆N∥∥ββT∥∥ < ε/2 + ∆N∥∥ββT ∥∥.
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If lN < kN , then for j = lN + 1, . . . , kN it holds ‖γNtj−‖ > ε/2. As above, one gets
∥∥γNu ∥∥ 6
(
C
C + ε/2
)kN−lN∥∥ΛNlNγNtlN−∥∥+∆N∥∥ββT ∥∥2C + εε
6
∥∥γNtlN−∥∥+∆N∥∥ββT ∥∥2C + εε
< ε/2 + ∆N
∥∥ββT ∥∥2C + ε
ε
.
We can choose N1 > N0 such that ∆N‖ββT ‖
2C+ε
ε < ε/2 for all N > N1. Then ‖γ
N
u ‖ < ε for all
N > N1.
Recalling that γFt = 0d for all t ∈ [0, T ], the above theorem shows that the covariance matrices
γE,Nt and γ
C,N
t converge to the covariance matrix in the case of full information when the number
of expert opinions on [0, T ] tends to infinity. As the covariance matrices contain information
about the quality of the drift estimators, this means that we get an arbitrarily good estimator by
increasing the number of expert opinions. In this context it does not matter whether we have an
investor who observes stock returns as well as expert opinions or an investor whose only source
of information are the expert opinions. Note that the assumption ‖Γ
(N)
k ‖ 6 C for all N ∈ N and
k = 0, . . . , N − 1 is a way of ensuring that the experts’ estimates of the drift do not get arbitrarily
bad. Instead one assumes some minimal level of reliability of the experts.
4 Asymptotic Results for an Infinite Time Horizon
In the following, other than before, we consider an infinite time horizon T = ∞. Throughout
this section we assume that the expert opinions arrive at equidistant time points tk = k∆ for
some ∆ > 0 and with constant covariance matrix Γ. Our aim is to derive some results about the
convergence of the conditional covariance matrices γHt for the scenario that t goes to infinity.
4.1 Return Observations Only
To start with, we consider γRt . The following definition that can be found in Wonham [26] and
Kuc˘era [12] proves to be useful when analyzing the asymptotic behaviour of γRt .
Definition 4.1. We call a matrix stable if all its eigenvalues have negative real parts. A pair
(A,B) of matrices A,B ∈ Rn×n is called stabilizable if there exists some matrix L ∈ Rn×n such
that A + BL is stable. It is called detectable if there exists some matrix F ∈ Rn×n such that
FA+B is stable.
We now prove that, when t tends to infinity, γRt converges to some finite matrix. Here, we
make use of the results from Kuc˘era [12].
Theorem 4.2. Consider the same model as before but with an infinite time horizon T = ∞.
Starting with any initial covariance matrix Σ0 it holds
lim
t→∞
γRt = γ
R
∞
for a finite positive semidefinite matrix γR∞. Furthermore, γ
R
∞ is the unique positive semidefinite
solution of the algebraic Riccati equation
−αγ − γα+ ββT − γ(σσT )−1γ = 0d.
Proof. We make use of the results in the review paper on matrix Riccati equations by Kuc˘era,
[12]. After applying a simple time reversion to the differential equation considered in the paper,
Theorem 17 states that the solution P (t) of the differential equation
d
dt
P (t) = −P (t)BBTP (t) + P (t)A +ATP (t) + CTC, P (t0) = S,
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satisfies
lim
t→∞
P (t) = P∞
under the assumption that (A,B) is stabilizable and (C,A) is detectable. Theorem 5 ensures that
P∞ is the unique positive semidefinite solution of the quadratic algebraic Riccati equation
−PBBTP + PA+ATP + CTC = 0d.
In our model, γRt follows the dynamics
d
dt
γRt = −αγ
R
t − γ
R
t α+ ββ
T − γRt (σσ
T )−1γRt , γ0 = Σ0.
Let τ denote the symmetric positive definite root of the matrix (σσT )−1, i.e. τ2 = (σσT )−1.
Hence, it is sufficient to show that (−α, τ) is stabilizable and (βT ,−α) is detectable. Note that
(−α) + τ(−Id) = −(α+ τ) is symmetric which implies that all its eigenvalues are real. Now
λmax
(
−(α+ τ)
)
= −λmin(α + τ) 6 −
(
λmin(α) + λmin(τ)
)
< 0,
where we have used Weyl’s inequality from Theorem 4.3.1 in Horn and Johnson [11] and the fact
that both α and τ are positive definite. Hence, the pair (−α, τ) is stabilizable. Furthermore, the
matrix (−β)βT + (−α) = −(ββT + α) is also symmetric and
λmax
(
−(ββT + α)
)
= −λmin(ββ
T + α) 6 −
(
λmin(ββ
T ) + λmin(α)
)
< 0,
where we have used again positive definiteness of α and positive semidefiniteness of ββT . Hence,
(βT ,−α) is detectable.
In the one-dimensional situation, we get an explicit formula for γR∞, see Proposition 4.6 in
Gabih et al. [9].
4.2 Return Observations and Expert Opinions
Now that we have seen what happens to γRt when t tends to infinity, we consider the asymptotic
behaviour of γEt and γ
C
t .
Lemma 4.3. Assume that the expert opinions arrive at equidistant time points tk = k∆ for
some ∆ > 0, and that Γk = Γ is some constant positive definite matrix. Let H ∈ {E,C}. If
γHt0− 6 γ
H
t1−, then (γ
H
tk−
)k>0 and (γ
H
tk
)k>0 are monotone non-decreasing sequences. If γ
H
t0− > γ
H
t1−,
then (γHtk−)k>0 and (γ
H
tk
)k>0 are monotone non-increasing.
Proof. We consider first the case H = E. Suppose for some k > 1 that γEtk−1− 6 γ
E
tk−
. Then
clearly γEtk−1− + Γ 6 γ
E
tk− + Γ and hence (γ
E
tk−1− + Γ)
−1 > (γEtk− + Γ)
−1. It follows that
γEtk − γ
E
tk−1
= Γ(γEtk− + Γ)
−1γEtk− − Γ(γ
E
tk−1−
+ Γ)−1γEtk−1−
=
(
Γ− Γ(γEtk− + Γ)
−1Γ
)
−
(
Γ− Γ(γEtk−1− + Γ)
−1Γ
)
= Γ
(
(γEtk−1− + Γ)
−1 − (γEtk− + Γ)
−1
)
Γ
> 0d.
Combining this result with the formula from Lemma 2.3, we see that
γEtk+1− − γ
E
tk−
=
(
e−α∆γEtke
−α∆ +
∫ tk+1
tk
e−α(tk+1−s)ββT e−α(tk+1−s) ds
)
−
(
e−α∆γEtk−1e
−α∆ +
∫ tk
tk−1
e−α(tk−s)ββT e−α(tk−s) ds
)
= e−α∆(γEtk − γ
E
tk−1
)e−α∆ +
∫ ∆
0
eαsββT eαs ds−
∫ ∆
0
eαsββT eαs ds
= e−α∆(γEtk − γ
E
tk−1
)e−α∆
> 0d.
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Inductively, it follows that (γEtk−)k>0 and (γ
E
tk)k>0 are monotone non-decreasing. The proof that
the sequences are monotone non-increasing in the case that γEt0− > γ
E
t1− goes in an analogous
manner.
Secondly, we consider the case H = C and assume again for some k > 1 that γCtk−1− 6 γ
C
tk−.
As above, it follows from the update formula that γCtk−1 6 γ
C
tk . In Lemma 2.5 we have seen that
between two information dates γCt follows the dynamics
d
dt
γCt = −αγ
C
t − γ
C
t α+ ββ
T − γCt (σσ
T )−1γCt . (8)
We consider the intervals [tk−1, tk) and [tk, tk+1). In both intervals, γ
C
t evolves with the same
dynamics, but for the initial values we have γCtk−1 6 γ
C
tk
. Since the differential equation (8) is a
Riccati equation, it follows from Theorem 10 in Kuc˘era [12] that γCtk−1+h 6 γ
C
tk+h
for any time
h ∈ [0,∆), and in particular γCtk− 6 γ
C
tk+1−. Inductively, it follows that (γ
C
tk−)k>0 and (γ
C
tk)k>0 are
monotone non-decreasing sequences. The proof in the other case is again completely analogous.
Under these monotonicity assumptions we can show convergence of the sequences (γHtk−)k>0
and (γHtk )k>0 when k goes to infinity.
Proposition 4.4. Let H ∈ {E,C}. Under the assumptions of Lemma 4.3 and supposing that
either γHt0− 6 γ
H
t1− or γ
H
t0− > γ
H
t1−, there exist finite matrices U
H and LH in Rd×d such that
lim
k→∞
γHtk− = U
H and lim
k→∞
γHtk = L
H .
Proof. By Lemma 4.3 the sequences (γHtk−)k>0 and (γ
H
tk
)k>0 are monotone. Recall from Lemma 2.3
that between two information dates, i.e. for t ∈ [tk, tk+1) it holds
γEt = e
−α(t−tk)
(
γEtk +
∫ t
tk
eα(s−tk)ββT eα(s−tk) ds
)
e−α(t−tk)
= e−α(t−tk)γEtke
−α(t−tk) +
∫ t
tk
e−α(t−s)ββT e−α(t−s) ds.
Therefore for any t ∈ [tk, tk+1) we have
d
dt
γEt = −αe
−α(t−tk)γEtke
−α(t−tk) − e−α(t−tk)γEtke
−α(t−tk)α
− αe−α(t−tk)
(∫ t
tk
eα(s−tk)ββT eα(s−tk) ds
)
e−α(t−tk) + ββT
− e−α(t−tk)
(∫ t
tk
eα(s−tk)ββT eα(s−tk) ds
)
e−α(t−tk)α
= −αγEt − γ
E
t α+ ββ
T .
This is a degenerate Riccati differential equation where the quadratic term vanishes. From Def-
inition 4.1 it follows immediately that the pair (−α,0d) is stabilizable. So by Theorem 11 in
Kuc˘era [12] the solution of this differential equation is bounded. Since at each information date
Proposition 2.4 ensures γEtk 6 γ
E
tk−
, and by applying again Theorem 10 in [12] we can conclude
that there is some matrix M ∈ Rd×d such that xTγEt x 6 x
TMx for all x ∈ Rd and t > 0. By
Proposition 3.2 the same holds for γCt . Hence, for H ∈ {E,C}, the sequences (γ
H
tk−)k>0 and
(γHtk )k>0 are monotone and bounded. Since they are symmetric, it can be shown that
lim
k→∞
γHtk− = U
H and lim
k→∞
γHtk = L
H
for finite matrices UH and LH in Rd×d.
Note that since γHt0− = Σ0, the condition γ
H
t0− 6 γ
H
t1− is trivially fulfilled in the special case
Σ0 = 0d, i.e. where the initial drift µ0 is known.
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For the one-dimensional situation with d = 1 it has been shown in the proof of Proposition 4.6
in Gabih et al. [9] that there exists some index k0 > 0 such that γ
E
t and γ
C
t are increasing in all
intervals [tk, tk+1) for k > k0. The question arises whether this statement can be generalized to the
multidimensional situation when looking at some norm of γEt and γ
C
t . First of all, one can show
that there exists some k0 > 0 such that the spectral norm of γ
E
t , respectively γ
C
t , is increasing in
all intervals [tk, tk+1) for k > k0 if we assume that the single stocks evolve independently. This is
the case if we assume that the parameter matrices α, β and σσT as well as Σ0 and Γ are diagonal
matrices.
However, the above statement is in general not true when we have more than one stock in the
market and do not assume independence of the single stocks. It is possible to find parameter sets
for which the spectral norm does not become monotone between information dates. The basis
for this construction is the fact that norms of solutions of Riccati differential equations in the
multivariate situation are not necessarily monotone.
Example 4.5. We consider some specific model parameters and plot ‖γEt ‖ for t ∈ [0, 5]. The
parameter matrices α, β and Σ0 are chosen in such a way that the graph of the mapping t 7→ ‖γ˜t‖
is not monotone, where the matrices γ˜t solve the ordinary matrix differential equation
d
dt
γ˜t = −αγ˜t − γ˜tα+ ββ
T , γ˜0 = Σ0.
This is only possible in the multivariate case since in the one-dimensional situation the solution of
a Riccati differential equation is monotone. Now by choosing an appropriate ∆ and an appropriate
expert covariance matrix Γ, we can construct a situation where γEt is a periodic function. In more
detail, suppose some ∆ > 0 is chosen with γ˜∆ > γ˜0, in this example ∆ = 1. Let L = γ˜0 and
U = γ˜∆. Now we want to find a matrix Γ with Γ(U + Γ)
−1U = L. When assuming that both U
and L are invertible, this comes up to setting Γ = (L−1 − U−1)−1.
As one can see now in Figure 2, by choosing the parameters stated in Table 1 we get a situation
in which ‖γEt ‖ is periodic and not monotone between information dates. Instead, the norm of γ
E
t
drops slightly at the beginning of each interval and then increases. The expert’s covariance matrix
Γ that has to be chosen for getting this periodic solution of ‖γEt ‖ is approximately
5.68 4.52 7.584.52 3.75 6.18
7.58 6.18 10.37

 .
Note that this matrix has as eigenvalues approximately 0.05, 0.11 and 19.65. This is a rather
extreme covariance matrix. It corresponds to an investor who estimates some combinations of
the stocks quite well but gives a rather vague estimate for some specific combination of stocks
corresponding to the eigenvector of the largest eigenvalue.
α =

 2.34 −1.27 1.50−1.27 1.06 −1.43
1.50 −1.43 3.16


β =

 1.32 −0.53 0.12−0.53 1.30 −0.35
0.12 −0.35 0.96


Σ0 =

 0.44 −0.05 −0.09−0.05 0.93 0.16
−0.09 0.16 0.27


Table 1: Model parameters for Example 4.5
The same construction as in Example 4.5 can be made for the investor who observes stock
returns as well as expert opinions.
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0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0.2
0.4
0.6
0.8
1
← ‖LE‖
← ‖UE‖
‖γE‖
Figure 2: Development of ‖γEt ‖ in Example 4.5
Example 4.6. An example of a periodic function mapping t to ‖γCt ‖ where the norm is not
monotone between information dates is given in Figure 3. The underlying model parameters for
this example are listed in Table 2. In this example, we have plotted the norm of the matrices γCt
over a time of three years where the time span between two information dates is assumed to be
half a year. Here, the norm increases slightly at the beginning of any interval, then decreases even
below its starting value and eventually increases again. In particular, in this example it does not
hold that
lim inf
t→∞
∥∥γCt ∥∥ = lim
k→∞
∥∥γCtk∥∥.
The resulting expert’s covariance matrix Γ is calculated in the same way as in Example 4.5. It is
approximately 
 10.30 8.44 −2.668.44 7.06 −2.30
−2.66 −2.30 0.82

 .
Again, we take a look at the eigenvalues of Γ. These are approximately 0.02, 0.17 and 17.99. The
same phenomenon as in Example 4.5 can be observed. One of the eigenvalues of Γ is significantly
larger than the others, which corresponds to an expert who estimates some combinations of the
stocks very precisely and at least one rather imprecisely. The combination of stocks that the expert
cannot estimate that well is given by the eigenvector to the largest eigenvalue.
α =

 1.36 −2.04 0.75−2.04 3.31 −0.81
0.75 −0.81 0.94

 β =

 1.37 0.20 −0.390.20 0.82 −0.02
−0.39 −0.02 0.45


σ =

 0.08 −0.13 0.15−0.07 −0.10 0.13
0.12 0.04 0.04

 Σ0 =

 0.19 0.11 −0.030.11 0.11 −0.01
−0.03 −0.01 0.03


Table 2: Model parameters for Example 4.6
0 0.5 1 1.5 2 2.5 3
0.265
0.27
0.275
← ‖LC‖
← ‖UC‖
‖γC‖
Figure 3: Development of ‖γCt ‖ in Example 4.6
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The next lemma identifies one set of parameters for which it is possible to show that the norm
of γEt behaves just like γ
E
t in the one-dimensional case. In the following, let
Gh = e
−αh
(
LE +
∫ h
0
eαsββT eαs ds
)
e−αh
for h ∈ [0,∆], in particular G0 = LE and G∆ = UE . Then it holds
d
dh
Gh = e
−αh
(
−αLE − LEα+ ββT
)
e−αh.
Lemma 4.7. Suppose α = aId where a is some positive real number. Under the assumption that
the limit matrices UE and LE exist,
−αLE − LEα+ ββT
is positive semidefinite.
Proof. Note that the matrix−αLE−LEα+ββT is symmetric. Suppose it had a negative eigenvalue.
Let v ∈ Rd be a corresponding normalized eigenvector to the eigenvalue θ < 0, i.e.
vT
(
−αLE − LEα+ ββT
)
v = θ < 0.
Define f : [0,∆]→ R, h 7→ vTGhv. Then
f ′(h) = vT e−αh
(
−αLE − LEα+ ββT
)
e−αhv.
It follows that
vTUEv − vTLEv = vTG∆v − v
TG0v = f(∆)− f(0) = f
′(h∗)∆
for some h∗ ∈ (0,∆) by the mean value theorem. Now
f ′(h∗) = vT e−αh
∗(
−αLE − LEα+ ββT
)
e−αh
∗
v
= e−2ah
∗
vT
(
−αLE − LEα+ ββT
)
v
= e−2ah
∗
θ.
Hence, vTUEv− vTLEv = e−2ah
∗
θ∆ < e−2a∆θ∆ < 0. But this is a contradiction to LE 6 UE. So,
−αLE − LEα+ ββT is positive semidefinite.
We further need uniform convergence of (γEtk+h)k∈N.
Lemma 4.8. Let the assumptions of Proposition 4.4 be fulfilled. Then
lim
k→∞
max
{
sup
h∈[0,∆)
∥∥γEtk+h −Gh∥∥, ∥∥γEtk+1− −G∆∥∥
}
= 0.
Proof. As in the proof of Proposition 4.4 it holds limk→∞ γ
E
tk+h
= Gh for all h ∈ [0,∆) as well
as limk→∞ γ
E
tk+1−
= G∆. Let ε > 0 and k˜ ∈ N with ‖γEtk − L
E‖ < ε for all k > k˜. Then for all
h ∈ [0,∆) we have
∥∥γEtk+h −Gh∥∥ = ∥∥e−αh(γEtk − LE)e−αh∥∥ 6 ∥∥e−αh∥∥2∥∥γEtk − LE∥∥ < ε
for all k > k˜. The same holds for ‖γEtk+1− −G∆‖, and the claim follows.
Using the previous lemmas we can show that under the assumption α = aId the height of any
decrease in ‖γEt ‖ between tk and tk+1 goes to zero when k goes to infinity.
18
Expert Opinions for Multivariate Stock Returns
Proposition 4.9. Let the assumptions of Lemma 4.7 be fulfilled. Let ε > 0 and fix time points
0 < h1 < h2 < ∆. Then there exists some k0 ∈ N such that∥∥γEtk+h2∥∥ > ∥∥γEtk+h1∥∥− ε
for all k > k0.
Proof. Suppose there exist some ε > 0 and 0 < h1 < h2 < ∆ as well as an increasing sequence
(kn)n∈N with limn→∞ kn =∞ such that∥∥γEtkn+h2∥∥ < ∥∥γEtkn+h1∥∥− ε
for all n ∈ N. Define the functions gn : (0,∆)→ R, h 7→ ‖γEtkn+h‖ for n ∈ N. Then
−ε >
∥∥γEtkn+h2∥∥− ∥∥γEtkn+h1∥∥ = gn(h2)− gn(h1) = g′n(h∗n) · (h2 − h1)
= vTn
(
−αγEtkn+h∗n − γ
E
tkn+h
∗
n
α+ ββT
)
vn · (h2 − h1)
for some h∗n ∈ (h1, h2) and where vn denotes the normalized eigenvector to the largest eigenvalue
of γEtkn+h∗n . But then for all n ∈ N
vTn
(
−αγEtkn+h∗n − γ
E
tkn+h
∗
n
α+ ββT
)
vn < −
ε
h2 − h1
.
This is a contradiction to the uniform convergence of −αγEtk+h − γ
E
tk+h
α+ ββT to
−αGh −Ghα+ ββ
T = e−αh
(
−αLE − LEα+ ββT
)
e−αh
which is positive semidefinite.
From the previous lemma one can conclude in particular that under the given assumptions
lim inf
t→∞
∥∥γEt ∥∥ = ∥∥LE∥∥ and lim sup
t→∞
∥∥γEt ∥∥ = ∥∥UE∥∥.
Similarly to the spectral norm, for both γEt and γ
C
t there exist parameter sets for which the
Frobenius norm never becomes monotone between information dates. However, when considering
the Frobenius norm of the square root of γEt , we can prove asymptotic bounds. For this purpose,
note that the square of the Frobenius norm of (γEt )
1/2 is the trace of γEt .
Theorem 4.10. Consider the situation with expert opinions only and suppose that the limit ma-
trices LE and UE exist. Then we have
lim inf
t→∞
tr
(
γEt
)
= lim
k→∞
tr
(
γEtk
)
,
lim sup
t→∞
tr
(
γEt
)
= lim
k→∞
tr
(
γEtk−
)
.
Proof. We first note that for all times t between information dates the trace of γEt is differentiable
with
d
dt
tr
(
γEt
)
=
d
dt
d∑
i=1
(
γEt
)
ii
=
d∑
i=1
(
−αγEt − γ
E
t α+ ββ
T
)
ii
= tr
(
−αγEt − γ
E
t α+ ββ
T
)
= −2 tr
(
αγEt
)
+ tr
(
ββT
)
.
Consequently, the derivative of the trace is non-negative if and only if tr(αγEt ) 6
1
2 tr(ββ
T ). Now,
let (γ˜Et )t>0 be the solution of the matrix Riccati differential equation
d
dt
γ˜Et = −αγ˜
E
t − γ˜
E
t α+ ββ
T , γ˜E0 = Σ0.
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Note that γ˜E follows the same dynamics like γE but we assume for γ˜E that no updates take place.
As in Theorem 4.2 it follows from Theorem 17 in Kuc˘era [12] that
lim
t→∞
γ˜Et = γ˜
E
∞
where γ˜E∞ ∈ R
d×d is a symmetric positive semidefinite matrix solving
−αγ˜E∞ − γ˜
E
∞α+ ββ
T = 0d.
Hence, we also have tr(−αγ˜E∞ − γ˜
E
∞α + ββ
T ) = 0, i.e. tr(αγ˜E∞) =
1
2 tr(ββ
T ). In the following
we prove an asymptotic bound for the minimal eigenvalue of γ˜E∞ − γ
E
tk+h
where h ranges from 0
to ∆ and k goes to infinity. To avoid cumbersome notation we shall write γEtk+∆ when actually
meaning γEtk+1−, i.e. the limit of the covariance matrix before the update takes place. Using Weyl’s
inequality, stated for example in Theorem 4.3.1 in Horn and Johnson [11], we get
min
h∈[0,∆]
λmin
(
γ˜E∞ − γ
E
tk+h
)
= min
h∈[0,∆]
λmin
(
γ˜E∞ −Gh +Gh − γ
E
tk+h
)
> min
h∈[0,∆]
λmin
(
γ˜E∞ −Gh
)
+ λmin
(
Gh − γ
E
tk+h
)
> min
h∈[0,∆]
λmin
(
γ˜E∞ −Gh
)
+ min
h∈[0,∆]
λmin
(
Gh − γ
E
tk+h
)
.
Now we use that γ˜E∞ = limt→∞ γ˜
E
t = limk→∞ γ˜
E
tk+h
and Gh = limk→∞ γ
E
tk+h
for any h ∈ [0,∆] as
well as the fact that γEt 6 γ˜
E
t for all t > 0. This follows from Theorem 10 in Kuc˘era [12] together
with the proofs of Lemma 4.3 and Proposition 4.4. Combining these results we get
xT
(
γ˜E∞ −Gh
)
x = lim
k→∞
xT
(
γ˜Etk+h − γ
E
tk+h
)
x > 0
for all x ∈ Rd and h ∈ [0,∆]. Consequently,
min
h∈[0,∆]
λmin
(
γ˜E∞ −Gh
)
> 0.
In Lemma 4.8 we have shown uniform convergence of (γEtk+h)k∈N. This implies that
lim
k→∞
min
h∈[0,∆]
λmin
(
Gh − γ
E
tk+h
)
= 0.
Together with the above inequality this yields
lim
k→∞
min
h∈[0,∆]
λmin
(
γ˜E∞ − γ
E
tk+h
)
> 0.
By applying a trace inequality proven in Lemma 1 in Wang, Kuo and Hsu [25] we can now conclude
lim
k→∞
min
h∈[0,∆]
tr
(
α
(
γ˜E∞ − γ
E
tk+h
))
> lim
k→∞
min
h∈[0,∆]
tr(α)λmin
(
γ˜E∞ − γ
E
tk+h
)
> 0,
and therefore
lim
k→∞
max
h∈[0,∆]
tr
(
αγEtk+h
)
6 tr
(
αγ˜E∞
)
=
1
2
tr
(
ββT
)
. (9)
The remaining part of the proof goes just like the proof of Proposition 4.9. Suppose there exist
some ε > 0 and 0 < h1 < h2 < ∆ as well as an increasing sequence (kn)n∈N with limn→∞ kn =∞
such that
tr
(
γEtkn+h2
)
< tr
(
γEtkn+h1
)
− ε
for all n ∈ N. Define the functions gn : (0,∆) → R, h 7→ tr(γEtkn+h) for n ∈ N. For all n ∈ N we
then have
−ε > tr
(
γEtkn+h2
)
− tr
(
γEtkn+h1
)
= gn(h2)− gn(h1) = g
′
n(h
∗
n) · (h2 − h1)
=
(
−2 tr
(
αγEtkn+h∗n
)
+ tr
(
ββT
))
· (h2 − h1),
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for some h∗n ∈ (h1, h2). Hence
−2 tr
(
αγEtkn+h∗n
)
+ tr
(
ββT
)
< −
ε
h2 − h1
for all n ∈ N. But this is a contradiction to (9). Hence the assumption was wrong and we can
conclude in particular that
lim inf
t→∞
tr
(
γEt
)
= lim
k→∞
tr
(
γEtk
)
and lim sup
t→∞
tr
(
γEt
)
= lim
k→∞
tr
(
γEtk−
)
.
For an investor who observes stock returns as well as expert opinions the above statement does
not hold in general.
Example 4.11. Figure 4 shows the trace of γCt plotted over time for some exemplary parameters.
In this example we have a financial market with d = 3 stocks and one expert opinion each year,
i.e. ∆ = 1. The remaining model parameters are listed in Table 3. Note that the chosen expert
matrix Γ is approximately 
 155.14 13.25 −36.5913.25 1.40 −3.13
−36.59 −3.13 8.83


with eigenvalues approximately 164.92, 0.19 and 0.26. The trace of γCt decreases slightly right
after any information date before eventually increasing until the next expert opinion arrives. Since
we have, as in Example 4.5 and Example 4.6, constructed the corresponding Γ in such a way that
tr(γCt ) is a periodic function, this shows that the claim from the previous theorem does not hold
when replacing the E-investor with the C-investor.
α =

 2.38 1.08 −1.471.08 1.19 −0.75
−1.47 −0.75 2.74

 β =

−7.68 9.76 −3.26−4.38 −9.01 −0.52
−0.30 −4.51 2.98


σ =

−0.95 −0.56 −0.37−0.80 −0.27 0.93
0.39 −0.19 0.97

 Σ0 =

 6.07 2.63 0.362.63 2.38 −0.02
0.36 −0.02 0.94


Table 3: Model parameters for Example 4.11
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3
4
6
8
10
← tr(LC)
← tr(UC)tr(γC)
Figure 4: Development of tr(γCt ) in Example 4.11
Next, we identify one condition on the parameters such that the statement also holds forH = C.
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Proposition 4.12. Assume that σσT = sId for some s > 0 and that (γ
C
tk+h
)k∈N converges uni-
formly. Then
lim inf
t→∞
tr
(
γCt
)
= lim
k→∞
tr
(
γCtk
)
,
lim sup
t→∞
tr
(
γCt
)
= lim
k→∞
tr
(
γCtk−
)
.
Proof. First, we note that between information dates the trace of γCt is differentiable with
d
dt
tr
(
γCt
)
= tr
(
−αγCt − γ
C
t α+ ββ
T − γCt (σσ
T )−1γCt
)
= −2 tr
(
αγCt
)
+ tr
(
ββT
)
− tr
(
γCt (σσ
T )−1γCt
)
.
Hence it holds ddt tr(γ
C
t ) > 0 if and only if
2 tr
(
αγCt
)
+ tr
(
γCt (σσ
T )−1γCt
)
6 tr
(
ββT
)
.
Furthermore, we have shown that limt→∞ γ
R
t = γ
R
∞ where
−αγR∞ − γ
R
∞α+ ββ
T − γR∞(σσ
T )−1γR∞ = 0d.
It follows that
tr
(
−αγR∞ − γ
R
∞α+ ββ
T − γR∞(σσ
T )−1γR∞
)
= 0,
i.e.
2 tr
(
αγR∞
)
+ tr
(
γR∞(σσ
T )−1γR∞
)
= tr
(
ββT
)
.
Again using Weyl’s inequality we deduce
min
h∈[0,∆]
λmin
(
γR∞ − γ
C
tk+h
)
= min
h∈[0,∆]
λmin
(
γR∞ −G
C
h +G
C
h − γ
C
tk+h
)
> min
h∈[0,∆]
λmin
(
γR∞ −G
C
h
)
+ min
h∈[0,∆]
λmin
(
GCh − γ
C
tk+h
)
,
where GCh = limk→∞ γ
C
tk+h
for any h ∈ [0,∆]. Recall that γR∞ = limt→∞ γ
R
t = limk→∞ γ
R
tk+h
for
each h ∈ [0,∆] and that γCt 6 γ
R
t for each t > 0, see Proposition 3.2. This implies that
xT
(
γR∞ −G
C
h
)
x = lim
k→∞
xT
(
γRtk+h − γ
C
tk+h
)
x > 0
for all x ∈ Rd, h ∈ [0,∆], and therefore
min
h∈[0,∆]
λmin
(
γR∞ −G
C
h
)
> 0.
By uniform convergence of (γCtk+h)k∈N to G
C
h we get
lim
k→∞
min
h∈[0,∆]
λmin
(
GCh − γ
C
tk+h
)
= 0.
Hence, putting these results together, we obtain
lim
k→∞
min
h∈[0,∆]
λmin
(
γR∞ − γ
C
tk+h
)
> 0.
In order to prove our claim we need to show that
lim
k→∞
max
h∈[0,∆]
2 tr
(
αγCtk+h
)
+ tr
(
γCtk+h(σσ
T )−1γCtk+h
)
6 tr
(
ββT
)
,
where the right-hand side is equal to 2 tr(αγR∞) + tr(γ
R
∞(σσ
T )−1γR∞). Putting this together and
using cyclicity of the trace we see that we need to prove
lim
k→∞
min
h∈[0,∆]
2 tr
(
α
(
γR∞ − γ
C
tk+h
))
+ tr
(
(σσT )−1
(
(γR∞)
2 − (γCtk+h)
2
))
> 0. (10)
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By Lemma 1 in Wang, Kuo and Hsu [25] it follows
lim
k→∞
min
h∈[0,∆]
2 tr
(
α
(
γR∞ − γ
C
tk+h
))
> lim
k→∞
min
h∈[0,∆]
2 tr(α)λmin
(
γR∞ − γ
C
tk+h
)
> 0.
For the second summand we make use of our assumption σσT = sId where s > 0. It follows that
tr
(
(σσT )−1
(
(γR∞)
2 − (γCtk+h)
2
))
=
1
s
· tr
(
(γR∞)
2 − (γCtk+h)
2
)
.
Similarly to above, we write
lim
k→∞
min
h∈[0,∆]
tr
(
(γR∞)
2 − (γCtk+h)
2
)
= min
h∈[0,∆]
tr
(
(γR∞)
2 − (GCh )
2
)
+ lim
k→∞
min
h∈[0,∆]
tr
(
(GCh )
2 − (γCtk+h)
2
)
.
By uniform convergence, the second summand is zero. For the first summand, we recall that for
any h ∈ [0,∆] we have shown GCh 6 γ
R
∞ where both matrices are symmetric positive semidefinite.
It follows that
tr
(
(GCh )
2
)
6 tr
(
(γR∞)
2
)
.
Putting these results together, we obtain
lim
k→∞
min
h∈[0,∆]
tr
(
(γR∞)
2 − (γCtk+h)
2
)
> 0.
Now, the inequality in (10) has been shown.
Instead of requiring σσT to be a multiple of the unit matrix, we can also put some restriction on
the form of the expert’s covariance matices Γk to ensure monotonicity of γ
C
t in between information
dates. Here, the information dates tk are again arbitrary and we allow for non-constant Γk.
Proposition 4.13. Suppose that the initial covariance matrix Σ0 is positive definite and fulfills
−αΣ0 − Σ0α+ ββ
T − Σ0(σσ
T )−1Σ0 > 0d
and that the expert’s covariance matrices are of the form Γk = ckγ
C
tk−
for some ck > 0 at any
information date tk. Then between any two successive information dates, γ
C
t is non-decreasing in
the sense of the positive semidefinite ordering.
Proof. Suppose that
−αγCtk− − γ
C
tk−α+ ββ
T − γCtk−(σσ
T )−1γCtk− > 0d
for some k > 0. We look at the covariance matrix after the update. First, note that
γCtk = Γk
(
γCtk− + Γk
)−1
γCtk− = ckγ
C
tk−
(
γCtk− + ckγ
C
tk−
)−1
γCtk− =
ck
1 + ck
γCtk−.
We write dk =
ck
1+ck
and note that dk < 1. Hence, the updated covariance matrix is just a multiple
of the matrix before the update. Now we can write
− αγCtk − γ
C
tkα+ ββ
T − γCtk(σσ
T )−1γCtk
= dk
(
−αγCtk− − γ
C
tk−α
)
+ ββT − d2kγ
C
tk−(σσ
T )−1γCtk−
= dk
(
−αγCtk− − γ
C
tk−α+ ββ
T − γCtk−(σσ
T )−1γCtk−
)
+ (1 − dk)ββ
T + (dk − d
2
k)γ
C
tk−(σσ
T )−1γCtk−.
Since dk − d
2
k > 0, and by assumption on γ
C
tk−, this is a sum of positive semidefinite matrices, and
hence itself a positive semidefinite matrix. By Theorem 2.1 in Rodriguez-Canabal [19] it follows
that γCt is monotone non-decreasing in the interval [tk, tk+1) and that
−αγCtk+1− − γ
C
tk+1−
α+ ββT − γCtk+1−(σσ
T )−1γCtk+1− > 0d.
Inductively, it follows that γCt is monotone non-decreasing between any two successive information
dates.
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The above theorem implies in particular that the trace of γCt as well as its spectral norm is
increasing between any two successive information dates. Hence, under the assumptions of the
theorem we also deduce
lim inf
t→∞
tr
(
γCt
)
= lim
k→∞
tr
(
γCtk
)
and lim inf
t→∞
∥∥γCt ∥∥ = lim
k→∞
∥∥γCtk∥∥,
lim sup
t→∞
tr
(
γCt
)
= lim
k→∞
tr
(
γCtk−
)
and lim sup
t→∞
∥∥γCt ∥∥ = lim
k→∞
∥∥γCtk−∥∥.
5 Portfolio Optimization Problem
5.1 Optimal Strategy and Value Function
An investor’s trading is described by a self-financing trading strategy pi = (pit)t∈[0,T ] where pit takes
values in Rd. Here, the value piit, i = 1, . . . , d, represents the proportion of wealth invested in stock
i at time t, while the proportion 1−1Td pit is invested in the risk-free bond S
0. Here 1d ∈ Rd denotes
the vector consisting of ones. Let Xpi = (Xpit )t∈[0,T ] denote the wealth process corresponding to pi.
For the dynamics of the wealth process we get
dXpit = X
pi
t
(
piTt
(
(µt − rt1d) dt+ σ dWt
)
+ rt dt
)
.
The investor’s initial capital at time zero is Xpi0 = x0 > 0. We denote by
AH(x0) =
{
pi = (pit)t∈[0,T ]
∣∣∣∣ pi is FH -adapted, Xpi0 = x0, E
[∫ T
0
‖σTpit‖
2 dt
]
<∞
}
the class of admissible trading strategies where H ∈ {R,E,C, F}. Here, and in everything that
follows, when v ∈ Rd is some vector then ‖v‖ denotes the Euclidean norm of v. The objective of
our portfolio optimization problem is to maximize expected logarithmic utility of terminal wealth.
We call
V H(x0) = sup
{
E[log(XpiT )]
∣∣∣ pi ∈ AH(x0)}
the value function of the optimization problem. One can show that for H ∈ {R,E,C, F} and
writing µˆt for µˆ
H
t it holds
E
[
(µˆt − rt1d)
T (σσT )−1(µˆt − rt1d)
]
= tr
(
(σσT )−1 E[µˆt(µˆt)
T ]
)
− 2(rt1d)
T (σσT )−1mt + (rt1d)
T (σσT )−1(rt1d),
where mt is the mean of µt.
Using this equality it is possible to calculate the optimal strategy for our optimization problem
and to show that it is admissible.
Proposition 5.1. Let H ∈ {R,E,C, F}. The optimal strategy for the optimization problem
V H(x0) = sup
{
E[log(XpiT )]
∣∣∣ pi ∈ AH(x0)}
is pi∗ = (pi∗t )t∈[0,T ] with pi
∗
t = (σσ
T )−1(µˆHt − rt1d).
Proof. From the dynamics of the wealth process we get for any pi ∈ AH(x0) that
log(XpiT ) = log(x0) +
∫ T
0
(
piTt (µt − rt1d) + rt −
1
2
‖σTpit‖
2
)
dt+
∫ T
0
piTt σ dWt.
We now apply Fubini and use that, since pi ∈ AH(x0), the stochastic integral has expectation zero.
Hence, we deduce
E[log(XpiT )] = log(x0) +
∫ T
0
E
[
piTt (µt − rt1d) + rt −
1
2
‖σTpit‖
2
]
dt
= log(x0) +
∫ T
0
E
[
E
[
piTt (µt − rt1d) + rt −
1
2
‖σTpit‖
2
∣∣ FHt ]]dt
= log(x0) +
∫ T
0
E
[
piTt (µˆ
H
t − rt1d) + rt −
1
2
‖σTpit‖
2
]
dt.
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Now we fix some t ∈ [0, T ]. Following a pointwise maximization, we formally take the derivative
of the expression inside the expectation with respect to pit. Using the first-order condition, we set
the derivative to zero, which means setting µˆHt − rt1d − σσ
Tpit equal to the zero vector. Since we
have assumed that σσT is positive definite, this implies that pi∗t = (σσ
T )−1(µˆHt − rt1d) maximizes
the above integrand pointwise. It remains to check that (pi∗t )t∈[0,T ] is indeed admissible. First, we
note that ∫ T
0
‖σTpi∗t ‖
2 dt =
∫ T
0
∥∥σT (σσT )−1(µˆHt − rt1d)∥∥2 dt
=
∫ T
0
(µˆHt − rt1d)
T (σσT )−1(µˆHt − rt1d) dt.
Taking the expectation and applying Fubini we get
E
[∫ T
0
‖σTpi∗t ‖
2 dt
]
=
∫ T
0
E
[
(µˆHt − rt1d)
T (σσT )−1(µˆHt − rt1d)
]
dt
=
∫ T
0
tr
(
(σσT )−1 E[µˆt(µˆt)
T ]
)
− 2(rt1d)
T (σσT )−1mt + (rt1d)
T (σσT )−1(rt1d) dt,
where the last equality has been stated above. The integrals over the last two summands are finite
due to continuity of both (rt)t∈[0,T ] and (mt)t∈[0,T ]. We consider the first summand in more detail.
We have E[µˆt(µˆt)
T ] = Σt +mtm
T
t − γ
H
t by Equation (1). Hence,∫ T
0
tr
(
(σσT )−1 E[µˆt(µˆt)
T ]
)
dt =
∫ T
0
tr
(
(σσT )−1(Σt +mtm
T
t − γ
H
t )
)
dt
=
∫ T
0
tr
(
(σσT )−1(Σt +mtm
T
t )
)
− tr
(
(σσT )−1γHt
)
dt.
Recall that (σσT )−1 is symmetric positive definite and γHt is symmetric positive semidefinite. It
can be shown that the product (σσT )−1γHt has a non-negative trace, hence∫ T
0
tr
(
(σσT )−1 E[µˆt(µˆt)
T ]
)
dt 6
∫ T
0
tr
(
(σσT )−1(Σt +mtm
T
t )
)
dt,
which is finite due to continuity. It follows that
E
[∫ T
0
‖σTpi∗t ‖
2 dt
]
<∞,
so (pi∗t )t∈[0,T ] is an admissible strategy.
Note that under full information the optimal strategy is (σσT )−1(µt − rt1d). That means
that for our portfolio optimization problem under partial information, the certainty equivalence
principle holds, meaning that the drift µt in the optimal strategy is replaced by the filter µˆ
H
t .
Now that we have an explicit formula for the optimal trading strategy it is easy to write down the
optimal value function for the optimization problem.
Theorem 5.2. The optimal value of the portfolio optimization problem is
V H(x0) = log(x0) +
∫ T
0
1
2
E
[
(µˆHt − rt1d)
T (σσT )−1(µˆHt − rt1d)
]
+ rt dt
= log(x0) +
∫ T
0
rt − (rt1d)
T (σσT )−1mt +
1
2
(rt1d)
T (σσT )−1(rt1d) dt
+
1
2
∫ T
0
tr
(
(σσT )−1(Σt +mtm
T
t − γ
H
t )
)
dt.
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Proof. Throughout the proof we shortly write µˆt for µˆ
H
t . As above,
V H(x0) = log(x0) +
∫ T
0
E
[
(pi∗t )
T (µˆt − rt1d) + rt −
1
2
‖σTpi∗t ‖
2
]
dt.
After inserting the optimal strategy from Proposition 5.1 the integral term becomes
∫ T
0
E
[
(µˆt − rt1d)
T (σσT )−1(µˆt − rt1d) + rt −
1
2
∥∥(µˆt − rt1d)T (σσT )−1σ∥∥2]dt.
The last summand inside the expectation can be written as
1
2
∥∥(µˆt − rt1d)T (σσT )−1σ∥∥2 = 1
2
(
(µˆt − rt1d)
T (σσT )−1σ
)(
(µˆt − rt1d)
T (σσT )−1σ
)T
=
1
2
(µˆt − rt1d)
T (σσT )−1(µˆt − rt1d),
so all in all we get for the value function
V H(x0) = log(x0) +
∫ T
0
E
[1
2
(µˆt − rt1d)
T (σσT )−1(µˆt − rt1d) + rt
]
dt.
Now the claim follows.
5.2 Properties of the Value Function
Corollary 5.3. For any x0 > 0 it holds max
{
V R(x0), V
E(x0)
}
6 V C(x0) 6 V
F (x0).
Proof. By Proposition 3.2 we know that γRt −γ
C
t is a positive semidefinite matrix for any t ∈ [0, T ].
By assumption, (σσT )−1 is positive definite. Hence, the product of these matrices has a non-
negative trace, so
tr
(
(σσT )−1(γRt − γ
C
t )
)
> 0.
Therefore,
tr
(
(σσT )−1γRt
)
> tr
(
(σσT )−1γCt
)
,
which implies by the previous theorem that V C(x0) > V
R(x0). The same holds for H = E instead
of R, so V C(x0) > V
E(x0). Since γ
F
t = 0d we also have V
F (x0) > V
C(x0).
From Theorem 3.4 we immediately deduce the following result about the asymptotic behaviour
of the value function when the number of expert opinions goes to infinity.
Corollary 5.4. Let the assumptions of Theorem 3.4 be fulfilled. Denote the value functions cor-
responding to the N expert opinions by V E,N (x0) and V
C,N (x0). Then
lim
N→∞
V E,N (x0) = lim
N→∞
V C,N (x0) = V
F (x0).
Proof. Recall from Theorem 3.4 that
lim
N→∞
∥∥γE,Nu ∥∥ = lim
N→∞
∥∥γC,Nu ∥∥ = 0
and that γFu = 0d for all u ∈ (0, T ]. We observe that
tr
(
(σσT )−1(Σt +mtm
T
t − γ
H
t )
)
6 tr
(
(σσT )−1(Σt +mtm
T
t )
)
since both (σσT )−1 and γHt are positive semidefinite. Using dominated convergence we conclude
from the representation of the value function in Theorem 5.2 that V E,N (x0) and V
C,N (x0) converge
to V F (x0) when N goes to infinity.
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6 Numerical Results
6.1 Filters for Various Investors
After having analyzed in detail the behaviour of the conditional covariance matrices γHt for t ∈ [0, T ]
we shortly illustrate the development of the filters µˆHt over time. We have seen that µˆ
R
t follows a
stochastic differential equation. For µˆEt and µˆ
C
t there are information dates at which an update
of the filter takes place. In the case H = E we have an explicit formula for the development of
µˆEt between these information dates. In the case H = C, the filter follows a stochastic differential
equation between any two incoming expert opinions.
Example 6.1. We consider an example for an investment horizon T of one year with N =
10 equidistant information dates. In our financial market there are three stocks. The expert’s
covariance matrices are assumed to be constant, i.e. Γk = Γ for all k ∈ {0, . . . , N − 1}. The
underlying model parameters are listed in Table 4. The mean δ of the drift process µ is given by
the vector (0.05, 0.10, 0.08)T ∈ R3.
In Figure 5 one sees one possible realization of the drift process µ as well as the various filters.
The respective first components are plotted in the uppermost subplot, the second components in
the middle subplot, and the third components in the lowest subplot. Additionally, the expert
opinions Zk are included in the graphs.
Whereas the filter µˆRt only takes into account the return observations, µˆ
E
t only depends on the
expert opinions Zk. At each information date the filter µˆ
E
tk is formed by taking a weighted mean of
the former filter and the expert opinion Zk. The combined filter µˆ
C
t includes both aspects. It takes
into account return observations and has update steps at which it takes notice of the information
arriving in form of expert opinions.
α =

 2 1 −11 2 −1
−1 −1 2

 β =

0.3 0.5 0.10.5 0.2 0.2
0.1 0.2 0.2


σ =

0.30 0.08 0.050.08 0.40 0.05
0.05 0.05 0.35

 Σ0 =

0.2 0.1 0.10.1 0.3 0.1
0.1 0.1 0.2


Γ =

0.80 0.32 0.160.32 0.72 0.24
0.16 0.24 0.64


Table 4: Model parameters for Example 6.1
6.2 Analysis of the Value Function
We can also define the efficiency of the H-investor, H ∈ {R,E,C}, in the sense of Rogers [20]. We
therefore denote by xH0 the initial capital needed by the H-investor to achieve the same expected
logarithmic utility of terminal wealth as the F -investor starting with an initial capital of xF0 = 1.
That means, xH0 is obtained by solving V
H(xH0 ) = V
F (1). The value
ρH =
xF0
xH0
=
1
xH0
is then called the efficiency of the H-investor. It can be shown that in the multi-dimensional case
we have
ρH = exp
(
−
1
2
∫ T
0
tr
(
(σσT )−1γHt
)
dt
)
.
From this representation and our results about the covariance matrices (γHt )t∈[0,T ] we can deduce
that max{ρR, ρE} 6 ρC . This is intuitive since the C-investor can use both return observations
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Figure 5: First, second and third component of µ and the various filters in Example 6.1
and expert opinions for making trading decisions, whereas the R-investor and the E-investor each
only have one of these sources of information at hand.
In Theorem 3.4 we have seen that when we let the number N of expert opinions go to infinity
and the expert covariance matrices Γ
(N)
k are bounded, the filter covariance matrices γ
E,N
t and
γC,Nt converge to the zero matrix, i.e. to γ
F
t for each t ∈ (0, T ]. By dominated convergence one
can conclude
lim
N→∞
ρE,N = exp
(
−
1
2
∫ T
0
tr
(
(σσT )−1γFt
)
dt
)
= 1
and analogously limN→∞ ρ
C,N = 1. Hence, in the limit an increasing number of expert opinions
yields the highest possible efficiency.
Example 6.2. We consider a market with d = 3 stocks, m = d, an investment horizon T of
one year and equidistant information dates tk = kT/N where the expert’s covariance matrices are
constant, i.e. Γ
(N)
k = Γ for all N ∈ N and k ∈ {0, . . . , N − 1}. The model parameters are the same
as in Example 6.1.
For the sake of simplicity we assume that the interest rate rt of the risk-free bond is zero for
all t ∈ [0, T ] and that we start with an initial capital of x0 = 1. We can now calculate the value
function for the different investors and, in the case H = E and H = C, different values of N . Note
that since we have set r to zero and x0 to one, we get as a simpler form of the value function
V H(1) =
1
2
∫ T
0
tr
(
(σσT )−1(Σt +mtm
T
t − γ
H
t )
)
dt.
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We obtain V R(1) = 0.4503, V F (1) = 1.5358, as well as the values listed in the left part of Table 5
forH = E andH = C. Here, V E,N (1) and V C,N(1) correspond to the situation with N equidistant
information dates. Note that N = 0 yields the special case V C,0(1) = V R(1) and V E,0(1) is the
value function for the investor who has no information at all apart from the model parameters. In
that case γE,0t = Σt for all t ∈ [0, T ]. In the last row, we have stated the value function V
F (1) for
the fully informed investor.
We can observe that
max
{
V R(1), V E,N (1)
}
6 V C,N (1) 6 V F (1)
for all N , a fact that has been proven in Corollary 5.3. Furthermore, the value functions V E,N (1)
and V C,N (1) are increasing in N . For large values of N the difference between V E,N(1) and
V C,N(1) goes to zero and both value functions get close to the value function under full information,
V F (1). This has been proven in Corollary 5.4. Note that the asserted convergence is rather slow.
The right-hand side of Table 5 shows the efficiencies of the different investors for the various
values of N .
N V E,N (1) V C,N(1) ρE,N ρC,N
0 0.0429 0.4503 22.47% 33.77%
10 0.6294 0.7414 40.40% 45.18%
100 1.1358 1.1463 67.03% 67.74%
1000 1.4006 1.4010 87.35% 87.39%
10000 1.4933 1.4933 95.84% 95.84%
H = F 1.5358 100.00%
Table 5: Value functions and efficiencies for various N in Example 6.2
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