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Abstract
We address the problem of inverse reinforcement learning in Markov decision processes
where the agent is risk-sensitive. We derive a risk-sensitive reinforcement learning algorithm
with convergence guarantees that employs convex risk metrics and models of human decision-
making deriving from behavioral economics. The risk-sensitive reinforcement learning algorithm
provides the theoretical underpinning for a gradient-based inverse reinforcement learning algo-
rithm that minimizes a loss function defined on observed behavior of a risk-sensitive agent. We
demonstrate the performance of the proposed technique on two examples: (i) the canonical Grid
World example and (ii) a Markov decision process modeling ride-sharing passengers’ decisions
given price changes. In the latter, we use pricing and travel time data from a ride-sharing
company to construct the transition probabilities and rewards of the Markov decision process.
I. INTRODUCTION
THE modeling and learning of human decision-making behavior is increasingly becomingimportant as critical systems begin to rely more on automation and artificial intelligence.
Yet, in this task we face a number of challenges, not least of which is the fact that humans are
known to behave in ways that are not completely rational. There is mounting evidence to support
the fact that humans often use reference points—e.g., the status quo or former experiences or
recent expectaions about the future that are otherwise perceived to be related to the decision the
human is making [1], [2]. It has also been observed that their decisions are impacted by their
perception of the external world (exogenous factors) and their present state of mind (endogenous
factors) as well as how the decision is framed or presented [3].
The success of descriptive behavioral models in capturing human behavior has long been
touted by the psychology community and, more recently, by the economics community. In the
engineering context, humans have largely been modeled, under rationality assumptions, from the
so-called normative point of view where things are modeled as they ought to be, which is counter
to a descriptive as is point of view.
However, risk-sensitivity in the context of learning to control stochastic dynamical systems
(see, e.g., [4], [5]) has been fairly extensively explored in engineering. Many of these approaches
are targeted at mitigating risks due to uncertainties in controlling a system such as a plant or robot
where risk-aversion is captured by leveraging techniques such as exponential utility functions or
minimizing mean-variance criteria.
Complex risk-sensitive behavior arising from human interaction with automation is only re-
cently coming into focus. Human decision makers can be at once risk-averse and risk-seeking
L. Ratliff is with the Department of Electrical Engineering, University of Washington, Seattle, WA, 98185. email:
ratliffl@uw.edu.
E. Mazumdar is with the Department of Electrical Engineering and Computer Sciences at the University of California,
Berkeley, Berkeley, CA 94720. email: mazumdar@berkeley.edu
ar
X
iv
:1
70
3.
09
84
2v
3 
 [c
s.L
G]
  2
1 N
ov
 20
17
2depending their frame of reference. The adoption of diverse behavioral models in engineering—
in particular, in learning and control—is growing due to the fact that humans are increasingly
playing an integral role in automation both at the individual and societal scale. Learning accurate
models of human decision-making is important for both prediction and description. For example,
control/incentive schemes need to predict human behavior as a function of external stimuli
including not only potential disturbances but also the control/incentive mechanism itself. On
the other hand, policy makers and regulatory agencies, e.g., are interested in interpreting human
reactions to implemented regulations and policies.
Approaches for integrating the risk-sensitivity in the control and reinforcement learning prob-
lems via behavioral models have recently emerged [6]–[10]. These approaches largely assume
a risk-sensitive Markov decision process (MDP) formulated based on a model that captures
behavioral aspects of the human’s decision-making process. We refer the problem of learning
the optimal policy in this setting as the forward problem. Our primary interest is in solving
the so-called inverse problem which seeks to estimate the decision-making process given a set
of demonstrations; yet, to do so requires a well formulated forward problem with convergence
guarantees.
Inverse reinforcement learning in the context of recovering policies directly (or indirectly via
first learning a representation for the reward) has long been studied in the context expected utility
maximization and MDPs [11]–[13]. We may care about, e.g., producing the value and reward
functions (or at least, characterize the space of these functions) that produce behaviors matching
that which is observed. On the other hand, we may want to extract the optimal policy from a set
of demonstrations so that we can reproduce the behavior in support of, e.g., designing incentives
or control policies. In this paper, our focus is on the combination of these two tasks.
We model human decision-makers as risk-sensitive Q-learning agents where we exploit very
rich behavioral models from behavioral psychology and economics that capture a whole spectrum
of risk-sensitive behaviors and loss aversion. We first derive a reinforcement learning algorithm
that leverages convex risk metrics and behavioral value functions. We provide convergence
guarantees via a contraction mapping argument. In comparison to previous work in this area [14],
we show that the behavioral value functions we introduce satisfy the assumptions of our theorems.
Given the forward risk-sensitive reinforcement learning algorithm, we propose a gradient-based
learning algorithm for inferring the decision-making model parameters from demonstrations—
that is, we propose a framework for solving the inverse risk-sensitive reinforcement learning
problem with theoretical guarantees. We show that the gradient of the loss function with respect
to the model parameters is well-defined and computable via a contraction map argument. We
demonstrate the efficacy of the learning scheme on the canonical Grid World example and a
passenger’s view of ride-sharing modeled as an MDP with parameters estimated from real-world
data.
The work in this paper significantly extends our previous work [15] first, by providing the
proofs for the theoretical results appearing in the earlier work and second, by providing a more
extensive theory for both the forward and inverse risk-sensitive reinforcement problems.
The remainder of this paper is organized as follows. In Section II, we overview the model
we assume for risk-sensitive agents, show that it is amenable to integration with the behavioral
models, and present our risk-sensitive Q-learning convergence results. In Section III, we formulate
the inverse reinforcement learning problem and propose a gradient–based algorithm to solve it.
Examples that demonstrate the ability of the proposed scheme to capture a wide breadth of risk-
3sensitive behaviors are provided in Section IV. We comment on connections to recent related
work in Section V. Finally, we conclude with some discussion in Section VI.
II. RISK-SENSITIVE REINFORCEMENT LEARNING
In order to learn a decision-making model for an agent who faces sequential decisions in an
uncertain environment, we leverage a risk-sensitive Q-learning model that integrates coherent
risk metrics with behavioral models. In particular, the model we use is based on a model first
introduced in [16] and later refined in [7], [8].
The primary difference between the work presented in this section and previous work1 is that we
(i) introduce a new prospect theory based value function and (ii) provide a convergence theorem
whose assumptions are satisfied for the behavioral models we use. Under the assumption that the
agent is making decisions according to this model, in the sequel we formulate a gradient–based
method for learning the policy as well as parameters of the agent’s value function.
A. Markov Decision Process
We consider a class of finite MDPs consisting of a state space X , an admissible action space
A(x)⊂ A for each x∈ X , a transition kernel P(x′|x,a) that denotes the probability of moving from
state x to x′ given action a, and a reward function2 r : X ×A×W → R where W is the space of
bounded disturbances and has distribution Pr(·|x,a). Including disturbances allows us to model
random rewards; we use the notation R(x′,a) to denote the random reward having distribution
Pr(·|x,a).
In the classical expected utility maximization framework, the agent seeks to maximize the
expected discounted rewards by selecting a Markov policy pi—that is, for an infinite horizon
MDP, the optimal policy is obtained by maximizing
J(x0) = maxpi E [
∑∞
t=1 γ tR(xt ,at)] (1)
where x0 is the initial state and γ ∈ (0,1) is the discount factor.
The risk-sensitive reinforcement learning problem transforms the above problem to account for
a salient features of the human decision-making process such as loss aversion, reference point
dependence, and risk-sensitivity. Specifically, we introduce two key components, value functions
and valuation functions, that allow for our model to capture these features. The former captures
risk-sensitivity, loss-aversion, and reference point dependence in its transformation of outcome
values to their value as perceived by the agent and the latter generalizes the expectation operator
to more general measures of risk—specifically, convex risk measures.
B. Value Functions
Given the environmental and reward uncertainties, we model the outcome of each action as
a real-valued random variable Y (i) ∈ R, i ∈ I where I denotes a finite event space and Y is the
outcome of i–th event with probability µ(i) where µ ∈ ∆(I), the space of probability distributions
1For further details on the relationship the work in this paper and related works, including our previous work, see
Section V.
2We note that it is possible to consider the more general reward structure r : X ×A×X ×W → R, however we
exclude this case in order to not further bog down the notation.
4on I. Analogous to the expected utility framework, agents make choices based on the value of
the outcome determined by a value function v : R→ R.
There are a number of existing approaches to defining value functions that capture risk-
sensitivity and loss aversion. These approaches derive from a variety of fields including behavioral
psychology/economics, mathematical finance, and even neuroscience.
One of the principal features of human decision-making is that losses are perceived more
significant than a gain of equal true value. The models with the greatest efficacy in capturing this
effect are convex and concave in different regions of the outcome space. Prospect theory, e.g., is
built on one such model [17], [18]. The value function most commonly used in prospect theory
is given by
v(y) =
®
k+(y− yo)ζ+ , y> yo
−k−(yo− y)ζ− , y≤ yo (2)
where yo is the reference point that the decision-maker compares outcomes against in determining
if the decision is a loss or gain. The parameters (k+,k−,ζ+,ζ−) control the degree of loss-aversion
and risk-sensitivity; e.g.,
(i) 0< ζ+,ζ− < 1 implies preferences that are risk-averse on gains and risk-seeking on losses
(concave in gains, convex in losses);
(ii) ζ+ = ζ− = 1 implies risk-neutral preferences;
(iii) ζ+,ζ− > 1 implies preferences that are risk-averse on losses and risk-seeking on gains
(convex in gains, concave in losses).
Experimental results for a series of one-off decisions have indicated that typically 0< ζ+,ζ−<
1 thereby indicating that humans are risk-averse on gains and risk-seeking on losses.
In addition to the non-linear transformation of outcome values, in prospect theory the effect
of under/over-weighting the likelihood of events that has been commonly observed in human
behavior is modeled via warping of event probabilities [19]. Other concepts such as framing,
reference dependence, and loss aversion—captured, e.g., in the (k+,k−) parameters in (2)—have
also been widely observed in experimental studies (see, e.g., [20]–[22]).
Outside of the prospect theory value function, other mappings have been proposed to capture
risk-sensitivity. Proposed in [8], the linear mapping
v(y) =
®
(1−κ)y, y> yo
(1+κ)y, y≤ yo (3)
with κ ∈ (−1,1) is one such example. This value function can be viewed as a special case of
(2).
Another example is the entropic map which is given by
v(y) = exp(λy) (4)
where λ controls the degree of risk-sensitivity. The entropic map, however, is either convex or
concave on the entire outcome space.
Motivated by the empirical evidence supporting the prospect theoretic value function and
numerical considerations of our algorithm, we introduce a value function that retains the shape
of the prospect theory value function while improving the performance (in terms of convergence
speed) of the forward and inverse reinforcement learning procedures we propose. In particular,
we define the locally Lipschitz-prospect (`-prospect) value function given by
v(y) =
®
k+(y− yo+)ζ+− k+ζ+ , y> yo
−k−(yo− y+)ζ−+ k−ζ− , y≤ yo (5)
5with k+,k−,ζ+,ζ− > 0 and > 0, a small constant. This value function is Lipschitz continuous
on a bounded domain. Moreover, the derivative of the `-prospect function is bounded away from
zero at the reference point. Hence, in practice it has better numerical properties.
We remark that, for given parameters (k+,k−,ζ+,ζ−), the `-prospect function has the same
risk-sensitivity as the prospect value function with those same parameters. Moreover, as → 0 the
`-prospect value function approaches the prospect value function and thus, qualitatively speaking,
the degree of Lipschitzness decreases as → 0.
The fact that each of these value functions are defined by a small number of parameters that are
highly interpretable in terms of risk-sensitivity and loss-aversion is one of the motivating factors
for integrating them into a reinforcement learning framework. It is our aim to design learning
algorithms that will ultimately provide the theoretical underpinnings for designing incentives and
control policies taking into consideration salient features of human decision-making behavior.
C. Valuation Functions via Convex Risk Metrics
To further capture risk-sensitivity, valuation functions generalize the expectation operator,
which considers average or expected outcomes,3 to measures of risk.
Definition 1 (Monetary Risk Measure [23]): A functional ρ : X→ R∪{+∞} on the space X
of measurable functions defined on a probability space (Ω,F,P) is said to be a monetary risk
measure if ρ(0) is finite and if, for all X ,X ′ ∈ X, ρ satisfies the following:
1) (monotone) X ≤ X ′ =⇒ ρ(X)≤ ρ(X ′)
2) (translation invariant) m ∈ R =⇒ ρ(X +m) = ρ(X)+m
If a monetary risk measure ρ satisfies
ρ(λX +(1−λ )X ′)≤ λρ(X)+(1−λ )ρ(X ′), (6)
for λ ∈ [0,1], then it is a convex risk measure. If, additionally, ρ is positive homogeneous, i.e. if
λ ≥ 0, then ρ(λX) = λρ(X), then we call ρ a coherent risk measure. While the results apply
to coherent risk measures, we will primarily focus on convex measures of risk, a less restrictive
class, that are generated by a set of acceptable positions.
Denote the space of probability measures on (Ω,F) by M1(Ω,F).
Definition 2 (Acceptable Positions): Consider a value function v, a probability measure P ∈
M1(Ω,F), and an acceptance level v0 = v(y¯) with y¯ in the domain of v. The set
A= {X ∈ X| EP[v(X)]≥ v0}. (7)
is the set of acceptable positions.
The above definition can be extending to the entire class of probability measures on (Ω,F) as
follows:
A= ∩P∈M1(Ω,F){X ∈ X| EP[v(X)]≥ v(yP)} (8)
with constants yP such that supP∈M1(Ω,F) yP < ∞.
Proposition 1 ( [23, Proposition 4.7]): Suppose the class of acceptable positions A is a non-
empty subset of X satisfying
1) inf{m ∈ R|X +m ∈A}>−∞, ∀ X ∈ X, and
2) given X ∈A,Y ∈ X, Y ≥ X =⇒ Y ∈A.
3In the case of two events, the valuation function can also capture warping of probabilities. Alternative approaches
to reinforcement learning based on cumulative prospect theory for the more general case have been examined [6].
6Then, A induces a monetary measure of risk ρA. If A is convex, then ρA is a convex measure
of risk. Furthermore, if A is a cone, then ρA is a coherent risk metric.
Note that a monetary measure of risk induced by a set of acceptable positions A ⊂ X is given
by
ρA(X) = inf{z ∈ R| z+X ∈A}. (9)
The following proposition is key for extending the expectation operator to more general
measures of risk.
Proposition 2 ( [23, Proposition 4.104]): Consider
A= {X ∈ X| EP[v(X)]≥ v0} (10)
for a continuous value function v, acceptance level v0 = v(y¯) for some y¯ in the domain of v, and
probability measure P. Suppose that v is strictly increasing on (y¯− ε,∞) for some ε > 0. Then,
the corresponding ρA is a convex measure of risk which is continuous from below. Moreover,
ρA(X) is the unique solution to
EP[v(X−m)] = v0. (11)
Proposition 2 also implies that for each value function, we can define an acceptance set which
in turn induces a convex risk metric ρ . Let us consider an example.
Example 1 (Entropic Risk Metric [23]): Consider the entropic value function v(y) = exp(λy).
It has been used extensively in the field of risk measures [23], in neuroscience to capture risk
sensitivity in motor control [9] and even more so in control of MDPs (see, e.g., [24]).
The entropic value function with an acceptance level v0 can be used to define the acceptance
set
A= {m ∈ R| E[exp(−λ (m+Y ))]≤ v0}. (12)
with corresponding risk metric
ρA(X) = inf{m ∈ R| E[exp(−λ (m+Y ))]≤ v0} (13)
= 1λ logE[exp(−λY )]− 1λ log(v0). (14)
The parameter λ ∈ R controls the risk preference; indeed, this can be seen by considering the
Taylor expansion [23, Example 4.105].
As a further comment, this particular risk metric is equivalent (up to an additive constant) to
the so called entropic risk measure which is given by
ρ(Y ) = sup
P′∈M1(P)
Å
EP′ [−Y ]−
1
λ
H(P′|P)
ã
(15)
where M1(P) is the set of all measures on (Ω,F) that are absolutely continuous with respect to
P and where H(·|·) is the relative entropy function. 
Let us recall the concept of a valuation function introduced and used in [7], [23], [25].
Definition 3 (Valuation Function): A mapping V :R|I|×∆(I)→R is called a valuation function
if for each µ ∈ ∆(I), (i) V(Y,µ)≤ V(Z,µ) whenever Y ≤ Z (monotonic) and (ii) V(Y +y1,µ) =
V(Y,µ)+ y for any y ∈ R (translation invariant).
Such a map is used to characterize an agent’s preferences—that is, one prefers (Y,µ) to (Z,ν)
whenever V(Z,ν)≤ V(Y,µ).
7We will consider valuation functions that are convex risk metrics induced by a value function
v and a probability measure µ . To simplify notation, from here on out we will suppress the
dependence on the probability measure µ .
For each state–action pair, we define V(Y |x,a) : R|I|×X ×A→ R a valuation map such that
Vx,a≡V(·|x,a) is a valuation function induced by an acceptance set with respect to value function
v and acceptance level v0.
If we let Vpix (Y ) =
∑
a∈A(x)pi(a|x)Vx,a(Y ), the optimization problem in (1) generalizes to
J˜T (pi,x0) =Vpi0x0
[
R[x0,a0]+ γVpi1x1
î
R[x1,a1]+ · · ·+ γVpiTxT [R(xT ,aT )] · · ·
ó]
(16)
where we define maxpi J˜(pi,x0) = limT→∞ J˜T (pi,x0).
D. Risk-Sensitive Q-Learning Convergence
In the classical reinforcement learning framework, the Bellman equation is used to derive a
Q-learning procedure. Generalizations of the Bellman equation for risk-sensitive reinforcement
learning—derived, e.g., in [8], [14]—have been used to formulate an action–value function or Q-
learning procedure for the risk-sensitive reinforcement learning problem. In particular, as shown
in [14], if V ∗ satisfies
V ∗(x0) = maxa∈A(x)Vx,a(R(x,a)+ γV ∗), (17)
then V ∗=maxpi J˜(pi,x0) holds for all x0 ∈X ; moreover, a deterministic policy is optimal if pi∗(x)=
argmaxa∈A(x)Vx,a(R+ γV ∗) [14, Thm. 5.5]. The action–value function Q∗(x,a) = Vx,a(R+ γV ∗)
is defined such that (17) becomes
Q∗(x,a) = Vx,a
Ä
R+ γmaxa∈A(x′)Q∗(x′,a)
ä
, (18)
for all (x,a) ∈ X×A.
Given a value function v and acceptance level v0, we use the coherent risk metric induced
state-action valuation function given by
Vx,a(Y ) = sup{z ∈ R| E[v(Y − z)]≥ v0} (19)
where the expectation is taken with respect to µ = P(x′|x,a)Pr(w|x,a). Hence, by a direct
application of Proposition 2, if v is continuous and strictly increasing, then Vx,a(Y ) = z∗(x,a)
is the unique solution to E[v(Y − z∗(x,a))] = v0.
As shown in [7, Proposition 3.1], by letting Y = R+ γV ∗, we have that z∗(x,a) corresponds to
Q∗(x,a) and, in particular,
E
ñ
v
Ç
r(x,a,w)+ γ max
a′∈A(x′)
Q∗(x′,a′)−Q∗(x,a)
åô
= v0 (20)
where, again, the expectation is taken with respect to µ = P(x′|x,a)Pr(w|x,a).
The above leads naturally to a Q-learning procedure,
Q(xt ,at)←Q(xt ,at)+αt(xt ,at)
î
v(yt)− v0
ó
, (21)
where the non-linear transformation v is applied to the temporal difference
yt = rt + γmaxa Q(xt+1,a)−Q(xt ,at)
8instead of simply the reward rt . Transformation of the temporal differences avoids certain pitfalls
of the reward transformation approach such as poor convergence performance. This procedure
has convergence guarantees even in this more general setting under some assumptions on the
value function v.
Theorem 1 (Q-learning Convergence [7, Theorem 3.2]): Suppose that v : Y →R is in C(Y,R),
is strictly increasing in y and there exists constants ε,L > 0 such that ε ≤ v(y)−v(y′)y−y′ ≤ L for all
y 6= y′. Moreover, suppose that there exists a y¯ such that v(y¯) = v0. If the non-negative learning
rates αt(x,a) are such that
∑∞
t=0αt(x,a) = ∞ and
∑∞
t=0α2t (x,a) < ∞, ∀(x,a) ∈ X ×A, then the
procedure in (21) converges to Q∗(x,a) for all (x,a) ∈ X×A with probability one.
The assumptions on αt are fairly standard and the core of the convergence proof is based on the
Robbins–Siegmund Theorem appearing in the seminal work [26].
We note that the assumptions on the value function v of Theorem 1 are fairly restrictive,
excluding many of the value functions presented in Section II-B. For example, value functions
of the form ex and xζ do not satisfy the global Lipschitz condition.
We generalize the convergence result in Theorem 1 by modifying the assumptions on the value
function v to ensure that we have convergence of the Q-learning procedure for the `-prospect
and entropic value functions.
Assumption 1: The value function v ∈C1(Y,R) satisfies the following:
(i) it is strictly increasing in y and there exists a y¯ such that v(y¯) = v0;
(ii) it is locally Lipschitz on any ball of finite radius centered at the origin;
Note that in comparison to the assumptions of Theorem 1, we have removed the assumption that
the derivative of v is bounded away from zero, and relaxed the global Lipschitz assumption on
v. We remark that the `-prospect and entropic value functions satisfy these assumptions for all
parameters and MDPs.
Let X be a complete metric space endowed with the L∞ norm and let Q⊂ X be the space of
maps Q : X ×A→ R. Further, define v˜≡ v− v0. We then re-write the Q–update equation in the
form
Qt+1(x,a) =
Å
1− αt
α
ã
Qt(x,a)+
αt
α
Ä
α(v(yt)− v0)+Qt(x,a)
ä
(22)
where α ∈ (0,min{L−1,1}] and we have suppressed the dependence of αt on (x,a). This is a
standard update equation form in, e.g., the stochastic approximation algorithm literature [27]–[29].
In addition, we define the map given by
(T Q)(x,a) =αEx′,w
î
v˜
Ä
r(x,a,w)+ γmax
a′∈A
Q(x′,a′)−Q(x,a)
äó
+Q(x,a) (23)
which we will prove is a contraction.
Theorem 2: Suppose that v satisfies Assumption 1 and that for each (x,a) ∈ X×A the reward
r(x,a,w) is bounded almost surely—that is, there exists 0 < M < ∞ such that |r| < M almost
surely. Moreover, let α ∈ (0,min{1,L−1}], for L, the Lipschitz constant of v on BK(0).
(a) Let BK(0) ⊂ Q be a closed ball of radius K > 0 centered at zero. Then, T : Q→ X is a
contraction.
(b) Suppose K is chosen such that
max{|v˜(M)|, |v˜(−M)|}
(1− γ) < K miny∈IK Dv˜(y) (24)
where IK = [−M−K,M+K]. Then, T has a unique fixed point in BK(0).
9The proof of the above theorem is provided in Appendix A.
The following proposition shows that the `-prospect and entropic value functions satisfy the
assumption in (24). Moreover, it shows that the value functions which satisfy Assumption 1 also
satisfy (24).
Proposition 3: Consider a MDP with reward r : X×A×W → R bounded almost surely by M
and γ ∈ (0,1) and consider the condition
max{|v˜(M)|, |v˜(−M)|}
(1− γ) < K miny∈IK Dv˜(y). (25)
1) Suppose v satisfies Assumption 1 and that for some ε > 0, ε < v(y)−v(y
′)
y−y′ for all y 6= y′. Then
(25) holds.
2) Suppose v is an `-prospect value function with arbitrary parameters (k−,k+,ζ−,ζ+) satisfying
Assumption 1. Then there exists a K such that the `-prospect value function satisfies (25).
3) Suppose that v is an entropic value function. Then there exists a C > 0 such that for any
|λ | ∈ (0,C) where v satisfies Assumption 1, (25) holds with K = (λ )−1.
With Theorem 2 and Proposition 3, we can prove convergence of Q-learning for risk-sensitive
reinforcement learning.
Theorem 3 (Q-learning Convergence on BK(0)): Suppose that v satisfies Assumption 1 and
that for each (x,a) ∈ X ×A the reward r(x,a,w) is bounded almost surely—that is, there exists
0 < M < ∞ such that |r| < M almost surely. Moreover, suppose the ball BK(0) is chosen such
that (24) holds. If the non-negative learning rates αt(x,a) are such that
∑∞
t=0αt(x,a) = ∞ and∑∞
t=0α2t (x,a) < ∞, ∀(x,a) ∈ X ×A, then the procedure in (21) converges to Q∗ ∈ BK(0) with
probability one.
Given Theorem 2, the proof of Theorem 3 follows directly the same proof as provided in [14]. The
key aspect of the proof is combining the fixed point result of Theorem 2 with Robbins–Siegmund
Theorem [26].
Theorem 2, Proposition 3, and Theorem 3 extend the results for risk-sensitive reinforcement
learning presented in [14] by relaxing the assumptions on the value functions for which the
Q-learning procedure converges.
III. INVERSE RISK-SENSITIVE REINFORCEMENT LEARNING
We formulate the inverse risk-sensitive reinforcement learning problem as follows. First, we
select a parametric class of policies, {piθ}θ , piθ ∈Π and parametric value function {vθ}θ , vθ ∈ F
where F is a family of value functions and θ ∈Θ⊂ Rd .
We use value functions such as those described in Section II-B; e.g., if v is the prospect
theory value function defined in (2), then the parameter vector is θ = (k−,k+,ζ−,ζ+,γ,β ). For
mappings v and Q, we now indicate their dependence on θ—that is, we will write Q(x,a,θ) and
vθ (y) = v(y,θ) where v : Y ×Θ→R. Note that since y is the temporal difference it also depends
on θ and we will indicate this dependence where it is not directly obvious by writing y(θ).
It is common in the inverse reinforcement learning literature to adopt a smooth map G
that operates on the action-value function space for defining the parametric policy space—e.g.,
Boltzmann policies of the form
Gθ (Q)(a|x) = exp(βQ(x,a,θ))∑
a′∈A exp(βQ(x,a′,θ))
(26)
10
to the action-value functions Q where β > 0 controls how close Gθ (Q) is to a greedy policy
which we define to be any policy pi such that
∑
a∈Api(a|x)Q(x,a,θ) = maxa∈A Q(x,a,θ) at all
states x ∈ X . We will utilize policies of this form. Note that, as is pointed out in [30], the benefit
of selecting strictly stochastic policies is that if the true agent’s policy is deterministic, uniqueness
of the solution is forced.
We aim to tune the parameters so as to minimize some loss `(piθ ) which is a function of the
parameterized policy piθ . By an abuse of notation, we introduce the shorthand `(θ) = `(piθ ).
A. Inverse Reinforcement Learning Optimization Problem
The optimization problem is specified by
min
θ∈Θ
{`(θ)| piθ = Gθ (Q∗),vθ ∈ F} (27)
Given a set of demonstrations D= {(xk,ak)}Nk=1, it is our goal to recover the policy and estimate
the value function.
There are several possible loss functions that may be employed. For example, suppose we elect
to minimize the negative weighted log-likelihood of the demonstrated behavior which is given
by
`(θ) =
∑
(x,a)∈Dw(x,a) log(piθ (x,a)) (28)
where w(x,a) may, e.g., be the normalized empirical frequency of observing (x,a) pairs in D,
i.e. n(x,a)/N where n(x,a) is the frequency of (x,a).
Related to maximizing the log-likelihood, an alternative loss function is the relative entropy or
Kullback-Leibler (KL) divergence between the empirical distribution of the state-action trajecto-
ries and their distribution under the learned policy—that is,
`(θ) =
∑
x∈Dx DKL(pˆi(·|x)||piθ (·|x)) (29)
where
DKL(P||Q) =∑i P(i) log(P(i)/Q(i)) (30)
is the KL divergence,Dx⊂D is the sequence of observed states, and pˆi is the empirical distribution
on the trajectories of D.
B. Gradient–Based Approach
We propose to solve the problem of estimating the parameters of the agent’s value function and
approximating the agent’s policy via gradient methods which requires computing the derivative
of Q∗(x,a,θ) with respect to θ . Hence, given the form of the Q-learning procedure where the
temporal differences are transformed as in (21), we need to derive a mechanism for obtaining
the optimal Q, show that it is in fact differentiable, and derive a procedure for obtaining the
derivative.
Using some basic calculus, given the form of smoothing map Gθ in (26), we can compute the
derivative of the policy piθ with respect to θk for an element of θ ∈Θ:
Dθkpiθ (a|x) = piθ (a|x)Dθk ln(piθ (a|x)) (31)
= piθ (a|x)β
Ä
Dθk Q
∗(x,a,θ)−∑a′∈Apiθ (a′|x)Dθk Q∗(x,a′,θ)ä. (32)
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We show that Dθk Q
∗
θ can be calculated almost everywhere on Θ by solving fixed-point equations
similar to the Bellman-optimality equations.
To do this, we require some assumptions on the value function v.
Assumption 2: The value function v ∈C1(Y ×Θ,R) satisfies the following conditions:
(i) v is strictly increasing in y and for each θ ∈Θ, there exists a y¯ such that v(y¯,θ) = v0;
(ii) for each θ ∈Θ, on any ball centered around the origin of finite radius, v is locally Lipschitz
in y with constant Ly(θ) and locally Lipschitz on Θ with constant Lθ ;
(iii) there exists ε > 0 such that ε ≤ v(y,θ)−v(y′,θ)y−y′ for all y 6= y′.
Define Ly = maxθ Ly(θ) and L = maxθ{Ly(θ),Lθ}. As before, let v˜≡ v− v0. We re-write the
Q–update equation as
Qt+1(x,a,θ) =
Ä
1− αtα
ä
Qt(x,a,θ)+ αtα
Ä
α(v(yt(θ),θ)− v0)+Qt(x,a,θ)
ä
(33)
where
yt(θ) = rt + γmaxa Qt(xt+1,a,θ)−Qt(xt ,at ,θ)
is the temporal difference, α ∈ (0,min{L−1,1}] and we have suppressed the dependence of αt
on (x,a). In addition, define the map T such that
(T Q)(x,a,θ) = αEx′,wv˜(y(θ),θ)+Q(x,a,θ) (34)
where y(θ) = r(x,a,w)+γmaxa′∈A Q(x′,a′,θ)−Q(x,a,θ). This map is a contraction for each θ .
Indeed, fixing θ , when v satisfies Assumption 2, then for cases where v0 = 0, T was shown to
be a contraction in [8] and in the more general setting (i.e. v0 6= 0), in [7].
Our first main result on inverse risk-sensitive reinforcement learning, which is the theoretical
underpinning of our gradient-based algorithm, gives us a mechanism to compute the derivative of
Q∗θ with respect to θ as a solution to a fixed-point equation via a contraction mapping argument.
Let Div˜(·, ·) be the derivative of v˜ with respect to the i–th argument where i = 1,2.
Theorem 4: Assume that v∈C1(Y×Θ,R) satisfies Assumption 2. Then the following statements
hold:
(a) Q∗θ is locally Lipschitz continuous as a function of θ—that is, for any (x,a)∈X×A, θ ,θ ′ ∈Θ,
|Q∗(x,a,θ)−Q∗(x,a,θ ′)| ≤C‖θ −θ ′‖ for some C > 0;
(b) except on a set of measure zero, the gradient DθQ∗θ is given by the solution of the fixed–point
equation
φθ (x,a) =αEx′,w
î
D2v˜(y(θ),θ)+D1v˜(y(θ),θ)(γφθ (x′,a∗x′)−φθ (x,a))
ó
+φθ (x,a) (35)
where φθ : X ×A→ Rd and a∗x′ is the action that maximizes
∑
a′∈Api(a|x′)Q(x′,a,θ) where
pi is any policy that is greedy with respect to Qθ .
We provide the proof in Appendix C. To give a high-level outline, we use an induction argument
combined with a contraction mapping argument on the map
(Sφθ )(x,a) =αEx′,w
î
D2v˜(y(θ),θ)+D1v˜(y(θ),θ)(γφθ (x′,a∗x′)−φθ (x,a))
ó
+φθ (x,a). (36)
The almost everywhere differentiability follows from Rademacher’s Theorem (see, e.g., [31,
Thm. 3.1]).
Theorem 4 gives us a procedure—namely, a fixed–point equation which is a contraction—
to compute the derivative Dθk Q
∗ so that we can compute the derivative of our loss function
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Algorithm 1 Gradient-Based Risk-Sensitive IRL
1: procedure RISKIRL(D)
2: Initialize: θ ← θ0
3: while k <MAXITER & ‖`(θ)− `(θ−)‖ ≥ δ do
4: θ−← θ
5: ηk← LINESEARCH(`(θ−),Dθ `(θ−))
6: θ ← θ−−ηkDθ `(θ−)
7: k← k+1
8: return θ
`(θ). Hence the gradient method provided in Algorithm 1 for solving the inverse risk-sensitive
reinforcement learning problem is well formulated.
Remark 1: The prospect theory value function v given in (2) is not globally Lipschitz in y—in
particular, it is not Lipschitz near the reference point yo—for values of ζ+ and ζ− less than one.
Moreover, for certain parameter combinations, it may not even be differentiable. The `-prospect
function, on the other hand, is locally Lipschitz and its derivative near the reference point is
bounded away from zero. This makes it a more viable candidate for numerical implementation.
Its derivative, however, is not bounded away from zero as y→ ∞.
This being said, we note that if the procedure for computing Q∗ follows an algorithm which
implements repeated applications of the map T is initialized with Q0(x,a) being finite for all
(x,a) and r is bounded for all possible (x,a,w) pairs, then the derivative of v˜ will always be
bounded away from zero for all realized values of y in the procedure. An analogous statement
can be made regarding the computation of DθQ∗. Hence, the procedures for computing Q∗ and
DθQ∗ for all the value functions we consider (excluding the classical prospect value function)
are guaranteed to converge (except on a set of measure zero).
Let us translate this remark into a formal result. Consider a modified version of Assumption 2:
Assumption 3: The value function v ∈C1(Y ×Θ,R) satisfies the following:
(i) it is strictly increasing in y and for each θ ∈Θ, there exists a y¯ such that v(y¯,θ) = v0;
(ii) for each θ ∈ Θ, it is Lipschitz in y with constant Ly(θ) and locally Lipschitz on Θ with
constant Lθ .
Simply speaking, analogous to Assumption 1, we have removed the uniform lower bound on the
derivative of v. Moreover, Theorem 2 gives us that T , as defined in (53), is a contraction on a
ball of finite radius for each θ under Assumption 1.
Theorem 5: Assume that v ∈ C1(Y ×Θ,R) satisfies Assumption 3 and that the reward r :
X×A×W → R is bounded almost surely by M > 0. Then the following statements hold.
(a) For any ball BK(0), Q∗θ is locally Lipschitz-continuous on BK(0) as a function of θ—that is,
for any (x,a) ∈ X×A, θ ,θ ′ ∈Θ, |Q∗(x,a,θ)−Q∗(x,a,θ ′)| ≤C‖θ −θ ′‖ for some C > 0.
(b) For each θ , let BK(0) be the ball with radius K satisfying
max{|v˜(M,θ)|, |v˜(−M,θ)|}
1− γ < K miny∈IK .Dv˜(y,θ) (37)
Except on a set of measure zero, the gradient DθQ∗θ (x,a) ∈ BK(0) is given by the solution
of the fixed–point equation
φθ (x,a) =αEx′,w
î
D2v˜(y(θ),θ)+D1v˜(y(θ),θ)(γφθ (x′,a∗x′)−φθ (x,a))
ó
+φθ (x,a) (38)
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where φθ : X×A→ Rd and a∗x′ is the action that maximizes
∑
a′∈Api(a|x′)Q(x′,a,θ) with pi
being any policy that is greedy with respect to Qθ .
The proof (provided in Appendix D) of the above theorem follows the same techniques as in
Theorem 2 and Theorem 4.
Note that for each fixed θ , condition (37) is the same as condition (24). Moreover, Proposition 3
shows that for the `-prospect and entropic value functions, such a K must exist for any choice
of parameters.
C. Complexity
Small dataset size is often a challenge in modeling sequential human decision-making owing
in large part to the frequency and time scale on which decisions are made in many applications.
To properly understand how our gradient-based approach performs for different amounts of data,
we analyze the case when the loss function, `(θ), is either the negative of the log-likelihood of
the data—see (28) above—or the sum over states of the KL divergence between the policy under
our learned value function and the the empirical policy of the agent—see (29) above. These are
two of the more common loss functions used in the literature.
We first note that maximizing the log-likelihood is equivalent to minimizing a weighted sum
over states of the KL divergence between the empirical policy of the true agent, pˆin, and the
policy under the learned value function, piθ . In particular, through some algebraic manipulation
the weighted log-likelihood can be re-written as
`(θ) =
∑
x∈Dx w(x)DKL(pˆin(·|x)||piθ (·|x)) (39)
where w(x) is the frequency of state x normalized by |D| = N. This approach has the added
benefit that it is independent of θ and therefore will not be affected by scaling of the value
functions [30].
Both cost functions are natural metrics for performance in that they minimize a measure of
the divergence between the optimal policy under the learned agent and empirical policy of the
true agent. While the KL-divergence is not suitable for our analysis, since it is not a metric on
the space of probability distributions, it does provide an upper bound on the total variation (TV)
distance via Pinsker’s inequality:
δ (pˆin(·|x),piθ (·|x))≤
»
2DKL(pˆin(·|x)||piθ (·|x)) (40)
where δ (pi(·|x),piθ (·|x)) is the TV distance between pˆin(·|x) and piθ (·|x), defined as
δ (pˆin(·|x),piθ (·|x)) = 12‖piθ (·|x)− pˆin(·|x)‖1. (41)
The TV distance between distributions is a proper metric. Furthermore, use of the two cost
functions described above will also translate to minimizing the TV distance as it is upper bounded
by the KL divergence.
We first note that, for each state x, we would ideally like to get a bound on δ (pi(·|x),piθ (·|x)),
the TV distance between the agent’s true policy pi(·|x) and the estimated policy piθ (·|x). However,
we only have access to the empirical policy pˆin. We therefore use the triangle inequality to get
an upper bound on δ (pi(·|x),piθ (·|x)), in terms of values for which we can calculate explicitly or
construct bounds. In particular, we derive the following bound:
δ (piθ (·|x),pi(·|x))≤ δ (pˆin(·|x),piθ (·|x))+δ (pˆin(·|x),pi(·|x)). (42)
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Note that δ (pˆin(·|x),piθ (·|x)) is tantamount to a training error as metricized by the TV distance,
and is upper bounded by a function of the KL divergence (which appears in the loss function)
via (40).
The first term in (42), δ (pˆin(·|x),pi(·|x)), is the distance between the empirical policy and the
true policy in state x. Using the Dvoretzky Kiefer-Wolfowitz inequality (see, e.g., [32], [33]), this
term can be bounded above with high probability. Indeed,
Pr(‖pi(·|x)− pˆin(·|x)‖1 > )≤ 2|A|e−2n2/|A|2 , > 0 (43)
where n is the number of samples from the distribution pi(·|x) and |A| is the cardinality of the
action set. Combining this bound with (42), we get that, with probability 1−ν ,
δ (piθ (·|x),pi(·|x))≤|A|
Ç
2
n
log
2|A|
ν
å1/2
+δ (pˆin(·|x),piθ (·|x)). (44)
Supposing Algorithm 1 achieves a sufficiently small training error ε > 0, the second term above
can be bounded above by a calculable small amount which we define notationally to be ε¯ > 0.
Supposing ε¯ is also sufficiently small, the dominating term in the distance between pi and piθ is
the first term on the right-hand side in (44). This gives us a O(n−1/2) convergence rate on the
per state level. This rate is seen qualitatively in our experiments on sample complexity outlined
in Section IV-A4.
We note that this bound is for each individual state x. Thus, for states that are visited more
frequently by the agent, we have better guarantees on how well the policy under the learned value
function approximates the true policy. Moreover, it suggests ways of designing data collection
schemes to better understand the agent’s actions in less explored regions of the state space.
IV. EXAMPLES
Let us now demonstrate the performance of the proposed method on two examples. While
we are able to formulate the inverse risk-sensitive reinforcement learning problem for parameter
vectors θ that include γ and β , in the following examples we use γ = 0.95 and β = 4. The
purpose of doing this is to explore the effects of changing the value function parameters on the
resulting policy.
In all experiments, our optimization objective is the negative log-likelihood of the data, defined
in (28) and the valuation function we use is induced by an acceptance level set defined for a
value function that we specify and acceptance level of zero. Furthermore, for the prospect and
`-prospect value functions, we use a reference point of zero4. These choices are aimed at further
deconflating our observations of the behavior—in terms of risk-sensitivity and loss-aversion—that
results from different choices of the value function parameters from other characteristics of the
MDP or learning algorithm.
A. Grid World
In our first test of the proposed gradient-based inverse risk-sensitive reinforcement learning
approach, we utilize data from agents operating on the canonical Grid World MDP. In the
remainder, we describe the setup of the MDP, the three types of experiments we conduct, and
qualitative results on sample complexity. The three experiments are described as follows:
4Individually, the acceptance level and the reference point can be recentered around zero without loss of generality.
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(a) (b)
Fig. 1: (a) Grid World layout showing the reward structure. (b) The five behavior profiles of
risk-sensitive policies through the Grid World. These five paths correspond to the maximum
likelihood paths of agents with various parameter combinations for their prospect, `-prospect
and entropic map value functions. To generate each behavior with the prospect and `-prospect
value functions, the following parameter combinations ({k−,k+,ζ−,ζ+}) were used: Behavior 1:
{0.1,1.0,0.5,1.5}; Behavior 2: {1.0,1.0,1.0,1.0}; Behavior 3: {1.0,1.0,1.1,0.9}; Behavior 4:
{5.0,1.0,1.1,0.8}; Behavior 5: {5.0,1.0,1.5,0.7}. To generate the behaviors with the entropic
map value function, we varied λ from 1 to −1.
1) Learning the value function of an agent with the correct model for the value function
(e.g., learning a prospect value function when the agent also has a prospect value function);
2) Learning the value function of an agent with the wrong model for the value function
(e.g., learning an entropic map value function when the agent has a prospect value function);
3) Exploring the dependence of our training error on the number of sample trajectories collected
from the agent.
We measure the performance of the gradient-based approach via the TV norm, defined in (41),
of the difference between the policy in state x of the true agent and the policy in state x under
the learned value function.
1) Setup: Our instantiation of Grid World is shown in Fig. 1a. An agent operating in this
MDP starts in the blue box and aims to maximize their value function over an infinite time
horizon. Every square in the grid represents a state, and the action space is A = {N,NE,E,SE,
S,SW,W,NW}. Each action corresponds to a movement in the specified direction (where we have
used the usual abbreviations for directions). The black and green states are absorbing, meaning
that once an agent enters that state they can never leave no matter their action. In all the other
states, the agent moves in their desired direction with probability 0.93 and they move in any of
the other seven directions with probability 0.01. To make the grid finite, any action taking the
agent out of the grid has probability zero, and the other actions are re-weighted accordingly. The
reward structure of our instantiation of the Grid World is shown in Fig. 1a as well. The agent
gets a reward of −1 and +1 for being in the black and green states respectively. In the darker
gray states, the agent gets a reward of −0.1. In all other states the agent is given a reward of
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Value Function Prospect `-prospect Entropic
Behavior Mean Variance Mean Variance Mean Variance
Behavior 1 1.9e-2 6.3e-4 1.3e-2 2.3e-4 1.6e-3 5.1e-6
Behavior 2 1.5e-2 2.0e-4 1.0e-2 9.6e-5 2.6e-4 1.4e-7
Behavior 3 2.0e-2 3.6e-4 1.1e-2 1.3e-4 2.2e-3 1.5e-5
Behavior 4 1.6e-2 2.0e-4 1.2e-2 1.4e-4 4.6e-4 1.8e-7
Behavior 5 4.7e-2 3.0e-3 1.0e-2 3.4e-4 6.6e-4 2.2e-7
(a) Learning with the Correct Model
Value Function Mean Variance
Prospect 1.5e-2 1.6e-4
`-prospect 1.5e-2 1.6e-4
Entropic Map 5.4e-2 1.4e-2
(b) Learning with an Incorrect Model
TABLE I: Mean and variance of the TV distance across all states in the grid of the between the
true policy and the policy under the learned value function. We note that we present the best of
five randomly sampled initial sets of parameters. (a) Results for learning with the same type of
value function as that of the agent. (b) Results learning with different models than the true agent:
10,000 trajectories are sampled from the policy of an agent with the prospect value function with
{k−,k+,ζ−,ζ+}= {2.0,1.0,0.9,0.7}; prospect, `-prospect, and entropic map value functions are
learned from this data.
+0.1.
2) Learning with the correct model of the value function: This experiment is intended to val-
idate our approach on a simple example. We trained agents with various parameter combinations
of the four value functions described in Section II. The resulting policies of these agents are
classified into five behavior profiles via their maximum likelihood path through the MDP. These
behaviors are outlined in Fig. 1b. Each behavior corresponds to the maximum likelihood path
resulting from a different risk profile: Behavior 1 corresponds to a profile that is risk-seeking on
gains, Behavior 2 corresponds to a profile that is risk neutral on gains and losses (this is also the
behavior corresponding to the non-risk-sensitive reinforcement learning approach), and Behaviors
3-5 correspond to behaviors that are increasingly risk averse on losses and increasingly weigh
losses more than gains.
We sampled 1,000 trajectories from the policies of these agents and used the data to learn the
value function of the agent using our gradient-based approach. In this experiment, the learned
value function is of the same type as that of the agent. For example, the data sampled from the
policy of an agent having a prospect value function and exhibiting Behavior 1 is used to learn the
parameters of a prospect value function. We note that due to the non-convexity of the problem,
we use five randomly generated initial parameter choices.
The results we report are associated with the value function that achieves the minimum value
of the objective. In Table Ia, we report the mean TV distance between the two policies across all
states, as well as the variance in the TV distance across states. In all the cases considered in Table
Ia, the learned value functions produce policies that correctly match the maximum likelihood path
of the true agent.
We remark that the performance for learning a prospect value function was consistently worse
than learning an `-prospect function. This is most likely due to the fact that the prospect
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value function is not Lipschitz around the reference point. Thus, we have no guarantees of
differentiability of Q∗ with respect to θ for the prospect value function. This translates to
numerical issues in calculating the gradient which, in turn, results in worse performance.
The entropic value function performs best of the four value functions, primarily due to the
fact that there is only one parameter to learn, and the rewards and losses are all relatively small.
In fact, in all the cases the learned entropic map value function coincided with the true value
function of the agent, thereby indicating that the objective function was relatively convex around
the parameter values we tried.
3) Learning with an incorrect model of the value function: The second experiment consists
of learning different types of value functions from the same dataset. This is a more realistic
experiment since the value function of human subjects will very likely be different than any
model we could choose. The motivation for this experiment is to ensure that the results and
risk-profiles learned were consistent across our choice of model.
The experiment uses 10,000 samples from an agent with a prospect value function and learned
prospect, `-prospect, and entropic map value functions. The mean TV distance between the policy
of the true agent and the policies under the learned value functions are shown in Table Ib. The
true agent’s value function has parameters {k−,k+,ζ−,ζ+} = {2.0,1.0,0.9,0.7}—that is, it is
risk-seeking in losses, risk-averse in gains, and loss averse.
Again, the learned value functions all have policies that replicated the maximum likelihood
behavior of the true agent. We note that the `-prospect and prospect functions perform as well
as each other on this data, but the `-prospect function showed none of the numerical issues that
we encountered with the prospect function (see Section IV-C for further detail on numerical
considerations). Further, learning with the `-prospect function is markedly faster than with the
prospect function. Again, this is most likely due to the fact that the prospect function is not
locally Lipschitz continuous around the reference point. Thus, the values of α required to make
the various contraction maps converge to their fixed points are vanishingly small. This results in
slow convergence.
The fact that the entropic value function does not perform as well is most likely due to the
fact that it cannot accurately match the shape of the prospect function at these values; e.g., the
entropic map is always either convex or concave.
4) Qualitative results on sample complexity: One of the challenges in modeling human decision-
making is the lack of access to large datasets, particularly when it comes to sequential decisions
that are made over longer periods of time. This is counter to the usual learning scenarios addressed
in the much of the learning literature. For instance, if the focus is learning to control a robot, then
it may be possible to generate a large number of demonstrations very quickly. This motivates
our third experiment with the Grid World MDP—i.e. an experiment that allows us to better
understand how the performance of our approach varies with the size of the dataset.
In this experiment, we first train an agent with an entropic map value function and then create
sets of sample trajectories from the agent’s policy varying between zero and 10,000 in size. Next,
using each of these sample sets, we learn the value function via our approach and plot the mean
TV distance across all states between the true policy of the agent and the policy under the learned
value function. This is shown in Fig. 2.
First, we note that more data does translate to consistently better results. This matches our
intuition that the better our data matches the policy of the true agent, the better we can learn
a value function that would be associated with that policy. Of particular interest, though, is the
rate at which the average TV across all the states decreases with the number of trajectories
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Fig. 2: The mean TV distance across all states between the agent’s policy and the policy under
the learned value function, as a function of the number of trajectories in the dataset. To construct
each data point, we sample five different datasets of the same number of trajectories from the
agent’s policy. We try five random initial parameter values per dataset and take the value function
that achieves the minimum value of the objective. We calculate the mean TV distance between
the policy of the agent and the policy under the learned value function for each dataset and then
average these values. The bars show the 95% confidence interval around the mean of the five
datasets of the given size. We note that the trendline y = 0.04x−0.54 is the best fit of the form
y = axb to the data points, for constant terms a,b.
sampled. The rate, which is on the order of x−0.54, is very close to the asymptotic rate, derived
in Section III-C, of O(x−1/2). This suggests that the dominating factor in the performance of
our algorithm is how well our data matches the underlying policy, and not the non-convexity of
the objective function. In fact, this provides empirical evidence that the second term in (44)—
i.e. δ (pˆin(·|x),piθ (·|x))—must also be O(x−1/2).
B. A Passenger’s View of Ride-Sharing
In addition to the Grid World example, we explore a ride-sharing example for which the MDP
is created from real-world data and we simulate agents with different risk preference and loss
aversion profiles5.
Many ride-sharing companies set prices based on both supply of drivers and demand of
passengers. From the passenger’s viewpoint, we model the ride-sharing MDP as follows. The
action space is A = {0,1} where 0 corresponds to ‘wait’ and 1 corresponds to ‘ride.’ The state
space X =X×T∪{xf} where X is a finite set of surge price multipliers, T= {0, . . . ,Tf} is the part
of the state corresponding to the time index, and xf is a terminal state representing the completed
ride that occurs when a ride is taken. At time t, the state is notationally given by (xt , t). The
5We adopt the surge pricing model here due to the availability of data even though ride-sharing services such as
Uber are moving towards personalized pricing schemes that offer prices that the rider is willing to pay. This kind of
pricing model motivates even more strongly the need for techniques that are considerate of how humans actually make
decisions.
19
Value Function Prospect Entropic Prospect/`-prospect
Preferences Mean Variance Mean Variance Mean Variance
RA Gains/RS Losses (Entropic: RA) 1.3e-2 3.5e-4 0.9e-3 1.0e-6 1.0e-2 1.4e-4
Risk-Neutral 0.6e-2 4.9e-5 1.4e-3 2.0e-6 6.6e-3 1.0e-4
RS Gains/RA Losses (Entropic: RS) 1.1e-2 1.7e-4 1.1e-3 1.5e-6 1.1e-2 1.1e-4
TABLE II: Averaged TV error and variance over 10 different initializations of the algorithm for
different risk-preference profiles. The last column shows the error when using an `-prospect agent
with = 1e-2 to learn a prospect agent. We use the following abbreviations: Risk-Averse (RA);
Risk-Seeking (RS).
reward rt is modeled as a random variable that depends on the current price as well as a random
variable Z(t) for travel time. In particular, for any time t < Tf the reward is given by
R(xt ,at) =
®
r¯, at = 0 (’wait’)
r˜t , at = 1 (’ride’)
(45)
with r¯ < 0 a constant and r˜t = St − xt(pbase + pmileD+ pminZ(t)) where D is the distance in
miles, St is a time dependent satisfaction (we selected it to linearly decrease in time from some
initial satisfaction level), and pbase, pmile, and pmin are the base, per mile, and per min prices,
respectively.
At the final time Tfinal, the agent is forced to take the ride if they have not selected to take
a ride at a prior time. This reflects the fact that the agent presumably needs to get from their
origin to their destination and the reward structure reflects the dissatisfaction the agent feels as
a result of having to ultimately take the ride despite the potential desire to wait.
Using the Uber Movement6 platform for travel time statistics, base pricing data7 and surge
pricing data8 for Washington D.C., we examined several locations and hours which have different
characteristics in terms of travel time and price statistics. We generate the distribution for Z(t)
from these data sets as well as the surge price intervals and transition probability matrix. Since
the core risk-sensitive behaviors we observe are similar across the different locations, we report
only on one.
Specifically, we report on a ride-sharing MDP generated with an origin and destination of GPS=
(−77.027046, 38.926749) and GPS= (−76.935773, 38.885964)9, respectively, in Washington
D.C. at 5AM.
The transition probability kernel P : X×A×X→ [0,1] is estimated from the ride-sharing data.
The travel-time data is available on an hourly basis and the price change data is available on a
three minute basis. Hence, we use the three minute price change data for each hour to derive a
static transition matrix by empirically estimating the transition probabilities where we bin prices
in the following way. For prices in [1.0,1.2), x = 1.0; for prices in [1.2,1.6), x = 1.4; for prices
in [1.6,2.0), x = 1.8; otherwise x = 2.2. Hence, X = {1.0,1.4,1.8,2.2}. In the time periods we
6Uber Movement: https://movement.uber.com/cities
7The base, per min, and per mile prices can be found here: http://uberestimate.com/prices/
Washington-DC/
8The surge pricing data we used was originally collected by and has been made publicly available here: https:
//github.com/comp-journalism/2016-03-wapo-uber. The data we use was collected over three minute
intervals in period between November 14 to November 28, 2016.
9Note that these correspond to Uber Movement id’s 197 and 113, respectively.
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Fig. 3: Plots showing the probabilities of taking a ride in each state under the true and learned
optimal policies for true and learned agents with prospect value functions. The true agent has
prospect gain parameters of k+ = 0.5 and k− = 1.0 for all three plots. The value function used for
the right most graphic (Fig. 4c) is most representative of human decision-making since humans
tend to be risk-averse in gains, risk-seeking in losses, are loss averse. In these plots, the trend
we see is that the more risk-averse, the less likely they policy suggests taking the ride.
examine, the max price multiplier was 2.2. We set the reference point y0 and acceptance level
v0 to be zero.
With this model, the transition matrix for the price multipliers is given by
P =

0.876 0.099 0.017 0.008
0.347 0.412 0.167 0.074
0.106 0.353 0.259 0.282
0.086 0.219 0.143 0.552
 (46)
for each time. The travel time distribution is a standard normal distribution truncated to the
upper and lower bounds specified by the Uber Movement data. Measured in seconds, we use
location parameter 2371, scale parameter 100, and 1554 and 3619 as the upper and lower bound,
respectively.
The graphics in Fig. 3 and Fig. 4 show the state space as a grid with the probability of taking a
ride under the true and learned optimal policies overlaid on each state. For the examples depicted
in these figures, we consider the true and learned agents to have prospect value functions.
In Fig. 3, we fix the true agent’s parameters to show a range of behaviors from risk-seeking
in losses/risk-averse in gains to risk-averse in losses/risk-seeking in gains. There is empirical
evidence supporting the fact that humans are more like the former. Moreover, in these examples
we use (k+,k−) = (0.5,1) to capture that humans tend to be loss-averse—that is, for losses and
gains of equal value, the loss is perceived as more significant.
On the other hand, in Fig. 4 we fix the true agent’s parameters to show a range of behaviors
depending on the degree of loss-aversion. In particular, we fix ζ− = ζ+ = 1 and vary the ratio of
k− to k+, where a higher ratio corresponds to more loss averse preferences.
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Fig. 4: Plots showing the probabilities of taking a ride in each state under the true and learned
optimal policies for true and learned agents with prospect value functions. The true agent has
prospect parameters of ζ− = ζ+ = 1.0 for all three plots, while we vary (k+,k−) to capture
different degrees of loss-aversion. In these plots, the trend we see is that the more loss-averse
the agent (under both the learned and true value functions), the more likely they are to take the
ride.
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Fig. 5: Expected rewards for each time step in the ride-sharing example. Notice that the rewards
can either be gains (positive values) or losses (negative values) given that we take the reference
point to be yo = 0.
In each of the graphics in Fig. 3 and Fig. 4, we see that the learned policy is very close to
the true policy. In addition, in Fig. 3, we observe that the more risk-averse the agent is (in gains
or losses), the more likely they are to take the ride. This trend can be seen by noting the sign
of the expected rewards—in Fig. 5, we see that the reward is positive for xt ∈ {1.0,1.4} and is
negative for xt ∈ {1.8,2.2}—and examining the corresponding rows in Fig. 3 for negative and
positive rewards. In Fig. 4, observe that the more loss averse the agent, the more likely they are
to take the ride uniformly. This is reasonable as the satisfaction level is linear decreasing in time.
In Table II, we show the mean and variance of the total variation error for the ride-sharing
example where we varied the risk preference profiles, holding (k−,k+) = (1,1), using agents with
prospect and entropic value functions. In addition, we show the error for different risk profiles
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when we learn a true prospect agent with an `-prospect agent. Recall that the prospect value
function does not meet the requirements of our theorem whereas the `-prospect value function
does as it is Lipschitz.
C. Numerical Considerations
We end the experimental results section with some observations on the convergence speed and
the implementation of Algorithm 1.
First, we note that the two contraction mappings (33) and (32) are sensitive to the learning rate
α . A very small choice of α results in convergence of the sequence of Q-functions to the fixed
point being too slow to be practically useful. On the other hand, a large choice of α makes the
sequence diverge. Thus, choosing α has a large effect on the runtime of the overall algorithm as
the computation of Q∗ and DθQ∗ both depend on the choice of α .
We further remark that numerical observations suggest that the condition α ∈ (0,min{L−1,1}]
is fairly restrictive and that larger values of α give faster convergence. Hence, our implementation
of Algorithm 1 includes an adaptive scheme to find the largest possible α . In particular, if two
consecutive iteration elements in the sequence are observed to diverge in the L∞ norm, we decrease
α by a fixed constant. As long successive elements in the sequence converge, we periodically
increase α by another constant. This allows us to noticeably speed up the implementation of
our algorithm. Adaptively choosing the step-size α also allows us to train the prospect function
agents more accurately, since these were particularly susceptible to changes in the value of α
due to the fact that the value function is non-Lipschitz around the reference point.
To speed up the gradient-descent algorithm, we also implement a back-tracking line search. We
do this to address the computationally intensive gradient calculation. Specifically, the line-search
allows us to exploit each gradient calculation fully. The backtracking line search also leads to
a noticeable speed up in the implementation of our algorithm, which allows us to tackle larger
MDPs.
V. RELATED WORK
Before concluding, we draw some comparisons between our work and that of others on related
topics.
The primary motivation for most other works in this domain is to learn a prescriptive model
for humans amidst autonomy. For example, in [7], their approach to learning the decision-making
model is to parameterize unknown quantities of interest, sample the parameter space, and use a
model selection criteria (i.e. Bayesian information criteria) to select parameters that best fit the
observed behavior. In contrast, we derive a well-formulated gradient-based procedure for finding
the value function and policy best matching the observed behavior. Moreover, we introduce new
value functions that satisfy our theorems for the forward and inverse problems while retain the
salient features of the empirically observed behavioral models.
Another related work is [10]. The authors take a similar approach to ours in leveraging risk
metrics to capture risk sensitivity. However, they focus their efforts on estimating the risk metric
by leveraging the well-known representation theorem for coherent risk metrics [23]. They couple
the resulting optimization problem with classical inverse reinforcement learning procedures for
learning the reward (that is, they parameterize the reward function over a set of basis functions),
yet their approach does not differentiate between the reward and the decision-making model. In
contrast, we consider a broad class of risk metrics generated by value functions via acceptance
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sets, formulate the MDP model based on the risk metric, and learn the parameters of the value
function that generates the risk metric and results in a policy that best matches the agent’s
observed behavior. The parameters of the value function, which ultimately drive the decision-
making model, are highly interpretable in terms of the degree of risk sensitivity and loss aversion.
Thus, our technique supports prescriptive and descriptive analysis, both of which are important
for the design of incentives and policies that takes into consideration the nuances of human
decision-making behavior.
Finally, as noted in the introduction, the results in this paper significantly extend our previous
work [15]. We (i) provide new convergence guarantees for the forward risk-sensitive reinforcement
learning problem where behavioral-based value functions satisfy the assumptions and (ii) pro-
vide more extensive theoretical results on the gradient-based inverse risk-sensitive reinforcement
learning problem including proofs for theorems appearing in the prior work.
VI. DISCUSSION
We present a new gradient based technique for learning risk-sensitive decision-making models
of agents operating in uncertain environments. Specifically, we introduce a new forward risk-
sensitive reinforcement learning procedure with convergence guarantees for which value functions
retaining the fundamental shape of behavioral value functions satisfy the assumptions. Based on
this learning algorithm, we introduce a well-formulated gradient-based inverse reinforcement
learning algorithm to recover the parameters indicating the observed agent’s risk preferences.
We demonstrate the algorithm’s performance for agents based on several types of behavioral
models and do so on two examples: the canonical Grid World problem and a passenger’s view
ride-sharing where the parameters of the ride-sharing MDP are learned from real-world data.
Looking forward, we are examining ways of designing mechanisms to adaptively produce the
most informative demonstrations and to incentivize certain behaviors. This is challenging since
some of the options in the state-action space may result in a very high risk to the agent and thus,
the volatility introduced by inducing such state-action pairs may be viewed unfavorably by the
agent causing them to completely opt-out.
APPENDIX
A. Proof of Theorem 2
The proof of Theorem 2 relies on the following fixed point theorem.
Theorem 6 (Fixed Point Theorem [34, Theorem 2.2]): Let (X ,d) be a complete metric space
and let Br(y) = {x ∈ X | d(x,y) < r} be a ball of radius r, where r > 0, centered at y ∈ X .
Let f : Br(y)→ X be a contraction map with contraction constant h < 1. Further, assume that
d(y, f (y))< r(1−h). Then, f has a unqiue fixed point in Br(y).
Proof of Theorem 2.a.: We claim that T is a contraction with constant α¯ = (1−α(1−γ)εK)
where εK =min{Dv˜(y)| y ∈ IK}. Indeed, let y(Q(x,a)) = r(x,a,w)+γmaxa′Q(x′,a′)−Q(x,a) be
the temporal difference and define g(x′,a′) = maxa′Q(x′,a′). For any Q ∈ BK(0) we note that
the temporal differences are bounded—in fact, y(Q(x,a)) ∈ IK = [−M−K,M+K]. Due to the
monotonicity assumption on v, we have that for any y′,y ∈ IK , v˜(y)− v˜(y′) = ξ (y− y′) for some
ξ ∈ [εK ,L]. Recall the contraction map defined in (23):
(T Q)(x,a) =αEx′,w
î
v˜
Ä
y(Q(x,a))
äó
+Q(x,a) (47)
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Then, for any Q1 and Q2, we have that
(T Q1−T Q2)(x,a) = αEx′,w[v˜(y(Q1(x,a)))− v˜(y(Q2(x,a)))]+Q1(x,a)−Q2(x,a)
≤ αEx′,w[ξx′,w(γ(g1(x′,a′)+g2(x′,a′))−Q1(x,a)+Q2(x,a))]
+Q1(x,a)−Q2(x,a)
≤ αγEx′,w[ξx′,w(g1(x′,a′)+g2(x′,a′))]
+(1−αEx′,w[ξx′,w])(Q1(x,a)−Q2(x,a)).
Hence,
|(T Q1−T Q2)(x,a)| ≤ (1−α(1− γ)Ex′,w[ξx′,w])‖Q1−Q2‖∞
≤ (1−α(1− γ)εK)‖Q1−Q2‖∞.
We claim that the constant α¯K = 1−α(1− γ)εK < 1. Indeed, recall that 0 < α ≤ min{1,L−1}
so that if α = L−1, then α¯K < 1 since L = maxy∈IK Dv˜(y) and εK = miny∈IK Dv˜(y). On the other
hand, if α = 1, then 1 ≤ L−1 ≤ (εK)−1 so that εK ≤ 1 which, in turn, implies that α¯K < 1. If
0< α <min{1,L−1}, then α¯K < 1 follows trivially from the implications in the above two cases.
Thus, T is a contraction on BK(0) with the constant α¯K = (1−α(1− γ)εK)< 1.
Proof of Theorem 2.b.: Suppose K is chosen such that
max{|v˜(M)|, |v˜(−M)|}
1− γ < K miny∈IK Dv˜(y). (48)
Now, we argue that T applied to the zero map, 0∈ BK(0), is strictly less than K(1− α¯K). Indeed,
for any α ∈ (0,min{1,L−1}],
‖T (0)‖ ≤ αmax{|v(M)|, |v(−M)|}
< (1− γ)KεKα = K(1− α¯K)
Combinging the above fact with the fact that T is a contraction, the assumptions of Theorem 6
hold and, hence there is a unique fixed point Q∗(x,a) ∈ BK(0) for each (x,a) ∈ X×A.
B. Proof of Proposition 3
Recall that v˜≡ v−v0. For different value functions, Proposition 3 claims that the condition of
Theorem 2.b,
max{|v˜(M)|, |v˜(−M)|}
(1− γ) < K miny∈IK Dv˜(y), (49)
holds.
Proof of Proposition 3.a: Suppose v satisfies Assumption 1 and that for some ε > 0,
ε < v(y)−v(y
′)
y−y′ for all y 6= y′. Then there exists a value of K, say K¯, such that (49) holds for all
K > K¯. Indeed since minK>0 εK > ε , for all K satisfying
max{|v˜(M)|, |v˜(−M)|}
ε(1− γ) < K,
(49) must hold.
Proof of Proposition 3.b: We now show that for the `-prospect value function, (49) holds
for any choice of parameters (k−,k+,ζ−,ζ+). Indeed, for ζ+,ζ− ≥ 1 and any choice of k−,k+,
min
K>0
εK > ε > 0
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where ε = min{limy↑0 Dv˜(y), limy↓0 Dv˜(y)}. Therefore, with ζ+,ζ− ≥ 1, for any K such that
max{|v˜(M)|, |v˜(−M)|}
ε(1− γ) < K,
(49) must hold. For the case when either ζ+ < 1 or ζ− < 1 or both, we note that
min
y∈IK
Dv˜(y) = min
®
min
y∈{M+K,−M−K}
Dv˜(y),ε
´
.
so that we need only show that for ζ+ < 1 and ζ− < 1, there exists a K such that
max{|v˜(M)|, |v˜(−M)|}
1− γ < KDv˜(K+M) (50)
and
max{|v˜(M)|, |v˜(−M)|}
1− γ < KDv˜(−K−M), (51)
respectively. Note that
Dv˜(y) =
®
k+ζ+(y− y0+)ζ+−1, y≥ y0
k−ζ−(y0− y+)ζ−−1, y< y0
Without loss of generality, we show (50) must hold for ζ+ < 1 and reference point y0 = 0 (the
proof for ζ−< 1 follows an exactly analogous argument). Plugging Dv˜(K+M) in and rearranging,
we get that we need to find a K such that
max{|v˜(M)|, |v˜(−M)|}
(1− γ)ξ+k+ < K(K+M+)
ξ+−1
Since the right-hand side above is a function of K that is zero at K = 0 and approaches infinity
as K→ ∞, and the left-hand side is a finite constant, there is some K¯ such that for all K > K¯,
the above holds. Thus, for the `-prospect value function, our assumptions are satisfied and there
always exists a value of K to choose in Theorem 2.b.
Proof of Proposition 3.c: Suppose v is an entropic map. We note that, for the entropic map,
miny∈IK Dv˜(y) must occur at either K+M or −K−M if λ < 0 or λ > 0, respectively. Without
loss of generality, let λ > 0. First, consider that the derivative of v˜,
Dv˜(y) = (λ )−1eλy,
is minimized on IK at −M−K for any M and K. Moreover, |v˜(M)| > |v˜(−M)|. Hence, with
K = λ−1, we can derive conditions on λ for which (49) holds. In other words, with the specified
K, we use (49) to dertermine which values of λ are admissible. Indeed, from (49), we have
(1− γ)−1eλM < (λ )−1e−λM−1
which reduces to λe2λM < (1− γ)e−1. Let x = 2λM, so that
xex < 2M(1− γ)e−1.
Now, we can apply the Lambert W function which satisfies W (xex) = x for x≥ 0, to get that
x<W (2M(1− γ)e−1),
so that
λ < (2M)−1W (2M(1− γ)e−1).
Thus, if |λ | < (2M)−1W (2M(1− γ)e−1), then for the choice K = 1λ , (49) holds so that Theo-
rem 2.b holds for the entropic map.
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C. Proof of Theorem 4
We remark that the gradient algorithm and Theorem 4 are consistent with the gradient de-
scent framework which uses the contravariant gradient for learning as introduced in [35] for
Riemannian parameter spaces Θ. Of course, when Θ is Euclidean and the coordinate system is
orthonormal, the gradient we normally use (covariant derivative) coincides with the contravariant
gradient. However, using the covariant derivative does not generalize to admissible parameter
spaces with more structure.
Moreover, as is pointed out in [30], the trajectories that result from the solution to the gradient
algorithm are equivalent up to reparameterization through a smooth invertible mapping with a
smooth inverse. Contravariant gradient methods have been shown to be asymptotically efficient
in a probabilistic sense and thus, they tend to avoid plateaus [35], [36].
Before we dive into the proof of Theorem 4, let us introduce some definitions and useful
propositions.
Definition 4 (Fre´chet Subdifferentials): Let U be a Banach space and U∗ its dual. The Fre´chet
subdifferential of f : U → R at u ∈U , denoted by ∂ f (u) is the set of u∗ ∈U∗ such that
lim
h→0
inf
h 6=0
‖h‖−1 ( f (u+h)− f (u)−〈u∗,u〉)≥ 0. (52)
Proposition 4 ( [30], [37]): For a finite family ( fi)i∈I of real-valued functions (where I is
a finite index set) defined on U , let f (u) = maxi∈I fi(u). If u∗ ∈ ∂ fi(u) and fi(u) = f (u), then
u∗ ∈ ∂ fi(u). If f1, f2 : U → R, α1,α2 ≥ 0, then α1∂ f1+α2∂ f2 ⊂ ∂ (α1 f1+α1 f2).
Proposition 5 ( [30], [38]): Suppose that ( fn)n∈N is a sequence of real-valued functions on U
which converge pointwise to f . Let u ∈U , u∗n ∈ ∂ fn(u) ⊂U∗ and suppose that (u∗n) is weak∗–
convergent to u∗ and is bounded. Moreover, suppose that at u, for any ε > 0, there exists an
N > 0 and δ > 0 such that for any n≥ N, h ∈ BU(0,δ ), a δ–ball around 0, fn(u+h)≥ fn(u)+
〈u∗n,h〉− ε‖h‖. Then u∗ ∈ ∂ f (u).
We now provide the proof for parts (a) and (b) of Theorem 4.
Proof of Theorem 4.a.: Let Q0(x,a,θ) ≡ 0. Then it is trivial that Q0(x,a,θ) is locally
Lipschitz in θ on Θ. Supposing that Qt(x,a,θ) is Lt–locally Lipschitz in θ , then we need to
show that T Qt(x,a,θ) is locally Lipschitz which we recall is defined by
(T Q)(x,a,θ) = αEx′,wv˜(y(θ),θ)+Q(x,a,θ) (53)
where y(θ) = r(x,a,w)+ γmaxa′∈A Q(x′,a′,θ)−Q(x,a,θ).
Since v˜ ≡ v− v0, it also satisfies Assumption 2. Let Ly = max{Ly(θ)|θ ∈ Θ} and define
gt(x,θ) = maxa′Qt(x,a′,θ). Note that since Qt is assumed Lipschitz with constant Lt , so is
gt . Surpressing the dependent of T Q on (x,a), we have that
T Qt(θ)−T Qt(θ ′) = αEx′,w[v˜(y(θ),θ)− v˜(y(θ ′),θ ′)]+Qt(x,a,θ)−Qt(x,a,θ ′)
= αEx′,w[v˜(y(θ),θ)− v˜(y(θ ′),θ)+ v˜(y(θ ′),θ)− v˜(y(θ ′),θ ′)]
+Qt(θ)−Qt(θ ′).
Due to the monotonicity of v˜ in y, we know that for all y1,y2 there exists ξ ∈ [ε,Ly] such that
v˜(y1,θ)− v˜(y2,θ) = ξ (y1− y2).
Hence,
Ex′,w[v˜(y(θ),θ)− v˜(y(θ ′),θ)+ v˜(y(θ ′),θ)− v˜(y(θ ′),θ ′)]
= Ex′,w[ξx′,w(y(θ)− y(θ ′))+ v˜(y(θ ′),θ)− v˜(y(θ ′),θ ′)]
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where we simply denote the dependence of ξ on x′ and w, the components subject to randomness.
Then,
T Qt(θ)−T Qt(θ ′) = αEx′,w
î
ξx′,w(y(θ)− y(θ ′))+ v˜(y(θ ′),θ)− v˜(y(θ ′),θ ′)
ó
+Qt(θ)−Qt(θ ′)
= αγEx′,w[ξx′,w(gt(x′,θ)−gt(x′,θ ′))]−αEx′,w[ξx′,w(Qt(θ)−Qt(θ ′))]
+αEx′,w[v˜(y(θ ′),θ)− v˜(y(θ ′),θ ′)]+Qt(θ)−Qt(θ ′)
= αγEx′,w[ξx′,w(gt(x′,θ)−gt(x′,θ ′))]−αEx′,w[ξx′,w](Qt(θ)−Qt(θ ′))
+αEx′,w[v˜(y(θ ′),θ)− v˜(y(θ ′),θ ′)]+Qt(θ)−Qt(θ ′)
= (1−αEx′,w[ξx′,w])(Qt(θ)−Qt(θ ′))+αγEx′,w[ξx′,w(gt(x′,θ)−gt(x′,θ ′))]
+αEx′,w[v˜(y(θ ′),θ)− v˜(y(θ ′),θ ′)]
so that
‖T Qt(θ)−T Qt(θ ′)‖ ≤((1−α(1− γ)ε)+αLθ )Lt‖θ −θ ′‖.
Hence, letting α¯ = 1−α(1−γ)ε , we have that T Qt(·, ·,θ) is Lt+1–locally Lipschitz with Lt+1 =
α¯Lt +αLθ . With L0 = 0, by iterating, we get that
Lt+1 = (α¯ t + · · ·+ α¯+1)αLθ .
As stated in Section III-B, T is a contraction so that T nQ0→ Q∗θ = Q∗(·, ·,θ) as n→ ∞. Hence,
by the above argument, Q∗θ is αLθ/(1− α¯)–Lipschitz continuous.
Proof of Theorem 4.b.: Consider a fixed vector θ ∈ Rd . We now show that the operator S
acting on the space of functions φθ : X×A→ Rd and defined by
(Sφθ )(x,a) = αEx′,w
î
D2v˜(y(θ),θ)+D1v˜(y(θ),θ)(γφθ (x′,a∗x′)−φθ (x,a))
ó
+φθ (x,a) (54)
is a contraction where a∗x′ is the action that maximizes
∑
a′∈Api(a|x)Q(x,a,θ) for any greedy
policy pi with respect to Qθ . Indeed,
(Sφθ −Sφ ′θ )(x,a) = αEx′,w[D1v˜(y(θ),θ)
Ä
γ(φθ (x′,a∗x′)−φ ′θ (x′,a∗x′))
− (φθ (x,a)−φ ′θ (x,a))
ä
]+φθ (x,a)−φ ′θ (x,a)
≤ (1−α(1− γ)Ex′,w[D1v˜(y(θ),θ)])‖φθ −φ ′θ‖∞
so that, by Assumption 2,
‖(Sφθ −Sφ ′θ )(x,a)‖ ≤ (1−α(1− γ)ε)‖φθ −φ ′θ‖∞.
Thus, α¯ is the required constant for ensuring S is a contraction. We remark that S operates on
each of the d components of θ separately and hence, it is a contraction when restricted to each
individual component.
Let pi denote a greedy policy with respect to Q∗θ and let pin be a sequence of policies that are
greedy with respect to Qn = T nQ0 where ties are broken so that
∑
(x,a)∈X×A |pi(a|x)−pin(a|x)| is
minimized. Then for large enough n, pin = pi . Denote by Spin the map S defined in (54) where pin
is the implemented policy. Consider the sequence φθ ,n such that φθ ,0 = 0 and φθ ,n+1 = Spinφθ ,n.
For large enough n, φθ ,n+1 = Spiφθ ,n. Applying the (local) contraction mapping theorem (see,
e.g., [39, Theorem 3.18]) we get that limn→∞ Snφ0 converges to a unique fixed point.
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Moreover, by induction and Proposition 4, φθ ,n(x,a) ∈ ∂θQn(x,a,θ). Hence, by Proposition 5,
the limit is a subdifferential of Q∗θ since v˜ is Lipschitz on Y and Θ and the derivatives of v˜ are
uniformly bounded. Since by part (a), Q∗θ is locally Lipschitz in θ , Rademacher’s Theorem (see,
e.g., [31, Thm. 3.1]) tells us it is differentiable almost everywhere (expcept a set of Lebesgue
measure zero). Since Q∗θ is differentiable, its subdifferential is its derivative.
D. Proof of Theorem 5
Given that the proof of Theorem 5 follows the same techniques as in Theorem 2 and Theorem 4,
we provide largely an outline, directing the reader to the particular analogous components of the
two proceeding theorems that are mimicked in creating the proof.
Proof of Theorem 5.a.: For each θ , the proof that T Q(x,a,θ) is a contraction, and thus
has a fixed point Q∗θ ∈ BK(0), follows directly that of Theorem 2 where instead of Q1 and Q2
we have Q(θ) and Q(θ ′). Given that T is a contraction, the proof that Q∗θ ∈ BK(0) is Lipschitz
with constant αLθ/(1− α¯K) follows a similar argument to Theorem 4.
Proof of Theorem 5.b.: The proof that S is a contraction on BK(0) follows a similar argument
to that of Theorem 4, part (b). Indeed,
(Sφθ −Sφ ′θ )(x,a) = αEx′,w[D1v˜(y(θ),θ)
Ä
γ(φθ (x′,a∗x′)−φ ′θ (x′,a∗x′))
− (φθ (x,a)−φ ′θ (x,a))
ä
]+φθ (x,a)−φ ′θ (x,a)
≤ (1−α(1− γ)Ex′,w[D1v˜(y(θ),θ)])‖φθ −φ ′θ‖∞
so that, by Assumption 1,
‖(Sφθ −Sφ ′θ )(x,a)‖ ≤ (1−α(1− γ)εK)‖φθ −φ ′θ‖∞
where εK = min{D1v(y,θ)| y ∈ IK}. Note that α¯K = 1−α(1− γ)εK < 1 for the same reasons as
given in the proof of Theorem 2 since α ∈ (0,min{1,L−1}].
For each θ ∈Θ, let BK(0) be the ball with radius K satisfying
max{|v˜(M,θ)|, |v˜(−M,θ)|}
1− γ < K miny∈IK Dv˜(y,θ).
Then, for each θ , S satisfies Theorem 6 so that it has a unique fixed point in BK(0).
Following the same argument as in the proof of Theorem 4, part (b), by induction and
Proposition 4, φθ ,n(x,a) ∈ ∂θQn(x,a,θ). Hence, by Proposition 5, the limit is a subdifferential
of Q∗θ . By part (a), Q
∗
θ is locally Lipschitz in θ so that Rademacher’s Theorem (see, e.g., [31,
Thm. 3.1]) implies it is differentiable almost everywhere (expcept a set of Lebesgue measure
zero). Since Q∗θ is differentiable, its subdifferential is its derivative.
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