Predict and prevent maintenance is routinely carried out. However, how to address the problem of performance assessment maximizing the use of available monitoring data, and how to build a framework that integrates performance assessment, fault detection, and diagnosis are still a significant challenge. For this purpose, this article introduces an approach to performance assessment and fault diagnosis for rotating machinery, including wavelet packet decomposition for extracting energy feature samples from vibration signals acquired during normal and faulty conditions; clustering analysis for demonstrating the separability of the samples; and Fisher discriminant analysis for providing an optimal lower-dimensional representation, in terms of maximizing the separability among different populations, by projecting the samples into a new space. In the new low-dimensional space, the Mahalanobis distance (MD) between the new measurement data and normal population can be calculated for performance assessment. Moreover, this model for performance assessment only requires data to be available in normal conditions and any one of all possible fault conditions, without the necessity for the full life cycle of condition monitoring data. In addition, if monitoring data under different fault conditions are available, the fault mode can be identified accurately by comparing the MDs between the new measurement data and each fault population. Finally, the proposed method was verified to be successful on performance assessment and fault diagnosis via a hydraulic pump test and a ball bearing test.
Introduction
Currently, driven by the demand to reduce maintenance costs, shorten repair time, and maintain high availability of equipment, maintenance strategies have progressed from breakdown maintenance (fail and fix) to preventive maintenance, then to condition-based maintenance (CBM), and lately toward a prospect of intelligent predictive maintenance (predict and prevent), [1] [2] [3] . While the reactively breakdown maintenance and blindly preventive maintenance do sometimes reduce equipment failures, they are more labor intensive, do not eliminate catastrophic failures and cause unnecessary maintenance. This is where CBM steps in. It was reported that 99% of mechanical failures especially rotating machinery are preceded by noticeable indicators [4] . That is to say, with the exception of abrupt, catastrophic failures, most faults of rotating machinery equipment have progression processes to failure. We can view the deterioration as a two-stage process: the first stage as normal operation, and the second stage as a potential failure [5, 6] . Of interest here is when the second stage starts and how it develops. CBM attempts to monitor machinery health based on condition measurements that do not interrupt normal machine operation. Rotating machinery is one of the most common classes of machines. Over the past few years, technologies in condition monitoring, fault diagnostics, and prognosis for rotating machinery, which are important aspects in a CBM program, have been receiving more attention. Because fault diagnosis problems can be considered as classification problems [7] , Fisher discriminant analysis (FDA), which is studied in detail in the pattern classification literature, has been applied to conduct fault diagnosis. However, at present, its application has mainly been concentrated to industrial process (especially chemical processes), but rarely to rotating machinery equipment [8] [9] [10] [11] . Moreover, although performance assessment, fault detection, diagnosis, and prognosis have received increased attention with significant progress [12] , currently, few methods can realize those purposes alone. In addition, the incomplete data (monitoring data under normal or fault conditions) have rarely been considered as input data to performance assessment and this has yet to be fully utilized. To fill the gaps, this article uses the combination of FDA and Mahalanobis distance (MD) applied to rotating machinery fault diagnosis, which is further extended to performance assessment and fault detection. Thus, a framework integrating performance assessment, fault detection, and diagnosis is built, which not only solves the problem of when the second stage of potential failure starts and how it develops, but because of its data-driven property also shows appropriate potential and provides a functional interface to performance trend prognosis.
Successful clustering can demonstrate the separability of samples and provide preconditions for FDA. To avoid the influence of the dispersibility of sample data acquired during normal and various fault conditions, the analysis of the separability of sample data is indispensable. Cluster analysis can classify samples into corresponding groups based on the measured parameters, and hierarchical cluster analysis (HCA) is the most commonly used clustering tool [13, 14] . FDA provides an optimal lower dimensional representation, in terms of maximizing the separability among different populations representative of different operational states, by projecting normal and fault populations, and separating them to the limit in the reconstructed space [15] [16] [17] . In the reconstructed low-dimensional space, the MD between the new measurement data and the normal population, constructed using normal data, can be calculated for performance assessment. The MD can also be transformed into a normalized confidence value (CV), according to the presupposed threshold. If an abnormal state is detected by performance assessment, the MDs between the new measurement data and the normal and different fault populations are calculated, to identify which population the new data belong to, and thus, the fault mode can be recognized.
The proposed method for performance assessment only needs monitoring data under normal conditions and any one of all possible fault conditions. As for fault diagnosis, if the monitoring data under different fault conditions are available, accurate diagnosis results can be achieved by this model. Moreover, in this model, the algorithm is simple and intuitive and offers good interpretation for the results. The proposed method was also verified to be effective and pragmatic for performance assessment and fault diagnosis via a hydraulic pump test and a ball bearing test.
Methodology for performance assessment and fault diagnosis

Wavelet packet decomposition-based feature extraction
In practice, the characteristic frequencies of rotating machinery equipment or components are usually distributed in both high-and low-frequency bands. In view of this fact, wavelet packet analysis (WPA) is proposed to construct a more sophisticated method of orthogonal decomposition based on multi-resolution analysis, which can divide the full frequency band into multi-levels, so that each band contains information that is more specific [18, 19] . Therefore, wavelet packet decomposition is suitable for extracting both low-and high-frequency features. Statistically analyzing all bands of a signal decomposed by wavelet packet, an energy index of each frequency band can be extracted.
The determination of the wavelet packet decomposition scale is an issue that cannot be ignored. If the decomposition scale is too little, the fault features cannot effectively be extracted, whereas too many scales will increase the dimension of the feature vector, and consequently, the calculating rate can be affected [20, 21] . Therefore, in the hydraulic pump and ball bearing performance assessments, according to the frequency spectrum analysis of the vibration signal explained in Section 3, eight frequency band energy indexes E 3j can be calculated by three-layer decomposition.
where x jk (j = 0, 1, . . ., 7; k = 1, 2, . . ., n) denotes the amplitude of discrete points in the reconstructed signal S 3j . When a hydraulic pump or bearing progresses into a state of degradation, the energy of each frequency band will have a great impact, and therefore, the energy can be normalized into a feature vector T.
Separability analysis of sample data
In order to avoid the influence of the dispersibility of sample data acquired during normal and various fault conditions, analysis of the separability of the sample data is indispensable. Clustering is an unsupervised pattern classification method, in which the goal is to determine a finite set of categories to describe a dataset according to similarities among its objects [22, 23] . As one of the most popular clustering methods, HCA consists of mathematically treating each sample as a point in multidimensional space described by the chosen variables; it builds a nested partition set called a cluster hierarchy. When a given sample is taken as a point in the space defined by the variables, the distance between this point and all the other points can be calculated, thereby establishing a matrix that describes the proximity between all the samples studied. Based on this matrix of proximity between the samples, one can construct a similarity diagram called a dendrogram. There are many ways of mathematically grouping these points in multidimensional space in order to form hierarchical clusters [24] [25] [26] .
FDA
As an optimal linear dimensionality reduction technique, in terms of maximizing the separation between different populations, FDA has been studied in detail in the pattern classification literature [27] [28] [29] . For either performance assessment or fault diagnosis, data collected from the unit during normal and various fault states are categorized into different populations, where each population contains data representing a particular state.
Definition (MD)
Given the covariance matrix of a p-variate population G as P ( P > 0), and x, y are two samples taken from G. Defining
Then d(x,y) is called the MD between x and y. Defining
where μ is the mean vector of G, then d(x,G) is called the MD between x and the population G.
Lemma
Given A is a p-order symmetric matrix, and B > 0 is a p-order positive definite matrix, the eigenvalues of B -1 A are λ 1 ≥ λ 2 ≥ ··· ≥ λ p and the corresponding standard eigenvectors are a 1 , a 2 , . . ., a p (standardized into a i 0 Ba i = 1). Then, the optimization problem is described as below.
when x = a 1 , the maximum value can be achieved as λ 1 .
ð7Þ when x = a k , the maximum value can be achieved as λ k .
For a more detailed discussion of the extremal problem of the quadratic form, refer to [30] .
The mathematical derivation process of FDA follows.
as k populations, where μ i and P i are, respectively, the mean vector and covariance matrix of G i . x∈R p is a sample to be determined. Through a linear combination of variable indexes in each population, corresponding onedimensional sample y = a0x can be achieved, which may come from any one of those populations G 1 * ~( a0μ 1 , a0
. Then, defining B 0 and E 0 as below
is the number of samples for G i , n is the total number of samples. Then B is the between-classscatter matrix, and E is the within-class-scatter matrix.
Thinking along the lines of variance analysis, in order to better separate each population, the choice of a should make B 0 expand as far as possible, while E 0 narrows as far as possible.
Thus, the first FDA vector a can be determined as
This is equivalent to the following optimization problem.
According to the lemma given in Section 2.3.2, when a is the standard eigenvector a 1 (standardized into a i 0 Ba i = 1) corresponding to the maximum eigenvalue
B, formula (10) achieves the maximum λ 1 . Thus, the first canonical variable is y 1 = a 1 0 x. The second FDA vector is computed to maximize the scatter between classes, while minimizing the scatter within classes, among all axes perpendicular to the first FDA vector a 1 . According to the lemma given in Section 2.3.2, the second canonical variable is y 2 = a 2 0x and so on for the remaining FDA vectors and canonical variables. Usually, given the first m eigenvalues as λ 1 ≥ λ 2 ≥···≥ λ m , the corresponding standard eigenvectors as a 1 , a 2 ,. . .,a m , when the accumulation contribution P ¼
reaches a threshold (such as 85%), we can get m unrelated canonical variables y 1 ,y 2 ,. . .,y m ,y m = a m 0x for discriminant analysis. This is equivalent to mapping a variable from p-dimensional space to m-dimensional space for analysis, where m < p. After dimensionality reduction, according to the definition given in Section 2.3.1, the MD d(x,G j ) between x and G j can be achieved by calculating the distance between y = (y 1 , y 2 , . . ., y m ) 0 and G j * (j = 1, 2, . . ., k). The logic process of FDA is shown as Figure 1 .
MD for performance assessment
In practice, the whole life cycle of condition-monitoring data acquired from a machine is already scarce due to irregular measurement recording, and/or the huge amount of time they take to accumulate. For example, a bearing may last several years even under harsh operating conditions. Therefore, regardless of whether it is an experimental or practical application, it is hard to acquire conditionmonitoring data that are representative of the whole life cycle. More commonly, what we can get are incomplete data, such as normal data and fault data [3, 31] . Usually, the incomplete data are rarely to be considered as input data of performance assessment, and this has yet to be fully utilized. Consequently, maximizing the use of available data to address the problem of performance assessment is a significant challenge.
As previously mentioned, even if only datasets under normal conditions and any one of all possible fault conditions are available, the normal population can still accurately be clustered and characterized. As shown in Figure 2 , using FDA, a space conversion method can be achieved in which, the normal population and new measurement data can be projected from the original highdimensional space into a new low-dimensional space. Thus, the issue on performance assessment can be addressed by the MD away from the normal population [32] . The MD is calculated between the feature vector extracted from online monitoring data and the normal population and thus, the MD, which indicates how far the input data deviate from the region of normal conditions, can reveal the current performance state. If it exceeds the predetermined threshold (the threshold value can be determined based on engineering experience), the process is probably in an abnormal state. The MD can be defined as
where x is an input feature vector, and G normal is the normal population. The performance can be quantized and visualized by following the novel pattern of MD. However, the MD is only an absolute index, without a reference index, it would be difficult to determine whether the current performance condition was good or bad. To succinctly describe the current performance state, the MD coupling with a benchmark can be transformed into a normalized CV, ranging from 0 to 1. A higher CV closer to 1 indicates a performance state closer to normal, while a lower CV closer to 0 is closer to a condition of failure.
where c is a scale parameter, which is determined by the averaged MDs under normal state and a predetermined CV benchmark.
In summary, the process of performance assessment is shown in Figure 3 . 
Experimental verification
Two experimental cases (i) hydraulic pump performance assessment and fault diagnosisand (ii) ball bearing performance assessment and fault diagnosis are presented to validate the effectiveness and practicality of applying the proposed method to performance assessment and fault diagnosis of rotating machinery equipment. The description of these case studies will follow the sequence: (1) experimental setup and data acquisition; (2) signal analysis and feature extraction; (3) analysis of performance assessment and fault diagnosis results.
Performance assessment and fault diagnosis for hydraulic pump
The hydraulic pump is the heart of a hydraulic system, which determines whether the whole system can run normally or not. Therefore, performance assessment and fault diagnosis of the hydraulic pump is of great importance. Usually, when a hydraulic pump is under an abnormal state, it will be revealed by changes of vibration.
Because most mechanical faults are reflected by vibration [33] , the vibration signals of the hydraulic pump are collected and analyzed in this experiment for performance assessment and fault diagnosis.
Experimental setup and data acquisition
In this experiment, a hydraulic pump was tested and analyzed, as shown in Figure 6 . Two commonly occurring faults in hydraulic pumps were set: slipper loose and valve plate wear. Under different states (normal, faults), monitoring data (vibration signal) were, respectively, acquired from the hydraulic pump end using an acceleration transducer, with motor speed stabilized at 528 rpm, and a sampling frequency of 1000 Hz.
Feature extraction by WPA
To determine the wavelet packet decomposition scale, FFT was implemented for the vibration signals acquired under normal, slipper loose, and valve plate wear states. Through the analysis of the frequency spectrum, as shown in Figures 7 and 8 , it can be seen that there are clear peaks appearing evenly at six characteristic frequencies. Furthermore, the normal signal and fault (slipper loose) signal have distinctively different peaks at the six characteristic frequencies. Therefore, each set of acquired vibration signals is suitable to be decomposed into eight frequency bands by three-layer wavelet packet decomposition. In that way, all the peaks can be contained in different frequency bands. Then, an eight-dimensional feature vector can be constructed by calculating and normalizing the energy of each band. The frequency range corresponding to each frequency band is (nω max /2 N , (n + 1)ω max /2 N ), where N = 3, n = 0, 1,. . .,7, and ω max is the maximum frequency; here ω max = 498.
For those three states, eight feature vector samples were acquired, respectively. The first four samples of each state were used as the FDA learning set (for clearer identification they were numbered as Normal_1 to Normal_4, Fault1_1 to Fault1_4, and Fault2_1 to Fault2_4, corresponding to the normal state, slipper loose state, and valve plate wear conditions, respectively), while the others were used as the testing set (they were also numbered in the same manner as: N_1 to N_4, F1_1 to F1_4, and F2_1 to F2_4, respectively).
The feature vector samples for learning and testing are shown in Tables 1 and 2 .
Analysis of states separability
In order to demonstrate the separability of feature vector samples acquired during normal, slipper loose, and valve plate wear states, HCA was selected and carried out on the learning set. As shown in Figure 9 , the tree dendrogram clearly shows the whole process of clustering. First, each sample was taken as a class. After the first clustering, according to the distance between classes, samples Fault2_1 to Fault2_4 were merged into a cluster, samples Normal_1 to Normal_4 were merged into another cluster, and samples Fault1_1 to Fault1_4 were merged into the third cluster. Moreover, from the cluster membership, as shown in Table 3 , it was found that all the normal samples gathered in cluster 1, all the slipper loose samples gathered in cluster 2, and all the valve plate wear samples gathered in cluster 3. The results are consistent perfectly with the practical situation, and can be seen as strong evidence for the separability of the different states. 
Analysis of performance assessment results
In this study, for the purpose of performance assessment, the normal samples numbered as Normal_1 to Normal_4 were used to construct and characterize the normal population noted as G_N. Through FDA, a space conversion method was achieved, by which, the different populations and the new measurement data can be projected from the original eight-dimensional space into a new two-dimensional space.
Then, the MDs between the normal population G_N and those samples included in the testing set, as shown in Table 2 , were calculated. They were transformed into normalized CVs according to formula (13) . The MD and CV curves are shown in Figures 10 and 11 . Obviously, contrasting with the MDs of the normal testing samples, the MDs of the slipper loose and valve plate wear testing samples were quite large, because the normal testing samples were located nearby the normal population G_N, while the fault testing samples were located far away, i.e., the slipper loose and valve plate wear samples were in an abnormal condition. Conversely, the CVs of the normal testing samples were relatively high; close to 0.9. Whereas the CVs of the fault testing samples were all quite low; falling below the presupposed threshold of 0.6. Therefore, the CV index indicated that the normal testing samples were in a normal condition; while the slipper loose and valve plate wear testing samples were in a faulty condition. The analysis demonstrated that the performance assessment could be quantized and visualized by MD and CV, and coupled with a presupposed threshold where abnormal states can be detected. Therefore, this is a successful trial of the performance assessment and fault detection.
Analysis of fault diagnosis results
As previously mentioned in the performance assessment analysis, the samples in the testing set (numbered as F1_1 to F1_4 and F2_1 to F2_4) were detected as fault states. To identify which type of fault they belonged to, as a reference, the normal samples in the testing set (numbered as N_1 to N_4) were also considered. The MDs between those samples in the testing set and these three populations were calculated, as shown in Table 4 . In order to facilitate analysis, the normal population was noted as G_N, the slipper loose and valve plate wear state populations were noted as G_F1 and G_F2, respectively. Through comparative analysis, the samples under normal conditions had the smallest MDs with the population G_N, while the samples under slipper loose condition and valve plate wear condition had the smallest MDs with the population G_F1 and G_F2, respectively, as shown in the 'Min' row of Table 4 . According to the discriminant rule in Section 2.5, it can be determined that the samples N_1 to N_4 belonged to normal conditions, the samples F1_1 to F1_4 and F2_1 to F2_4 were under slipper loose state and valve plate wear state, respectively, as shown in the 'Mode' row. This accurate diagnosis result is further proof of the effectiveness of the proposed method in fault diagnosis.
Performance assessment and fault diagnosis for ball bearing
Bearings are critical components in rotating machines because their failure could lead to serious damage in machines. In recent years, bearing fault diagnosis has received increasing attention [34] [35] [36] . In this case, vibration signals are acquired from the ball bearing housing for performance assessment and fault diagnosis.
Experimental setup and data acquisition
In this case study, the test data were acquired from the Case Western Reserve University Bearing Data Center. As shown in Figure 12 , the test-rig consists of a 2-horsepower motor (left), a torque transducer/encoder (center), a Figure 12 Test-rig of ball bearing.
dynamometer (right), and control electronics (data not shown). The test bearings support the motor shaft. Single point faults were introduced separately at the innerrace, outer-race, and rolling element (i.e., ball) of the test bearing using electro-discharge machining with fault diameters of 7 mm. Faulted bearings were reinstalled into the test motor, and vibration data were recorded under different four states (normal, faults) using accelerometers, with motor loads of 2 horsepower, motor speed of 1750 rpm, and a sampling frequency of 12,000 Hz.
Feature extraction by WPA
Through implementation of FFT on the acquired vibration data, it was found that the characteristic frequencies under normal, inner-race fault, outer-race fault, and ball fault states are distributed separately in different frequency bands, and that there is little overlap between any two adjacent frequencies in the spectrum. Therefore, three-layer wavelet packet decomposition can also be applied to the vibration data, and thus, eight-dimensional feature vectors can be acquired by calculating and normalizing the energy of each band. For those four states, eight feature vector samples were acquired. The first four samples of each state were used as the FDA learning set (for clearer identification they were numbered as N_1 to N_4, I_1 to I_4, O_1 to O_4, and B_1 to B_4, corresponding to the normal state, inner-race fault state, outer-race fault state, and ball fault state, respectively), while the others were used as the testing set (they were also numbered in the same manner as N_T1 to N_T4, I_T1 to I_T4, O_T1 to O_T4, and B_T1 to B_T4, respectively).
The feature vector samples for learning and testing are shown in Tables 5 and 6 .
Analysis of states separability
The HCA was applied to the learning set, as shown in Figure 13 , and the whole process of clustering was displayed in a tree dendrogram. First, each sample was taken as a class. After the first clustering, according to the distance between classes, samples B_1 to B_4 and samples O_1 to O_4 were merged into a cluster, samples I_1 to I_4 were merged into another cluster, and samples N_1 to N_4 were merged into the third cluster. As shown in Table 7 , the cluster membership was that all the normal samples gathered in cluster 1, all the inner-race fault samples gathered in cluster 2, all the outer-race fault samples gathered in cluster 3, and all the ball fault samples gathered in cluster 4. The outputs of SPSS Statistics, the tree dendrogram, and the cluster membership table successfully demonstrated the separability of feature vector samples acquired during those four conditions.
Analysis of performance assessment results
In this study, the normal samples numbered N_1 to N_4 were used to construct and characterize the normal population noted as G_N. Through FDA, the original eight-dimensional space was projected into a new threedimensional space. The MDs between the normal population G_N and those samples included in the testing set, as shown in Table 6 , were calculated and transformed into normalized CVs according to formula (13) . The MD and CV curves are shown in Figures 14 and 15 . Apparently, the MDs of the normal testing samples were quite low, while those of the fault testing samples were quite large. Because the normal testing samples were located nearby the normal population G_N, while the inner-race fault, outer-race fault, and ball fault testing samples were located far away. Conversely, the CVs of the normal samples were relatively large, whereas the CVs of all fault testing samples were quite low, falling below the presupposed threshold of 0.6. Thus, it indicated that the inner-race fault, outer-race fault, and ball fault samples were in a faulty condition. Therefore, this result demonstrated that the performance assessment of ball bearing can be quantized and visualized by MD and CV. 
Analysis of fault diagnosis results
In the performance assessment analysis, the CVs of the samples in the testing set (numbered as I_T1 to I_T4, O_T1 to O_T4, and B_T1 to B_T4) were quite low, so they were in fault states. To identify which type of fault they belonged to, as a reference, the normal samples in the testing set (numbered as N_T1 to N_T4) were also considered, the MDs between the samples in the testing set and those four populations were calculated, as shown in Table 8 . In order to facilitate analysis, the normal population was noted as G_N, the inner-race-fault, outer-race-fault, and ball fault populations were noted as G_I, G_O, and G_B, respectively. Through comparative analysis, the samples under normal conditions had the smallest MDs with the population G_N, while the samples under inner-race-fault, outer-race-fault, and ball fault conditions had the smallest MDs with the population G_I, G_O, and G_B, respectively, as shown in the 'Min' row of Table 8 . Therefore, it can be determined that the samples N_T1 to N_T4 belonged to normal condition, the samples I_T1 to I_T4, O_T1 to O_T4, and B_T1 to B_T4 were under inner-race fault condition, outer-race fault condition, and ball fault condition, respectively, as shown in the 'Mode' row. This accurate diagnosis result is further proof of the effectiveness of the proposed method in fault diagnosis.
Conclusion
In this article, addressing the challenging issues on performance assessment, fault detection, and fault diagnosis, a novel method based on FDA and MD is introduced, and an integrated framework for performance assessment, fault detection, and fault diagnosis is built.
In this method, FDA is applied as an optimal linear dimensionality reduction technique, in terms of maximizing the separation between different populations. In the new low-dimensional space, MD, which can be transformed into normalized CV, is calculated for performance assessment, and abnormal states can be detected with the presupposed threshold. Furthermore, once various fault data are available, the unknown fault mode can be identified accurately by comparing the MDs between the new data and each normal/fault population.
However, how to transform MD into CV for performance assessment and to determine an adaptive threshold for fault detection is still a challenge for future work. In the future, we are going to acquire sequential online degradation measurements for real-time performance degradation assessment and detection, and enlarge the number of fault and learning samples for more accurate fault diagnosis. Moreover, we plan to apply this approach to different components, such as gearboxes, shafts, etc., to further verify the effectiveness and evaluate the possibility of generalizing the proposed approach. 
