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Abstract
This thesis is a study of how light detection and ranging, also known as LiDAR, can be used to meet
perception requirements for field robot applications.
LiDAR works by having an emitter produce a pulse of light along a known spatial direction. The
distance or range to the world along that direction is determined by measuring the time it takes for
reflections of the emitted light to be received at a collector. When this is done over multiple spatial
directions, a cloud of points is produced that represent a sampling of the world. LiDAR is a mature
technology and commercially available sensors are capable of producing point-clouds comprising up
to 65,000 points over 360 degree fields of view, that are updated every 50 ms.
This thesis is about how an autonomous machine can interpret meaning from these point-clouds in
situations where the environment is complex and dynamic, where there is interaction with other agents
leading to occlusion and where there is significant dust in the atmosphere.
These conditions are systemic to open-cut mining environments, the domain where this thesis draws
its motivation. In particular, the thesis uses as its primary example, the perception requirements for
automation of a class of large mining excavators known as electric mining shovels. The work is
specifically concerned with the problems of using point-clouds from machine mounted sensors to
inform and verify knowledge of object position and orientation in the surrounds of these machines,
for instance, the trucks being loaded.
LiDAR is affected by dust and some see this a fatal flaw for mining robotics. The work starts with
an exploration of the behaviour of a commercial LiDAR sensor in the presence of dust and finds that
measurements are systematic and predictable. LiDAR sensors are found to exhibit four behaviours
and it is shown how these behaviours can be understood from physics-based arguments. Several
conclusions emerge, most notably where LiDAR measures dust, it does so to the leading edge of a
dust-cloud rather than, say, as a random point within the cloud. This provides powerful insights into
how better to use measurements from LiDAR when dust is present, and in particular suggests that
dust can be treated like other forms of occlusion.
A problem that must be solved to use LiDAR for machine perception is to establish from where each
sensor views the world. This is sometimes called sensor registration and it amounts to finding where
a sensor is positioned and how it is orientated. This is typically done by placing markers at known
locations and computing the sensor registration from where they appear in the sensor data. For mining
robot applications, the use of standard marker or artificial-feature-based approaches is infeasible. The
thesis develops a method for sensor registration that overcomes this concern by utilizing the geometric
structure of the terrain surrounding the autonomous vehicle platform. The method determines the
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information content of registration parameters in measurements of the terrain, and updates only the
subspace of those parameters with information. The performance of the method is demonstrated
for registration of a sensor to a mining haul-truck and a mining shovel. The method is shown to
successfully register the sensor to each vehicle using a surveyed topographic map of the terrain.
Performing self-registration using a map generated by the sensor itself is also demonstrated, and the
thesis shows that specific vehicle trajectory conditions are required to provide information on all
registration parameters.
The thesis explores how to verify knowledge of the shape and pose of objects in a field robot’s sur-
rounds from point-cloud measurements. Such verification arises in the development of safety critical
automation systems where confidence is needed that objects occupy those regions of space that they
are thought to occupy. Two verification methods are presented. The first computes the probability
that regions of key interest have the geometric form expected, subject to an allowed uncertainty, given
measured point-cloud data. The second computes a likelihood distribution over a family of possible
hypotheses by considering the level of support each point measurement gives to each hypothesis. It
is argued that the shape of the resulting probability distribution reveals whether objects of interest are
what and where they are believed to be. These ideas are illustrated by a test that explores whether the
bucket of a mining shovel is where the control system determines it to be from a kinematic model.
The final problem addressed is that of estimating object pose from point-clouds of cluttered and
occluded environments. Point-cloud measurements collected in such environments do not lend them-
selves to providing an initial estimate or segmentation. A novel approach is presented that evaluates
measurements individually for the evidence they provide to a collection of pose hypotheses. A strat-
egy is constructed on the belief that the most likely pose must be that which is most consistent with
the observed LiDAR range measurements. This evidence-based approach is shown to handle the di-
versity of range measurements without an initial estimate or segmentation. The method is robust to
dust. The approach is demonstrated by two pose estimation problems encountered in the automation
of a large mining excavator.
The overall significance of the thesis lies in its provision of new ways of thinking about how to extract
meaning in point-cloud data from LiDAR measurements in cluttered and dusty environments.
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CHAPTER 1
Introduction and thesis overview
1.1 Sensing, perception, automation, and dust
The Oxford English Dictionary (Simpson et al., 1989) defines a sensor to be a device giving a signal
for the detection or measurement of a physical property to which it responds, and perception as the
process of becoming aware of physical objects, phenomena, etc., through the senses.
This thesis is about the application of a sensing technology called light detection and ranging, also
known as LiDAR, to field robotics. The thesis’ principle focus is with how to use LiDAR to meet
perception requirements for machine automation in mining environments and more particularly how
to determine and verify the position and orientation of objects within that environment.
The application of LiDAR in this domain is not new. LiDAR is already used widely as a percep-
tion sensor in mining for both surface and underground applications (Roberts et al., 2003; Wong
et al., 2011; Stentz et al., 1999; Kashani et al., 2010). More broadly, there is a substantive history of
LiDAR use in field robotics. Originally developed for meteorological usage (see for example, Collis
(1966)), it is often used for detecting objects in ground-based (Ventures, 2006; Iagnemma et al., 2008),
space (Amzajerdian et al., 2010; Stettner, 2010), maritime (Halterman and Bruch, 2010; Armbruster
and Hammer, 2012), and many other applications. Recently, LiDAR sensing has received attention in
popular media for its use in Google’s self-driving car (Guizzo, 2011).
LiDAR measurements, however, are affected by airborne obscurants and some see this as a fatal
flaw (Cheok and Stone, 1999; Tao and Hu, 2002; Brooker et al., 2007), particularly in surface mining
applications where dust is not only systemic to the working environment but is in plentiful sup-
ply (Howard and Cameroon, 1998). Proponents of LiDAR (call them ‘The Left’) draw attention to
the compellingly rich point-clouds that LiDAR sensors can produce and the accuracy of their mea-
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surements. They argue this as a sound foundation for meeting perception needs (Trickey et al., 2013b;
Dunbabin and Corke, 2006; Corke et al., 2000; Duff, 2006). Opponents (‘The Right’) argue for the
use of alternative technologies, such as mm-wave RaDAR, that can see through dust (Brooker et al.,
2007; Winkel et al., 2011). The middle ground is occupied by those who see benefit in a suite of
technologies and recognize the potential for the fusion of measurements from a compliment of sen-
sors (Peynot et al., 2009; Yamauchi, 2010).
All three positions, of course, have a legitimate basis. The author’s position is what might be called
“slightly-left-of-centre”, acknowledging that effective solutions must employ multiple sensing modal-
ities but also recognizing that at this time LiDAR is a core technology in the mix that makes up the
sensorium of a contemporary field robotic technology.
Notwithstanding that LiDAR is already used in the application domain, the question about how to best
make use of the measurements the technology generates remains open. The thesis looks to bridge that
gap by exploring how to extract meaning from measurements to meet the perception requirements of
machine automation functions.
1.2 Motivating application: the autonomous excavator
The motivation of this work is based in field robotics and, in particular, efforts to automate surface
mining excavators such as that shown in Fig. 1.1. These machines, known as electric mining shovels,
are the workhorses of open-cut hard-rock mining and are also used extensively in coal mining.
Over the past eight years, researchers at the University of Queensland have been working to automate
these machines as part of what is known as the Shovel Load Assist Program or SLAP (McAree et al.,
2011, 2013, 2015). The program is seeking to endow these machines with the capability to:
(i) automatically dig material without requiring human involvement;
(ii) load this material into trucks in such a way that the tray capacity is fully utilised and the load is
optimally distributed;
(iii) manage the dig face and floor to ensure compliance with the mine plan and the maintenance of
a favourable bench;
(iv) have sufficient awareness to avoid self-collisions;
(v) have sufficient situational awareness to know the activities of equipment operating in its sur-
rounds and use this knowledge in its own decision making, including avoiding collisions with
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Figure 1.1: An electric mining shovel is used in open-cut mining to remove overburden from a workbench. Ma-
terial from the dig face is loaded into a fleet of haul-trucks that transport it to stockpiles or crushers. Auxiliary
vehicles, such as bulldozers, graders, and water-trucks, are used to maintain the roads and digging area.
other equipment, notably the haul-trucks being loaded and bulldozers doing clean up work
around the machine;
(vi) monitor machine productivity, e.g. cycles times, payloads, and so on;
(vii) determine the tactical plan to be used in excavating blocks of material including decisions about
when to reposition, where to move to, and what material to take from a position;
(viii) employ the on-board sensors used for automation to build local maps of terrain that feed into
the mine plan and allow informed decision making;
(ix) manage overall activity in the load area, including scheduling of work, e.g. the arrival and
dispatch of trucks from loading positions, scheduling floor cleanup, and so on;
(x) be capable of performing ancillary functions such as management of trailing electrical cable,
parking of the machine to allow access, etc.; and
(xi) have a human-machine interface that enables its effective use.
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At the time of writing this thesis, significant progress towards this vision has been made and a system
capable of meeting attributes (i) to (viii) has been realized and various functions tested in production
mining environments (McAree et al., 2007, 2011, 2013, 2015; Wallis, 2007; Wauge, 2007; Smith,
2008; Kearney, 2010; Green, 2012; Beasley, 2013; Donoso, 2015). The implementation makes use
of a variety of sensors to achieve its functions, of which LiDAR is one.
1.3 The sensorium of a field robot
Section 1.1 used the word sensorium, having borrowed it from the cognitive sciences where it is used
to refer to: the seat of sensation in the brain of man and other animals; the percipient centre to which
sense-impressions are transmitted by the nerves (Simpson et al., 1989).
The word “sensorium” serves, here, as a useful label for describing the totality of those parts of a
field robot’s control system that are responsible for processing and interpreting sensor information. A
notional depiction is shown in Fig. 1.2.
Sensorium
“the seat of sensation”
Machine measurements
e.g. currents, voltages,
motor encoders/resolvers
GNSS
e.g. GPS, GloNaSS,
Galileo
Electromagnetic
e.g. RFID, UWB,
magnetic fields
Computer vision
e.g. LiDAR, RaDAR,
cameras
Beliefs
about
self
Beliefs
about
others
Beliefs
about
environment
Figure 1.2: The sensorium of a field robot where information is interpreted to inform, verify, and create beliefs.
The sensorium’s purpose is to deliver the perception functions required for completion of tasks. These
constitute beliefs that the control system must assent to, that is accept, to execute its work.
These beliefs come in two forms. Internal perception, or proprioception, is needed to tell the machine
what’s going on within itself, the regions of space it occupies, whether it is in motion or stationary,
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and so on. External perception, or exteroception, is needed to tell the machine about the world outside
of itself.
For the purpose of this discussion, the sensorium is an abstract entity within the automation system
that provides beliefs about self, about others, and about the surrounds and uses sensor data to not only
inform and verify existing beliefs but also create new beliefs as needed.
The beliefs an autonomous mining shovel needs to perform its core task of excavating and loading
include the lie of the terrain it is working in, the identification of other agents in the space surrounding
it (such as trucks and bulldozers), the resolution of their position and orientation, and prediction of
likely future intent.
LiDAR is one of many sensors that can provide information to the sensorium and different sensors
have various roles in supporting the proprioceptive and exteroceptive needs. This thesis focusses on
the role of LiDAR and an underlying theme of the work is that LiDAR can potentially serve as the
principal sensor for the delivery of required perception.
LiDAR works by having an emitter produce a pulse of light along a known spatial direction. The
distance or range to the world along that direction is determined by measuring the time it takes for
reflections of the emitted light to be received at a collector. When this is done over multiple spatial
directions, a cloud of points is produced that represent a sampling of the world.
Figure 1.3 shows an example point-cloud produced by a commercially available, off-the-shelf LiDAR
mounted to a mining shovel1. This point-cloud contains some 65 000 points that are refreshed at up
to 20 Hz. To give context to the point-cloud in Fig. 1.3, an outline of the excavator is overlayed, but
even still the problem of how to extract meaning to inform, verify and construct beliefs is by no means
easy. The problem of extracting meaning from this point-cloud is analogous to finding meaning in
Fig. 1.4. The point-cloud contains rich information about the world in the vicinity of the excavator,
but it is difficult to determine, for example, the whereabouts of any trucks in this scene. There are
three trucks in this scene as shown in the photograph given as Fig. 1.5. One truck is being loaded
while the other two are queued as the excavator digs a 10 m bench.
1.4 Making sense of point-clouds
The epistemology of perception from LiDAR, that is the question of how the sensorium might con-
struct meaning from the LiDAR measurements, is complex and does not have single or simple answer.
For the work of this thesis, it is taken that the sensorium expects to ‘see’ certain ‘things’ in the
1The sensor is a Velodyne HDL-64E (Velodyne LiDAR Inc, 2008)
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Figure 1.3: Commercially available LiDAR sensors exist that can provide high density point-clouds at high
scan rates. This figure shows a point-cloud produced in a single scan of a Velodyne HDL-64E (Velodyne LiDAR
Inc, 2008) LiDAR mounted to a mining shovel. The sensor makes up to 1.3 million range measurements per
second and can produce 3D point-clouds of its surroundings at up to 20 Hz.
point-cloud. Specifically the sensorium expects to find: (i) representations of itself, as a point-cloud
sampling of the expected forms of its constituent parts in their expected locations that come into a
sensors field-of-view; (ii) known agents or features in its surrounds, e.g. the haul-trucks that it will
load and bulldozers that clean up the floor on which it works, again as point-cloud samplings of
expected geometric forms; and (iii) the terrain surrounding the machine which it must excavate to the
mine plan.
Our sensorium has a rather narrow remit. The beliefs it furishes amount to the delivery of information
about that which it expects to see, as relevant for automation. For the most part, these beliefs amount
to statements about the position and orientation, or pose, of objects such as the trucks being loaded.
These will be called pose-associated beliefs.
This narrow remit imposes what might be considered ‘favorable structure’ on the problem, but it is
not unreasonable structure to impose from a practical point of view. The working environment of an
open-cut mine is closely controlled and the things that are expected to be seen can, in actuality, be
exhaustively enumerated.
If the sensorium has explicit geometric knowledge of itself and the agents that work around it, the
6
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Figure 1.4: When you first examine this figure it looks like spots and dots. Look carefully and you’ll find a
dalmatian on a beach (Gregory, 1970).
Figure 1.5: The point-cloud of Fig. 1.3 contains information about three trucks and a shovel, however, it is not
immediately apparent. This image shows the shovel excavating from a 10 m bench. At the instant of the scan
one of the trucks is being loaded while the other two are waiting.
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provision of pose-associated beliefs amounts to “fitting the associated models to the point-cloud”.
Figure 1.6 shows this for the data previously presented as Fig. 1.3.
1.5 Why not use the iterative closest point method?
If the core perception function of our sensorium can be realized by fitting models to point-clouds, why
not use methods and algorithms already developed to do this? Why not, for instance, use the iterative
closest point method, also known as ICP? (Besl and McKay, 1992; Chen and Medioni, 1992). After
all, ICP has a long history of fitting geometry models to point-clouds to determine object pose Zhang
(1994); Pulli (1999); Rusinkiewicz and Levoy (2001); Gelfand et al. (2003).
The complexity of the surface mining scenes vitiate against the use of ICP. An example best illustrates
this. Figure 1.7a shows a point-cloud collected while a mining shovel loads a haul-truck. Points of the
cloud are coloured by their associations. The terrain is dark brown, the mining shovel itself is grey,
the haul-truck is yellow, and the dirt being loaded to the tray including dust agitated in the process is
light brown.
Figure 1.7b shows the performance when ICP is used to fit a triangulated model of the truck to points
identified as being associated with the truck. This fit is seen to be good and can be slightly improved
by fitting only those data points associated the truck tray, see Fig 1.7c, largely because the full truck
model does not account for suspension travel. However the results are less impressive when applied
to the points comprising the truck and its load (see Fig. 1.7d), and plainly in error when the truck is
fitted to the full point-cloud (see Fig. 1.7e). In these figures the true truck position is shown by the
light grey line drawing and the position computed by ICP is the black line drawing of the truck2.
This ICP method extracts meaning by asking, ‘what object pose provides the best fit between a geo-
metric model and a point-cloud?’. The method only works well when those points of the cloud known
to belong to the object are segmented out. But this relies on good point segmentation, a process that
is profoundly difficult (Woo et al., 2002).
The thesis takes a different line and asks ‘what pose do the measurements provide the most evidence
towards?’.
1.6 The challenges to meeting perception requirements
The previous section referred to complexities in surface mining environments that make meeting
perception requirements difficult. There are several and they include:
2The true truck position has been determined by a solution based on RTK-GNSS measurements.
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Terrain
Dust and debris
Haul-truck
Mining shovel
(a) A typical loading scene.
(b) ICP fit against truck points only. (c) ICP fit against tray points only.
(d) ICP fit against truck and load. (e) ICP fit against all points.
Figure 1.7: ICP fits of a haul-truck against various point-cloud segmentations.
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(i) Scenes are complex and dynamic. The terrain is constantly evolving as it is excavated and the
trucks and excavator are in continual motion.
(ii) The geometry of the excavator and the agents, such as trucks, it works with are complex. In
practice each haul-truck is unique in some respect that is discernible in the data, e.g. different
trucks commonly have different trays, and their geometry changes as they are loaded.
(iii) Occlusion impairs the quality and efficiency of perception. Observe the left-most haul-truck in
Fig. 1.6 is mostly occluded by the truck being loaded, likewise, 90◦ of the LiDAR’s field of view
is blocked by the excavator’s machine house. The truck being loaded is, to an extent, obscured
by the digging assembly of the shovel and the digging assembly will itself be obscured by dirt
when it is digging.
(iv) Dust and other airborne particulates affect LiDAR range measurements. Dust has the potential
to produce unexpected range measurements and it cannot be reliably predicted when it will
occur or how dense the dust will be.
(v) The environment is spectrally challenging. Materials with very low reflectivity (e.g. coal) are
difficult to detect with LiDAR. The sensor is also susceptible to highly reflective surfaces and
direct sunlight. Both extremes can result in erroneous measurements.
1.7 Aim and objectives
This thesis is about how to interpret meaning from point-clouds in the face of these challenges, par-
ticularly (i) to (iv). The objectives of the thesis are to:
(i) Understand how dust influences LiDAR measurements and what this means for the processing
of measurements?
(ii) Understand how LiDAR measurements can be used to inform pose-associated beliefs.
(iii) Understand how LiDAR measurements can be used to verify pose-associated beliefs.
(iv) Understand how LiDAR measurements can be used to establish pose-associated beliefs.
To be clear, the thesis is not so much about the development of the sensorium per se, but rather it
explores how LiDAR data can be used to support pose-associated beliefs.
11
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The work presented in the four chapters that follow progresses these four objectives.
Chapter 2 establishes the four behaviours of LiDAR sensors when operating in environments where
dust is present. In particular, the chapter establishes the influence that dust has on the range measure-
ments from a LiDAR sensor. Dust is usually thought of as a failure mechanism for LiDAR, presenting
as random noise. The results of this chapter show that the effect of dust is both systematic and pre-
dictable. The chapter builds from an established physics model known as the elastic LiDAR equation
to describe the effect that dust has on the reflected LiDAR light pulses. The chapter argues that while
dust impacts on measurements, it does not necessarily detract from the meaning that can be extracted
from them. This sets the scene for what follows in subsequent chapters which argue that it is neces-
sary to view point-clouds for the support they provide towards a perceived belief. As Gregory (1970)
would argue, ‘perception is a continual series of simple hypotheses about the external world which
are built up and selected by sensory experience’.
Chapter 3 considers the information content that range measurements provide towards estimating the
position and orientation of a LiDAR sensor relative to a platform frame, i.e. the sensor registration.
An extended information filter (Thrun et al., 2005) is used to register a sensor by iteratively updating
only the subspace of the six pose state variables (roll, pitch, yaw, x, y, z) for which information
adequately exists. A topographic ground truth of the platform’s environment allows for the prediction
of range measurements from an estimated sensor pose. The subset of information-rich state variables
is determined from the sensitivity of predicted range measurements to small deviations in the pose
estimate. A LiDAR is registered to the platform frame of a haul-truck and electric rope shovel against
different environments.
Chapter 4 explores how range measurements can be used to verify existing beliefs possessed by
a control system. A Bayesian framework is developed that is capable of answering the compound
question ‘is it what and where I think it is?’. The ‘what’ in this question relates to objects expected to
be seen. The ‘where’ relates to the pose-associated beliefs for these objects. The method is illustrated
using the example of establishing if the bucket of an excavator occupies the region of space the control
system believes it occupies.
Chapter 5 extends the evidence based approach of Chapter 4 to explore how beliefs can be informed
and constructed. The examples of the chapter investigate how to determine the pose of a haul-truck
and bucket. In both cases, this is achieved by selecting the most likely pose from a large bank of
pose hypotheses. The objective is not ascertaining the validity of a pose-associated belief, but instead
informing an existing pose-associated belief or creating a new pose-associated belief. The approach
12
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presented is based in the principle that the most-likely pose must be that which can provide the
observed range measurements. The method is shown to accurately determine the pose of the bucket
and haul-truck, where both are heavily occluded, without the requirement for an initial pose estimate
or segmentation.
Chapter 6 summarises the thesis contributions and makes recommendations for future work.
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CHAPTER 2
When the dust settles: the four behaviours of LiDAR
in the presence of fine airborne particulates1
This chapter explores the behaviour of a commercial LiDAR sensor in the presence of dust and
finds that measurements from the sensor are systematic and predictable. LiDAR sensors exhibit four
behaviours and the chapter shows that these can be understood from the perspective of the shape of
return signals from emitted light pulses. A SICK LMS511 is subjected to a series of tests that measure
the return pulses and show that they are consistent with theoretical predictions of behaviour. Several
important conclusions emerge: (i) where LiDAR measures dust, it does so to the leading edge of
a dust-cloud rather than, say, as a random noise; (ii) dust starts to affect measurements when the
atmospheric transmittance is less than 71-74% although this is quite variable with conditions; (iii)
LiDAR is capable of ranging to a target in dust-clouds with transmittance as low as 2% if the target
is retro-reflective and 6% if it is of low reflectivity; (iv) the effects of airborne particulates such as
dust are less evident in the far-field making distant objects less susceptible to dust, per se, although
the return diminishes as the distance increases. The significance of the chapter lies in providing
insight into how better to use measurements from off-the-shelf LiDAR sensors in solving perception
problems.
2.1 Introduction
Light detection and ranging (LiDAR) is a compelling perception sensor for advanced machine au-
tomation. High end commercial sensors such as the Velodyne HDL-64E deliver dense point-clouds
over fields-of-view appropriate to perception requirements at rates up to 20 Hz and this opens tremen-
dous opportunities for machine automation. However, LiDAR operates at wavelengths in the near-
infrared (typically around 900 nm) and airborne particulates, such as dust, which have characteristic
1This chapter is based on Phillips et al. (2016)
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dimensions larger than the wavelength of the LiDAR light, can inhibit the sensor from imaging its
surrounds.
Wisdom from the literature and experience from the field guides developers in knowing when LiDAR
‘works’. As Brooker et al. (2007) puts it, ‘if you can see through it, a laser range finder can probably
measure the range’, although the author’s experience suggests that this view is conservative. LiDAR
can still image targets even when the eye cannot see through the dust that obscures them.
There is a need to better understand the behaviour of LiDAR sensors in dusty environments for field
robotics applications. Sensor behaviour evaluations of several commercially available LiDAR sen-
sors2 have been completed towards this and are reported in Phillips et al. (2013b). This chapter
reports in detail on one of these, the SICK LMS511, as a typical exemplar, with the others showing
the same basic characteristics under test conditions.
It is anticipated that a better understanding of LiDAR will inform system developers on how to better
use the information generated by these sensors over all conditions. The application of interest in this
chapter is the automation of mining excavators where dust is endemic to the working environment of
the machine (Howard and Cameroon, 1998). Conditions like those shown in Fig. 2.1 are given as the
reason in Winkel et al. (2011) and elsewhere, why LiDAR cannot be used to meet required perception
functions for this application which include mapping terrain, determining the position and orientation
of the truck being loaded, and tracking of other equipment in the surrounds.
Work reported in McAree et al. (2015) suggests that LiDAR can work in these conditions and more-
over the impact of dust in the sensor’s field of view is highly structured. Figure 2.2 shows a point-
cloud generated by a Velodyne HDL-64E for the scene of Fig. 2.1 with dust manifesting as the darker
coloured points. What is clear is that while the effect of dust is evident, the point-cloud contains
significant information relevant to the perception functions.
The main finding of this chapter is summarised very simply. LiDAR sensors exhibit the four be-
haviours shown in Fig. 2.3: (a) where dust is sparse they image unimpeded; (b) in sufficiently dense
dust, they image the surface of the dust-cloud; (c) there is a transition condition between (a) and (b)
determined by the density of the dust and reflectivity of the target where the return pulse captures the
range to the surface of the dust-cloud and the target; and (d) under certain circumstances, no range
measurement is returned. Some sensors provide multiple returns, and for these sensors, both the sur-
face of the dust-cloud and the target can be imaged by these sensors for the conditions associated with
Behaviour (c). Behaviour (a) is the most desirable of these; as Brooker et al. (2007) has put it, this is
dust you can see through. But Behaviours (b), (c) and (d) are by no means fatal.
2SICK LD-LRS3100, SICK LMS511, SICK LD-MRS, Velodyne HDL-64E
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Figure 2.1: The loading area around a production shovel is a challenging environment for LiDAR sensors.
The new information associated with this articulation is that, where dust is imaged (specifically Be-
haviours (b) and (c)), the measured range is to the front of the dust-cloud (as supported by the field
data shown in Fig. 2.2). This does not appear to have been noted previously although it is implicit in
Fig. 6 of Stentz et al. (1999). This insight is important because it encourages a different, and more
appropriate, line of thought about the way point-cloud data is processed when dust is present.
The exposition starts with the so-called elastic LiDAR equation (Measures, 1984) which enables
prediction of the return pulse given the structure of the emitted pulse and the characteristics of the
propagation path. The elastic LiDAR equation is developed in a form suitable for digestion in this
work. Experimental return pulses from the candidate sensor are compared with theoretical predictions
which allows for an explanation of why the four behaviours occur. Circumstances are established at
which transitions occur and their sensitivities to different conditions are found. This allows several
speculative remarks to be made about the processing of point-clouds captured where dust effects are
present.
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(a) Point-cloud data, top view.
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(b) Point-cloud data, pictorial view.
Figure 2.2: A Velodyne HDL-64E point-cloud gathered from the same production shovel in dusty conditions.
The dark points indicate range measurements attributable to the dust-cloud. Note that dust is imaged at the
front of the dust-cloud. This characteristic was noted in field data and motivated deeper investigation of dust in
this chapter.
Sensor
Dust-cloud Target
(a) Returns from the target.
Sensor
Dust-cloud Target
(b) Returns from a dust-cloud between the sensor and
target.
Sensor
Dust-cloud Target
(c) Returns from both the dust-cloud and target.
Sensor
Dust-cloud Target
(d) No returns from either the dust-cloud or the target.
Figure 2.3: Four range measurement behaviours typically exhibited by LiDAR sensors.
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The propagation of near-infrared light through the atmosphere is well-studied. The development of
remote range sensing LiDAR emerged from meteorological usage of infrared light to track atmo-
spheric properties such as dust-cloud backscatter (Klett, 1981) and extinction coefficients (Carlon,
1980). The underlying physics behind the application of ground-based LiDAR is well-understood,
and consequently, the degraded measuring capability of ground-based LiDAR in the presence of dust
is well-reported. The five subsections that follow identify themes that emerge in the discussion of
LiDAR in dusty environments.
2.2.1 Dust is anticipated to cause problems, but its impact is rarely quantified
Many workers clearly appreciate that dust and other airborne occlusions will affect LiDAR measure-
ments and anticipate problems without exploring the extent to which they impact on measurements.
Cheok and Stone (1999), for example, predict that the imaging of construction sites is expected to
be impacted if dust is present and likewise for direct sunlight, rain, snow, or fog. Djuricic and Jutzi
(2013) anticipate that UAV-mounted LiDAR is susceptible to smoke, dust, fog, steam and rain par-
ticles in bad weather conditions, industrial environments and disaster scenarios. They show that the
second and third returns from a multi-echo LiDAR can be used to combat the effects of smoke in mea-
surements resembling Behaviour (c). Similarly, Charaniya et al. (2004) use the difference between
first and second returns to assist with the classification of height data in an aerial mapping applica-
tion. It is, however, still possible to blind the sensor entirely (i.e. Behaviour (b)) as this chapter will
demonstrate.
Tao and Hu (2002) state that the mapping of pipelines with airborne LiDAR is unlikely to be robust
to the presence of rain, mist, fog, smoke or snow storms. Temperature fluctuations and interfering
radiation are also frequently listed as impeding conditions of LiDAR (Boehler et al., 2003). Many
workers start with the assumption that dust will defeat their perception systems because they do not
fully appreciate how dust will impact on measurements. One of the aims of this chapter is to articulate
how the presence of dust affects the behaviour of LiDAR.
2.2.2 Characterising sensor performance in dust is an inexact science
Where studies have been conducted to characterise LiDAR sensors in dust, they have not delivered
strong conclusions. Difficulties arise because of the high variability of dust-clouds, summarised by
Fig. 2.4, challenges associated in producing dust-clouds of a defined character, and the difficulty
of measuring/quantifying them. Knowledge of sensor performance in dust, or other particulates,
from characterisation has been used to aid sensor selection (Starr and Lattimer, 2014; Tretyakov and
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Linder, 2011), but to the author’s knowledge, it has not been widely used to improve the algorithms
that process LiDAR measurements into information. A gap in the study of the effect of dust on LiDAR
is the experimental control of dust conditions. This chapter attempts to address this by presenting an
experimental facility that enables repeatable production and measurement of dust.
Sensor
Dust-cloud Target
On-board processing
◦ multi-echo/last return
◦ background noise suppression
◦ range gating
◦ saturation
Dust-cloud composition
◦ particle size
◦ particle shape
◦ absorption
◦ homogeneity
◦ refractive index
◦ density
◦ turbulence
◦ temperature
Material properties
◦ reflectivity/surface roughness
◦ conductivity/permitiviy
◦ absorption
Beam characteristics
◦ pulse width
◦ wavelength
◦ power
◦ divergence General problem geometry
◦ distance to the dust-cloud
◦ distance to the target
◦ target incidence to beam
◦ propagation length through dust
Figure 2.4: There are many factors that affect the measuring capability of LiDAR in the presence of dust. Some
of these are intrinsic to the design of the sensor/targets, environmental variables are considered uncontrollable
in a field-robotic context.
2.2.3 Characterising the effects of dust on LiDAR sensors should be done from
the perspective of the underlying physics.
A number of comparative studies have been performed to evaluate LiDAR sensors. Ryde and Hillier
(2009) determine the operational limits of two LiDAR sensors and one RaDAR sensor in simulated
dust and rain conditions. They found the RaDAR was unaffected by dust, and that both the LiDAR
sensors exhibited a step change in detecting dust when the 1 m transmittance of the dust-cloud dropped
below 92%. This sharp degradation is not apparent in similar tests by Goodin et al. (2013) which show
a gradual change in the probability of dust corruption as the 1 m transmittance dropped to as low as
28.7%. M. Kise and Reid (2010) subjected two LiDAR sensors to the same dust-cloud to find that one
was blinded (Behaviour (d)) while the other mapped the leading surface of the dust-cloud (Behaviour
(b)). All of this is explainable in the physics that underpins the emission of a pulse of light, its
propagation through space, and the detection of its return is common to all LiDAR based sensors. A
limitation of existing characterisation studies is that they do not base themselves in this physics.
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2.2.4 The processing of return signals is critical but not fundamental
The determination of a range measurement from a pulse involves signal processing either optically or
algorithmically. Whilst this processing supports the extraction of range measurements, it is the pulses
that fundamentally determine performance behaviour.
Some LiDAR manufacturers have recognised that providing return pulse information has the potential
to improve measurement interpretation and usability. A ‘full waveform analysis’ interface is provided
with several makes of Riegl sensor that allows users access to sampled return pulses (Pfennigbauer
et al., 2014). The interface potentially allows users to resolve range measurements via their own
signal processing algorithms. As an example of such algorithms, Chauve et al. (2008) decomposes
return waveforms into a mixture of Gaussian components.
Several LiDAR sensor manufacturers have or are currently developing ‘dust-penetrating’ solutions.
Zhu et al. (2008) describe what they call Obscurant Penetrating Auto-synchronous LiDAR (OPAL)
that suppresses aerosol scattering using a slightly longer wavelength in conjunction with a detection
method that uses a falling edge on the return signal. The authors claim returns from dust are reduced
as the sensor observes lower return pulse power in the near-field by separating the launch and return
beams using a wide angle bistatic scanning arrangement (Zhu et al., 2012). Trickey et al. (2013a)
shows that an OPAL sensor is able to range to a target at 22 m in the presence of 10-20µm particles at
a density of 2-3 g/m3. The sensor is also demonstrated to provide measurements without dust artefacts
when used in a mining environment for operator-assist truck spotting (Trickey et al., 2013b).
Like mining, military applications often require sensing in adverse conditions. Murray et al. (2013)
present a real-time dust-penetrating LiDAR for sensing during helicopter landing. In Laux and Chen
(2014), a flash LiDAR system is demonstrated to be robust to dust, fog, rain, smoke and direct sun-
light. Both flash LiDAR systems use a method called range-gating on the return signal to image past
obstruction (Malchow et al., 2007). Dust penetrating LiDAR is a relatively recent development, is
consequently expensive, and is yet to find wide application although it shows great promise. Never-
theless, all light detection and ranging sensors are subject to the same basic physics. The focus of this
chapter is to relate the underlying physics to the return waveforms.
2.2.5 Does LiDAR need to be used?
Given that LiDAR is influenced by the presence of dust, are there any other sensing modalities that
are more appropriate? In the author’s view, LiDAR is the best performed sensing modality for field
applications even when dust is present. Millimeter-wave radio detection and ranging (RaDAR) offers
a sensing solution that is unaffected by dust, see for example (Brooker et al., 2007; Wikner, 2008;
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Winkel et al., 2010), because its wavelengths are much larger than the characteristic dimensions
of dust. The importance of these characteristic dimensions is explained further in Section 2.3.1.1.
Yamauchi (2010) demonstrates that a 6.35 GHz UWB RaDAR sensor is capable of measuring in dense
fog where a SICK LD-OEM sensor is shown to fail. But, RaDAR is subject to its own unfavourable
characteristics. In the author’s experience using RaDAR in the mining environment, results suggest
that current generation RaDAR has limited applications because of slow acquisition rates and hard-
to-work-with reflection characteristics when imaging the angular geometries of mining equipment.
To evidence this point, Fig. 2.5 shows measurements of a mining truck scanned from an excavator
by a mm-wave Indurad RaDAR sensor (drawn from Phillips et al. (2013a)). The measurement noise
is due to naturally occurring corner-reflectors in the truck tray geometry. It is difficult to do much
with this point-cloud. Ryde and Hillier (2009) present a RaDAR point-cloud of the same truck from
a different RaDAR that shows the same corner-reflector effects that are a consequence of physics
and geometry. Boehmke et al. (1998) present a similar truck point-cloud collected from a 94 GHz
Gaussian Optic Lens Antenna (GOLA) RaDAR that may be more representative of RaDAR capability.
Further examples of RaDAR data are given in Appendix A.
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Figure 2.5: A mining haul-truck imaged by a mm-wave RaDAR sensor installed on an excavator. Data is sparse
and irregular. The top left corner of the headboard and the inner corner of the tray act as corner-reflectors to
RaDAR.
Several have proposed using LiDAR and RaDAR sensors to complement each other either by swap-
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ping between them as appropriate or by sensor fusion (Peynot et al., 2009). Comparison of Li-
DAR with RaDAR also offers opportunities to determine when LiDAR measurements are dust af-
fected (Peynot et al., 2010; Gerardo-Castro and Peynot, 2012). The fusion of RaDAR and LiDAR is
an interesting possibility but beyond the scope of this chapter.
2.3 The elastic LiDAR equation
Most LiDAR operates using ‘time-of-flight’ (NATO, 2011). The range, R, is resolved by measuring
the time it takes an emitted pulse of light, sent at tsend, to be reflected back to the sensor, taken as
treceive, i.e.
R =
c · (treceive − tsend)
2
=
c∆t
2
, (2.1)
where c is the speed light travels through the medium. Range accuracy is determined by how accu-
rately ∆t can be established: an error of one nanosecond equates to 0.15 m range error. The determi-
nation of ∆t depends on data acquisition hardware, signal processing software, and the shape of the
returned pulse.
The returned pulse is described by the elastic LiDAR equation (Measures, 1984), an analytical ex-
pression that combines characteristics of the LiDAR design with knowledge of the propagation path
and the target characteristics to predict the power, Pr(R), of the return at range R. An emitted pulse,
Pt(t), can be described as a function of range, Pt(R), using the time-of-flight relation in Eqn. 2.1.
The total power observed at range R is found by integrating the expected return power over the entire
emitted signal, i.e. a convolution of the emitted pulse signal and propagation path,
Pr(R) = Pt(R) ∗ [Sf (R) ·Df (R) ·Tf (R)] . (2.2)
Here, Pt(R) is the power of the emitted pulse expressed as a function of rangeR, Sf (R) is the fraction
of the emitted pulse scattered at rangeR, Df (R) is the fraction of scattered light at rangeR that heads
towards the LiDAR detector, and Tf (R) is the fraction of scattered light heading towards the LiDAR
detector at range R that is received at the detector. The return pulse can be computed by defining
these components over a discretised propagation path of ‘range-bins’, see Fig. 2.6.
2.3.1 Scatterable fraction, Sf(R)
The scatterable fraction of a range bin at range R is
Sf (R) =
AS(R)
AL(R)
, (2.3)
where AL(R), the so-called spot-size, is the area that is illuminated by the emitter at distance R, and
AS(R) is the total scattering area from illuminated surfaces. The total scattering area is calculated by
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Figure 2.6: A range bin is centered a distance R from the emitter and has width ∆R. A fraction of the emitted
pulse arriving at the bin will be scattered (red and blue), a fraction of this scattered light will head towards
the detector (red), and a fraction of light travels through the bin (green). Light may also be absorbed by the
propagation medium or the dust it intersects with.
aggregating the scattering cross-sections, σ, of each illuminated species, i, contained within the bin
at range R,
AS(R) =
∑
i
σi(R). (2.4)
The cross-sections of dust particles and planar targets are described in Section 2.3.1.1 and 2.3.1.2
respectively.
A pulse of duration τ will provide an effective bin-width, ∆R, of
∆R =
cτ
2
, (2.5)
which, when multiplied by the spot-size, will produce an illuminated bin volume, V (R),
V (R) = ∆R ·AL(R). (2.6)
The total cross-sectional area is related to the density of scattering species in this volume by∑
i
σi = V (R) ·
∑
unit
volume
σi ·ni. (2.7)
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The number density, ni, is the number of scattering species, Ni, per unit volume,
ni =
Ni(R)
V (R)
. (2.8)
This is constant for a dust-cloud of uniform density.
Substituting Eqns. 2.4-2.7 into Eqn. 2.3, yields,
Sf (R) =
1
AL(R)
·V (R) ·
∑
unit
volume
σi ·ni
=
cτ
2
·
∑
unit
volume
σi ·ni. (2.9)
Note that a propagation path with a uniform density of scatterers provides a constant likelihood of
scattering light irrespective of range.
2.3.1.1 Dust cross-sectional area
The scattering cross-sectional area of an object, σ, is its effective area with respect to providing
a scattering event when intersected by an incident beam of light. Light can be scattered over 4pi
steradians of solid angle that is enclosed by 0-180◦ heading, θ, and 0-360◦ azimuth, φ (Fig. 2.7).
The differential scattering cross-section, dσ/dΩ, describes the intrinsic rate at which an object can
be detected from a given angle, and can be integrated over the full range of angles to recover the
cross-section,
σ =
∮
4pi
dσ
dΩ
dΩ (2.10)
An infinitesimally small area of incident light, dσ, called the impact element, will scatter to an in-
finitesimally small perception angle, dΩ, when incident on an object’s surface. This is depicted for
a specular spherical surface in Fig. 2.7 and will depend on the perpendicular offset of the incoming
light, b, known as the impact parameter.
The area of the impact element is
dσ = b · db dφ, (2.11)
which, when incident on the sphere reflects with a solid perception angle of
dΩ = sin(θ) dθ dφ. (2.12)
Eqn. 2.11 and 2.12 allow the differential backscattering cross-section to be expressed as a function of
the impact parameter, b, and scattering angle, θ,
dσ
dΩ
=
b
sin(θ)
·
∣∣∣∣dbdθ
∣∣∣∣ . (2.13)
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Figure 2.7: The differential scattering cross-section is a geometrical quantity that describes the rate of change
in perception angle, dΩ, to the impact area of incident light, dσ. This figure depicts this rate of change on the
surface of an ideally specular sphere.
The impact parameter is related to the angle of incidence, γ, and can be expressed as a function of the
scattering angle, θ,
b = r · sin(γ) = r · sin(pi/2− θ/2) = r · cos(θ/2). (2.14)
Substituting Eqn. 2.14 and its derivative, db/dθ, into Eqn. 2.13, yields,
dσ
dΩ
=
r · cos(θ/2)
sin(θ)
·
∣∣∣−r
2
· sin(θ/2)
∣∣∣ , (2.15)
which, under the half-angle trigonometric identity for sin(θ), can be expressed as,
dσ
dΩ
=
r2
4
. (2.16)
The result here is that the differential scattering cross-section for a sphere is independent of perspec-
tive angle, and therefore isotropic (Wyman, 1968). Integrating this over the 4pi steradians of solid
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angle, as per Eqn. 2.10,
σsphere =
∮
4pi
r2
4
dΩ =
∫ 2pi
0
∫ pi
0
r2
4
· sin(θ) dθ dφ = pir2, (2.17)
shows that the total cross-sectional area for a sphere is the same as its geometric cross-section.
This result is only applicable when the radius of the sphere is much larger than the wavelength of in-
cident light, i.e. in the Optical Region of scattering (Fig. 2.8). In general, the scattering cross-section
of a sphere is dependent on the ratio between the sphere’s circumference, 2pir, and the wavelength,
λ (Wiesbeck, 2007). The cross-sectional area of a sphere quickly diminishes when the wavelength is
larger than the particle circumference and this is why mm-wave RaDAR does not receive backscatter
from micrometer dust particles. It also explains why dust particles backscatter LiDAR-wave light.
The dust used in this study has a size distribution that ranges particle radii from 0.4µm to 176µm
(discussed in Section 2.5) and will provide scattering of 905 nm light in the Optical Region as indi-
cated in Fig. 2.8.
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Figure 2.8: The apparent cross-sectional area of a sphere will be described by one of three regions: i) the
Rayleigh Region; ii) the Mie Region; or iii) the Optical Region. This is determined by the ratio between the
sphere’s circumference and the wavelength of incident light. RaDAR operates in the Rayleigh Region with
respect to dust while LiDAR operates in the Optical Region.
2.3.1.2 Target cross-sectional area
Targets usually present as planar surfaces at LiDAR wavelengths. Light incident on a diffuse planar
surface will produce a total scattering cross-section of,
σplane = 4pi · ρ(λ) ·AL(R) cos(γ), (2.18)
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where the term, ρ(λ), represents the frequency dependant target reflectivity (Steinvall, 2000). The
reflectivity of targets used in this paper (at λ = 900nm) are 5%, 100%, and 1250% for black card-
board3, white paper, and retroreflective tape respectively (see Brooker and Brooker (2009) for more
near-infrared material reflectivities).
The illuminated area of the plane increases with distance due to the divergence of the LiDAR beam,
ψ,
AL(R) = pi(R · tan(ψ) + d0/2)2, (2.19)
where d0 is the initial beam diameter at the emitter (Fig. 2.9a). The perception angle, Ω, of the
illuminated surface area, AL(R), decreases with the cosine of the incidence angle, γ (Fig. 2.9b).
Small corner-reflectors are used to create retro-reflective surfaces. These surfaces have a high total
cross-section as light is returned from many perception angles (Fig. 2.9c).
ψ
L(R)
d0
Ω
(a) Target, normal.
γ
Ωcos(γ)
(b) Target, off-normal. (c) Target, retro-reflector.
Figure 2.9: The target is a large planar surface. This surface produces a total cross-sectional, σplane, that
is dependent on the angle of incidence. Covering the target with a retro-reflective surface produces a larger
cross-section (Wiesbeck, 2007).
.
2.3.2 Detectable fraction, Df(R)
The detectable fraction is the product of the efficiency of the detector, η, the fraction of the scattered
light that is sent towards the detector, B(R), and the percentage of overlap between the emitter and
detector fields of view, denoted by the overlap function, O(R), i.e.
Df (R) = η ·B(R) ·O(R). (2.20)
The efficiency, η, is a hardware design constant, while the overlap function, O(R), is determined
under the intrinsic geometry of the emitter-detector arrangement. The three overlap regions associ-
3Black neoprene and black rubber have near-infrared reflectivities of 5% and 2% respectively. Black cardboard is
assumed to be of a similar reflectivity.
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ated with a bistatic emitter-detector arrangement4 are shown in Fig. 2.10. Such an arrangement is
sometimes used to reduce backscatter observed in the near-field of the sensor. Later in this chapter,
the SICK LMS511 is covered in more detail. This sensor has a coaxial arrangement which allows
detectable backscatter from the first range-bin.
Emitter
Detector
Overlap function: O(R)
O(R) = 0 0 < O(R) < 1 O(R) = 1
Detector area,
A [m2]
Receiver
efficiency,
Range bin
(see Fig. 6)
Range, R [m]
Figure 2.10: System and range dependent constants are defined by the intrinsic geometry of a bistatic LiDAR
sensor. The coaxial arrangement of the SICK LMS511 implies that the overlap function, O(R), will always
equal one.
Isotropic surfaces scatter light equally in all directions. A cone projected from the scatterer to the
detector lens is called the perception angle, Ω, and will contain a solid angle of
Ω =
A
R2
, (2.21)
where A is the area of the primary receiving optics and the solid angle is measured in steradians. The
fraction of scattered light that is within the perception angle is
B(R) =
1
4pi
·Ω, (2.22)
as a sphere contains a total of 4pi steradians.
Substituting Eqn. 2.22 into Eqn. 2.20, yields an expression for the detectable fraction
Df (R) = η · 1
4pi
· A
R2
·O(R). (2.23)
4i.e. the emitter and detector axes are not collinear
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2.3.3 Transmittable fraction, Tf(R)
The fraction of light that can propagate through a medium is called transmittance. It is the ratio
between sent and received light along a propagation path
Tf (R) =
I
I0
, (2.24)
where I is the the intensity of light received, and I0 is the original intensity of light emitted. A high
transmittance indicates that light is not impeded either by absorption or scattering of particles as it
travels from emitter to target and back to detector. The exponential of integrated energy loss along
the propagation path can be used to determine the reduction in observed intensity
Tf (R) = exp
(
−2
∫ R
0
α(r)dr
)
, (2.25)
where α(R) is the extinction coefficient describing the energy that is lost either through scattering or
absorption at the distance R. The extinction coefficient can be calculated by summing the loss caused
by each individual particle
α(R) =
∑
i
(σis + σia) ·ni(R). (2.26)
The scattering coefficient, σis, represents the deflected light from surfaces as discussed in Section 2.3.2.
The absorption coefficient, σia, represents energy lost due to water vapour, carbon dioxide/monoxide,
nitrogen and oxygen in the atmosphere. Salman et al. (2009) observes that the scattering coefficient
dominates the total attenuation for near-infrared light. For the purpose of this analysis absorption
losses are neglected.
Assuming a constant particle distribution and density throughout the dust-cloud allows for a constant
extinction coefficient, α, and a transmittance of
Tf (R) = exp (−2R ·α) . (2.27)
This exponent is often referred to as the optical depth. A long propagation path through a dust-cloud
will contain many particles and result in a low transmittance. A shorter path through the same cloud
will produce a higher transmittance.
2.3.4 Assembling the elastic LiDAR equation
Substituting Eqns. 2.9, 2.23 and 2.25 into Eqn. 2.2 gives
Pr(R) = Pt(R) ∗
{cτ
2
∑
unit
volume
σini

︸ ︷︷ ︸
Sf (R)
·
(
η
1
4pi
A
R2
·O(R)
)
︸ ︷︷ ︸
Df (R)
·
(
exp
(
−2
∫ R
0
α(r)dr
))
︸ ︷︷ ︸
Tf (R)
}
. (2.28)
30
2.4 Why LiDAR sensors exhibit four basic behavoiurs
This is sometimes written (see Otto (2012); Chu (2006))
Pr(R) = Pt(R) ∗
{(
cτAη
2
)
︸ ︷︷ ︸
LiDAR
system
constant,K
·
(
O(R)
R2
)
︸ ︷︷ ︸
Range
dependent
geometry, G(R)
·
 1
4pi
∑
unit
volume
σini

︸ ︷︷ ︸
Backscatter
coefficient,
β(R)
·
(
exp
(
−2
∫ R
0
α(r)dr
))
︸ ︷︷ ︸
Transmission
term,
Tf (R)
}
, (2.29)
where, β(R) is the so-called backscatter coefficient describing the amount of light that is scattered
from objects within the range bin at distance, R. The backscatter (m−1 · sr−1) is determined as the
total area capable of returning light (m2) per unit of solid viewing angle (sr−1) per unit volume of the
range bin (m−3).
2.4 Why LiDAR sensors exhibit four basic behavoiurs
To explain the four behaviours identified in Fig. 2.3, consider Fig. 2.11 which shows a target at range
Rt having reflectivity ρ(λ). The backscatter from from a beam normal to this target is
β(Rt) = ρ(λ)AL(Rt) ∝ ρ(λ)Rt. (2.30)
In front of the target is a dust-cloud of length Ld comprising a single particle species that has a radius
r and a density n particles per cubic meter (pcm). The backscatter from this cloud is given by
β =
r2n
4
. (2.31)
The transmittance Tf (R) through the dust-cloud is given by
Tf (R) = exp [−2α(R−Rd)] = exp
[−2pir2n(R−Rd)] . (2.32)
The scene is imaged by a LiDAR whose emitter and detector are coaxial so that the range dependent
geometry term is
G(R) =
1
R2
. (2.33)
The emitter is assumed to generate a pulse Pt(t) of the form
Pt(t) ∝ t
2
2
exp(−t/), (2.34)
where  is 1 ns, giving the pulse shown in Fig. 2.12. These LiDAR parameters are consistent with
the SICK LMS511 sensor for which experimental results are presented later in the chapter. The
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Figure 2.11: Dimensions of an example propagation path.
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Figure 2.12: The emitted pulse of a SICK LMS511 has a full width at half maximum of 3.6 ns consistent with
 equal to 1 ns in Eqn. 2.34. See also (Steinvall, 2000; SICK, 2015).
convolution operation of Eqn. 2.29 requires that the transmitted power is expressed as a function of
range, denoted as Pt(R). This is achieved using the time-of-flight relationship, R = ct/2.
The predicted return pulse from a target having reflectivity ρ(λ) = 100% when Rt = 20 m, Ld =
12.5 m and n = 1.0 × 105 pcm, r = 50µm is shown in Fig. 2.13a. This signal can be processed in
many ways to establish the range-to-target (Gurdev et al., 2011). The simplest is to determine when
the return power exceeds some threshold value and for simplicity of argument, threshold processing is
assumed in what follows. For Fig. 2.13a, the sensor will exhibit Behaviour (a) of Fig. 2.3, providing
a range measurement to the intended target. In these conditions dust has no discernible impact on the
ranging behaviour of the sensor.
If the dust density n is increased by a factor of ten to 1.0 × 106 pcm, all other conditions remaining
the same, the LiDAR equation predicts the return signal shown in Fig. 2.13b. For the threshold level
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shown, the range measurement will be to the front of the dust-cloud, consistent with Behaviour (b) in
Fig. 2.3.
Figures 2.13c and 2.13d correspond to Behaviours (c) and (d) of Fig. 2.3. In Fig. 2.13c, the dust
density remains at 1.0 × 106 pcm, however, the length of the dust-cloud Ld is reduced to 5 m. In
Fig. 2.13d, the density n is reduced to 7.0×105 pcm, while the dust-cloud length is returned to 12.5 m.
In both situations, the simulated return pulse has two peaks of approximately similar magnitude. In
Fig 2.13c both peaks are above the indicated threshold level giving two range returns, the first ranging
to the front of the dust-cloud, Rd, and the second giving the range to the intended target, Rt. In
Fig 2.13d both fall below the threshold value and no range measurement is determined.
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Figure 2.13: Return pulses as a function of range predicted by the elastic LiDAR eqation for propagation paths
of sorts depicted in Fig. 2.3.
The return pulses are shaped in predictable ways by the environment conditions and target character-
istics through the LiDAR equation. Five parameters of importance that vary in field use are: (i) the
reflectivity ρ(λ) of the target, (ii) the distance to a target Rt within a dust-cloud, (iii) the length Ld of
a dust-cloud, (iv) the density ni of species within the dust-cloud, and (v) the size of species ri within
the dust-cloud.
Figure 2.14a shows the influence of intended-target reflectivity on the return pulse. The LiDAR
equation predicts a linear relationship between the return power and target reflectivity (i.e. ρ(λ) in
Eqn. 2.30). Note that the power of the dust-backscatter is independent of target reflectivity. This is
expected.
Figure 2.14b shows how the return pulse varies with target range Rt, for a fixed dust-cloud length
Ld = 5m. The LiDAR equation predicts that received power diminishes with the inverse of R2, as
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Figure 2.14: Changing dust-cloud and target parameters will affect the return pulse as shown.
per Eqn. 2.33, however, because backscatter from the planar target increases proportionally with Rt,
see Eqn. 2.30, the power returned from the target is inversely proportional to Rt. The effects of dust
are less prominent in the far-field making the discrimination between target and dust easier.
Figure 2.14c shows the effect of varying Ld for a target at a fixed distance Rt. The range dependent
geometry term sees the return power from dust diminish with R2 and for a longer dust-clouds there
is accordingly greater loss through extinction. The transmittance Tr(R) decreases exponentially with
increasing Ld, however, the extinction coefficient, α = pir2n, for this scenario does not result in a
discernible reduction in the return power for the target. The longer the dust-cloud, the more significant
this effect: a dust-cloud of 20-30 m would show a significant reduction in Tf (R) for the scenario
conditions.
Figure 2.14d shows how increasing dust density influences the return pulse. The power returned from
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dust backscatter is proportional to the density n and r2, see Eqn. 2.31. Closer inspection at the target
range shows that the secondary peak is less detectable in higher concentrations of dust (Fig. 2.14e),
yet the amplitude of the target’s peak increases with density, which may seem counterintuitive. This
however, is an artifact of the convolution operation. A reduction in target peaks is shown to correlate
with increased density when a 1 m void is placed between the dust-cloud and target (Fig. 2.14f). The
power returned from the target decreases exponentially with both n and r2, see Eqn. 2.32.
2.5 An experimental apparatus for creating repeatable and mea-
surable dust-clouds
Figures 2.15 and 2.16 show an experimental apparatus constructed to explore LiDAR sensor be-
haviour for circumstances similar to those in Section. 2.4. As discussed in Fig. 2.4, dust presents in
many shapes and sizes. Rather than capture all of these conditions, the apparatus in this section is
intended to reproduce a single condition repeatedly.
The apparatus consists of a semi-enclosed chamber and ten centrifugal fans extracted from leaf blow-
ers that circulate air within it. The fans pull air from the top of the chamber and blow it through a
channel connected to trays at the base where dust collects (Fig. 2.16d). The fans are evenly spaced
along the chamber and baffles can be inserted each 0.5 m to change the length of the dust-cloud. The
design intent is to create dust-clouds of uniform density that are repeatable and measurable. The
chamber can be configured with targets of differing reflectivity and the range to the target can be
adjusted.
A SICK LMS511 is mounted so that it looks down the chamber to a target wall. The sensor views
the target wall through a 1 m×0.2 m opening located at the chamber entrance (Fig. 2.17a). Dust exits
the chamber entrance during testing, producing a slightly gradual rise in dust-cloud backscatter as
evident in the return pulses that follow. The boundary created between the dust-cloud and clean air
appears similar to what is seen in the field (recall Fig. 2.1).
The transmittance of the generated dust-clouds is measured using a SICK T-50 Dusthunter (SICK,
2011). A sender-receiver unit is mounted at one end of the chamber (Fig. 2.16b) and measures the
fraction of light reflected from a target mounted at the opposite end (Fig. 2.16c). The transmittance
sensor emits light in the visible spectrum (approx. 450-700 nm). The LMS511 emits light just beyond
the visible spectrum (905 nm) and both its wavelength and the wavelength of the transmittance sensor
are far into the Optical Region for scattering on dust-sized particles. Accordingly, both are affected in
similar ways by dust. Purge hoses at the sender-receiver and the reflector prevent dust from settling on
the sensitive optical surfaces during measurements. The transmittance sensor is shielded from direct
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Figure 2.15: Configurable dimensions of the dust chamber. The chamber encloses approximately 2.5 m3 when
the target wall is installed at the 5 m dust-cloud length.
(a) Dust-chamber.
(b) Transmittance sensor:
Sender/receiver unit.
(c) Transmittance sensor: Reflector. (d) Fan circulation.
Figure 2.16: The dust chamber (a) and associated components for measuring dust-cloud transmittance levels
(b-c) and generating dust circulation (d).
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(a) Chamber entrance. (b) Testing conditions.
Figure 2.17: A dust-cloud is produced in front of the SICK LMS511. A large opening at the chamber en-
trance allows the dust-cloud to gradually exit the chamber. These photos are indicative of the ambient lighting
conditions during testing.
sunlight to prevent interference (Fig. 2.17b).
The experimental method involves placing a defined charge of Arizona coarse test dust (ISO, 1997) in
the chamber that produces a cloud with zero transmittance when the fans are active. Calibration tests
established that 40 g of this material circulated within the full length (5 m) of the chamber results in
zero transmittance. This charge is reduced proportionally in tests where the length of the chamber is
decreased.
In the experimental protocol, the fans are turned on for two minutes so that the dust becomes well
mixed. As the dust settles, the transmittance of the cloud returns to 100% over a period of approx-
imately ten minutes. The air in the chamber remains visibly turbulent for up to a minute after the
fans are turned off. Figure 2.18 shows the particle distribution of ISO12103 coarse dust, the terminal
velocity of dust particles as an indicator of settling time, and the chamber transmittance over the du-
ration of the test as the dust settles. This procedure produces repeatable measurements and allows for
the systematic variation of parameters.
Data from the LMS511 and T-50 sensor are logged continuously through the experimental process.
The information logged includes both the ranges and associated return signal strength indicators
(RSSI) computed by the sensor that are returned through the user interfaces as well as snapshots
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(b) Terminal particle velocity computed using
Stokes’ Law (Brown and Lawler, 2003).
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(c) Typical transmittance during test.
Figure 2.18: Arizona coarse test dust has the distribution shown. Different sized particles settle at different
rates, with larger particles settling first. A typical transmittance curve is shown with transmittance going from
0% to 100% over a period of approximately 10 minutes.
of the return pulses at various times during settling. The return pulses are collected using the onboard
analog to digital converter as described by Fig. 2.19.
2.6 An experimental investigation of return pulses in the pres-
ence of dust
Section 2.4 predicted how return pulses are shaped by the presence of dust. This section experi-
mentally validates these predictions using the experimental apparatus described in Section 2.5. Sec-
tions 2.6.1 to 2.6.3 detail how the return pulse, Pˆr(t), is affected by changes to the target and propaga-
tion path. Table 2.1 details the configurations used in the three tests. Three parameters are explicitly
explored: (i) the target surface reflectivity, ρ(λ); (ii) the distance to the target, Rt; and (iii) the length
of the dust-cloud, Ld, see Fig. 2.15. The influence of dust species, ni, is revealed by the settling of
the dust over the duration of a test.
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Figure 2.19: A schematic representation styled after Pastor et al. (2012) showing the method used to measure
return pulses. The signal being logged is Pˆr(t) which is the signal measured by the sensor’s photo-detector
conditioned as shown. The true return signal is asymmetrically split into a sensitive and insensitive photo-
current. Different amplifications are applied to the partial currents to increase the effective dynamic range
of the A/D. Trans-impedance amplifiers (TIA) are applied to scale the partial signal prior to reconstructing.
This signal, Pˆr(t), is stored using a high rate digital signal processor (DSP) and field-programmable gate array
(FPGA).
Table 2.1: Changes to target material, target distance and dust-cloud length are made. The material abbrevia-
tions are white (W), black (B) and retro-reflective (R).
Target
material, ρ(λ)
Target
distance, Rt [m]
Dust-cloud
length, Ld [m]
Reference test conditions W 6 5
Reflectivity test [W, B, R] 6 5
Target distance test W [6, 10, 15] 5
Dust-cloud length test W 6 [2, 3, 4, 5]
2.6.1 Varying target reflectivity
Figure 2.20 shows how return pulses are shaped by transmittance for three different targets: (i) black
cardboard; (ii) white paper; and (iii) retro-reflective tape. The variation of transmittance through the
chamber is shown in Fig. 2.20a with fifteen event transmittance values identified by numbers (i) to
(xv). For each transmittance value, Fig. 2.20b shows the corresponding power of the return pulse,
Pˆr(R). Samples were captured initially every 30 seconds until the transmittance reached 10%, and
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then every subsequent 10% increase in transmittance. A 100% transmittance reference was collected
prior to turning the fans on. The vertical dashed lines indicate the region of the propagation path
subject to dust (1-6 m).
The following conclusions are drawn:
(i) The characteristics predicted in Fig. 2.14a are evident, specifically, more return power is ob-
served with higher reflectivity.
(ii) At very low transmittance, no target backscatter is evident in the return pulse for any material
because no LiDAR light is propagating as far as the target wall (Fig. 2.20b-i).
(iii) Backscatter from the dust-cloud does not change with respect to the target surface and can be
seen to decrease throughout the entirety of the test as transmittance returns to 100%.
(iv) The power received from the target is linear in ρ(λ) although the effect of the splitter (Fig. 2.19)
masks this.
(v) The retro-reflective surface begins to provide significant backscatter at 1.8% transmittance (Fig. 2.20b-
ii), however, the white and black surfaces do not provide an equivalent level of backscatter until
approximately 4.2% and 10.0% respectively (Fig. 2.20b-iv and vii).
2.6.2 Varying distance between sensor and target/dust-cloud
The second test seeks to characterise the effect of distancing the sensor further from the dust-cloud.
Dust particles should provide less detectable backscatter as their range from the detector increases.
As discussed in Section 2.4, this expectation is captured in the LiDAR equation by the perception
angle term, Ω, which expresses the diminishing detectability of backscatter with R2 (see Eqn. 2.21).
Figure 2.21 shows the return pulses obtained against a white target at 6 m, 10 m and 15 m ranges. The
dust-cloud was maintained at a fixed length of 5 m. The return pulses are aligned with the location of
the target wall (indicated on the X-axis as ‘Rt’).
The following conclusions are drawn:
(i) As predicted in Fig. 2.14b, received power from dust is higher when the sensor is closer to
the dust-cloud. This is particularly demonstrated in return pulses collected in less than 20%
transmittance (Fig. 2.21b-i to vii).
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(b) Return pulses.
Figure 2.20: Return pulse amplitudes from white, black and retro-reflective targets during early dust settling
(i-v) and every 10% transmittance level thereafter (vi-xv). The vertical dashed lines indicate the section of the
propagation path that is inside the dust chamber (1-6 m).
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(b) Return pulses.
Figure 2.21: Return pulse amplitudes from white targets at 6 m, 10 m and 15 m ranges during early dust settling
(i-v) and every 10% transmittance level thereafter (vi-xv). The return pulses are aligned with the location of
the target wall, indicated as ‘Rt’. The vertical dashed lines indicate the section of the propagation path that is
inside the dust chamber (i.e. 1-6 m, 5-10 m and 10-15 m).
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(ii) The smaller perception angle produced by greater distances results in less received power from
the target, even in clear conditions, (Fig. 2.21b-xv).
(iii) Return power is observed from dust exiting the front of the chamber. This will reduce the
transmittance prior to the beginning of the chamber and may affect results.
2.6.3 Varying the dust-cloud length
The third test seeks to characterise how the length of the obscured propagation path affects range
measurements. Longer dust-clouds are expected to provide more losses due to scattering, making
it less likely to receive backscatter from the target. This is captured in the LiDAR equation by the
transmittance term describing losses in the propagation path (Eqn. 2.25). Figure 2.22 shows the return
pulses obtained from a white target at 6 m when the dust-cloud length was varied in 1 m increments
from 2-5 m.
The following conclusions are drawn:
(i) As predicted in Fig. 2.14c, the peak associated with the 6 m target remains unaffected by the
deviations applied to the dust-cloud length.
(ii) Backscatter is observed at the four starting locations of the dust-chamber (i.e. at 1 m, 2 m, 3 m
and 4 m), however, the amplitude, Pˆr, does not decrease with range. This effect would be small
over the 1 m increments and is most-likely obscured by the dynamic amplifications applied to
the original signal.
(iii) Aside from the rising edge of the dust-cloud backscatter, the return pulses are indistinguishable
from 10% transmittance (Fig. 2.22b-iii).
2.7 How outputs from the sensor correlate with the four LiDAR
behaviours
This section explores how sensor behaviour is influenced by dust. Sections 2.7.1 to 2.7.4 provide
measurements from the sensor collected under the test conditions of Table 2.1 to show how the four
basic behaviours manifest. Section 2.7.5 gives a fourth test exploring the effect of a filtering method
built in to the sensor that aims to remove dust effects from measurements and highlight some of the
subtleties of sensor behaviour.
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(b) Return pulses.
Figure 2.22: Return pulse amplitudes from white targets at 6 m when the last 2-5 m of the propagation path is
obscured by dust. Return pulses were captured during early dust settling (i and ii) and every 10% transmittance
level thereafter (iii-xii). The vertical dashed lines indicate the section of the propagation path that is inside the
dust chamber, the shortest dust-cloud occurs from 4-6 m while the longest is 1-6 m).
2.7.1 Behaviour under reference conditions
Figure 2.23 shows the range measurements and associated RSSI measured under the reference test
conditions detailed in Table 2.1. Behaviours (a), (b), and (c) are indicated in Fig. 2.23b as they occur.
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The range measurements are of the wall until the fans are turned on (i.e. Behaviour (a)). Activating
the fans transitions to Behaviour (b), whereby the sensor ranges to the front of the dust-cloud (i.e.
approx 1 m). The sensor exhibits Behaviour (c) when the wall first appears at 2.34% transmittance.
Finally, the sensor returns to Behaviour (a) when the dust has dissipated at 67.98% transmittance.
Note that Behaviour (d) does not occur under the reference conditions.
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(b) Measured range from reference configuration.
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(c) Measured RSSI from reference configuration.
Figure 2.23: These measurements serve as a baseline for comparison to the variations explored in the pro-
ceeding sections. First and second echoes are shown in light and dark green markers respectively. These range
measurements were collected with the chamber in the reference configuration (Table 2.1).
As a point of comparison in the sections that follow, two key events are indicated: (Event A) the
wall first appears as a primary or secondary return; and (Event B) measurements associated with the
dust-cloud cease to occur.
A sensitivity analysis was conducted to determine the accuracy and precision of Event A and B
occurrences. The reference test was repeated six times with the results showing that Events A and
B occur with a standard deviation of 0.13% and 0.32% respectively (Table 2.2). The events occur
within <1% deviation in transmittance, which is approaching the measurement accuracy of the dust
monitor.
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Test # Mean Std Dev. Max-min
1 2 3 4 5 6 [%] [%] [%]
Event A 2.52 2.47 2.37 2.25 2.20 2.23 2.34 0.13 0.32
Event B 71.15 71.63 71.28 71.92 71.36 71.07 71.40 0.32 0.85
Table 2.2: A sensitivity study was conducted to evaluate the repeatability of Events A and B. Transmittances
were recorded when the wall appears (Event A) and when dust dissappears (Event B). The results indicate that
the Events are repeatble within <1%.
2.7.2 Behaviour to target reflectivity variation
Figure 2.24 compares range measurements from black and retro-reflective targets. The retro-reflective
target appears earliest at 1.88% transmittance, while the white target appears at 2.20%, followed by
the black at 6.52%. This order is in keeping with the return pulses presented in Section 2.6.1. The
second event, ‘B’, indicates that returns from the dust-cloud surface occur in all three material tests
up to approximately 70% transmittance. This behaviour is expected from the return pulses which
show a significant rise in dust backscatter (independent of material) up to approximately 60-70%
transmittance (Fig. 2.20b-xi and xii).
Note the cluster of range measurements at the chamber entrance in Fig. 2.25. An interesting behaviour
occurs in this region when the returns reach an RSSI of 254 (the sensor’s maximum intensity of
return): the range flips to a slightly shorter range with very low intensity. This is most likely due to a
saturation of the detector in the near-field. High RSSI is often taken as an indicator that measurements
are of a highly reflective target. The significance of the point is that range measurements from dust
can register intensities that span the full dynamic range of the RSSI field, a phenomenon that is easily
explained by the elastic LiDAR equation and Fig. 2.14. Note also, the RSSI for a retro-reflective is
at the maximum value almost as soon as the wall is observed (Fig. 2.24f). This is consistent with the
return pulse in Fig. 2.20b-v, which shows the retro-reflector peak fully established as early as 7.9%
transmittance.
2.7.3 Behaviour to variation in target/dust-cloud distance from the sensor
The behaviour of range measurements collected under the same conditions are explained by the the-
oretical expectation and the raw pulse measurements, PˆR. The previous section illustrated dust mea-
surements occurring for transmittance around 72-73% (Event B) when the sensor was located 1 m
from the dust-cloud. Figure 2.26c shows that range measurements from the dust-cloud, located 5 m
from the sensor, cease to occur when the transmittance rises to 46.3%. Furthermore, increasing the
separation distance to 10 m causes returns from dust to cease at 19.2% transmittance (Fig. 2.26d). All
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(a) Transmittance during black target test.
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(b) Transmittance during retro-reflective target test.
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(c) Measured range from black target.
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(d) Measured range from retro-reflective target.
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(e) Measured RSSI from black target.
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(f) Measured RSSI from retro-reflective target.
Figure 2.24: Range measurements and associated RSSI collected against black and retro-reflective targets.
First and second echoes are shown in light and dark green markers respectively. The wall appears as a secondary
return early in both cases. Measurements from dust backscatter remain until approximately 70% transmittance.
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Figure 2.25: A white target wall at 6 m is observed as a secondary return through the dust-cloud. Range returns
along the top and bottom are from the chamber itself.
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of this is consistent with the predicted and measured return pulses.
Dust particles, while reflecting less backscatter towards the detector, still provide the same scattering
losses in the final 5 m of propagation path before the target wall. This is evident by the RSSI of range
measurements on the target wall, which, across all three tests, does not return to its nominal value
until 90% transmittance (Fig. 2.26e and 2.26f). The dust-cloud is nevertheless still observed as a
leading surface in the front of the chamber (Fig. 2.27). From the LiDAR equation it is expected that
a dust-cloud at further distance (e.g. 20-30 m from the detector) would provide a period during which
no return is observed because the LiDAR light is completely lost due to scattering.
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(a) Transmittance during 10 m target test.
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(c) Measured range from 10 m target.
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(d) Measured range from 15 m target.
0 100 200 300 400 500 6000
100
200
Time [sec]
R
S
S
I
[/
2
5
4
]
F
a
n
s
o
n
F
a
n
s
o
ff
(e) Measured RSSI from 10 m target.
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(f) Measured RSSI from 15 m target.
Figure 2.26: Range measurements and associated RSSI values collected against white targets at 10 m and 15 m
ranges. First and second echoes are shown in light and dark green markers respectively. Dust returns dissipate
at lower transmittance levels as the dust-cloud is moved further from the detector. This is indicated by the
marker labeled ‘B’.
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Figure 2.27: A white target wall at 10 m is observed as a secondary return through the dust-cloud. The first
return shows the leading surface of the dust-cloud in the chamber. This is representative of Behaviour (c) (see
Fig. 2.3c) whereby the dust-cloud particles provide enough scattering cross-section to register a return, but are
not significant enough to impede backscatter from the target.
2.7.4 Behaviour to variation in dust-cloud length
Figure 2.28 shows the range measurements observed during variations of dust-cloud lengths. For
these tests, the wall appears at approximately 6% and 7% transmittance for the 2 m and 3 m long
dust-clouds respectively. This behaviour appears contradictory to the theoretical expectation as the
target wall appears at lower transmittance in the longer dust-clouds (1.6% and 2.2% for the 4 m and
5 m dust-clouds respectively). Range measurements from dust are also observed much later in the
shorter dust-cloud lengths (up to 77-87% transmittance). Best efforts were made to provide a similar
density between tests, however, it is likely that a more concentrated dust-cloud is producing range
measurements in the shorter chamber configurations.
The return pulses at approximately 1% transmittance (Fig. 2.22b-i) show that more backscatter is
seen at the target for shorter propagation paths through dust. This remains true at 2% transmittance,
however, a secondary peak in the 4 m and 5 m pulses begins to emerge. It is possible that resolving
two peaks in close proximity to each other provides greater difficulty in the task of range resolution.
It is also possible that the dust-cloud lengths considered in this test do not provide enough variability
to display the expected theoretical behaviour.
Unlike the previous two tests, this experiment changes the characteristics of the dust-cloud itself.
Shorter chamber lengths increased the rate at which dust was expelled. Fans were run for thirty
seconds less per 1 m reduction in chamber length in an effort to retain enough dust for similar settling
characteristics across tests. As a result, the measurements obtained provide for less comparability,
which may explain the unexpected behaviour.
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Figure 2.28: Range measurements and respective RSSI values collected against a 6 m distanced white target
in dust-clouds of 2 m, 3 m and 4 m lengths. First and second echos are shown in light and dark green markers
respectively.
2.7.5 Behaviour due to on-board filtering
In the tests reported to this point, the sensor has not exhibited Behaviour (d) where no return is re-
ceived. The test reported in this section produces this behaviour by changing the way in which the
sensor processes range measurements. In contrast to the previous three tests, which focused on relat-
ing LiDAR range behaviour to dust-cloud characteristics via the characteristics of the return pulse, this
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test considers how the range output is affected by interpreting a filtered return pulse signal. The SICK
LMS511 contains an optional ‘fog-filter’ that is intended to remove range measurements associated
with fog. This section examines the fog-filter for it’s ability to remove dust-associated measurements.
The manufacturer is currently working on a strategy to identify and classify measurements associ-
ated with dust. The signal processing method is proprietary, however, on-board processing filters to
perform this function generally consider the width and gradient of the return pulse alongside the de-
termination of background noise levels (Cao et al., 2013). The fog-filter is adjustable with respect to
how aggressively range measurements are removed.
Figure 2.29 shows the range measurements and associated RSSI values obtained from a 6 m white
target when the on-board filter is set to its lowest and highest setting. Both filter settings are shown to
produce only primary returns. The least aggressive setting shows evidence of dust artifacts, however,
these no longer exist beyond 1.7% transmittance, at which time the sensor exhibits Behaviour (d) and
no measurement is made. The wall appears at 5.4% transmittance (Fig. 2.29c). The most aggressive
filter setting removes all range measurements of the dust-cloud, however, the wall appears much later
at 18.8% transmittance (Fig. 2.29d). This suggests that the filter is removing valid measurements of
the wall, i.e. false positives.
The wall first appears at a range of 6.1 m (in both tests), and slowly decreases to 6.0 m as the transmit-
tance rises to 100%. This error is an artifact of the filtering and the manufacturer provides additional
settings to counter this.
2.8 Other low-visibility conditions
It is interesting to consider how the model presented in this chapter might be used to predict LiDAR
return waveforms in other low-visibility conditions, e.g. rain, fog or smoke. This has been particularly
explored in the field of rescue robotics where LiDAR sensing in hazardous environments has proven
difficult due to the presence of smoke and water vapour.
Pascoal et al. (2008) found that subjecting four LiDAR sensors (with wavelengths of 650 nm - 950 nm)
to smoke and water vapour would either produce erroneous measurements on the front of the cloud
(Behaviour (b)), or saturate the sensor, producing no measurement at all (Behaviour (d)). Formsma
et al. (2011) similarly found that smoke appears to LiDAR as a solid object, whereas, Tretyakov and
Linder (2011) demonstrated that camera measurements cannot even be made under similar conditions.
More recently, a comparative study by Starr and Lattimer (2014) evaluated two IR cameras, two
visible cameras, two SoNAR, a RaDAR, single and multi-echo LiDAR, a KinectTM and night vision
sensor. As expected, sensors with longer wavelengths (typically above 7.5µm) were found to be
unaffected by smoke.
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Figure 2.29: Range measurements and associated RSSI values determined using the least and most aggressive
setting of an on-board dust filter.
These observed LiDAR behaviours in smoke are similarly explainable using the elastic LiDAR equa-
tion described in this paper. Smoke particles are much smaller than dust, ranging 30 nm-800 nm,
however mist and fog are comparable in size to mine dust and may range 1µm - 300eµm in di-
ameter (Johnson, 1969). Fig. 2.8 predicts that large smoke particles, if also assumed to be specular
spheres, will appear in the Mie Region and produce similar backscatter to dust particles.
It is more difficult to draw parallels between LiDAR behaviour in dust and LiDAR behaviour in rain.
Rain particles would not have negligible absorption losses (as assumed in Section. ??, Salman et al.
(2009)) and would be expected to refract light. Yamauchi (2010) shows LiDAR exhibits Behaviour
(b) in sufficiently dense fog. This behaviour is verified in Ryde and Hillier (2009) where LiDAR
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performance degrades in ‘heavy mist’ but is generally robust in sparse rain.
2.9 Summary and conclusions
The effect of dust on LiDAR measurement is systematic: physics determines the shape of the return
of an emitted LiDAR pulse in entirely predictable ways. As part of this work, similar investigations
were conducted of three other sensors, the SICK LD-LRS3100, the SICK LD-MRS and the Velodyne
HDL-64E, and found that they exhibit the same four behaviours under similar test conditions (Phillips
et al., 2013b). Where differences do occur, they can be accounted for by differences in the way the
return pulse is processed by the sensor and these differences are matters of degree rather than distinct
behavioural changes.
Dust is an issue for sensing by LiDAR. It is to be noted that LiDAR sensor manufacturers already
make efforts to deal with dust effects by signal processing within the sensor, either through computa-
tion applied to the return signal or by optical filtering of the return pulse. However, as Section 2.7.5
shows, these methods are not foolproof and can lead to the emergence of Behaviour (d). All-in-all,
it is better for a sensor to return what information it has, rather than provide a null reading because
of the processing of the signal. Behaviour (d) is more meaningful if it reflects that the sensor cannot
extract a return from the pulse.
A frustration of end users of LiDAR sensor technology is the way in which information is packaged
and this is particularly true when the sensors are used for new or novel applications. Many workers
have used the return range and RSSI in combination under the assumption that a high RSSI corre-
sponds to a return from a reflective surface. As Section 2.7.2 shows, this is not necessarily the case,
particularly when dust is in the near field of the sensor. LiDAR sensor manufacturers could add sig-
nificantly to the usability of their products if they provided interfaces (e.g. the full waveform analysis
interface provided by Riegl (Pfennigbauer et al., 2014; Ullrich and Reichert, 2005)) that allowed end
users to obtain specimen return pulses that could be used to interpret the range returns. Nevertheless,
there is a limited scope for removing the effects of dust at the return pulse level and so this is not a
complete answer to the problem.
The significance of this chapter is the clarity it brings to the question of how to deal with dust affected
LiDAR measurements. An important point that emerges from this investigation is that LiDAR is ca-
pable of seeing through lower transmittance environments than it is generally credited with. Several
prior studies have noted that dust effects are apparent in LiDAR measurements for transmittances of
80-90% (Ryde and Hillier, 2009; M. Kise and Reid, 2010). The experiments of this chapter con-
firm this, but more importantly, show that information about physical targets remains detectable for
transmittances as low as 2% where targets have high reflectivity, see Fig. 2.24d, and 6% for black,
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that is low reflective targets, see Fig. 2.24c. In practice, LiDAR sees much more than the naked eye.
The importance of this is the recognition that Behaviour (c) is present over a much wider range of
conditions than is generally held to be the case and for sensors that provide multiple returns, this can
be exploited.
Second, because dust systematically affects the shape of the return pulses, it seems this knowledge
can be used at a macro-level to interpret point-clouds whose measurements are affected by dust.
Specifically, the tests of this chapter have shown that range returns in the presence of sufficient dust
range to the front of the dust-cloud (Behaviours (b) and (c)) rather than presenting as random noise
in the measurement. While establishing whether such a return is from dust or from a rigid target
on a measurement-by-measurement basis is extremely difficult, this observation begs the question
should perception system developers not look to track dust in the same way as other objects, and
use situational context to interpret meaning? Figure 2.1 showed the dust generated in the loading of a
truck by a mining shovel. The LiDAR measurements of Fig. 2.2, inter alia, can be used to establish the
position and orientation of the truck being loaded. Might not they similarly provide for the tracking
of dust-clouds, albeit as a deformable objects, allowing for the interpretation of dust through higher
level contextual considerations?
The final conclusion of this chapter relates to the information content of the point-clouds generated
by LiDAR sensors when dust is present. A rationale for seeking to identify measurements affected by
dust is to segment them out of a dataset. An alternative way of dealing with dust affected measure-
ments is by considering the information they bring to the interpretation of a scene. With reference to
Fig. 2.2, the dust affected measurements don’t add value to the interpretation of the scene, but equally
they don’t significantly detract from it when viewed as a whole; dust simply occludes parts of the
scene. Data processing methods that start from this perspective may be significantly more beneficial
in the effective use of LiDAR measurements than those that start from the perspective that dust is an
issue. This idea is pursued in Chapters 4 and 5.
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CHAPTER 3
Informing beliefs:
An adaptive structure filter for sensor registration1
This chapter is about using LiDAR to inform the belief of where a LiDAR sensor is located on a mov-
ing platform, also known as sensor registration. A good registration is a fundamental pre-requisite for
the perception capabilities required for automation. Registration is sometimes done by placing mark-
ers at known locations in the environment, however, the use of standard marker or artificial-feature-
based approaches is infeasible within environments that do not allow for additional infrastructure.
A method is presented for sensor registration that overcomes this limitation by utilizing the geomet-
ric structure of the terrain surrounding the sensor platform. The method determines the information
content of registration parameters in measurements of the terrain, and updates only the subspace of
those parameters with information. The performance of the method is demonstrated for registration
of a sensor to a large mining haul-truck and a mining shovel. The method is shown to successfully
register the sensor to each vehicle using a surveyed topographic map of the terrain. Performing self-
registration using a map generated by the sensor itself is also demonstrated, however specific vehicle
trajectory conditions are required to provide information on all registration parameters.
3.1 Introduction
Autonomous platforms frequently use range-scanning sensors such as LiDAR for perception. Correct
spatial interpretation of information from these sensors requires knowledge of their position and ori-
entation (that is, their pose) in a frame of reference identified on the platform. The task of determining
sensor pose is called the sensor registration problem and it amounts to estimating six parameters that
define the coordinate transformation locating the sensor frame in the platform frame, see Fig. 3.1.
1This chapter is based on Phillips et al. (2014)
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Figure 3.1: The registration problem amounts to the determination of the six calibration parameters that de-
scribe the homogeneous transformation between the platform reference frame, X1, and the sensor reference
coordinate frame, X2.
Methods for sensor registration fall into two categories: (i) measure-of-order methods that look to
find the registration that maximizes the coherence of measured data such as an entropy measure; and
(ii) topographic truth methods that employ a topographic model and seek the registration that gives
the best match of sensor measurements to the model.
This chapter describes a topographic truth method, however measure-of-order approaches provide a
useful starting point for discussion. The idea behind these methods is that point-cloud information
from a region of space should be coherent from multiple platform positions. Sheehan et al. (2012)
describes a method for the intrinsic calibration of a rotating LiDAR platform by quantifying the degree
of organization of a point-cloud using a Re´nyi Quadratic Entropy metric. This approach is adopted
by Maddern et al. (2012) to determine the registration of the same sensor to an urban vehicle platform,
and later by Elseberg et al. (2013), who simultaneously registers sensors across multiple platforms.
An alternative measure-of-order approach is presented by Levinson and Thrun (2010), in which sen-
sor registration is achieved by maximizing the local planarity of the reconstructed point-cloud. The
solution optimizes a cost function similar to the point-to-plane metric used in iterative closest point
methods (Chen and Medioni, 1992). Points are penalized if they are not close to a local plane defined
by their nearest neighbours.
Most topographic truth methods, by contrast, use identified features such as markers placed in the
terrain or specific terrain features with well-known geometry such as walls, rather than point-clouds.
In Underwood et al. (2007), for example, the topographic truth is provided by a vertical pole placed on
flat ground. A planar range-scanning LiDAR sensor is fitted to an autonomous ground vehicle that is
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driven around the pole. The pose of the vehicle is measured by a GPS-aided inertial navigation system
and the objective is to determine the pose of the sensor relative to the navigation frame. The pole is
retro-reflective so that it is easily distinguished from the surrounding terrain by the intensity of LiDAR
returns. Sensor registration is completed by minimizing a cost that penalizes the deviation of terrain
returns from a ground plane and pole returns from a vertical line. The methodology is extended
in Underwood et al. (2010) to simultaneously register multiple sensors relative to one another. A
similar idea is used in Zhu and Liu (2013) to register a three-dimensional Velodyne HDL-64E sensor.
Other topographic methods have used markers placed in the vicinity of the platform. Williams et al.
(2009) registers a plane-scanning LiDAR to a rotating platform by placing retro-reflective targets and
surveying their locations relative to a reference frame associated with the platform. These targets are
segmented using the high intensity of their return signals. Registration is completed by rotating the
platform so that the sensor scans across the targets whilst measuring the pose of the platform and
minimizing the difference between the surveyed locations of the targets and the locations at which
they are perceived. A similar approach is also employed in Gao and Spletzer (2010), in which markers
are placed in pairs to assist in their identification.
Hong et al. (2003) uses large planar features of a wall as a topographic truth, but does not move the
platform. The work registers sensors to an all-terrain vehicle using a scan of orthogonal walls and
the vehicle from a terrestrial survey tool to determine the pose of the walls relative to the vehicle’s
reference frame. Measurements from the sensor are then used to determine the sensor’s pose relative
to the wall, and thus the sensor pose on the vehicle.
Three criticisms can be leveled at this form of topographic truth registration: (i) Levinson and Thrun
(2010) note that the use of small marker sets ignores the full set of measurements associated with the
remainder of the terrain leading to suboptimal solutions; (ii) Luo and Zhang (2004) have observed
that LiDAR returns from retro-reflective materials saturate the detector, leading to false range mea-
surements; and (iii) it is not always practicable to place markers such as retro-reflectors in the terrain.
The proposed method overcomes these limitations by employing a terrain map as the topographic
truth without the need for retro-reflective makers. The method is first illustrated using an independent
survey of terrain and then extended to remove the need for an independent survey by using a terrain
map generated by measurements from the sensor itself.
A requirement that emerges from earlier topographic truth studies is the need for the sensor’s tra-
jectory to provide the information required to estimate all of the registration parameters. Wei and
Hirzinger (1998) shows that a one-dimensional range sensor must be manipulated in all six degrees
of freedom to register its pose against a planar surface. Underwood et al. (2007) formulate a Jaco-
bian matrix, based on the combination of platform motion and the pole-plane topography, whose rank
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establishes pose observability and use this to guide sensor placement on their platform. Song and
Jee (2011) extends this analysis to show how the platform trajectory influences the ability to estimate
sensor pose. Martinelli et al. (2006) use an Extended Kalman Filter (EKF) framework to estimate
the two-dimensional machine pose and registration parameters simultaneously from measurements of
an illuminated marker. Analysis of the underlying nonlinear system shows that measurements of the
marker during a two-dimensional trajectory are insufficient to simultaneously estimate the sensor and
platform poses.
Others have also considered the problem of whether there is sufficient information in the measure-
ment data to determine registration parameters. Brookshire and Teller (2012) show that when the
mapping from vehicle pose to range measurements becomes singular, it is not possible to observe all
registration parameters and provide a test to identify degenerate paths in a calibration run. Maye et al.
(2013) note that not only may some dimensions of the registration parameter space be unobservable,
in some instances these unobservable dimensions may appear to be observable due to sensor noise.
They describe a registration algorithm that only updates pose parameters as they become observable,
using the singular values/vectors of a Fisher information matrix to identify which dimensions of the
registration parameter space contain information.
The approach presented in this chapter is in a similar spirit to Maye et al. (2013) in that it looks to
update only those dimensions of the registration parameter space for which measurements contain
information. The method described here is based on the information form of the EKF and recur-
sively refines an initial registration pose estimate online. The approach is used to register a Velodyne
HDL-64E LiDAR scanner to two different mining vehicle platforms operating in typical mining envi-
ronment terrain. This three-dimensional range sensor is capable of scanning a point-cloud from one
full revolution of the rotating sensor head at up to 20 Hz (Velodyne LiDAR Inc, 2008). Sixty-four
emitter-detector pairs provide a spotlight-like pattern that is swept across the scene.
The application of the EKF to parameter estimation problems is well established. The novelty of
the approach presented in this chapter lies in two of its aspects. First is the use of a ray-casting
method to construct a measurement Jacobian from topographic truth. Second is the inspection of this
measurement Jacobian’s null-space, which is used to guide the selection of those dimensions of the
registration state space that contain information.
The chapter is organized as follows. Section 3.2 presents the theoretical formulation of the proposed
registration method. Section 3.3 explores the performance of the method in simulated environments.
Section 3.4 introduces the two machine platforms used as exemplars for field registration: a haul-truck
and a mining shovel. The performance of the proposed registration method is then tested against base-
line results in three case studies. Case Study 1 (Section 3.5) investigates the problem of registering
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the sensor to a haul-truck as it travels along sections of a haul-road. Case Study 2 (Section 3.6) reg-
isters the sensor to the revolving frame of an excavator from measurements of an adjacent bench.
These two studies are performed using surveyed topographic maps. Section 3.7 extends the registra-
tion formulation by replacing the surveyed topographic map with a sensor-generated map to perform
self-registration of the sensor. This approach is then evaluated in Case Study 3 (Section 3.8).
3.2 Theoretical formulation
The sensor registration problem is defined as using measurements, z, from a range sensor to determine
its pose, x, relative to a frame of reference fixed to the platform. The pose state to be estimated is
comprised of the frame transformation parameters, such that x = [x, y, z, roll, pitch, yaw]T .
The presented approach considers sensor registration as a recursive estimation problem, whereby an
initial estimate of the registration pose, (xˆ0,Cov(xˆ0)), is refined from sequentially-acquired range
measurements, Zk = {z1, . . . , zk}. A Bayesian inference framework is adopted to perform each
recursive pose estimate update, such that
P (xˆ | Zk) = P (xˆ | zk,Zk−1) = P (zk | xˆ,Zk−1) ·P (xˆ | Zk−1)
P (zk | Zk−1) , (3.1)
where P (xˆ | Zk−1)|k=1 ∼ N (xˆ0,Cov (xˆ0)).
The estimate of the sensor registration is computed using an EKF, see Thrun et al. (2005).
Several assumptions are applied in the development of this registration method. These are:
(i) The navigation solution of the platform is determined from an independent system (with spec-
ified uncertainty) at all times when the sensor acquires a measurement. The platform-pose
estimation problem is considered to be separate from sensor registration.
(ii) The sensor is rigidly fixed to the platform, such that the relative pose between the sensor and the
platform-fixed reference frame does not change.
(iii) The terrain (against which the registration is performed) is static, and is not modified during the
sensor registration process.
(iv) The registration method considers only the pose of the sensor, and assumes that the intrinsic
calibration is fit for purpose. Intrinsic parameters include the position and orientation of each
emitter-detector pair relative to the sensor frame; methods for the intrinsic calibration of the
Velodyne HDL-64E sensor are described in in Muhammad and Lacroix (2010), Glennie and
Lichti (2011), and Atanacio-Jime´nez et al. (2011).
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The final point warrants further discussion. It is possible, of course, to simultaneously estimate the
intrinsic parameters of the sensor with the registration. The approach presented in this chapter has
been developed with the view, however, that it is better practice to use well designed experiments
to determine intrinsic sensor parameters, under the assumption that these do not change with time,
rather than seeking a coupled optimization. Inter alia, this focusses the measurement uncertainty to
the six registration parameters rather than distributing it across the broader parameter set that includes
the intrinsic parameters. The sensor used in this chapter uses the factory calibration provided by the
manufacturer that has been verified through testing against a known truth.
3.2.1 Geometry of the registration problem
This section introduces the two main geometric aspects of the registration problem that are essential
in the derivation of the proposed solution strategy. These are: (i) the structure of the topographic
maps that are used to describe the geometry of the terrain; and (ii) the coordinate frame convention of
the registration problem.
3.2.1.1 Generating topographic maps
The topographic maps are established from a survey of the terrain. A FARO Focus3D laser scan-
ner (FARO Technologies Inc, 2010) is used to provide a survey-grade point-cloud of the local terrain
from which topographic maps are constructed. The point-clouds obtained with the Focus3D are at least
one order of magnitude more accurate than the Velodyne HDL-64E (Velodyne LiDAR Inc, 2008). The
specifications of these sensors are summarized in Table 3.1.
Table 3.1: A comparison of the sensor configurations used in this study. The FARO Focus3D is used to establish
an accurate topographic map of the terrain, and the Velodyne HDL-64E is the sensor being registered.
FARO Focus3D Velodyne HDL-64E
Angular step resolution [◦] 0.036 0.36
Time for one revolution [min:sec] 30:34 0:0.05
One sigma accuracy [mm]
0.3 @ 10 m for 90% refl.
<20
0.6 @ 10 m for 10% refl.
0.5 @ 25 m for 90% refl.
1.1 @ 25 m for 10% refl.
Points per revolution [#] 30.6 million 66.6 thousand
Beam divergence [◦] 0.009 0.11
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A 2D Delaunay triangulation is used to mesh the Focus3D point-cloud. The Delaunay triangulation is
performed on the elevation (φi) and heading (θi) of all points, i ∈ {1, ..., n}, relative to the origin of
the scanner. This method, as defined by Equations 3.2 to 3.5, is only applicable to point-cloud data
taken from a single survey location.
pi = [xi, yi, zi]
T (3.2)
φi = asin
(
zi
||pi||
)
(3.3)
θi = atan2(yi, xi) (3.4)
Triangle indices = delaunay (θ, φ) (3.5)
This spherical-coordinate triangulation is required to represent the naturally occurring topography of
the terrain such as the overhangs on the bench walls, as shown in Fig. 3.2. Alternatives, such as
the digital elevation map, are unable to represent these geometries as a single zi-value is mapped to
queries of xi and yi coordinates, i.e. zi = f(xi, yi) (Ruiz et al., 2004).
3.2.1.2 Coordinate frame convention
Figure 3.3 shows the coordinate system used to locate the topographic map in the sensor frame. Both
the platform frame and map frame are known relative to a common frame of reference.
The frames depicted are as follows:
(i) The Common frame, C, is a local East-North-Up (ENU) coordinate system. The frame’s origin
has an associated WGS84 coordinate (latitude, longitude, and altitude) in the Earth-centered,
Earth-fixed (ECEF) frame (Surv et al., 1994).
(ii) The Map frame, M, is the Cartesian frame in which the triangulated topographic map exists,
i.e. the coordinate frame of the FARO Focus3D. This frame is geo-referenced to the common
frame using an Applanix 420 POS LV with an integrated GNSS-IMU2 system with RTCM3
corrections (Applanix Corp., 2008).
(iii) The Platform frame, L, is a platform-fixed Cartesian frame of reference. The Applanix 420
POS LV is installed on this platform to provide a navigation solution of this frame relative to the
common frame.
(iv) The Sensor frame is the Cartesian frame of reference of the sensor being registered, relative to
the platform.
2Global Navigation Satellite System Inertial Measurement Unit
3Radio Technical Commission for Maritime Services
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Figure 3.2: A comparison of typical surface mining terrain in the form of a dig face (top) and surveyed
topographic terrain map established from the FARO Focus3D laser scanner (bottom). Triangulating the survey
point-cloud in heading and elevation allows for the steep rock wall and overhanging material to be modelled
accurately.
3.2.2 The registration process model
The sensor, which is rigidly fixed to the platform, is assumed to have zero velocity relative to the
platform frame, L. Thus the Kalman Filter process model used to predict the state estimate is given
by the identity matrix, I6, whereby
xˆk+1|k = f(xˆk|k) = I6 · xˆk|k. (3.6)
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Figure 3.3: Coordinate frames. The sensor registration problem amounts to determining the transformation
from the platform frame to the sensor frame, denoted as xˆ.
The process Jacobian matrix, Fk, is therefore
Fk =
∂f(xk)
∂xk
∣∣∣∣
xk=xˆk|k
=
∂(I6 ·xk)
∂xk
∣∣∣∣
xk=xˆk|k
= I6. (3.7)
3.2.3 The registration measurement model
The measurement model, h( · ), predicts range measurements, zˆk|k−1, by ray-casting against the trian-
gulated topographic map using rays with an origin and direction described by the intrinsic calibration
parameters at the estimated sensor pose, xˆk|k−1. The ith ray, Γi, is described by the parametric line
equation with parameter r using two points, defined as the origin of the beam, p0,i, and the unit
heading, p1,i, such that
Γi(r) = p0,i + r · (p1,i − p0,i). (3.8)
Each triangle of the topographic map, Ψj , is described by three vertices ψ0,j , ψ1,j and ψ2,j . The
normal vector, nj , of each triangle is
nj = (ψ1,j − ψ0,j)× (ψ2,j − ψ0,j). (3.9)
The ray, Γi, will intersect the plane containing the triangle, Ψj , at Γi(rint) where rint is calculated as
rint =
nj · (ψ0,j − p0,i)
nj · (p1,i − p0,i) . (3.10)
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The intersection is considered valid if it lies within the triangular region defined by the three vertices.
The plane in which the triangle lies is described using the three vertices. A point on this plane is
described parameterically with parameter s along the vector u = ψ1,j − ψ0,j , and parameter t along
the vector v = ψ2,j − ψ0,j , such that
ψj(s, t) = ψ0,j + s ·u + t ·v. (3.11)
The point of intersection is Γi(rint) is described using the vector w from the vertex ψ0,j such that
w = Γi(rint)− ψ0,j = sint ·u + tint ·v. (3.12)
The s and t parameters at the point of intersection are found by
sint =
(u ·v)(w ·v)− (v ·v)(w ·u)
(u ·v)2 − (u ·u)(v ·v) , (3.13)
tint =
(u ·v)(w ·u)− (u ·u)(w ·v)
(u ·v)2 − (u ·u)(v ·v) . (3.14)
Under this parameterization, Γi(rint) will lie inside or on the triangle if the following conditions are
met (0 ≤ sint ≤ 1) and (0 ≤ tint ≤ 1− sint).
Once the intersection has been confirmed to lie inside the triangle, the length of the ray is then calcu-
lated using Eqn. 3.8 with r = rint. In the case that a ray passes through more than one triangle, the
minimum distance is chosen as this would correspond to the range measured by the sensor. The ray-
casting process described in Eqns. 3.8 to 3.14 is presented schematically in Fig. 3.4. The ray-casting
process is implemented using the Proximity Query Package library (Larson and Gottschalk, 1999).
The measurement model is non-linear and is linearized by computing the measurement Jacobian
matrix Hk. Hk is an n × 6 matrix (for n measurement rays and 6 registration parameters) that is
constructed as
Hk =

∂zˆ1
∂xˆ1
· · · ∂zˆ1
∂xˆ6... . . .
...
∂zˆn
∂xˆ1
· · · ∂zˆn
∂xˆ6
 . (3.15)
This Jacobian matrix is computed by adding a small perturbation, ∆xj , to each registration parameter,
j ∈ {1, · · · , 6}, at the current estimate. The ray-casting operation is then performed using this per-
turbed registration. Each element of the Jacobian matrix is computed as the first-order approximation
to this partial derivative, as
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Figure 3.4: The ray-casting process of a single ray emanating from the sensor in its estimated registration pose,
xˆk|k−1. The range prediction, zˆk|k−1 is determined by the length of the ray at the point of intersection with the
triangulated topographic map.
∂zˆi
∂xˆj
=
hi(xˆk|k−1 + ∆xj)− hi(xˆk|k−1)
∆xj
. (3.16)
An alternative approach to defining the measurement Jacobian matrix is to derive the analytical Jaco-
bian using the plane in which the intersected terrain facet4 lies. The first-order difference is chosen in
favour of such an analytical derivation to characterize those instances where the perturbed ray inter-
sects a different facet as a result of a change in registration state. The analytical approach would treat
the intersected facet as an unbounded plane, instead of considering the actual size of the facet, which
is typically in the order of millimetres.
3.2.4 Modelling uncertainty
The Kalman filter structure models various sources of uncertainty in the system. These are the regis-
tration state covariance, P, process noise covariance, Q, and measurement noise covariance, R.
The measurement noise covariance, R, comprises the sensor measurement uncertainty and also in-
cludes uncertainty associated with the pose of the sensor itself, relative to the topographic map, see
Fig. 3.3. Each of these contributing sources of uncertainty are represented by a covariance matrix for
the Kalman filter framework, where Cov(x) = E
[
(x− E [x]) · (x− E [x])T
]
. These include:
(i) The uncertainty of the frame transformation TC→L from the common coordinate frame, C, to
4Facet - a single triangle in the triangulated terrain model.
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the platform coordinate frame, L, represented by the covariance matrix, Cov(L). The Applanix
420 POS LV system has a specified 1σ accuracy of: i) 35 mm in x and y position; ii) 50 mm in
z position; iii) 0.015◦ in roll and pitch rotation; and iv) 0.02◦ in heading (yaw rotation).
(ii) The uncertainty, Cov(M), of the coordinate frame transformation, TC→M, that locates the to-
pographic map frame, M, relative to the common frame, C. This is also obtained from the
Applanix 420 POS LV system.
(iii) The survey uncertainty, Cov(survey), associated with the terrain model, arises from the mea-
surements used to construct the model, see Table 3.1. Although this exists in a polar space, with
uncertainty along each of the survey sensor’s rays, it has been simplified here as an equivalent
uncertainty in the Cartesian coordinates of each point in the survey point-cloud. This simplifi-
cation is performed for reasons of computational complexity as there are O(106) rays in each
FARO Focus3D survey.
Uncertainty also exists in the sensor’s intrinsic calibration that describes the configuration of the inter-
nal emitter-detector pairs. For the case of the Velodyne HDL-64E, there are 5 parameters that describe
the internal pose of each of the 64 emitter-detector pairs, giving 320 calibration parameters (Velodyne
LiDAR Inc, 2008). Here it is assumed that intrinsic calibration is much smaller than the sources
itemized above.
These modelled sources of uncertainty all contribute to uncertainty in the range measurement model.
Uncertainty in the frame transformation TC→L and TC→M will affect the pose of the map, relative to
the platform frame, and Tsurvey→M will affect the structure of the map itself. These three sources of
uncertainty affect the ray-casting process that predicts the range of measurements from the sensor to
the map.
The Kalman filter innovation covariance,
Sk = Hk ·Pk|k−1 ·HkT + Rk, (3.17)
provides a representation of the overall uncertainty in the measurement, as the combination of mea-
surement uncertainty, Rk and the measurement-space representation of state covariance, Pk|k−1, given
the propagation of uncertainty operation, Hk ·Pk|k−1 ·HkT . Under the Kalman filter assumption that
uncertainty is zero-mean and Gaussian, performing a convolution of the two sources of uncertainty in
the measurement space can simply be computed by the addition of measurement error covariance, R.
The notation JA→B is used to represent the Jacobian matrix of the transformation, TA→B. JA→B
represents how a change in location in frame A appears as a change seen from frame B. The notation
Cov(AB), denotes the uncertainty, Cov(A), propagated into frame B.
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The overall uncertainty in the pose of the map is given by the convolution of all sources of uncertainty,
propagated into the map frame:
(i) The uncertainty of the platform frame, Cov(L), is propagated into the map frame via the com-
mon frame, such that
Cov(LC) = JL→C · Cov(L) ·JL→CT , (3.18)
Cov(LM) = JC→M · Cov(LC) ·JC→MT . (3.19)
(ii) The uncertainty of the survey frame, Cov(survey), is propagated into the map frame, such that
Cov(surveyM) = Jsurvey→M · Cov(survey) ·Jsurvey→MT . (3.20)
(iii) The convolution of uncertainties in the map frame, Cov(Mtotal), is therefore given by
Cov(Mtotal) = Cov(LM) + Cov(surveyM) + Cov(M). (3.21)
It follows that uncertainty in the pose of the map will appear as uncertainty in the ray-casted measure-
ment predictions. The effects of map uncertainty are added to the Kalman filter measurement error
covariance, Rk.
The overall map uncertainty, propagated into the range measurement space, is determined by per-
turbing the pose of the topographic map using randomly-sampled errors from the map uncertainty
distribution, N (0,Cov(Mtotal)). For each error perturbation, i, the expected range measurements,
zˆ∗k|k−1,i, are acquired by ray-casting onto the perturbed map. The variance of measurement predic-
tions along the j th ray are computed by
σ2j =
1
m
m∑
i=1
(
zˆ∗k|k−1,j,i − zˆk|k−1,j
)2
. (3.22)
This measurement uncertainty, introduced by the uncertainty of map pose, is added to the sensor’s
measurement uncertainty, σmeas = 0.02 m, in the error covariance matrix, Rk, such that
R∗k =

σ21 + σ
2
meas 0 . . . 0
0 σ22 + σ
2
meas . . . 0
...
... . . .
...
0 0 . . . σ2n + σ
2
meas
 . (3.23)
Computing the total measurement error covariance matrix, R∗k on a ray-by-ray basis maintains the
constraint that measurements from a range sensor at a fixed location are independent. A characteristic
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of including map uncertainty in R∗k is that rays in the measurement vector become weighted by their
uncertainty. Measurements that vary significantly with map uncertainty will have less influence on
updating the estimate than those with lower variance.
3.2.5 Accommodating varying information content
Measurements are described as having information5 about a registration parameter if a change in this
parameter would yield a distinguishable change of the measurement.
The adaptive structure filter updates only those parameters in the sensor pose estimate, xˆk|k−1, for
which information is available in the measurements. This is achieved at each iteration by inspecting
the rank, r, of the measurement Jacobian, Hk. Information exists for each element of the pose state
independently if the current measurement Jacobian is of full rank (i.e. r = 6). In this situation,
changes to any parameter of the predicted state will result in a change to the predicted measurements,
zk|k−1.
When the rank of Hk is less than 6 but greater than 0, the state space of x is partitioned into two
subspaces – one for which information exists in the measurement, and one for which it does not.
These two subspace may be identified using a similarity transformation matrix,
Tk =
[
VTk
UTk
]
, (3.24)
where UTk is the row-basis of the measurement Jacobian, Hk, and Vk is the null space of U
T
k . Tk is
of size 6× 6, Uk is of size 6× r, and Vk is of size 6× (6− r).
The row-basis, UTk will have the same rank properties as the measurement Jacobian matrix, Hk, and
allows direct inspection of those elements of x for which there is information. Inspection of VTk may
be similarly performed (see for example Castillo et al. (2005)), such that
(i) Any row of Vk that contains only zeroes corresponds to a parameter that has available informa-
tion in the measurement set.
(ii) Any row of Vk that contains an element of one corresponds to a parameter that does not have
available information in the measurement set.
(iii) Any row of Vk with non-zero elements less than one corresponds to a parameter that has infor-
mation in the measurement set that exists as a linear combination with other parameters, i.e. it
is not independent.
5The use of the term information in this context is not to be confused with the definition used in the field of information
theory.
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The similarity transform, defined in this way, can be applied to the linearized system under the EKF
framework to partition the registration parameter space into that subspace which has available infor-
mation and that subspace which doesn’t. This partitioning leads to the following:
x¯k|k−1 = Tkxˆk|k−1 =
[
x¯k|k−1,1
x¯k|k−1,2
]
, (3.25)
P¯k|k−1 = TkPk|k−1TTk =
[
P¯k|k−1,11 P¯k|k−1,12
P¯k|k−1,21 P¯k|k−1,22
]
, (3.26)
F¯k = Tk ·Fk ·T−1k =
[
F¯k,11 F¯k,12
F¯k,21 F¯k,22
]
, (3.27)
H¯k = Hk ·T−1k =
[
H¯k,1 H¯k,2
]
. (3.28)
Where there is information in the measurement set related to r dimensions in the registration param-
eter space, x¯k|k−1,2 has size r × 1; P¯k|k−1,22, has size r × r; F¯k,22 has size r × r; and H¯k,2 has size
n× r.
3.2.5.1 Practical considerations for analysis of the measurement Jacobian
Row reduction is performed to determine the row-basis of the measurement Jacobian matrix that
relates measurement information to sensor registration parameters. A tolerance, rref, is employed
to ensure that only those parameters with rich information are retained in the decoupling process.
Tolerancing is useful where information-poor registration parameters are susceptible to numerical
inaccuracies and sensor noise. If a row’s leading element (or pivot) is below the provided tolerance,
the column containing the leading element is set to zero (see for example, Valyon and Horva´th (2008)).
The toleranced row reduction is denoted
UTk = rref (Hk, rref) . (3.29)
Determining UTk with a tolerance may reduce its rank, as it effectively acts as a threshold on the
minimum information required. The size of the subspace becomes
r = rank(UTk ) ≤ rank(Hk). (3.30)
Although a row-reduction approach is used here, the same idea could be implemented through a
toleranced singular value decomposition (see for example Maye et al. (2013)), where the numerical
rank, r, of a matrix is defined as the index of the smallest singular value, σr, that is larger than a
tolerance, svd, i.e.
r = arg max
i
σi ≥ svd. (3.31)
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The SVD approach provides the null-space, Vk of the measurement Jacobian matrix, Hk, whereas
the rref method determines the row basis UTk , from which the null-space, Vk, can be determined. The
advantage of computing both UTk and Vk is in their requirement for constructing Tk.
3.2.6 Computational considerations for implementation
The Velodyne HDL-64E sensor head continuously delivers range measurements as it spins. The sen-
sor has an output of approximately 1.33 million returns per second and was configured for this work
to rotate at 20 Hz, which equates to 1042 measurements of each laser per rotation, or approximately
67,000 measurements per rotation in total.
The number of measurements used per iteration by the Kalman filter is limited by computational
considerations: the larger the number of measurements, the larger the matrices used in the filter
become. For example, the standard Kalman gain, Kk, is computed from
Kk = Pk|k−1 ·HkT ·Sk−1. (3.32)
This calculation requires the inverse of the innovation covariance matrix, Sk. Using j measurements
per laser per iteration will result in a square Sk of size n = 64 · j. The computation time of this inverse
quickly increases as matrix inversion has a time complexity of O(n3) (Assimakis et al., 2012).
This motivates using the Extended Information Filter, see for example Thrun et al. (2005), in prefer-
ence to the EKF. The information filter accommodates the large measurement sets by predicting and
updating using the Fisher information matrix, Y, and information state vector, yˆ, which are derived
from the state covariance, P, and state vector, x.
Yi|j = P−1i|j , (3.33)
yˆi|j = Yi|j · xˆi|j. (3.34)
The information filter is algebraically equivalent to the Kalman filter, but the update equations require
the inverse of Rk, which is of the same dimension of Sk. This matrix is diagonal in this formulation,
see Eqn. 3.23, hence its inverse is easily found.
3.2.7 The Adaptive Structure Registration Filter
The approach described above is termed the Adaptive Structure Registration Filter (ASRF), and is out-
lined in Algorithm 3.1. The update phase (Eqns. 3.46 and 3.47) and prediction phase (Eqns. 3.50 and 3.51)
of the filter are performed on the subspace of the state parameters for which information exists in the
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measurement. This subspace is decoupled prior to these steps (using Eqns. 3.40 to 3.43). Those
dimensions of the pose parameter space without information are not updated and do not have their
covariance propagated during the prediction phase, see Eqn. 3.51.
Propagating only those states with information improves the robustness of the filter by helping to
manage state divergence (Kaminski et al., 1971). Such situations may arise when the measurements
contain no information about certain linear combinations of registration parameters, while the covari-
ance values associated with other parameters are repeatedly reduced. The error covariance elements
associated with those states with no information become exceedingly large, while elements associated
with information-rich states become exceedingly small, resulting in an ill-conditioned matrix that is
susceptible to problems of numerical accuracy (Liu et al., 1996).
Open literature on this problem provides many solutions to minimise the effect of covariance matrix
windup. For example, Saelid et al. (1985) describe a method whereby the information content of state
variables is maintained at a fixed measure during each iteration. This is achieved by disregarding or
forgetting information equivalent to the amount of incoming information provided by the measure-
ment set. The ASRF directly addresses this problem by decoupling only those registration parameters
with measurement information.
The update phase is computed using the information filter or inverse covariance equations strictly
for computational benefit as discussed in the previous section. The prediction phase is calculated
using the standard EKF equations to maintain the pose estimate. The pose estimate is required by the
measurement Jacobian, Hk, which in turn is required for constructing the similarity transform used
for decoupling. The prediction phase could also be computed in the information form, however, it is
less obvious to see that only states with information are propagated.
3.3 Simulated sensor registration against simple environments
An example of the ASRF is presented in simulated planar environments. Two different environments
were constructed in simulations:
(i) A single x-z plane (with normal vector aligned with the y-axis of the reference frame), located
at y = 10 m, see Fig. 3.5a.
(ii) Three orthogonal planes, where the normal vector of each is aligned with one of the principal
axes of the reference frame. The three planes are located at x = 10 m, y = 10 m and z = −10 m
respectively, see Fig. 3.5b.
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Adaptive Structure Registration Filter (ASRF)
Predict the measurement at k:
zˆk|k−1 = h(xˆk|k−1) (3.35)
Evaluate the measurement Jacobian:
Hk =
∂h(xk)
∂xk
∣∣∣∣
xk=xˆk|k−1
(3.36)
Compute the similarity transform:
UTk = rref (Hk, rref) (3.37)
Vk = null
(
UTk
)
(3.38)
Tk =
[
VTk
UTk
]
(3.39)
Decouple to determine the states with information:[
x¯k|k−1,1
x¯k|k−1,2
]
= Tkxˆk|k−1 (3.40)[
P¯k|k−1,11 P¯k|k−1,12
P¯k|k−1,21 P¯k|k−1,22
]
= TkPk|k−1TTk (3.41)[
Q¯k,11 Q¯k,12
Q¯k,21 Q¯k,22
]
= TkQT
T
k (3.42)[
H¯k,1 H¯k,2
]
= Hk ·T−1k (3.43)
Convert to the Fisher information matrix and information state estimates:
Y¯k|k−1 = P¯−1k|k−1,22 (3.44)
y¯k|k−1 = Y¯k|k−1 · x¯k|k−1,2 (3.45)
Compute the total measurement error covariance, R∗k:
See Section 3.2.4.
Update the Fisher information matrix and information state estimates:
Y¯k|k = Y¯k|k−1 + H¯Tk,2 ·R∗k−1 · H¯k,2 (3.46)
y¯k|k = y¯k|k−1 + H¯Tk,2 ·R∗k−1 ·
(
zk − zˆk|k−1 + H¯k,2 · x¯k|k−1,2
)
(3.47)
Convert back to the covariance matrix and pose state:
P¯k|k,22 = Y¯−1k|k (3.48)
x¯k|k,2 = P¯k|k,22 · y¯k|k (3.49)
Predict the state estimate and covariance at k + 1:
x¯k+1|k,2 = x¯k|k,2 (3.50)
P¯k+1|k,22 = P¯k|k,22 + Q¯k,22 (3.51)
Recouple the original parameter space:
xˆk+1|k = T−1k ·
[
x¯k|k−1,1
x¯k+1|k,2
]
(3.52)
Pk+1|k = T−1k ·
[
P¯k|k−1,11 P¯k|k−1,12
P¯k|k−1,21 P¯k+1|k,22
]
·T−Tk (3.53)
Algorithm 3.1: A complete iteration of the ASRF algorithm is presented. Registration parameters with infor-
mation available in the measurement set are identified and used to determined a subspace of the state vector, x,
that should be updated.
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In each case, simulated measurements are generated with the sensor located at the origin of the coor-
dinate frame (x = [0, 0, 0, 0, 0, 0]T ). These simulated measurements possess superimposed zero-mean
Gaussian measurement noise with uncertainty commensurate with the specified performance of the
sensor (1σ = 0.02 m). Registration against measurements acquired in these environments is exam-
ined in the subsequent sections.
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Figure 3.5: Measurement point-clouds constructed from a 360◦ rotation of the sensor head as it scans simula-
tion environments. The planes in these environments are infinite, with data limited by the range of the sensor
(nominally 120 m). Point-clouds are cropped here for depiction.
Although the datasets are shown here as point-clouds, these clouds are constructed over time. Reg-
ular intervals of data are used to update the ASRF, whereby a measurement update is limited to 20
measurements from each of the 64 lasers, totaling a maximum of 1280 rays. At 20 Hz, this equates to
approximately 7◦ angular coverage of the spotlight-like emitter beam pattern. This measurement size
has been chosen to demonstrate the change in information content as the sensor head scans across the
different planar surfaces.
3.3.1 One-plane test environment
The ASRF is simulated against the single x-z plane environment to provide an intuitive example for
the discussion of information content for registration. This single plane is an example of a degenerate
environment for sensor registration as it does not provide sufficient information to constrain estimate
updates of all six registration parameters.
Translating the sensor in directions parallel to the plane (combinations of the x and z position param-
eters), or rotating about an axis normal to the plane (the pitch parameter) will not alter the measured
ranges returned from the x-z plane. Measurements are expected to provide no information about these
parameters in the ASRF simulation, and should not be updated by the filter. Conversely, translating
the sensor towards the plane (the y position parameter), or rotating about an axis not parallel to the
normal vector of the plane (combinations of roll and yaw) will alter the measured ranges, and as
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such, information exists to update these parameters.
The convergence of registration parameters obtained using a standard extended Kalman filter (EKF)
implementation is first considered to highlight the difficulties of sensor registration in this environ-
ment. Figure 3.6 shows that the EKF correctly determine the roll and yaw orientations and the y
position.
The key result to note in Fig. 3.6 is that elements of the covariance matrix associated with information-
less states are continually being propagated. This propagation can lead to issues related to the stability
of the filter, as discussed in Section 3.2.7. A secondary observation from this solution is that the pitch
parameter estimate is shown to change from its initial condition – a result that occurs due to the
coupling between states. Errors in other state parameter estimates may appear as weak-information in
the pitch parameter. The pitch estimate stops converging as other parameter estimates become more
accurate.
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Figure 3.6: Convergence of registration parameters obtained with a standard EKF in the one-plane test envi-
ronment. Iterations of the filter where the measurement rays intersect the x-z plane, as shown in Fig. 3.5a are
shaded in red, while iterations where the measurement rays do not intersect the plane are unshaded. The dashed
lines show the square root of the variance element of each state from the estimate covariance matrix. Propa-
gating the estimate covariance under the standard Kalman filter algorithm causes elements to grow exceedingly
large in the absence of information about all states.
Figure 3.7 shows the convergence result of the same environment using the ASRF. As expected,
the convergence of the y position, roll and yaw are shown to converge from measurements of the
plane, while the x, z and the pitch parameters remain unchanged. The covariance values of states
without information are shown to remain unpropagated, thus avoiding the stability issues identified
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in Section 3.2.7.
The information content about each parameter, as estimated by the ASRF, is also represented by the
bar above each parameter. These information content results from the ASRF are consistent with the
previously-discussed expected characteristics of the environment.
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Figure 3.7: Convergence of registration parameters obtained with the ASRF in the one-plane test environment.
Iterations of the filter where the measurement rays intersect the x-z plane, as shown in Fig. 3.5a are shaded
in red. The information content about each parameter, as estimated by the registration method, is indicated
by the bar above each parameter-specific plot. A value of zero indicates that the measurement contains no
information about the parameter. A value of one indicates that the measurement contains information specific
to that parameter. A value between the two indicates that information is not independently available about the
parameter, but exists about a linear combination of multiple parameters.
3.3.2 Three-plane test environment
Hesch et al. (2009) shows that measurements of three orthogonal planes are sufficient to provide
information about all six registration parameters of a range sensor. The ASRF is simulated in the
three-plane environment to inspect its behaviour when information exists about all six registration
parameters at some point throughout the measurement process. Each of the three planes provide
information for different registration parameters:
(i) Measurements on the x-z plane provide information for y, roll and yaw parameters, as previ-
ously discussed in Section 3.3.1.
(ii) Measurements on the y-z plane provide information for x, pitch and yaw parameters.
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(iii) Measurements on the x-y plane provide information for z, roll and pitch parameters.
Figure 3.8 shows the convergence and information content of registration parameters against the three-
plane environment. The estimated information content again agrees with the expected outcomes listed
above. As predicted, all six parameters of the sensor pose converge as information intermittently
becomes available from measurements of the appropriate planes. This demonstrates the ability of
the filter to correctly identify available information for each registration parameter, and provides a
mechanism to identify degenerate registration environments.
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Figure 3.8: Convergence of registration parameters from measurements of the three-plane test environment.
Iterations where the measurements intersect the x-z plane are shaded red; iterations where the measurements
intersect the y-z plane are shaded green; iterations where the measurements intersect the x-y plane are shaded
blue; and iterations where the measurements intersect multiple planes are shaded as a combination of these
colours (see legend). The information content of each parameter is indicated using the same convention as
established in Fig. 3.7.
3.4 Field registration on mining vehicle platforms
The Velodyne HDL-64E sensor is registered to two mining vehicle platforms: a haul-truck, with
mounting location shown in Fig. 3.9 (top); and a mining shovel, with mounting location shown in
Fig. 3.9 (bottom). This registration is performed in two ways: (i) an optimization-based approach
using the Nelder-Mead method, as discussed in this section; and (ii) the ASRF, as discussed in the
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following sections. The motivation for presenting an alternative approach to the ASRF for registration
is to provide a basis for comparison of solutions obtained from the ASRF.
Figure 3.9: The mounting locations, indicated by the white circles, of a Velodyne HDL-64E sensor on a haul-
truck (top) and the revolving frame of a mining shovel (bottom).
3.4.1 Registration by Nelder-Mead optimization – a baseline for comparison
An alternative registration procedure to the ASRF is demonstrated using a Nelder-Mead optimization
of the registration parameters. The solver is initialized with an approximate estimate of the registra-
tion parameters based on the known machine geometry. A regular 6-simplex is defined around the
initial estimate with edge lengths of 0.1 m for translation parameters and 0.1 radians for orientation
parameters.
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Standard configuration parameters are used for the Nelder-Mead search algorithm, viz the reflection
parameter α = 1, the expansion parameter β = 2, the contraction parameter ρ = 1/2, and the
reduction parameter δ = 1/2 (Gao and Han, 2012).
The objective function, f(x), makes use of the same ray-casting measurement model h( · ), as de-
scribed in Section 3.2.3, to minimize the RMS difference between the measurement set (of size n)
and the ray-casted measurements obtained for the pose estimate
f(xˆ) =
1
n
∑
(z− h(xˆ))2. (3.54)
The complete measurement set is in the order of tens of millions of range measurements. For com-
putational considerations, this is sub-sampled to 3 000 measurements of each laser, totalling 192 000
measurements. The following two sections summarize the results of the Nelder-Mead batch estimate
solutions for the haul-truck and mining shovel platforms.
3.4.2 Baseline estimate of sensor registration parameters on the haul-truck
Figure 3.10 shows the trajectory of the haul-truck as it drives up a ramped section of haul-road be-
tween the mining shovel and stockpiles. Four sites were chosen along the haul-road path that provided
diverse terrain geometries and platform trajectories for the determination of registration parameters.
The sites chosen were: (i) the entrance onto a haul-road ramp, which includes a bench face that the
truck is driving towards (Site 1); (ii) a straight inclined section of the haul-road that includes a bench
wall parallel to the truck trajectory (Site 2); (iii) the exit ramp of the haul-road which includes two
stockpiles in the distance (Site 3); and (iv) the same two large conical stockpiles closer to the truck as
it performs a U-turn (Site 4). Figure 3.11 shows the surveyed topographic maps associated with each
of these sites.
Figure 3.12 shows the convergence of parameter estimates for one of the four candidate sites. The
range that these estimates span (Table 3.2) is larger in the yaw parameter than the roll and pitch
parameters. This is due to the flatness of the haul-road terrain models which have limited features to
provide information about the sensor heading.
3.4.3 Baseline estimate of sensor registration parameters on the mining shovel
Registration parameters for the mining shovel are determined from measurements of a dig face. Six
alternative topographic maps of the dig face, see Fig. 3.13, are obtained by manipulation of the terrain
surrounding the mining shovel. Approximately ten cubic metres of material (one full dipper load)
was removed between each map. Measurements from the Velodyne HDL-64E were taken on the
altered terrain as the machine remained stationary. Machine headings varied over 30◦ between the six
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Site	1
Site	4
Site	3
Site	2
Figure 3.10: The four haul-road sites chosen for this study: i) entering a haul-road; ii) traversing up the road
alongside a bench wall; iii) exiting the haul-road; and iv) performing a U-turn at the top (Google Inc., 2013).
Figure 3.11: The four haul-road maps. Five seconds of truck trajectory is shown by the magenta line and the
starting location is indicated with a blue marker.
measurement sets.
The variation of registration parameters from the six converged solutions, as shown in Fig. 3.14, are
used to establish a baseline region of registration solutions for the ASRF. Table 3.3 shows that the
solutions varied in the order of centimeters for the position registration parameters and milliradians
for the orientation registration parameters.
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Table 3.2: Upper and lower bounds of the four registration solutions to the haul-truck platform as determined
using Nelder-Mead optimization.
x [m] y [m] z [m] roll [mrad] pitch [mrad] yaw [mrad]
minimum 0.541 -0.617 -0.588 -6.201 42.225 -13.533
maximum 0.623 -0.562 -0.524 -4.302 43.756 -3.502
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Figure 3.12: A candidate Nelder-Mead solution showing the convergence of registration parameters on the
haul-truck platform. The envelope of all four solutions is indicated by the grey area.
Table 3.3: Upper and lower bounds of the six registration solutions to the mining shovel platform as determined
using Nelder-Mead optimization.
x [m] y [m] z [m] roll [mrad] pitch [mrad] yaw [mrad]
minimum 2.955 3.878 3.102 1.220 -19.948 -785.285
maximum 2.975 3.897 3.113 1.522 -19.032 -781.136
3.4.4 Limitations of registration via optimization approaches
The solutions obtained under Nelder-Mead optimization show that consistent registration parame-
ters are determined over the test case environments. At first inspection, this seems like a promising
methodology for sensor registration as the implementation is simple and requires minimal set up. The
Nelder-Mead solver converges well in the examples shown in Sections 3.4.2 and 3.4.3, however, it is
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Figure 3.13: Surveyed topographic terrain maps of the six manipulations to the dig face. Each map is generated
after the mining shovel performed a single dig from the previous map.
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Figure 3.14: A candidate Nelder-Mead solution showing the convergence of registration parameters on the
mining shovel platform. The envelope defined by all six solutions is indicated by the grey area.
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unable to identify registration parameters for which information is not present in the measurement set.
Figure 3.15 shows the convergence of registration parameters against the same single plane environ-
ment presented in Section 3.3. It can be seen that whilst the solution converges, the values determined
for x, z and pitch parameters are incorrect. An advantage of the ASRF approach over standard op-
timization methods is in its ability to identify that these parameters are without information in the
measurements of this environment.
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Figure 3.15: Convergence of the registration parameters against the single plane environment (see Section 3.3)
using Nelder-Mead optimization.
3.5 Case Study 1 - Sensor registration to the haul-truck platform
The ASRF is first examined on its ability to register the Velodyne HDL-64E to the haul-truck platform
using the topographic maps of the haul-road (see Fig. 3.11). The challenge in estimating sensor pose
from the haul-road geometry lies in the fact that the information content of each pose parameter
is difficult to assess by inspection. The terrain is unstructured, and does not contain distinct planar
features, such as those in Section 3.3, that allow intuitive assessment of information content. However,
the internal analysis performed by the ASRF provides a mechanism for quantifying the information
content of parameters in the supplied range measurements.
Registration is not a time-critical estimation task, and is afforded the luxury of being performed over
many iterations to utilize an extensive set of measurements. Initial pose estimate covariance, P0|0,
and process uncertainty, Q, are chosen to give steady convergence over the available dataset (for this
case study, 8 000 iterations are shown, corresponding to approximately 7.7 seconds of measurement
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data).
The convergence of a candidate registration solution determined using the ASRF is given in Fig. 3.16.
The baseline estimate bounds established in Section 3.4.2 are shown by the grey patches. The con-
verged registration parameter estimates from the ASRF show strong agreement between the solutions
achieved for the Nelder-Mead baseline solution. This is further confirmed by similarities in the RMS
errors of the ASRF filter solutions which are summarized in Table 3.4 to compare the accuracy of the
two solutions.
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Figure 3.16: Convergence of registration parameters for a candidate haul-road site used in this case study. The
initial estimate is shown with a dotted black line and the Nelder-Mead bounds determined in Section 3.4.2 are
shown by the grey shaded region.
Figure 3.17 shows the final values of each registration parameter estimated by the ASRF from the
four haul-road environments along with solutions achieved using an equivalent standard EKF. The
values from the two filters show close agreement, which is to be expected from these environments
which provide information for all six parameters in the vast majority of measurement updates over
the diverse geometric facets. The benefit of the ASRF is in its ability to identify parameters that are
deficient in information.
Figure 3.18 shows the information content of each registration pose parameter as the truck traverses
along the haul-road (shown here for the Site 4 test case). The results show the information content for
the final five rotations of the sensor head for clarity. Information exists in the measurements for all
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Table 3.4: The four registration solutions from the ASRF are evaluated with the objective function (Eqn. 3.54)
for how accurately they map Velodyne HDL-64E point-clouds onto the four haul-road maps (including the
haul-road maps they are determined against). This table compares RMS errors of the four Nelder-Mead (NM)
solutions against the RMS errors of the ASRF solutions. The accuracy of ASRF solutions are comparable with
those achieved with the Nelder-Mead solver to within roughly one centimeter.
Model
Solution RMS error [mm]
Site 1 Site 2 Site 3 Site 4
NM ASRF NM ASRF NM ASRF NM ASRF
Site 1 30 30 73 68 64 72 60 74
Site 2 98 100 81 83 82 82 84 92
Site 3 67 67 36 38 32 35 35 36
Site 4 69 68 36 46 29 32 26 26
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Figure 3.17: The ASRF registration solutions (solid markers) are compared with that of a standard EKF update
(hollow markers) for the four haul-road environments. The solutions are also mapped against the Nelder-Mead
bounds (grey) that were determined in Section 3.4.2.
parameters at various times throughout the registration process. The information content about the x
and y parameters is lost when the measurement vector does not include intersections with either of the
two stockpiles. In this situation, the intersected terrain approximates a flat x-y plane, as information
from the small variations in the haul-road are lost due to the tolerance applied in decoupling states
with information (see Section 3.2.5.1). Sufficient information still exists about the yaw parameter, as
it is more sensitive to perturbations when constructing the measurement Jacobian.
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Figure 3.18: Information content of the six registration parameters during registration against the haul-road
map of Site 4 (see Fig. 3.11–iv). Information content is determined by inspections of the null space of the
row-reduced measurement Jacobian, as discussed in Section 3.2.5. A value of zero indicates that their is no
information about the parameter in the measurement, whereas a value of one indicates that the measurement
contains information specific to that parameter. A value between zero and one indicates that information is not
independently available about the parameter, but exists for a linear combination with other parameters.
3.6 Case Study 2 - Sensor registration to the mining shovel plat-
form
Case Study 2 evaluates the performance of the ASRF for sensor registration on the revolving frame
of the mining shovel from measurements of the adjacent dig face. The ASRF is tested against the
six surveyed topographic maps of the dig face terrain, as presented in Fig. 3.13. This allows direct
comparison with the baseline performance solutions computed in Section 3.4.3 by the Nelder-Mead
estimator.
The convergence of one of the six ASRF solutions is again provided for 8000 iterations (see Fig. 3.19).
Figure 3.20 shows that the range of registration parameters, over the six estimates, is comparable to
the upper and lower bounds that were determined by the Nelder-Mead estimator in Section 3.4.3.
The results of both the ASRF and equivalent EKF also show strong agreement over the six dig face
environments, which provide information for all registration parameters.
Again, as a measure of estimate accuracy, the solutions are tested against the objective function de-
scribed by Eqn. 3.54. The RMS errors of the ASRF solutions, as summarized in Table 3.5, are also in
agreement with those achieved in the Nelder-Mead baseline results.
Figure 3.21 depicts the information content of the six registration parameters for the final five rota-
tions of the sensor head on dig face 1. It can be seen that independent information exists for all six
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Figure 3.19: Convergence of registration parameters for one of the six dig face terrains used in Case Study 2.
The initial estimate is shown with a dotted black line and the Nelder-Mead bounds determined in Section 3.4.3
are shown by the grey area behind the solution.
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Figure 3.20: The six registration solutions are compared with the Nelder-Mead bounds (grey) that were deter-
mined in Section 3.4.3. The solutions appear to fall outside the bound in some cases (for example x), however,
these solutions provide a mapping accuracy that is as good as those using the Nelder-Mead solver (see Ta-
ble 3.5). Again, standard EKF registration solutions are represented by the hollow markers.
registration parameters whenever the topographic map is in view of the sensor. The common regions
of no information coincide with sensor headings where no measurements intersect the dig face map.
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Table 3.5: The six registration solutions from the ASRF are evaluated with the objective function (Eqn. 3.54)
for how accurately they map Velodyne HDL-64E point-clouds onto the six dig face maps (including the dig face
maps they are determined against). This table compares RMS errors of the six Nelder-Mead (NM) solutions
against the RMS errors of the ASRF solutions. The accuracy of ASRF solutions are comparable with those
achieved with the Nelder-Mead solver.
Model
Solution RMS error [mm]
Dig face 1 Dig face 2 Dig face 3 Dig face 4 Dig face 5 Dig face 6
NM ASRF NM ASRF NM ASRF NM ASRF NM ASRF NM ASRF
Dig face 1 18 21 19 21 20 21 30 28 29 28 31 32
Dig face 2 20 25 20 21 20 21 28 26 26 26 27 29
Dig face 3 22 27 21 22 21 21 28 27 26 26 28 29
Dig face 4 32 39 29 29 28 28 21 22 22 22 22 23
Dig face 5 32 37 29 29 28 28 23 22 22 22 22 24
Dig face 6 35 40 33 33 32 32 27 26 26 26 26 27
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Figure 3.21: Information content of the six registration parameters during registration against a candidate dig
face. Information content is determined by inspections of the null space of the row-reduced measurement
Jacobian, as discussed in Section 3.2.5. A value of zero indicates that their is no information associated with
the parameter in the measurement Jacobian, whereas a value of one indicates that information is available. A
value between zero and one indicates that information is not independently available, but exists as a linear
combination with other parameters.
3.7 Extension to self-registration
Can the belief about sensor pose be developed without recourse to an independent survey? In this
section, the sensor registration approach described in Section 3.2.7 is extended to remove the require-
ment of an independently surveyed topographic terrain map. Instead, a scan from the sensor itself is
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used to construct a triangulated topographic map of the terrain in the sensor’s coordinate frame, M.
Registration against this map takes place by using the navigation solution of the moving platform.
Measurements are taken in two locations: (i) measurements, Z1, are acquired in the first location, L1,
to provide a baseline set from which an estimated topographic terrain map can be generated for the
current sensor pose estimate, xˆk; and (ii) measurements, Z2 = {z2,1, z2,2, · · · , z2,n}, are acquired over
time, k = 1 to n, in the second location, L2, to provide a measurement sequence for the estimator.
This methodology is depicted in Fig. 3.22.
Platform
frame, L1
Common
frame, C
Map
frame, M
Platform
frame, L2
Sensor
frame
Z1
xk|k-1
xk|k-1
Cov(L1)
Cov(L2)
Cov(M)=Pk|k-1
Z2
Cov(survey)
Figure 3.22: The self-registration process acquires a measurement set, Z1, from its initial platform location,
L1, to generate the topographic map of the terrain. Registration is then performed against this map using
measurements, Z2 acquired from a secondary location, L2.
The limitations of this approach are that: i) The topographic map is generated from an initial estimate
of the sensor registration pose; and ii) The point-cloud used to generate the map is less dense, less
accurate and has a reduced vertical field of view (see Fig. 3.23). The predicted pose estimate, xˆk|k−1,
is now used to locate both the map and the sensor in the common frame prior to ray-casting. As such,
this method is potentially limited by the availability of a sufficiently accurate initial registration pose
estimate, xˆ0|0.
The method for self-registration of the sensor from two navigation solutions is performed as follows:
(i) Acquire a measurement set, Z1 from sensor platform location L1, for which the navigation
solution is considered to be known with some uncertainty.
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Figure 3.23: A topographic map produced from sparser and less accurate Velodyne HDL-64E measurements
(dark) is overlayed on a map produced with the FARO Focus3D laser scanner (light) to provide a visual com-
parison of the map’s quality.
(ii) Create a topographic terrain map from Z1, in the sensor’s frame of reference (using the spherical
triangulation process described in Section 3.2.1.1.
(iii) Move the sensor platform to location L2, for which the navigation solution is also considered to
be known with some uncertainty. The sensor must be able to observe the same terrain geometry
as from location L1, albeit from a different perspective.
(iv) For each measurement update, z2,k ∈ Z2, acquired at location L2 at time k:
(iv-i) Transform the map into a common frame of reference between the two sensors using
the a priori registration estimate, xˆk|k−1.
(iv-ii) Ray-cast against against the map from location
(
L2, xˆk|k−1
)
, to predict measurements
zˆ2,k|k−1.
(iv-iii) Use the innovation, z2,k − zˆ2,k|k−1, to update the sensor location estimate as per Algo-
rithm 3.1.
3.7.1 Modelling uncertainty for the self-registration method
The measurement uncertainty model for self-registration will require an additional propagation of
uncertainty to those discussed in Section 3.2.4. The uncertainty, Cov(L2), of the second platform
frame must be propagated to the common frame, then to the first platform frame, L1 (which will also
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have its own uncertainty Cov(L1)), and finally to the map frame. In this way, Eqns. 3.18 and 3.19
become
Cov(L2C) = JL2→C · Cov(L2) ·JL2→CT , (3.55)
Cov(L2L1) = JC→L1 · Cov(L2C) ·JC→L1T + Cov(L1), (3.56)
Cov(L2M) = JL1→M · Cov(L2L1) ·JL1→MT . (3.57)
The survey uncertainty, Cov(survey), is still propagated to the map frame as per Eqn. 3.20, however
its value will have changed as a result of moving from the FARO Focus3D to the Velodyne HDL-64E
for map generation. The uncertainty of the survey measurements, σsurvey is increased from 0.6 mm to
20 mm as per Table 3.1, to reflect the reduced ranging accuracy of the Velodyne HDL-64E.
The uncertainty of the map frame relative to L1 coincides with the predicted state covariance, Pk|k−1.
The total uncertainty of the map’s pose relative to the sensor becomes
Cov(Mtotal) = Cov(L2M) + Cov(surveyM) + Pk|k−1. (3.58)
3.8 Case Study 3 - Sensor self-registration to the mining shovel
platform
Case Study 3 extends the registration problem explored in Case Study 2 by pursuing the self-registration
approach. A topographic map of the dig face is generated from range measurements while the mining
shovel is in its initial orientation, L1. This map is transformed into a common frame of reference, C,
according to the estimated sensor registration, xˆk|k−1. The revolving frame of the mining shovel is
then rotated (averaging a change in heading of 75◦ in these tests) to a new orientation, L2. Registra-
tion is performed by comparing measurements acquired in the new orientation against the topographic
map established in the initial orientation. As the estimated sensor pose is updated, so too is the pose
of the topographic map.
An example of the measurement point-clouds acquired in two such poses of the excavator is given
in Fig. 3.24. The region of overlap between the two point-clouds, excluding intersections with the
excavator and truck, are used for self-registration.
The convergence of a candidate solution from the self-registration ASRF is shown in Fig. 3.25. The
z parameter is shown to remain at its initial value. This behaviour is consistent across all six test
cases, as shown in Fig. 3.26. The accuracy of the other five registration parameters is reduced as a
consequence of the z parameter estimate not converging.
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Figure 3.24: The two measurement sets used for self-registration of the excavator-mounted sensor. The light
point-cloud, used to generate the topographic map, is acquired as the excavator faces away from the truck (the
translucent excavator). The dark point-cloud, constituting the measurement inputs into the ASRF, are acquired
when the excavator is oriented perpendicularly to the truck (the opaque excavator).
Figure 3.27 shows the information content for each parameter in the candidate self-registration so-
lution. The change in sensor pose between the two platform orientations does not significantly alter
the direction of the z-axis (i.e. the rotation about the excavator’s swing axis leaves roll and pitch
parameters almost unchanged). Perturbations of the z position parameter in the sensor registration
will move both the measurement set and the topographic map equally in the same direction, thus
not affecting the range innovation of the filter. This demonstrates the importance of having a varied
platform trajectory for self-registration.
Table 3.6 summarizes the RMS errors between the surveyed terrain maps and measurement point-
clouds registered with the converged solutions shown in Fig. 3.20. These RMS errors are larger than
those obtained in Case Study 2 (see Table 3.5), however, the increased error in results in Case Study 3
reflects the inability to estimate the z parameter.
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Figure 3.25: Convergence of registration parameters for the candidate dig face terrain. The initial estimate is
shown with a dotted black line and the Nelder-Mead bounds determined in Section 3.4.3 are shown by the grey
area behind the solution.
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Figure 3.26: The six registration solutions are compared with the Nelder-Mead bounds (grey) that were de-
termined in Section 3.4.3. No convergence can be seen in the z parameter for either the ASRF solution (solid
markers) or the standard EKF solutions (hollow markers).
3.9 Summary and conclusions
This chapter has presented a method for recovering the position and orientation of a sensor relative
to an identified platform frame. This information is fundamental to the sensorium of a field robot in
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Figure 3.27: Information content of the six registration parameters during self-registration against a candidate
dig face. Information content is determined by inspections of the null space of the row-reduced measurement
Jacobian, as discussed in Section 3.2.5. A value of zero indicates that their is no information associated with
the parameter in the measurement Jacobian, whereas a value of one indicates that information is available. A
value between zero and one indicates that information is not independently available, but exists as a linear
combination with other parameters.
Table 3.6: The six self-registration solutions from the ASRF are evaluated for how accurately they map Velo-
dyne HDL-64E point-clouds onto the six dig face maps (including the dig face map they are determined
against). This table provides RMS errors in millimeters of each solution used on each topographic map.
Model
Solution RMS error [mm]
Dig face 1 Dig face 2 Dig face 3 Dig face 4 Dig face 5 Dig face 6
Dig face 1 83 80 78 84 78 74
Dig face 2 83 80 77 83 77 74
Dig face 3 74 72 69 74 68 67
Dig face 4 79 75 72 79 73 71
Dig face 5 83 79 76 82 77 74
Dig face 6 82 78 74 81 75 74
the extraction of meaning from range measurements. The method compares measurements from the
sensor to a known topographic map of the surrounding unstructured terrain to utilize the full set of
available measurement information. A variable state-dimension EKF was employed to accommodate
the potentially deficient information content inherent in the registration problem.
A ray-casting approach is employed to predict LiDAR range measurements from a topographic truth.
This method is used to construct a measurement Jacobian from which a subspace of the registration
parameters containing information is determined. This contribution is silimar conceptually to the
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ideas presented in Maye et al. (2013). The estimator developed has been called the ASRF.
The performance of the ASRF was first demonstrated in simulations against simple planar environ-
ments, where two key results were observed. The first result showed that the decoupling approach of
the filter prevented the covariance elements corresponding to parameters without information from be-
ing propagated. This overcomes a known instability issue in Kalman filtering whereby these elements
would otherwise become exceedingly large. The second result was that the ASRF correctly identified
the registration parameters for which information existed in each measurement of the environment.
Experimental results were then obtained for field deployment of the sensor on two large-scale mining
vehicles. Case Study 1 registered the sensor to a haul-truck platform using a surveyed topographic
map of the haul-road. Measurements of the almost-flat haul-roads provided limited information to
estimate the x and y positions of the sensor. This demonstrated the necessity for sufficiently-varied
geometric features in the topographic map. Case Study 2 registered the sensor to the revolving frame
of a mining shovel. The diverse geometry of the dig face was shown to provide sufficient information
about all six registration parameters.
The ASRF was then extended to perform self-registration by removing the need for an a priori topo-
graphic map. This approach was investigated in Case Study 3, which demonstrated that the trajectory
of the mining shovel, that varied only in yaw, did not yield sufficient measurement information to
estimate the z parameter. This confirmed that the trajectory must manipulate multiple platform-pose
state directions to estimate all parameters (a condition that the excavator could not achieve using only
its swing axis). Although the z parameter was not estimated, the filter correctly identified that, in this
specific configuration, no information existed.
The findings to emerge from the three case studies clearly demonstrate the importance of both the
geometry of the environment and the trajectory of the platform in recovering the complete sensor
registration parameter set.
The practical significance of this work is in its potential application for real-time field registration
of ranging perception sensors. The philosophical significance, is in its ability to determine if mea-
surements can, or should, be used to inform belief. The registration problem, while conceptually
straight forward, presents practical challenges when conducted on large mining machines in produc-
tion environments. The problem requires a solution that is both effective and practical. The iterative
framework of the EKF allows calculations to be completed as measurements are acquired and this
allows for online registration.
The work towards the registration problem, as presented in this chapter, is primarily motivated by
the larger vision of automating mining equipment, especially mining shovels of the sort presented in
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Section 3.4. The ASRF can form the basis for a safety function that verifies registration periodically.
The procedure involves the system first building a topographic truth and then registering the scanner
from that. The automation system can disable itself if the registration is found to have changed.
The method described here has the advantage of knowing which degrees of freedom are absent of
information over the complete measurement set, i.e are unobservable, and hence not verifiable. It
is noted that if a sensor has moved for whatever reason, both observable and unobservable parame-
ters are likely to change. The ability to verify observable parameters provides a reasonable test for
verification of all parameters except in very degenerate circumstances.
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CHAPTER 4
Verifying beliefs:
Is it what I think it is? Is it where I think it is? Using
point-clouds for verification of object pose and form1
This chapter addresses the problem of verifying knowledge of the shape and pose of objects in a
robot’s surrounds from point-cloud measurements. Such verification arises in the development of
safety critical automation systems where confidence is needed that objects occupy those regions of
space that they are thought to occupy. Two verification methods are presented. The first computes
the probability that regions of key interest have the geometric form expected, subject to an allowed
uncertainty, given measured point-cloud data. The second computes a likelihood distribution over
a family of possible hypotheses by considering the level of support each point measurement gives to
each hypothesis. It is argued that the shape of the resulting distribution reveals whether objects of
interest are what and where they are believed to be. These ideas are illustrated by an example from
mining automation.
4.1 Introduction
The questions that title this chapter arise as fundamental considerations in the development of safety
critical robotic systems that interact with objects in semi-structured environments. The first question
(Is it what I think it is?) seeks to establish if an object believed to be present in a robot’s surrounds is
close enough to its expected geometric form to be confident that it is indeed that object. The second
question (Is it where I think it is?) seeks verification of that object’s spatial location. These two
questions are intimately coupled and their resolution is challenging.
1This chapter is based on Phillips et al. (2015)
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The objective of the chapter is to outline a framework by which the truth or otherwise of is-it-what-
and-where-I-think-it-is questions can be reliably established from point-cloud data, e.g. the data
from high-density high-rate scanners such as the Velodyne HDL-64E. The asker of these questions
is presumed to be an automation system that uses a model of the world to plan and execute safe
motions of the equipment under its control. The automation system asks these questions to verify
the world model, typically using sensor measurements independent of those used in constructing the
world model. This verification is performed as part of a systematic strategy to achieve safer operation
consistent with the concept of a diagnostic test as set out, for example, in the standard IEC 61508 (IEC,
2011). Specifically, the automation system takes actions needed to maintain a safe operating state if
it is established that the measured world is sufficiently different from the model.
This chapter is primarily focussed on one specific instance in which this question arises, namely
verification that a shovel’s bucket (a.k.a. “the dipper”) occupies the region of space it is thought to.
However, the ideas explored apply, either directly or with appropriate adaptation, to other instances
where an automation system must test its knowledge of the geometric form and location of objects.
The thinking presented in this chapter is influenced heavily by the framework of functional safety,
viz. standards IEC 61508 and IEC 62061, seen by the regulators of the Australian mining industry
(among other jurisdictions) as an overarching scaffold for the implementation of advanced mining
automation systems. Among other things, this requires the development of effective diagnostic tests
to identify dangerous failures caused by hardware and software design, and control failures due to
environmental stress or influences including those associated with system configuration. This is an
area where little previous work relevant to field robotic problems has been done.
The chapter is structured to mirror the author’s own evolving understanding of how to address this
problem and its nuisances in the belief that others working on similar problems may circumvent some
of the author’s false steps in a similar journey. Section 4.2 overviews related work leading to the
observation that whilst the identification of objects and their pose is well studied from many contexts,
there has been little prior work on verifying knowledge of the pose and geometric form of objects
from point-cloud data. Section 4.3 outlines the example problem under study in greater detail in
preparation for what follows. Section 4.4 argues that the problem should be considered a hypothesis
test with the null hypothesis that an object of interest is both where and what it is thought to be.
Section 4.5 identifies the limitations of classical hypothesis testing and argues that the problem is
best answered from a Bayesian perspective. This idea is explored in Section 4.6 where a Bayesian
test is developed around each point in the cloud generated by the sensor, however limitations to
this approach are also identified that inhibit the effectiveness of the strategy. Section 4.7 develops a
refined view of the problem that considers the extent to which each measurement point of the cloud
supports the members of a family of alternative hypotheses. The primary contribution of the work is
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the articulation of effective strategies by which the problem can be addressed.
4.2 Background ideas and related work
The literature dealing with shape detection, pose estimation, and geometry identification problems is
substantial (see, for example, Wo¨hler (2013)). ‘What is it?’ and ‘where is it?’ questions, often arise in
manufacturing contexts where manipulation of components requires knowledge of ‘where’ an object
is and process decisions depend on ‘what’ an object is. Rocha et al. (2014), for example, presents an
autonomous conveyor coating line that requires the ability to localize and identify objects of varying
geometry. Three dimensional point-cloud models are used to train a support vector machine in the
identification of eight different geometries that arrive randomly on the conveyor. Skotheim et al.
(2012) uses CAD models of objects to aid in the localization that is required for pick and place
operations of a handling robot. A recognition algorithm is employed to match oriented point pairs
described by surface normals of the possible geometry models. These controlled environments allow
for measurement sets to be segmented using a cluster routine prior to estimation.
Quality control is a domain in which ‘Is it what I think it is?’ verification problems arise. Cavada and
Fado´n (2012), for instance, use laser range finders to verify that marine propellers are manufactured
within high-precision tolerances. Model mismatch is determined by the error in expected and actual
range measurements taken on the geometry. Others have also employed model mismatch techniques
to verify the as-manufactured geometry of complex engine parts in the automotive industry, see for
example Brosed et al. (2010) and Johnston (2002).
The coupled nature of ‘where’ and ‘what’ has led others to estimate the pose and form of an object
simultaneously. This strategy seems particularly suitable to determining the pose of humans. Huang
et al. (2013) simultaneously tracks the pose and shape of humans by optimising a quadratic energy
function that promotes the coherence of neighbouring surface patches. The method proves remark-
ably effective, although a large pose space is required to describe the high variability in human shape
and gesture. Ugolotti and Cagnoni (2013) parametrically describes a deformable body model with
42 parameters: 29 degrees-of-freedom to describe articulated skeletal joints, 7 parameters to specify
limb lengths/thicknesses; and 6 parameters describing the relative pose of the model. A similar idea
is explored by Lehment et al. (2013) who searches a 22-DOF human pose space using an observation
likelihood function approximation whereby point-cloud measurements from a Kinect sensor are com-
pared to the expected point-cloud of a pose hypothesis. Both of these works use parallel processing
to search the large pose space in real-time.
It is noted that ‘Where is it’ questions arise in the tracking of robotic end-effectors. Liu et al. (2014)
estimates the configuration of an excavator using elastic shape analysis on simulated range measure-
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ments. Six geometry models in varying poses encapsulate the machine’s geometric form and provide
a database of comparable silhouette descriptors. Kashani et al. (2007) extract the joint space of
hydraulic-construction excavator using the Iterative Closest Point method (Besl and McKay, 1992) to
fit a 2D LiDAR profile to the known geometry of the excavator’s bucket. The approach is extended in
Kashani et al. (2010) using a particle filter for coarse estimation of a large mining excavator, similar
to the machine presented in this chapter. Online segmentation is required to remove measurements of
the terrain, and the non-rigid dipper door from the laser profile.
‘What/where-is-it’ and ‘is-it-what/where’ questions pose themselves as multiple hypothesis compar-
isons. A family of potential alternatives are postulated and the hypothesis that is best supported
by evidence is selected. This idea is pursued by Figueiredo et al. (2013) who present a grid-based
Bayesian filter for identifying objects and estimating their pose. A hypothesis space, augmented by
a 6-DOF pose with a label-specifier, is discretized into 8.1×105 hypotheses. The most likely pose is
determined by measuring the evidence for each of the hypotheses that is inferred from point-cloud
measurements which are considered to be conditionally independent given the hypothesis state. A
similar approach is employed by Su et al. (2013), who uses a likelihood ratio test to detect the occur-
rence, pose and scale of 2D and 3D geometries in simulated point-cloud measurements. Likelihood
maps are generated from a catalogue of geometries to build evidence in determining the type of object
most likely to provide the observed point-cloud measurements. CAD models of objects are typically
used to encapsulate the a priori geometric information required by these estimation methods (Gu¨nther
et al., 2011). An alternative to cataloging geometry models is to describe the potential objects using
geometric descriptors. Armbruster and Hammer (2012) identifies different ship types from flash Li-
DAR measurements using a catalogue of geometric descriptors that parameterise the shape of the
hull.
Urban environment classification provides another domain in which ‘where’/‘what’ questions are
asked. Autonomous vehicles require ‘where’ information to predict obstacle collisions and both
‘where’ and ‘what’ information to plan suitable avoidance strategies. Urban object types are both
numerous and variable. For these reasons geometric information is often encoded by supervised
training in preference to a large catalogue of geometry models. Choe et al. (2014) characterizes
segmented point-cloud clusters by the angle made between consecutive measurements, e.g. vertical,
sloped, scattered. The algorithm is trained to identify when a three-component bivariate Gaussian
mixture model of these degrees is similar to that of buildings, trees, cars and curbs. Teichman et al.
(2011) presents a classifier that has been trained to identify cars, pedestrians, cyclists, or background
objects in an urban environment. Objects are segmented using a connected components algorithm
which is facilitated by the fact that objects actively work to stay separated.
Others working in urban environments have taken to object identification by inspecting the distribu-
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tion characteristics of their point-cloud measurements. Cabo et al. (2014) identifies pole-like objects
by searching the measurement set for vertical continuity, whereas, Gao and Yang (2013) detect and
segment buildings using the predictable voids created by alleyways. Kim et al. (2013) considers 41
point-cloud characteristics for their discriminatory power in identifying grass, buildings, roads and
trees.
The focus of most prior work is on answering ‘What is it?’ or ‘Where is it?’ or both. The work in
this chapter is focussed towards verification, and in particular the question of ‘Is it what and where I
think it is?’. A significant gap exists in the literature around these questions, although earlier thinking
towards these questions is presented in Green et al. (2013) which sought to verify the position and
orientation of a mining haul-truck from two-dimensional LiDAR measurements taken from a shovel.
4.3 Dipper verification
The focus of this application is to detect the dangerous failure that arises when the dipper of an elec-
tric mining shovel occupies regions of space different to that which the automation system believes
it occupies (see Fig. 4.1 for the general layout of an electric mining shovel and related terminology).
The spatial position of the dipper is controlled through swing, crowd and hoist motions. Resolvers
fitted to the actuators associated with these motions measure hoist and crowd extensions and swing
angle. The automation system knows where the dipper is through a kinematic model describing the
front-end geometry of the machine. Knowledge of the space occupied by the dipper-handle assem-
bly is determined by overlaying the geometry model of the assembly at this location. The indirect
measurement of dipper position through sensors collocated with the actuators supports robust imple-
mentation of low level control functions but increases the likelihood of dangerous failure to the chain
of inference required to convert motor resolver readings into the space the dipper occupies.
In this work, the dangerous failure is tested for using data from a scanning LiDAR sensor (Velodyne
HDL-64E) fixed to the machine house. The sensor provides 3D point-clouds at 20 Hz (Velodyne
LiDAR Inc, 2008). The primary function of this sensor is imaging terrain and objects in the workspace
including trucks, bulldozers, and ancillary equipment, however its placement is arranged to capture
dipper position. Figure 4.2 illustrates the point-cloud associated with a typical scan.
The sensor provides an independent (of the resolvers) measurement of the position and geometric
form of the dipper and handle. Note that because the Velodyne sensor is fitted to the machine house,
dangerous failures associated with errors in swing are not detectable. In practice swing motions are
not at the cause of the most important failures.
The position of the bailpin in the plane of the boom is used to describe the location of the dipper
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Figure 4.1: General assembly of an electric mining shovel and related terminology.
relative to the machine house. Figure 4.3a shows the reachable envelope for the bailpin and Fig. 4.3b
shows the associated crowd and hoist extensions. Motion of the bailpin through a typical loading
cycle is indicated.
The failure for which detection is sought has several potential causes, including:
(i) Bias in the crowd and hoist extensions. The crowd extension becomes biased when the crowd
transmission slips. The hoist extension becomes biased whenever the hoist ropes are changed
out and a new rope installed. The hoist ropes may also stretch when the dipper is loaded or
digging.
(ii) Mismatch between the kinematic reference and the machine geometry. For example, the length
of the pitch-brace is occasionally altered to optimise the rake angle of the dipper teeth without
knowledge of this change being updated to the internal model. Similarly, the gantry ropes stretch
over time, altering the boom angle.
(iii) The dipper is occasionally changed for one that is bigger or smaller or otherwise better suited to
the digging conditions.
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Figure 4.2: The 3D LiDAR measurement set used to explore ideas throughout this chapter. The unsegmented
point-cloud contains measurements of: (i) the dipper and handle assembly; (ii) the dig face immediately in front
of the dipper; and (iii) loose material/debris falling from the dipper. The hypothesised region of space occupied
by the shovel’s geometry is shown by the black outline.
These causes are classifiable as (i) systemic issues associated with operation of the machine, e.g.
boom angle change due to gantry rope stretch, and (ii) issues linked to configuration management of
information required by the automation system, e.g. maintaining the correct internal representation
of the dipper. The complex socio-technical environment of open-cut mining and the potential for
causes to compound, makes management of these issues challenging. For instance, the decision to
replace the dipper with an alternative may or may not trigger the requirement to update the automation
system’s model of the dipper’s geometry depending on site workflows and adherence to them. Alter-
natively, slippage of the crowd transmission is a consequence of machine design and is not detectable
using the existing suite of sensors fitted to the machine. Neither affects current manual machine oper-
ation. However, under automation, it is necessary to identify when the failure has become sufficiently
dangerous to require address.
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(a) Bailpin reachable envelope in the house frame. (b) Reachable crowd-hoist
extension space.
Figure 4.3: (a) Motion range diagrams for an electric mining shovel and (b) the corresponding reachable
crowd-hoist extension space.
4.4 Is-it-what-and-where verification is hypothesis testing
Figure 4.4a shows measured point-cloud data superimposed on where the dipper and handle is thought
to lie. The two are seen to be in good agreement. In contradistinction, Fig. 4.4b shows poor agreement
because the crowd and hoist extensions are biased. Visual inspection suggests accepting the propo-
sition that the dipper is what and where the automation system thinks for Fig. 4.4a and rejecting this
proposition for Fig. 4.4b. The challenge is to establish these same conclusions reliably by analytic
test. Importantly, the test must deliver minimum false positives and false negatives in the presence of
measurement noise and model mismatch.
There are several points to note about the point-cloud and geometry model used as the basis for com-
parison in Figs. 4.4a and 4.4b. Specifically: (i) the point-cloud includes points that are not on the
dipper, here terrain including dirt seen falling from the teeth; (ii) the point-cloud does not provide a
complete scan of the dipper with the upper most points being at the top of the sensors field of view;
104
4.5 Can classical hypothesis testing be used for verification?
12 14 16 18 20
−2
0
2
4
6
XHouse [m]
Z
H
o
u
s
e
[m
]
(a) Correct knowledge of occupied space.
12 14 16 18 20
−2
0
2
4
6
XHouse [m]
Z
H
o
u
s
e
[m
]
(b) Incorrect knowledge of occupied space.
Figure 4.4: LiDAR measurements are used to accept (a) or reject (b) the belief of what space is occupied by
the dipper geometry.
(iii) the model against which the comparison is made is not a perfect representation of the dipper and
handle (see Fig. 4.5); and (iv) the point-cloud measurements are subject to error. Verification testing
amounts to determining whether, in the presence of these complications, the agreement between the
internal representation of the object in question and point-cloud measurement of that object is suf-
ficiently good to accept the proposition that it has the correct form and is in the understood spatial
location.
At an abstract level the problem amounts to distinguishing between two views about the world: the
object of interest occupies the region of space that a control system believes it to occupy or the
region of space it does occupy is sufficiently different from what is believed such that it presents a
dangerous situation. The first view forms the null hypothesis, H0, and the second, the alternative
hypothesis, Ha. The challenge lies in how to reliably distinguish between the two. Predictably the
answer comes down to applying Bayes’ theorem, which likely has been around since Bayes and Price
(1763), however there is subtlety to this problem that warrants specific exploration.
4.5 Can classical hypothesis testing be used for verification?
By classical is meant the text-book approach to hypothesis testing that involves devising a test statistic,
apportioned between a null hypothesis and an alternative hypothesis, and asking where the value
of this statistic lies in the distribution implied by a null hypothesis. An appropriate test statistic
follows from Fig. 4.6 which depicts the geometry of measurement. Each sensor measurement, zi,
is a range along a known sensor ray that can be compared to an expected range, zˆi, found by ray-
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Figure 4.5: Some parts of the dipper-handle assembly can not be modelled as rigid geometry. This includes:
(i) bollards that hang from the handle to assist truck operators correctly position; (ii) the damper on the rear of
the dipper used to retard door motion; and (iii) the trip cable pulled to release/trip the door. All are imaged by
the scanner resulting in model-measurement mismatch.
casting against a geometry model of the dipper-handle assembly in the position the automation system
believes is correct. The Velodyne HDL-64E typically returns 2 000 to 7 000 points in the region that
can be occupied by the dipper with approximately 500 to 3 000 of these intersecting the dipper-handle
assembly, depending on its position in the workspace. The difference between the expected range and
measurement quantifies the extent to which points on the dipper-handle assembly are not where they
are thought to be. The average difference over all sensor rays expected to intersect the dipper-handle
is
µ =
∑n
i=1 zi − zˆi
n
, (4.1)
where n is the number of sensor rays expected (from the ray-cast) to give returns from the dipper-
handle assembly. The null and alternative hypothesis can be expressed in terms of µ,
H0 : µ = 0, (4.2)
Ha : µ 6= 0. (4.3)
Figure 4.7a shows the range measurement differences for sensor rays expected to intersect with a
dipper-handle assembly that has geometry consistent with the automation system’s internal model and
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Figure 4.6: A geometry model of the dipper-handle assembly is placed relative to the house frame in the
position the automation system believes is true. Expected measurements, zˆ, are determined by ray-casting along
the sensor rays and comparing with the observed measurements, z. This is illustrated for the i-th measurement
the observed range measurement, zi, is shown to be slightly shorter than the expected range zˆi.
has its position known to within resolution of the calibration method used to determine offsets that
account for bias on hoist and crowd extensions. For all intents and purposes, in this data, the dipper-
handle assembly is what and where the automation system believes it is and an effective diagnostic
test should verify this.
The distribution of range differences for sensor rays expected to intersect the dipper and handle is
shown in Fig. 4.7b. The 2695 rays expected to return points on the dipper and handle have mean
range difference, µ = 0.027 m and standard deviation s = 0.535 m. The standard deviation is biased
by some large outliers due to incorrect model geometry (Fig. 4.5). Using a ‘plug-in’ z-test (Ross,
2010) gives
z =
µ− 0
s/
√
n
=
0.027
0.535/
√
2695
= 2.66. (4.4)
For a significance level α = 0.05, application of the z-test leads to rejection of the null hypothesis
(acceptance would require a z-score in the range −1.96 < z < 1.96). The test wrongly fails because
it judges the likelihood of the null hypothesis to be small while ignoring the alternative hypothesis
which transpires to be even less likely. Using the power of the test (the likelihood of rejecting the
null under the alternative) would bring additional clarity, but the point to be emphasized is that a
z-score that is unlikely under the null does not ipso facto imply that the null must be unlikely or that
the alternative is more likely. The misinterpretation of low probability has been referred to as the
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Figure 4.7: (a) Most range measurement differences are close to 0 m in the reported pose. Range measurements
of unmodelled geometry are observed to be up to 5 m shorter than expected, while range measurements of the
terrain are up to 5 m longer if they were expected to intersect the dipper geometry. (b) Nevertheless range
measurement differences are distributed about zi − zˆi = 0 consistent with the null hypothesis.
“illusion of probabilistic proof by contradiction” (Falk and Greenbaum, 1995). What matters is the
relative weight of the evidence in support of the null, not the probability of the test statistic given the
null.
To better understanding, Fig. 4.8 shows how µ, s, and the number of expected intersecting rays varies
with the dipper position, mapped into crowd-hoist extension space. The dipper position, as known to
the automation system, is shown by the cross-hair and, as expected, lies close to the µ = 0 contour and
near minimum value of s. With perfect measurement, exact knowledge of dipper position, a perfect
model of the dipper against which comparison is made, and the absence of other factors influencing
measurements, the cross-hair would lie on µ = 0 and s = 0.
A family of crowd-hoist combinations within a band centered on the µ = 0 contour share the property
that they do not lead to rejection of the null hypothesis. Yet a small deviation from the correct pose
outside this band does. Fig. 4.9 shows the acceptance band in the extension space that corresponds to
observing the candidate point-cloud measurements. The null hypothesis would not have been rejected
if either the crowd or hoist were 0.01 m from the values as measured by the motor resolvers. Running
counter to this, Fig. 4.9 shows a crowd-hoist configuration that would be accepted by a z-test, leading
to a false positive. The hypothesis and corresponding distribution of range differences for this false
positive is shown in Fig. 4.10. This example illustrates that if classical hypothesis testing is used, it is
entirely possible to strongly reject the null where the null is more likely than the alternative, and vice
versa.
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Figure 4.8: The mean range difference µ (a) is close to 0 m where the true pose lies (as shown by the ‘+’
marker), but is also low in poses that are grossly incorrect. The standard deviation in the sample range differ-
ences (b) generally increases with pose error. The number of intersecting rays (c) provides a sufficient sample
size for the application of the z-test over the full pose hypothesis space.
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Figure 4.9: Most dipper-handle pose hypotheses produce a z-score indicating that the observed mean range
difference, µ, has less than a 5 % chance of occurring under the null hypothesis. This is a very strong indication
that these poses hypotheses should be rejected. The null hypothesis is shown to be accepted for a thin band of
dipper poses when the same significance level of α = 5 % is used to reject. The true pose shown by the ‘+’ is
rejected, yet a grossly inaccurate pose hypothesis, indicated by the ‘×’ is accepted.
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Figure 4.10: A false positive occurs when the null hypothesis is accepted but should have been rejected. The
position of the dipper-handle assembly in this hypothesis is far from the true location, yet the mean range
difference is only 0.0017 m. This consequently results in the null hypothesis being incorrectly accepted.
4.6 Choosing between hypotheses requires invoking Bayes’ theo-
rem
A criticism of classical hypothesis testing is that it computes the probability of measurements given
the null is true P (z | H0) rather than what is required, namely the probability of the null given
measurements, P (H0 | z), see Cohen (1995). The two, of course, are related by Bayes’ theorem
which provides a method for assessing relative probabilities. This section details an approach for
computing P (H0 | z) by application of Bayes’ theorem.
Invoking Bayes’ theorem provides additional benefit in that it allows the null to be expressed as a
margin of tolerance. This is more consistent with the spirit of the intended diagnostic test which is to
establish if the automation system’s understanding of the space occupied is close enough to the actual
space occupied so as to avoid unintended collision. The null and alternative can be expressed as
H0 : ||pk − pˆk|| ≤ τ, ∀k, (4.5)
Ha : ||pk − pˆk|| > τ, ∃k, (4.6)
where pk ∈ P is the set of all points on the dipper and pˆk ∈ Pˆ the corresponding points in the
automation system’s representation. The tolerance, τ , describes the maximum allowable deviation of
any part of the geometry wherein the failure remains safe. In practice, deviations from this tolerance
band occur at the “extremities” namely at the dipper teeth or at the door latch (see Fig. 4.1).
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A dangerous failure tolerance of τ = 0.2 m will hereforth be used. This value has been chosen based
on observations of how close operators typically come to trucks in safe loading cycles. The null
hypothesis can now be (informally) stated as “the believed position of the front dipper teeth and latch
are within 0.2 m of their true location”. This region of acceptable geometric error can be mapped to
acceptable crowd-hoist error as shown in Fig. 4.11.
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Figure 4.11: The dipper moves in such a way that the most displaced part of the geometry will be either
the tip of the front teeth or the door latch. The two ellipses show the envelope of crowd-hoist error made by
displacing the tooth and latch 0.2 m. The intersection of these two ellipses defines a region in the crowd-hoist
error space that would acceptably place the geometry such that no part is displaced more than 0.2 m from what
the automation system believes.
4.6.1 Deriving a measurement likelihood driven test statistic
Bayes’ theorem states
P (H0 | z) = P (z | H0) ·P (H0)
P (z)
=
f(z | H0) ·P (H0)
f(z)
, (4.7)
where f(z | H0) is the conditional likelihood of observing the range measurements under the null
hypothesis, P (H0) is the prior probability of the null hypothesis and f(z) is the probability density
function (PDF) of range measurements. Using the total probability theorem, f(z) can be written as
f(z) = f(z | H0) ·P (H0) + f(z | Ha) ·P (Ha), (4.8)
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which may be rearranged to provide an expression for the prior probability of the alternative hypoth-
esis,
P (Ha) =
f(z)− f(z | H0) ·P (H0)
f(z | Ha) , (4.9)
the complement of which provides an expression for the prior probability of the null hypothesis,
P (H0),
P (H0) = 1− P (Ha), (4.10)
= 1− f(z)− f(z | H0) ·P (H0)
f(z | Ha) , (4.11)
=
f(z | Ha)− f(z)
f(z | Ha)− f(z | H0) . (4.12)
Substituting this expression for the prior probability of the null hypothesis, P (H0), back into Eqn. 4.7,
allows for the posterior conditional probability of the null hypothesis to be described entirely from
the three range PDFs, f(z), f(z | H0) and f(z | Ha),
P (H0 | z) = f(z | H0) · (f(z | Ha)− f(z))
f(z) · (f(z | Ha)− f(z | H0)) . (4.13)
The test statistic is informed by the likelihood of observing the range measurements, z, and the con-
ditional likelihood of observing them if the dipper geometry is in tolerance (H0) or out of tolerance
(Ha).
4.6.2 Assessing univariate measurement likelihood
This section proposes a strategy for estimating the measurement PDFs on a ray-by-ray basis. The mea-
surement PDFs in Eqn. 4.13 are non-parametric distributions that describe the likelihood of observing
range measurements along the ray trajectories they are assumed to be measured on. The likelihood
of an independent measurement, zi, as observed on the i-th ray is found by approximating the range
probability density function using kernel density estimation (Silverman, 1986). The estimated range
PDF, fˆ(zi), of the i-th range measurement is obtained by sampling ray-casts against the dipper-handle
geometry in perturbed poses of the workspace. The crowd-hoist workspace is uniformly sampled by
applying perturbations, ∆x, to the crowd-hoist extensions xˆ as known to the automation system. This
ray-casting operation described is denoted r( · ), and the expected range for the i-th measurement
against the k-th perturbation as,
zˆi,k = ri(xˆ + ∆xk). (4.14)
The range PDF of the i-th measurement is approximated from a collection of N ray-casts, {zˆi,k}Nk=1
and the kernel density estimator approximates the range measurement PDF as the summation of a
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kernel function, K( · ), located at each of these ray-casted positions,
fˆ(zi) =
1
N ·h
N∑
k=1
K
(
zi − zˆi,k
h
)
. (4.15)
The term h, known as the bandwidth, acts as a smoothing parameter that provides a trade-off between
the bias and variance of the estimator. Using Gaussian distributions for the kernel function,
K(x) =
1√
2pi
· e
−x2
2 , (4.16)
an appropriate selection for the bandwidth, h, is chosen dynamically to suit the sample data using
h =
(
4σˆ5
3N
)1/5
, (4.17)
where σˆ is the standard deviation of the sampled range ray-casts. This bandwidth, known as Silver-
man’s rule of thumb after Silverman (1986), is optimal for normally distributed sample data. It is
chosen here over a constant bandwidth because the variance of the sampled ray-cast measurements is
unpredictable.
The conditional probability density functions, fˆ(zi | H0) and fˆ(zi | Ha), are approximated using
only those ray-casts where the tolerance on geometry displacement is satisfied and unsatisfied re-
spectively (i.e. uniformly sampling inside and outside of the green region in Fig. 4.11). The three
range PDFs, fˆ(zi | H0), fˆ(zi | Ha) and fˆ(zi), are respectively approximated in this work using
N = 1 000 in-tolerance dipper poses, N = 1 000 out-of-tolerance dipper poses, and N = 1 000
tolerance-irrespective dipper poses.
Equation 4.13 can provide a univariate probability of the null hypothesis, P (H0 | zi), for each of the
independent measurements as shown in Fig. 4.12. It can be seen that a single measurement provides
little evidence to select one hypothesis over the other, in fact, the average probability from these
measurements is only 36.55 %. However the cumulative evidence over all rays paints a very polarising
picture (to be reported in Section 4.6.4). As Sturrock (1994) puts it “extraordinary evidence can be
built up from many (but not very many) items of unspectacular evidence, provided the items are truly
independent”.
The approximated range density functions are driven purely by the dipper-handle geometry and as-
sume no uncertainty in the pose of the sensor, TH→S, or measurement uncertainty of the sensor itself.
The samples used to construct the range PDFs can incorporate both of these uncertainties by replacing
the ‘ideal’ ray-casting function (Eqn.4.14) with,
zˆi,k = ri(xˆ + ∆xk,wk) + vk, (4.18)
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(b) Measurements supporting an incorrect pose, Ha.
Figure 4.12: Individual measurements provide limited evidence in support of the null hypothesis. As a col-
lective, however, the likelihood of the observations is much higher for the null hypothesis (a) than it is for the
alternative (b).
where wk is a deviation made to the sensor registration prior to ray-casting and vk is a sensor measure-
ment error added to the ray-cast result. The Velodyne HDL-64E has a sensor measurement uncertainty
(1σsensor) of 20 mm (Velodyne LiDAR Inc, 2008), hence vk ∼ N (0, σ2sensor). A previous study in
registering this sensor to mining platforms found that the registration parameters could be recovered
with 1σ uncertainties of approximately 10 mm and 1 mrad in position and orientation respectively
(Phillips et al., 2014). The deviation to sensor pose is drawn from this parameter covariance, i.e.
wk ∼ N (0,Cov(TH→S)).
Adding sensor pose and measurement uncertainty to the ray-casting function dilates the estimated
range PDFs. Consequently, the test statistic’s ability to identify incorrectly reported geometry poses
is reduced for hypotheses near the τ = 0.2 m tolerable boundary. Measurement error can bias the
test to reject the null hypothesis if it is interpreted as evidence towards the alternative hypothesis and
vice versa. Without these uncertainties, however, the test statistic would be asking the likelihood of
observing inaccurate measurements given where they would ideally be located. This would result in
the incorrect rejection of many valid reported poses, i.e. spurious trips.
4.6.3 Evaluating the test statistic from the joint measurement likelihoods
The multivariate densities, f(z), f(z | H0), and f(z | Ha) are required in Eqn. 4.13 to compute
the conditional probability of the null hypothesis, P (H0 | z). The joint probability function can be
determined from the univariate kernel density approximations presented in the previous section,
fˆ(z) =
n∏
i=1
fˆ(zi), (4.19)
where n is the number of range measurements. Equation 4.19 is similarly used to calculate the
conditional joint PDFs, fˆ(z | H0) and fˆ(z | Ha).
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A characteristic of Eqn. 4.19 that limits practical usefulness is that the joint PDF will be zero if
any of the univariate PDFs are zero. So if a single range measurement is impossible to attain under
tolerance (i.e. fˆ(zi | H0) = 0), then the null hypothesis will be rejected. Similarly the alternative
hypothesis cannot be true if a range measurement cannot be attained from out of tolerance poses (i.e.
fˆ(zi | Ha) = 0). To overcome these limitations
fˆ(zi) = max(fˆ(zi), ), (4.20)
where  is a tolerance on the minimum allowable probability density.
The test statistic is evaluated using the estimated joint PDFs as,
P (H0 | z) = fˆ(z | H0) · (fˆ(z | Ha)− fˆ(z))
fˆ(z) · (fˆ(z | Ha)− fˆ(z | H0))
. (4.21)
One of two conditions must be true for the test statistic probability to lie in the range [0→ 1],
fˆ(z | H0) ≤ fˆ(z) ≤ fˆ(z | Ha), (4.22)
fˆ(z | Ha) ≤ fˆ(z) ≤ fˆ(z | H0). (4.23)
One of these two conditions will always be met by the true density values, however, the product of
the kernel density estimated likelihoods may result in fˆ(z) no longer being between the likelihood of
the null and alternative hypotheses. This typically occurs at the τ = 0.2 m boundary where the null
and alternative hypotheses intersect. A substitute scheme for computing P (H0 | z) is proposed for
this circumstance.
The prior probability, P (H0), can be estimated such that the residual difference of the total probability
is minimised,
min
Pˆ (H0)
S =
n∑
i=1
r2i , (4.24)
where the residual, ri is calculated as the estimate error of the total probability for the i-th ray, given
an estimate of the prior probability,
ri = fˆ(zi)−
(
fˆ(zi | H0) · Pˆ (H0) + fˆ(zi | Ha) · (1− Pˆ (H0))
)
. (4.25)
A linear least squares minimization of Eqn. 4.24 yields an estimate of the prior probability,
Pˆ (H0) =
∑n
i=1
(
fˆ(zi)− fˆ(zi | H0)
)
·
(
fˆ(zi | H0)− fˆ(zi | Ha)
)
∑n
i=1
(
fˆ(zi | H0)− fˆ(zi | Ha)
)
·
(
fˆ(zi | H0)− fˆ(zi | Ha)
) , (4.26)
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which may be used to approximate the verification statistic in Eqn. 4.21,
P (H0 | z) = fˆ(z | H0) · Pˆ (H0)
fˆ(z | H0) · Pˆ (H0) + fˆ(z | Ha) · (1− Pˆ (H0))
. (4.27)
This gives a useful alternative verification strategy that guarantees P (H0) ∈ [0 → 1] when neither
Eqn 4.22 or 4.23 are met.
4.6.4 Experimental verification results
The Bayesian verification statistic is evaluated on the experimental data set of Fig. 4.2 using 361 re-
ported poses. The error in the reported poses are at 0.025 m intervals of the workspace up to±0.225 m
of the true crowd-hoist position. The process of verification requires that the calculated conditional
probability of the null hypothesis, P (H0 | z), is compared against a threshold probability consid-
ered to be both acceptable and chosen to provide minimal false positives and negatives. The large
number of measurements provide a large amount of evidence either in favour of, or against, the null
hypothesis. Consequently, the test statistic (Eqn. 4.21) reported very polarised beliefs regarding the
probability of the null hypothesis. 259 of the 341 tests reported the null hypothesis as certain (exactly
100 %) or impossible (exactly 0 %). The highest calculated probability (that was not 100 %) was
0.018 % which suggests that, under this statistic, the acceptance of the null hypothesis is not sensitive
to the choice of an acceptance threshold.
Figure 4.13 shows the verification results for the reported poses. The light cells indicate where the test
statistic has accepted the null hypothesis; poses that have been rejected are indicated by dark cells.
The maximum displacement of the geometry is indicated by the number in each cell.
Type I and Type II errors can be seen around the τ = 0.2 m tolerance boundary. Figure 4.13 shows the
location of Type I errors, or false positives, where the null hypothesis has been rejected even though
there is no part of the dipper-geometry that is displaced in excess of 0.2 m. From a diagnostic test
perspective, these would result in the spurious activation of a safety function. The average displace-
ment of the dipper during a spurious trip is 0.178 m with the worst case occurring at a displacement
of 0.150 m.
Type II errors, are also found to appear on the tolerance boundary. These cases are representative of a
scenario where the safety system has not been able to detect that the dipper-geometry has a maximum
displacement error in excess of 0.2 m. These cases represent dangerous failures, as the inaction of
the required safety function could propagate to unacceptable consequences, e.g. a collision with the
haul-truck. The average displacement of the dipper resulting in a dangerous failure is 0.218 m with
the worst case occurring at a displacement of 0.241 m.
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Figure 4.13: 141 of the reported pose positions placed the dipper geometry within 0.2 m of its true location.
23 of these were incorrectly identified as out-of-tolerance and are shown by the false positive markers. 14 of
the 220 out-of-tolerance poses were incorrectly accepted as being within tolerance and are shown by the false
negative markers. The number in each cell is the maximum displacement of the geometry between the reported
pose, xˆ, and the true pose, x.
Figure 4.14 maps the reported extensions against the bailpin position to provide perspective on the
magnitude of their deviations from the true pose. The 0.2 m boundary is difficult to establish on
inspection of the measurements and perhaps provides insight into why LiDAR measurements, prone
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to error, do not provide perfect discriminatory power on edge cases. Both measurement and model
errors are capable of providing bias to this test statistic. The uncertainty of the measuring process
is included in the ray-casting process, however measurement uncertainty still blurs the evidence in
support of either the null or alternative hypotheses, and thus it should not be expected that a perfect
line in the sand can be drawn.
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Figure 4.14: The results from Fig 4.13 are plotted against the bailpin to provide perspective on the magnitude
of these deviations relative to the scale of the machine.
Verification errors will always occur while measurement and model uncertainty exist. These can be
traded against each other by changing the level of uncertainty ascribed to the measurement model.
For instance, if the Type I errors (spurious trips) are considered excessive, it is possible to configure
the system so that these occur less frequently, but at the risk of higher frequency of Type II errors
(dangerous failures). The somewhat arbitrary selection of τ makes it possible to achieve an acceptable
balance. Figure 4.15 shows that similar results are obtained for different tolerance selections, these
results are summarised in Table. 4.1.
The test was repeated using a dipper model that had been scaled by 125 % to simulate a change-out
of the dipper. In this instance, all of the tests reject the null, in effect, detecting that the dipper is not
what and where the automation system understands it to be. Similar results follow for appropriately
large changes in pitch-brace length. Overall, the method presented in this section provides a robust
approach to verification of dipper form and location. The method is limited by the computational
effort required to produce a result. A typical test running on a single 3.40 GHz (Intel i7-2600) CPU
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(a) Verification with 0.1 m tolerance.
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(b) Verification with 0.3 m tolerance.
Figure 4.15: Similar verification results are achievable when the tolerance is varied to 0.1 m and 0.3 m. Light
and dark cells indicate accepted and rejected null hypotheses respectively. False positives/negatives are shown
to occur on the tolerance boundary as indicated by the outlined cells.
Table 4.1: Incorrect verification results are found to occur close to the boundary of the tolerable region. The
tolerance, τ , is somewhat arbitrary and can be selected to balance the rate of false positives and negatives.
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takes approximately 400 seconds to complete. Ray-casting accounts for approximately 99.5 % of this
computation time. A real time strategy requires that the result be delivered faster.
4.7 Comparing multiple hypotheses
The previous section showed that range measurements can be used to support the null over the alterna-
tive and vice versa. This section extends on this to determine the support that each range measurement
provides to members of a family of alternative hypotheses uniformly distributed over the accessible
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crowd-hoist extension space.
This approach begins by defining m hypotheses, H, discretised over the workspace and denote the
j-th hypothesis by Hj . The evidence from measurement zi in support of Hj can be expressed by
P (Hj | zi) = f(zi | Hj) ·P (Hj)
f(zi)
. (4.28)
Here, P (Hj), is the prior probability of the pose, which, in the absence of other information is con-
sidered equally as likely as any other, hence a uniform distribution can be used to map this belief,
i.e.
P (Hj) =
1
m
. (4.29)
Recognising that the denominator in Eqn. 4.28 acts as a normalizing constant,
P (Hj | zi) ∝ f(zi | Hj). (4.30)
That is, the conditional probability of a hypothesis is proportional to the conditional likelihood that it
would provide the observed range measurement.
Kernel density estimation, as used to approximate the range PDFs in Section 4.6.2, can be used to
approximate the conditional range likelihoods, fˆ(zi | Hj). The likelihood of each measurement
(i = 1, . . . , n) is determined against the m hypotheses (j = 1, . . . ,m) from a collection of ray-casts
(k = 1, . . . , N ) against the geometry model located at Hj . The simulated measurements are again
subject to sensor registration uncertainty, w, and measurement uncertainty, v,
zˆi,j,k = ri(Hj,wk) + vk. (4.31)
Figure 4.16 shows the likelihood of each measurement under four similar hypotheses where likelihood
is indicated by the intensity of the circle associated with each measurement. The first pose hypothesis,
H1, represents the actual location. The dipper is crowded forward 0.1 m for H2. Note that under this
displacement, measurements on the side of the handle are still equally likely due to the fact that
the vertical surface they intersect does not move perpendicular to the ray. Measurements on the
dipper door, however, are no longer consistent with the model resulting in a decrease in probability
density. Measurements become even less likely when the dipper is crowded forward a further 0.1 m
for hypothesis, H3. The final hypothesis, H4, is the same crowd-hoist state asH1, however the dipper-
door is open 40◦.
LiDAR rays that are likely under a pose hypothesis can be considered as ‘evidence’ in support of
that hypothesis (as per Eqn. 4.30). Summing this ‘evidence’ across all measurements provides a map
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(b) 0.1 m crowd offset hypothesis.
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(c) 0.2 m crowd offset hypothesis.
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(d) Open door hypothesis.
Figure 4.16: (a) The measurements are very likely obtained by the correct hypothesis. (b) A hypothesis that
the dipper is 0.1 m forward of the true position makes it less likely that the observed range measurements would
be provided by the sensor. (c) A further 0.1 m crowd error shows that the measurements are even less likely. (d)
The hypothesis is augmented to include the dipper-door angle. It is unlikely that the measurements on the door
would be observed under a hypothesis that the door is open. Measurements that provide no evidence in favour
of the hypothesis, such as those on the terrain, are shown as small black dots.
across the hypothesis space. The hypothesis with the most support is an estimate of the location of
the dipper.
Figure 4.17 shows the aggregated measurement likelihood of 10 001 pose hypotheses obtained by
discretising the crowd-hoist workspace at 0.1 m resolution. A very sharp peak is located at xˆ =
[9.4 m, 11.7 m], which represents the closest hypothesis to the true pose x = [9.38 m, 11.71 m].
The method is capable of selecting the most likely hypothesis, but offers no protection against an in-
correctly assumed geometric form. Consider the situation that would arise if the pose estimated from
an incorrect geometry was found to be consistent with the expectation. This situation is illustrated in
Fig. 4.18b where the dipper has been replaced by a beach-ball. In this example, the assumed geom-
etry is palpably wrong, yet the estimated pose is the same as that determined with the true geometry
model. The key indicator of incorrect geometry is diffusion in the likelihood maps (Figs. 4.18c and
4.18d).
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Figure 4.17: 10 001 pose hypotheses are obtained by discretising the joint space at 0.1 m resolution. Nor-
malising the aggregated m measurement likelihoods for each hypothesis reveals that the hypothesis, xˆ =
[9.4 m, 11.7 m], is most likely to provide the range measurements. This estimate is the closest hypothesis
to the true pose of the dipper (or at least, what is believed to be the true pose).
A dominant peak in the distribution suggests that the model is correct in that the measurements con-
sistently agree on the hypothesis that they provide evidence to. A low peak implies that the assumed
geometry did not fit the data and suggests that the model is incorrect. This idea is demonstrated
towards the detection of (i) changes made to the pitch-brace length and (ii) different sized dippers.
Figure 4.19a shows that the pose estimates of these incorrect geometry models disagree significantly
with the reported crowd-hoist pose of the correct geometry. This alone is enough to detect that the
object is not ‘where-and-what’ the automation systems believes it to be. Measurements do not pro-
vide consistent evidence towards a hypothesis when the geometry model is incorrect. As a result, the
shape of the distribution will not contain a dominant peak. The kurtosis of the likelihood distribution
is a measure of the ‘peakedness’ and is shown to rapidly decrease with model mismatch (Fig. 4.19b
and 4.19c).
It is possible to determine the shape that the hypothesis likelihood distribution would take if the as-
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(a) Correct geometry. (b) Incorrect geometry.
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(c) Likelihood of correct geometry over hypothesis
space.
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(d) Likelihood of incorrect geometry over hypothesis
space.
Figure 4.18: The most likely pose of the correct geometry model (a) is much more likely than any other
hypotheses over the discretised workspace (c). An incorrect dipper geometry, in this case a beach-ball (b), has
the same most likely hypothesis but it is not nearly as dominant (d).
sumed geometry model was correct. An expected measurement set, Zˆ, can be obtained by raycasting
against the assumed geometry in its estimated pose, xˆ,
Zˆ = r(xˆ). (4.32)
Figure 4.20a shows that the evidence provided to the hypothesis space from these ‘ideal’ measure-
ments produces a sharper peak than that obtained from the true measurements (Fig. 4.18c). Assuming
the estimated pose to be correct implies that the difference between these two distributions must be
the result of model mismatch and measurement uncertainty.
The Kullback-Leibler divergence, denoted DKL(P || Q), provides a measure of the difference be-
tween two probability distributions, P , and Q, and is calculated as,
DKL(P || Q) =
m∑
i=1
P (i) · loge
(
P (i)
Q(i)
)
, (4.33)
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(c) Normalised probability of scale models.
Figure 4.19: The dipper is likely to have its pitch-brace length changed or even be changed out for one of
a different size. (a) Pose estimates of these incorrect geometry models are shown to disagree with the re-
ported crowd-hoist pose of the dipper and would result in triggering of the safety function. The kurtosis of the
likelihood distribution can describe the consistency of evidence provided by the measurements (b and c).
where P and Q are the likelihood distributions determined from Zˆ and Z respectively. A large differ-
ence under this metric implies that the geometry model is incorrect. Figure 4.20b and 4.20c shows
that divergence between P and Q typically increases as model mismatch is introduced.
In effect, this approach sequentially answers “where is it?” (an estimation problem) followed by “is
it what I think it is, given I believe it to be here?” (a verification problem). This two part approach
cannot isolate if the problem lies in the reported pose (‘where’) or the assumed geometry (‘what’),
however, it does provide the capability to detect when at least one of these are incorrect, answering
the question “Is it where and what I think it is?”.
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(a) Evidence map obtained from expected measurements, P.
−0.4 −0.2 0 0.2 0.40
0.1
0.2
0.3
0.4
0.5
∆ Pitch-brace [m]
D
K
L
(P
||
Q
)
(b) Kullback-Leibler divergence for pitch-brace
deviations.
80 90 100 110 1200
0.2
0.4
0.6
0.8
Dipper Scale [%]
D
K
L
(P
||
Q
)
(c) Kullback-Leibler divergence for dipper scale
deviations.
Figure 4.20: A very sharp peak is obtained when the measurements, Z, are replaced with the expected mea-
surements, Zˆ, from the estimated pose, xˆ (a). This distribution, P , represents the evidence that would be
gathered across the hypothesis space in the absence of measurement or geometry model uncertainty. The actual
distribution, Q, can be compared against this using the Kullback-Leibler divergence (b and c).
4.8 Summary and conclusions
The contribution of this chapter has been to show how geometry verification can be achieved from
high-density LiDAR measurements. Two related methods have been presented. The first finds the
probability of the null hypothesis for a given measurement set, P (H0 | z). This approach was shown
to produce good results, albeit with Type I and Type II errors at the boundary of the region describing
the null hypothesis in crowd/hoist-extension space.
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A second approach followed that determines the most likely location of an object by summing the
level of support provided by each measurement across a family of hypotheses. It is argued that
the shape of the resulting distribution reveals if an object is what and where it is believed to be.
Specifically, a peaky distribution suggest strong evidence for an hypothesis over others. This second
approach has the benefit that it can be implemented on parallel processors, e.g. a GPU, allowing for
real-time verification at video rates.
Both the Kullback-Leibler divergence and distribution kurtosis are shown to provide a somewhat
quantitative indication that the belief is both true to geometric form and pose. However, both of these
measures require a suitable threshold to allow for the belief to be accepted/rejected. Section 5.6.1 in
the proceeding chapter explores the idea of using the sum-of-evidence directly to provide a confidence
in pose-associated beliefs.
It is useful to make a final comment on the need for diagnostic testing in this and similar applications
at all. Given that few have explicitly addressed this question previously, or at the very least written
about it, it is reasonable to ask: is a diagnostic test required at all? Indeed might it not be more sensible
to use the same LiDAR data to determine where the dipper is directly and avoid issues associated with
indirect measurement, bias, slack ropes, incorrect geometry models, and so on? Or even do away all
together with the need for geometry models and work directly from an occupancy grid constructed
from the sensor data? Indeed it might be argued such approaches remove the need for verification all
together given that the sensor images the objects of interest directly. Such arguments, however, forget
that the problem being solved is not how to determine which parts of space are occupied, but rather
to verify that information possessed by an automation system, irrespective of how it was acquired, is
correct as part of a process that makes the likelihood of dangerous failures tolerable.
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CHAPTER 5
Informing and creating beliefs:
An evidence based approach to object identification
and pose estimation from LiDAR measurements1
This chapter addresses the problem of estimating object pose from high density LiDAR measurements
in cluttered and occluded environments. Point-cloud measurements collected in such environments do
not lend themselves to providing an initial estimate or systematic segmentation of the point-cloud. A
novel approach is presented that evaluates measurements individually for the evidence they provide
to a collection of pose hypotheses. A maximum evidence strategy is constructed that is based in the
idea that the most likely pose must be that which is most consistent with the observed LiDAR range
measurements. This evidence-based approach is shown to handle the diversity of range measure-
ments without an initial estimate or segmentation. The method is robust to dust. The approach is
demonstrated by two pose estimation problems associated with the autonomous excavator.
5.1 Introduction
For the purpose of this thesis a belief is information, assumed by the automation system to be true,
that it uses for planning and executing work. A pose-associated belief is created when sensor data
reveals a new object whose pose is to be tracked and informed when the pose is updated by data. This
chapter is about creating and informing pose-associated beliefs.
In the context of an autonomous excavator, the identification of a truck and the determination of its
pose as it arrives to be loaded constitutes the creation of a belief. Thereafter the updating of its pose
with new data as it arrives constitutes informing that belief.
1This chapter is based on Phillips and McAree (2016).
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Safe, collision free, truck loading requires accurate knowledge of both the pose of the truck be-
ing loaded and the excavator’s dipper at all times, as during the loading cycle, the dipper will be
within 0.5 m of the truck tray (Fig. 5.1). Creating and informing these pose-associated beliefs is both
complex and challenging. Complex because the equipment units involved have rich geometries that
manifest as detail in the scan point-clouds. This characteristic that works against the use of obvious
geometric simplifications that would greatly ease the task if they were valid, e.g. assuming the truck
and dipper are boxes.
(a) Shovel loading a truck. (b) The dipper comes close to the tray during
loading.
Figure 5.1: The pose of the shovel’s dipper and haul-truck must be known at all times to plan collision free
trajectories of the loading cycle.
The problem is challenging because the environment is dusty and the scene is dynamic with both truck
and shovel often in simultaneous motion. Moreover, the scene is cluttered at the point of loading, and
includes features that are not relevant to pose estimation (e.g. the surrounding terrain). The scene
geometry is in constant flux due to the flow of material from the dipper to the tray with each load.
Note also the geometry changes as the dipper door opens and closes.
In light of these complexities and challenges, a strategy is presented that seeks to determine the
pose of an object by finding that which is most likely to produce the observed range measurements.
The potential to fit observed range measurements is taken as evidence towards a pose being true.
The method proposed in this chapter uses a bank of candidate pose hypotheses that are considered
in parallel for the total evidence they provide for a given point-cloud. The strategy is called the
‘Maximum-Sum-of-Evidence’ (MSoE) approach.
The chapter is structured as follows. Section 5.2 presents an overview of the estimation problems
128
5.2 The problem
and a metric for measuring the agreement between pose estimates. Section 5.3 discusses the limi-
tations of solving the problem using Iterative Closest Point methods and highlights the differences
between minimum cost and maximum evidence methodologies. The MSoE estimator is formulated
in Section 5.4 and demonstrated in Section 5.5 to find dipper pose and Section 5.6 to find truck pose.
Whilst this method is robust, it is computationally inefficient. Section 5.7 discusses the feasibility of
providing maximum evidence pose solutions in real time.
5.2 The problem
A typical arrangement of excavator and truck during loading is shown in Fig. 5.2 with the coordinate
frames used to describe the position of the dipper, the truck, and the sensor. The dipper and truck
are both required in the so-called house frame, a moving frame that rotates as the shovel swings. The
estimation of dipper pose is a 2-DOF problem and is parameterised by the so-called hoist and crowd
motions of the machines. The estimation of truck pose involves the determination of the 6-DOF
transformation of the haul-truck frame relative to the excavator house frame.
Figure 5.2: Coordinate frames. Crowd and hoist configuration parameters locate the dipper frame relative to
the house frame; A 6-DOF rigid body transform locates the truck frame relative to the house frame.
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Pose estimation in this application brings with it demanding accuracy requirements given the close
proximity of the dipper and truck during loading. For this study, accuracy is measured by a supremum
metric. For the truck, the errors at the four corners of the tray are used. Figure 5.3a shows these four
points and indicates scale by the four 0.2 m radius spheres placed at the corners of the tray. For
the dipper, the extremes of the teeth and the door latch are the points most sensitive to errors in the
configuration parameters and one is guaranteed to be displaced more than any other point on the
dipper. These points are indicated in Fig. 5.3b by 0.2 m radius spheres.
Pose estimate accuracy is evaluated against independent estimates of dipper and truck pose. The
dipper pose reference is determined using measurements from resolvers on the motors that actuate
hoist and crowd motions in conjunction with a kinematic reference (Wauge, 2007). An independent
measurement of truck pose is obtained using RTK GNSS-IMU2 navigation systems installed on both
the excavator and truck platforms. It is to be noted that while these measurements are independent,
they are themselves prone to error and cannot be treated as truths. They are used here as references
for the purpose of comparison.
(a) Most sensitive vertices of truck geometry. (b) Most sensitive vertices of dipper geometry.
Figure 5.3: The maximum displacement due to pose error is guaranteed to occur at the vertices indicated.
0.2 m radius spheres are shown to provide scale.
The MSoE algorithm estimates pose using single scans from a Velodyne HDL-64E scanner mounted
at the location indicated in Fig. 5.2. This sensor is configured to rotate at 20 Hz. Range estimates
have a one sigma error of 0.02 m. A single scan from the sensor is able to provide point-cloud
measurements of the truck, dipper, dig-face and ground. Scans typically have in the order of 20-30
thousand useful range measurements. The sensor is registered to the machine house using methods
2real time kinematic global navigation satellite system/inertial measurement unit solution
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described in Phillips et al. (2014). Typical data from a scan is shown in Fig. 5.4.
Figure 5.4: The Velodyne HDL-64E mounted on the excavator provides point-clouds at 20 Hz that image the
excavator, the truck, and terrain.
5.3 Five challenges in applying iterative closest point for truck
and dipper pose estimation
Iterative closest point (ICP), see Besl and McKay (1992), is a method for aligning two point-cloud
measurement sets and can be used to align point-cloud data to geometry models (Chen and Medioni,
1992). A reasonable starting point is to consider using ICP to align the point-cloud produced by the
sensor to geometry models of dipper and truck. The immediate attractions of this approach include
the potential for incorporating the rich geometry of the machinery in the models to potentially im-
prove the quality of the pose estimates. In this sense, the geometry model serves to encode a priori
information about the expected form of the point-cloud, or at least segments of it. Yet notwithstanding
this attraction, implementational experience with ICP suggests the characteristics of this method and
its application to this problem make robust performance difficult to achieve.
The application of ICP to truck and dipper pose estimation manifests through five challenges: (i)
there are many ICP variants and it is not clear which, if any, is best suited to this application; (ii)
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ICP requires an initial estimate or seed that is close to the solution to converge; (iii) there is a need
to segment measurements to those associated with the dipper or truck; (iv) falling material and dust
have the potential to corrupt solutions; and (iv) ICP fits to a known/assumed geometry and in this
application the dipper and truck change apparent geometry throughout the loading cycle.
The first challenge is faced by all applications that use ICP. ICP is not a single method, rather, it
is a family of methods whose variants curate the point-clouds in different ways prior to alignment,
selecting points and identifying and matching features within the data to encourage the solution to
converge quickly, robustly and accurately (Rusinkiewicz and Levoy, 2001). Donoso (2015) identifies
no fewer than 20 736 variants that arise through various combinations of component algorithms, the
proliferation of methods arising is due to different techniques working better in different contexts.
A single, general purpose, best-in-class algorithm does not exist and the art of ICP implementation
involves crafting the algorithm for best performance in any given application. No variant has proven
to work robustly in all circumstances for reasons connected to the four remaining difficulties.
The second challenge, the need for a seed pose that is close to the solution, is well recognised and
various methods have been proposed to address it. Salvi et al. (2007) reviews several strategies for
providing unsupervised initial estimates, or coarse registrations. Initial registrations of consecutive
point-clouds have been achieved by aligning the principle axes of the datasets using Principal Com-
ponent Analysis (PCA) (Chung et al. (1998), Arun et al. (1987)). Rotating the point-clouds about
the correct ‘center of distribution’, however, requires effective segmentation, and this in itself is an
issue, see Limitation (iii). Other methods include coarsely fitting a point-cloud representation of the
geometry model by random sample consensus (RANSAC) (Chen et al., 1999) and this matching ap-
proach can be extended from points to features (Rusu et al., 2009). An effective way to establish a
seed solution is by independent measurement, e.g. using a RTK GNSS-IMU solution for truck pose of
measurement of motor positions for dipper pose. Multiple solutions offer the benefit of redundancy,
however, requiring the GNSS-IMU solution as seed means that there is no redundancy should the
GNSS-IMU sensor fail. Ideally a solution should self seed.
The third challenge is effective segmentation. This amounts to choosing those points in the mea-
sured point-clouds that image the objects of interest (truck and dipper) to enable good alignment of
model to measurements. ICP performs poorly without effective segmentation. Figure 5.5 shows four
typical point-clouds at different points of the loading cycles. The inherent difficulties in segmenting
truck geometry from excavator geometry when the two are in close proximity is evident in Fig. 5.5c.
Similarly difficult is segmenting the dipper when it is engaged in the digging face, see Fig. 5.5b.
The importance of good segmentation is illustrated in Fig. 5.6. Figure 5.6a shows an ICP pose esti-
mate with the truck tray empty for segmented data. Figure 5.6b shows the fit resulting when material
132
5.3 Five challenges in applying iterative closest point for truck and dipper pose estimation
8
10
12
14
16
18
20
22
2
0
2
3
2
1
0
1
2
3
4
5
6
XH
ou
se
[m]
Y
House [m]
Z
H
o
u
s
e
[m
]
(a) Isolated dipper body.
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(b) Engaged in the dig-face.
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(c) Dumping into a truck.
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(d) Loose material.
Figure 5.5: Four candidate point-cloud measurements of the dipper are shown that highlight the challenges
associated with estimating the dipper pose in field conditions. It would be difficult to implement an automatic
segmentation routine robustly suited to the different point-cloud data encountered under typical operation. The
estimation routine would also be required to handle measurements when the dipper door is opened.
is present in tray. The difference in the quality of fit is evident. This same point was made earlier in
Section 1.5, Fig. 1.7.
Efforts have been made to develop ICP variants that automatically remove non-model measurements
to overcome bias induced by them. For example, a sample of well fitting measurements can be
found by RANSAC (Masuda and Yokoya, 1995). Poor point-pair matches can also be rejected us-
ing an adaptive threshold on their distances (Zhang, 1994) or as a threshold percentage of pairs to
reject (Rusinkiewicz and Levoy, 2001). Segmenting out scattered points can also aid the estima-
tion (Demantke´ et al., 2011). In practice none of these methods have been found to robustly produce
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(a) Successful ICP fit of an empty truck.
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(b) Unsuccessful ICP fit after a single load is added to the tray.
Figure 5.6: The geometry must match the segmented point-cloud data. Points that do not belong to the geom-
etry model may influence the estimate to converge at an incorrect pose.
good segmentation through the loading cycle.
The fourth challenge results from the movement of material from dig-face to truck. A critical point is
when the door is opened and an excavated load released. Representative data can be seen in Figs. 5.5c
and 5.5d. This is usually accompanied by agitated dust and loose debris. LiDAR sensors will range to
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the front surface of dust-clouds, however, they can also ‘see through’ much of the dust using second
and later returns, measurements of dust still arise and this, together the presence of material-in-flow,
makes robust ICP difficult to achieve.
The fifth challenge presented by this application is the changing geometry of the models to be fit-
ted, in particular changes to the dipper that result from the opening and closing of the dipper door.
Kashani et al. (2010) estimates the pose of a dipper on a similar excavator by refining a particle filter
estimate with ICP. The algorithm is shown to produce estimates that are six times less accurate when
a permanently closed-door is included in the model.
5.4 Maximum-Sum-of-Evidence pose estimation
These five identified challenges collectively compromise pose estimates based on ICP, suggesting the
need for an alternative approach. ICP asks: what pose provides the best fit of point-cloud data to
known geometry? A better question to ask is: what object pose provides the maximum evidence
in support of the data? While semantically similar, the two questions are very different in the way
they are asked and, importantly, the second question overcomes the limitations imposed by the five
challenges identified in Section 5.3.
This question can be answered by evaluating measurements for the support they provide to a family
of pose hypotheses. Figueiredo et al. (2013) pursues this line of thinking by discretising a 6-DOF
pose space to over 800 000 hypotheses. The most likely hypothesis is determined using a Bayesian
filter that infers evidence towards hypotheses through the summation of likelihood weights based
on measurements. Similarly Lehment et al. (2013) determines the parametric pose of a human by
comparing measurements against the expected measurements for 800 pose hypotheses. The most
likely pose is determined using an approximation of the conditional measurement probability under
each pose hypothesis. A similar measurement likelihood metric is employed by Su et al. (2013) who
applies a Bayesian approach to determine the pose and/or existence of known 2D and 3D geometries
in point-cloud data. All of these methods require a geometric model of the object to evaluate the
likelihood of point-cloud measurements under pose hypotheses.
The Maximum Sum of Evidence (MSoE) pose estimation method starts with this same idea and seeks
to determine the pose that is most likely from a bank of m hypotheses, H. Underlying the method
is the assumption that the most likely pose of an object corresponds to that which best supports the
measurement set, Z. The formal statement of this can be made through Bayes’ Theorem
P (Hj | Z) = f(Z | Hj) ·P (Hj)
f(Z)
, (5.1)
where f(Z | Hj) is the conditional likelihood of observing the measurements under the j-th hypoth-
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esis, Hj . If P (Hj) is assumed to be is uniformly distributed, i.e. P (Hj) = 1/m, and treating f(Z) as
a normalizing constant, it follows that
P (Hj | Z) ∝ f(Z | Hj). (5.2)
That is, the conditional probability of any hypothesis is proportional to the conditional likelihood of
obtaining the measurement set, Z. Determining pose requires a measurement likelihood model, hence
the approach seeks to determine the conditional likelihood of obtaining the observed measurements
under a hypothesis, f(Z | Hj).
5.4.1 Univariate measurement likelihood under a hypothesis
Consider the conditional likelihood of a single measurement, f(zi | Hj), which is to say, the like-
lihood of obtaining measurement zi along the i-th ray trajectory under the j-th pose hypothesis Hj .
As in ICP a geometry model encodes a priori knowledge expected to be present in the scene. Con-
sequently, the expected range measurement, zˆi|j , for the ray-hypothesis pair can be obtained by ray-
casting (Mo¨ller and Trumbore, 2005) against this geometry in pose Hj . This ray-casting operation is
denoted r( · ), such that
zˆi|j = ri(Hj). (5.3)
The corresponding ray will intersect the model, located at pose hypothesis Hj , at either a finite number
of points or not at all. The first intersection would correspond to the expected measurement from the
LiDAR sensor. This is illustrated in Fig. 5.7a. Here, ray i narrowly passes over the leading edge of
the truck tray when placed at the pose of hypothesis Hj .
The Velodyne HDL-64E provides range measurements with σ = 0.02 m (Velodyne LiDAR Inc, 2008)
along the trajectory of the ray so that the expected measurement for ray i on hypothesis Hj can be
written
zˆi|j = ri(Hj) + v, (5.4)
where v ∼ N (0, σ2).
Including uncertainty in the sensor location, TH→S , will, for this ray, change f(zi | Hj) to take
the bimodal form shown in Fig. 5.7. Kernel density estimation (Silverman, 1986) can be used to
obtain a non-parametric estimate of how uncertainty in the sensor pose, TH→S , maps into the range
likelihood distribution. A collection of ray-casts (k = 1, . . . , N ) are performed to sample expected
ranges resulting from sensor pose uncertainty. A perturbation, wk, is applied to the assumed sensor
pose prior to the k-th ray-cast such that,
zˆi|j,k = ri(Hj,wk) + vk, (5.5)
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(a) Range likelihood function for a candidate ray i against hypothesis j.
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Figure 5.7: Sources of uncertainty in the measurement process can be used to describe a range likelihood
function under a hypothesis. This is depicted for the i-th ray on the j-th hypothesis, fˆ(zi | Hj).
where wk, is drawn from wk ∼ N (0,Cov(TH→S)). Phillips et al. (2014) estimates the standard
deviation for the translational components of TH→S to be 0.01 m and orientation components to be
10 mrad. The conditional range likelihood, fˆ(zi | Hj), is the summation of kernels K( · ), located at
each ray-cast, zˆi|j,k,
fˆ(zi | Hj) = 1
N ·h
N∑
k=1
K(
zi − zˆi|j,k
h
). (5.6)
Here, h is a smoothing parameter that provides a trade-off between the variance and bias of the
estimator. The variance of sampled ray-cast ranges, σˆ, is unpredictable and h, is chosen dynamically
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to suit the sample data using
h =
(
4σˆ5
3N
)1/5
, (5.7)
which is optimal for normally distributed sample data when using a Gaussian kernel function (Silver-
man, 1986),
K(x) =
1√
2pi
· exp
(−x2
2
)
. (5.8)
Figure 5.7b depicts the kernel density estimation, fˆ(zi | Hj). The estimated range likelihood is
constructed from N = 10 perturbations of the sensor pose. Some perturbations are shown to provide
measurements on the leading edge of the tray, resulting in a second mode at zi ≈ 5m. Measurements
on this ray at either mode would contribute evidence towards the hypothesis Hj being true.
Additional sources of measurement uncertainty can also be included under the kernel density estima-
tion sampling. For example, uncertainty of intrinsic parameters describing the ray orientation relative
to the sensor frame could be included by perturbing the ray, uk, during ray-cast sampling such that,
zˆi|j,k = ri(Hj,wk,uk) + vk, (5.9)
however, this chapter takes the view that the intrinsic parameters are known to sufficient accuracy and
will not change over time.
The estimated range likelihood function (Eqn. 5.6) describes the likelihood of a single range mea-
surement under an assumed pose hypothesis. An exception to this PDF occurs when the ray does not
intersect the geometry model, in which case, the likelihood of obtaining the range measurement, zi,
must be zero. Thus
fˆ(zi | Hj) =

1
N ·h
∑N
k=1 K(
zi − zˆi|j,k
h
), if
{
zˆi|j,k
}N
k=1
6= ∅
0, otherwise.
(5.10)
5.4.2 Joint measurement likelihood under a hypothesis requires perfect seg-
mentation
The conditional probability of a hypothesis given measurements is proportional to the conditional
joint measurement likelihood f(Z | Hj) (Eqn. 5.2). If it is assumed that measurements are indepen-
dent, the joint measurement likelihood of the n measurements is
fˆ(zi, . . . , zn | Hj) =
n∏
i=1
fˆ(zi | Hj). (5.11)
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The effective evaluation of Eqn. 5.11 requires perfect segmentation of the point-cloud. Measurements
points that are not consistent with the hypothesis will, in general, have small fˆ(zi | Hj). For example,
a measurement corresponding to terrain point will, (as per Eqn. 5.10) be close to zero and therefore
fˆ(zi, . . . , zn | Hj) will also be zero. In practice it is found that
fˆ(zi, . . . , zn | Hj) = 0, ∀j. (5.12)
The need for segmentation was, of course, a strong reason for arguing against the use of ICP as a
method.
5.4.3 A total probability approach relieves the need for perfect segmentation
The probability of the j-th hypothesis, P (Hj), can be determined via the total probability theorem
which relates the marginal probabilities of observing each of the n measurements to the conditional
probability of the hypothesis if the measurement had been observed,
P (Hj) =
n∑
i=1
P (Hj | zi) ·P (zi). (5.13)
Applying Bayes theorem with a uniform prior distribution on the m hypotheses (i.e. P (Hj) = 1/m)
allows this to be rewritten as,
P (Hj) =
1
m
n∑
i=1
f(zi | Hj)
f(zi)
·P (zi). (5.14)
The probability of a discrete range measurement, P (zi), being observed in the region δ is related to
the continuous range density, f(zi), by,
P (zi − δ
2
≤ Zi ≤ zi + δ
2
) =
∫ zi+δ/2
zi−δ/2
f(zi) dzi, (5.15)
which, integrating over a sufficiently small region allows for the approximation,
P (zi)
f(zi)
≈ δ. (5.16)
This allows the relative hypothesis probabilities to be expressed as being proportional to the summa-
tion of evidence provided by the univariate range measurement likelihoods,
P (Hj) =
δ
m
n∑
i=1
f(zi | Hj) ∝
n∑
i=1
f(zi | Hj). (5.17)
As expected, the most likely hypothesis, HMLE , will correspond to the pose most likely to provide
for the complete set of observed measurements. A normalisation is of course needed to ensure that
the relative hypothesis probabilities sum to one.
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5.5 MSoE estimation of dipper pose
The digging assembly moves in the XZ-plane of the house with two degrees of freedom: the handle
assembly including the dipper moves (crowds) in and out actuated via a rack and pinion transmission
and the assembly is raised and lowered by spooling rope attached to the bucket from the drum inside
the house. Figure 5.8 shows the extents to which the end-effector (the bailpin) may travel under these
two degrees of freedom.
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Figure 5.8: The hypothesis space of dipper pose is defined by the limits of the hoist rope and handle travel.
The bailpin cannot travel outside of the highlighted region.
Point-cloud measurements of the dipper provide a large degree of variability during typical operation
of the machine. Candidate point-clouds observed during operation were given in Fig. 5.5.
For MSoE pose estimation, range measurements from the dipper individually support regions of the
hypothesis space, but collectively confirm the hypothesis that is most likely. Note that range mea-
surements from the terrain or unmodelled geometry, may support regions of the hypothesis space but
collectively they will not support the same hypothesis. Figure 5.9 clarifies this point. Three candidate
range measurements are shown and the positions of the bailpin3 that they support are identified:
3the effective point of attachment of the hoist ropes to the assembly
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(b) Ray A evidence.
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(c) Ray B evidence.
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(d) Ray C evidence.
Figure 5.9: Three candidate measurements are considered along the trajectory they were measured on. The
measurements provide the most evidence towards the dark hypothesis regions as highlighted. The cross hair
indicates the true bailpin position of the dipper in this measurement set.
(i) Ray A intersects the side of the handle. The measurement obtained on this ray supports a large
area of hypothesised bailpin positions (Fig. 5.9b). The surface moves in the same planar motion
as the dipper, and as such, this measurement is likely under any hypotheses that would intersect
this ray on the side of the handle.
(ii) Ray B intersects the back-face of the dipper. Unlike ray A, this range is sensitive to changes in
the bailpin position and can only be obtained by a narrow region of hypotheses (Fig. 5.9c). It
provides a high amount of discriminating power towards identifying the true hypothesis.
(iii) Ray C intersects an unmodelled geometry, specifically a bollard handing from the handle whose
141
5.5 MSoE estimation of dipper pose
purpose is to provide a marker to truck drivers, The measurement on this ray still supports a
small region of hypotheses (Fig. 5.9d), however, other non-dipper measurements would not be
in agreement with this.
The cross-hairs in (Fig. 5.9b-5.9d) indicate the true location of the bailpin. All measurements of the
dipper will provide evidence to hypotheses in this region.
It is this characteristic of the MSoE pose estimator that relieves the need for segmentation and delivers
robust pose estimation. Measurements in support of a given hypothesis act as evidence towards that
hypothesis; measurements that don’t support the hypothesis do not influence the conclusion. These
same comments apply to measurements corrupted by dust, other non-modelled geometry, and mea-
surements of material in flow.
It was noted earlier that changing geometry presents a difficulty for ICP pose estimators. The dip-
per geometry effectively changes when the door opens, see Figs. 5.5c and 5.5d. The MSoE esti-
mator is capable of dealing with geometry change provided it can be represented in the hypothesis
space. The hypothesis space of the dipper can be augmented with a further degree of freedom, i.e.
Hj = [crowdj, hoistj, door anglej]. This larger hypothesis space comes, of course, at an additional
computational cost.
Figure 5.10a shows the normalised 3-DOF hypothesis probabilities determined from a measurement
set where the dipper door was open. The reachable bailpin space is discretised uniformly at 0.1 m
intervals and augmented with door angles discretised in the range 0◦ to 90◦ in 5◦ intervals. The total
number of hypotheses is 190 019.
The most likely hypothesis corresponded to a door that was open by 20◦. A close up of this re-
gion (Fig. 5.10b) shows that a single hypothesis was much more likely than all others. Figure 5.10c
overlays this hypothesis solution on the measurement set.
The accuracy of dipper pose estimates is evaluated using the kinematic pose solution from motor re-
solvers as a ground truth (as discussed in Section 5.2). 850 pose estimates of the dipper were obtained
over 212 seconds of point-cloud data, during which, the machine was under normal operation. The
estimated bailpin positions are mapped in Fig. 5.11a where the colour of each estimate relates to the
maximum geometric displacement between the kinematic and LiDAR pose solution (i.e. the corner
error discussed in Fig. 5.3b).
Approximately 70% of the LiDAR pose solutions locate the dipper geometry such that no part exceeds
0.1 m in displacement from that of the kinematic solution. The CDF of these extreme point errors
is shown in Fig. 5.11b. Estimates exceeding 0.1 m are found to occur when the dipper is in the
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(c) Most likely hypothesis on data.
Figure 5.10: A bank of 190 019 dipper pose hypotheses are constructed by discretising possible crowd-hoist
travel at 0.1 m and the dipper door angle at 5◦. Evaluating the probability of each of these reveals the most like
hypothesis to locate the dipper with a door that is open by 20◦.
‘tuck’ position i.e. low to the ground and close to the machine house as it prepares to dig. Here the
disagreement is due to the hoist ropes becoming slack in this position. The kinematic model wrongly
assumes they are rigid. This failure mode does not exist in the LiDAR solution and is a good example
of the robustness that can be provided when using multiple independent estimates.
5.6 MSoE estimation of truck pose
The problem of truck pose estimation differs in two important respects from the estimation of dipper
pose. The problem requires a full 6-DOF rigid body transformation and the pose of the truck is not
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(a) Corner errors observed over the hypothesis space.
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Figure 5.11: The maximum geometric displacement of the dipper when compared to the ground truth kinematic
pose solution. The largest error is observed when the dipper is preparing to dig as the kinematic model does not
account for the slack hoist ropes in this position. The corner error is typically less than 0.1 m during digging
and loading.
bound within a fixed region (as per the dipper pose problem). The sensor’s field of view (FOV),
however, determines an effective region in which pose can be estimated, and this is illustrated in
Fig. 5.12. A 0.1 m discretization of this XY region with up to ± 2 m in the Z direction yields
approximately 3.4 million pose hypotheses. Augmenting this space with 1◦ discretised roll/pitch
angles (up to±5◦), and heading (up to 360◦) will increase the number of hypotheses to 147 billion. A
brute force evaluation of the discretised hypothesis space (as was done for dipper pose) is evidently
not feasible for the application of MSoE 6-DOF truck pose.
To illustrate that the idea can be made practical, this section employs a searching heuristic to deter-
mine the most likely haul-truck pose from a continuum of pose hypothesis variables.
Point-cloud measurements of the haul-truck change considerably between the number of loads that
the excavator has completed. Measurements of an empty truck resemble the assumed tray geometry
(Fig. 5.13a). Measurements begin to look less like the truck-tray as excavated material fills the tray
(Fig. 5.13b and 5.13c). There is the potential for the dipper to occlude the truck and the measurement
set includes material in flow during loading (Fig. 5.13d).
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Figure 5.12: The hypothesis space of truck pose is described by the swing radius of the dipper assembly and
the field of view of the LiDAR scanner.
MSoE estimation has the benefit of not requiring the segmentation of the material within the tray.
Measurements inconsistent with the model do not contribute evidence to the true pose and equally
do not provide sufficiently coherent evidence in support of a competing incorrect pose. Similarly
spurious measurements from dust backscatter do not impede the determination of the true pose, they
merely offer no evidence in the support of the true pose. This is supported in the results that follow
which were obtained in dusty digging/loading conditions (recall the dust measurements observed in
Fig. 2.2).
Figure 5.14 shows the most likely hypotheses, HMLE , as determined for an empty truck and a loaded
truck. Loading the tray loses evidence from measurements within the tray geometry, yet the most
likely estimate is still obtained from evidence acquired on observed surfaces, here the outer tray
surface and the headboard.
The challenge for 6-DOF truck pose is in establishing a set of hypotheses to test. The sum-of-evidence
metric, as an objective function, is also difficult to search. Moreover the aggregation of evidence
across a hypothesis set has many local maximums and in practice simplex and gradient decent meth-
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(b) One load of material.
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(c) Two loads of material.
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(d) Dipper in tray.
Figure 5.13: Four candidate point-cloud measurements of the haul-truck are shown to highlight the challenges
associated with estimating the truck pose in field conditions. The measurements no longer resemble the tray
geometry as material is loaded into it. The dipper also provides a shadowing effect during loading.
ods do not work well.
A Monte Carlo method is proposed through which a collection of hypotheses are tested and itera-
tively re-sampled using the weight of their evidence (Doucet et al., 2000), similar to the importance
sampling method used in a particle filter (Arulampalam et al., 2002). Implementation noise is added
to perturb the selected hypotheses during re-sampling but is reduced at each iteration to allow the set
of hypotheses to converge on the global maximum.
The re-sampling method is illustrated in Fig. 5.15. An initial set of 16 779 hypotheses are obtained
by uniformly sampling across the XY region in increments of 1 m and 15◦ headings. The roll, pitch
and Z-coordinate are left as 0 degrees/meters respectively. Evaluating the initial hypotheses reveals
that many are supported by the measurements as shown by the darker, larger markers in Fig. 5.15a. A
sampled hypothesis set, H′, is determined by uniformly sampling the CDF of the relative hypothesis
probabilities, P (H). This ensures that the frequency of re-sampling a hypothesis is proportional to
its probability. Hypotheses used for the k-th iteration are obtained by adding noise to the sampled
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(a) Empty tray evidence.
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(b) Loaded tray evidence.
Figure 5.14: Evidence in support of the true truck pose is lost when material is loaded into the tray. The most
likely pose is still correctly estimated from unobscured surfaces of the tray geometry. Measurements of the
material within the tray do not cohesively support an incorrect truck pose.
hypothesis set using
Hj,k ∼ N (H′j,k−1,∆H/k), (5.18)
where ∆H is the initial discretization of 1 m and 15◦ for positions and orientations respectively. The
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variance is reduced at each iteration allowing the solution to converge, not dissimilar to the cooling
schedule used in simulated annealing searches (Nourani and Andresen, 1998). A more aggressive
search can be achieved by shrinking the hypothesis noise at a faster rate.
A dominant line of likely hypotheses is revealed after 3-4 iterations. These hypotheses emerge as
likely because measurements corresponding to the side walls support hypotheses with the truck trans-
lated along its longitudinal axis. The symmetry of the tray geometry causes some pose hypotheses
to locate the truck facing the opposite direction. The hypotheses are seen to converge to a single
hypothesis region after many iterations as shown in Fig. 5.15e. The most likely hypothesis after 20
iterations is shown in Fig. 5.15f with measurement data in support of the hypothesis.
The accuracy of truck pose estimates is evaluated using truck pose solutions determined from GNSS-
IMU as a ground truth (as discussed in Section 5.2). Eighty-eight truck-pose estimates were obtained
during standard operational conditions as the the truck was loaded twice before driving away. The
estimated origins of the truck frame are shown in Fig. 5.16 where the colour of each estimate indicates
the maximum geometric displacement between the GNSS-IMU and LiDAR pose solutions (i.e. the
maximum corner displacement discussed in Fig. 5.3a).
More than half of the estimates positioned the truck tray such that no part was more than 0.2 m
from the reference position reported by the GNSS-IMU solution. 95% of estimates locate the truck
geometry within 0.4 m (Fig. 5.16b). The GNNS-IMU solutions are thought to have similar errors
under motion, The least accurate pose estimates occur when the excavator is swinging at full speed
and no attempt has been made to correct for the blur in point-clouds resulting from excavator motion.
Swinging at a maximum speed of 15◦/sec will relocate the LiDAR sensor 0.1 m over the duration of
a single 50 ms scan. The most accurate solutions are obtained when the equipment is stationary and
here the MSoE estimates are within 0.15 m of the GNSS-IMU solution.
Significantly, the MSoE estimator overcomes the challenges that arise in the application of ICP pose
estimation, specifically, the need for a seed, the requirement for explicit segmentation, the challenges
posed by dust and flowing material, and geometry changes, here due to the addition of material to the
truck.
5.6.1 No truck or more than one truck
The MSoE estimator, applied to truck pose identification, will find the best estimate of a truck within
the scene. What is its behaviour when no truck is present, or when there is more than one truck is
present?
148
5.6 MSoE estimation of truck pose
−20 −10 0 10 20 30−20
−10
0
10
20
30
XHouse [m]
Y
H
o
u
s
e
[m
]
 
 
∑
n i=
1
f
(z
i
|
H
j
)
0
0.5
1
1.5
x 10−3
(a) Iteration 1.
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(b) Iteration 2.
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(c) Iteration 3.
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(d) Iteration 4.
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(e) Iteration 20.
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(f) Converged solution.
Figure 5.15: Hypotheses of the k-th iteration are chosen by re-sampling in the vicinity of the supported hy-
potheses in the previous iteration. Less re-sampling noise is added at each iteration, allowing the hypotheses to
converge. The most likely hypothesis after 20 iterations is shown.
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(a) Corner errors observed over the hypothesis space.
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Figure 5.16: The maximum geometric displacement of the truck when compared to the ground truth GNSS-
IMU pose solution.
5.6.1.1 No truck is present
Figure 5.17a shows the most likely truck pose in a point-cloud that does not have a truck present.
Here, the estimate has positioned the truck such that the inside of the tray best matches a part of the
dig face. Figure 5.17b shows that some of these measurements are likely to occur when the truck is in
this pose. This result is representative of what happens when the MSoE estimator is run on data where
there is no truck. Its behaviour is predictable: it finds the best fit of the data to the truck geometry.
However, it is possible to establish that there is no truck in the scene from the low ‘sum of evidence’
associated with the most likely estimate.
Figure 5.18a shows the sum of evidence that is calculated at various stages of a loading cycle in which
two loads are excavated and loaded into the truck tray.
New beliefs can be created and existing beliefs abandoned using the computed MSoE as a criteria.
The truck is not in sensor’s field of view in the first four seconds of the data presented in Fig. 5.18a,
nor in the last six seconds. When the truck is present, the MSoE increases significantly, becoming
four times as large. As the shovel moves through its activities the MSoE varies, dropping significantly
at times of loading where the truck is occluded by the digging assembly and falling dirt. Note also
that the MSoE is lower for the second pass. This is because the inner geometry of the tray has been
occluded by dirt.
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(a) A point-cloud with no truck present.
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(b) Evidence towards most likely estimate.
Figure 5.17: A truck pose estimate will still be found when the truck is outside of the sensor’s FOV.
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(a) Most likely pose evidence over the loading cycle.
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(b) Pose errors over the loading cycle.
Figure 5.18: The maximum evidence and corresponding pose error during the excavator’s loading cycle.
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5.7 Feasibility of real-time evidence-based pose estimation
A threshold on the sum of evidence could serve as a reasonable approach towards identifying when
trucks are present. However, if this threshold is too high, estimates determined during the loading
process would be rejected and some attention needs to be given to the selection of thresholds. This is
an area worthy of further study.
5.6.1.2 More than one truck is present
The MSoE estimator will only report a single best estimate, i.e. a single truck pose. If more than one
truck, of the same geometry, is present it is unclear which will be found.
However it is possible, and from a computational point of view preferable, to restrict the spatial
regions to which the MSoE filter is applied.
A practical means of dealing with two of more trucks would be to use information that may provide
about their locations, e.g. from GNSS, to identify search areas. Again this is a topic that is worthy of
further exploration.
5.7 Feasibility of real-time evidence-based pose estimation
The principle disadvantage of the MSoE estimator is the computational cost. The estimation of the
complete 3-DOF dipper pose takes approximately 35 minutes when run on an Intel i5-4590 processor
(16 GB Memory, 3.3 GHz clock). However, considerable time improvements can be made by: i)
precalculating all ray-cast operations that can occur; and ii) calculating the likelihood of hypotheses
in parallel.
The computation time is proportional to n ·m where n is the number of measurements and m is the
number of hypotheses with profiling showing that 99.5% of the computation time is spent ray-casting.
This can be relieved by precalculating ray-cast ranges for all hypotheses and storing these for look
up.
The Velodyne HDL-64E has 64 emitter-detector pairs that can provide rays intersecting the dipper
over approximately 90◦ of sensor heading. The encoder resolution of the sensor-head is 0.09◦ which
equates to 64 064 possible range measurements of the dipper geometry. There are approximately
12.17 billion range measurements that are calculated offline for the 190 019 possible hypotheses over
the discretised crowd-hoist-door space. A lookup table for a single hypothesis is shown in Fig. 5.19.
Each dipper pose hypothesis takes approximately 125 kB of memory storage while the complete table
of crowd-hoist-door hypotheses requires 22.67 GB (Table 5.1). Only 26% of possible rays intersect
the hypothesis shown in Fig. 5.19 and this reduction is reflected in the compressed table sizes. The
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Figure 5.19: A pre-calculated lookup table of range measurements can provide these measurements at the cost
of ≈ 125 kB of memory (using 2 bytes/range).
computation time is reduced by approximately 400 times when using precomputed ranges.
Table 5.1: Lookup tables can be used to store pre-calculated ray-cast measurements. The tables come at a
memory cost but much of this can be compressed due to the large number of non-intersecting rays per hypoth-
esis.
Hypothesis space
Lookup table memory (GB)
Ray-casting Lookup table Compressed lookup table
Crowd-Hoist 0 1.19 0.29
Crowd-Hoist-Door 0 22.67 6.10
The MSoE estimator lends itself to parallel computation (Lehment et al. (2013), Ugolotti and Cagnoni
(2013)). Hypothesis support is independent and can be calculated concurrently on multiple threads.
By way of illustration, when the dipper pose estimation problem in implemented using the CUDA
parallel computing platform of an nVIDIA GeForce GTX780 graphics card (3 GB Memory, 2304
cores, 863 MHz clock), the computation time is reduced to approximately 22 ms for the crowd-hoist
solution. The 3 GB memory of the GPU is insufficient to allow the full crowd-hoist-door hypothesis
space to be time profiled, however the potential is there.
Precalculated lookup tables for the truck pose problem are infeasible as they are estimated to require
in excess of 4100 TB of memory (even at 90% compression). Improvements from parallelization,
however, are still achievable. Whilst the author has not yet explored this idea, ray-casting could be
performed per hypothesis on individual GPU cores. Figure 5.20 depicts such an implementation.
This alone might not achieve the same computation times as the crowd-hoist examples, but there are
other areas for improvement existing in the sampling scheme. Computation times are also expected
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Table 5.2: Computation times are reduced with the use of lookup tables and parallel implementation. Notes:
a) Ray-casting in parallel has not been implemented; b) Insufficient CPU memory to store lookup table; c)
Insufficient GPU memory to store lookup table.
Hypothesis space
Typical computation times (seconds)
Ray-casting Lookup table Compressed lookup table
CPU GPU CPU GPU CPU GPU
Crowd-Hoist 109
a
0.298 0.022 0.261 0.036
Crowd-Hoist-Door 2098 b c 5.104 c
to scale linearly with larger parallel architectures, e.g. an approximate 10x speed improvement would
be expected using the 24 576 cores of an nVIDIA Visual Computing Appliance (Fotouhi, 2013).
Figure 5.20: Ray-casting can also be computed in parallel. Each thread can evaluate the evidence provided to
a hypothesis from rays located relative to the geometry model.
Future work will look to explore efficient parallel implementations, and it is anticipated that further
technical development in GPU programming will aid real time 6-DOF pose estimation.
5.8 Conclusions
The contribution of this chapter has been to show how evidence can be inferred from high density
LiDAR data to estimate the pose of objects with known geometry. The maximum sum-of-evidence
approach demonstrates many advantages over minimum cost approaches such as ICP. Specifically not
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requiring an initial estimate/seed, not requiring point-cloud segmentation, robustness to dust and the
ability to deal with geometry that changes.
The method presented evaluates the relative probability of a bank of pose hypotheses. Hypothe-
sis probability is proportional to the conditional likelihood of producing the measurement set. A
measurement uncertainty model was described that provided the conditional likelihood of obtaining
measurements under pose hypotheses.
The estimated dipper and truck poses were shown to locate the geometry in agreeable positions to
other independent estimates, i.e. the resolver and GNSS solutions for dipper and truck pose respec-
tively. The sum-of-evidence method remained unhindered by complications such as open dipper
doors and loaded truck trays. The proposed approach is independent from the other pose estimation
methods and would improve the reliability of a voting architecture that might use multiple solutions,
e.g. two-out-of-three voting.
The MSoE estimator of this chapter when applied to truck pose estimation has three important be-
haviours:
(i) The MSoE estimator always finds a truck.
(ii) The MSoE estimator always finds a truck.
(iii) The MSoE estimator always finds a truck.
The first is the defined behaviour and when one truck is present, the method has been shown to accu-
rately compute the truck pose. The second behaviour becomes important when no trucks are present:
the estimator will find the pose of an imagined truck to best fit the data. The chapter, however, has
shown the computed MSoE indicates this situation. The third behaviour is important when multiple
trucks are present: the pose of only one will be found. However, this behaviour can be mitigated by
refined search, possibly guided by external information, e.g. Truck GNSS.
MSoE pose estimation has the disadvantage of being computationally expensive. Real-time esti-
mation of the dipper pose was provided by precalculating ray-cast ranges and summing hypothesis
evidence in parallel. Similar strategies could be implemented to search the larger hypothesis space of
the truck pose problem in real-time, and this is an area that can benefit from further research.
There are significant opportunities for further development of the MSoE estimator.
155

CHAPTER 6
Conclusions and recommendations for further work
6.1 Overview and contributions
Providing appropriate perception for mobile autonomous machines is challenging. The problem that
motivated this work, and was then used throughout as an exemplar, namely perception for an au-
tonomous excavator, seems, at face-value, to be straight-forward. In brief: (i) ensure knowledge of
self is correct; (ii) work out where trucks and other machines are relative to the excavator and track
their motions; and (iii) maintain a digital terrain map to be used for planning excavation activities.
This thesis has focussed on (i) and (ii), and meeting these perception needs with robustness and in-
tegrity is extremely challenging.
In the parent research program (SLAP), to which this thesis forms a sidetrack, a suite of compli-
menting sensors are used to deliver robust perception to an automated excavator (McAree et al.,
2011, 2013, 2015). Redundancy is widely employed to achieve this. Truck pose, for instance, is
determined, by three complimentary methods that run in parallel and have minimal common-mode
failures. The three methods are: (i) a pose solution based on the fusion of RTK-GNSS and inertial
measurements on both the trucks and the excavator; (ii) a pose solution based on trilateration using
range measurements from ultrawide-band transceivers mounted to the excavator and the trucks; and
(iii) a pose solution based on LiDAR measurements. When at least two of three pose solutions agree
to within some acceptance tolerance, the position of a truck relative to the excavator is taken to be
known. If none of the solutions are in agreement, the pose of the truck is considered unknown and
the excavator is brought to a safe state. Three methods are used because none of the methods alone
can meet the requirements for solution integrity individually (McAree et al., 2011, 2013, 2015).
That “none of the perception methods alone can meet the requirements for solution integrity” points
directly towards the difficulty of delivering appropriate perception. Approaches that use redundancy
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to improve integrity in such circumstances are considered best practice for safety-critical computer-
controlled systems, e.g. the functional safety standards (IEC, 2011, 2006). However, redundancy
leads to engineering complexity, cost, and issues with maintainability.
For example, in the three methods used for truck pose in the SLAP system, the first two require
multiple sensors and transceivers to be fitted to each truck. Specifically, in the solution described
in McAree et al. (2015), each truck requires two RTK-GNSS receivers, an inertial measurement unit,
and between six and eight ultra-wide band transceivers. It is commonplace for Australian mines to
operate in excess of 100 trucks and keeping all of these sensors and transceivers in good working or-
der, in the demanding environment of an open-cut mine, is a tall-order. The challenges of maintaining
the sensor suite work directly against the improved integrity that a redundant solution brings.
A simpler, more elegant, approach that meets integrity requirements is needed. A vexing but funda-
mentally important question is “how can such systems be designed so that they are robust in delivering
the perception functions for operation of autonomous machines without defeating themselves through
reliability issues born of the their own complexity?”.
A plausible starting point is to consider computer vision as the primary sense with other sensors
providing support information. For an autonomous excavator, the important benefit of a predomi-
nantly computer vision approach is that the sensing can be mostly located on the excavator and this
significantly reduces the maintenance burden.
This thesis has explored some ways in which LiDAR might serve as this primary sensor, and while
the work of the thesis doesn’t fully solve the problem, progress towards this has been made. The most
favourable aspect of LiDAR for perception is its ability to produce rich point-clouds. The challenge
is in how to reliably extract information from those point-clouds, and it is in this space that the thesis
claims to make its contributions. These contributions fall across four areas.
The first contribution is the articulation of how LiDAR behaves in dusty environments. Surface min-
ing environments are dusty. Whilst the physics of LiDAR measurement in dust is well-established, the
literature often takes the conservative position that because LiDAR is affected by dust, it is unsuitable
for mining applications. Chapter 2 of the thesis presented experimental results showing that LiDAR
behaves in consistent and predictable ways when imaging dusty environments. LiDAR sensors ex-
hibit four distinct behaviours depending on dust levels and importantly, where dust is in sufficient
quantities to affect LiDAR measurements, the returned ranges are to the leading face of the cloud.
In this way dust presents as a source of occlusion to LiDAR but like other occlusions this does not
necessarily impact the meaning that can be extracted from LiDAR point-clouds. The significance of
this observation is that it encourages alternative modes of thinking about how to extract meaning and
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it is this that sets the tone for the remainder of the thesis.
The second contribution is around how to use LiDAR measurements to inform pose-associated beliefs
and this comes in two parts. The first part deals with sensor registration, the problem of knowing the
pose of a LiDAR sensor as mounted to a machine. This is a problem of some practical importance.
Each time a sensor is changed out, its pose relative to a known machine datum changes. Fractions
of a degree of error between where the sensor is believed to be and where it actually is can translate
to meters of error when range-bearing measurements are converted to Cartesian points. Registration
error impacts directly on the ability to meet perception needs. Effective and efficient methods for reg-
istering sensors are critical to any system using LiDAR sensing. Chapter 3 of the thesis has explored
the use of the terrain surrounding the machine as a basis for registration. A variable state Kalman
filter is developed for this purpose and shown to be effective.
The second part of the thesis’ contribution in the area of informing pose-associated beliefs is the
exploration of how to use LiDAR measurements to determine the pose of objects that are heavily oc-
cluded. In Chapter 5, a novel approach evaluates LiDAR measurements individually for the evidence
they provide to a collection of hypotheses about the position and orientation of objects. A maximum
evidence strategy is presented that is based in principle that the most likely pose must be that which
is most consistent with the observed LiDAR range measurements. This evidence-based approach can
be used to inform pose-associated beliefs for objects that are known to be present. This is illustrated
by determining the pose of the excavator’s bucket through its full range of motion, including when it
is buried in the dig face.
The third contribution of the thesis falls into a category of problems that are sometimes called di-
agnostic tests and this is an area where there has been little prior work using LiDAR to answer two
coupled questions: “Is it what I think it is?” and “Is it where I think it is?”. A specific instance
of this question was explored in detail, namely, is the actual bucket of an excavator the one that the
control system believes is fitted and is that bucket located spatially where the control system believes
it is. Again, this is a question of some practical importance because buckets are regularly swapped to
match with excavation conditions. When a bucket is swapped out, the replacement can have a quite
different geometry and accordingly occupy a different region of space. The risk of collision increases
if the actual region of space occupied by the bucket is not that which is thought to be occupied by the
automation system. The automation system is therefore aided if it has the capability to be confident
that what it believes to be the bucket type and location are indeed the bucket type and location.
The fourth contribution of the thesis is in the establishment of beliefs. The method developed in Chap-
ter 5, that is used to inform pose-associated beliefs or objects known to be always in the workspace,
can also be used to create new pose-associated beliefs for objects that periodically appear in the
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workspace. The distinction between informing existing pose-associated beliefs and creating new
pose-associated beliefs is subtle but important for the exemplar. When a new truck arrives in the load-
ing area, the automation system needs to become aware of it, vis-a´-vis create a new pose-associated
belief.
6.2 Future work
These contributions are potential building blocks for a perception system that primarily uses LiDAR
for exemplar application but also for more general perception functions. However, these ideas still
only seem to scratch at the surface of this problem and there is considerable scope for future work.
The key idea of the thesis is in determining how object pose can be extracted and verified from
LiDAR measurements and the Bayesian approach used here has considerable advantages for complex
environments. In particular, the methods eschew the need for segmentation and deal with occlusion
in a natural way. These are the key issues that make robust perception difficult.
6.2.1 The next generation sensorium
A logical next step is to see how far these methods can be pursued. A minimal set of requirements
for a next generation sensorium having LiDAR as its primary sensor for an autonomous excavator are
listed below.
(i) The system should be able to identify equipment in its vicinity.
(ii) The system should be able to build geometric models of equipment based on scans made of that
equipment and use these models as the basis for identification.
(iii) The system should be able to track multiple objects in its workspace.
(iv) The system should be able to confirm knowledge of self.
(v) The system should be able to self-register sensors.
(vi) The system should be able to fuse data meaningfully from other sensors (GPS, RaDAR, etc.)
whilst relying primarily on LiDAR fulfill perception functions.
(vii) The system should be able to provide situational awareness, identifying objects and predicting
their likely future actions.
These requirements will have different specialisations for different applications, but from the specific,
the general often follows, and other applications are likely to share many, if not all, of these require-
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ments. The ideas of this thesis present a useful starting point for any such future effort and indeed it
seems that the core ideas of the thesis can be adapted to meet most of these requirements. The chal-
lenge, of course, is to determine how well they are able to meet them and productive future research
could be based around such an investigation.
There appears to be much more that can be done in the evolution of the MSoE estimator of Chapter
5. Specifically, it was suggested that pose-associated beliefs can be created and abandoned using the
computed MSoE as basis for establishing if an object is present. This concept was illustrated by an
example, but there is certainly much more that can be done to develop this idea. Equally there are
opportunities for future work exploring better search strategies for the filter.
Notwithstanding the claimed contributions, the methods of this thesis are narrow in their scope. The
focus is mostly on pose-associated beliefs. There are, of course, many higher level beliefs that are
likely to be needed as automation capabilities mature. An important next generation perception func-
tion is likely to be the identification of objects in the abstract. The work of this thesis has asked,
among others, the question: ‘if a truck has the form described by this model, where is it?’. An ab-
stracted version of this question is: ‘is there a truck currently in the sensor’s field of view and if so,
where is it?’. It is not entirely clear how this question can be answered. But this and other similarly
abstract questions must ultimately find solutions to achieve effective automation. They are worthy
topics for further research.
6.2.2 Tracking dust
An important contribution of the thesis is the articulation of how dust is imaged by LiDAR and the
findings of Chapter 2 raise the tantalising possibility of identifying and tracking dust in the same way
other, more tangible objects, might be tracked.
A potential area for future work, that would have value within the broader perception challenge, is
the identification and tracking of dust.
6.2.3 Real-time processing
The methods of the thesis are computationally expensive and real-time implementation of the more
ambitious ideas, e.g. the determination of truck pose, is not currently viable. The ideas are, however,
intrinsically parallelisable. A forward looking view suggests that the hardware will emerge over the
next few years capable of the task. As evidence towards this, quite significant progress was made in
the course of conducting the thesis using modest off-the-shelf GPUs to complete the computation.
Even on this hardware there are opportunities for algorithm improvement. The results of Chapter 5
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made extensive use of lookup tables to avoid the expense of ray-casting along LiDAR measurement
rays. This ray-casting could potentially be completed in parallel, e.g. on a bank of GPUs, or the need
to ray-cast could be avoided all together by using parametric descriptions of objects. These ideas
certainly seem worthy of further exploration.
6.3 Final remarks
This thesis has been motivated strongly by the needs of perception for autonomous excavators. Spe-
cific examples have the benefit of giving clarity to problems. They also have the detriment of fo-
cussing thinking narrowly. The ideas of this thesis, while explored within the confines of a specific
problem, seem to generalise well to broader perception problems and deserves further exploration.
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APPENDIX A
An evaluation of scanning range sensor performance
for mining automation applications
This Appendix presents an evaluation study of two RaDAR and four LiDAR commercial off-the-shelf
scanning range sensors with the objective of characterizing their capabilities and limitations for
mining automation applications. A methodology for evaluating sensor performance is presented that
measures sensor capability towards meeting three typical perception needs for mining automation
applications. This methodology is applied to the six sensors to compare their performance.
A.1 Introduction
Several previous perception sensor studies have been conducted that abstractly evaluate performance
of ranging sensors, see for example Franz et al. (2010), Pascoal et al. (2008), Ye and Borenstein
(2002). These studies pay little or no attention to the requirements that the application may place
on the sensor. This study takes the position that the requirements of the application are the most
important factor in determining the ability of a sensor to meet application needs and that sensors
should be evaluated against requirements that map to these needs.
The aims of this appendix are:
(i) To establish a framework for evaluating perception sensing technologies against requirements
typical to mining automation applications; and
(ii) To identify the capabilities and limitations of sensors being used for mining automation appli-
cations and to build greater awareness of their capabilities and limitations.
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A suite of six commercial (or in one instance a near-commercial) scanning range sensors are evalu-
ated. Four of the sensors are Light Detection and Ranging (LiDAR) sensors; the other two are Radio
Detection and Ranging (RaDAR) sensors. While LiDAR and RaDAR work on the same principle,
measuring range from the time it takes pulsed electromagnetic energy to reflect from objects back to
the sensor, they work at wavelengths that differ by three orders of magnitude (µm to mm).
The roles that have been chosen to evaluate sensor performance are:
(i) Constructing fit-for-purpose terrain maps focussing on the area around swing loaders;
(ii) Identifying the presence, position and orientation of equipment in the work area of a swing
loader; and
(iii) Identifying the presence of personnel in this work area.
The work is predicated on the belief that comparison in these roles allows the sensors to be analysed,
mutatis mutandis, in other roles.
A.2 Evaluation metrics
The performance metrics for sensor evaluation are as follows:
A.2.1 Application 1: Constructing fit-for-purpose terrain maps focussing on
the area around swing loaders
A.2.1.1 Terrain Imaging 1 (TI-1): Terrain map accuracy
This metric seeks to evaluate sensors on their ability to accurately image terrain around mining shov-
els. Return accuracy is determined as the distance to a ground truth surface.
Performance in this metric is graded as:
Table A.1: Score description for metric TI-1.
Score Description
1 >90% of returns are less than 500 mm in error.
2 <90% of returns are less than 500 mm in error.
3 <90% of returns are less than 200 mm in error.
4 <90% of returns are less than 150 mm in error.
5 <90% of returns are less than 100 mm in error.
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A.2.1.2 Terrain Imaging 2 (TI-2): Sensor robustness to direct sunlight
A reported failure condition of some laser range scanners is that they can become dazzled by direct
viewing of the sun (Hancock et al., 1998). This metric aims to evaluate each sensor on its ability to
image terrain when the sensor is in view of direct sunlight.
Performance in this metric is graded as:
Table A.2: Score description for metric TI-2.
Score Description
1 Spurious range measurements are observed in the point-cloud and cannot be filtered out.
3 Spurious range measurements are observed in the point-cloud that can be filtered out.
5 There are no spurious returns observed in the point-cloud.
A.2.1.3 Terrain Imaging 3 (TI-3): Sensor ability to image natural reflectors
Some range scanning sensors exhibit multipath effects in the presence of highly specular surfaces
(Luo and Zhang, 2004). Similar effects have been observed when pooled water and wet terrains are
scanned with some sensors. This metric aims to evaluate each sensor on its ability to image wet terrain
and puddles of water.
Performance in this metric is graded as:
Table A.3: Score description for metric TI-3.
Score Description
1 The sensor cannot image wet terrain or the surface of non-transparent water.
2 The sensor can image wet terrain but not non-transparent water.
3 The sensor can image wet terrain and partly image non-transparent water.
5 The sensor can image wet terrain and non-transparent water.
A.2.2 Application 2: Identifying the presence, position and orientation of equip-
ment in a work area
A.2.2.1 Equipment Presence 1 (EP-1): Sensor ability to estimate truck pose
This metric seeks to evaluate sensors on how accurately they can determine the position and orienta-
tion of a vehicle, here a truck. Pose accuracy is measured as the distance between the most exterior
corners of the estimated tray pose and their surveyed truth.
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Performance in this metric is graded as:
Table A.4: Score description for metric EP-1.
Score Description
1 The point-cloud cannot be used to estimate a truck’s pose to within 400 mm accuracy.
2 The point-cloud can be used to estimate a truck’s pose to within 400 mm accuracy.
3 The point-cloud can be used to estimate a truck’s pose to within 300 mm accuracy.
4 The point-cloud can be used to estimate a truck’s pose to within 200 mm accuracy.
5 The point-cloud can be used to estimate a truck’s pose to within 100 mm accuracy.
A.2.2.2 Equipment Presence 2 (EP-2): Sensor capability to estimate truck pose from highly
reflective markers
The metric aims to evaluate sensor capability to map highly reflective returns. High reflective returns
provide the benefit of being easily identifiable in large point-clouds. Some sensors perform on-board
processing of highly reflective returns that can often work against the intended application. To ex-
amine this, the truck will be fitted with high intensity retro-reflectors at known locations along the
tray.
Performance in this metric is graded as:
Table A.5: Score description for metric EP-2.
Score Description
1 High intensity points cannot be used to estimate a truck’s pose to within 400 mm accuracy.
2 High intensity points can be used to estimate a truck’s pose to within 400 mm accuracy.
3 High intensity points can be used to estimate a truck’s pose to within 300 mm accuracy.
4 High intensity points can be used to estimate a truck’s pose to within 200 mm accuracy.
5 High intensity points can be used to estimate a truck’s pose to within 100 mm accuracy.
A.2.3 Application 3: Identifying the presence of personnel in a work area
A.2.3.1 Personnel Identification 1 (PI-1): Sensor capability to provide for ositive identification
of personnel from point-cloud data
Perception sensors already find application in personnel identification (Tan et al., 2009). This qualita-
tive metric seeks to establish which sensors can image a standing person accurately enough that they
can be identified in a point-cloud by eye. A comparison can be made between data-sets containing a
real human wearing personal protective equipment (PPE), a mannequin without PPE and a mannequin
with PPE.
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Performance in this metric is graded as:
Table A.6: Score description for metric PI-1.
Score Description
1 There is no evidence in the point-cloud that a person was present.
3 An object is detected but is not identifiable as being a human.
5 A human is clearly identifiable in the point-cloud.
A.3 Sensor suite
The following sensors are used in this evaluation.
A.3.1 Candidate LiDAR scanners
A.3.1.1 SICK LD-LRS3100
The LaDAR digital long range scanner (LD-LRS) is a 2D LiDAR scanner capable of ranging up to
250 m with a standard deviation of 25 mm. The sensor obtains single range measurements for bearings
between ±165◦ (i.e. a 300◦ field of view). The sensor uses a rotating emitter/detector pair that can
spin up to 10 Hz. The angular resolution between consecutive bearings is 0.125◦. The illuminated
light is in the near-infra red spectrum (905 nm) and divergences at 0.16◦.
A.3.1.2 SICK LMS511
The laser measurement system (LMS) is a 2D LiDAR scanner that offers up to five range measure-
ments per transmitted laser pulse. The sensor can range up to 40 m with a 1σ error of 9 mm in the
10 m to 20 m range. A rotating mirror is used to direct the transmitted/emitted light to and from the
sensor in different directions. The mirror can rotate at up to 100 Hz and obtains range measurements
for bearings between at ±95◦ (i.e. 190◦ field of view) at a configurable angular resolution of 0.166◦.
The illuminated light is in the near-infra red spectrum (905 nm) and diverges at 0.21◦.
A.3.1.3 SICK LD-MRS
The LaDAR digital multi-layer range scanner (LD-MRS) is a 2D LiDAR scanner that provides simul-
taneous measurements on four planes (layers). Returns range up to 50 m with a standard deviation
in measurements of 100 mm. Up to three echoes may be observed from each transmitted laser pulse.
The layers have an out of plane elevation of 1.2◦, 0.4◦, -0.4◦ and -1.2◦. Layers one and two range
from +50◦ to -50◦ while layers three and four range from +35◦ to -60◦. All four layers combine to
give the sensor a 110◦ field of view. The interlaced angular resolution between layers is configurable
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(a) SICK LD-LRS3100. (b) SICK LMS511. (c) SICK LD-MRS.
(d) Velodyne HDL-64E. (e) Indurad iOLR. (f) Indurad iDBF.
Figure A.1: Candidate 2D LiDARs (a, b, c), candidate 3D LiDAR (d), candidate 2D RaDAR (e, f).
to 0.125◦ (0.25◦ resolution on a single layer). A rotating mirror reflects light to and from the sensor
and is capable of spinning at up to 50 Hz. The illuminated light is also in the near-infra red spectrum
with a wavelength of 905 nm. It diverges elliptically at 0.08◦ horizontally and 0.8◦ vertically.
A.3.1.4 Velodyne HDL-64E
The high definition LiDAR (HDL) is a 3D LiDAR scanner that rotates the sensor head about a fixed
axis to deliver a 360◦ horizontal field of view. The sensor head hold 64 emitter-detector pairs that
are oriented to provide a spotlight-like pattern with a vertical field of view of 26.8◦ (+2◦ to -24.8◦).
The sensor can rotate the head at up to 20 Hz with a heading resolution of 0.09◦. Returns range up to
120 m with a 1σ accuracy of less than 20 mm. The illuminated light is in the near-infra red spectrum
(905 nm) and diverges at 0.11◦.
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A.3.2 Candidate RaDAR scanners
A.3.2.1 Indurad iOLR
The Object Location RaDAR (OLR) is a 2D RaDAR scanner that emits a frequency modulated contin-
uous wave (FMCW). The sensor uses the signal centroid from multiple overlapping lobes to determine
bearing information with a resolution of 0.1◦. Ranges up to 150 m can be made with 50 mm accuracy.
Up to 180 range measurements can be made for bearings between ±25◦. Radio waves from a single
antenna are emitted with a frequency of 77 GHz and 4 GHz bandwidth. The beam divergence of the
emitted waves is 2◦.
A.3.2.2 Indurad iOBF
The Digital Beam Forming (DBF) RaDAR is a 2D RaDAR scanner that also emits a FMCW. The
sensor has an array of antennae that are used to shape, form and transmit radio-wave energy. The
array of antennae emits radio-wave energy at different phase and amplitude to provide constructive
and destructive wave interference in a desired direction. The beam direction is focused in a desired
direction depending on the phase shift between antennae (?). The sensor can range up to 30 m be-
tween ±60◦ at 10 Hz. Radio waves from the antenna array are emitted with a frequency of 77 GHz.
Measurements can be taken with varying bandwidth filters (3 GHz, 4 GHz, 3 GHz and 4 GHz alter-
nating). The beam divergence of the emitted waves is 2◦, allowing the detection of multiple targets
along the same bearing.
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A.3.3 Sensor installation
The sensors are mounted to the revolving frame of an excavator such that they provide useful point-
cloud measurements of the excavator’s workspace, i.e. of the terrain, vehicles, personnel. The 2D
sensors were collocated on the right hand side of the operator cab, with their scan planes vertical, see
Fig. A.2b. In this configuration the sensors are elevated approximately 8.5 m from ground level. The
Velodyne HDL-64E sensor was installed on the left hand side of the shovel house at an elevation of
6 m from the ground, see Fig. A.2c. With its limited vertical field of view, the Velodyne intercepts the
ground 13.5 m horizontally from the sensor.
(a) Mount locations on excavator.
(b) Right side mount. (c) Left side mount.
Figure A.2: The 2D sensors were mounted to the operator cab. The Velodyne HDL-64E was mounted on the
left side of the excavator to accomodate its limited vertical field of view.
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A.4 Range measurement observations
A.4.1 TI-1: Terrain map accuracy
A.4.1.1 Experimental methodology
A ground truth terrain point-cloud was created using four tripod mounted scans of a Faro Focus3D
survey grade scanner (FARO Technologies Inc, 2010). The scanner produces range measurements
with an accuracy of ±2 mm for ranges up to 25 m. The four point-clouds were registered into a
common frame of reference using spherical markers placed around the terrain that are commonly
visible to each tripod location.
An appropriate region of the terrain was selected that did not contain vegetation or pooled water. Re-
turns of the shovel, truck and tripods were removed from the point-cloud using the segmentation tools
that accompanied the Faro point-cloud viewer. A ground truth surface of the terrain was established
from a Delaunay triangulation of the remaining points (Fig. A.3). The surface area of the ground
truth model is 1 987 m2 and coincides with the workspace of the excavator. It allows for sensor range
measurements between 8 m and 33 m to be compared.
Figure A.3: Ground truth surface of terrain established from terrestrial survey.
Range data was obtained from each sensor as the shovel swung at a fast and slow speed (typically
15◦/sec and 0.5◦/sec respectively). The pose of the machine house was measured using an Applanix
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420 POS LV with an integrated GNSS-IMU1 system with RTCM2 corrections (Applanix Corp., 2008).
Range measurements were taken for a complete 360◦ rotation of the machine house. The range error
is measured as the Euclidean distance from the ground truth surface. To eliminate any mismatch in
the ground truth, this test was performed straight after the survey scan. The test was repeated on the
following day to verify results.
A.4.1.2 SICK LD-LRS3100 observations
The LD-LRS3100 has the slowest scanning rate of the LiDAR scanners in the test suite. As a result,
the terrain maps obtained with the LD-LRS3100 contained fewer points than the other faster scanning
LiDAR sensors.
This sensor was able to image terrain with the greatest accuracy of all sensors in the test suite. The
sensor is designed to scan ranges that are an order of magnitude greater than those achievable by other
candidate scanners. To achieve accuracy at long range, it requires a very small beam divergence. Its
beam divergence (0.16◦) is the smallest of all scanners in the test suite which is the most likely
reason that this sensor was able to image terrain with the greatest accuracy. There was no significant
difference in accuracy between fast and slow swinging speeds, with 83.39% and 82.12% of returns
being less than 100 mm from the ground truth surface for slow and fast spins respectively. The data
was accurate enough to detect where the dipper had been placed on the ground between scans as
shown by the red area in Fig. A.4.
1Global Navigation Satellite System Inertial Measurement Unit
2Radio Technical Commission for Maritime Services
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A.4.1.3 SICK LMS511 observations
The accuracy of point-clouds obtained with this sensor was surpassed only by the LD-LRS3100. This
is most likely due to the fact that the LMS511 has the second smallest beam divergence of 0.21◦ of the
sensors considered. The LMS511 point-clouds were densest of all 2D scanners as shown in Fig. A.5.
The slow swing (where the lagging pose was less significant) had 73.59% of returns under 100 mm
errors.
The resource manager was still in development at the time of this data collection. There are latency
issues that map range data against incorrect platform pose. This is more noticeable in the fast swing
data-sets.
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A.4.1.4 SICK LD-MRS observations
The LD-MRS was the least capable LiDAR sensor in the test sensor suite at imaging terrain. The slow
swing was able to create point-clouds with only 20.75% of returns being more accurate than 100 mm.
The percentage dropped to only 11.85% in the fast swing data-set.
The poor performance by the LD-MRS can most likely be explained by its larger beam divergence.
The elliptical beam of this sensor diverges 0.8◦ along its major axis (vertically) which is approximate
four times more than the LD-LRS3100 or LMS511. The range accuracy was significantly worse at
larger ranges where the divergence had a greater impact (Fig. A.7). When scanning the furthest region
of the considered terrain (ranges >33 m), the beam diameter for this sensor is about 0.46 m.
While the LD-MRS was configured to scan from +50◦ to -60◦, it did not yield returns of the terrain
between +50◦ to +30◦. Figure A.6 shows that the only returns in this range of angles are of the hand
railing under the sensors, which was measured in layers one and two at +43◦ to +45◦. Layers one
and two are capable of scanning +50◦ to -50◦ while layers three and four can scan +35◦ to -60◦. It is
unknown why the sensor was unable to scan terrain in this region as this region would have had the
lowest angle of incidence to the scanner.
Figure A.6: The LD-MRS could not image terrain beyond +30◦ scan angles; ii) The scan angles in each layer
that yield returns.
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A.4.1.5 Velodyne HDL-64E observations
The Velodyne scanner imaged terrain better than the LD-MRS but not as well as the LD-LRS3100 or
LMS511. The manufacturer specifications for this sensor do not include a beam divergence, however,
sources have reported it to be 2 mrad (0.11◦) (Glennie and Lichti, 2010).
The limited vertical field of view (+2◦ to -24.33◦) makes it difficult to image the terrain closest to the
excavator. This area can only be seen when the sensor is not directly above it. It has to be scanned at
high angles of incidence. As a result, this part of the terrain is considerably less accurate (Fig. A.8).
The vertical field of view also limited this sensor’s capability to image the top of the dig face from
its current mounting location. As expected, the sensor performs best on areas like the dig face which
are normal to the scanner. This may also be related to the intrinsic calibration of emitter detector
pairs (Glennie and Lichti, 2010),
The Velodyne was not affected by the swinging speed of the shovel and obtained sub-100 mm accu-
racy 44.58% and 41.83% of the time for the slow and fast swings respectively. This is most likely
due to the fact that the sensor is designed to be capable of measuring while the rotating head spins
at high speeds; movement of the sensor’s position therefore has little effect. The slow swing for this
sensor was performed at half of the fast swing velocity of the other scanners, as the measurement
output of this sensor is much greater than the 2D scanners. Even at half the swinging speed, Velodyne
point-clouds were two orders of magnitude larger than the LD-LRS point-clouds. For these tests, the
sensor head was spinning at 5 Hz.
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A.4.1.6 Indurad iOLR observations
The iOLR provided the densest terrain point-cloud of the two RaDARS in the test suite. While 36.34%
of returns were within 100 mm of the ground truth (almost twice the iDBF accuracy), there were many
spurious returns above and below the terrain. 9.49% of the returns were greater than 0.50 m in error
from the ground truth.
The intensities of spurious returns were similar to the intensities observed in accurate returns. There
were accurate low-intensity returns and inaccurate high-intensity returns. For this reason, it would be
difficult to filter out the spurious returns based on this information alone. No particular part of the
terrain was less or more accurately mapped than the rest (Fig. A.9).
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A.4.1.7 Indurad iDBF observations
The iDBF was the only sensor that was not capable of imaging terrain within 500 mm when the
excavator was swinging at full speed. This sensor has been designed for non-moving applications
such as stockpile observations. At slow speed the accuracy of the iDBF returns was comparable with
the LD-MRS LiDAR results. The iDBF obtained the sparsest point-cloud of the terrain with 14.53%
of returns being within 100 mm of the ground truth surface. It was observed that the iDBF returns
were most accurate on the dig face where the surface was closer and more normal to the sensor. The
iDBF returns generally lost accuracy as the range increased. The increasing range error is consistent
with the large beam divergence of the sensor. At 33 m, the largest range achievable on the ground
truth model, the beam-width of ±2◦ would have a 2.31 m diameter spot-size. In keeping with the
sensor specification, the sensor could image terrain up to 25.73 m (Fig. A.10).
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The tables below show the percentage of return accuracy in 100 mm bands and the swing speeds of
data collections.
Table A.7: Terrain map accuracies (day one).
Swing Error % of returns less than error
Speed [mm] LRS LMS MRS VEL iOLR iDBF
100 79.10 73.88 12.59 44.58 36.34 14.53
200 98.68 98.46 73.91 82.39 63.30 47.82
Slow 300 99.68 99.69 98.61 97.74 77.99 83.67
400 99.84 99.88 99.67 99.92 85.98 94.86
500 99.96 99.98 99.83 99.98 90.51 97.42
100 70.42 55.58 11.85 41.83 32.17 0.00
200 96.08 85.55 71.76 80.77 56.41 0.00
Fast 300 99.23 96.04 98.59 97.03 72.14 0.00
400 99.82 99.03 99.78 99.88 81.90 0.00
500 99.98 99.86 99.90 99.97 88.12 0.00
Table A.8: Point-cloud density and revolving frame angular velocity (day one).
Swing
speed
LRS LMS MRS VEL iOLR iDBF
Number Slow 206 841 3 123 273 1 344 927 4 616 439 486 506 31 089
of returns Fast 11 096 79 197 71 320 2 558 800 12 134 59
Swing Slow 0.66 0.32 0.66 7.91 0.32 0.32
Velocity [◦/s] Fast 15.32 15.31 15.32 15.33 15.21 15.21
Table A.9: Terrain map accuracies (day two).
Swing Error % of returns less than error
Speed [mm] LRS LMS MRS VEL iOLR iDBF
100 83.39 73.59 20.75 - 36.54 15.66
200 98.66 98.10 85.48 - 61.14 49.36
Slow 300 99.73 99.69 99.32 - 75.07 81.39
400 99.90 99.88 99.84 - 83.06 90.68
500 99.98 99.97 99.96 - 87.72 93.73
100 82.12 57.38 46.80 - 30.75 0.00
200 98.58 90.29 82.35 - 54.34 0.00
Fast 300 99.68 98.52 96.06 - 69.39 0.00
400 99.69 99.61 99.52 - 78.71 0.00
500 99.99 99.84 99.90 - 84.86 0.00
Table A.10: Point-cloud density and revolving frame angular velocity (day two).
Swing
speed
LRS LMS MRS VEL iOLR iDBF
Number Slow 627 152 2 237 798 4 060 171 - 368 652 21 420
of returns Fast 20 068 77 178 111 082 - 11 923 67
Swing Slow 0.49 0.43 0.50 - 0.49 0.49
Velocity [◦/s] Fast 15.23 15.41 15.29 - 15.24 15.24
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A.4.2 TI-2: Sensor robustness to direct sunlight
A.4.2.1 Experimental methodology
Range measurements were collected over a range of swing angles that put the sensors in direct view
of the sun (Fig. A.12). The point-clouds were examined for spurious returns that could be attributed
to the dazzling behaviour expected from direct sunlight. The scans were taken at 2:34 PM while the
sun set at approximately 6.00 PM.
(a) Sun on sensor. (b) Puddle reflection.
Figure A.12: The sensor suite scanning the sun directly and from a relection.
A.4.2.2 SICK LD-LRS3100 observations
The LD-LRS3100 was not affected by sunlight (Fig. A.13i).
A.4.2.3 SICK LMS511 observations
The LMS511 point-cloud had five spurious returns (Fig. A.13ii). All five returns were of zero meters
in range and had intensities of 255; a value reserved to indicate dazzled measurements (SICK, 2015).
It would not be difficult to remove these points from the data.
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Figure A.13: Terrain scan of direct sunlight using i) SICK LD-LRS3100; ii) and SICK LMS-511.
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A.4.2.4 SICK LD-MRS observations
The LD-MRS was very sensitive to direct sunlight (Fig. A.15i). Spurious returns were observed to
range from 0.02 m to 323 m in the direction of the sun. The sun’s reflection in the puddle on the
ground also resulted in spurious returns well under the ground plane. The intensities of spurious
returns were similar to the intensities of terrain points, making them very difficult to identify in the
data (Fig. A.14). It is difficult to explain why the LD-MRS is affected by direct sunlight when the other
905 nm wavelength LiDARs are not. In talking to the manufacturer, this effect may be reminiscent of
saturation during the on-board processing of the range measurements.
Figure A.14: Side view of LD-MRS spurious returns attributed to direct sunlight.
A.4.2.5 Velodyne HDL-64E observations
The Velodyne HDL-64E was not affected by sunlight. The sensor measures many spurious returns
within 2 m but this is evident in all scans. Upon closer inspection of Fig. A.15ii, the scanner appears
to be imaging the side of the machine house, not spurious returns. The limited vertical field of view
of +2◦ may have made it difficult to capture the effect, as the spurious returns were observed at +25◦
to +32◦. The puddle reflections, which occurred between -22◦ to -28◦, would have been observable in
the data as the sensor is capable of measuring to -24.33◦.
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Figure A.15: Terrain scan of direct sunlight using i) SICK LD-MRS; and ii) Velodyne HDL-64E.
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A.4.2.6 Indurad iOLR observations
The iOLR point-cloud contained many spurious returns, however, this did not appear to increase when
the sun was in the sensors field of view (Fig. A.16i). High intensity returns in Fig. ?? can be seen at
the scanning range of this sensor. It is unlikely that this is attributable to direct sunlight.
A.4.2.7 Indurad iDBF observations
The iDBF did not show any spurious returns that could be attributed to direct sunlight (Fig. A.16ii).
There are some low intensity spurious returns, but no more than what is usually observed.
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Figure A.16: Terrain scan of direct sunlight using i) Indurad iOLR; and ii) Indurad iDBF.
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A.4.3 TI-3: Sensor ability to image in the presence of natural reflectors
A.4.3.1 Experimental methodology
Range measurements of damp earth and pooled water were collected from each sensor. The puddle
of water was not transparent and provided no visibility to the terrain underneath it. point-clouds were
examined to determine each sensors capability to image wet terrain. The data was also examined to
provide insight into each sensor’s measurement behaviour when imaging water. It was expected that
some sensors would exhibit a multipath effect from reflections off the surface of the water.
(a) Pooled water around the tracks of the excavator.
(b) Close up of scanned region.
Figure A.17: This metric seeks to determine the behaviour of range sensors when a natural reflector is present.
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A.4.3.2 SICK LD-LRS3100 observations
The LD-LRS3100 point-cloud did not contain any spurious returns or multipath reflections when
imaging the damp earth and pooled water. Almost half of the measurements to the surface of the
water did not register a range measurement at all, as shown by the white area in Fig. A.18i. The inner
white rings of about 8 m radius are areas that are shadowed by the hand rails under the sensors. The
water was quite distinguishable from terrain by its lower intensity. It is expected that the reason that
this LiDAR is capable or imaging water is because of how opaque the water was. The water was
full of dirt and obscurities, which would be expected to have diameters in the 0.1-3.0 mm range. The
surface of the water is completely specular to the sensor.
A.4.3.3 SICK LMS511 observations
The water region in the LMS511 point-cloud was very distinguishable from the terrain by its very
low intensity (Fig. A.18ii). The LMS511 appeared to image more of the water’s surface than the LD-
LRS3100. As the LMS511 also operates with a wavelength of 905 nm, it is difficult to explain why
this sensor seems to image the water better. There may be a difference in the on-board processing
that determines how much reflected energy is required to register a return. The increased angular
resolution of this sensor (0.166◦ versus the LD-LRS3100’s 0.5◦) provides denser point-clouds which
may appear as if the water was more successfully imaged.
The LMS511 can receive up to five range measurements from a single pulse if surfaces reflect only
part of the energy. None of the additional returns were capable of penetrating the water as almost all
of the energy was returned from this surface in the first echo.
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Figure A.18: Water region i) SICK LD-LRS3100 (intensities<170); and ii) SICK LMS-511.
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A.4.3.4 SICK LD-MRS observations
The LD-MRS was marginally capable of imaging water. As discussed in the LD-MRS observations
of TI-1, the sensor does not return measurements of the terrain after the +30◦ to +50◦ scanning angle
range. As water is even more deflective than terrain, this unmeasurable region increased to +25◦ to
+50◦ when water was as shown by the circled region in Fig. A.19i.
The LD-MRS could not accurately measure the height of the water’s surface. Returns from the water
ranged from +53 mm to -96 mm in height. This is more likely to do with this sensors limited range
accuracy than its ability to penetrate water.
A.4.3.5 Velodyne HDL-64E observations
The vertical field of view of the Velodyne HDL-64E made it difficult to collect scans of the puddle
at the base of the excavator. From the data collected, it could be seen that the sensor had no more
difficulty imaging the cloudy water than it did for terrain (Fig. A.19ii). A secondary part of the puddle
within the sensor’s vertical field of view was used to verify this conclusion (Fig. A.20). The returns
from water were quite distinguishable from the terrain by their low intensities.
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Figure A.19: Water region i) SICK LD-MRS; and ii) Velodyne HDL-64E.
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Figure A.20: Secondary water region for Velodyne HDL-64E i) point-cloud; and ii) reference image.
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A.4.3.6 Indurad iOLR observations
The iOLR did not image the water at all (Fig. A.21i). Flat surfaces act like mirrors for LiDAR and
RaDAR-wave surfaces under certain circumstances. A reflection towards the receiver will only occur
if the surface is hit at the right angle. Otherwise the beam is reflected away from the receiver.
As this sensor is operating at a much larger wavelength (mm-wave compared to the almost µm-wave
LiDAR), it would not be expected to see the obscurities in the water as their reflection coincides with
the Rayleigh Region. The few returns that can be seen may be indicative of the material floating on
the water’s surface that is greater than 3 mm.
A.4.3.7 Indurad iDBF observations
Similarly to the iOLR RaDAR, the iDBF RaDAR waves were reflected from the surface of the water
(Fig. A.21ii). This behaviour is expected as this sensor is also operating at the 77 GHz frequency. The
large red stripes in the point-clouds are of very large corner cube reflectors that were being used at
the time to determine the sensors pose in the revolving frame, they are not an effect of the water.
The wet terrain around the water was much more reflective than the dry terrains of TI-1. This coin-
cides with the dielectric constant and conductivity increase. Wet terrain has a higher reflectivity index
than dry terrain.
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Figure A.21: Water region i) Indurad iOLR; and ii) Indurad iDBF.
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A.4.4 EP-1: Sensor ability to estimate truck pose
A.4.4.1 Experimental methodology
A Volvo 442C haul-truck was parked in a right hand loading position to accommodate the 2D scanners
mounted on the right hand side of the machine house. Range measurements were collected of the truck
passing through the scanning plane of the sensors while the excavator rotated once in each direction.
This was performed at a fast and slow swinging speed of about 15◦/sec and 2◦/sec respectively. The
ground truth of the truck position and orientation was determined using an RTK-GPS survey of the
four most extreme corners of the truck tray.
A high-detail faceted geometry model of the truck was fitted to a bounding-box segmentation of the
truck point-clouds obtained from each sensor. This was achieved using the Iteratively Closest Point
(ICP) algorithm which seeks to iteratively improve the estimate of a body’s pose by minimising the
distances between point-cloud points and the body’s surface. The ICP algorithm, presented by Besl
and McKay (1992), is a very popular and well known registration method.
A six degree of freedom pose estimate of the truck was obtained from each point-cloud. A pose
estimate was also obtained in each data-set using just the tray model and segmented tray point-cloud.
In assessing the accuracy of the six degree of freedom truck pose estimate, it is important to under-
stand that it cannot be determined by individually comparing each element against the true pose, i.e.
comparing the estimated roll against the measured roll, etc. The reason behind this is that the six
elements in the pose estimate are tightly coupled, for example, error in the pitch estimate could be
countered by the combination of errors in the other five pose elements.
The accuracy of truck pose estimates is measured as the largest displacement between the tray geom-
etry in the true pose and the tray geometry with the applied pose estimate. Due to the geometry of the
tray and the defined location of the truck frame axes, the maximum displacement will occur in one of
the four corners shown in Fig. A.22. An acceptable pose estimate will have all four of these corners
within 200 mm from their surveyed position (as depicted by the red spheres).
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Figure A.22: The four truck tray corners that are most susceptible to pose estimate error.
A.4.4.2 SICK LD-LRS3100 observations
Truck poses determined using LD-LRS3100 point-clouds were the most accurate of all poses obtained
using 2D scanners. The best pose determined had a maximum corner error of 66.2 mm and was found
when fitting the full truck model to the slow speed data-set (Fig. A.23). The reason that this sensor
achieves the best pose estimates can most likely be attributed to this sensor’s narrow beam divergence.
From truck point-clouds obtained, it could be seen that the surfaces of the truck appear increasingly
‘smeared’ as the beam divergence gets wider.
The truck and tray fitted pose estimates obtained from fast swing point-clouds performed 14.4 mm and
30.5 mm worse than those obtained from slow swing data. The difference in pose estimate accuracy
between swing speeds was most significant with the LD-LRS3100. It is expected that this is due to
the LD-LRS3100 having the slowest scanning frequency of 10 Hz. There was no corner error that
was excessively larger than the other three.
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A.4.4.3 SICK LMS511 observations
Again, in interpreting the results for the LMS511, it is important to remember that this sensor’s
resource manager was in development and scans were inaccurately being matched with the machine
frame’s pose. As a result, the pose estimates from fast swing data-sets were three to four times worse
than their slow swing counterparts (Fig. A.24).
With the lagging scan data problem in mind, the best pose estimate of the truck was 83.4 mm in
corner error. At slow speed swings, the LMS511 was comparable to the results achieved with the
LD-LRS3100 and it is expected that this sensor would achieve the most accurate truck pose estimates
if the tests were repeated. The LMS511 point-clouds of the truck and tray were typically 3.5 times
denser than those of the LD-LRS3100. Denser point-clouds help to reduce the effect of spurious
measurements but can be computationally expensive to the ICP algorithm.
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A.4.4.4 SICK LD-MRS observations
The LD-MRS was capable of determining all truck pose cases to within 200 mm of the true pose even
though this sensor performed the worst of all LiDAR scanners under the corner measuring metric.
The best truck pose that could be determined from this sensor was in fitting the full truck model to
the slow swing data-set. The worst corner error in this instance was 170.7 mm.
The wide beam divergence of this sensor appears to horizontally ‘smear’ the point-cloud of the truck
(Fig. A.25). The sensor, which was scanning vertically, would have returned measurements on objects
that were with ±0.4◦ of the true beam.
One advantage of using this sensor is that its scanning frequency is two and a half times faster than
the LD-LRS3100. This explains why fast and slow spins did not affect the pose estimate accuracy.
Every point-cloud collected with this sensor was twice as dense as any other point-cloud collected
under the same conditions.
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A.4.4.5 Velodyne HDL-64E observations
The Velodyne scanner is capable of obtaining a point-cloud of the truck with each rotation of the
sensor head. The sensor was spinning at 5 Hz during data collection which means that a new pose
estimate could be determined from every 200 ms of collected data. Although it was not tested, the sen-
sor is capable of spinning at 20 Hz which would allow new point-cloud data-sets to be collected every
50 ms. The fact that this sensor can acquire data for pose estimates almost instantly is a significant
advantage over the 2D scanners as it improves the timeliness of truck pose solutions.
Figure A.26 shows how the quality of the truck point-cloud deteriorates with swinging speed. The
navigation solution of the machine frame was being reported at 50 Hz, which means that, as a worst
case, it could have lagged the sensor data by 20 milliseconds. When swinging at 15◦/sec, this trans-
lates to Velodyne sensor by 25 mm.
Pose estimates successfully converged when the truck came into view from the other side of the exca-
vator’s boom, this equated to about 900 returns. In full view of the truck, a single spin of the Velodyne
scanner would typically return 2 500-3 000 where 2 000-2 500 returns were on the tray (Fig. A.27).
Data from the Velodyne was able to achieve the most accurate pose estimate of all sensors with a
maximum corner error of 41.6 mm. Of the 219 sensor rotations during the slow pace swing, the aver-
age maximum corner error was about 100 mm when fitting either full truck model of the ‘tray only’
model (Table A.13). The least accurate pose estimates were determined when the sensor was closest
to the truck. In this position, the bottom half of the tray could not be seen by the sensor and the
z-coordinate of the pose estimate became inaccurate.
The pose estimates were generally better when fitting point-clouds to the tray model. This can most
likely be reduced to model mismatch of the truck geometry. As the pose estimates are only being de-
termined from 2 500-3 000 returns at a time, model mismatch is more significant here than previously
encountered in the 2D LiDAR point-clouds of much larger density.
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A.4.4.6 Indurad iOLR observations
Truck poses could not be established using the raw data collected with this sensor. The returns from
the iOLR were very spurious and required high pass filtering on intensity to determine true truck
returns from noise. Returns with intensities above 0 dB were used for ICP fitting.
Truck poses could not be determined from fast swinging data-sets as the point-clouds were too sparse.
The best truck pose estimate that could be achieved using data from the iOLR had a maximum corner
error of 422.3 mm. The front right corner of the tray was consistently in greater error than the other
corners.
While points along the side of the tray were quite accurate, a large number of inaccurate returns on
the front left corner had to be compensated in the pose estimate by pulling the front right corner out of
position. Figure A.28 shows a line of inaccurate returns on the front left corner of the tray. This part
of the tray has a large RaDAR cross section. Combined with the ±2◦ out of plane beam divergence,
the corner is evident before and after the sensor’s scanning plane passes over it.
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A.4.4.7 Indurad iDBF observations
point-clouds were collected from the iDBF RaDAR using different bandwidths. The sensor, which
operates at a centre frequency of 77 GHz, was tested with bandwidth filters of 3 GHz, 4 GHz and the
intersection of both. The intersection of the 3 GHz and 4 GHz filter was required to remove spurious
returns caused by elements of the sensor which operated at these frequencies.
At full speed of the excavator, the densest iDBF point-clouds consisted of only 17 and 12 returns
on the truck and tray respectively. Fast swing data-sets could not be used to determine truck pose
estimates.
The best truck pose estimate from the iDBF sensor had a corner error of 206.4 mm (Fig. A.29). The
iDBF RaDAR produced the smallest point-clouds of all sensors. The largest point-cloud of the truck
took 203 seconds to collect and consisted of only 1 138 returns.
While the dielectric constant and conductivity of the truck make the surface quite reflective, the ratio
of surface deviations to the iDBF’s wavelength makes the reflections very specular. As a result the
waves are reflected away from the sensor.
The iDBF returns were most concentrated in areas of the truck that provided a high RaDAR cross
section. The ribs in the side of the tray acted as long corner reflectors to the sensor and were imaged
more than flat faces to the sensor. The front left corner of the truck tray also acted as a large corner
reflector to the sensor. Similarly to what was observed in the iOLR point-cloud, the front left corner
is smeared as the scanning plane of the sensor swings past it. This can be attributed to the ±2◦ out of
plane beam divergence of the sensor.
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Table A.11: Corner errors achieved from each of the 2D scanning sensors.
Swing
speed
Segmentation
type
Maximum corner displacement [mm]
LD-LRS LMS511 LD-MRS iDBF iOLR
Slow
Truck 66.2 93.0 170.7
See
Table
A.14
422.3
Tray 93.7 83.4 197.9 663.6
Fast
Truck 80.6 361.5 190.8 x
Tray 124.2 237.1 190.0 x
Table A.12: Number of returns in truck-point clouds.
Swing
speed
Segmentation
type
Number of returns in segmented point-cloud
LD-LRS LMS511 LD-MRS iDBF iOLR
Slow
Truck 33755 124032 344263
See
Table
A.15
9145
Tray 22386 77072 195807 3894
Fast
Truck 1302 4415 9963 267
Tray 849 2630 5599 164
Table A.13: Velodyne best, mean and worst spin corner errors.
Swing
speed
Segmentation
type
Maximum corner displacement [mm]
Maximum Mean Minumum
Slow
Truck 274.9 99.2 41.3
Tray 223.7 99.1 44.5
Fast
Truck 220.4 122.1 57.1
Tray 207.2 116.1 41.6
Table A.14: Corner errors achieved from the iDBF using different bandwidth filters.
Swing
speed
Segmentation
type
Maximum corner displacement [mm]
3 GHz 4 GHz 3 GHz ∩ 4 GHz
Slow
Truck 274.9 99.2 41.3
Tray 429.7 375.1 277.4
Fast
Truck x x -
Tray x x -
Table A.15: Number of returns in iDBF truck point-clouds using different bandwidth filters.
Swing
speed
Segmentation
type
Number of returns in segmented point-cloud
3 GHz 4 GHz 3 GHz ∩ 4 GHz
Slow
Truck 985 1138 483
Tray 283 404 190
Fast
Truck 12 17 -
Tray 9 12 -
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A.4.5 EP-2: Sensor capability to determine truck pose from reflectors
A.4.5.1 Experimental methodology
Point-clouds of the truck were obtained using materials that would register high intensity returns to
the different sensing technologies. 70 mm×100 mm rectangles of highly reflective street sign material
were used in LiDAR scans. Aluminium corner cube reflectors with a hypotenuse edge of 50 mm-
70 mm were attached to the truck for the duration of RaDAR scans. An additional 150 mm corner
cube of aluminium foil coated balsa wood was attached to the centre of the far face of the tray. A
fast and slow speed scan were taken from each sensor forwards and backwards over the reflective
targets. A non-linear least squares fit of the truck was established by minimising the distances that
high intensity returns had to the known target positions in the truck frame.
(a) 16 LiDAR targets.
(b) 10 RaDAR targets.
Figure A.31: High intensity target locations for the LiDAR and RaDAR sensors.
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A.4.5.2 SICK LD-LRS3100 observations
Highly reflective returns from the LD-LRS3100 were suitable for the determination of the truck’s
pose. The reflectors on the left side of the tray were not angled well at the sensor and did not appear
to be evident in the point-cloud (Fig. A.33). Consequently the corner errors on the far side of the
truck (rear-left (RL) and front-left (FL)) were consistently up to three times larger than corner errors
determined from the right side of the tray (rear-right (RR) and front-right (FR)). Both pose estimates
were within 200 mm of the true pose. The pose estimate obtained from fast swing data was determined
using only 9 returns (Table A.16).
Table A.16: Corner errors using least square fits to LD-LRS3100 high intensity returns.
Swing
speed
# of
returns
# of high
intensity returns
Corner error [mm]
FL FR RL RR
Slow 57 436 507 130.4 77.0 112.2 44.4
Fast 1 417 9 118.8 35.6 162.1 47.9
(a) Slow speed high intensity returns.
(b) Fast speed high intensity returns.
Figure A.32: Known reflector positions fitted to high intensity LD-LRS3100 returns.
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(a) Slow speed return intensity.
(b) Fast speed return intensity.
Figure A.33: SICK LD-LRS3100 point-clouds of truck with highly reflective markers attached.
232
A.4 Range measurement observations
A.4.5.3 SICK LMS511 observations
LMS511 measurements were able to determine the most accurate pose solution from high intensity
returns (Fig. A.35). The LMS511 was able to collect many more returns on the reflectors than the LD-
LRS3100. As could be seen EP-1, more returns did not translate into more accurate pose estimates
(Table A.17). The pose estimate determined from the fast spin point-cloud was 16.3 mm better than
the estimate from slow spin data. On closer inspection of the slow spin point-cloud, there are high
intensity returns on the fire extinguishers handle. These returns would have impeded the least squares
algorithm.
Table A.17: Corner errors using least square fits to LMS511 high intensity returns.
Swing
speed
# of
returns
# of high
intensity returns
Corner error [mm]
FL FR RL RR
Slow 159 361 19 904 117.3 52.3 137.8 70.0
Fast 4 827 57 116.6 24.3 121.5 50.8
(a) Slow speed high intensity returns.
(b) Fast speed high intensity returns.
Figure A.34: Known reflector positions fitted to high intensity LMS511 returns.
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(a) Slow speed return intensity.
(b) Fast speed return intensity.
Figure A.35: SICK LMS511 point-clouds of truck with highly reflective markers attached.
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A.4.5.4 SICK LD-MRS observations
Pose estimates from high intensity LD-MRS returns could not be obtained. While the reflectors do
show up as high intensity returns, there are too many surfaces on the truck that also return high
intensity. As can be seen in Fig. A.36, the intensities between the four ‘layers’ of this sensor are
inconsistent with each other.
There are high intensity phantom returns in many places where the scanner has moved over the edge of
a foreground object onto a background object. These returns appear to average the distance between
foreground and background surfaces. They are most visible at the base of the truck where the scanning
plane has moved off the tyres onto the ground. The phantom returns were observed in both fast and
slow swing data-sets.
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(a) Slow speed return intensity.
(b) Fast speed return intensity.
Figure A.36: SICK LD-MRS point-clouds of truck with highly reflective markers attached.
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A.4.5.5 Velodyne HDL-64E observations
No reflector scans were collected with the Velodyne scanner. Figure A.38 shows what intensities are
expected on the truck without reflectors. The Velodyne, which reports intensities on a 0-255 scale,
reported an intensity of 254 near the truck’s battery. Apart from this, no intensities above 233 were
observed in the data-sets.
The distribution of return intensities in Fig. A.37 shows that the discrimination between high intensity
(255) and low intensity points would be quite achievable. It is probable that this sensor can determine
truck poses from high intensity returns.
Figure A.37: The distribution of return intensity on the truck. Only retro-reflective material produce intensity
of 255. No other surfaces produced intensities higher than 233.
237
A.4 Range measurement observations
(a) Slow speed return intensity.
(b) Fast speed return intensity.
Figure A.38: Velodyne HDL-64E point-clouds of truck without highly reflective markers attached.
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A.4.5.6 Indurad iOLR observations
It was not possible to distinguish the corner cubes attached to the truck in the iOLR point-clouds.
The corner reflectors do not provide higher RaDAR cross sections than the naturally occurring corner
reflectors in the geometry of the tray. The highest intensity returns in the point-cloud were still
observed in the ribs on right hand side of the tray, the front left corner of the top of the tray, and the
inside edge of the tray where the left wall meets the tray’s floor (Fig. A.39).
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(a) Slow speed return intensity (test 1).
(b) Slow speed return intensity (test 2).
Figure A.39: Indurad iOLR point-clouds of truck with highly reflective markers attached.
240
A.4 Range measurement observations
A.4.5.7 Indurad iDBF observations
As with the iOLR, the iDBF RaDAR was also unable to determine the attached corner reflectors from
existing corner reflectors in the tray’s geometry. Again, the highest intensity returns were observed in
the ribs on the right side of the tray and the front left corner of the tray (Fig. A.40).
The biggest corner reflector has been mounted on the left tray side with an edge length of 150 mm. It
is difficult to determine if the high intensity returns in this area are from the larger aluminium corner
reflector or the ribs in the tray. Again, naturally occurring corner reflectors from the tray provide a
greater RaDAR cross section than the corner reflectors that were added.
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(a) Slow speed return intensity (test 1).
(b) Slow speed return intensity (test 2).
Figure A.40: Indurad iDBF point-clouds of truck with highly reflective markers attached.
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A.4.6 PI-1: Sensor capability to provide for positive identification of personnel
from point-cloud data
A.4.6.1 Experimental methodology
A mannequin was placed in the terrain within view of the operator cab mounted sensors. Point-
clouds were established from range measurements as the excavator swung the scanning plane of
sensors over the mannequin in both directions. This was performed at a slow and fast speed of
approximately 0.3◦/sec and 15.5◦/sec respectively. A qualitative assessment was made on how easy it
was to positively identify the mannequin in the obtained point-cloud of each sensor.
The mannequin was dressed in highly reflective personal protective equipment (PPE) to determine if
this provided for easier identification. The PPE consisted of a high-visibility shirt, a helmet, steel cap
boots, and safety glasses. The mannequin was made of wood with metal hinges and consequently
would not be expected to be seen from RaDAR. The dielectric constant and conductance of a material
significantly affect its reflective characteristics to RaDAR. It was not appropriate to substitute human
flesh with wood as they are very different in these characteristics. A real human was also scanned to
work around this. Fast scans were not tested over a human due to the associated risks of standing in
the excavator’s workspace. The mannequin and human targets are shown in Fig. A.41.
(a) Mannequin target. (b) High visibility clothing. (c) Human target
comparison.
Figure A.41: Three targets were considered for assessing personnel detection capability: i) a mannequin; ii) a
mannequin in high visibility clothing; and iii) a real human target.
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A.4.6.2 SICK LD-LRS3100 observations
The mannequin point-cloud obtained from the LD-LRS3100 was very representative of a human when
the excavator was swung slowly. Their appeared to be some high intensity phantom returns produced
at the base of the legs where the beam had moved onto the ground surface behind the mannequin
(Fig. A.42i). At the 15.5◦/sec swinging speeds the LD-LRS3100, which scans at 10 Hz, was only
capable of getting data every 1.55◦. The mannequin, which was about 13.4 m from the swing axis of
the excavator, was only seen in two scans. It was obvious that there was an object there, but it did not
resemble a person (Fig. A.43i).
The high intensity returns from the high visibility shirt made the mannequin much more distinguish-
able from the ground. Phantom returns were still evident at the mannequins feet (Fig. A.44i). The
fast spins did contain some high intensity returns, but again, only two indistinguishable scans of the
mannequin were seen (Fig. A.45i).
The human scans were equally as identifiable as the mannequin scans (Fig. A.46i). Phantom points
were observed for a third time at the feet. The retro-reflective strip on the high visibility shirt had
changed and this was observed in the data.
A.4.6.3 SICK LMS511 observations
The LMS511 produced the most identifiable human point-clouds of all sensors (Fig. A.42ii). The
exposed parts of the mannequin could be determined from clothing via the high intensity returns on
the white paint. At fast spins, there were typically 2-3 more scans on the mannequin than observed
in the LD-LRS3100 point-clouds. This coincides with the 25 Hz scanning frequency of the LMS511
(Fig. A.43ii). As fast speeds, the mannequin was still unidentifiable as personnel.
The retro-reflective high visibility shirt provided 1 177 returns of 99.61% intensity. It was very dis-
tinguishable from other returns which were typically of 50% intensity (Fig. A.44ii). The logger failed
during the fast spin scan of the mannequin wearing PPE (Fig. A.45ii).
The human scans were very identifiable as personnel (Fig. A.46ii). The denim jeans were of lower
intensity than the terrain, but the three reflective strips on the high visibility vest were very obvious.
A.4.6.4 SICK LD-MRS observations
Although the edges were a little blurry, the mannequin point-cloud obtained with the LD-MRS did
resemble personnel (Fig. A.42iii,). Unlike point-clouds obtained from the other LiDAR scanners,
the LD-MRS returned very inconsistent intensities in the mannequin point-cloud. There were many
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high intensity phantom returns were observed at the feet of the mannequin. This scanners large
beam divergence makes it very difficult to identify specific part of the mannequin such as the arms
or individual legs. The 0.8◦ vertical beam divergence made mannequin looked wider but it was not
stretched vertically as the beam only diverges 0.08◦ horizontally. At fast swinging speed, the large
beam divergence actually seemed to help see mannequin. It may not have been identifiable, but it was
clear that an object was definitely being detected (Fig. A.43iii).
The retro-reflective shirt registered very high returns and made the mannequin easier to identify
(Fig. A.44iii). There were still a lot of phantom returns behind the legs and between the arms
and torso. The logger failed to collect data in the fast swing scan of the PPE-wearing mannequin
(Fig. A.45iii).
The human point-cloud was particularly blurrier than the mannequin point-clouds. The large beam
divergence can be attributed to the blurriness, but there is no physical reason why it was more evident
with the human than it was with the mannequin (Fig. A.46iii). The human may have moved slightly
during the four and half minutes of data collection. The point-cloud was difficult to identify as being
personnel.
A.4.6.5 Velodyne HDL-64E observations
The Velodyne HDL-64E produced the densest human point-clouds of all sensors. Being a 3D scan-
ning sensor, the Velodyne was able to see the mannequin over a much larger range of the excavator’s
swing angle. From its mounting position, the mannequin was in view for 234◦ of swing angle. It
was very easy to identify personnel from both slow and fast swinging point-clouds (Fig. A.42iv, and
Fig. A.43iv). Returns up to 87.8% intensity were observed on the exposed face and arms of the man-
nequin. Fig. A.44iv and Fig. A.45iv). No other sensor saw these strips separately. The retro-reflector
registered intensities of 99.61% and did not appear as separate stripes in the fast swing data-set. There
is no difficulty in identifying either data-set as personnel.
The human scans were as identifiable as the mannequin scans (Fig. A.46iv). The mannequin and
human scans have more shape to them than point-clouds obtained from other sensors. This is a result
of the 3D scanning sensor obtaining measurements from a changing viewpoint.
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Figure A.42: Slowly scanned mannequin point-clouds without PPE: i) SICK LD-LRS3100; ii) SICK LMS511;
iii) SICK LD-MRS; and iv) Velodyne HDL-64E.
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Figure A.43: Quickly scanned mannequin point-clouds without PPE: i) SICK LD-LRS3100; ii) SICK
LMS511; iii) SICK LD-MRS; and iv) Velodyne HDL-64E.
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Figure A.44: Slowly scanned mannequin point-clouds with PPE: i) SICK LD-LRS3100; ii) SICK LMS511;
iii) SICK LD-MRS; and iv) Velodyne HDL-64E.
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Figure A.45: Quickly scanned mannequin point-clouds with PPE: i) SICK LD-LRS3100; ii) SICK LMS511
[no data]; iii) SICK LD-MRS [no data]; and iv) Velodyne HDL-64E.
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Figure A.46: Slowly scanned human point-clouds with PPE: i) SICK LD-LRS3100; ii) SICK LMS511; iii)
SICK LD-MRS; and iv) Velodyne HDL-64E.
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A.4.6.6 Indurad iOLR observations
At slow speed, the iOLR RaDAR was able to detect a patch of very low intensity returns at about
shoulder height on the mannequin (Fig. A.47i). While it is obvious from the point-clouds that an
object is present, it does not resemble personnel. The wooden mannequin was a very difficult target
to see with the iOLR because of its low dielectric constant and non-conductive properties. The metal
pins holding parts of the mannequin together would have been responsible for most of the returns
seen. The paint may have also had a metallic component to it.
The returns were of much greater intensity when the mannequin was wearing PPE (Fig. A.47iii). The
number of returns did not change and the patch still did not resemble a person.
Almost 50% more returns were collected when scanning a human target (Fig. A.48i). The reflectivity
of the human body is considerably good for electromagnetic waves. The dielectric constant of a
human is similar to water. The wooden mannequin had a much lower dielectric constant, which,
combined with its non-conductive properties, would have appeared as air to the RaDAR.
A.4.6.7 Indurad iDBF observations
The iDBF RaDAR, like the iOLR, also struggled to see the wooden mannequin (Fig. A.47ii). A few
low returns could be seen but they were not much denser than the spurious noisy returns the sensor
usually sees. The PPE did not improve the ability to identify the mannequin (Fig. A.47iv).
The number of returns almost doubled when the mannequin was replaced with a human target (Fig. A.48ii).
The point-cloud did not resemble a human but it was more obvious that the target was there.
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Figure A.47: Slowly scanned mannequin point-clouds obtained using: i) Indurad iOLR (without PPE); ii)
Indurad iDBF (without PPE); iii) Indurad iOLR (with PPE); and iv) Indurad iDBF (with PPE).
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Figure A.48: Slowly scanned human point-clouds with PPE: i) Indurad iOLR; and ii) Indurad iDBF.
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A.5 Summary of results
The capabilities of each sensor were awarded a score from 1 to 5 against each of the evaluation metrics
relating to the application functional requirements. The scores were organized into a matrix and are
presented in Table A.18. The metrics that were performed at fast and slow speeds are represented in
the table by the divided ‘F’ and ‘S’ columns respectively.
Table A.18: Summary of sensor capabilities in each functional requirement.
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Sensor F S F S F S F S
SICK LD-LRS3100 4 4 5 3 5 5 4 4 3 5
SICK LMS511 3 4 3 5 3 5 4 4 3 5
SICK LD-MRS 3 3 1 2 4 4 1 1 3 3
Velodyne HDL-64E 3 3 5 5 5 5 - - 5 5
Indurad iOLR 1 2 5 1 1 1 1 1 1 3
Indurad iDBF 1 2 5 1 1 3 1 1 1 3
The fact that no sensor received the maximum score of 5 in all areas supports the argument that
sensors should be suited to the requirements specific to their intended application. Sensors that were
not suited to one application were shown to be better candidates in others.
Some operational limits of sensors did not affect their performance against particular requirements.
As an example, the design limitations on vertical field of view and maximum range did not map into
the performance of truck pose estimation. From the operator cab mount, the truck only appears to the
2D scanners in the angular range of 156◦-178◦ (22◦) and a distance range of 9.75 m-13.45 m (3.7 m).
Aside from the fact that the truck will not always be parked in the same loading position, there was
no benefit to sensors that could range greater than 13.45 m or scan wider than 22◦. Field of view and
maximum ranging capability did however affect sensor performance in the terrain imaging metric.
This was best shown when the Velodyne HDL-64E’s vertical field of view made it unable to map
terrain under the sensor or high on the dig face.
While some design characteristics either affected/did not affect performance, others were shown to
actively work with/against the application. A wide beam divergence was shown to work against
the truck and terrain applications, where accurate returns were required. However, in the personnel
identification metric, wide beam divergence made the human target easier to notice.
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The evaluation metrics were also able to reveal application specific weaknesses in the sensors that
would not be obvious in examination of the product specification. An example of this was when the
LD-MRS measurements were impeded by direct sunlight. The sensor, which operates at the same
wavelength and measuring principle as the other candidate LiDAR sensors, would not be expected
to behave differently in this environment. Alternatively, if a system designer was aware of the LD-
MRS’s behaviour in direct sunlight, he/she might be persuaded not to use LiDAR sensors that do not
exhibit this behaviour.
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