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A PREDICTED DISTRIBUTION FOR GALOIS GROUPS OF MAXIMAL
UNRAMIFIED EXTENSIONS
YUAN LIU, MELANIE MATCHETT WOOD, AND DAVID ZUREICK-BROWN
Abstract. We consider the distribution of the Galois groups Gal(Kun/K) of maximal un-
ramified extensions as K ranges over Γ-extensions of Q or Fq(t). We prove two properties of
Gal(Kun/K) coming from number theory, which we use as motivation to build a probability
distribution on profinite groups with these properties. In Part I, we build such a distribution
as a limit of distributions on n-generated profinite groups. In Part II, we prove as q → ∞,
agreement of Gal(Kun/K) as K varies over totally real Γ-extensions of Fq(t) with our dis-
tribution from Part I, in the moments that are relatively prime to q(q− 1)|Γ|. In particular,
we prove for every finite group Γ, in the q →∞ limit, the prime-to-q(q − 1)|Γ|-moments of
the distribution of class groups of totally real Γ-extensions of Fq(t) agree with the prediction
of the Cohen–Lenstra–Martinet heuristics.
1. Introduction
1.1. Overview. Let Γ be a finite group. As K varies over Galois Γ-extensions of Q, the
Cohen–Lenstra [CL84] and Cohen–Martinet [CM87] heuristics give predictions for the dis-
tribution of the class groups Cl(K). By class field theory, Cl(K) is the Galois group of the
maximal abelian, unramified extension of K. We then naturally ask about the distribution
of Gal(Kun/K), where Kun is the maximal unramified extension of K.
The question of what the groups Gal(Kun/K) can be has been studied for at least a
century. Golod and Shafarevich [GŠ64] showed that these groups were sometimes infinite,
answering a 40 year old open question. In the years since, there have been many papers trying
to understand under what conditions on K can Gal(Kun/K) be infinite; see [Bru65, Sch86,
Hoe09] for some examples and other references. The question of the possible structure of the
p-class field tower group, the maximal pro-p quotient of Gal(Kun/K), has been an object
of much study. One central result is Shafarevich’s [Šaf63b] proof of finite presentation and
bound on the number of relators, but see also [Tau37, VK78, Bos00] for other examples and
references. In [May16] one can find a detailed review of the work to determine the p-class field
tower group for a given K. Beyond the pro-p quotient, the question of which finite groups
can arise as quotients of Gal(Kun/K) (and for what sort of K) has also attracted significant
attention. Fröhlich [Frö62] proved that all G arise as quotients for some K. See [Kim15]
for a overview of work in this area, including the papers [BSW16, Ked12, Uch70, Yam70]
finding infinitely many quadratic fields with unramified An extensions for each n. The papers
[Yam01, KK17] give examples of and guides to the literature on determining the whole of
Gal(Kun/K) for given K.
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In this paper, we consider Gal(Kun,2|Γ|′/K), the maximal quotient of Gal(Kun/K) whose
order is relatively prime to 2|Γ| (in the profinite sense), as K varies over totally real Γ-
extensions. We show a few basic facts about Gal(Kun,2|Γ|
′
/K). These facts inspire a con-
struction in the theory of random groups, and in the first part of our paper we prove that this
construction gives a random group, i.e. a probability measure on the set of profinite groups.
We then conjecture that the groups Gal(Kun,2|Γ|
′
/K) equidistribute for this measure. In the
second part of the paper, we prove a theorem about these groups in the function field analog
(where Q is replaced by Fq(t)) as q →∞, showing that all of the moments of the distribution
on Galois groups match the moments of our conjectural distribution.
Since the publication of [CL84] and [CM87], there have been several aspects of the Cohen–
Lenstra–Martinet heuristics that have been found to be incorrect (or likely incorrect) [Mal08,
Mal10, BLJ18], and one naturally wonders whether there might be more issues. However, our
distribution on groups abelianizes to the Cohen–Lenstra–Martinet distribution, and thus our
function field theorem provides good evidence that the Cohen–Lenstra–Martinet heuristics
are correct when one avoids roots of unity in the base field, orders fields by the product of
their ramified primes, and considers only the Sylow subgroups for finitely many primes at
once (i.e. avoids or corrects all the known issues).
1.2. Main results. A Γ-group is a profinite group with a continuous action of Γ. A Γ-group
G is admissible if it is Γ-generated topologically by the elements {g−1γ(g)|g ∈ G, γ ∈ Γ}
and is of order prime to |Γ|. We will see that Gal(Kun,2|Γ|′/K) is an admissible Γ-group
(Definition 2.1, Proposition 2.2). We will construct a group Fn, the free admissible Γ-group
on n generators. Further, we will see that Gal(Kun,2|Γ|′/K) has what we call Property E,
i.e. for every odd prime p ∤ |Γ| and every non-split central extension of Γ-groups
(1.1) 1→ Z/pZ→ G˜→ G→ 1,
(where Z/pZ has trivial Γ-action), any Γ-equivariant surjection Gal(Kun,2|Γ|
′
/K)→ G lifts to
a Γ-equivariant surjection Gal(Kun,2|Γ|′/K) → G˜ (see Section 2.2). A general admissible Γ-
group, or quotient of Fn, will not always satisfy Property E. However, we show that a quotient
of Fn has Property E if and only if it is Fn/[r−1γ(r)]r∈S,γ∈Γ for some S (Proposition 3.12).
We thus define a random group XΓ,n := Fn/[r−1γ(r)]r∈S,γ∈Γ, where S is random from Haar
measure on Fn+1n . Of course, no finite n could possibly be sufficient, and the main theorem
of the first part of our paper overcomes this difficulty.
Theorem 1.2. For every finite group Γ, there is a probability measure µΓ on the set of
isomorphism classes of admissible Γ-groups such that as n → ∞, the distributions of XΓ,n
have weak convergence to µΓ.
In fact, we give µΓ very explicitly, including its measure on each basic open UC,H :=
{G|GC ≃ HC}, where C is a finite set of finite Γ-groups, and GC denotes the pro-C completion
of G (see (3.10)). We will next precisely state our conjecture that µΓ models the desired
unramified Galois groups for a random K, in both the number field and function field cases.
Let Q be either Q or Fq(t), where Fq is a finite field. A Γ-extension of Q is a field
extension K/Q with a choice of isomorphism Gal(K/Q) ≃ Γ. We say K is totally real if
K/Q is split completely over ∞. Let K# be the maximal unramified extension of K, that
is split completely at places of K over infinity (automatic in the number field case), and
of order relatively prime to |µQ||Γ| and (charQ) (if non-zero), where µQ is the group of
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roots of unity in Q. We let rDiscK denote the norm of the radical of the ideal Disc(K/Q);
when Q = Q this is the product of the ramified primes of K/Q. Let EΓ(D,Q) be the set
of isomorphism classes of totally real Γ-extensions of Q with rDiscK = D. We have that
Gal(K#/K) is a profinite group with an action of Γ (see Definition 2.1). We conjecture that
as K varies (ordered by rDiscK), the Γ-groups Gal(K#/K) are equidistributed according to
the distribution µΓ. For concreteness, we specify the most important test functions for this
equidistribution, the characteristic functions of basic opens and the functions whose averages
are the moments.
Conjecture 1.3. Let Γ be a finite group and Q be either Q or Fq(t) (for q relatively prime
to |Γ|). Let C be a finite set of finite Γ-groups all of whose orders are prime to |µQ||Γ| and
(charQ) (if non-zero), and H a single such admissible Γ-group. Then
lim
B→∞
∑
D≤B |{K ∈ EΓ(D,Q)|Gal(K
#/K)C ≃ HC}|∑
D≤B |EΓ(D,Q)|
= µΓ(UC,H)
and
lim
B→∞
∑
D≤B
∑
K∈EΓ(D,Q)
| SurΓ(Gal(K#/K), H)|∑
D≤B |EΓ(D,Q)|
=
∫
X
| SurΓ(X,H)|dµΓ(X) = [H : H
Γ]−1.
Now one may naturally wonder if there are other facts about Gal(K#/K) besides admissi-
bility and Property E that our model should take into account, or whether the enterprise of
building a model that incorporates known facts should even provide a reasonable conjecture.
This is where our results in the function field analog provide the key insight. In particular,
given a Γ-group H as above, we conjecture that the second statement of the Conjecture 1.3
holds for every Q = Fq(t) with q relatively prime to |Γ||H| and (q − 1) relatively prime to
|H|. However, we will prove a modified statement in which there is an additional limit as
q →∞ through allowable prime powers (where we write B as qN below).
Theorem 1.4. Let Γ be a finite group and H be a finite admissible Γ-group. Then,
lim
N→∞
lim
q→∞
(q,|Γ||H|)=1
(q−1,|H|)=1
∑
n≤N
∑
K∈EΓ(qn,Fq(t))
| SurΓ(Gal(K
#/K), H)|∑
n≤N |EΓ(q
n,Fq(t))|
=
∫
X
| SurΓ(X,H)|dµΓ(X) = [H : H
Γ]−1,
where in the limit q is always a prime power.
For every finite admissible Γ-group H , the second statement of Conjecture 1.3 predicts
an exact real number average. For every H , we obtain exactly the predicted average in
the function field analog as q → ∞. We believe this provides very strong evidence for the
conjecture (see also below on the extent to which these averages are known to determine a
unique distribution).
If K/Fq(t) is an extension, we write OK for the algebraic closure of Fq[t] in K. Then
we have the following corollary of Theorem 1.4, since by class field theory Gal(K#/K)ab is
the prime to q(q − 1)|Γ| part of Cl(OK) and an abelian Γ-group is admissible if and only if
(|H|, |Γ|) = 1 and HΓ = 1 (see Section 7.1).
3
Corollary 1.5. Let Γ be a finite group. Let H be a finite abelian Γ-group with (|H|, |Γ|) = 1
and HΓ = 1. Then,
lim
N→∞
lim
q→∞
(q,|Γ||H|)=1
(q−1,|H|)=1
∑
n≤N
∑
K∈EΓ(qn,Fq(t))
| SurΓ(Cl(OK), H)|∑
n≤N |EΓ(q
n,Fq(t))|
= |H|−1,
where in the limit q is always a prime power.
These are the averages predicted by Cohen and Lenstra [CL84] for abelian Γ and Cohen
and Martinet [CM90] for general Γ, (see [WW19, Theorem 1.2]), except that Cohen, Lenstra,
and Martinet order fields by their discriminants (which is known to not generally give the
described predictions [BLJ18, Theorem 1.2]). We have avoided roots of unity in the base field
of order sharing a common factor with H , as Malle [Mal08, Mal10] has suggested necessary
(and one can see in our proof how this is necessary). Our result only sees the part of the class
group from finitely many primes at once, avoiding the issue raised by Bartel and Lenstra
[BLJ18, Section 4]. Thus our result makes the strong suggestion that aside from these issues
with the Cohen–Lenstra–Martinet heuristics, we should otherwise believe their predictions
at primes not dividing |Γ|.
We emphasize that in the abelian case, these averages (moments) are known to determine
a unique distribution. That is, if µ is a probability measure on finite admissible abelian
Γ-groups, and for all such groups H we have∑
A
µ(A)| SurΓ(A,H)| = |H|
−1,
then it has been shown by Wang and the second author [WW19] that µ must be equal
to the Cohen–Lenstra–Martinet prediction for the distribution of the prime-to-|Γ| part of
the class groups of totally real Γ-fields. In the non-abelian setting, Boston and the second
author [BW17, Theorem 1.4] have shown that the moments determine a unique distribution
in the case |Γ| = 2 when we replace abelian groups with pro-p groups. We conjecture that
this phenomenon of the moments determining the distribution extends even further into the
nonabelian setting. The results so far in this direction and our further conjectures highlight
the strong extent to which Theorem 1.4 provides evidence for Conjecture 1.3.
When |Γ| = 2, if we take the maximal pro-p quotients of our distribution on random
Γ-groups, we obtain the distribution that Boston, Bush, and Hajir [BBH18] predict for p-
class field tower groups of real quadratic fields and thus our conjecture implies theirs. Their
predictions are based on theoretical considerations on the p-class field tower groups as well as
extensive numerical computations. In the imaginary quadratic case, as q →∞, Boston and
the second author [BW17, Theorem 1.3] have proved a function field theorem for moments
of Gal(K#/K), and the current paper for the first time provides a distribution on groups
that has the moments from that theorem (see Theorem 6.2 in the case u = 0).
As a final piece of evidence for Conjecture 1.3, we prove in Proposition 3.21 that every
p-class field tower group actually occurs as the maximal pro-p quotient of one of the groups
we use in building the distribution µΓ.
Note that for every finite group G of order relatively prime to 2|Γ|, we conjecture a positive
density of Γ-number fields have an unramified G-extension. This is because we can always
take the Γ-subgroup of G|Γ| (with Γ acting in its regular representation on the factors) that is
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generated by elements with coordinates g in the identity factor and g−1 in the γ factor (and
1 in all other factors) for each g ∈ G and γ ∈ Γ. This subgroup is an admissible Γ-group
(using Lemma 3.5) and has quotient G by projection onto the first factor.
1.3. Previous work. Conjecture 1.3 generalizes the conjectures of Cohen–Lenstra [CL84]
and Cohen–Martinet [CM90] on the distribution of class groups of number fields and of
Boston, Bush, and Hajir on p-class field tower groups of quadratic fields [BBH17, BBH18].
The only examples of proven non-trivial averages predicted by these conjectures are for the
average 3-part of the class groups of quadratic fields due to Davenport and Heilbronn [DH71]
(and Datskovsky and Wright [DW88] over general global fields) and the average 2-part of
the class groups of cubic fields due to Bhargava [Bha05].
Achter [Ach06] proved a q → ∞ function field analog of the Cohen–Lenstra heuristics
for quadratic fields. Ellenberg, Venkatesh, and Westerland [EVW16] proved new theorems
on the homological stability of Hurwitz spaces, which allowed them to let n → ∞ before
q → ∞ in proving a function field analog of the Cohen–Lenstra heuristics for imaginary
quadratic fields, a major theoretical improvement. Work of Boston and the second author
[BW17, Woo18] applied that homological stability to prove analogous results for the Boston–
Bush–Hajir heuristics for imaginary quadratic fields and the Cohen–Lenstra heuristics for
real quadratic fields. Note that [BW17] proves moments not just for the p-class field tower
group but for the pro-odd quotient, but before this paper there was no conjectural distri-
bution giving those moments. The second author [Woo17] has proven q → ∞ function
field moments for Gal(Kun/K) for quadratic K/Fq(t) without the restriction of taking the
pro-odd quotient. The papers [BW17, Woo17] had a technical restriction on which mo-
ments they proved, and in this paper we overcome that sort of restriction by proving new
theorems on the existence of the necessary Hurwitz schemes. Bhargava [Bha14] has also
proven the A4, A5, S3, S4, S5 moments for Gal(Kun/K) for quadratic number fields K using
parametrizations by prehomogenous vector spaces.
However, except for the paper [Bha05] on cubic extensions, all of the above results above
are about Gal(Kun/K) for quadratic extensions K. Our paper addresses Γ-extensions
K/Fq(t) for any finite group Γ. This has required new ideas on the conjectural side to
understand the possible kinds of Γ-action, and the development of new techniques for our
function field proofs to understand precisely the components of the relevant Hurwitz schemes
for all finite groups Γ.
When |Γ| = p and one considers the maximal pro-p quotient of Gal(Kun/K), orthogonally
to the work in this paper, there are additional tools available, starting with genus theory, and
more is known, including Smith’s [Smi17] recent remarkable work proving Gerth’s [Ger87]
extension of the Cohen–Lenstra heuristics to the 2-primary part of the class group, after
Fouvry and Klüners [FK06] had proven the distribution on the 4-ranks. See [Alb16, AK16,
Kly17, Woo17] for some known 2-group moments of Gal(Kun/K) for quadratic fields K, and
[Kly16, KP18] on the p-primary parts of the class groups of Z/pZ-fields.
1.4. Methods and outline of the paper. In Part I of the paper, we prove Theorem 1.2,
find the moments of our limiting distribution, and relate it to other known distributions. In
Part II of the paper, we prove Theorem 1.4.
In Section 2, we use number theoretic methods to show the facts, admissibility and Prop-
erty E, about Gal(K#/K) that are the motivation for the model and conjecture of our paper.
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In Section 3, we construct the free admissible group on n generators and the n generated
versions of our random groups, and show that p-class field tower groups arise in our model.
In Sections 4 and 5, we prove the limit of these n generated random groups exist. The
methods of these sections build upon earlier work [LW17] of the first two authors on the limit
of Fn/[r1, . . . , rn+u] (the quotient of the profinite free group by Haar random relations) as n→
∞. Essentially all of the ideas in that paper are necessary for this paper, and we give a very
brief treatment of the methods originating in [LW17] so that we are able to focus on the new
ideas that arise from the Γ-action, admissibility, and taking relations in a more delicate way.
We reduce our probabilities of interest to questions of certain multiplicities of generalized
irreducible representations occurring inside Fn. These generalized irreducible representations
are irreducible actions of groups G ⋊ Γ on groups Tm, where T is a simple group (abelian
or non-abelian). We relate these multiplicities to a count of certain maps, which we then
count another way to eventually obtain an explicit expression for the multiplicities from
which we can prove there is limiting behavior as n → ∞ in Section 4. Then, it remains to
show that there is a limiting probability distribution, i.e. that there is no escape of mass.
The critical observation for this is that the multiplicities above can be controlled in terms
of Γ-chief factor pairs of groups, a concept we introduce generalizing the composition series
of a group. This fact gives us the analytic power necessary to prove there is no escape of
mass in Section 5 and to determine the moments in Section 6. In Section 7, we show that
our random group has abelian quotient with the Cohen–Lenstra–Martinet distribution and
pro-p quotient with the Boston–Bush–Hajir distribution.
In Section 9, we reframe Conjecture 1.3 in terms of counting certain extensions of Q.
In Section 10, we show how the existence of Hurwitz schemes with certain properties (in-
cluding statements about their Frobenius fixed components) would imply Theorem 1.4. In
Section 11, building on work of Wewers [Wew98], we prove the existence of the required Hur-
witz schemes in algebraic, analytic, and topological versions. Then in Section 12, we prove
the necessary statement on the Frobenius fixed components of these Hurwitz schemes to
imply Theorem 1.4. We use a component invariant introduced by Ellenberg, Venkatesh, and
Westerland, and the majority of the work in Section 12 is to understand the possible values
of this component invariant. We eventually use geometry of numbers to count the possible
values of the component invariant, obtaining an expression with an inexplicit constant. This
gives us asymptotics for the numerator and denominator of Theorem 1.4, but neither with
explicit constants. Even though we do not obtain the constant in either the numerator or
the denominator, we are able to prove the exact relationship between those constants to give
Theorem 1.4.
1.5. Further directions. For every finite set C of Γ-groups (of order relatively prime to
|Γ|), the pro-C completion Gal(Kun/K)C is a finite admissible Γ-group and Conjecture 1.3
gives a concrete prediction (e.g. in terms of their presentations) for which Γ-groups can arise
as Gal(Kun/K)C for a positive proportion of Γ-extensions K/Q. It would be interesting to
know if any groups outside this list can be shown to be Gal(Kun/K)C for some K, or whether
one can prove that they can never occur.
There are other known properties of Gal(Kun/K), e.g. that every finite index subgroup
has finite abelianization, that our random model does not take as input. Our measure µΓ
is supported on groups with finite abelianization (see Section 7.1). It would be interest-
ing to know if µΓ is supported on groups all of whose finite index subgroups have finite
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abelianization. See [Bos00, Section 3.1] for a sample list of other known properties for which
one could ask an analogous question. One could similarly ask about conjectural properties,
e.g. whether µΓ is supported on groups satisfying the unramified Fontaine–Mazur conjecture
[FM95]. These questions are in the domain of random groups.
In this paper, we avoid two parts of Gal(Kun/K)—the part related to primes dividing |Γ|,
and the part related to primes dividing the roots of unity in the base field. Our function
field techniques do not require either of these restrictions, but without the restrictions the
moments obtained are different. For example, in [Woo17], the second author finds the double
limit in Theorem 1.4 when |Γ| = 2 for many H including |H| even. It remains, however, to
find a probability distribution on groups that has these moments. This obstacle is one in
the theory of random groups, and we plan to address this in future work.
There are many further directions in which one could generalize our conjectures and the-
orems, including other signatures, other base fields, allowing ramification at a fixed set of
primes. We hope that this paper provides a framework for such generalizations.
1.6. Other remarks. Note that forK/Fq(t), if we defineKun,∞ to be the maximal extension
ofK unramified everywhere and split completely at infinity, thenGal(Kun,∞/K)ab ≃ Cl(OK),
and Gal(Kun/K)ab ≃ Pic(CK)(Fq) (where CK is the smooth projective curve over Fq associ-
ated to K). Hence when generalizing class group heuristics, it makes sense to consider the
former, though the latter is also of interest and is possibly approached via similar methods.
The Cohen–Lenstra–Martinet conjectures were originally made with fields ordered by dis-
criminant, and here we order them by the radical of their discriminant. The generally better
statistical behavior of the latter order was noticed by the second author in [Woo10]. Bartel
and Lenstra [BLJ18, Theorem 1.2] found that the Cohen–Lenstra–Martinet prediction for
the 3-part of class groups of Z/4Z-fields is incorrect for fields ordered by discriminant, and
based on [Woo10] they suggested instead ordering fields by the radical of their discriminant.
It is a subtle question what test functions should be allowed in a conjecture like Conjec-
ture 1.3 that makes precise the conjectured equidistribution. Cohen, Lenstra, and Martinet,
in their conjectures on the abelianization [CL84, CM90], say that one can use any “rea-
sonable” function “probably including all non-negative functions.” However, observations
made by Bartel, Lenstra and Poonen [BLJ18, Theorem 1.7] suggest that this is probably
too broad a class. Bartel and Lenstra [BLJ18, Theorem 1.1] also showed, as a consequence
of the Iwasawa Main Conjecture, that the Cohen–Martinet conjecture does not hold when
one considers the part of the class groups from all primes not dividing |Γ|. Bhargava, Kane,
Lenstra, Poonen, and Rains [BKL+15, Section 5.6], on a related problem on statistics of
elliptic curves, also suggest that one should not consider all primes at once. We have erred
on the side of caution by stating Conjecture 1.3 for the two simplest kinds of test functions
involving only finitely many primes, but we expect it to hold more broadly. See [BKL+15,
Section 5.6] and [BLJ18, Section 7] for some possible precise notions for the class of allowable
test functions.
1.7. Basic definitions and notation. In this paper, whenever we talk about homomor-
phisms of profinite groups, we always means continuous homomorphisms.
Morphisms of G-groups must respect the G-action, and we define G-subgroup and G-
quotient accordingly. We write HomG, SurG and AutG to represent the sets of G-equivariant
homomorphisms, surjections and automorphisms respectively. If H is a G-group, then we
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say that H is an irreducible G-group if it is non-trivial and has no proper, non-trivial G-
subgroups. If x1, . . . are elements of a G-group (resp. profinite G-group) F , we write [x1, . . . ]
for the normal (closed) G-subgroup of F generated by x1, . . . . When the relevant G or F
might be unclear, we add them as subscripts to the notation. For a G-group H , we write
H ⋊G to be the semidirect product induced by the given G-action on H .
For a positive integer n, a pro-n′ group (or profinite n′-group) is a profinite group such
that every finite quotient has order relatively prime to n. A profinite n′-Γ-group is a pro-n′
group with a continuous Γ-action.
For a field k, we write k for a (fixed) choice of separable closure of k.
Throughout the paper Γ is a finite group.
Throughout the paper q denotes a prime power and Fq the finite field of order q.
Part I: A random Γ-group
2. Facts about Gal(K#/K)
Throughout this section Q denotes either Q or Fq(t). In this section, we explain the
facts from number theory that motivate our conjecture about Gal(K#/K), where K/Q is a
Γ-extension. We show Gal(K#/K) has a Γ-action, is admissible, and satisfies Property E.
Definition 2.1. For an extension K/Q with ι : Gal(K/Q) ≃ Γ, and a pro-|Γ|′ extension L/K
that is Galois over Q, we can choose a section s : Γ → Gal(L/Q), which gives Gal(L/K)
a Γ-action (via s and conjugation). By the Schur–Zassenhaus theorem, this section exists,
and all choices of the section are conjugate, and thus all choices would lead to isomorphic
Γ-groups Gal(L/K).
2.1. Admissibility.
Proposition 2.2. Let K be a Γ-extension of Q and L an unramified pro-|Γ|′ extension of
K that is Galois over Q. When Q = Fq(t), we also assume L/K is split completely at every
infinite place. Then Gal(L/K) is an admissible Γ-group.
Proof. Denote Gal(L/K) by G. Since G is a pro-|Γ|′ group, the Galois group of L/Q is
isomorphic to G ⋊ Γ. Note that the subgroup of G generated by elements {g−1σ(g) | g ∈
G, σ ∈ Γ} is the commutator subgroup [G,Γ] of G⋊Γ, which is a normal subgroup contained
in G. Let G be the quotient G/[G,Γ]. Then Γ acts trivially on G, so the quotient of G⋊ Γ
modulo [G,Γ] is the direct product G× Γ. This implies that there is a subfield extension of
L/Q containing K with Galois group G × Γ, and hence there is an unramified G-extension
of Q which is also split completely at every infinite place if Q = Fq(t), since |G| is relatively
prime to |Γ|. Therefore, G has to be trivial which implies that G = [G,Γ]. 
2.2. Property E.
Definition 2.3. Let C be a full subcategory of the category of profinite Γ-groups. A Γ-group
H (in C) has Property E (for C) if, for every non-split central extension
(2.4) 1→ Z/pZ→ G˜→ G→ 1,
in C, where p is a rational prime and Z/pZ has trivial Γ-action, any Γ-equivariant surjection
H → G lifts to a Γ-equivariant surjection H → G˜.
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Theorem 2.5. Let K/Q be a Γ-extension. Then Gal(K#/K) satisfies Property E in the
category of profinite (|µQ||Γ|)′-Γ-groups for Q = Q and in the category of profinite (charQ ·
|µQ||Γ|)′-Γ-groups for Q = Fq(t).
The authors discovered the importance of Property E from an example of Nigel Boston and
Michael Bush (the example in Section 3.2) of a group that was empirically never occurring as
a narrow 2-class field tower group of a C3-extension of Q. We realized the failure of Property
E was the explanation for the non-occurrence of their group as a narrow 2-class field tower
group, and that Property E was a fundamental fact about Gal(K#/K).
To prove Theorem 2.5, we first need the following facts on Galois characters. The statement
(1) in the following lemma is Proposition 2.1.6 in [Ser92] and the proof of (2) is similar.
Lemma 2.6. Let p be a rational prime. For a field F we write GalF for the absolute Galois
group of F .
(1) Given local Galois characters φℓ : GalQℓ → Z/pZ for every finite place ℓ of Q such
that only finitely many are ramified, there exists a global Galois character φ : GalQ →
Z/pZ agreeing with φℓ on the inertia subgroup for each ℓ.
(2) Assume gcd(p, q − 1) = 1. Given local Galois characters φv : GalFq(t)v → Z/pZ for
every place v of Fq(t) such that only finitely many are ramified, there exists a global
Galois character φ : GalFq(t) → Z/pZ agreeing with φv on the inertia subgroup for
each finite v and agreeing with φ∞ on GalFq(t)∞ , where ∞ is the infinite place of
Fq(t).
Lemma 2.7. Let G be a profinite |Γ|′-Γ-group. Assume L/K/Q is a tower of Galois ex-
tensions with an isomorphism Gal(K/Q) ≃ Γ and Gal(L/Q) ≃ G ⋊ Γ, such that L/K is
unramified when Q = Q and is unramified and split completely at every infinite place when
Q = Fq(t). Let p be a rational prime such that p ∤ 2|Γ| when Q = Q and p ∤ q(q − 1)|Γ|
when Q = Fq(t), and let Z/pZ be a Γ-group with trivial action. If there is a non-split central
extension of groups
(2.8) 1→ Z/pZ→ G˜⋊ Γ→ G⋊ Γ→ 1,
then there exists a field extension L˜ of L such that Gal(L˜/Q) ≃ G˜ ⋊ Γ, and Gal(L˜/Q) →
Gal(L/Q) agrees with the map in (2.8), and L˜/K is unramified at every place. Moreover, if
Q = Fq(t), then L˜/K is split completely at every infinite place.
Proof. We can reduce to the case of G finite, as liftings for each finite quotient provide a
lifting in the profinite case. Let N = Z/pZ. The lemma describes an embedding problem
(2.9)
GalQ
1 N G˜⋊ Γ G⋊ Γ 1,
π
ϕ
where the exact sequence is (2.8) and the field fixed of ker π is L. Let v be a finite place
of Q. Then we fix an injection GalQv →֒ GalQ, and consider the local embedding problem
associated to v.
Let S := π(GalQv), and let G′ = G ∩ S. Since G′ = ker(S → Γ), we have that G′ is
a Hall subgroup of S. Since L/K is unramified, every inertia subgroup of Gal(L/Q) has
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trivial intersection with G. Thus the inertia subgroup I of S is a normal subgroup such that
gcd(|I|, |G′|) = 1 and S/I is cyclic. So G′ injects into S/I, and thus G′ is cyclic. Moreover,
since G′ is a Hall subgroup of S/I, and we have S/I ≃ G′ × C, where C is a cyclic group.
Let Γ′ be the kernel of the projection of S onto the G′ factor. So Γ′ is a normal subgroup of
S that is a complement to G′ and hence S ≃ G′ × Γ′.
So from (2.9) we obtain an embedding problem of the local field Qv
(2.10)
GalQv
1 N E G′ × Γ′ 1,
π′
ϕ′
where π′ is the restriction of π to GalQv and E = ϕ−1(S). Since p ∤ |Γ′|, the preimage
ϕ′−1(Γ′) is isomorphic to N × Γ′, so Γ′ lifts to a subgroup (also denoted by Γ′) that is a
normal Hall subgroup of ϕ′−1(Γ′), and hence is a characteristic subgroup. Then Γ′ is normal
in E and E = ϕ′−1(G′) × Γ′. By composing π′ with projection maps to G′ and Γ′ we
obtain π1 : GalQv → G′ and π2 : GalQv → Γ′. Note that π1 is unramified, so π1 can lift to
a homomorphism π˜1 : GalQv → ϕ
′−1(G′). So π˜1 × π2 defines a solution of the embedding
problem (2.10).
In the case that Q = Q, it follows by N ≃ Z/pZ for odd p that the embedding problem
(2.9) is solvable at the infinite place. By the assumption charQ 6= p, the local-global principle
of central embedding problems [MM99, Corollary 10.2] implies that (2.9) has a solution. We
denote one solution by ρ : GalQ → G˜ ⋊ Γ, and for each place v we denote ρv := ρ|GalQv .
By [Neu79, § 2], for a fixed v, all the solutions of the local embedding problem at v form a
principal homogeneous space over Hom(GalQv , N), so there exists a character φv : GalQv →
N such that the homomorphism ρvφv : GalQv → G˜⋊ Γ, defined as ρvφv(x) = ρv(x)φv(x), is
the map π˜1 × π2 described in the previous paragraph for finite v, and is the trivial map for
infinite v. Then the image of the inertia (and the decomposition group at infinity) under
ρvφv does not meet N . Then using Lemma 2.6 we obtain a global character φ : GalQ → N
such that the map ρφ, which has to be surjective by the nonsplitness of (2.8), satisfies the
desired conditions in the lemma. 
Theorem 2.5 then follows from Lemma 2.7.
3. A random admissible group with Property E
In this section, we will define natural random Γ-groups that are admissible and satisfy
Property E, with the aim of eventually constructing one that has a distribution that we
would conjecture as the distribution for Gal(K#/K).
3.1. Definition of free admissible Γ-groups. We define the free profinite Γ-group on n
generators, Fn(Γ), to be the free pro-|Γ|′ group on {xi,γ | i = 1, · · · , n and γ ∈ Γ} where
σ ∈ Γ acts on Fn(Γ) by σ(xi,γ) = xi,σγ . We fix a generating set {γ1, · · · , γd} of the finite
group Γ throughout the paper. We denote xi := xi,IdΓ and define Fn(Γ) to be the closed
Γ-subgroup of Fn(Γ) that is generated (as a closed Γ-subgroup) by the elements
{x−1i γj(xi) | i = 1, · · · , n and j = 1, · · · , d}.
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When the choice of the group Γ is clear, we will denote Fn(Γ) and Fn(Γ) by Fn and Fn
respectively.
Since xi 6∈ Fn, it is not obvious that Fn is admissible, but we will see that in fact it is, and
we call Fn the free admissible Γ-group on n generators (see Corollary 3.6 and Remark 3.9
for some motivation for the name).
Lemma 3.1. For any finite group Γ, we have that Fn is admissible. Moreover, there is a
quotient map π : Fn → Fn of Γ-groups, such that the composition of the inclusion i : Fn ⊂ Fn
with π is the identity map on Fn.
Now we prove some basic properties of Fn including Lemma 3.1. We consider the following
map of sets
Y : G → Gd(3.2)
g 7→ (g−1γ1(g), g
−1γ2(g), · · · , g
−1γd(g)).
Of course Y depends on the choice of γi, but we have fixed such a choice throughout the
paper.
Lemma 3.3. Let G be a finite |Γ|′-Γ-group, and N a normal Γ-subgroup of G. Consider the
following short exact sequence
(3.4) 1→ N → G π→ H → 1.
Then the quotient H naturally obtains a Γ-action and
(1) 1→ NΓ → GΓ → HΓ → 1 is exact;
(2) for y ∈ Y (G), the fiber Y −1(y) is a right coset of GΓ, and so |G| = |GΓ||Y (G)|;
(3) |Y (N)| = |Y (G)|/|Y (H)|;
(4) the elements of Y (G) are equidistributed in Y (H).
Proof. We obtain a long exact sequence from (3.4) of pointed sets
1→ NΓ → GΓ → HΓ → H1(Γ, N)→ · · · .
Elements of H1(Γ, N) correspond to N -conjugacy classes of splittings of N ⋊Γ→ Γ. By the
Schur–Zassenhaus theorem, we have H1(Γ, N) = 0, and thus (1) follows. We have that (2)
is clear from the definitions, and then (3) follows from (1) and (2).
We will use π to also denote the surjectionGd → Hd that is the direct product of π : G→ H
on each factor. Let x ∈ Y (H) and fix h ∈ H and g ∈ G such that x = Y (h) and g ∈ π−1(h).
The self-bijection on Gd such that z 7→ (g, . . . , g)z(γ1(g)−1, . . . , γ−1d (g)) sends Y (G) to Y (G)
and π−1(x) to Nd. Thus we have that |Y (G) ∩ π−1(x)| = |Y (G) ∩Nd|, proving (4). 
Lemma 3.5. Let G be a profinite |Γ|′-Γ-group, and E a Γ-subgroup of G. Then Y (E) =
Y (G) ∩ Ed.
Proof. We have a map Φ of sets from Y (G) to sections of G⋊Γ→ Γ, where (g1, . . . , gd) maps
to a section that takes γi to (gi, γi). We see that Φ sends Y (g) to the conjugate of the trivial
section by g. By the Schur–Zassenhaus theorem, these are all the sections of G ⋊ Γ → Γ,
and so Φ gives a bijection between Y (G) and the sections of G⋊ Γ→ Γ. Since a section of
G⋊ Γ→ Γ that has image in E ⋊ Γ is a section of E ⋊ Γ→ Γ, the lemma follows. 
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Proof of Lemma 3.1. We use Lemma 3.5 with G = Fn and E = Fn to choose yi ∈ Fn such
that Y (xi) = Y (yi). By comparing coordinates of Y (xi) and Y (yi), it is clear that Fn is
admissible. We take π(xi) = yi. 
Corollary 3.6. For any Γ-group G, the map
Y (G)n → HomΓ(Fn, G)
taking (Y (g1), . . . , Y (gn)) to the restriction of the map Fn → G with xi 7→ gi is a bijection.
Proof. The map is well-defined and injective because Y (gi) = Y (g′i) for all i if and only if the
maps Fn → G taking xi 7→ gi and xi 7→ g′i agree on Fn. The map is surjective because we
can use Lemma 3.1 to lift any homomorphism in HomΓ(Fn, G) to one in HomΓ(Fn, G). 
Lemma 3.7. If G is an admissible Γ-group, then G is Γ-generated by the coordinates of
elements in Y (G). Thus, Fn does not depend on the choice of the generating set {γ1, · · · , γd}.
Proof. Let g ∈ G and σ ∈ Γ. Then σ can be written as a word σ1σ2 · · ·σs where σi ∈
{γ1, · · · , γd} for each i, and so g−1σ(g) can be written as
g−1σ1(g)[σ1(g
−1σ2(g))] · · · [σ1σ2 · · ·σs−1(g
−1σs(g))],
which finishes the proof. 
Corollary 3.8. Let Z be the pro-|Γ|′ completion of Z. Then Fabn is isomorphic to (Z[Γ]/
∑
g∈Γ g)
n.
Proof. By Lemma 3.1, we have that Fabn injects into F
ab
n (since x, y ∈ Fn with [x, y] ∈ Fn
implies [x, y] = π([x, y]) = [π(x), π(y)], and we have F abn = Z[Γ]
n). Then Fabn = I
n, where I
is the augmentation ideal of Z[Γ]. Since |Γ| is invertible in Z, the group algebra Z[Γ] can be
decomposed as a Γ-module as I ⊕ Z(
∑
g∈Γ g), and the corollary follows. 
Remark 3.9. (1) As a pro-|Γ|′-group (forgetting the Γ-action), it is clear from the defini-
tion that Fn is free on generators {x−1i σ(xi) | i = 1, · · · , n and σ ∈ Γ\{1}}.
(2) Since Fn is a Γ-group quotient of Fn by Lemma 3.1, Fn can be topologically generated
as a Γ-group by n elements.
(3) If H is a Γ-group generated by elements h−1i γi(hi) (for 1 ≤ i ≤ n) with hi ∈ H and
γi ∈ Γ, then we see that the map Fn → H sending xi 7→ hi gives a surjection from
Fn → H .
3.2. A random quotient. Now by construction, any quotient of Fn will be admissible.
However, not every quotient will satisfy Property E. For example, if H ≃ (Z/2Z)2 with
the unique (up to isomorphism) nontrivial Z/3Z-action, then H does not satisfy Property
E, since H can be extended to the quaternion group of order 8 with the unique nontrivial
Z/3Z-action.
We will next show that quotients of a certain form do satisfy Property E. By a slight abuse
of notation, for a Γ-group G and a subset S of elements of G, we write [Y (S)] for the closed,
normal Γ-subgroup of G generated by the coordinates of all of the Y (r) for r ∈ S.
Let C be a set of isomorphism classes of finite Γ-groups, and C the smallest set of iso-
morphism classes of Γ-groups containing C that is closed under taking finite direct product,
Γ-quotients and Γ-subgroups. For a given Γ-group G, define the pro-C completion of G to
be
(3.10) GC = lim←−
M
G/M,
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where the inverse limit runs over all closed normal Γ-subgroupsM of G such that the Γ-group
G/M is contained in C. We call a Γ-group H level C if HC = H .
Lemma 3.11. Let G˜ be an admissible Γ-group, and let N be a normal sub-Γ-group of G˜
such that Γ acts trivially on N . Then G˜ acts trivially on N by conjugation.
Proof. The action induces a group homomorphism π : G˜ ⋊ Γ → Aut(N) such that Γ is
contained in ker π. Note that becauce Γ acts trivially on N , we have g−1γ(g)nγ(g−1)g =
g−1γ(gng−1)g = n, for any n ∈ N , γ ∈ Γ and g ∈ G˜. Since G˜ is admissible, this shows that
G˜ also acts trivially on N . 
Proposition 3.12. Let n ≥ 1 be an integer, C a set of finite |Γ|′-Γ-groups, and φ : (Fn)C →
H a Γ-equivariant surjection. Then ker φ = [Y (ker φ)](Fn)C if and only if H satisfies Property
E for the category of level C Γ-groups.
This proposition shows that having relations generated by elements in Y ((Fn)C) is equiv-
alent to Property E.
Proof. Suppose there is a surjective Γ-equivariant homomorphism θ : H → G, where G is
in a non-split central Γ-group extension as in (2.4), and let ̟ = θ ◦ φ. We choose a
π : (Fn)
C → (Fn)C as given in Lemma 3.1, and let hi = ̟ ◦ π(xi). Then we fix gi ∈ G˜
which maps to hi. Because (2.4) is non-split, elements h−1i γj(hi) generating G implies that
G˜ is generated by elements g−1i γj(gi). Therefore the map (Fn)
C → G˜ mapping xi to gi
induces a surjection ρ : (Fn)C → G˜. Considering the short exact sequence 1 → ker ρ →
ker̟ → Z/pZ → 1, by Y (Z/pZ) = 1 and Lemma 3.3 (3), we have Y (ker̟) = Y (ker ρ).
We have that Y (ker φ) ⊂ Y ((Fn)C) ∩ (ker̟)d, which is Y (ker̟) by Lemma 3.5. Thus
Y (ker φ) ⊂ Y (ker ρ) ⊂ (ker ρ)d, and so ρ factors through H = (Fn)C/[Y (kerφ)] and the
forward direction of the proposition follows.
Conversely, we suppose H satisfies Property E for the category of level C groups and
[Y (ker φ)] ( ker φ. Define M := ker φ/[Y (ker φ)] and E := (Fn)C/[Y (ker φ)]. Note that Γ
acts trivially on M . Since E is a quotient of (Fn)C, we have that E is admissible and thus
by Lemma 3.11, it follows that E acts trivially on M by conjugation.
We choose a maximal proper subgroup D of M , then by taking quotients modulo D we
have an exact sequence of Γ-groups
(3.13) 1→ N → H˜ → H → 1,
where N := M/D and H˜ := E/D. By choice of D, we have that N is a simple group, and
since it acts trivially on itself by conjugation it is abelian. Thus N is isomorphic to Z/pZ
with the trivial H˜ ⋊ Γ-action for some prime p, so (3.13) is a central extension. If (3.13)
is split, then H˜ = N ×H contradicts the admissibility of H˜; otherwise, (3.13) is non-split,
which contradicts the assumption that H has Property E. Therefore we proved the other
direction of the proposition. 
We will thus build random groups of the form Fn/[Y (S)]. First, however, we need a
topology on the set of isomorphism classes of profinite Γ-groups. We consider the set P of
isomorphism classes of admissible profinite |Γ|′-Γ-groups G such that GC is finite for all finite
sets C of finite |Γ|′-Γ-groups. We define a topology on P in which the basic opens are, for
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each finite set C of finite |Γ|′-Γ-groups and each finite |Γ|′-Γ-group H , the set UC,H := {X ∈
P | XC ≃ H as Γ-groups}.
Definition 3.14 (Main definition of random groups for each n). For a positive integer n and
an integer u > −n, we define the random profinite Γ-group XΓ,n,u := Fn/[Y (S)] where S is
a random (multi)-set of n+ u elements of Fn chosen independently from Haar measure. We
generally consider only a single Γ at a time, and thus sometimes omit it from the notation.
When we omit u from the notation, we are taking the case u = 1.
For integers n ≥ 1 and u > −n, we have a measure µu,n on the σ-algebra of Borel sets of
P such that
µn,u(A) = Prob(Xu,n ∈ A).
However, note that given n, the groups in the support of µu,n have a bounded number of
generators, which is not a feature we expect to be true of Gal(K#/K) as K varies. So for
each integer u, we will define a measure µu, at first as a measure on the algebra A of sets
generated by open basics UC,H . For A ∈ A, we define
(3.15) µu(A) := lim
n→∞
µn,u(A).
We will prove, in the next two sections, that the limit defining µu exists, and µu extends
uniquely to a Borel probability measure on P. This (in the case u = 1) is the distribution
on Γ-groups that we conjecture models the distribution of Gal(K#/K) in Conjecture 1.3.
Note when |Γ| is odd that our groups are not necessarily pro-solvable.
3.3. On the p-class field tower groups. We cannot prove that every Gal(K#/K) can be
expressed as Fn/[Y (S)] for some n and S, since in particular we do not know if Gal(K#/K)
is finitely generated (which is a question of Shafarevich, see [Šaf63a, Section 3] and [FJ08,
Example 16.10.9 (c)]). (Note that our conjecture does not, at least immediately, imply that
Gal(K#/K) is finitely generated because of the behavior of limits of measures.) However,
we will prove in Proposition 3.21 that the pro-p quotients of Gal(K#/K), the p-class field
tower groups, can always be expressed by groups that occur in our model.
We now define notation that will be used for the lemmas and proposition in this section.
For a Γ-extension K of Q, we let nK be 2 if Q = Q and be q(q − 1) if Q = Fq(t). For a
prime p that is relatively prime to nK |Γ|, let GK,p be the Galois group of the maximal pro-p
extension of K that is unramified everywhere and split completely at the places of K over
infinity, i.e. the maximal pro-p quotient of Gal(K#/K). We define G˜K,p to be the Galois
group of the maximal unramified pro-p extension of K.
Recall that GK,p is finitely presented (its generator rank and relator rank can be explicitly
computed [Koc02, Chapter 11]) and admissible (see Proposition 2.2). When n is sufficiently
large, we can find h1, · · · , hn ∈ GK,p such that GK,p = [Y ({h1, · · · , hn})]. Let (Fn)p and
(Fn)p denote the pro-p completion of Fn and Fn respectively. We define ̟ : (Fn)p → GK,p
to be the Γ-equivariant surjection given by the map Fn → GK,p mapping xi 7→ hi.
(1) If K is a number field, then we write α : (Fn)p → (Fn)p to be the quotient map
induced by π : Fn → Fn in Lemma 3.1, and we define ρ : (Fn)p → G˜K,p to be the
composition ̟ ◦ α.
(2) If K is a function field, then we define α : (Fn+1)p → (Fn)p to be induced by the
composition of Γ-equivariant quotient maps Fn+1
xn+1 7→1
−−−−→ Fn
π
−→ Fn. We fix gi ∈ G˜K,p
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that maps to ̟ ◦ α(xi) in GK,p for each i = 1, · · · , n, and fix a generator gn+1 of a
decomposition subgroup at one infinite place of K. We define ρ : (Fn+1)p → G˜K,p by
xi 7→ gi for i = 1, · · · , n+ 1.
In either case, we have α ◦̟ is the composition of ρ and the natural quotient map G˜K,p →
GK,p. We denote F := (Fn)p in the number field case and F := (Fn+1)p in the function field
case. Note that F and (Fn)p are free pro-p groups, so ρ and ̟ are presentations of pro-p
groups G˜K,p and GK,p respectively. We write
N := ker ρ, R := ker̟,
and N∗ := [N,F ]Np, R∗ := [R, (Fn)p]Rp.
Using the fact that ρ|(Fn)p = ̟, we have α(N) = R and hence α(N∗) = R∗.
By the pro-p group generation theory [NSW08, Corollary 3.9.3], we have several facts
about R/R∗ and N/N∗. A finite set of elements of (Fn)p generates R as a normal, closed
subgroup if and only if their images generate R/R∗. Since R is Γ-closed, R∗ is preserved by
the Γ-action by definition, so R/R∗ obtains a Γ-group structure from R, and as a Γ-group
Hom(R/R∗,Fp) ≃ H1(R,Fp)(Fn)p . The analogous statements in this paragraph are also true
for F and N in place of (Fn)p and R.
Lemma 3.16. Let Q = Q or Fq(t). For any Γ-extension K of Q and prime p ∤ nK |Γ|,
such that K does not contain any nontrivial pth roots of unity, we have a surjection of
Fp[Γ]-modules Fp[Γ]
n+1 → N/N∗, where n is as above in the definitions of ̟,N, etc.
Proof. For an Fp[Γ]-module A, we let A∨ denote the Fp[Γ]-module Hom(A,Fp). So we have
(N/N∗)∨ ≃ H1(N,Fp)F . Applying the Hochschild–Serre spectral sequence, we have
(3.17) H1(F,Fp)
Res
−−→ H1(N,Fp)
F → H2(G˜K,p,Fp)→ H
2(F,Fp) = 1,
where the last equality uses that F is free as a pro-p group. Note that Γ naturally acts on
every cohomology group in (3.17) by acting on groups F , N and G˜K,p. One can check that
(3.17) is an exact sequence of Fp[Γ]-modules. As gcd(p, |Γ|) = 1, the ring Fp[Γ] is semisimple,
so every Fp[Γ]-module is projective, and we have the following isomorphism of Fp[Γ]-modules
(3.18) H1(N,Fp)F ≃ imRes⊕H2(G˜K,p,Fp).
By [Koc02, Theorem 11.3], we have an injection of Fp[Γ]-modules
H2(G˜K,p,Fp) →֒ (V/K
×p)∨,
where V = {α ∈ K× | (α) = ap for some ideal a}. The homomorphism mapping α ∈ V
to the ideal a with (α) = ap induces a surjection from V/K×p to the p-torsion subgroup
Cl(OK)[p] of the class group whose kernel is isomorphic to O×K/O
×p
K .
By [Sch13, Proposition 6.10], there exists a projective cover P
β
−→ Cl(OK)p of the Zp[Γ]-
modules, such that P/pP ≃ Cl(OK)p/pCl(OK)p, where Cl(OK)p is the p-primary part of
Cl(OK). Let P ′ be β−1(Cl(OK)[p]) which is also projective, since p ∤ |Γ| implies Zp[Γ] is
hereditary [Rei03, Theorem 41.1]. Then P ′ → Cl(OK)[p] is also a projective cover and
P ′ ⊗Zp Qp ≃ P ⊗Zp Qp. Thus by [Ser77, Sect. 16, Thm. 34, Cor. 2] we have P ≃ P ′ as
Zp[Γ]-modules. By taking their radical quotient, we have Cl(OK)[p] ≃ Cl(OK)/pCl(OK) as
Fp[Γ]-modules. Therefore we have a Γ-equivariant injection
(3.19) H2(G˜K,p,Fp) →֒ (O×K/O
×p
K ⊕ Cl(OK)/pCl(OK))
∨
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For every ϕ ∈ H1(F,Fp), the map Res takes ϕ to ϕ|N . Since the Frattini subgroup Φ(F ) :=
[F, F ]F p of F is contained in kerϕ for every ϕ, one can show that Resϕ ∈ (N/(N ∩Φ(F )))∨.
On the other hand, since N/(N ∩ Φ(F )) is a sub-Fp[Γ]-module of F/Φ(F ), there exists a
complement M of N/N ∩ Φ(F ), i.e.
F/Φ(F ) = N/(N ∩ Φ(F ))⊕M,
We know that M is isomorphic to the maximal p-elementary abelian quotient of G˜K,p. Writ-
ing the preimage ofM under the map F → F/Φ(F ) by M˜ , then every φ ∈ (N/(N ∩Φ(F )))∨
lifts to φ˜ ∈ F∨ with ker φ˜ ⊃ M˜ . So we showed
imRes = (N/(N ∩ Φ(F )))∨.
So we have
(N/N∗)∨ →֒ (N/(N ∩ Φ(F ))⊕O×K/O
×p
K ⊕ Cl(OK)/pCl(OK))
∨
→֒ (N/(N ∩ Φ(F ))⊕O×K/O
×p
K ⊕ G˜K,p/Φ(G˜K,p))
∨
≃ (F/Φ(F )⊕O×K/O
×p
K )
∨.(3.20)
Because Cl(OK)p is the abelianization of GK,p, the surjection G˜K,p → GK,p induces a surjec-
tion G˜K,p/Φ(G˜K,p)→ Cl(OK)/pCl(OK) of Fp[Γ]-modules, which implies the second injection
above. When K is a number field containing no nontrivial pth roots of unity, we have the
following injection of Fp[Γ]-modules O×K/O
×p
K →֒ Fp[Γ]/(
∑
g∈Γ g) by [NSW08, Cor. 8.7.3],
and hence an injection
(O×K/O
×p
K )
∨ →֒ (Fp[Γ]/(
∑
g∈Γ
g))∨ →֒ Fp[Γ]
∨.
WhenK is a function field, we have O×K = F
×
qr (where F
×
qr is the constant field ofK) and using
that fact that K does not contain non-trivial pth roots of unity, it follows that O×K/O
×p
K = 1.
By (3.20), and the fact that F/Φ(F ) = Fp[Γ]m, where m is n in the number field case and
n+ 1 in the function field case, we prove the lemma. 
Proposition 3.21. Let Q = Q or Fq(t). For any Γ-extension K of Q and prime p ∤ nK |Γ|,
such that K does not contain any nontrivial pth roots of unity, there is a subset S of (Fn)p
of size n+ 1 such that GK,p ≃ (Fn)p/[Y (S)].
Proof. Recall α(N) = R and α(N∗) = R∗. By Theorem 2.5, we have that GK,p satisfies
Property E in the category of pro-p Γ-groups, and hence by Proposition 3.12, we con-
clude that R = [Y (R)]. It follows that the Γ-invariant subgroup of R/R∗ is trivial. Then
α induces a quotient map N/N∗ → R/R∗ of Fp[Γ]-modules, and hence a quotient map
(Fp[Γ]/
∑
g∈Γ g)
n+1 → R/R∗ by Lemma 3.16. Because Fp[Γ]/
∑
g∈Γ g is admissible and Γ-
generated by coordinates of the image of Y (IdΓ), we have R/R∗ is Γ-generated by coordinates
of Y ({r1, · · · , rn+1}) for ri ∈ R/R∗, and hence R is generated (as a closed normal Γ-subgroup
of (Fn)p) by coordinates of Y ({s1, · · · , sn+1}) where si ∈ R is a chosen preimage of ri for
each i. 
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4. Determination of µu,n and µu
In this section and the next, we will prove the convergence of µu,n as n → ∞ to a
probability measure µu. In this section, we prove that there is limiting behavior (specifically
in Theorem 4.12 that the limits of measures of basic opens exist). In the next section, we
show that the limit distribution has total measure 1, i.e. there is no escape of mass.
In order to prove the limit in n exists of the measures of basic opens, we will express these
measures very explicitly in Theorem 4.12. Our approach builds on the strategy of the first
two authors in [LW17], in which they consider the limit in n of the quotient of the profinite
free group on n generators by n+ u independent Haar random relations. Even though that
is not a special case of what we do in this paper, it could be considered a toy model for
our construction and several of the key features of our argument are already present there.
The new features of the current problem include the Γ-action, and more importantly that
we start with Fn instead of the free Γ-group Fn(Γ), and we do not take Haar relations from
Fn but rather take our relations is a more subtle way. These new features require new ideas,
and in the proofs below we emphasize those ideas and treat more briefly the aspects of the
argument that are similar to those in [LW17].
Let n be a positive integer, C a finite set of finite |Γ|′-Γ-groups, and H a finite Γ-group of
level C. We can see that (Fn)C is finite in the following way. LetW be the normal Γ-subgroup
of elements of Fn that vanish in every map to a Γ-group in C (and note W is of finite index
since there are only finitely many maps to such groups from Fn). Then as we enlarge C by
taking finite direct products, Γ-subgroups and Γ-quotients, elements of W will also continue
to vanish in maps to all those groups and thus W ⊂ ker(Fn → (Fn)C) (and in fact they are
equal).
We consider a Γ-equivariant surjection ̟ : (Fn)C → H and denote N := ker̟. Let
M be the intersection of all maximal proper (Fn)C-normal Γ-subgroups of N , and denote
F := (Fn)C/M and R := N/M , which are naturally Γ-groups. Then we obtain a short exact
sequence of Γ-groups
(4.1) 1→ R→ F → H → 1,
which we will call the fundamental short exact sequence associated to C, n, the Γ-group H ,
and the surjection ̟. The short exact sequence (4.1) is induced by
(4.2) 1→ R→ F ⋊ Γ→ H ⋊ Γ→ 1.
So one can check by [LW, Lemma 5.3] that R is a direct product of irreducible F ⋊Γ-groups.
A large part of our work will be to compute which irreducible F ⋊Γ-groups appear in R and
with what multiplicities.
Let AH be the set of isomorphism classes of non-trivial finite abelian irreducible |Γ|′-
(H ⋊ Γ)-groups. Let N be the set of isomorphism classes of finite |Γ|′-Γ-groups, that are
isomorphic to Gj for some finite simple non-abelian group G and a positive integer j. For
any G ∈ AH , we define m(C, n,̟,G) to be the multiplicity of G in R as an H ⋊ Γ-group
under conjugation. For G ∈ N , let Gi be the irreducible F ⋊Γ-group structures one can put
on G that are compatible with the Γ-action on G. Then we define m(C, n,̟,G) to be the
sum (over i) of the multiplicity of the Gi in R as an F ⋊ Γ-group under conjugation. Later
in this section, by Remark 4.9, we will show that for fixed Γ-group H , the multiplicities
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m(C, n,̟,G) do not depend on the choice of the Γ-equivariant surjection ̟ : (Fn)C → H .
So after that, we will denote m(C, n,̟,G) by m(C, n,H,G).
4.1. µu,n and µu on basic open sets. First, we will express a probability that R is gener-
ated by certain random elements in terms of the multiplicities of the irreducible F⋊G-groups
in R. This motivates us to understand these multiplicities. If H is a G-group, we define
hG(H) := |HomG(H,H)|.
Proposition 4.3. Let F be a Γ-group. Let Gi be finite irreducible F ⋊ Γ-groups for i =
1, · · · , k, such that for i 6= j, we have that Gi and Gj are not isomorphic as F ⋊ Γ-groups.
Let R =
∏k
i=1G
mi
i for non-negative integers mi. Then for integers n, u with n + u ≥ 1,
Prob([Y ({r1, · · · , rn+u})]F⋊Γ = R)
=
∏
1≤i≤k
Gi abelian
mi−1∏
j=0
(1− hF⋊Γ(Gi)
j|Y (Gi)|
−n−u)
∏
1≤i≤k
Gi non-abelian
(1− |Y (Gi)|
−n−u)mi,
where r1, · · · , rn+u are independent, uniform random elements of R.
Remark 4.4. By Proposition 4.3, given a finite abelian irreducible F ⋊Γ-group G, if we let m
be the maximal integer such that Gm can be generated by coordinates of Y (g) of one element
g ∈ Gm as an F ⋊ Γ-groups, then we have hF⋊Γ(G)m = |Y (G)|.
Proof. We can use [LW, Lem. 5.5] to reduce to proving that for a finite irreducible F⋊Γ-group
G, an integer m ≥ 1, and independent, uniform random elements y1, · · · , of Gm,
(4.5)
Prob([Y ({y1, · · · , yn+u})] = G
m) =
{∏m−1
k=0 (1− hF⋊Γ(G)
k|Y (G)|−n−u) if G is abelian
(1− |Y (G)|−n−u)m if G is non-abelian.
Since G is irreducible, the normal F ⋊ Γ-subgroup generated by coordinates of Y (y) is G
if and only if there is at least one non-trivial coordinate of Y (y) for y ∈ G, or equivalently
y 6∈ GΓ. For a nonabelian G, we know from [LW, Lem. 5.8] that Gm is normally generated
by elements if and only if in each coordinate, at least one element is non-trivial, and the
formula in (4.5) follows. For abelian G, we have that elements generate Gm if and only if they
generate the projection onto the first m− 1 coordinates and further that the projection (of
the subgroup they generate) onto the last coordinate does not factor through the projection
onto the first m− 1 coordinates [LW, Lem. 5.8]. Thus, conditionally on Y [({y1, · · · , yn+u})]
surjecting onto the first m− 1 coordinates with specific choices of images of Y (yi) in Gm−1,
there are hF⋊Γ(G)m−1 choices of images of the Y (yi) in the last coordinate that will factor
through Gm−1 (see the proof of [LW, Cor. 5.10] for a detailed argument). Thus the formula
in (4.5) follows. 
Now to find our desired multiplicities m(C, n,̟,G), we will count the same thing in two
different ways. We require some definitions and a supporting lemma to describe what we
will count in two ways.
For a given Γ-group H , an H-extension is a Γ-group E with a Γ-equivariant surjection
π : E → H . For an admissible Γ-group H , we call an H-extension (E, π) admissible if E is
admissible. An morphism between two H-extensions (E, π) and (E ′, π′) is a Γ-equivariant
isomorphic homomorphism f : E → E ′ such that π′ ◦ f = π, and we write SurΓ,H(π, π′) or
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SurΓ,H(E,E
′) for the surjective morphisms (and similarly for AutΓ,H). If (E, π) is an H-
extension, a sub-H-extension of (E, π) is a Γ-subgroup E ′ of E such that π|E′ is surjective.
Let EH be the poset of H-extensions of Γ-groups (not isomorphism classes of H-extensions)
where (E, π) ≤ (E ′, π′) if (E, π) is a sub-H-extension of (E ′, π′). We let ν(D,E) be the
Möbius function of this poset of H-extensions, i.e. for H-extensions E and D we have
ν(E,E) = 1
ν(D,E) = −
∑
D′∈EH
D<D′≤E
ν(D′, E) if D 6= E.
Lemma 4.6. Let n be a positive integer, C a finite set of finite |Γ|′-Γ-groups, and H a finite
Γ-group of level C. Let (Fn)C
ρ
→ H be an H-extension structure on (Fn)C. Let (E, π) be an
H-extension. We have
| SurΓ,H(ρ, π)| =
{∑
D∈EH ,D≤E
ν(D,E)
(
|Y (D)|
|Y (H)|
)n
if E is level C and admissible
0 otherwise.
Proof. By Lemma 3.1, (Fn)C is admissible, so | SurΓ,H(ρ, π)| = 0 if E is not of level C
or not admissible. If E is level C and (D,ψ) ≤ (E, π), then Γ-equivariant homomorphisms
(Fn)C → D exactly correspond to Γ-equivariant homomorphisms Fn → D. By Corollary 3.6,
these correspond to elements of Y (D)n. For a homomorphism Fn → D to be compatible
with the maps to H , we need the element of Y (D)n to map to the element of Y (H)n
that corresponds to ρ via Corollary 3.6. By Lemma 3.3 (4), we have that the number of
homomorphisms Fn → D compatible with the maps to H is (|Y (D)|/|Y (H)|)n. So we have(
|Y (D)|
|Y (H)|
)n
=
∑
(E′,φ)∈EH
(E′,φ)≤(D,ψ)
| SurΓ,H(ρ, φ)|.
We then use Möbius inversion to obtain the proposition. 
Next, for an irreducible F ⋊ Γ-group G, we will count | SurF⋊Γ(R,G)| in two ways. First
we will count it the following proposition in terms of H-extensions with kernel G, and then
in the proof of Corollary 4.8 we will use a count of | SurF⋊Γ(R,G)| in terms of multiplicities
m(C, n,̟,G) to determine the multiplicities in terms of an expression involving counting
H-extensions.
Proposition 4.7. Let 1 → R → F → H → 1 be a fundamental short exact sequence
associated to a finite set C of finite |Γ|′-Γ-groups, a positive integer n, an admissible Γ-group
H, and a Γ-equivariant surjection ̟ : (Fn)C → H.
(1) Let G be an irreducible abelian F ⋊ Γ-group. Then
| SurF⋊Γ(R,G)| = |AutF⋊Γ(G)|
∑
isom. classes of admissible
H-extensions (E,π)
ker π≃G as H ⋊ Γ-groups
E is level C
∑
D∈EH ,D≤E
ν(D,E)
(
|Y (D)|
|Y (H)|
)n
|AutΓ,H(E, π)|
if the action of F ⋊ Γ on G factors through F ⋊ Γ→ H ⋊ Γ and | SurF⋊Γ(R,G)| = 0
otherwise.
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(2) Let G be a finite non-abelian Γ-group in N . Let Gi be the pairwise non-isomorphic
irreducible F ⋊Γ-group structures on G, that are compatible with the Γ-action on G,
for 1 ≤ i ≤ k (k may be 0). Then
k∑
i=1
| SurF⋊Γ(R,Gi)|
|AutF⋊Γ(Gi)|
=
∑
isom. classes of admissible
H-extensions (E,π), ker π ≃ G as Γ-groups
ker π irred. E ⋊ Γ-group, E is level C
∑
D∈EH ,D≤E
ν(D,E)
(
|Y (D)|
|Y (H)|
)n
|AutΓ,H(E, π)|
.
Proof. We have that | SurF⋊Γ(R,G)| is |AutF⋊Γ(G)| times the number of F ⋊ Γ-subgroups
M of R such that R/M is isomorphic to G as an F ⋊ Γ-group. If R/M is abelian, then the
action of F ⋊ Γ on R/M factors through H ⋊ Γ (because conjugation by elements from R is
trivial in R/M as R/M is abelian). We then have the number of F ⋊ Γ-subgroups M of R
such that R/M is isomorphic to G as an F ⋊ Γ-group is∑
isom. classes of admissible
H-extensions (E,π) s.t.
ker π≃G as H ⋊ Γ-groups
#
{
F ⋊ Γ-subgroups M of R
∣∣∣∣∣ (F/M → H) ≃ (E, π)as H-extensions,
}
where we recall that H is a Γ-group, and “H-extensions” above refers to extensions of Γ-
groups. By the definition of F and the irreducibility of G as an F ⋊ Γ-group, we have that
any surjection of H-extensions (Fn)C → H to E → H factors through F → H (as in [LW,
Prop 8.7]). Thus the above sum is equal to∑
isom. classes of admissible
H-extensions (E,π) s.t.
ker π≃G as H ⋊ Γ-groups
| SurΓ((Fn)C → H, π)|
|AutΓ,H(E, π)|
.
Then (1) now follows from applying Lemma 4.6 above. The proof of (2) is similar, except
we put together all H-extensions (E, π) whose kernel has the same Γ-group structure. 
Corollary 4.8. Let H, F and R be as in Proposition 4.7. If G ∈ AH , then
hH⋊Γ(G)
m(C,n,̟,G) − 1
hH⋊Γ(G)− 1
=
∑
isom. classes of admissible
H-extensions (E,π)
ker π ≃ G as H ⋊ Γ-groups
E is level C
∑
D∈EH ,D≤E
ν(D,E)
(
|Y (D)|
|Y (H)|
)n
|AutΓ,H(E, π)|
.
If G ∈ N , then
m(C, n,̟,G) =
∑
isom. classes of admissible
H-extensions (E,π), ker π ≃ G as Γ-groups
ker π irred. E-group, E is level C
∑
D∈EH ,D≤E
ν(D,E)
(
|Y (D)|
|Y (H)|
)n
|AutΓ,H(E, π)|
.
Remark 4.9. This corollary shows that m(C, n,̟,G) does not depend on the choice of the
Γ-equivariant surjection̟ : (Fn)C → H . Thus we will denotem(C, n,̟,G) bym(C, n,H,G).
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Proof. We have that R as an F ⋊Γ-group can be written as
∏k
i=1G
mi
i where Gi are pairwise
non-isomorphic irreducible F ⋊ Γ-groups. By [LW, Thm. 7.1],
| SurF⋊Γ(R,Gi)| =
{
hF⋊Γ(Gi)
mi − 1 if Gi is abelian
mi|AutF⋊Γ(Gi)| if Gi is non-abelian.
Then the corollary follows by Proposition 4.7 and the definition of m(C, n,̟,G) for G ∈ AH
and G ∈ N . 
Now we are ready to put together the above results to give the explicit measures of basic
opens. We define for G ∈ AH
(4.10) λ(C, H,G) := (hH⋊Γ(G)− 1)
∑
isom. classes of admissible
H-extensions (E,π)
ker π≃G as H ⋊ Γ-groups
E is level C
1
|AutΓ,H(E, π)|
,
and for G ∈ N
(4.11) λ(C, H,G) :=
∑
isom. classes of admissible
H-extensions (E,π), ker π ≃ G as Γ-groups
ker π irred. E-group, E is level C
1
|AutΓ,H(E, π)|
.
Theorem 4.12. Let C be a finite set of finite |Γ|′-Γ-groups and H a finite level C admissible
Γ-group. Let n ≥ 1 and u > −n be integers. Then
Prob((Xu,n)
C ≃ H as Γ-groups)(4.13)
=
| SurΓ(Fn, H)|
|AutΓ(H)||Y (H)|n+u
∏
G∈AH
m(C,n,H,G)−1∏
k=0
(1−
hH⋊Γ(G)
k
|Y (G)|n+u
)
∏
G∈N
(1− |Y (G)|−n−u)m(C,n,H,G)
and we have
lim
n→∞
Prob((Xu,n)
C ≃ H as Γ-groups)(4.14)
=
1
|AutΓ(H)||Y (H)|u
∏
G∈AH
∞∏
i=1
(1− λ(C, H,G)
hH⋊Γ(G)
−i
|Y (G)|u
)
∏
G∈N
e−|Y (G)|
−uλ(C,H,G).
Proof. We have
Prob((Xu,n)
C ≃ H as Γ-groups)(4.15)
=
∑
N✂(Fn)C , s.t. N is closed
(Fn)C/N≃H as Γ-groups
Prob([Y ({r1, · · · , rn+u})](Fn)C = N),
where r1, · · · , rn+u are independent random with respect to the Haar measure on (Fn)C. For
each closed normal Γ-subgroup N of (Fn)C, by Lemma 3.3 (2)-(3) and Lemma 3.5, it follows
that
Prob(Y ({r1, · · · , rn+u}) ⊂ N
d) = |Y (H)|−n−u.
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Let 1 → R → F → H → 1 be the fundamental short exact sequence induced by (Fn)C →
(Fn)C/N ≃ H . We claim
Prob([Y ({r1, · · · , rn+u})](Fn)C = N | Y ({r1, · · · , rn+u}) ⊂ N
d)
= Prob([Y ({r′1, · · · , r
′
n+u})]F = R),
where r′i are independent uniform random elements of R. First note that in the case we
are considering [Y ({r1, · · · , rn+u})](Fn)C is a (Fn)
C-normal Γ-subgroup of N , and thus is N
if and only if its quotient mod M is R (by the definition of the fundamental exact sequence
(7.1)). Then use can use Lemma 3.3 (2) and Lemma 3.5, to see that for r Haar random
from (Fn)C, the distribution of Y (r) mod M conditional on Y (r) ⊂ Nd is the same as the
distribution of Y (r′) for r′ uniform random from R. Then by Proposition 4.3 and Remark 4.9,
Equality (4.13) follows from the fact that the number of subgroups N that the sum (4.15)
is taken over equals to | SurΓ(Fn, H)||AutΓ(H)|−1.
We claim that there are only finitely many G ∈ AH ∪ N such that m(C, n,H,G) is
nonzero. First, since any irreducible F ⋊ Γ-group factor of R is characteristically simple,
as a group it is isomorphic to a power of a simple group. The factor, as a Γ-group, is in
C and [LW, Cor. 6.12] shows the underlying simple group is in the closure of the set of
groups in C (forgetting the Γ-structure) under taking subgroups and quotients (and this is
a finite set of groups). Then [LW, Lem. 6.1], applied to the quotient of (4.2) by all other
irreducible F ⋊ Γ-group factors of R, shows that the power of the simple group is bounded
by |H ⋊ Γ|, proving the claim. Therefore, to establish Equality (4.14), it suffices to take the
limit of a factor in (4.13) corresponding to each G ∈ AH ∪ N . For each E,D in the sum
in Corollary 4.8, since E is admissible, we have that Y (D) = Y (E) implies E = D. Thus
we have |Y (D)|/|Y (H)| ≤ |Y (E)|/|Y (H)| = |Y (G)| where the equality holds exactly when
D = E. Then by the definition of λ(C, H,G) and Corollary 4.8, we see that λ(C, H,G) is
related to m(C, n,H,G) as follows
(4.16) λ(C, H,G) =
 limn→∞hH⋊Γ(G)
m(C,n,H,G)|Y (G)|−n if G ∈ AH
lim
n→∞
m(C, n,H,G)|Y (G)|−n if G ∈ N .
If there are no extensions E in the sum in Corollary 4.8, then m(C, n,H,G) = 0 for any n
and λ(C, H,G) = 0. Otherwise λ(C, H,G) > 0, and it follows by (4.16) that m(C, n,H,G)→
∞ as n → ∞. So using (4.16) and [LW, Lem. 8.11], we obtain the limit in Equality (4.14)
for the factor corresponding to each G ∈ AH ∪ N . Then (4.14) will follow from the claim
that limn→∞ | SurΓ(Fn, H)||Y (H)|−n = 1. By Corollary 3.6, |HomΓ(Fn, H)| = |Y (H)|n, and
the number of non-surjective homomorphisms is bounded by the sum of proper Γ-subgroups
H ′ of H of |Y (H ′)|n. Since H is admissible, as above we have that Y (H ′) = Y (H) implies
H ′ = H , and thus the claim and theorem follow. 
5. Countable additivity of µu
In the last section we proved that the limit defining µu in (3.15) exists. In this section we
will show that µu extends to a Borel probability measure, and in particular that there is no
escape of mass. They key ingredient will be to control the size of µu,n on the basic opens,
and make sure the measures are not decreasing too fast in n.
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5.1. Chief factor pairs. In this section, we will introduce a notion of Γ-chief factor pairs,
which will be used in the main technical result to control the size of µu,n. We first recall the
definition of chief factor pairs from [LW]. A chief factor pair is a pair (M,A) such that M
is an irreducible A-group and the A-action on M is faithful. Two chief factor pairs (M1, A1)
and (M2, A2) are isomorphic if there is an isomorphism ω : M1 →M2 such that the induced
isomorphism ω∗ : Aut(M1)→ Aut(M2) maps A1 to A2. If M is a minimal normal subgroup
of a finite group G, then we denote ρM the homomorphism
ρM : G → Aut(M)
g 7→ (x 7→ gxg−1)x∈M .
Let G be a finite group and
1 = G0 ✁G1 ✁ · · ·✁Gr = G
a chief series of G (a chain of normal subgroups such that Gi+1/Gi is a minimal normal
subgroup of G/Gi for each 0 ≤ i ≤ r − 1). Then CF(G) is defined to be the set consisting
of all isomorphism classes of chief factor pairs
{(
Gi+1/Gi, ρGi+1/Gi(G/Gi)
)r−1
i=0
}
. By [LW,
Lem. 6.3], this set does not depend on the choice of the chief series of G. For a set T of finite
groups, we define CF(T ) := ∪G∈TCF(G).
Definition 5.1. For a finite |Γ|′-Γ-group G, we have that CFΓ(G) is defined to be the set of
isomorphism classes of chief factor pairs defined as follows
CFΓ(G) = {(M,A) ∈ CF(G⋊ Γ) | gcd(|M |, |Γ|) = 1} .
In other words, the set CFΓ(G) is the set of chief factor pairs in CF(G⋊Γ) in which the first
term comes from the normal subgroup G of G⋊ Γ. Chief factor pairs belonging to CFΓ(G)
are called Γ-chief factor pairs. Let C be a set of finite |Γ|′-Γ-groups. We define
CFΓ(C) =
⋃
G∈C
CFΓ(G).
Lemma 5.2. If C is a set of finite |Γ|′-Γ-groups and C is closed under taking Γ-subgroups
and Γ-quotients, then CFΓ(C) = CFΓ(C).
Proof. Since C is the closure of C under taking finite direct products, Γ-subgroups and Γ-
quotients, it suffices to show that none of these three actions creates new Γ-chief factor pairs
not belonging to CFΓ(C). First, it’s clear that taking Γ-quotients and taking finite direct
products do not create new chief factor pairs.
Assume J is a Γ-subgroup of G for G ∈ C such that CFΓ(G) ⊆ CFΓ(C). We want to prove
CFΓ(J) ⊆ CFΓ(C). Let
1 = G0 ✁G1 ✁ · · ·✁Gr = G✁ · · ·✁G⋊ Γ
be a chief series of G ⋊ Γ passing through the normal subgroup G. We can construct a
chief series of J ⋊ Γ that passes through Gi ∩ J for every i = 0, · · · , r. The chief factor
pairs achieved from the elements between Gi ∩ J and Gi+1 ∩ J are achieved from the group
J/(Gi∩J) ≃ (JGi)/Gi, which is a Γ-subgroup of G/Gi. Thus it’s enough to consider the chief
series at the positions between 1 and G1 ∩ J . Since (G1, ρG1(G⋊ Γ)) ∈ CFΓ(G) ⊆ CFΓ(C),
there is a Γ-group G′ ∈ C and a minimal subgroup G′1 of G
′ such that the chief factor
pairs (G1, ρG1(G ⋊ Γ)) and (G
′
1, ρG′1(G
′ ⋊ Γ)) are isomorphic, i.e. ∃α : G1
∼
→ G′1 such that
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α∗ : Aut(G1)
∼
→ Aut(G′1) maps ρG1(G ⋊ Γ) to ρG′1(G
′ ⋊ Γ). Define A := ρG1(J ⋊ Γ) =
((J ⋊ Γ) ·CG⋊Γ(G1))/CG⋊Γ(G1), where the notation CG⋊Γ(G1) represents the centralizer of
the subgroup G1 in G ⋊ Γ. By gcd(|G|, |Γ|) = gcd(|G′|, |Γ|) = 1, we have α∗(ρG1(G)) =
ρG′1(G
′) because normal Hall subgroups are order-unique. Then it follows by the Schur–
Zassenhaus Theorem that α∗(ρG1(Γ)) is conjugate to ρG′1(Γ) in ρG′1(G
′⋊Γ), and so by taking
the preimages under ρG′1 , we have Γ is conjugate to a subgroup Γ
′ of ρ−1G′1(α
∗(ρG1(Γ))) such
that ρG′1(Γ
′) = α∗(ρG1(Γ)). We let J
′ := ρ−1G′1
(α∗(A)) ∩ G′, and since α∗(ρG1(J)) ⊂ ρG′1(G
′),
we have ρ−1G′1(α
∗(ρG1(J))) ⊂ J
′ and thus Γ′ is a complement of the normal subgroup J ′ of
ρ−1G′1
(α∗(A)). We then have ρ−1G′1(α
∗(A)) = J ′ ⋊ Γ′ and the short exact sequence
1→ CG′⋊Γ(G
′
1)→ J
′ ⋊ Γ′ → α∗(A)→ 1.
So the action of J ′ ⋊ Γ′ via conjugation on G′1, and hence on G
′
1 ∩ J
′, factors through
α∗(A). We define J ′1 := α(G1 ∩ J). Because the conjugation action of J ⋊ Γ on G ⋊ Γ
stabilizes J , we have the action of A on G1 stabilizes G1 ∩ J . So α maps G1 ∩ J with the
action of A isomorphically to J ′1 with the action of α
∗(A). Then by ρG1(G1 ∩ J) ⊂ A, we
have ρG′1(J
′
1) ⊂ α
∗(A) and therefore J ′1 is a subgroup of J
′. Every chief factor pair of J ⋊ Γ
achieved from positions between 1 and G1∩J is also a chief factor pair of J ′⋊Γ′ achieved via
a series passing through J ′1. Note that G
′ has a second action of Γ defined by the conjugation
morphism cg (by an element g ∈ G′ ⋊ Γ) taking Γ → Γ′ and then the conjugation action
of Γ′ in G′ ⋊ Γ. Further the inner automorphism cg on G′ gives a group automorphism of
G′ taking the first Γ-action to the second Γ-action, and so G′ with the second Γ action is
in C. Thus J ′ as a Γ′-subgroup of G′ belongs to C, so CFΓ(J) ⊆ CFΓ(C) and we prove the
lemma. 
Lemma 5.2 establishes the analog of [LW, Lem. 6.11] in the category of Γ-groups. By
applying the proof of [LW, Lem. 6.13], we have the following corollary.
Corollary 5.3. Let C be a set of finite |Γ|′-Γ-groups. Assume ℓ is the upper bound of the
orders of groups in C. For each pair (M,A) ∈ CFΓ(C), the maximal divisor of |A/ Inn(M)|
that is relatively prime to |Γ| is strictly less then ℓ. Furthermore, CFΓ(C) is a finite set.
5.2. Countably additivity of µu. In this section, we will use Corollary 5.3 to control the
size of µu,n and deduce countable additivity as a result. Let Cℓ be the set of (isomorphism
classes of) all Γ-groups of order ≤ ℓ. The multiplicities appearing in the formula for µu,n are
the key part to be bounded, and those will be controlled in terms of Γ-chief factor pairs by
the result below. The key aspect of the bound is that the bound for multiplicities involving
H only depends on the quotient of H at a smaller level.
Lemma 5.4. Let H be a Γ-group of level Cℓ and denote HCℓ−1 by H˜. If M is a direct product
of isomorphic abelian simple groups, then
(5.5) #
{
G ∈ AH
∣∣∣∣∣ G ≃M as groups, andm(Cℓ, n,H,G) 6= 0 for some n
}
≤
∑
(M,A)∈CFΓ(Cℓ)
| Sur(H˜ ⋊ Γ, A)|.
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If M is a direct product of isomorphic non-abelian simple groups, then
#
{
isom. classes of H-extensions (E, π)
∣∣∣∣∣ ker π ≃ M is irred. E-groupE is level Cℓ
}
(5.6)
≤
∑
(M,A)∈CFΓ(Cℓ)
| Sur(H˜ ⋊ Γ, A/ Inn(M))|.
Proof. Let G ∈ AH and φ : G ≃ M an isomorphism of groups such that m(Cℓ, n,H,G) 6= 0
for some n. Let
1→ R→ F ⋊ Γ→ H ⋊ Γ→ 1
be the short exact sequence associated to Cℓ, n and H . Then G appears as an irreducible
factor of R and (G, ρG(F⋊Γ)) ∈ CFΓ(Cℓ). After applying φ : G ≃M , the quotient ρG(F⋊Γ)
of H ⋊ Γ acts on M , and hence (M, ρG(F ⋊ Γ)) ∈ CFΓ(Cℓ). We let ρ denote the quotient
map from H ⋊ Γ to ρG(F ⋊ Γ), so we obtain the following map between sets
(5.7){
G ∈ AH, φ
∣∣∣∣∣ φ : G ≃M andm(Cℓ, n,H,G) 6= 0 for some n
}
→ {(M,A) ∈ CF(Cℓ), ρ ∈ Sur(H ⋊ Γ, A)}.
If (G1, φ1) and (G2, φ2) have the same image on the right-hand side, then φ−12 ◦ φ1 gives an
isomorphism of the H ⋊ Γ-groups G1 and G2 taking φ1 to φ2. So it follows that the map
(5.7) is injective.
To establish (5.6), we will similarly construct a map{
isom. classes of H-extensions (E, π)
∣∣∣∣∣ ker π ≃M is irred. E-groupE is level Cℓ
}
(5.8)
→ {(M,A) ∈ CFΓ(Cℓ), φ ∈ Sur(H ⋊ Γ, A/ Inn(M))}.
Let (E, π) be an H-extension described on the left hand side in (5.8). Then we define the
image of (E, π) is (M,A), φ, where M = ker π, and A = ρker π(E ⋊ Γ), and φ ∈ Sur(H ⋊
Γ, A/ Inn(M)) is a surjection on quotient groups induced by ρker π ∈ Sur(E ⋊ Γ, A) (note
that ρker π maps ker π isomorphically to Inn(M) since M is a direct product of isomorphic
non-abelian simple groups). If (E1, π1) and (E2, π2) have the same image (M,A), φ under
the map (5.8), then they are isomorphic as H-extensions since E1 ⋊ Γ and E2 ⋊ Γ are both
the fiber product of φ : H ⋊ Γ → A/ Inn(M) and A → A/ Inn(M). (This can be checked
because they inject into the fiber product and have the same order.)
Finally, by Corollary 5.3, in both abelian case and non-abelian case, Sur(H⋊Γ, A/ Inn(M))
is in one-to-one correspondence with Sur(H˜ ⋊ Γ, A/ Inn(M)), and the lemma follows. 
Given a finite Γ-group H of level Cℓ, we let Pu,n(UCℓ,H) denote the product in (4.13), i.e.
Pu,n(UCℓ,H) =
∏
G∈AH
m(Cℓ,n,H,G)−1∏
k=0
(1−
hH⋊Γ(G)
k
|Y (G)|n+u
)
∏
G∈N
(1− |Y (G)|−n−u)m(Cℓ,n,H,G).
We have now give the key consequence of the work above, which is that the Pu,n(UCℓ,H) can
be controlled in terms of HCℓ−1 .
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Corollary 5.9. Suppose ℓ > 1, n ≥ 1 and u > −n are integers and H˜ is a finite Γ-group
of level Cℓ−1. Then there exists a non-zero constant c(u, ℓ, H˜) depending on u, ℓ and H˜
such that, for each finite Γ-group H of level Cℓ with HCℓ−1 ≃ H˜ as Γ-groups, the probability
Pu,n(UCℓ,H) is either zero or not less than c(u, ℓ, H˜).
Corollary 5.9 can be proven by the same argument as in the proof of [LW, Lem. 9.5].
For the abelian factors in Theorem 4.12, Remark 4.4 shows that it suffices to give an upper
bound on the number of non-trivial factors depending only on u, ℓ and H˜ , which is given
by Lemma 5.4. For the non-abelian factors, we need an upper bound on the sum of the
multiplicities each weighted by |Y (G)|−n. Using the expression of Corollary 4.8 for the
multiplicities, and combining with Lemma 4.6, Corollary 3.6, and Lemma 5.4, we obtain an
upper bound depending only on u, ℓ and H˜ .
The following is a technical lemma that allows us to use our control of Pu,n(UCℓ,H) in terms
of HCℓ−1 to obtain desired analytic results involving interchanging infinite sums and limits.
Lemma 5.10. Suppose fn(H, ℓ) is a nonnegative-valued function defined for positive integers
n, ℓ and every finite Γ-group H of level Cℓ, such that
(1) There are functions gn(H, ℓ) satisfying
fn(H, ℓ) = gn(H, ℓ)Pu,n(UCℓ,H), ∀n, ℓ,H,
(2) For every H, the limit function g(H, ℓ) of gn(H, ℓ) as n→∞ exists, and gn(H, ℓ) ≤
g(H, ℓ) for any n.
(3) For any n, ℓ and any finite Γ-group H˜ of level Cℓ−1, the following equality holds.∑
H: finite Γ-group of level Cℓ
s.t. H˜ ≃ HCℓ−1 as Γ-groups
fn(H, ℓ) = fn(H˜, ℓ− 1).
Then for any integer ℓ ≥ 1, we have that limn→∞ fn(H, ℓ) exists for any ℓ and any finite
Γ-group H of level Cℓ, and∑
H: finite Γ-group of level Cℓ
lim
n→∞
fn(H, ℓ) = lim
n→∞
fn(trivial group, 1).
Proof. Note that the existence of the limit limn→∞ fn(H, ℓ) follows from (1), (2), and the
proof of Theorem 4.12, which shows limn→∞ Pu,n(UCℓ,H) exists. We will prove the lemma by
induction on ℓ. Since the trivial group (with trivial Γ-action) is the only finite Γ-group of
level 1, the statement in the lemma obvious holds for ℓ = 1. Now we assume∑
H˜: finite Γ-group of level Cℓ−1
lim
n→∞
fn(H˜, ℓ− 1) = lim
n→∞
fn(trivial group, 1).
Then using the condition (3), the inductive step is equivalent to the following identity for
each H˜ of level ℓ− 1.
(5.11)
∑
H: finite Γ-group of level Cℓ
s.t. H˜ ≃ HCℓ−1 as Γ-groups
lim
n→∞
fn(H, ℓ) = lim
n→∞
∑
H: finite Γ-group of level Cℓ
s.t. H˜ ≃ HCℓ−1 as Γ-groups
fn(H, ℓ).
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We fix ℓ and H˜. By condition (2), for every H , there are positive numbers i(H) such that
gn(H, ℓ) ≥
1
2
g(H, ℓ) for n ≥ i(H). So by Corollary 5.9, when n ≥ i(H) we have either
fn(H, ℓ) = 0 or
fn(H, ℓ) ≥
1
2
c(u, ℓ, H˜)g(H, ℓ).
We define Λ to be the set of all isomorphism classes of finite Γ-groups H of level ℓ such that
HCℓ−1 ≃ H˜ and fn(H, ℓ) > 0 for some n. So for a Γ-group H of level Cℓ whose pro-Cℓ−1
completion is H˜ , the function fn(H, ℓ) is dominated by g(H, ℓ) when H ∈ Λ and 0 otherwise.
The sum of dominated functions∑
H∈Λ
g(H, ℓ) = lim
n→∞
∑
H∈Λ s.t. i(H)≤n
g(H, ℓ)
≤ lim
n→∞
∑
H∈Λ s.t. i(H)≤n
2
c(u, ℓ, H˜)
fn(H, ℓ)
≤
2
c(u, ℓ, H˜)
lim
n→∞
∑
H: finite Γ-group of level Cℓ
s.t. H˜ ≃ HCℓ−1 as Γ-groups
fn(H, ℓ)
=
2
c(u, ℓ, H˜)
lim
n→∞
fn(H˜, ℓ− 1).
is finite. So by Lebesgue’s Dominated Convergence Theorem, we obtain (5.11) 
Finally, we are able to deduce countable additivity of µu.
Theorem 5.12. Let u ≥ 0 be an integer. Then µu is countably additive on the algebra
A generated by the open basic sets UC,H for H a finite Γ-group and C a finite set of finite
|Γ|′-Γ-groups.
Proof. By the same argument as in the proof of [LW, Cor. 9.7 and Thm. 9.1], it suffices to
prove ∑
H: finite Γ-group of level ℓ
µu(UCℓ,H) = 1.
We will apply Lemma 5.10 by setting
fn(H, ℓ) = µu,n(UCℓ,H) and gn(H) =
| SurΓ(Fn, H)|
|AutΓ(H)||Y (H)|n+u
.
The limit of gn as n→∞ is g(H) = |AutΓ(H)|−1|Y (H)|−u by Corollary 3.6. One can easily
check that conditions (1), (2), and (3) in Lemma 5.10 hold, and hence we have∑
H: finite Γ-group of level ℓ
µu(UCℓ,H) = µu(UC1,trivial group) = 1.

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5.3. The Borel probability measure µu. Applying Theorem 5.12, it follows from Carathéodory’s
extension theorem that µu can be uniquely extended to a measure on the Borel sets of P. In
this section, we let C be an arbitrary (not necessarily finite) set of finite |Γ|′-Γ-groups and
give the value of µu on the specific type of Borel sets
VC,H := {X ∈ P | X
C ≃ H as Γ-groups}
for a finite Γ-groupH of level C. Note that VC,H is not a basic open set, but is the intersection
of a sequence of basic open sets.
Definition 5.13. Let C be a set of finite |Γ|′-Γ-groups, n a positive integer, and H a finite
Γ-group of level C. Let D1 ⊂ D2 ⊂ · · · be finite sets of finite Γ-groups such that ∪i≥1Di = C.
For any G ∈ AH ∪ N , we define m(C, n,H,G) = limi→∞m(Di, n,H,G) and λ(C, H,G) =
limi→∞ λ(Di, H,G). One can see that these definitions not depend on the choice of the
increasing sequence Di.
Theorem 5.14. Let C be an arbitrary set of finite |Γ|′-Γ-groups. Let H be a finite admissible
Γ-group of level C. Let u be an integer. Then
µu(VC,H) =
1
|AutΓ(H)||Y (H)|u
∏
G∈AH
∞∏
i=1
(1− λ(C, H,G)
hH⋊Γ(G)
−i
|Y (G)|u
)
∏
G∈N
e−|Y (G)|
−uλ(C,H,G).
Theorem 5.14 can be proven with the same argument as in the proof of [LW, Lemma 11.3].
Briefly, µu(VC,H) is a limit in i of µu(UDi,H), each of which are a limit in n by definition.
We use that each factor in µu(UDi,H) is non-increasing in i and [LW, Lemma 8.11] to obtain
Theorem 5.14.
6. Moments
In this section, we find the moments of our distributions µu on random Γ-groups. It is these
averages over the distribution that will we prove in Part II actually match the corresponding
averages of Gal(K#/K) for function fields as q → ∞. Given our definitions, it is simple to
find the limit in n of the moments of µu,n, but it takes some work to prove that these agree
with the moments of µu.
Lemma 6.1. Let A be a finite admissible |Γ|′-Γ-group. Then for any integer u we have
lim
n→∞
E(SurΓ(Xu,n, A)) =
1
[A : AΓ]u
.
Proof. We have
E(SurΓ(Xu,n, A)) =
∑
ϕ∈SurΓ(Fn,A)
Prob(Y (S) ∈ (kerϕ)d) =
| SurΓ(Fn, A)|
|Y (A)|n+u
=
1
|Y (A)|u
.
The proofs of the second and third equalities above occur in the beginning and the end,
respectively, of the proof Theorem 4.12. Then Lemma 3.3 implies the lemma. 
For the following we will again use our multiplicity bounds coming from chief factor pairs
as captured by Lemma 5.10. This will give us the analytic power to interchange the limit
with the implicit infinite sum in the expected value. Using a delicate choice of function in
Lemma 5.10, we are able to obtain the moments of µu.
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Theorem 6.2. Let Xu be a random profinite Γ-group with distribution µu. For any integer
u and any finite admissible Γ-group group A we have
E(SurΓ(Xu, A)) =
1
[A : AΓ]u
.
Proof. We consider the following function defined for any positive integer ℓ and any finite
Γ-group H of level Cℓ,
fn(H, ℓ) = E(| SurΓ(Xu,n, A)| × 1XCℓu,n≃H),
where 1
X
Cℓ
u,n≃H
is the indicator function of XCℓu,n ≃ H as Γ-groups. We let πFn : Fn → (Fn)
Cℓ
and πA : A → ACℓ be the pro-Cℓ completion maps. Each φ ∈ SurΓ(Fn, A) induces a map
φ ∈ SurΓ((Fn)Cℓ , ACℓ). By the definition of random group Xu,n, we have
E(| SurΓ(Xu,n, A)| × 1XCℓu,n≃H)(6.3)
=
∑
φ∈SurΓ(Fn,A)
Prob(Y (S) ⊆ (ker φ)d and (Fn)Cℓ/[Y (S)](Fn)Cℓ⋊Γ ≃ H)
where S is the set of n + u independent Haar random elements of Fn, and S is their set of
images in (Fn)Cℓ . Given φ ∈ SurΓ(Fn, A), we have
Prob(Y (S) ⊆ (kerφ)d | Y (S) ⊆ (ker φ)d) =
|Y (ACℓ)|n+u
|Y (A)|n+u
,
by Lemma 3.3. Further, we can use Lemma 3.3 and basic properties of probability to see
that for any set y of n + u elements of (kerφ)d, we have that
Prob(Y (S) ⊆ (ker φ)d | Y (S) = y) =
|Y (ACℓ)|n+u
|Y (A)|n+u
.
We can then consider all y that give quotient H to see that
Prob
(
Y (S) ⊆ (kerφ)d and
(Fn)
Cℓ/[Y (S)](Fn)Cℓ⋊Γ ≃ H
∣∣∣∣∣ Y (S) ⊆ (kerφ)
d and
(Fn)
Cℓ/[Y (S)](Fn)Cℓ⋊Γ ≃ H
)
=Prob(Y (S) ⊆ (kerφ)d | Y (S) ⊆ (ker φ)d and (Fn)Cℓ/[Y (S)](Fn)Cℓ⋊Γ ≃ H)
=
|Y (ACℓ)|n+u
|Y (A)|n+u
.
Thus (6.3) is equal to
|Y (ACℓ)|n+u
|Y (A)|n+u
∑
φ∈SurΓ(Fn,A)
Prob
(
Y (S) ⊆ (ker φ)d and
(Fn)
Cℓ/[Y (S)](Fn)Cℓ⋊Γ ≃ H
)
=
|Y (ACℓ)|n+u
|Y (A)|n+u
∑
φ∈SurΓ(Fn,A)
#
(τ, π)
∣∣∣∣∣
τ ∈ SurΓ((Fn)
Cℓ , H)
π ∈ SurΓ(H,A
Cℓ)
and π ◦ τ = φ

|AutΓ(H)||Y (H)|n+u
Pu,n(UCℓ,H).(6.4)
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On the other hand, let φ ∈ SurΓ((Fn)Cℓ , ACℓ). Then the composition map ρ := φ ◦ πFn is a
surjection from Fn → ACℓ . The number of φ ∈ SurΓ(Fn, A) such that φ induces φ is the size
of SurΓ(ρ, πA) which is computed in Lemma 4.6. Therefore,
∑
φ∈SurΓ(Fn,A)
#
(τ, π)
∣∣∣∣∣
τ ∈ SurΓ((Fn)
Cℓ , H)
π ∈ SurΓ(H,A
Cℓ)
and π ◦ τ = φ
 = | SurΓ(ρ, πA)|| SurΓ((Fn)Cℓ , H)|| SurΓ(H,ACℓ)|.
From Corollary 3.6, we have that
| SurΓ((Fn)Cℓ , H)|
|Y (H)|n
≤ 1, lim
n→∞
| SurΓ((Fn)Cℓ , H)|
|Y (H)|n
= 1.
Also using Corollary 3.6 and Lemma 4.6, we have
and
| SurΓ(ρ, πA)|
|Y (A)|n|Y (ACℓ)|−n
≤ 1, lim
n→∞
| SurΓ(ρ, πA)|
|Y (A)|n|Y (ACℓ)|−n
= 1.
Then by (6.4), we obtain that fn(H, ℓ) = gn(H, ℓ)Pu,n(UCℓ,H) with
gn(H, ℓ) =
|Y (ACℓ)|n+u| SurΓ(ρ, πA)|| SurΓ((Fn)Cℓ , H)|| SurΓ(H,ACℓ)|
|Y (A)|n+u|Y (H)|n+u|AutΓ(H)|
and g(H, ℓ) := lim
n→∞
gn(H, ℓ) =
|Y (ACℓ)|u| SurΓ(H,ACℓ)|
|Y (A)|u|Y (H)|u|AutΓ(H)|
,
for which conditions (1) and (2) in Lemma 5.10 clearly hold. Also, the condition Lemma 5.10
(3) holds by the definition of functions fn. Thus, by Lemma 5.10 and Lemma 6.1 we have
(6.5)∑
H: finite Γ-group
of level ℓ
lim
n→∞
fn(H, ℓ) = lim
n→∞
fn(trivial group, 1) = lim
n→∞
E(| SurΓ(Xu,n, A)|) =
1
[A : AΓ]u
.
When ℓ is sufficiently large such that A is of level Cℓ,
lim
n→∞
fn(H, ℓ) = lim
n→∞
| SurΓ(H,A)|Prob((Xu,n)
Cℓ ≃ H) = | SurΓ(H,A)|Prob((Xu)
Cℓ ≃ H),
and hence (6.5) gives the desired result in the theorem. 
7. Comparison to other distributions
7.1. Cohen–Lenstra–Martinet distribution. First, let C be any finite set of finite abelian
|Γ|′-Γ-groups. Then in a fundamental short exact sequence 1 → R → F → H → 1, we see
that the H-action on R is trivial, and thus m(C, n,H,G) = 0 unless G ∈ AH with trivial
H-action. Moreover, by Corollary 3.8, we see that
∑
g∈Γ g acts trivially on F , and thus
F Γ = RΓ = HΓ = 1 for any admissible H . Moreover, it can easily be seen using the group
algebra that if HΓ = 1 then H is admissible.
Now consider the set C of all abelian |Γ|′-Γ-groups. Let N be a closed Γ-subgroup of (Fn)C
such that the quotient H := (Fn)C/N is finite. We then claim N ≃ (Fn)C. The claim can
be checked on the maximal pro-p quotients Np and (Fn)p, in which case it follows because
Np is a projective Zp[Γ]-module (since Zp[Γ] is hereditary) and Np ⊗Zp Qp ≃ (Fn)p ⊗Zp Qp
(e.g. see [Ser77, Sect. 16, Thm. 34, Cor. 2]).
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Recall that by Remark 4.4, for each G ∈ AH , we have hΓ(G)mG = |G|, where mG is the
maximal integer such that GmG can be (H ⋊ Γ)-generated by coordinates of Y (g) of one
element g ∈ GmG. This we can use N ≃ (Fn)C to see that for any G ∈ AH with trivial
H-action, we have m(C, n,H,G) = nmG, and hence by (4.16) we have λ(C, H,G) = 1 for
any G ∈ AH with trivial H-action and GΓ = 1.
By Theorem 5.14, we then have, for H a finite abelian |Γ′|-Γ-group H with HΓ = 1,
µu(VC,H) =
1
|AutΓ(H)||H|u
∏
p∤|Γ|
∏
G irred. non-trivial
rep. of Γ over Fp
∞∏
i=1
(1−
hΓ(G)
−i
|G|u
).
We obtain a similar result if we restrict C to all abelian groups whose orders are only divisible
by primes in some fixed set of primes not dividing |Γ|. When Γ = Z/2Z and u = 0, 1, the
measures above are the distributions that Cohen and Lenstra [CL84] conjectured for the
(odd parts of) class groups of imaginary and real, respectively, quadratic fields. For any Γ,
when u = 1, the measures above are the conjectured distributions for the (prime-to-|Γ| parts
of) class groups of totally real Γ-number fields, by conjectures of Cohen and Lenstra [CL84]
for abelian Γ and Cohen and Martinet [CM90] for general Γ. (See [WW19, Proposition 6.5]
for more explanation of the fact that these conjectures agree with the measures above.)
7.2. Boston–Bush–Hajir distribution. Let p be an odd prime. Let Γ = Z/2Z and denote
the non-trivial element of Γ by σ.
7.2.1. For pro-p completions. We will denote the pro-p completion of Fn by (Fn)p. Let H
be an admissible p-Γ-group and ̟ : (Fn)p → H a Γ-equivariant surjection. Then we have
the following short exact sequence
1→ N → (Fn)p
̟
→ H → 1.
We first consider this as a short exact sequence of pro-p groups (forgetting the Γ-actions),
and define N∗ := Np[N, (Fn)p], and R′ := N/N∗, and F ′ := (Fn)p/N∗. Note that N∗ is a
Γ-subgroup of N . It follows that R′ and F ′ naturally obtain Γ-group structures from N and
(Fn)p respectively, and then we have a short exact sequence of p-Γ-groups
(7.1) 1→ R′ → F ′ → H → 1.
By definition, F ′ is the largest quotient of (Fn)p such that ker(F ′ → H) is an elementary
abelian p-group with the trivial F ′-action.
Lemma 7.2. Let Γ = Z/2Z and p be an odd prime. Let H be an admissible p-Γ-group.
Assume ̟ : (Fn)p → H is a Γ-equivariant surjection whose kernel can be generated, as a
closed normal Γ-subgroup, by the coordinates of Y (S), for some finite set S ⊂ (Fn)p. If C
is a finite set of p-Γ-groups such that HC = H then the fundamental short exact sequence
associated to n, H and C is given by the surjection (F ′)C → H induced by (7.1). In particular,
when the finite set C is sufficiently large, the fundamental short exact sequence is (7.1).
Proof. Let 1 → R → F → H → 1 denote the fundamental short exact sequence associated
to n, H and C. By the condition on the generation of ker̟, we have that Γ acts by −1 on
any irreducible factor G of R and hence G is an irreducible F -group. Since C contains only
p-Γ-groups, G has to be abelian, so is an irreducible H-group, which implies that G = Z/pZ
with the trivial H-action. Therefore by the construction of (7.1), F ′ → H has to factor
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through F . On the other hand, F → H factors through the largest quotient of F ′ of level C,
so we see F = (F ′)C. The last statement in the lemma follows immediately if F ′ is of level
C. 
Remark 7.3. Although the definition of short exact sequence given in Section 4 does not work
for an infinite set C, under conditions in Lemma 7.2 we can define the short exact sequence
for any set C of p-Γ-groups to be the one given by (F ′)C → H . It’s clear that the multiplicity
of factors in R = ker((F ′)C → H) agrees with the one obtained via Definition 5.13.
When n equals to the generator rank d(H) of H , then F ′ is called the p-covering group of
H and R′ is called the p-multiplicator rank of H , and dimFp(R′) is the relation rank r(H) of
H . Then we can conclude the following.
Theorem 7.4. Let Γ = Z/2Z be generated by σ and p an odd prime. Let u be a fixed integer.
Let C be the set of all p-Γ-groups. Given a finite p-Γ-group H, if H is of the form FCn/[Y (S)]
for some subset S ⊂ FCn of size n + u for some n, then
µu(VC,H) =
1
|AutΓ(H)||Y (H)|u
∞∏
i=1+u+d(H)−r(H)
(1− p−i).
If H is not of this form for any n, then µu(VC,H) = 0.
Proof. Theorem 5.14 gives the formula for µu(VC,H), and by the proof of Lemma 7.2, we see
that AH has only one element G with λ(C, H,G) 6= 0, and that |Y (G)| = p and hH⋊Γ(G) = p.
From [LW, Lem. 12.5], we know that m(C, n,H,G) equals to r(H) − d(H) + n, and thus
from Equation (4.16) we know that λ(C, H,G) = pr(H)−d(H). Combining we obtain the
theorem. 
7.2.2. For pro-p class c completions. For a p-group P , we let (Pi(P ))i≥0 denote the lower p-
central series of P , and Qi(P ) := P/Pi(P ). For each i, the Pi(P ) is a characteristic subgroup
of P , so if P is given a Γ-group structure, then Qi(P ) automatically obtains a Γ-group
structure from P .
Given a positive integer c, we define C to be the set of all finite p-Γ-groups of p-class at most
c. Note that C is closed under taking finite direct products, Γ-subgroups and Γ-quotients.
Therefore, the free admissible pro-C Γ-group (Fn)C is exactly Qc((Fn)p).
Let H be a finite admissible p-Γ-group of p-class at most c. Let ̟C : (Fn)C → H be the
surjection induced by a Γ-equivariant surjection ̟ : (Fn)p → H . Recall we have defined
F ′ and R′ in (7.1) for ̟. Then for each i, we have the following commutative diagram of
surjections
F ′ H
Qi(F
′) Qi(H).
The kernel of the upper row, which is R′, is an elementary abelian p-group, and thus so is
the kernel of the lower row.
Let clp(H) denote the p-class of H . If clp(H) < c, i.e. Qc−1(H) = H , then Pc−1(F ′) is
contained in ker(F ′ → H). Therefore Pc(F ′), which is defined to be [Pc−1(F ′), F ′]Pc−1(F ′)p,
is trivial since ker(F ′ → H) (and hence Pc−1(F ′)) is an elementary abelian p-group on which
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F ′ acts trivially by conjugation. It follows that F ′ is of p-class at most c, and for H as in
Lemma 7.2, we have by Remark 7.3 that 1 → R′ → F ′ → H → 1 is the fundamental short
exact sequence defined by ̟, and hence m(C, n,H,G) = r(H) − d(H) + n, where G is the
irreducible factor defined in the proof of Lemma 7.2.
If clp(H) = c, then Pc((Fn)p) ≤ N . The nucleus of H is defined to be Pc(F ′), which is the
image of Pc((Fn)p) under the quotient map (Fn)p → F ′, and hence Pc(F ′) = Pc((Fn)p)N∗/N∗
and is contained inN/N∗ = R′. The nuclear rank ofH is defined to be ν(H) := dimFp(Pc(F ′)).
Let 1 → RC → FC → H → 1 denote the fundamental short exact sequence induced by ̟C,
for which we have FC = F ′/Pc(F ′) and RC = R′/Pc(F ′) by Lemma 7.2 and Remark 7.3.
Then by applying Theorem 7.4, we have m(C, n,H,G) = r(H)−ν(H)−d(H)+n. Therefore
the theorem below immediately follows.
Theorem 7.5. Let p, H, and G be the ones defined in Theorem 7.4. Let C be the set of all
p-Γ-groups of p-class at most c. If H is of the form FCn/[Y (S)] for some subset S ⊂ F
C
n of
size n + u for some n , then
(1) when clp(H) < c then m(C, n,H,G) equals to r(H) + n− d(H) and
µu(VC,H) =
1
|AutΓ(H)||Y (H)|u
∞∏
i=1+u+d(H)−r(H)
(1− p−i);
(2) when clp(H) = c then m(C, n,H,G) equals to r(H)− ν(H) + n− d(H) and
µu(VC,H) =
1
|AutΓ(H)||Y (H)|u
∞∏
i=1+u+d(H)+ν(H)−r(H)
(1− p−i).
If H is not of this form for any n, then µu(VC,H) = 0.
So, when Γ = Z/2Z, we see explicitly our measure above on p-Γ-groups of p-class at most c.
In the case u = 0, our measure agrees with the measure of Boston, Bush, and Hajir [BW17,
Lemma 4.8] predicted to be the distribution of the p-class c quotient of p-class field tower
groups of imaginary quadratic fields. In the case u = 1, our measure agrees with the measure
of Boston, Bush, and Hajir [BBH18, Theorem 2.22] predicted to be the distribution of the
p-class c quotient of p-class field tower groups of real quadratic fields. (See [BBH17, Lemma
2.7] and [BBH18, Lemma 2.8] for the fact that the support of their measure is contained in
the support of our measure, and then it follows from the fact that the formulas match for
each H that the measures have exactly the same support.) In the work of Boston, Bush,
and Hajir, they start with the distribution on generator ranks predicted by Cohen–Lenstra,
and then for a given generator rank take all relations in the Frattini subgroup. This way,
they avoid taking a limit in n, which is the most difficult aspect of our model. Beyond the
pro-nilpotent case we cannot see how to avoid taking a limit in n.
Part II: Counting unramified extensions of function fields
8. Notation for Part II
Notation 8.1. For a scheme Z and a ring R, we write ZR for Z ×SpecZ SpecR.
For a scheme X with a morphism X → SpecFq, we write FX,q : X → X for the Frobenius
map that on open affine comes from the ring endomorphism a 7→ aq. We write X for the base
change X×Spec FqSpecFq, and we write FrobX for the Frobenius map FX,q×idSpec Fq : X → X.
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When we consider function f, g of several variables x1, . . . , y1, . . . , we write
f(x1, . . . , y1, . . . ) = Ox1,...(g(x1, . . . , y1, . . . ))
to mean there exists a function h of the variables x1, . . . , such that for every value of the
x1, . . . , y1, . . . we consider, we have |f(x1, . . . , y1, . . . )| ≤ h(x1, . . . )g(x1, . . . , y1, . . . ).
9. Relation between objects counted
In this section we explain how the objects that our moments count, i.e. unramified H-
extensions of Γ-extensions, correspond to certain H⋊Γ-extensions. That there is some kind
of correspondence is clear. However, since we wish to obtain exact constant averages, we
must carefully determine the factor introduced by this correspondence, and we do that in
this section. The following lemma gives the general correspondence.
Lemma 9.1. Let G, H, Γ be finite groups, with an action of Γ on H given. We have a
bijection from
Sur(G,H ⋊ Γ)
to
(9.2)
{
(ρ,N, s, φ)
∣∣∣∣∣ ρ ∈ Sur(G,Γ), N E G,N ⊂ ker ρ, s ∈ Hom(Γ, G/N),ρ ◦ s = id, φ ∈ IsomΓ(ker ρ/N,H)
}
given by ψ ∈ Sur(G,H ⋊ Γ) maps to (ρ,N, s, φ), where ρ is the projection of ψ to Γ, and
N = kerψ, and s = ψ−1 : Γ → G/N , and φ = ψ|ker ρ/N . (Note that the action of Γ on
ker ρ/N , is given by s and then conjugation.) The lemma also holds if G is profinite, all
homomorphisms are required to be continuous, and N is required to be closed.
Proof. To construct an inverse of this map, starting with (ρ,N, s, φ), we have that φ naturally
extends to an isomorphism ker ρ/N⋊Γ ≃ H⋊Γ. Note that s(Γ) is a subgroup ofG/N of order
|Γ| with trivial intersection with ker ρ, and so G/N is isomorphic naturally to ker ρ/N⋊s(Γ),
which is isomorphic (using s−1) to ker ρ/N ⋊ Γ. Thus with the above extension of φ, we
obtain an isomorphism ψ : G/N → H⋊Γ. One can check that these constructions are inverse
to one another. 
The following will apply Lemma 9.1 to exactly the extensions we want to count with the
required parameters. Recall our notation EΓ(D,Q) for the set of isomorphism classes of
totally real Γ-extensions of Q with rDiscK = D.
Lemma 9.3. Let H, Γ be finite groups, with an action of Γ on H, and suppose fur-
ther that gcd(|H|, |Γ|) = 1. Let Q = Fq(t) or Q. Let N(H,Γ, D,Q) be the number
of surjections Gal(Q/Q) → H ⋊ Γ such that the corresponding H ⋊ Γ-extension K has
Nmrad(Disc(K/Q)) = D, the associated H-extension K/KH is unramified everywhere and
split completely at ∞, and the associated Γ-extension KH/Q is split completely at ∞. Then∑
K∈EΓ(D,Q)
| SurΓ(Gal(K
#/K), H)| =
1
[H : HΓ]
N(H,Γ, D,Q).
Proof. We consider the bijection of Lemma 9.1 with G = Gal(Q/Q). Given each ρ ∈
Sur(G,Γ), let M be the normal subgroup of ker ρ such that ker ρ/M is the maximal pro-|Γ|′
quotient of ker ρ, and by Definition 2.1 we pick a distinguished section sρ : Γ → G/M of ρ
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(note thatM is characteristic in ker ρ, and hence is normal in G). Then the section sρ defines
a Γ-action on ker ρ/M , and maps to a section sρ : Γ → G/N for every normal subgroup N
of G with M ⊂ N ⊂ ker ρ. Each element (ρ,N, sρ, φ) in (9.2) with the fixed ρ and sρ defines
a surjection ϕ ∈ SurΓ(ker ρ/M,H). On the other hand, given ϕ ∈ SurΓ(ker ρ/M,H), we let
N := kerϕ and φ : ker ρ/N → H be the isomorphism induced by ϕ, which gives an element
(ρ,N, sρ, φ) in (9.2). So, we have a bijection between the elements in (9.2) with s = sρ and
(9.4) {(ρ, φ)|ρ ∈ Sur(G,Γ), φ ∈ SurΓ,sρ(ker ρ/M,H)}.
Now in order to count the surjections appearing on the left-hand side in the lemma,
we additionally want to require that ρ is split completely at infinity, and φ is unramified
everywhere and split completely at infinity. These are conditions that can be detected from
ρ and N , and we can see in the bijection of Lemma 9.1 that they correspond to the condition
on ψ ∈ Sur(G,H ⋊ Γ) that the associated Γ-extension is split completely at ∞, and the
associated H-extension is unramified everywhere and split completely at∞. Similarly, with
this ramification restriction, we can see that the condition that rDiscK = D corresponds in
the bijection to the condition that ψ ∈ Sur(G,H⋊Γ) corresponds to a field with rDisc = D.
So the subset of (9.4) which satisfy our local and discriminant conditions is the set counted
by the left-hand side expression in the lemma.
Given ρ and N that occur in (9.2), there are |Y (ker ρ/N)| = |Y (H)| choices of sections
s : Γ → G/N of ρ : G/N → Γ (see proof of Lemma 3.5), and they all differ by conjugation
by elements of ker ρ/N by the Schur–Zassenhaus theorem, and thus each lead to an equal
number of choices of φ ∈ IsomΓ(ker ρ/N,H) in (9.2), where the Γ-action on ker ρ/N is given
by s. This observation combined with the bijection above and the bijection of Lemma 9.1
shows that the left-hand side of the lemma is |Y (H)|−1 times the size of N(H,Γ, D,Q).
Lemma 3.3 gives |Y (H)| = [H : HΓ]. 
10. Function field counting
In this section, we will show how the existence and certain properties of Hurwitz schemes
(to be proven later) allow us to prove Theorem 1.4.
Notation 10.1. Let G be a finite group and c a subset of G \ {1} closed under conjugation
by elements of G and taking invertible powers (e.g. if g ∈ c and gcd(m, ord(g)) = 1, then
gm ∈ c), such that c generates G. Let n be a non-negative integer. Let R = Z[|G|−1].
10.1. Properties of of HurnG,c. In Section 11, we will define a scheme Hur
n
G,c over SpecR
for each non-negative integer n. We will show the following 3 results about HurnG,c.
Lemma 10.2. Let H and Γ be finite groups of relatively prime order, with a given action
of Γ on H. Let G = H ⋊ Γ and c the set of elements of G that have the same order as their
image in Γ. For all prime powers q relatively prime to |G| and n ≥ 0, we have
|HurnG,c(Fq)| = N(H,Γ, q
n,Fq(t)),
where N(H,Γ, qn,Fq(t)) is defined in Lemma 9.3.
Lemma 10.3. Let G, c, n be as in Notation 10.1. Let Y be a connected component of HurnG,c.
For all integers i ≥ 0, prime powers q relatively prime to |G|, and primes ℓ ∤ q with ℓ > n,
we have that YFq is smooth of dimension n, and
dimH ic,ét(YFq ,Qℓ) = dimH
2n−i(YC,Q),
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where the latter is the singular cohomology group.
Lemmas 10.2 and 10.3 will be proven in Section 11.
Theorem 10.4. Let Γ be a finite group, and H be a finite admissible Γ-group with gcd(|H|, |Γ|) =
1. Let G = H ⋊Γ and c the set of elements of G that have the same order as their image in
Γ. There is a real CG > 0, and for every a ∈ (Z/|G|
2Z)×, there is a positive integer Ma and
a non-empty set Ea of residues mod Ma such that the following holds. Let q be a prime power
such that q ≡ a (mod |G|2) and gcd(q(q − 1), |H|) = 1 and let n be a positive integer. We
write πG(q, n) for the number of Frob(HurnG,c)Fq fixed components of (Hur
n
G,c)Fq , and πΓ(q, n) for
the number of Frob(HurnΓ,Γ\{1})Fq fixed components of (Hur
n
Γ,Γ\{1})Fq . Let dΓ(q) be the number
of orbits of non-trivial conjugacy classes of Γ under taking qth powers of elements. We have
πG(q, n) = πΓ(q, n) +OG(n
dΓ(q)−2).
If n (mod Ma) 6∈ Ea, then πG(q, n) = πΓ(q, n) = 0. If n (mod Ma) ∈ Ea and n is sufficiently
large (given G), we have
πΓ(q, n) ≥ CGn
dΓ(q)−1.
Remark 10.5. The complicated dependency we see in Theorem 10.4 on the residue classes of
q and n is simply the truth. Even for quadratic extensions, we know that the discriminant
is always an even power of q (i.e. n is even). Some geometric components of the Hurwitz
scheme are not defined over Fq, but then necessarily are defined over Fqr for some r.
10.2. Proof of Theorem 1.4. Now we show how Theorem 1.4 follows from Lemmas 10.2
and 10.3 and Theorem 10.4.
Proof of Theorem 1.4. We first consider q in a single residue class mod |G|2. From Lemma 10.2
we have
N∑
n=0
N(E,Γ, qn,Fq(t)) =
N∑
n=0
#HurnG,c(Fq).
Similarly, we have
N∑
n=0
|EΓ(q
n,Fq(t))| =
N∑
n=0
#HurnΓ,Γ\{1}(Fq).
Note that by Theorem 10.4 we can round down N to the nearest integer whose residue
mod Ma is in Ea, without changing the sums above. This is because for n such that n
(mod Ma) 6∈ Ea there are no Frobenius fixed components of the relevant schemes and thus
no Fq points.
For a scheme Z over Fq, by the Grothendieck–Lefschetz trace formula (see, e.g. [Mil13,
Theorem 29.8]) we have
#Z(Fq) =
∑
j≥0
(−1)j Tr(Frob |Hj
c,ét
(Z
Fq
,Qℓ)
)
(for any prime ℓ ∤ q). Also, if Z is n-dimensional, then Tr(Frob |H2n
c,ét
(Z
Fq
,Qℓ)) is q
n times the
number of Frobenius fixed n-dimensional components of ZFq . Let
B(N) = max
0≤j≤2N,1≤n≤N
max(dimHj((HurnG,c)C,Q), dimH
j((HurnΓ,Γ\{1})C,Q)).
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Since (HurnG,c)Fq is smooth by Lemma 10.3, we have that the absolute value of any eigenvalue
of Frob on Hjc,ét((Hur
n
G,c)Fq ,Qℓ) is at most q
j/2 (from Deligne’s theory of weights on étale
cohomology), and similarly for HurnΓ,Γ\{1}.
We define πG(q, n), πΓ(q, n), and dΓ as in Theorem 10.4. Thus from the trace formula
above and the comparison in Lemma 10.3,
|#HurNG,c(Fq)− πG(q, N)q
N | ≤
∑
0≤j<2N
qj/2B(N).
Similarly,
|#HurNΓ,Γ\{1}(Fq)− πΓ(q, N)q
N | ≤
∑
0≤j<2N
qj/2B(N).
For 1 ≤ n < N , we have
#HurnG,c(Fq),#Hur
n
Γ,Γ\{1}(Fq) ≤
∑
0≤j≤2n
qj/2B(N).
So we have ∑
0≤n≤N N(E,Γ, q
n,Fq(t))∑
0≤n≤N |EΓ(q
n,Fq(t))|
=
πG(q, N)q
N +ON,G(q
N−1/2)
πΓ(q, N)qN +ON,G(qN−1/2)
.
By first statement of Theorem 10.4, we conclude that∑
0≤n≤N N(E,Γ, q
n,Fq(t))∑
0≤n≤N |EΓ(q
n,Fq(t))|
= 1 +
OG(N
dΓ(q)−2) +ON,G(q
−1/2)
πΓ(q, N) +ON,G(q−1/2)
.
The second statement of Theorem 10.4 says that πΓ(q, N) ≥ CGNdΓ(q)−1 (recall our rounding
down N above). Thus we conclude that
lim
q→∞
q≡a (mod |G|2)
∑
0≤n≤N N(E,Γ, q
n,Fq(t))∑
0≤n≤N |EΓ(q
n,Fq(t))|
= 1 +OG(N
−1).
Since the above is true for each choice of a, it is also true without the restriction to q in a
single residue class. With Lemma 9.3 and Theorem 6.2, this proves Theorem 1.4. 
11. Construction of of HurnG,c
In this section, we give a construction of the scheme HurnG,c for integers n ≥ 0, and prove
its basic properties including Lemmas 10.2 and 10.3.
11.1. Algebraic Hurwitz spaces. Let S be a scheme. A curve over S is a smooth and
proper map X → S whose geometric fibers are connected and 1-dimensional. A cover of
a curve X over S is a finite, flat, and surjective morphism Y → X of S-schemes, where
Y is also a curve over S. A cover f : Y → X is Galois if f is separable and if Aut f acts
transitively on fibers of geometric points of X. Associated to a cover Y → X is its branch
locus D ⊂ X, which has the properties that D → S is étale, the restriction of f to X −D
is étale, and X − D is maximal with respect to this property. If there exists a constant n
such that the degree of each geometric fiber of D → S is equal to n (which is automatic if
S is connected), then we say that f has n branch points. A cover is tame if the ramification
index at any point is prime to the characteristic of that point.
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Let G be a finite group. We define the Hurwitz Stack HurnG to be the fibered category
of tame Galois covers of P1 with n branch points, together with a choice of identification
of G with the automorphism group of the cover. More precisely, an object of HurnG in
the fiber HurnG(S) over a scheme S is a pair (f, ι), where f : X → P
1
S is a tame Galois
cover and ι : G → Aut f is an isomorphism, where Aut f is the group of automorphisms
of f . Morphisms are commutative diagrams which commute with ι; i.e., given a morphism
S ′ → S of schemes and objects (f, ι) ∈ HurnG(S) and (f
′, ι′) ∈ HurnG(S
′), a morphism is a
commutative diagram
X ′
f ′

// X
f

P1S′
// P1S
equivariant for the G-actions on X ′ and X. Let Confn(P1) be the quotient
(
(P1Z)
n
−∆
)
/Sn,
where ∆ is the big diagonal.
Theorem 11.1 ([Wew98] Theorem 4 and Theorem 1.4.3). The fibered category HurnG is a
separated Deligne–Mumford stack, smooth and finite type over SpecZ; its coarse space exists
and is a scheme. The map
ψnG : Hur
n
G → Conf
n(P1),
which sends (f, ι) to the branch locus of f , is étale and is proper over Confn(P1)Z[|G|−1].
We define HurnG,1 to be the fibered category of tame Galois G-covers with n branch points
together with a choice of point over infinity. In other words, an object of HurnG,1 in the fiber
HurnG,1(S) over a scheme S is a pair (f, ι;P ), where (f, ι) ∈ Hur
n
G(S), and P ∈ X(S) is a
point lying over infinity, i.e., a map P : S → X making the diagram
S
id

P
// X
f

S
∞
//
id

❄
❄
❄
❄
❄
❄
❄
❄
P1S

S
commute.
Lemma 11.2. The stack HurnG,1 is algebraic and separated, and admits a coarse space which
is a scheme.
Proof. First note that the forgetful map φ : HurnG,1 → Hur
n
G is representable, quasi-finite,
and proper. Indeed, given an S point S → HurnG corresponding to the data (f, ι), the fiber
product
S ×HurnG Hur
n
G,1
is isomorphic to f−1(∞) := S×P1S X. In particular, since the fibered category Hur
n
G,1 admits
a representable map to an algebraic stack, it is also algebraic [Sta, 05UM]. This also verifies
the second claim (by definition), and the third (since properness is local on the target).
Since HurnG,1 → Hur
n
G is proper and Hur
n
G is separated, Hur
n
G,1 is separated and thus admits
a coarse (algebraic) space [KM97, Corollary 1.3 (1)].
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Finally, since the induced map
HurnG,1 → Hur
n
G
is proper and quasi-finite, the same is true of the induced map φ′ of coarse spaces; indeed, for
quasi-finiteness, the coarse map is a bijection on geometric points, [Ols16, Theorem 11.1.2],
and properness is [Ryd13, Theorem 6.12]. By [Sta, 082J], φ′ is representable; since the coarse
space of HurnG is a scheme, we conclude that the coarse space of Hur
n
G,1 is a scheme. 
Remark 11.3. The stack HurnG,1 contains a dense open subscheme (which we will see next),
but is in general not a scheme (e.g., it is not a scheme if G ∼= Z/2Z and the fiber of f over
∞ contains a double point).
We define HurnG,∗ to be the open substack of Hur
n
G,1 such that the marked point is unram-
ified. In other words, HurnG,∗ is the subcategory of (f, ι;P ) ∈ Hur
n
G,1 such that the image
P (S) ⊂ f−1(∞) := S ×P1S X of S under P is contained in the open subscheme (f
−1(∞))sm.
The branch locus map ψnG,∗ : Hur
n
G,∗ → Conf
n(P1) has image in Confn(A1).
Proposition 11.4. The stack HurnG,∗ is representable by a scheme, and the branch locus
map ψnG,∗ : Hur
n
G,∗ → Conf
n(A1) is finite étale over Confn(A1)Z[|G|−1].
Proof. The square
HurnG,∗ //

HurnG,1

Confn(A1) // Confn(P1)
is cartesian (by definition of HurnG,∗ and Conf
n(A1)); in particular, the map HurnG,∗ → Hur
n
G,1
is representable and open, and ψnG,∗ is proper and quasi-finite (since the same was true of
HurnG,1 → Conf
n(P1)). With the choice of basepoint, the objects being parametrized have no
automorphisms, and HurnG,∗ is thus an algebraic space [Sta, 04SZ]. Since formation of coarse
spaces commutes with Zariski opens [Ols16, Theorem 11.1.2]; representability follows since
the coarse space of HurnG,1 is a scheme. Since Hur
n
G,∗ is a scheme, ψ
n
G,∗ is representable, and
since it is also proper and quasi-finite, it is finite. Finally, to check that ψnG,∗ is étale, it is
enough to check that is HurnG,∗ → Hur
n
G is étale (since ψ
n
G is étale); indeed, given an S point
S → HurnG corresponding to the data (f, ι), the fiber product
S ×HurnG Hur
n
G,∗
is isomorphic to f−1(∞)ur, where f−1(∞) := S ×P1S X, which a scheme and is étale over
S. 
11.2. Analytic Hurwitz spaces. All stacks in this section are Deligne–Mumford. See
[Hal14, Section 2] for background on analytic Deligne–Mumford stacks. For a stack X
over C, denote by Xan its complex analytification; we will reserve superscripts for analytic
stacks that were not constructed as the analytification of an algebraic stack (so for example,
(HurnG)an is the complex analytification of the algebraic stack Hur
n
G, while Hur
n,an
G is the
“analytic” Hurwitz stack).
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Proposition 11.5 ([Hal14] Lemma 7.1). Let f : X → X ′ be a morphism of analytic stacks.
Suppose that for every local Artinian C-scheme S, the functor
X(San)→ X
′(San)
is an equivalence of categories. Then f is an equivalence.
Remark 11.6. Note that by stacky GAGA [Hal14, Theorem C], for any proper C-scheme S,
the analytification functor
X(S)→ Xan(San)
is an equivalence.
We define Hurn,anG to be the analytic Hurwitz stack: an object of Hur
n,an
G in the fiber
Hurn,anG (S) over an analytic space S is a pair (f : X → P
1
S, ι : G
∼= Aut f) as above, but
where X is now an analytic space. We define Hurn,anG,∗ similarly. These are indeed stacks: étale
descent follows from descent in the complex topology (since analytic étale maps are locally
isomorphisms in the complex topology). That these are analytic stacks follows incidentally
from the following theorem.
Theorem 11.7. The natural maps (HurnG)an → Hur
n,an
G and
(
HurnG,∗
)
an
→ Hurn,anG,∗ are
equivalences of analytic stacks.
Proof. By [Hal14, Lemma 7.1], it suffices to check that for every local Artinian C-scheme S,
the functors
HurnG(S)→ Hur
n,an
G (San)
and
HurnG,∗(S)→ Hur
n,an
G,∗ (San)
are equivalences of categories. Technically, this follows from the the equivalence Mg,an →
Mang , (and the fact that one can check conditions like unramified or Galois algebraically or
analytically). But all of these equivalences follow from the following two inputs:
(1) given a local Artinian scheme S and a smooth proper analytic curve Can → San,
there is a smooth proper curve C → S and an isomorphism Can → Can over San; and
(2) stacky GAGA (Remark 11.6).
Indeed, stacky GAGA shows that an analytic map Yan → Xan of curves over San algebrizes,
and shows that (when S is proper, and in particular local and Artinian) a section of Xan →
San algebrizes. 
The shortest proof of (1) that doesn’t presuppose an equivalence Mg,an → Mang is the
following. A smooth proper analytic curve Can → San is also proper over (SpecC)an. By
[Art70, Theorem 7.3], there exists an algebraic space C and an isomorphism Can ∼= Can. By
stacky GAGA, the composition Can → Can → San algebrizes to a map f : C → S, which is
smooth and proper (since the same is true of fan). Finally, a proper 1-dimensional algebraic
space is a curve [Knu71, Theorem V.4.9 and Corollary III.3.6].
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11.3. Topological Hurwitz spaces. Next, we show that Hurn,anG,∗ agrees with its purely
“topological” analogue; we model our arguments on [RW06, Section 3], with minor simplifi-
cations since Hurn,anG,∗ is a scheme.
We define a topological space Hurn,topG,∗ as follows. As a set, Hur
n,top
G,∗ := Hur
n,an
G,∗ . We
define a basis of neighborhoods around a given (f, ι;P ) ∈ Hurn,topG,∗ with branch locus
D = {t1, . . . , tn} ⊂ A1(C). The choice of ι and P determines a homomorphism ρf : π1(P1(C)\
D,∞)→ G (rather than conjugacy class of homomorphisms). Let C = {C1, . . . , Cn} be dis-
joint disk-like neighborhoods of the points t1, . . . , tn and let Confn(A1)(C) denote the subset
of Confn(A1)(C) consisting of D′ = {t′1, . . . , t
′
n} such that t
′
i ∈ Ci. We define H((f, ι;P ), C)
to be the subset of Hurn,topG,∗ of (f
′, ι′;P ′) whose associated D′ is an element of Confn(A1)(C)
and such that ρf ′ = ρf under the natural identification
π1(P
1(C) \D,∞) ∼= π1(P
1(C) \ ∪Ci,∞) ∼= π1(P
1(C) \D′,∞).
We take H((f, ι;P ), C) to be a basis of open neighborhoods of the point (f, ι;P ).
The natural map Hurn,topG,∗ → Conf
n(A1)(C) is a covering space morphism; indeed, for
Confn(A1)(C) ⊂ Confn(A1)(C) a neighborhood of D,
Ψ−1(Confn(A1)(C)) =
∐
(f,ι;P )
H((f, ι;P ), C)
where the coproduct ranges over all isomorphism classes of (f, ι;P ) with branch locus D. In
particular, this gives Hurn,topG,∗ the structure of an analytic space.
There is a natural map Φ: Hurn,anG,∗ → Hur
n,top
G,∗ of analytic spaces, which we describe via
Yoneda’s lemma. Let S be an analytic space and let (f, ι;P ) ∈ Hurn,anG,∗ (S). Let φf : S →
Hurn,topG,∗ be the map which sends s ∈ S to the fiber of (f, ι;P ) over s; the local isomorphism
Hurn,topG,∗ → Conf
n(A1) endows φf with an analytic structure. The map Φ is thus a bijective
map of smooth analytic spaces, and by [GH80, p. 19] is an isomorphism of analytic spaces.
11.4. Definition of HurnG,c. Let G, c, R be as in Notation 10.1 throughout this section.
Given an algebraically closed field k, for a k point of HurnG,∗, we can consider the n branch
points in P1k, and at each branch point, the inertia groups are a conjugacy class of cyclic
subgroups. Thus from the k point of HurnG,∗, we obtain a multiset of conjugacy classes of
non-trivial cyclic subgroups of G. By [Woo19, Thm 3.1] and [Woo19, Remark 5.3], we see
that this multiset is constant on components of HurnG,∗. We define Hur
n
G,c to be the union of
components of
(
HurnG,∗
)
R
for which all of the inertia groups are generated by elements of c.
For the rest of the paper, we work over R = Z[|G|−1]. As we add the subscript c to our
notation, we are removing the ∗; nonetheless, we really do mean to continue working with a
choice of unramified point over ∞ throughout the rest of the paper.
Now we prove Lemma 10.2, to show that the Fq points of HurnG,c are our objects of interest.
Proof of Lemma 10.2. Note that a surjection Gal(Fq(t)/Fq(t)) → H ⋊ Γ is equivalent to
a subfield L of Fq(t) such that Fq(t) ⊂ L, and an isomorphism Gal(L/Fq(t)) ≃ H ⋊ Γ.
Also, note that the associated H-extension is unramified everywhere if and only if all in-
ertia groups are generated by elements of c. Also for any extension K/Fq(t), we have
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Nmrad(Disc(K/Fq(t))) = q
n, where n is degree of the ramification divisor (i.e. branch locus
of the cover or curves).
By definition of HurnG,c and the correspondence between smooth projective curves over a
field and their function fields, we have that Fq points of HurnG,c correspond to isomorphism
classes of (M,π,m), where M/Fq(t) is a Galois extension π : Gal(M/Fq(t), H ⋊ Γ) is an
isomorphism (taking all inertia groups to subgroups generated by elements of c, split com-
pletely over ∞, and with Nm rad(Disc(K/Fq(t))) = qn) and m is a choice of place of M
over ∞. We choose once and for all an embedding Fq(t) → Fq(t)∞. Then we see that each
isomorphism class (M,π,m) has a distinguished element where M is a subfield of Fq(t),
Galois over Fq(t), and m chooses the place whose valuation pulls back from the valuation on
Fq(t)∞. (In an isomorphism class, we have a unique subfield of Fq(t) isomorphic to a given
Galois extension, and we have a number of choices for an isomorphism from a field in the
isomorphism class to that subfield, given by elements of the Galois group, and exactly one of
those choices takes the chosen place over ∞ to the one that pulls back from Fq(t)∞, and this
determines what π must be.) These Galois subfields L of Fq(t) with choices of isomorphism
Gal(L/Fq(t)) ≃ H ⋊ Γ are exactly what is counted by N(H,Γ, n,Fq(t)). 
Now we prove Lemma 10.3.
Proof of Lemma 10.3. By Proposition 11.4, we have that Y is smooth of relative dimension
n over SpecR. Thus we have dimH ic,ét(YFq ,Qℓ) = dimH
2n−i
c,ét (YFq ,Qℓ) by Poincaré Duality.
Next, we will relate dimHjc,ét(YFq ,Qℓ) to dimH
j(YC,Qℓ). The result [EVW16, Proposition
7.7] gives an isomorphism between étale cohomology between characteristic 0 and positive
characteristic in the case of a finite cover of a complement of a reduced normal crossing
divisor in a smooth proper scheme. Though [EVW16, Proposition 7.7] is only stated for étale
cohomology with coefficients in Z/ℓZ, the argument goes through identically for coefficients
in Z/ℓkZ, and then we can take the inverse limit and tensor with Qℓ to obtain the result
of [EVW16, Proposition 7.7] with Z/ℓZ coefficients replaced by Qℓ coefficients. We apply
this strengthened comparison to Y ×Confn(A1) PConfn(A1), where PConfn(A1) is the moduli
space of n labelled points on A1, and is the complement of a relative normal crossings divisor
in a smooth proper scheme [EVW16, Lemma 7.6], as well as an Sn cover of Confn(A1).
Then we take Sn-invariants to conclude that dimH
j
c,ét(YFq ,Qℓ) = dimH
j
c,ét(YC,Qℓ). By the
comparison of étale and analytic cohomology [AGV73, Exposé XI, Theorem 4.4], we have
dimHj(YC,Qℓ) = dimH
j
c,ét(YC,Qℓ). 
The following lemma spells out explicitly how Frobenius acts on the points of our Hurwitz
schemes over Fq, which will be necessary for the proof of Theorem 10.4.
Lemma 11.8. For any q relatively prime to |G|, the Fq points of (Hur
n
G,c)Fq correspond to
certain (f, ι, P ), where f : X → P1
Fq
is a map of curves over Fq. The action of the Frobenius
Frob(HurnG,c)Fq on these Fq points takes (f, ι, P ) to (f
F , ιF , P F ), where F : SpecFq → SpecFq
is the morphism corresponding to the map x 7→ xq on fields, and XF is the base change
X ×Spec Fq SpecFq along F , and similarly for f
F , ιF , P F .
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Proof. For any scheme Z over Fq, and any Fq-point (i.e. morphism of SpecFq-schemes)
s : SpecFq → ZFq , We have that FrobZ ◦s = s ◦ F. Using this fact, the lemma follows from
the definition of HurnG,c. 
12. Proof of Theorem 10.4
We start with the notation from Notation 10.1, and not yet with the specific G and c of
Theorem 10.4. Theorem 10.4 is about counting Frobenius fixed components in HurnG,c. First,
we will give some definitions necessary to describe a component invariant of HurnG,c.
For an algebraically closed field k, we define Ẑ(1)k = lim←−µm(k) and Ẑk = lim←−Z/mZ, where
m ranges over all positive integers if char k = 0 and over all positive integers relatively prime
to the characteristic of k when char(k) > 0. The subset of topological generators of Ẑ(1)k
will be denoted Ẑ(1)×k . It is a torsor for the units (Ẑk)
× of Ẑk. For a set X with an action of
(Ẑk)
×, we define
X〈−1〉k := Mor(Ẑk)×(Ẑ(1)
×
k , X)
to be the set of functions Ẑ(1)×k → X equivariant for the (Ẑk)
×-actions. If we choose an
element µ ∈ Ẑ(1)×k , then elements of X〈−1〉k are specified by their values on µ. We omit
the subscripts k from the notation when we are working over a fixed field.
We write c/G for the set of non-trivial conjugacy classes in c (the quotient of the set c
under the conjugation action of G). Note that if char k = 0, or char k > 0 and char k ∤ |G|,
then (Ẑk)× has a powering action on the set of elements of G, where {αm} ∈ (Ẑk)× takes g
to gαord(g). This gives an induced action of (Ẑk)× on c/G and thus Zc/G (by permuting the
coordinates via the action on c/G). Let Sc,G be the set of (ẐC)×-orbits of elements of Zc/G.
For every x, y ∈ G that commute, we have a homomorphism Z2 → G that sends (i, j) to
xiyj, and an induced homomorphism Z = H2(Z2,Z) → H2(G,Z). Let 〈x, y〉 be the image
of 1 under this homomorphism (which is [x|y] − [y|x] ∈ H2(G,Z) in the non-homogeneous
chain notation for group homology). Let Qc be the subgroup of H2(G,Z) generated by 〈x, y〉
for x ∈ c and y commuting with x. We define H2(G, c) := H2(G,Z)/Qc.
We now will define groups K(G, c) and U(G, c). Every central extension G˜→ G gives rise
to a natural map τG˜ : H2(G,Z)→ ker(G˜→ G) (given by the Universal Coefficients Theorem;
of course τG˜ depends on the map G˜→ G but we leave that dependence implicit). Let S → G
be a Schur covering group of G, which is a central extension such that τS : H2(G,Z) →
ker(S → G) is an isomorphism. Let S := S/τS(Qc), which is a central extension of G,
and we can check that τS : H2(G,Z) → ker(S → G) factors through H2(G, c) and gives an
isomorphism τS : H2(G, c) ≃ ker(S → G). Then we define U(G, c) := S×Gab Z
c/G, where the
map Zc/G → Gab sends the generator corresponding to a conjugacy class to the image of an
element in that class. We define K(G, c) := ker(U(G, c)→ G), where the map U(G, c)→ G
is the composition of surjections U(G, c)→ S and S → G. See [Woo19, Section 2] for more
detailed definitions of U(G, c) and K(G, c) and proof that they depend only on G, c and not
the choice of Schur cover.
We will now describe an action of (Ẑk)× on the set of elements ofK(G, c), when char k = 0,
or char k > 0 and char k ∤ |G|. In each conjugacy class γ in c/G, we pick one element xγ in
the class γ, and then one preimage x̂γ of xγ in S. Then if y = gxγg−1 for some g ∈ G, we
can easily check the element ŷ := g˜x̂γ g˜−1 does not depend on the choice of g or preimage
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g˜ of g in S. For x ∈ c, we define [x] = (x̂, ex) ∈ U(G, c), where x̂ is as above, and ex is
the generator Zc/G corresponding to the conjugacy class of x. For α ∈ Ẑ×k and γ ∈ c/G, we
define wα(γ) = x̂γ
−αx̂αγ ∈ ker(S → G). We have a group homomorphism
Wα : Z
c/G → ker(S → G)
sending the generator for the conjugacy class γ ∈ c/G to wα(γ). We have an action of Ẑ×k
on the set of elements of K(G, c) given by
α ∗ (g,m) = (gαWα(m), m
α)
for α ∈ Ẑ×k , where we write (g,m) ∈ ker(S → G)×Gab Z
c/G = K(G, c).
For a positive integer M , we write Zc/G≥M 〈−1〉 for the elements of Z
c/G〈−1〉 that take
any element of Ẑ(1)×k to an element all of whose coordinates are at least M . We write
K(G, c)≥M〈−1〉 for the preimage of Z
c/G
≥M〈−1〉 in K(G, c)〈−1〉 and S
c,G
≥M for the image of
Z
c/G
≥M〈−1〉 in S
c,G. We write Zc/Gn,≥M〈−1〉 for the elements of Z
c/G
≥M〈−1〉 that take any element
of Ẑ(1)×k to an element whose coordinates sum to n, and the same subscripts for K(G, c)
and Sc,G analogously.
We can now explain the existence of a component invariant of HurnG,c. The idea for this
invariant is due to Ellenberg, Venkatesh, and Westerland, and the below theorem can be
found in Theorem 5.2, Theorem 2.5, Section 6.1, and Theorem 6.2 of the paper [Woo19].
Theorem 12.1. Let G, c, n be as in Notation 10.1. For every algebraically closed field k
of characteristic relatively prime to |G|, and every k-point s of HurnG,c, we can associate an
element zs ∈ K(G, c)n,≥0〈−1〉k called the lifting invariant such that the following holds. Let
S be a scheme, and φ : S → HurnG,c a morphism. Let s1 and s2 be geometric points of S such
that the image of s2 is in the closure of the image of s1. For every m relatively prime to the
characteristic of the residue field k(s2), there is a group isomorphism µm(k(s1))→ µm(k(s2))
such that these isomorphisms are compatible with the powering maps µm1m2(k)→ µm1(k) that
take ζ 7→ ζm2, giving a map Ẑ(1)k(s1) → Ẑ(1)k(s2) taking topological generators to topological
generators. Composing with this map, we have that zs2 7→ zs1 .
If S is a k-scheme, and the points si above are both k-points (respecting the k-scheme
structure of S), then we can take the map Ẑ(1)k(s1) → Ẑ(1)k(s2) to be the identity.
If s is a Fq-point of (Hur
n
G,c)Fq (respecting the Fq-scheme structure), and Frob := Frob(HurnG,c)Fq
is the Frobenius map, then for a topological generator ζ of Ẑ(1)Fq with zs(ζ) = g , we have
zFrob(s)(ζ) = q
−1 ∗ g.
Corollary 12.2. For G, c, n, k as in Theorem 12.1, we have that k-points of (HurnG,c)k in the
same component have the same lifting invariant (which we now call the lifting invariant of
the component). Geometric points of the same component of HurnG,c have lifting invariants
with the same image in Sc,G (which we now call the Sc,G-invariant of the component).
We now give another description of the components over HurnG,c over C coming from
topology.
Theorem 12.3. Let G, c, n be as in Notation 10.1. Given a point P ∈ ConfnA1(C) corre-
sponding to C-points P1, . . . , Pn of A
1, and choices γ1, . . . γn ∈ π1(A1(C) \ {P1, . . . , Pn},∞),
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such that γi generates an inertia group of Pi for all i, and π1(A
1(C)\{P1, . . . , Pn},∞) is the
free group generated by the γi for 1 ≤ i ≤ n− 1, and γ1 · · · γn = 1, the fiber of Hur
n
G,c over P
is naturally identified with the set of tuples (g1, . . . , gn) ∈ cn such that g1 · · · gn = 1 and the gi
generate G. There is a ζ ∈ Ẑ(1)×C , such that, for every point in the fiber of Hur
n
G,c over P , if
the point is identified with (g1, . . . , gn), then it has lifting invariant that sends ζ to [g1] · · · [gn]
(where [gi] is defined above). Also, π1(Conf
nA1(C), P ) is naturally identified with the Braid
group Bn := 〈σ1, . . . , σn−1|σiσi+1σi = σi+1σiσi+1(1 ≤ i ≤ n − 2), σiσj = σjσi(i − j ≥ 2)〉
in such that way that the action of Bn on the fiber above P covering space Hur
n
G,c(C) →
ConfnA1(C) is such that σi(g1, . . . , gn) 7→ (g1, . . . , gi−1, gigi+1g
−1
i , gi, gi+2, . . . , gn) (where only
coordinates i and i+1 are changed). Via these correspondences, the components of HurnG,c(C)
are in bijection with Bn-orbits on c
n with product 1 and generating G.
Proof. Given a Galois cover X → P1 over C with branch locus {P1, . . . , Pn}, if we let U be
the complement in X of the preimages of the Pi, then U → π1(A1(C) \ {P1, . . . , Pn}) is a
normal covering space map with automorphism group identified with G, which is equivalent
to a surjective group homomorphism π1(P1(C) \ {P1, . . . , Pn},∞) → G. Given a normal
covering space map U → π1(A1(C)\{P1, . . . , Pn}), there is a unique cover of curves X → P1
from which it arises by deleting the branch locus, and the covering space map and cover of
curves have the same automorphism group. By taking the images of the γi, surjective group
homomorphisms π1(A1(C) \ {P1, . . . , Pn},∞)→ G are equivalent to tuples (g1, . . . , gn) with
gi ∈ G, and g1 · · · gn = 1, and with the gi generating G. In this correspondence, our points
of HurnG,c correspond to those tuples with all gi ∈ c. The statement on the lifting invariant
follows directly from the definition of the lifting invariant [Woo19, Theorem 5.2] (see also
[Woo19, Theorem 2.5] for an isomorphism taking our [gi] to those in [Woo19]).
Finally, the action of π1(ConfnA1(C), P ) on the covering space HurnG,c(C) follows from two
inputs: (1)our proof in Section 11.3 of a homeomorphism between HurnG,c(C) with the analytic
topology and a topologically defined Hurwitz space, (2) Fried and Völklein’s computation of
the action of the braid group on this topologically defined Hurwitz space [FV, Section 1.4].
Note that in [FV] the authors work with a quotient of Hurn,topG,∗ , but their proof works equally
well on Hurn,topG,∗ (and in fact their computation naturally occurs on Hur
n,top
G,∗ and they just
pass to a quotient). 
We let cn1,≥M be the subset of c
n of tuples (g1, . . . , gn) such that g1 · · · gn = 1 and each
conjugacy class of c has at least M indices i with gi in that class. It is a standard group
theory fact that for M ≥ 1 such tuples automatically have g1, . . . , gn generating G. The
following theorem and corollary show that, at least for components including every inertia
type at least M times, the component invariant described in Theorem 12.1 exactly cuts out
the components over C we have described topologically in Theorem 12.3 as corresponding to
braid group orbits, and that further these also exactly correspond to the components over
Fq.
Theorem 12.4 (Theorem 3.1 from [Woo19]). Let G, c be as in Notation 10.1, such that c
generates G. There is M sufficiently large such that the following holds for n ≥ M . The
map of sets Φ: cn1,≥M → K(G, c)n,≥M given by (g1, . . . , gn) 7→ [g1] · · · [gn] is surjective, and
its fibers are exactly the braid group Bn-orbits on c
n
1,≥M .
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Corollary 12.5. Let G, c be as in Notation 10.1, M sufficiently large for Theorem 12.4, and
q a prime power relatively prime to G. Let n ≥ 0. For s ∈ Sc,Gn,≥M , let Y be the union of
components of HurnG,c with S
c,G-invariant s. Then the lifting invariant gives a bijection be-
tween components of YC and elements of K(G, c)〈−1〉C with image s, and a bijection between
components of YFq and elements of K(G, c)〈−1〉Fq with image s.
Proof. The statement for components over C follows directly from Theorems 12.1, 12.3,
and 12.4. For Fq components, we first claim that all elements K(G, c)〈−1〉Fq with image
s ∈ Sc,G arise as lifting invariants. From [Woo19, Remark 5.4], we see that there is some
ζ ∈ Ẑ(1)×
Fq
such that for every element h in the image of the map cn1,≥0 → K(G, c), we have
that ζ 7→ h occurs as a lifting invariant over Fq. From Theorem 12.4, we see this includes
all lifting invariants in K(G, c)n,≥M〈−1〉Fq . Thus each possible lifting invariant occurs from
at least one component over Fq. Then Lemma 10.3 with i = 2n tells us that the number of
components of YFq equals the number of components of YC, which we already saw was the
number of lifting invariants with image s. 
Next, we are going to prove a result explicitly expressing a count of components in terms
of the group theory ofK(G, c). Proposition 12.6 will take into account components described
by Corollary 12.5 as well as those not described by Corollary 12.5 because they do not involve
each inertia typeM times (and thus the result will include an error term). We write Zc/G≡q for
the set of elements of Zc/G whose coordinates are constant on each set of conjugacy classes
of c/G that can be obtained from one another by taking qth powers, and Zc/G≡q,n,≥M when we
also add the conditions that all coordinates are at least M and the coordinates sum to n.
For an element a in an abelian group A, we write nrk(a) for the number of x ∈ A such that
xk = a.
Proposition 12.6. Let G, c be as in Notation 10.1. Let n ≥ 0 and q be a prime power such
that (q, |G|) = 1. We write πG,c(q, n) for the number of Frob(HurnG,c)Fq -fixed components of
(HurnG,c)Fq . Let dG,c(q) be the number of orbits of qth powering on the conjugacy classes in
c/G. Let
b(G, c, q, n) =
∑
m∈ker
(
Z
c/G
≡q,n≥0→G
ab
) nrq−1(Wq−1(m)).
(For applying nrq−1, we are considering Wq−1(m) as an element of ker(S → G).) Then
πG,c(q, n) = b(G, c, q, n) +OG
(
ndG,c(q)−2
)
and if b(G, c, q, n) = 0 then πG,c(q, n) = 0.
Of course if (|G|, q − 1) = 1, then nrq−1(Wq−1(m)q) = 1 for all m. However, we will be
interested, even for understanding unramified extensions of quadratic fields, in the case when
|G| and (q − 1) may share factors.
Proof. By the last statement of Theorem 12.1, we have that for a component of (HurnG,c)Fq to
be fixed by Frob := Frob(HurnG,c)Fq , its lifting invariant must take some topological generator
ζ to g where g = q−1 ∗ g. In particular, we have that the image of g in Zc/G lies in Zc/G≡q .
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Note that if an element of K(G, c)〈−1〉 sends a ζ ∈ (Ẑ(1))× to an element with image
in Zc/G≡q , then it sends any other element ζ ′ ∈ (Ẑ(1))× to an element with image in Z
c/G
≡q .
Thus by Theorem 12.1 there is a union Zq of components of HurnG,c all of whose geometric
points have lifting invariants that send a topological generator to elements with image in
Z
c/G
≡q , and such that all geometric points of HurnG,c with this property are in Zq. We will
take an integer M that is sufficiently large for Theorem 12.4. If an element of K(G, c)〈−1〉
sends a ζ ∈ (Ẑ(1))× to an element with image in Zc/G that has some coordinate < M , then
it sends any other element ζ ′ ∈ (Ẑ(1))× to an element with the same property. Thus by
Theorem 12.1 there is a union Z ′q of components of Zq all of whose geometric points have
lifting invariants that send a topological generator to an element with image in Zc/G that
has some coordinate < M , and such that all geometric points of Zq with this property are
in Z ′q.
First, we consider components of (HurnG,c)Fq in Z
′
q. Note there are OG(n
dG(q)−2) choices
of m ∈ Zc/G≡q with some component < M . By Theorem 12.3 and [EV05, Lemma 3.3] there
are OG(1) components of (HurnG,c)C corresponding to each m. Thus there are OG(n
dG(q)−2)
components of (Z ′q)C, and thus by Lemma 10.3, OG(n
dG(q)−2) components of (Z ′q)Fq .
Now, we consider Zq \ Z ′q. We fix an element of ζ ∈ (Ẑ(1)Fq)
×, and thereby associate any
(ẐFq)
×-set X with X〈−1〉Fq . By Corollary 12.5, components of (Zq\Z
′
q)Fq exactly correspond
to elements of K(G, c)n,≥M whose image in Zc/G lies in Z
c/G
≡q . Since components correspond
exactly to lifting invariants in this case, a component is Frob-fixed if and only if its lifting
invariant is, which by Theorem 12.1 are exactly those g ∈ K(G, c) such that g = q−1 ∗ g. We
write g = (h,m) ∈ ker(S → G)×Gab Zc/G = K(G, c). We have g = q−1 ∗ g if and only if
(h,m) = (hq
−1
Wq−1(m), m
q−1).
Since m ∈ Zc/G≡q , we have m = mq
−1
. Note that h = hq
−1
Wq−1(m) if and only if hq−1 =
Wq−1(m)
q. So m ∈ Zc/G≡q with trivial image in Gab has nrq−1(Wq−1(m)q) elements g ∈ K(G, c)
mapping tom such that g = q−1∗g. Note since ker(S → G) is isomorphic to H2(G, c) and q is
relatively prime to G and hence H2(G, c), we have that nrq−1(Wq−1(m)q) = nrq−1(Wq−1(m)).
So we see that b(G, c, q, n) is exactly the number of Frob-fixed component invariants in
K(G, c)n,≥0〈−1〉Fq . We immediately conclude the final statement of the proposition because
if there are no Frob-fixed component invariants then there are no Frob-fixed components.
Since in this case we are only counting m all of whose coordinates are ≥M , there are
b(G, c, q, n) +OG(n
dG(q)−2)
Frob fixed components in this case. Combining the two cases, we prove the proposition. 
Now we turn to the question of estimating the b(G, c, q, n). For this we will use the following
lemma on counting lattice points, which is an application of Davenport’s theorem [Dav51]
after projecting everything onto a codimension 1 space by forgetting the last coordinate.
Lemma 12.7. Let L ⊂ Zd be a translate of a full lattice in Rd by an integer vector. Let ai
be non-negative integers for i = 1, . . . , d, not all 0. Then there exists a positive integer k, a
residue r mod k, and a real r > 0 such that the following holds. For every positive integer
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n, let L′(n) = L ∩ {x ∈ Rd |
∑d
i=1 aixi = n}, and L
′′(n) = L′(n) ∩ {x ∈ Rd | ∀i, xi ≥ 0}. If
n 6≡ r (mod k), then L′(n) = ∅. If n ≡ r (mod k), then
#L′′(n) = rnd−1 +Od,L,a(n
d−2).
Corollary 12.8. Given G, c as in Notation 10.1, and an element a ∈ (Z/|G|2Z)×, there is
a positive integer Ma and a non-empty set Ea of residues mod Ma, and reals ra,b for b ∈ Ea,
such that for a prime power q ≡ t (mod |G|2) and a non-negative integer n the following
holds. For πG,c(q, n) as in Proposition 12.6, if n (mod Ma) 6∈ Ea then πG,c(q, n) = 0 and if
n (mod Ma) = b ∈ Ea
πG,c(q, n) = ra,bn
dG,c(q)−1 +OG(n
dG,c(q)−2).
Proof. Note that Zc/G≡q , as a subset of Zc/G, only depends on q (mod |G|). Further, since
every element of H2(G,Z) has order dividing |G|, we also see that nrq−1 on ker(S → G) only
depends on q (mod |G|). Now since Wq−1 involves elements in S, and elements in S all have
order dividing |G|2, we conclude b(G,C, q, n) only depends on q (mod |G|2). We consider a
single residue, a (mod |G|2), and now consider q ≡ a (mod |G|2). We will write a instead
of q in all the places where we have q-dependence that only depends on a.
We have
b(G, c, a, n) =
∑
h∈ker(S→G)
nra−1(h)#{m ∈ ker(Z
c/G
≡a,n≥0 → G
ab) |Wa−1(m) = h}.
The elements of Zc/G≡a with trivial image in Gab form a sublattice. The elements of Z
c/G
≡a
with trivial image under Wa−1 and in Gab form a sublattice, and for any h ∈ ker(S → G),
the elements of Zc/G≡a with image h under Wa−1 and trivial image in Gab are a translate
of a sublattice. When nra−1(h) = 0, the lattice translate obtained is not relevant for the
calculation of b(G, c, a, n). However, there are certainly some h are (a−1)th powers, and we
now consider their corresponding lattice translates.
We consider the natural isomorphism Zc/G≡a ≃ ZdG,c(a) where we take one coordinate from
each q-powering class. All of the lattices above, viewed in ZdG,c(a), are full lattices. The
condition that the coordinates are positive remains the same under Zc/G≡a ≃ ZdG,c(a), and
the condition that the coordinates sum to n in Zc/G≡a becomes that some positive linear
combination φ(x) :=
∑
i aixi of the coordinates Z
dG,c(a) sums to n.
We then apply Lemma 12.7 to each lattice translate under consideration. For each lattice
translate (and φ), we obtain the values k and r from Lemma 12.7. Taking the least common
multiple of the k’s to be Ma and let Ea be the set of residues mod M such that for n
(mod Ma) ∈ Ea, at least one lattice translate has points where φ takes value n. Then the
corollary with b(G, c, q, n) in place of πG,c(q, n) follows from the application of Lemma 12.7.
The Corollary as written then follows from Proposition 12.6. 
Now we have counted to components for each G, c, somewhat inexplicitly. In order to
prove Theorem 10.4, we will need to compare these counts for G, c and Γ,Γ \ 1. First, this
requires a a group theory lemma on the compatibility of various maps related to H ⋊ Γ and
Γ.
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Lemma 12.9. Let Γ be a finite group, H an admissible |Γ|′-Γ-group, and G denote H ⋊ Γ.
We have Schur coverings groups S and SΓ respectively with a commutative diagram
S

// G

SΓ // Γ.
The quotient map G→ Γ induces ρ : H2(G,Z)→ H2(Γ,Z), and gcd(| ker ρ|, |Γ|) = 1.
Proof. We choose a Schur covering group of G, and denote it by
(12.10) 1→ M → S τ→ G→ 1.
Then as a group M is isomorphic to H2(G,Z). As M is an abelian group, we can write M
as MH ×MΓ, where MH is the product of Sylow p-subgroups of M for all p | H and MΓ is
the complement of MH .
Note that S has a normal subgroup S ′ := τ−1(H). If we take the quotient S ′/MH , we
obtain an exact sequence
1→MΓ → S
′/MH → H → 1.
Since gcd(|MΓ|, |H|) = 1, we have that this sequence splits, and sinceMΓ is central, there is a
unique splitting H → S ′/MH and projection φ : S ′/MH → MΓ (that is the identity on MΓ).
Then we let D be the preimage of ker(φ) in S ′. We note that |D| = |H||MH | = |S ′|/|MΓ|
and gcd(|D|, |MΓ|) = 1. Since MH is central, it follows that S ′ ≃ MΓ × D. Note that D
is a normal Hall subgroup of S ′ and hence characteristic, which implies that D is a normal
subgroup of S, so we have the following commutative diagram:
1 MΓ ×MH S H ⋊ Γ 1
1 MΓ SΓ Γ 1.
/MH /D /H
The bottom row is a central extension of Γ by MΓ. For any commutative diagram of central
extensions, the induced maps from H2 commute with the maps between the kernels (one can
check from definitions). In this case this gives a commutative diagram
H2(G,Z)

πS
≃
// MΓ ×MH

H2(Γ,Z) πSΓ
// MΓ.
Since |H2(Γ,Z)| is only divisible by primes dividing |Γ|, and MΓ×MH →MΓ is the quotient
by all the Sylow p-subgroups for primes p ∤ |Γ| (and ρ is surjective since G → Γ is split), it
follows that πSΓ is an isomorphism, and thus SΓ is a Schur covering group of Γ. We have
that |H2(Γ,Z)| = |H2(G,Z)|/|MH |, and hence the lemma follows. 
Now finally we are able to prove Theorem 10.4 by showing agreement of b(G, c, q, n) and
b(Γ,Γ \ 1, q, n). Note that we do not use Corollary 12.8 in order to see this agreement, but
we do use it for the lower bound on b(Γ,Γ \ 1, q, n) in order to see that our main term is
larger than our error term.
49
Proof of Theorem 10.4. We apply Proposition 12.6 in two cases: first with G2 = Γ and c2
all non-trivial elements of Γ, and second with G1 = H ⋊ Γ and c1 the set of elements of G
that have the same order as their image in Γ. To see that c1 generates H ⋊ Γ, first note
that all non-trivial elements of Γ are in c1. An element (h, γ) is in c1 if and only if it gives a
splitting of the cyclic subgroup generated by γ, which by Schur–Zassenhaus is if and only if
h = g−1γ(g) for some g ∈ H . Since H is an admissible Γ-group, it is generated by elements
of the form g−1γ(g) and so c1 generates H⋊Γ. Now we will compare the terms b(G1, c1, q, n)
and b(G2, c2, q, n).
Above we saw that the elements over γ in c1 are all conjugate. This gives a bijection
from c1/G1 → c2/G2 inducing an isomorphism Z
c1/G1
≡q ≃ Z
c2/G2
≡q . We then have dG1,c1(q) =
dG2,c2(q).
Next we check that Gab1 → G
ab
2 is an isomorphism. Consider an element of the form
(g−1σ(g), 1) in G1, for some σ ∈ Γ. Since (g−1σ(g), 1) = (g−1, 1)(1, σ)(g, 1)(1, σ−1), it has
trivial image in Gab1 . Since H is admissible, it is generated by elements of the form g
−1σ(g),
and thus we see that H is in the kernel of the map G1 → Gab1 , from which it follows that
Gab1 → G
ab
2 is an isomorphism.
This gives a natural isomorphism ker(Zc1/G1≡q → Gab1 ) ≃ ker(Z
c2/G2
≡q → Gab2 ). Now we have to
consider the functionsW iq−1 on these lattices, which we denoteW
1
q−1 andW
2
q−1 for the version
corresponding to G1, c1 and G2, c2 respectively. Note that W iq−1 : Z
ci/Gi → ker(S
i
→ Gi),
where S
i
is the quotient, constructed in the start of this section, of the chosen Schur covering
group in each case. We use Lemma 12.9 to choose compatible Schur coverings S1 and S2.
Since G1 → G2 is split, we have that Qc1 → Qc2 is a a surjection, and then it follows
from Lemma 12.9 and basic facts on finite abelian groups that H2(G1, c1) → H2(G2, c2) is
a surjection with kernel of order relatively prime to |Γ| (and so only divisible by primes
dividing |H|), and we have a commutative diagram
H2(G1, c1)

≃
τ
S
1
// ker(S
1
→ G1)

H2(G2, c2)
≃
τ
S
2
// ker(S
2
→ G2),
where S
i
:= H2(Gi,Z)/Qci. Then, for each conjugacy class in c2/G2, we can pick one element
x in that class, and one preimage x˜ of the element in G1, and then pick ̂˜x in the fiber of x̂.
By our choice of compatible Schur coverings, we have that
Zc1/G1

W 1
q−1
// ker(S
1
→ G1)
f

Zc2/G2
W 2
q−1
// ker(S
2
→ G2)
is a commutative diagram. We note that since the kernel of the map f on the right has order
relatively prime to q−1, any element of ker(S
2
→ G2) has the same number of q−1−1 roots
as any preimage in ker(S
1
→ G1).
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We then have
b(G2, c2, q, n) =
∑
h∈ker(S
2
→G2)
nrq−1−1(h)#{m ∈ ker(Z
c2/G2
≡q,n≥0 → G
ab
2 ) |W
2
q−1(m) = h}.
and
b(G1, c1, q, n) =
∑
h˜∈ker(S
1
→G1)
nrq−1−1(f(h˜))#{m ∈ ker(Z
c1/G1
≡q,n≥0 → G
ab
1 ) |W
1
q−1(m) = h˜}
=
∑
h∈ker(S
2
→G2)
nrq−1−1(h)#{m ∈ ker(Z
c2/G2
≡q,n≥0 → G
ab
2 ) | W
2
q−1(m) = h}.
It follows that b(G1, c1, q, n) = b(G2, c2, q, n). From this and Proposition 12.6, we conclude
the first statement of the theorem. By Corollary 12.8, we have the Ma and Ea so that the
remaining statements on πΓ(q, n) hold. Our observations above and the proof of Corollary
12.8 show that when n (mod Ma) 6∈ Ea, then πG(q, n) = 0. 
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