The problem of synthesis of the boundary optimal control of the cooling process of media with heat conductive viscosity is investigated. In addition to the distributed parameters, the concentrated parameters act on the system. This is due to the fact that the temperature of the external environment is unknown and varies according to a given law. As a result, the process is described by a system of partial differential equations and ordinary differential equations. In this case, heat transfer occurs at the right end of the rod. This complicates the obtaining of a solution of this boundary-value problem in an explicit form. But it is possible to establish the existence and uniqueness of the solution of the corresponding boundary-value problem for concrete admissible controls.
Introduction
If the material does not have a conductive viscosity, the process of heat or cooling transfer is described by a parabolic equation. The problem of synthesis of optimal control of such systems has been studied sufficiently [1−6] . Since in a material with a heat-conducting viscosity the temperature gradient changes along the direction of heat transfer, the cooling process is described by a partial differential equation of higher order [7, 8] .
In [7] , the solvability of the boundary value problem corresponding to this type of process is investigated. And in [8] the problem of synthesizing the optimal control of this process is solved, when the control parameter is distributed.
But if there are external control parameters in the process of heat conduction, then the process is described by a set of equations in partial and ordinary derivatives [9−11] . The difficulty in solving the synthesis problem of optimal control in this case is due to the fact that it is not possible to find an explicit solution of the corresponding boundary-value problem. In addition, the closed system is solvable and ensures the self-regulation of the corresponding process.
The obtained results relate to the problems of optimal control with systems containing elements with distributed parameters, and they can be applied to the process of heating and cooling the material with the minimum energy expenditure.
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Problem statement
Let the state of the controlled object be described by a vector function u(x, t) (y(t), u(x, t)) = and u(x, t) within the range
with initial and boundary conditions
where a, 0 a > a, 0 a >0 -the real constant, const 0 ξ = > a, 0 a >0 -the coefficient of heat conductive viscosity, (p , (t), p(x, t)) = there exists a unique generalized solution u(x, t) = (y (t), u(x, t)) of the boundary value problem (1)- (5) having the following properties: 1)
∈ that equal to zero for t=T, there is an integral identity
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3) the functions y(t) and u(x, t) satisfy the integral equation
For all t [0, T] ∈ .
Problem statement in an infinite-dimensional phase space
Let's consider in 2 L (0,1) an orthonormal system of functions n n n cos x X (x)
, n 1, 2,...
where n l -eigenvalues of the boundary value problem
which are positive roots of the equation tg , l l = a = tg , l l = a and
The solution of problem (1)- (3) will be sought in the form of a Fourier series
Let's multiply both sides of equation (1) by k X (x) and integrate along x from 0 to 1. Taking into account (2)-(5) and (9), let's obtain an infinite system of ordinary differential equations for determining the function and the coefficients k y (t), k 1, 2,...
with initial conditions
where k p (t) and 0 k u -Fourier coefficients of the functions p(x, t) and 0 u (x). Taking into account the orthonormality of the system of functions k {X (x)}, the functional (6) can be represented in the form
where k y -the Fourier coefficients of the function.
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Thus, the optimal control problem reduces to finding in the class of admissible controls such control 0 (y(t), u (t), u (t),...) of the problem (11)-(12) in the form of feedback so that the functional (13) takes the smallest possible value.
For the obtained optimal control problem, the class of admissible controls consists of infinite-dimensional vector-valued functions ( 0 1 2 p (t), p (t), p (t),...) satisfying condition
Let's introduce the following infinite-dimensional vectors and matrices: 
Using this notation, the problem (11), (12) with the quality criterion (13) can be represented in the following matrix form:
Application of the dynamic programming method
To solve the optimal control problem formulated above, under the constraints (16), (17) with the quality criterion (18), let's use the dynamic programming method. Following [3] , let's introduce the Bellman functional 
S[t, y] min([y(T) ] Q[y(T)
Carrying out the well-known procedure of the dynamic programming method [3] , let's obtain the Bellman equation:
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It follows directly from the definition of the functional S by formula (19) that S 0 ≥ and
Thus, the solution of the optimal control problem is reduced to the definition of p(t) and nonnegative S[t, y] from equation (20) with the additional condition (21).
Let's suppose that admissible controls are arbitrary vector-valued functions satisfying condition (14). Then from the expression on the right-hand side of the Bellman equation, let's find that
Eliminating p(t) from equation (20), let's obtain
The solution of this functional equation will be sought in the quadratic form * *
S[t, y] [y(t) ] K(t)[y(t) ] 2 (t)[y(T) ] (t),
where ij i, j 0
h -a scalar function that are to be determined. They are found from the condition that the functional S defined by (24) satisfies equation (23).
Let's note that K(t) must be a non-negative definite matrix for any t [0, T] ∈ . Calculating the gradient of the functional (24), let's find that
Substituting this value in (23) and taking into account that the resulting equality must be satisfied for any vector function y(t), let's obtain:
From condition (21) and formula (24):
Mathematical Sciences
Thus, if the matrix K(T) is determined from (26), then the vector (t) φ is determined from (27). After these functions can be determined, (t) h is found from (28). This makes it possible to find the Fourier coefficients for the control function.
Construction of control in the form of feedback
Since the gradient of the functional (21) is calculated by the formula (22), then from (19) let's determine the optimal control in the form
or passing to coordinate notations
Hence, introducing functions 0 00 ij i j i, j 1 0
let's obtain a synthesized control for the initial problem in the following form:
p(x, t) K (x, t)y(t) K(x,s, t)u(s, t)ds q(x, t).
As can be seen, 0 p(x, t) (p (t), p(x, t)) = control is a functional defined on the set of the state function u(x, t) (y(t), u(x, t)) = . Strictly speaking, the control (31), which is obtained by the formal solution of the Bellman equation, can't be considered as optimal. Therefore, it is necessary to justify the obtained result and first of all show that it belongs to the class of admissible controls.
The boundary-value problem corresponding to the control (31) or the closed system takes the form: As a result, the process becomes self-regulating.
6. Conclusions 1. In a material with a heat conductive viscosity, the process of heat transfer is described by a third-order partial differential equation.
2. For each concrete admissible control from the class of quadratically summable functions, the considered boundary value problem has a unique generalized solution.
3. The Bellman equation solution is in the quadratic form. 4. The control parameter is found as a functional defined on the set of state functions. 5. The obtained results give an algorithm for solving the problem of synthesizing optimal control or constructing a controlling parameter in the form of feedback for various systems containing elements with distributed parameters.
6. In the future, various approximate methods for solving these problems can be considered.
