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Abstract 
Heinrich, K., M. Kobayashi and G. Nakamura. Dudeney’s round table problem, Discrete 
Mathematics 92 (1991) 107-125. 
A set of Hamilton cycles in the complete graph on n vertuces is called a Dudeney set, and 
denoted D(n), if every path of length two lies on exactly one of the cycles. In this paper it is 
shown that: 
(a) There is a Dudeney set D(p + 2) if p is prime and 2 is a generator of the multiplicative 
subgroup of GF(p). 
(b) If there is a Dttdencg set D(n + i), ihen ihere is W ’ - ~grhwv se! D(~r:), --.._, 
(c) For n s 50, the only n for which the existence of a Dudeney set D(n) remains in doubt 
are n E (27,29,35,37,4i, 47). 
1. Introduction 
In 1899 Judson [lo] proposed the following problem. 
“Seven persons met at a summer resort, and agreed to remain as many days 
as there are ways of sitting at a round table, so that no one shal! sit twice 
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between the same two companions. They remained fifteen days. it is 
required to show in what way they may have been seated.” 
In 1900, Judson [ll] provided solutions for six and eight people but it was not 
until I904 that Safford [20-211 solved Judson’s original problem. Dickson [2-41 
then described what is essentially a difference procedure for constructing seatings, 
and used it to obtain seatings for 4, 5, 6, 8, 10 and 12 people. (Recently, Nonay 
[18] using Dickson’s method constructed a seating for 17 people; in that paper she 
also described the history of the problem.) The problem became most well-known 
(and received its name) through the puzzle books of Dudeney [6-71 who 
independently posed the problem and provided solutions for 4 < n 6 12 (a trivial 
solution existing for n = 3) claiming that he had solutions for 13 < ~2 ZG 25, and 
n = 33. (In fact, he also claimed that Bergholt had found a solution for p + 1 
people when p is prime and that Bewley could solve the problem for all even 
numbers of people. The claim made, regarding Bewley, remains 
unsubstantiated.) 
Dudeney’s round table problem asks for a seating of n people at a round table 
on consecutive days so that every person has every other pair of people as 
neighbours exactly once. This is equivalent to asking for a set of Hamilton cycles 
in the complete graph K,, with the proccrty that every path of length two (Zpath) 
lies on exactly one of the cycles. We denote such a set of cycles by D(n) and call 
it a Dudeney set. 
Our first observation is that ID(n)] = (n - l)(n - 2)/2. 
Huang and Rosa [9] constructed Dudeney sets D(p + 1) for odd prime p and 
the proof of the existence of these designs is our first theorem. 
Theorem 1.1. A Dudeney s2t D(p + 1) exists for all odd primes p. 
Proof. Consider the l-factorization 9 = {F,, 4, F,, . . . , F,_,} of K,,+i with 
V(K,+,) = {ml, 0, 1, . . . , p - 1) given by 
E = ((% i), (i + 1, i - l), (i + 2, i - 2), . . . , (i + (p - 1)/2, i - (p - 1)/2)}, 
OSiSp-1, 
where addition is modulo p. We see that E U l$, i #j, is a Hamilton cycle and 
from this it follows that O(p + 1) = (4 U 4: E E 5, 4 E LF, i Zj} is a Dudeney 
set. Cl 
We remark that a I-factorization of KZ,, with the property that the union of any 
two of its l-factors is a Hamilton cycle is called a perfect l-factorization, and it 
was first observed by Kotzig [13] that the l-factorization given in Theorem 1.1 is 
perfect. The real essence of Theorem 1.1 is that given a perfect l-factorization of 
&, there is a Dudeney set D(2n); a fact that many have observed. Unfortun- 
ately, perfect I-factorizations are known to exist for very few values of 2n (see [S] 
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-----__I_ for a thorough coverage of the siiuaiiun); and consequently iiiiS at~p~"~~,, has 
been of littie help in producing Dudeney sets. 
Another infinite family of Dudeney sets was constructed by Nakamura, Kiyasu 
and Ikeno [17] by the following theorem. 
Theorem 1.2. A Dudeney set D(pk + I) exists for all primes p. 
2. Construction of Dip + 2) for odd prime p 
In this section we will give a construction for D(p + 2) when 2 is a generator of 
the multiplicative subgroup of GF(p). The case when 3 is not a quadratic residue 
modulo p has been published in Japanese by Kiyasu and Nakamura [!2], 
Theorem 2.1. There is a Dudeq~ set D(p + 29, p m odd prime, if 2 is a 
generator of the multiplicative subgroup of GF(p). 
Proof. Throughout the general construction we assume that p > 13. At the end of 
the proof we will give constructions for p = 3, 5, 11 and 13. 
Consider the l-factorization 9 = {F,, F,, F,, . . . , I$_,}, as given in Theorem 
1.1, which generates a Dudeney set D(p + 1). This set can be expressed in the 
following way: Let I c { 1, 2, . . . , p - 1}, I fl -I = 0 and ]I]= (p - 1)/2. Let (T be 
the vertex-permutation o = (0 12 - - .p - l)(mi). Then D(p + 1) = {uj(F,U 
&):iEI, OSjCp-1). 
Suppose that we have a l-factor F of K,,, with the following properties: 
(1) F U I$ is a Hamilton cycle (implying that F fl 4 = 0). 
(2) The distances defined by the edges of F are distinct. (If (II; h) s E(K,+,), 
the distance of (a, b) is defined as: min{(a -b) (modp), (b -a) (modp): the 
residues lie in the set (0, 1, . . . , p - 1)) if a, b #al; and ml if either a or b is ml.) 
Colour the edges of F red and arbitrarily label them r, , r2, . . . , r(,+lj12. 
Consider the set of Hamilton cycles Z = { F0 U 6 : i E I} U (FO U F}. We make 
several claims about 2 (the proofs of which will follow). 
Claim 1. Dejine XZ = (uiH: H E 2, 0 zz. j sp - ! j. Then 
ZZ=D(p+l)U{o’(F,UF): OSjCp-1). 
Claim 2. Let I* = {i: IF f-141 20). Suppose (a, b) E F n i$ and that in F it is 
labelled r,. lf i E I tl I * colour the edge (a, b) of e blue and label it b,. If i E I* - I 
colour blue the edge (a-‘a, a-‘b) of FO U F_i (not@ that this edge lies in FO) and 
label it b,. Suppose that in the cycles of Z no two blue edges are adjacent. Then 
(1) there is a total of (p + 1)/2 blue edges, and 
(2) the 2-paths containing the blue edges in XZ (where if (a, 6) is blue so IS 
(da, u/b), 0 <j up - 1) are exactly the 2-paths containing the red edges in 
d(F;,lJF),OGjSp- 1. 
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.I...,” Ciajm 3. Let G be ijie iiiu:~grQph ,Li;‘ v(6) = ~f(,I=,+,) a_+:& E(G) = {_T: 
ifzI} U {F}, and let Se= {.F;i t E I} U {F’} be my l-factorization of G. Let 
Z’ = { F0 u Fi : i E I} U { F0 U F’ }. Then ZZ contains exactly the same set of 2-paths 
as does ZZ’. 
Claim 4. Suppose that in Z’ (constructed as in Claim 3 where if (a, b) E F0 was 
blue in & U 6, it is still blue in F0 U F’) the edges adjacent to the blue edges of F0 in 
I;0 U E lie in Fi and no two coloured edges are adjacent. If we were to take 
(p + 1)/2 copies of a new point m2 and insert a copy into one of the edges in each 
pair {{rr, b,}: 1 s t =S (p + 1)/2}, d enoting the new ‘2-factors’ by (Z’)* = {(F,U 
F/)*: i E I} U {(FO U F’)*}, then we would obtain in 
n((z’)*) = {dW: W E (z’)*, n=(012*..p-l)(w,)(Q, OSjSp-1) 
every 2-path of KP+2 with V(K,+,) = (0, 1, 2, . . . , p - 1, m,, 00~). 
Proof of Claim 1. Trivial. Cl 
Proof of Claim 2. The proof of the first part of Claim 2 is easy but some 
argument is required for the second. We need only to show that each Zpath of 
{ ui(F, U F): 0 S j up - 1) also occurs in ,PZ with one of its edges coloured blue. 
Let [a, b, c] be a 2-path in crj(&, U F), for some j, where (a, b) E uiF0 and 
(b, c) E uF. Then [&a, a-jb, a%] is a 2-path in Z$ U F, where (~-~a, a-‘b) E &, 
and (a-jb, 0%) E F fI e, for some i. If i E I, then (a-jb, a%) is blue in 4 and 
consequently (b, c) is blue in uj(F, U 6). Moreover, as (a-‘a, a-jb) E F,, the 
Zpath [a, b, c] lies in uj(&,U fi). If i E I* -I, then (a-‘a-jb, a-‘a%) = 
(a-‘a-‘b, a-'a-'~) is blue in Fo U F-i and thus (b, c) is blue in oi+‘(FOU F-i). 
Again, as (a%, a-jb) E F,, (a-‘-‘a, u-‘-j b) E F_i and so the 2-path [a, b, c] is in 
a’+‘(& U F-i). 0 
Proof of Claim 3. To prove Claim 3 it suffices to show that any 2-path in ZZ also 
lies in ZZ’. Suppose that [a, 0, c] is a 2-path in EZ, where (a, b) E BF, and 
(b, c) E ujfi for some j, and for some i E I. Then the 2-path [u-k, a-jb, a%] is a 
2-path in Z; (a-‘a, u-lb) E F0 and (u-jb, u%) E 4. But the edge (a-jb, 0%) lies 
in FL for some k E I and so in the 2-factor /rj($ U Fi) we obtain the 2-path 
[a, b, c]. (Note that if (b, c) E ujF the same proof applies,) Cl 
Prtiof of Claim 4. We prove Claim 4 by verifying directly that every 2-path is 
obtained. Counting then shows that every 2-path occurs only once. The proof 
follows easily from Claim 2 as the 2-paths occurring in n((Z’)*) are exactly those 
we would have obtained by inserting a copy of a2 into each of the edges of F in 
F,U F, and leaving all other cycles untouched. Call this ‘object’ (F, U F)*. In 
If(Z’ - {F,U F}) we have all 2-paths of the original Dudeney set D(p + 1). In 
fl((F, U F)*) the 2-path [a, ml, b] occurs as there is an edge (c, d) in F with the 
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same distance as (a, 6): implying that for some _iI (J&? 9&j) = (a, 5) and so 
[a, m2, b] lies in d((&U F)*). To see that we have all 2-paths of the form 
[a, b, mz] realize that in (F, U F)* 002 is both preceded and followed by an edge of 
each po.ssible distance (as Fo contains an edge of each distance), and so for some 
j, [a, b, m2] lies in zj((& U F)*). El 
The plan is to obtain Z’ as described in Claim 4 but with the additional 
properties that: 
(1) each 2-factor in Z’ is a Hamilton cycle and 
(2) from each pair of edges { {rl, b,}: 1 =G t s (p + 1)/2} we can choose one 
edge, so that exactly one edge in each cycle of Z’ is chosen. 
Inserting m2 into the (p + 1)/2 chosen edges yields n((Z’)*) which will be a 
Dudeney set D(p + 2). 
We now give a specific construction in each of the cases: 
p = 3 (mod 4) and 3 a quadratic residue modulo p ; 
p=3 (mod4) and 3 a quadratic nonresidue modulo p ; and 
p = 1 (mod 4). 
Case 1: p = 3 (mod 4) and 3 = 2” (modp); x euen. 
Let p = 4k + 3 and let F = {(m,, l), (2, 22), (23, 24), . . . , (2pw4, 2pm3), 
(2p-2, 0)). One easily verifies that F. U F is the Hamilton cycle (0, ml, 1, -1, -2, 
2 . . , 22k-2 _22k-2 -22+1, z2&-* , 22&p -z2& = 2pe2), (m,, 1) E 4, (27 27 E 
F’,L+z, 1 S r’s (p - 3)/2, and (2P-2, 0) E FW-3. At this point we also note that 
F. U e is the Hamilton cycle (0, mr, i, -i, 3i, -3i, Si, -5, . . . , (4k + l)i, 
-(4k + 1)i). 
Let I = {2X+D-2: 1s r s (p - 1)/2} and observe that both F, and Fp-x have two 
edges in common with F (as x is even), F2X+P-3 = F2=-2 has none and each other 4, 
i E I, has exactly one. Colour and label edges as described in Claim 2, so that b, 
and b2 are in F,, and b3 and b4 are in FW-3. (Assume that (1, 03,) is labelled bI and 
(0, 2p-2) is labelled b3.) We would like to insert m2 into either the blue or red 
copy of each edge of F so as to obtain a family Z* of Hamilton cycles in KP+2. 
However, since both F, and Fp-3 each have two blue edges and we can insert m2 
into only one of the four corresponding red edges in F, we cannot obtain Z*. 
Fortunately, all that needs to be done to correct the situation is to exchange some 
edges between F and Fp-2 (as in Claim 3), obtaining F’ and F&-z (and 
consequently Z’) satisfying 
(1) both &, U F&-z and &, U F’ are Hamilton cycles, and 
(2) F’ contains r, and r,, and F&-z contains r2 and r,. 
Then in the cycles of Z’ insert m2 into the blue edges of 5, i E I - { 1, 2p--3, 2X-2}, 
into r3 of F’, r2 of F&-2, b, of F, and b4 of Fp-3, to obtain a Dudeney set 
D(p + 2) = n((z’)*). 
Now F. U F is either 
‘ap-2 0, mr, 1,. . . , 2X-3, 2Xy-2, -2X-2, -2”-‘, -2X-1, 2”, . . . , 22r-3, F2 1 
&-2: 0, m,, 1, . . . , 22r-3, 22x-2, . . . , 2X-3, 2X-2, -rm2, -2*-l, 2”-‘, 2’;:: .), 
or 
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and Fc U Fy-2 is either 
(25 -2x-‘, 2”_‘, 0,001, 2X-2, -2X-2, 22r-2, . . . , 1, zp-2, . . . , 2X-3, 22r-3, . . .), 
( 2”’ 4-4, 2X-4, 0, Ml, 2x-2, -2x-2, p-2 3P-2 1 ..,* , ,a.., 2x-3, IF3 . . )I 
(2”, -2X-1, 2X-1, 0, ml, 2”-‘, -2X-2, 2”-‘: 1 . . , 2X-3, 22x-3, . . . , 1, 2p-2: 1 . .) or 
(25 -2q27 0, w*,2”-*, -2X-2, 22‘-2, . . . , 2X-3, 2%--3, . . . ) 2p-2, 1, . . .). 
(One of the reasons the different possibilities arise is because we do not know the 
size of x relative to p.) 
Let E = {(ml, 1), (2p-2, 0), (2”-‘, 27, (-2”-‘, -2”-‘), (22r-3, 22”-2), 
(2x-3, 2”-‘)} and EzX-2 = { (mi, 2X-2), (0,29, (2”, -2”_‘), (1, 2p-2), (-25 
22”-2), (2&-“, 2X-3)}; observing that E c F and Ezr-zc FzX-2. Define F’ = F U 
E,=-: - E and F&Z = FzX-2 c E - Ezr-2. One can verify that in all cases F. U F’ and 
J$ U F&Z satisfy conditions (1 j and (2). 
Cure 2: p = 3 (mod 4) and 3 = 2” (modp); x odd. 
Again let p = 4k + 3 and F = {(cQ~, l), (2,2’), (23, 24), f . . , (2p!p-4, 2p-3), 
(Zps2, 0)). Then &,U F is the Hamilton cycle (0, ml, 1, -1, -2, 2, . . . , 22k-2, 
_22k-2, _22k-1 22k-1 
, zZk, -22k), @t > 1) E F,, (2’+‘, 2”) E F2z+2r-2, 1 s r c (p - 
3)/2 and (2P-21 b) E F&S. We remind the reader that F. U E is the Hami!ton cyde 
(0, dolt 1, ’ -i, 3i, -3i, 5, -5, . . . , (4k + l)i, -(4k + 1)i). 
tit I= {2x+2r-2: 1 S r =S (p - 1)/2} U {l, 2p-3} - (-1, -2p-3}. (Since x is odd 
and 2 generates Z;, lZ/= (p - 1)/2.) Colour and label the edges of E;;, U l$:, i E Z, 
as described in Claim 2. Then for i E Z - { 1, 2p-3, 2”-‘} in F. U F exactly one edge 
of F is coloured blue, in F. U Fl the edge (ml, 1) of Fl is blue as is the edge 
(-21mX + 1, -2’-” + 1) of F,, in F,U Fw-s the edge (2p-2, 0) of F,-3 is blue as is 
the edge (-2-1-X + 2 p 3 -2-” +2p-3) of F,, and in F,U F2,-2 no edges are - , 
coloured. 
We now ‘rearrange* the edges of F and F as allowed by Claim 3. In fact we will 
only exchange edges between F and Fzr-2. Observe that 
((0, 2p-2), (pi, l), (2”-‘, 2*-l)} t F and {(0,2”-‘), (ml, 2”-‘), (1,2p-‘)} c F2X-2. 
Put 
and 
F’ = F U ((0, 2X-1), (a,, Y-‘), (1,2”-‘)} 
- ((0, 2”-2), (031, l), (2”-2, 2*-‘)} 
F&-z = F2.-2 U ((0, 2p-2), (w,, l), (2”-‘, 29) 
- ((0, 27, (w;, 2 -q, (1, 2P_‘)). 
We claim that both &U F’ and &U F&-L are Hamilton cycles. As in the previous 
case, since R)UF=(2P-2,0,m,r 1,. , . ,2X-2,2X-‘, . . .), and &‘,UF2.-z= 
(2X~‘,0,~~,2Xp2,...,1,2P~-2,...) or (2X-‘,0,9,2X-2 ,..., 2”-“,l,,., ), the 
claim is easily verified. So we obtain 2’. 
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TO obtain a set (Z’)* of (p + 1)/2 Hamilton cycles in KP+* insert ~3~ into the 
biue edge of F0 U 6, ’ - cen’-t 1, 5 - c?-3 +x--21 -4 ,L in& -;he bine PA‘7.s ./PA r”&Y 1-1, 1) of 
I$ U F’, into the red edge of F’ correspond:g to the blue edge (-2’-* + 1, 
-22-x+1)Of@JF’, into the blue edge (-2-l-” + 2p-3, -2-” + 2pe3) in F0 U Fz+, 
and finally into the red edge (0, 2!‘-2) of F. U F&z. 
By Claim 4 and the fact that we did not move any of the edges of Fl or Fp+ 
Lf((Z’)*) is a Dudeney set B(p f 2). 
Case 3: p = 1 (mod 4) and 3 = 2” (mod p). 
Letting p = 4k + 1 and F = {(ml, l), (2, 22), (23, 24), . . . , (22k-3, 22k-2), 
(27 O), (22k, 2=+9, (2*&+2, 2k+3), . . . , (24k-2, 24k-‘)}, then I$, U F is a Fiamil- 
ton cycle, (ml, 1) E F,, (22r-1, 22r) E F2=+t-2, 1G r L k - 1, (22k-1, 0) E F,t*-2 and 
(2ir, 22r+‘) E F,+t-I, k s r G 2k - 1. 
Let I= (-2x-1, 2x, . . . , _2~+2k--3, 2~+2k-2) u (1, p-1, p-7 _ 1-1, -p-l, 
-22k-2}. Label and colour edges as in Claim 2. For each i E I - {2X+2k-2, 
1, 22k-2) E has one blue edge, 6 U Fl and F. U F2u-2 each have two blue edges, 
b’, b2 and b3, b4, respectively, and F2=+=-z has none. 
We now exchange edges as permitted by Claim 3. The edges exchanged are 
between F, F2=-l and F2r+~-2 = F_2r-2. (Note that 2r+2k-2 and 22k-1 are both in 1.) 
First observe that F,U F = (,‘-‘, 0, ml, 1, -1, -2, . . .), F,U F,ZM = (-2”-‘, 
2-‘9 22k-1 , 9, 0, -1, 1, -2, * * .)t and & U F_2X-2 = (0, -2*-l, . . . , -1, -2-l, 
2-‘, -2, . . .) or (0, -2X-‘, . . . , -2, 2-l, -2-l, --1, . . .I; the two possibilities 
arising as before. 
Let F’=FU{(22k-1,m I), (0, -11, (1, -2)) - {(22k-1, 01, (% 11, (-19 -2)), 
and 
F&I = F,zx-1 U ((0, -2”-‘), (-2, 2-9. (-1, -2-9, (ml, 1)) 
- {(-2”-‘, 2-l), (22k-‘, @Jlj, (0, -l), (1, -2)) 
FL2x-2 = F_2x-2 U {(22k-1, 0), (-1, -21, (-2”-‘, 2-l)) 
- ((0, -2”_‘), (-1, -2-9, (-2,2-l)}. 
One easily verifies that each of F. U F’, F. U FOB-I and 6 U FL2.-z is a Hamilton 
cycle. 
Before continuing we need to verify that if -22k-1 E {-2’-‘, 2”, . . . , 
_y+2k-3 
, 2x+2k-2 }, then the edges of F,SI adjacent to the blue edge of & in 
&‘U F,x-I have not been moved in the exchange. This is easily verified by 
determining that blue edge. 
If -22k-1 E { -2’-‘, r, . . . , -2x+2k-3, 2x+2k-2}, then either 4k - 1 =x + 2r - 2, 
l<rGk-1, and (22r-‘,22r)~F_2u-~ or 4k-l=x+2r-1, kcr<2k-1 
and (2*‘, 2*‘+‘) E F_2~-~. In the first case 
023-‘(22r-l, 227 = (22’4 + 22k-1, 22r+ 22k-I) = (y + 22k-1, 21-x ; 2’“~1) 
- (_p-x, y+-X) 
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and in the second 
up-:(p, p+i) = (2ir + 2ik-I, 2ir+i +2X-i) = (2-x + 22‘ i, zi=A + z&--i) 
=(4-l-x, ,-l-7_ 
The endpoints of this edge do not lie on edges that were exchanged. 
It is now simply a matter of choosing edges into which to insert the vertex m2_ 
For each i E I - { 1, 22k-1, 22k-2, 2”+2k-2} insert a2 into the blue edge of 4. Let 
the blue edge of F. U F&S be b5. After the exchange, F&-I has the red edge r,, 
FL2#-2 has the red edge r3 and F’ has the red edge rs. Insert 30~ into the edges b2, 
b4, rl, r3 and rs. 
For p = 3, 5, 11 the Dudeney sets D(p + 2) are explicitly given by 
~(5)={dZ:~=(l23)(@+)(~~), OsjS2, 
Z E ((% a2,L 2,3), (% 1, 0029 3,2))), 
O(7)= (a/z: a=(123)(456)@), Osj~2, 
Z E {(CT 1,2,3,4,6,5), (Y 5,1,6,4,2,3), 
@, 2,4,1,5,6,3), (#I, 4,6,3,& 5, l), @,4, 1,6,2,3,5))) and 
0(13)={a’Z:a=(1234567891011)(~,)(~2), OejSlO, 
Z e {(T, 1, ~293, 10,5,8,7,6,9,4, 1192) 
(031, 1 4,9,7,6,10,3,2,11, ~,5, g), 
(~1, 1,5,8,9,4,2, 11,6,7,002, l&3), 
(T, 1,7,6, ~2,2, 11,8,5,3, 10,9,4), 
(Y, 1,3,10,4,9,~2,f3,5,11,2,6,7), 
(a+, 1,2, 1193, 10,7,6,& 5,9,4,032)}}. 
D(lS)={&?: a=(12345678?10111213)(~,)(~-J, Osjsl2, 
ZE {(m 1, 192, 13,3, 12,4, 11,5, 10,6,9,7,8, oQ, 
(a,, 1,=5, 2,13,5, 10, 12, 3,6,9, 11,4,7,8), 
PJ,, 1, 10, 5, 8,7,6,9,4, 1192, 13,m2,3, 12), 
@,, I,& 782, 13,996, 5, 10,3, l&002,4, ll), 
P,, 194, 11, =JZ, 5, 10,817, 13, 23, 12,6,9), 
(T, 1, l&3,8,7, 11,4,5, lO,m2,6,9,2, 13), 
(q, 1,6,9, ~2,7,8, 123.4, 11, 13,2, 5, 10))). 
This completes the proof. 
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3. Construction of D(2n) from D(n + 1) 
We now give a recursive construction for Diideney sets which we can combine 
with Theorems 1.1, 1.2 and 2.1. Unfortunately, this construction only produces 
Dudeney sets D(u) for even values of n. It was first obtained by Nakamura and 
reported in [14, 161, although no proof was published. 
Theorem 3.1. If there exis& a Dudeney set D(n + l), then there en& a Dudeney 
set D(2n). 
Proof. The proof will be divided into two cases depending on the parity of n. 
Case 1: n=2m. 
Let V(K,+,) = {a, 0, 1, . . . , n - 2,*} and the cycles of a Dudeney set D(n + 1) 
be 4, I S i d n(n - 1)/2. Deleting the vertex * from each of the cycles results in 
a set of I-Iamilton paths Ei = Di - { *}, 1 s i s n(n - 1)/2, of K, with the property 
that each 2path lies on exactly one & 
We now describe three types of Hamilton cycles in &,, which between them 
contain every 2-path of K2, exactly once and so constitute a Dudeney set D(2n). 
Let V&J= {Az, AC,, AI,. . . , A,& U {B,, Bo, B,, . . . , B,-2). 
Type I @es. For each Hamilton path Ei = [a,, u2, . . . , a,), 1 d i s n(n - 1)/2 
define the Hamilton cycle Qi of Kti by 
Qr = (A,,, Ba,, A,,, . . . 9 B,,, A,,, Ban .,s . . . t A,,, Ba,). 
The set of Hamilton cycles &, = {Q,: 1 d i d n(n - 1)/2} contains all 2-paths of 
the form [Ai, Bi, A,], [Bi, Ai, Bi] and all of the form [Ai, Bi, Ak], [Bi, Aj, Bk], 
i #j, k #j. The first sets lie in f, as [*, i, j] was in exactly one member of 
D(n + l), and the second as [i, j, kj was in exactly one member of D(n + 1). 
Type II q&s. For each Hamilton path Ei = [a,, a2, . . . , a,], 1 c i s n(n - 1)/2, 
define the Hamilton cycle R, of K& by 
RI = (A,,,, A,,, A,,, . . . , A,, B,, B,,,_,, . . . , Ba,, B,,). 
The set of Hamilton cycles ,& = {R,: 1 C i c n(n - 1)/2} contains all 2-paths of 
the form [Ai, B,, B,], [B,, AI, A,] and all of the form [Ai, Aj, Ak], [B,, Bi, a+]. 
The first set lies in & as [*, i, j] was in exactly one member of D(n + l), and the 
second as [i, j, k] was in exactly one member of D(n + 1). 
‘Type III cycles. The last type are the most difficult. We will describe (n - 1)2 
cycles of the form (A, A, B, B, A, A, . . . , A, A, B, B) which contain all 2-paths 
of the form [A,, Aj, Bk] and [Bi, Bj, Ak], j # kc 
Let 
X, = (&a, B,,t X,, = VI+,, B,_,), lcrdm - 1 and 
& = (A,++,, A& yir= (A/-r+,, A,,,), 1 drSm - 1, 
where subscript calculations arc modulo 2tn - 1 = I# - 1. 
Note that Xi = UK<’ Xi,, i “i d n - 1, is a l-factor of K, = Kz,,, and as j varies 
we obtain a l-factorization of K,,; a similar claim holds for I$ = Uz<’ Y,,. 
Finally, if X = (x, y), then we define X = (y, x). We now define the cycles 
S,=(& X,0, &.+I, Xjr, Y$,r+z, Xjzt s . . p &I, Xj.m-d and 
i$=(& XjO3 yi,r+l, Zj*, $,r+*, ZjZ, . . * f yi,r-19 Xj.m-*)9 
where subscript calculations are modulo m. 
We claim that the set of Hamilton cycles 
~~={S,,:1~rSm-1,1aj~n-1}U{~,:04r~m-1,1~j~n-1} 
contains all the required 2-paths. Because of the structure and number of the 
cycles it is clear that it suffices to show that each of these 2-paths lies on at least 
one Hamilton cycle in $$. We consider each 2-path as determined by its first two 
vertices. 
(a) [A,, A,, ~1. As (Ai, A,) = Lm,o we are concerned with the vertex- 
sequences Y~-m,&Xi-m,m-~, l<r~m - 1, and yI:-,,&i-,,,-,, Ocram - 1. 
Thus for 1 s r G m - 1 we find in place of x both endpoints of m - 1 edges of the 
l-factor X,_,. When r = 0 we obtain only the vertex B,_, from &m,o and not 
the other endpoint (that is, not the b.?rtex B,). 
(b) [A,, A,, x]. We are concerned with the vertex-sequences 
Xi-m,m-r-1Y1-m.O~ lsr~rn - 1, and X1_m,m_r_l&_m,O, O~r~rn- 1. Again in 
place of x we obtain all endpoints of the l-factor Xi-, except for Bi. 
(c) [Ai, A,, x]. We can choose t and s so that i = t -s + 1 and j = t + s. Thus, 
as Y, = (A(, A,), the vertex-sequences we are interested in are Y,X,,,_,, 
1~rSrn - 1, and Y,&,-,, 0~r~r.r~ - 1. Again, as 1 sr~rn - 1 we obtain in 
place of x both endpoints of m - 1 edges of the l-factor X, plus one endpoint of 
the remaining edge. The vertex we do not obtain is the first co-ordinate of X,,S_,, 
r = 0, which is I$ 
(d) [B,, &, 4~1. Since &o= (Sip B,), we are concerned with the vertex- 
sequences&,&+,, Ocrsm - 1, and Yi,&,, 1 Srsm - 1. For OSr Gm -2 in 
the first sequence, and 1 d r d m - 1 in the second, we get in place of x both 
endpoints of m - 1 edges of the l-factor yi. From the remaining edge yiU of that 
l-factor we obtain one more vertex, The vertex not obtained is the second 
co-ordinate of &, which is A,. 
(e) [B,, &, x]. As in (d) we consider the vertex-sequences I$.&,, OS r s 
m - 1, and X,o&,+r, 1 G 7 G cz - 1. By a similar argument we conclude that the 
vertex that does not occur in place of x is A,, the first co-ordinate of Yi,. 
(f) [B,, B,, x]. We can find s and j so that i = t +s and j = t -s. Then 
X, = (B,, f/I,) and th e vertex-sequences containing 2-paths of the required type 
are &&,+,+I, l~r~rn-1, and Y,.,+,&, O~rrm-1. As in the previous 
cases the vertex we do not obtain in place of x is the first co-ordinate of Y,,,+, 
which is A,. (Note that if s = m - 1, then t =j c m - 1 and A,,, = A!.) 
This completes the construction in the case when n is even. 
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Case2: n=2m+l. 
Let V(K,+,)={O, 1,. . . ,n- 1, *} and the cycles of D(n + 1) be Di, 1 s i s 
n(n - 1)/Z. AS in the previous case, deleting the vertex * from each of the cycles 
results in a set of Hamilton paths Ei = Di-{*}, lsii~(n-l)/2, ofK,withthe 
property that each 2-path lies on exactly one of the paths. 
Again we describe three types of Hamilton cycles in Kzn which between them 
contain every 2-path of Kz, exactly once. 
Let V(-k&) =A U Bi where A = {A,, Ali _ . . , A,_,} and B = {B,, B,, . . . , 
B,-2. 
Type I cycles. For each Hamilton path Ei = [al, u2, . . . , u,], 1 =S i G RZ(M - l)/2, 
define the Hamilton cycle Ri by 
4 = (A,,, 42, Aa,, * * * g Aam, Ban, Ban_,, - - - 9 Ba,, Ba,)- 
The set of Hamilton cycles 9, = {Rj: 1 s i s n(n - 1)/2} contains all 2-paths of 
the form [Ai, Bi, Bj], [Bi, Ai, Ai] and all of the form [Ai, Aj, Ak], [Bi, Bj, Bk]. 
The first set lies in fl as [*, i, j] was in exactly one member of D(n + l), and the 
second as [i, j, k] was in exactly one member of D(n + I). 
Type II q&s. In K,, define the Hamilton cycles 
~=(Ao, Ai, Aj+t, Aj-1, Aj+lr Aj-2, - - - , Ai+,+,, Ai+,) and 
y = (41, Bj* Bj+l, Bi-19 Bj+29 B/-2, * - * t Bj+m+lr Gj+m)t 
where subscript calculations are module n - 1 on the residue set { 1,2, . . . , n - 1) 
(so A0 and B. are fixed points). It is easy to verify that the sets ‘4% = {r/j: 
1 ~j G m} and ‘V= (4: 1 “j” m} are Hamilton factorizations of K, (but on 
different vertex-sets). We will use these Hamilton cycles to describe a set 92 of 
m(2m - 1) Hamilton cycles in Kzn which contains all 2-paths of the form 
[B,, Aj, Bk] and [Aj, Bi, Ak] where i, j and k are distinct. 
Cycles 4 and V, are combined to form the cycles QIr, 1 s r s 2m - 1, in the 
following way. First write (B,, ~0, B,, ~1, Bj+l, ~2, B,-I, ~3, Bj+2, ~4, Bj-2, 
x5,..., B /+m+lp x2m-19 Bi+m, x&. Now we insert the vertices of the (ordered) 
cycle Uj in place of the X, in this ‘prototype’ in 2m - 1 different ways. The cycle 
Qjr has A0 in place of x,, A, in place of x,+ 1, A,+, in place of x,+2, A,-1 in 
place of x,+~, A,,, in place of x,+~, . . . , and Al+, in place of x,-~. Note that the 
‘insertions’ not included are, in the above notation, 
Qjo= (‘I,, A~, B,, A!, ‘,+I, A!+,, ‘i--l, Al-,, B~+z, Aj+z, * * * 9 Bj+m+lv 
A~+,+I, Bj+ms Aj+tJ and 
Qj.tn = (Bo, Aj, Bj, Ai+*, Bj+l, Aj-1, Bj-1, Ai+** Bj-xzv Ai-2, . * * p Bj+m+l, 
Ai+,,,. B,+,,,, A,). 
Let &=(f&: iSjGm, iGr=2m- I). To show that the required 2-paths 
are here we consider Zpaths as determined by their central vertices. Observing 
that the effect of the above construction is to insert vertices of A into the edges of 
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v (and equivalently vertices of B into the edges of %) we see that vertex Ai has 
been inserted into every edge of K,, with vertex-set B, except for those edges 
incident with the vertex Bj (and analogously for the insertion of vertex B;). Thus 
all the Zpaths required are indeed obtained in the cycles of $2 and counting 
guarantees that these are exactly the 2-paths of $3. 
Type III cycles. We will now describe n(st - 1) Hamilton cycles of the form (Bj, 
Ai, Bi,, Bi2, Ai,, Ai49 Bi5, Bib, Ai,, Ai*, * * - 9 Bi2n_5, Bizn_4, Aim_,, &,,-2) which 
contain the 2-paths of the form [Ai, Aj, BJ, [Bi, Bj, Ak], i + k, and [Ai, Bi, Ai], 
[Bi, Ai, Bj] and no others. 
Let HI = (Bj, Ai), I$ = (Aj+i, Aj-i) and Gji = (Bi+il Bj-i), where subscript 
calculation is modulo n. Note that l$ = UEI I$ and Gj = LJEI Gji are both near 
l-factors of K,, with respective vertex-sets A and B, and in which, respectively, 
vertices A, and Bi are isolated. Moreover, as j varies, the Z$ (Gj) determine a near 
l-factorization of K,. 
As in Case 1, if X = (x, y), then we define $ = (y, x). 
(a) We now define the cycles in the case when m is even. 
Us,= (Hj, Gjr, 4,,-1, G,,,+I, &r-2, G,,r+~r . * * 5 f;;.,r-m/2+19 Gj,r+m/2-l,t;;.,r-m/2, 
G~,,+.G, &-m~-l, Gj,r+m~2+19 4,r-m;?-21 . . . , /;l,r-2, I;;..,+,, G~,,-I, &jir) and 
yr = (H/j Sjrt Ej,r- I, Gj.r+~, Fj,r-29 Gj,r+2, * * . ) &r--mt2+1t Gj,r+mt2--l, 4,r-m/2, 
Gj,r+ml29 4,*-m/2-11 Gj,r+ml2+1, 4,r-m/2-2r * . ) Gj,r-2, e,r+lt Gj,r-1, Fi,), 
where subscript addition is modulo m. 
We claim that all the required 2-paths are contained in the Hamilton cycles 
$3={4,, I$,: lsfrim, Osj < 2~2). Because of the structure and number of 
the cycles it is clear that it suffices to show that each of these 2-paths lies on at 
least one cycle in $3. We do this by considering each 2-path as determined by its 
first two vertices. 
(a.1) [B,, A,, x]. Since Hi = (Bj, Aj) we are interested in the vertex sequences 
HjGjr and H$j,, 1 d r s m. From these we see that in place of x each vertex 02 
B - {Bj} appears as we obtain the endpoints of each edge of the near l-factor C;. 
(a.2) [Aj, Bj, x]. The same reasoning applies here to show that every vertex of 
A - {Aj} appears in place of X. 
(a.3) [Ai, Aj, x]. We first choose s and I so that i = s + t and j = s - t and then 
determine all edges following F,, and all preceding &. We will list the cycles of $3 
and the vertex sequences containing [Ai, A,, x] which appear in them: 
From W,, we obtain Gs,,-&, and from Kt we obtain F,,H,; 
From WV,,+, and V.,,+,, 1 G r S na/2, we obtain, respectively, J$,Gs,,+2r and 
G I:* r,r+tr-I $7, 
From Kc+,+,n and YT,r+r+mR, 16 I 6 (m - 2)/2, we obtain, respectively, 
G.s.rc~r-&r and FsrG~,,+P. 
On inspection we find that in place of x there will be the vertices of both 
endpoints of the edges of G, except for the second co-ordinate of G,,, as well as 
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the first co-ordinate of H,. Thus in place of x we have all of B - {Bj}. 
(a.4) [& Bj, x]. The argument in this case is analogous to that of (a.3) and so 
will not be given. 
(b) When m is odd the situation is similar. The cycles are 
II$ = (Hi, $3 &-i, Gj,r+i, F;.,r-2, Gj,r+2, . * . 9 &-(m-i)/2, Gj.r+(m-l)n* &+n+t),2, 
Gj,r+(m+l)/& 4,r-(m+3)/29 Gj,r+(m+3)f% e,r(m+5)129 . * . 9 Gj,r-29 4,r+19 Gjir-l, &) 
and 
where subscript addition is modulo m. As in (a) it is a straightforward matter to 
show that all the required 2-paths lie on the cycles of $3 = { wjr, l$,: 1 s r d m, 
Oaja2m). 
This completes the proof of the theorem. 0 
Corollary 3.2. For prime p and n 3 0, there is a D(2”(pk - 1) + 2). 
Proof. The proof follows from Theorems 1.2 and 3.1. Cl 
Corollary 3.3. For prime p, where 2 generates 2; and n 2 0, there is a 
D(2”p + 2). 
Proof. The proof follows from Theorems 2.1 and 3.1. 0 
We remark that the case n = k = 1 in Corollary 3.2 was first proved by Huang 
and Rosa [9) and independently by Nakamura [lS]. However, Kotzig [13] had 
earlier constructed a perfect l-factorization of Kb for prime p, from which a 
D(2p) can be obtained. In fact, Theorem 3.1 is in some sense a generalization of 
that construction. 
4. D(n), 3sr s50 
We will give all values of n between 3 and 50 for which a Dudeney set D(n) is 
known to exist. The case n = 3 is of course trivial. 
I.& 4.1. There exists a Dudeney set B(n) for n E (2m: 2 6 m g 17) U (5, 9, 
17, 33, as, 42* 44, 46, 48, 50). 
f. Apply Corollary 3.2. 0 
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Lemma 4.2. There exim a Dudeney set D(n) for n E (7, 13, 15,21: 31 1 39,40}. 
Proof. Apply Corollary 3.3. q 
Lemma 0.3. There exists a Dudeney set D(n) for n = 36. 
Proof. Apply Theorem 3.1 using the D(19) from Lemma 4.4. Cl 
Lemma 4.4. There exists a Dudeney set D(n), n E (11, 19,23,25,43,45,49}. 
Proof. The construction of these sets using the notation of Theorem 2.1 is as 
follows (the D(l1) can also be found in [6] and the D(19),. D(23) and D(25) can 
be found in [17]-they are included here for completeness). 
D(ll)= (dZ: ‘J=(l23456789)(=#‘,), Osjs8,Z E {(ml, 9,7,2,5.4,3, m2, 6, 1,8), 
(=‘,s =‘2t 9,5,4, 1,8,6,3,2,7), (00,) 9,8, 1,7,2,6,3, m2, 5,4), 
(m, I 9,397, m2, 1,8,4,5,7,2), (03119, %8, 1,2,7,4,5, 3,6)}}, 
D(19)=(&~=(123.~. 15 16 17)(m,)(~Q. 0 t; j 6 16, 
Z E I@,, 1, m2t 2, 17, 13,6, 11,8,7, 12,3, S, lb, 3,4, 15,9, IO), 
(Tt 1,4, 15,7, 12, lo, 9, 13,6, mz, 14,5, 17,2,3, 16,8, 11), 
CT, L6, 13,154, mz, l&3, 14,5,8, 11, 17,2,9, 10.7, 12), 
(‘=,t 1,8, 11, 15,4,5, 14, 12,7,2, 17, y, 3, 16, 10,9,6, 13), 
(wit 1, 10, 9, Wz, 11, 8,3, 16, :,” 7,4, 15, 17, 2, 13,6, 5, 14), 
(“It 1, 12,7, m2. 13,6, 16,3, 10,9, 17,2,5, 14,8, 11,4, 15), 
(w,, 1, 14, 5, 10,9,4, 15, 2, 17, 7, 12, cy,, 8, 11, 13,6, 3, 16), 
@‘I, 1, 163, l&7,6, 13,4, 15, w2, 5, 14, 10,9,8, 11,2, 17). 
(wrt ~,2,~7,3,16,4,15,5,14,6,13,7.12,8,1~, 9,10, m2))), 
D(23)= {dZ: a=(123- - * 192021)(m,)(m,), OCj c20, 
ZE ((w~, 21, =‘2,2, 19,4, 1786, 15,8, 13, 10, 11, 12,9, 14,7. 16,5, 18,3,20, 1), 
(‘=I, 2194, 17,8, 13, l&9, 16,5,20, 1,3, 18,7,14.11, 10, 15,6, w2, 19,2), 
@‘IV 21, 15,6, 10, 11,165, 1,20, 17,4,2, 19,8, 13, m2, 14,7,9, 12,3, 18), 
@,t 2198, 13, 165, 19,2,6, 15,3, 18, 11, 10, 14,7, 1,20,9, w2, 12, 17,4), 
@I* 21, lo, 11~20, 1~9, 12, 19, 2, 8, 13, 18, 3, ‘J+, 7, 14, 17, 4,6, 15, 16, 5), 
(‘TV 21, 14t7pj, 16, 12,9, 19,2, 10. 11, 3, 18, 17,4,8. 13, i,20, mz, 15,6), 
+I, 21, 1299, 3. 18, i5,6,8, 13,20, 1, -y, II, IO, 4, 17, 16,s. 2, 19, 14,7), 
!?~21~ 16,5, 11, 10, =2t 17,4, 12,9,6, 15, 1,20,7, 14.2. 19, 18,3, 13,8), 
(m,, 21, 18, 3, 5, 16, 8, 13, 11, 10, 19, 2, 1,20,4, 17.7. 14, 15.6, 12,9, z+), 
(m,, 21-20, 1, 19,2, %, a, 17,4,%, 16,5, 15,6, 14,7, I3,8, 12,9, 11, lo), 
(=jlt 2112, 19,6, 15,20, 1, Il. lo, 17,4, 16,s.~. 13, 14,7,3. 18, ucr, 12, tq)), 
Dudemy’s round table problem 12: 
D(25)={~Z:a=(i2j...21222j)(m,j(oo2j, Osjs22, 
z E {twl* 23,2,21,4, l9,6, l7,8. 15, 10, 13, 12, 11, 14,9. 16.7, 18,5,20,3,22, l, co*), 
(q, 23,4,19,8,15,12,11,16 7,20,3,1,22,5,18,9,14,~z, 13.10,17.6,21,2). 
(w,, 23, ‘j. 17, wzr 12, 11, 18,5, 1,22,7, 16, 13, 10, 19,4.2,21,8, 15, 14,9,20,3), 
(w,, 23,8, 15, 16,7, 1,22,9, 14, 17,6,2,21, 10, 13, 18,5,3, mz, 20, 11, 12, 19,4), 
(Q),, 23, 10, 13920.3, 7, 16, 17,6, Q) z, 4, 19, 14, 9, 1, 22, 11, 12,21,2,8, l5, 18,5), 
(w,, 23, 12, 11, 1,22, 13, 10, m2, 2,21, l4,9, 3, 20, 15, 8.4, 19, 16. 7, 5, 18, 17,6), 
(ml, 23, 14.9, 5, 18, l9,4, 10, 13, 1. 22, 15,8,6, 17,20, 3, 11, 12, 2, 21, 16, wz, 7), 
(m,, 23,16,7,9. 14,2,21, mz, 18. 5, 11, 12,4, 19,20, 3, 13, 10.6, 17,22, 1, 15, X), 
(m,, 23, 18,s. 13, 10,8, 15,3,20,21,2, 16,7, 11, 12,6, m2, 17, 1,22, 19,4, l&,9), 
i9 ,i:, 20,3, 17,6, 14,9, 11, l&8, 15, m2, 5, 18,2,21,22, 1, 19,4, 16,7, 13, lo), 
(ml, 23,22, 1,21,2,20,3, m2, 19,4, i8, 5, 17,6, 16.7, 15,8p 1489, 13. 10, 12, ll), 
(q, 23,9, 14, 13, 10,2,21, 18,5, 15.8.20.3, 19,4,6, 17, 12, 11, mZ, 7. 16,22, l))}, 
Theorem 4.5. There exists a Dudeney set D(n), 3~n SSO, n $ 
(27, 29,35,37,41,47}. 
Proof. This follows from Lemmas 4.1-4.4. Cl 
On closing we would like to make two remarks. 
Remark 4.6. A generalization of the Dudeney set problem has been considered 
by Heinrich and Nonay [S] who studied the problem of seating n people at tables 
each seating exactly k people, so that each person had every other pair of people 
as neighbours exactly rZ times and in the case k = 4 determined exactly when such 
seatings are possible. (The case k = 3 is trivial as one simply chooses, with 
multiplicity A, every 3-set from an n-set.) One might argue that a ‘truer’ 
generalization would ask for the people to be seated in rounds and in this case 
Baranyai [l] has shown that when k = 3 such seatings are possible if and only if 
n = 0 (mod 3) and Nonay [ 19] has obtained partial results when k = 4. 
Remark 4.7. Many amateur mathematicians in Japan (notably Koba and 
Kushida) are currently studying the construction of Dudeney sets They have 
devised severa! different techniques which can be shown to produce Dudeney sets 
in specific cases. Unfortunately we have been unable to formalize their 
constructions and so do not know whether or not they will produce infinite 
families of examples. 
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