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Abstract9
In the last 30 years, a large number of studies have provided substantial statistical evidence of the adverse health effects associated10
with air pollution. Statistical literature is very rich and includes a plethora of models to manage different types of spatial data.11
This paper starts with a thorough discussion on the spatial nature of the available data on health and air pollution. Health data12
are usually provided by Health Authorities as mortality and morbidity counts at a small area level. Thus we mainly focus on13
reviewing and discussing the spatial and spatio-temporal regression models proposed for disease count data on irregular lattices.14
In general, measuring the effect of exposure on health outcomes is an extremely hard task, and to obtain reliable estimates of the15
exposure effect and associated uncertainty one needs to build models that account for the residual variability not captured by the16
exposure-response relationship. In this context, Bayesian hierarchical models including spatial random effects play a prominent17
role: we consider both univariate and multivariate models and discuss some extensions to the spatio-temporal setting. Since model18
estimation can be prohibitive, practitioners are provided with a list of available software for Bayesian inference that avoids the need19
for complicated coding.20
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1. Introduction23
A substantial literature exists, starting from the late 1980s, on the adverse health effects associated with exposure to24
high levels of air pollution (see e.g. Schwartz and Marcus 1990; Dockery et al. 1993; Brunekreef and Holgate 2002;25
Schikowski et al. 2005; Lanki et al. 2006; Brook et al. 2010; Ku¨nzli 2012; Atkinson et al. 2014; Rushworth et al.26
2014). This scientific evidence escalated at the end of 2013 with a study by the International Agency for Research on27
Cancer1 which found sufficient evidence to classify air pollution as a leading environmental cause of cancer deaths.28
The deleterious impact of air pollution on human health is also confirmed by the worldwide 3.7 million premature29
∗Corresponding author, email: rosaria.ignaccolo@unito.it
1https://www.iarc.fr/en/media-centre/iarcnews/pdf/pr221_E.pdf
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deaths attributable to ambient air pollution in 2012, an estimate provided by the World Health Organization (WHO)30
in 20142. Air pollution is not only a major environmental risk to health but it represents also a societal cost: WHO31
reports that in 2010 the overall annual economic cost of health impacts and mortality from air pollution, including32
morbidity costs, amounted to 1.575 trillion US dollars for the countries of the WHO European region (WHO, 2015).33
The range of adverse effects of ambient air pollution on health is wide, going from respiratory and cardiovascular34
diseases to hypertensive disorders and neurodegeneration, as documented by many studies. The impact of air pollution35
is known to be different depending on the length of the exposure periods, and a significant number of epidemiological36
studies have been conducted for investigating both the short and long-term effects of exposure. Starting from the37
1990s, multicity time series studies have provided evidence of a strong association between short-term exposure to38
air pollution and adverse health events (in terms of mortality and morbidity). For example, the National Morbidity,39
Mortality, and Air Pollution Study (NMMAPS) in the US and the Air Pollution and Health: A European Approach40
(APHEA) study in Europe have found a 0.21% and a 0.6% increase in total mortality per 10 units elevation in par-41
ticulate concentrations, respectively (see e.g. Samoli et al., 2003 and Peng et al., 2005). From the statistical point42
of view, this kind of associations are found by using Poisson time series regression models with the daily number43
of deaths/hospitalizations as outcome, the (possibly lagged) daily level of pollution as a linear predictor and smooth44
functions of weather variables and calendar time used to adjust for time-varying confounders (see e.g. Peng et al.,45
2006, 2009). There is also a vast literature that considers long-term air pollution exposure (see e.g. Carey et al., 2013;46
Cesaroni et al., 2013; Hoek et al., 2013; Lepeule et al., 2012): in this case data are collected through cohort studies47
and usually Cox proportional hazards models are used to investigate the associations between pollution concentrations48
and subsequent cause-specific mortality.49
Recent advances in Geographical Information Systems (GIS) and global positioning systems enable accurate50
geocoding of locations where scientific data are collected. This has encouraged the formation of large monitoring51
networks to collect exposure measurements. Additionally, pollution concentrations estimated by computer dispersion52
models on a regular grid have also become widely available in recent times together with satellite measurements53
of remote sensing. These data sources, featured by a fine spatial resolution, have enabled researchers to examine54
relationships between disease rates for geographical areas and exposure to environmental risk factors using tools from55
spatial epidemiology (Elliott and Wartenberg, 2004). In general, health data are continuously collected by Health56
Authorities and usually consist of mortality and morbidity counts at the small area level, such as irregularly shaped57
administrative units. On the other hand, measurements of pollutants are associated with a set of monitoring stations58
and come in the form of geostatistical (or point-referenced) data.59
In this review paper, we focus on these types of spatial data and provide a critical review of the statistical methods60
suggested for the analysis of aggregated count data in the context of ecological spatial and spatio-temporal regression.61
In particular, we discuss some important critical issues occurring in spatial epidemiology analysis and which typically62
are related to: i) the intrinsic features of the data, which are available from different sources and can be measured63
with error and with different spatial resolutions; ii) the specification of a regression function that typically relates64
a change in air pollution to health disease risk; iii) the acknowledgement of spatial and temporal dependence in65
regression models, together with potential biases and confounding; and iv) the characterization of uncertainty for risk66
estimates. Other review papers about spatial analysis in environmental epidemiology exist (see e.g. Jerrett et al.,67
2010; Robertson et al., 2010; Carpenter, 2011; Meliker and Sloan, 2011; Osei, 2014), but most of them are devoted68
to single specific topics (e.g. clustering methods, surveillance methods, GIS) and keep a very general overview of the69
related statistical critical issues. On the other hand, the slant of our review paper is on the statistical aspects of data70
collection and analysis, and it provides a deeper insight into ecological spatial and spatio-temporal regression, while71
trying to be simple in the notation in order to be readable by a large community of scientists and researchers including72
geographers, epidemiologists, etc.73
The rest of the paper is structured as follows. Section 2 introduces data commonly used in health and air pollution74
studies and discusses the most relevant issues, including exposure metric, spatial misalignment, preferential sampling,75
measurement error and ecological fallacy. Ecological spatial and spatio-temporal regression models are described in76
Section 3, with a detailed discussion on spatial random effects and multivariate models required in the case of multiple77
disease data. A short review of the available software for the considered models is given in Section 4, while discussion78
points are given in Section 5.79
2http://www.who.int/mediacentre/news/releases/2014/air-pollution/en/
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2. Data in health and air pollution studies80
Concerns about the health effects of air pollution from industrial, traffic and heating sources are currently the focus81
of considerable public and scientific attention. In general, the modelling approach used for assessing the impact of82
exposure on human health depends on the kind of data available and how the data are collected over space and/or83
time. Data used in studies to evaluate the exposure-risk relationship usually include disease events, measurements84
on pollutants or other risk factors and the reference population at risk, along with other covariates describing socio-85
demographic features. Air pollution concentrations are routinely measured at a number of monitoring sites across a86
region of interest producing point-reference data or are simulated by numerical models over a pre-set grid of locations.87
On the other hand, health data are mostly collected at an aggregated level and are usually associated with irregularly-88
shaped (administrative) regions. Epidemiological investigations in which associations between disease occurrence and89
environmental risk factors are studied over aggregated groups rather than on individual level are termed ecological90
studies. Even if these studies have been questioned because of their aggregated nature, they are particularly useful91
when individual level measurements of exposure are not available, as in case studies concerned with the investigation92
of the effect of air pollution on human health (Biggeri et al., 2004; Samet et al., 2000; Smith et al., 2000). This section93
provides a brief background on the kind of data available in air pollution health related studies and describes the94
potential problems of working with these types of data.95
2.1. Health data96
In statistical epidemiology, health data have usually been studied either in the form of count data or at individual97
level (case event data). In the latter case, two main types of studies can be distinguished: those based on analyzing98
the spatial pattern of case event locations using point processes (Grell et al., 2015; Diggle, 1990, Diggle, 2003,99
Pinto Junior et al., 2015), and cohort studies, which are useful to quantify the health effects resulting from long-term100
exposure (months or years) to pollution (see e.g. Molitor et al., 2006; Hoek et al., 2013). Firstly, they are not easily101
available and are costly to obtain due to the large amount of data required and the possible expenses related to GIS102
and global positioning system (GPS)-based devices (Nuckols et al., 2004). Secondly, the case home address could103
not be related to the disease aetiology. For instance, the disease could have been contracted in the working address104
because of occupational exposure or could be related to the time spent by individuals in several indoor and outdoor105
microenvironments characterized by different pollutant concentrations. In this regard some authors have proposed106
models for personal exposure based on longitudinal panel studies, time-activity diary data or GPS-enabled individual107
exposure monitor, see e.g. McBride et al. (2007), Zidek et al. (2007) and Blangiardo et al. (2011). As a result of these108
drawbacks related to individual data, either time series or areal unit study designs have also been used to quantify109
the short- and long-term health impact of air pollution. These studies utilise population level summaries rather than110
individual level data and cannot be used to quantify individual level cause and effect. However, both time series and111
areal unit (aggregated) data required to implement such studies are routinely collected by Health Authorities and are112
widely available. Although several studies have been proposed using both time series (Peng and Dominici, 2008) and113
spatial designs, here we only focus on areal data and the related spatial and spatio-temporal modelling challenges.114
Health data are collected over time in a fixed study region, Dy, typically in the form of mortality and morbidity
counts or hospital admissions, coded according to the type of disease (e.g. cardiovascular, acute respiratory, etc). In
general, occurrences of several, say ny, diseases can be observed at a specific region (e.g. zip codes, counties), si, and
at a specific time point t. The complete set of information for the health data is thus denoted as{
Yk(si, t), si ∈ Dy
}
, k = 1, . . . , ny; i = 1, . . . ,Ny; t = 1, . . . ,T ;
where k and i are the disease and region index, respectively. A great advantage of working with count data is their115
quick availability for a wide variety of diseases, particularly in countries with advanced statistical systems. This116
allows studying many variables and populations at relatively low cost (with respect to cases when data are not rou-117
tinely collected). Because of its quick availability, this kind of data has been object of considerable methodological118
developments in the last years (see Section 3).119
However, there are a number of problems than can arise from aggregating data into geographic units, including120
small number problem and frequent zero-valued observations (when events are counted in a short period of time121
and/or on very small areas for a rare disease; see Section 3.1.3), modifiable area unit problem (MAUP) and ecological122
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fallacy (see Section 2.3), and changes in geographic unit boundaries over time (Waller and Gotway, 2004; Meliker123
and Sloan, 2011).124
2.2. Air pollution data125
Air pollution data are normally used as a measure of exposure in spatial and spatio-temporal regression models to
evaluate the associated health risk. Pollution concentrations are routinely measured at specific points in time and at
a number of monitoring sites across a continuous region Dx and usually come in the form of geostatistical data. In
general, one or more pollutants can be observed at each monitoring site so that the entire set of information for these
data, at a specific monitoring site ul and a specific time point t, is denoted by{
X j(ul, t),ul ∈ Dx j
}
, j = 1, . . . , nx; l = 1, . . . ,Nx j ; t = 1, . . . ,T ;
where nx is the number of observed pollutants while Nx j is the number of monitoring sites for pollutant j. Note that this126
notation includes the fact that pollutants can be measured by different monitoring networks, possibly characterized by127
heterogeneity and/or heterotopicity, i.e. when pollutants are observed at non-collocated sites or with different sampling128
strategies; see for example Fasso` et al. (2007) and Fasso` and Finazzi (2011). Additionally, pollution concentrations129
estimated by computer dispersion models on a regular grid have also become freely available in recent times; when130
these data are used, it turns out that the ul, l = 1, . . . ,Nx j , refer to the nodes, or interiors, of a regular rectangular lattice131
Dx j .132
Several studies have considered the long-term effects of air pollution on human health. Others have also tried to133
estimate the health impact of short-term exposure to pollution (i.e. referring to a few days of elevated concentrations).134
In practice, a number of statistical issues on how to best evaluate exposure to air pollution need to be addressed and135
these may depend both on data availability and modelling strategy, as discussed in the following.136
2.2.1. Exposure metric137
An exposure metric is a way of summarizing a person’s exposure to a particular element (e.g. air pollution) that can138
then be used for hazard determinations. Ideally, one would use exposure estimates on an individual level, combining139
air pollution data with relevant human activity patterns and mobility histories. This can be done using space-time140
dynamics models in both environmental contaminants and GPS based mobility histories (see e.g. Elgethun et al.141
2003; Berhane et al. 2004; Gerharz et al. 2009).142
In practice, however, air pollution concentration measured at monitoring stations or predicted by a numerical143
model is commonly used as a surrogate for individual exposure. Monitoring data may not be the most appropriate144
exposure measure since it may not provide spatially representative pollution concentrations (Ozkaynak et al., 2013).145
First, monitoring stations may have been put into place with a different aim, e.g. for regulatory purposes; in many146
cases they are located close to important sources of pollution (see Section 2.2.3 on preferential sampling), resulting in147
overestimated exposure (Meliker and Sloan, 2011; Shaddick and Zidek, 2014). Second, if the pollutants are spatially148
homogeneous, it is reasonable to consider the monitored value as an average value for the whole area. Pollutants149
associated to traffic, however, such as CO and NOx, tend to be spatially heterogeneous. In this case, the area-wide150
exposure estimates can be obtained using spatio-temporal statistical models or computer-based models (see Section151
2.2.2). The former are considered in a vast literature on air pollution modelling whose goal is spatial prediction at152
unmonitored sites, that considers two predominant approaches: hierarchically structured models and geostatistical153
models (see e.g. Zidek et al., 2002; Smith and Kolenikov, 2003; Sahu and Mardia, 2005; Sahu et al., 2006; Cocchi154
et al., 2007; Fasso` and Cameletti, 2009; Cameletti et al., 2011; Ignaccolo et al., 2014; Huang et al., 2015). The latter155
simulate air pollutant transport, transformation and diffusion using input data on source emissions and meteorology156
and provide numerical output in the form of gridded data (for example CMAQ3 or CHIMERE4).157
Areal exposure estimates can be improved by integrating monitoring data in a statistical model with different data158
sources such as remote sensing data (Fasso` and Finazzi, 2011) or numerical model output (Van de Kassteele et al.,159
2009; Bruno and Paci, 2013; Bruno et al., 2014; Ignaccolo et al., 2013; Paci et al., 2013; Huang et al., 2015). This is160
usually referred to in the literature as data fusion (Berrocal et al., 2011; Paci et al., 2015).161
3http://www.epa.gov/air-research/community-multi-scale-air-quality-cmaq-modeling-system-air-quality-management
4http://www.lmd.polytechnique.fr/chimere/
4
/ 00 (2016) 1–22 5
Another choice to be made regarding the metric concerns the identification of suitable summary indicators (e.g.162
maximum, average or other syntheses of pollution concentration). Huang et al. (2015) evaluated the impact of the163
chosen summary on the estimated exposure effect (NO2) on respiratory disease in Scotland over the period 2007-2011164
and found that only maximum NO2 (within each areal unit) appears to have a significant effect on the relative risk of165
respiratory disease, while the area average does not.166
In the literature there are also some works which take into account that air pollution is a heterogeneous mix of167
several compounds of different size, source and toxicity. For example Atkinson et al. (2010) and Pirani et al. (2015)168
consider PM10 and PM2.5 concentration together with particle number concentration and composition (carbon, sulfate,169
nitrate and chloride) for an epidemiological time series study. The limitation is that this kind of particle metrics are170
usually collected at a limited number of monitoring sites and it is difficult to include a spatial dimension in the analysis.171
2.2.2. Spatial misalignment and Change of Support Problem (COSP)172
In this paper we refer to spatially misaligned data as data measured on different spatial supports (i.e. at point or173
area level). For this reason, it is important to deliver statistical methods that are able to cope with different spatial174
resolutions in order to effectively change the support of air pollution data (regressors) to achieve alignment with the175
outcome measured at area level. Disease data appear as counts observed at irregularly-shaped regions si ∈ Dy. In176
contrast, pollution data are typically available at points ul within a study region Dx j and appear irregularly spaced.177
This spatial misalignment gives rise to the Change of Support Problem (COSP) which refers to the issues deriving178
from making inference with data on different spatial supports (point or area level) and resolutions (e.g. zip, tract,179
district, grid cell, pixel, etc.). As reviewed in Gotway and Young (2002) and Gelfand et al. (2010), COSP is a generic180
term which encloses many cases as well as several solutions and approaches.181
In spatial epidemiology, the COSP case consists in upscaling from point to area level. Usually, a two stage ap-182
proach is adopted: the first stage predicts pollution exposure for each region si (i = 1, . . . ,Ny) using air pollution183
concentrations X j(ul) available at the monitoring sites ul, l = 1, . . . ,Nx j ; in the second stage these predictions are184
linked with the health outcomes through a spatial regression model (see Section 3).185
At the first stage a naive approach can be implemented and consists in computing the area-wide pollutant level as the186
average of the values measured by the neighboring monitoring station(s), possibly using distance- or population-based187
weights (Elliott et al., 2007; Madsen et al., 2008). This approach is reasonable for pollutants with a spatial homoge-188
neous behavior but fails in representing the true concentration distribution especially when the number of monitors is189
limited and they are not randomly placed throughout the considered area (Lee et al., 2015), or when particulate matter190
constituents, which show a strong spatial heterogeneity, are taken into account (Krall et al., 2015). In these cases the191
pollutant values measured at a single or limited number of monitors cannot be considered as an accurate estimate of192
the average pollutant level across the area. When pollutant concentrations are available on a regular grid via numerical193
air quality and atmospheric dispersion model, the realignment with the health data can be simply obtained by com-194
puting an average over the intersections between the areas and the regular grid cells (see e.g. Rushworth et al., 2014;195
Lee and Sarran, 2015).196
An alternative consists in implementing a spatial model for the measured pollutant values in order to predict the197
concentrations at some unobserved locations, and then average these predictions to obtain the exposure level over198
the areas. In particular, point predictions can be obtained via geostatistical kriging, interpolation by inverse distance199
weighting (e.g. Carlin et al., 1999; Hubbell et al., 2005; Bell, 2006; Young et al., 2009; Li et al., 2014), or via land200
use regression (Hoek et al., 2008; Basagan˜a et al., 2013). A similar spatial prediction technique for point-block re-201
alignment is block kriging (Cressie, 1993), which is a predictor of the average value over a region si ∈ Dy. Zhu et al.202
(2003) present a Bayesian application of spatial upscaling based on block kriging implemented through Monte Carlo203
approximation of integrals over grid points.204
Even if easy and intuitive these approaches may not be able to provide an accurate estimate of the exposure distri-205
bution. Recently a different line of research has been explored in several papers which consider the true pollution206
level as a latent spatial (or spatio-temporal) continuos process, measured with error at a finite number of sites, and207
defined through a stochastic model possibly including spatially varying covariates (e.g. meteorological variables) or208
temporal dynamics. Furthermore, in a data fusion perspective, it is also possible to merge data coming from air qual-209
ity numerical models or remote sensing observations. This approach is adopted for example by Wikle and Berliner210
(2005), Fuentes and Raftery (2005), Fuentes et al. (2006), Choi et al. (2009), Peng and Bell (2010), Lawson et al.211
(2012), Huang et al. (2015) and Blangiardo et al. (2016), with the possibility of obtaining the area level pollutant con-212
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centrations by averaging estimates available by sampling from the posterior predictive distribution at several locations213
chosen within an area on a given time point. All these aggregation and upscaling approaches provide area-wide expo-214
sure estimates which are usually plugged-in the linear predictor of the second stage health model (see Equation (1))215
by assuming they are known covariates. This approach fails to properly consider the exposure uncertainty, possibly216
producing a biased estimation of air pollution risk on the health outcome. A first solution to this issue is the fully217
Bayesian model proposed by Lee and Shaddick (2010), which feeds the entire pollutant concentration posterior pre-218
dictive distributions into the second stage, thus accounting for the uncertainty intrinsic in the concentration estimates.219
Alternatively, a measurement error approach can be adopted, like the one proposed for example by Gryparis et al.220
(2009) and Szpiro and Paciorek (2013) based on a Berkson error model which allows to reduce bias in the second221
stage estimation (health model). The Bayesian Maximum Entropy (BME) method is an alternative proposed by Lee222
et al. (2009) to deal with the COSP thus providing a framework for the non-linear integration of data obtained at223
different observation scales.224
2.2.3. Preferential sampling225
Typically, exposure is assessed using data from an existing monitoring network. However, air quality monitoring226
stations may be intentionally located in certain places; in many cases, they are located close to important sources of227
pollution, with the aim of monitoring compliance with air pollution regulation, resulting in overestimated exposure.228
When exposure is estimated at the area level, the assumption is that observed locations were selected at random,229
leading to inaccurate estimation of exposure (Shaddick and Zidek, 2014; Zidek et al., 2014) and hence, of its effect230
on health (Lee et al., 2015). Shaddick and Zidek (2014) show evidence of the effect of preferential sampling when231
assessing exposure. They found statistically significant differences in terms of pollution levels between stations within232
a monitoring network in the UK that were kept during the whole time period the network was working and stations that233
at some point were removed; i.e. stations at which pollution levels are low tend to be deleted from the network. Zidek234
et al. (2014) propose a general framework using a superpopulation modelling approach to adjust exposure estimates235
for preferential sampling. Lee et al. (2015) investigate the effect of preferential sampling on health effect estimates in236
a two-stage model via a simulation study and using real data; exposure is modelled at the first stage using data from237
a preferentially sampled network and from a randomly sampled network, leading to different conclusions about the238
effect of exposure on health, as well as having an effect on the variability and bias of the estimated effect.239
2.2.4. Measurement error240
To assess the effect of air pollution on the human health, accurate exposure measurements or estimates are nec-241
essary. Since it is usually not possible to measure individual exposure, a concentration field over an area at a certain242
time is considered as a surrogate. However this field can be measured only through a monitoring network providing243
measures at fixed locations with a certain time frequency. Thus a measurement error can occur, that can be due to244
instrument imprecision at a monitoring site as well as to prediction error of the model applied to obtain a concentra-245
tion value at an unmonitored site. Moreover, when the spatial support of health data does not coincide with that of air246
pollutant data, the COSP arises and the misalignment leads to an error that can be taken into account in a proper model247
(see also Sections 2.2.2 and 3.1.1). Also, concentration fields may be often obtained as output of numerical models248
that are affected by uncertainty related to initial conditions, parameters in model equations as well as model structure249
(Bayarri et al., 2009; Paci et al., 2015); such uncertainty constitutes a calibration error that could propagate to the250
response when model output is used as a predictor. To take into account this error and combine numerical output with251
observations, the data fusion and data assimilation techniques have been developed (Gelfand et al., 2010; Evensen,252
2009). Data fusion consists in merging data coming from various sources of different nature and in the spatial context253
it requests to deal with COSP (see Section 2.2.2). Instead, data assimilation, which can be seen as a particular case254
of data fusion, deals with the inclusion of observed data into numerical models to estimate initial conditions in a255
predictive model consistent with the available observations and the underlying model dynamics.256
In general, to include measurement errors the so-called error-in-variables (EIV) models are considered, often257
referred to as measurement error models (MEM); for a general overview see Fuller (1987) for linear models and258
Carroll et al. (2006) for nonlinear ones. Two types of MEM are distinguishable: the classical error model and the259
Berkson error model (Shaddick and Zidek, 2015). Under the first one, the measurement model equation states that260
the observed exposure is randomly distributed around the true latent level in the additive version (see e.g. Van de261
Kassteele and Stein, 2006). Instead the Berkson error model specifies the distribution of the true unobserved exposure262
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as being dependent on the observed exposure measurement. Both models can be additive or multiplicative, and a263
spatial component can be incorporated in the model error term (Gray et al., 2011).264
For spatial exposure, some works (Gryparis et al., 2009; Szpiro et al., 2011; Sheppard et al., 2012; Szpiro and Pa-265
ciorek, 2013) decompose the measurement error into a Berkson-like component from smoothing the exposure surface266
and a classical-like component from variability in estimating exposure model parameters, even considering spatial267
misaligned data (see also Section 2.2.2).268
2.3. Ecological Fallacy and MAUP269
Inferences about individuals at locations are functions of regional average characteristics that are ascribed to a270
particular point in space and to a particular individual; assuming that associations observed at area level hold for271
the individuals within the areas can lead to the so-called ecological fallacy (Piantadosi et al., 1988; Greenland and272
Morgenstern, 1989; Greenland and Robins, 1994; Clayton et al., 1993; Morgenstern, 1998; Wakefield and Elliot,273
1999; Wakefield, 2003). Several works have investigated the implications of ecological fallacy and the inherent bias274
under a modelling perspective (see Wakefield and Lyons (2010) and references therein). Given a non-linear model for275
the individual risks, such model changes when individual risks are aggregated at the areal level (specification bias).276
Wakefield and Shaddick (2006) use this modelling framework to show that specification bias is small if the within277
area variability in exposure is close to zero. They also point out that “the key to minimizing ecological bias is to278
have a fine enough partition of space at which exposure measurements are available, relative to the spatial exposure279
variability”. As discussed by Wakefield and Lyons (2010), the only way of accounting for the loss of information280
implied by working with areal data (and therefore alleviate the ecological fallacy problem) is to include individual281
level data in the modelling process. In particular, Jackson et al. (2008) proposed what they have termed as hierarchical282
related regression to jointly model aggregated and individual data, improving ecological inference.283
Inference based on count data is subject to bias due to their aggregate nature. This is a problem found in non-284
spatial epidemiological studies (see for example Breslow and Day, 1980) and is amplified in spatial studies, where285
the effect of aggregation on spatial correlation constitutes an additional source of bias. From the spatial point of286
view, ecological fallacy arises because inference may change depending on how data are aggregated into geographical287
regions. The spatial manifestation of ecological fallacy has been recognised as a particular case of the Modifiable288
Areal Unit Problem (MAUP, Gotway and Young, 2002), which comprises two interrelated problems: the scale effect289
and the zoning effect (Openshaw and Taylor, 1981). In the former, inference changes when data are grouped into290
increasingly large geographical regions; this is the analogous of aggregation bias in non-spatial ecological studies291
arising when individuals are grouped. The source of this problem is the smoothing effect resulting from averaging,292
which reduces heterogeneity among units, or equivalently, some information about the spatial variability of the cases is293
lost. Aggregation-induced bias depends on the heterogeneity in the grouped observations: a completely homogeneous294
grouping system would be free from this problem (Openshaw, 1984). Indeed, as first observed in the pioneering work295
of Roberston (1950), the correlation between two variables measured at an ecological level can be expressed as the sum296
of the within group and between group components; when the within group component is negligible the ecological297
bias vanishes. This means that the smoothing effect is alleviated if the original observations are characterised by298
positive spatial correlation. On the other hand, the zoning effect arises when alternative formations of the areal units299
lead to different results; if the variation among areal units is not constant over the study region, different zoning rules300
can lead to different spatial correlation structures. This is the analogous of the grouping effect in non-spatial ecological301
studies.302
3. Spatial and spatio-temporal regression303
The association between air pollution and health data has been typically studied through the development of304
three-level hierarchical regression models. Such models have an intuitive appeal and enjoy several advantages. For305
example, they are well-suited for incorporating the foregoing knowledge at various levels of the modelling, are easy306
to interpret and facilitate model fitting. Furthermore, within the Bayesian paradigm, they enable exact inference and307
proper uncertainty assessment within the given specification.308
In general, at the first level, the health data are conditioned on the process and parameters. The data can be309
conditioned on whatever aspects of the process are appropriate. At the second level of the hierarchy the process310
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component is specified. This component can have multiple levels, it can be spatial and/or dynamic and its stochastic311
form can be univariate or multivariate. Finally, at the third level, hyperprior distributions are specified (Gelfand, 2012).312
In this section, we start by critically reviewing procedures for prior choices used in ecological spatial regression313
models for count data and then extend the study to spatio-temporal regression. These models are typically developed314
for modelling single diseases. However, in many cases, joint modelling of diseases can increase the understanding315
of diseases dynamics and relationships among diseases incidence. The merit of joint modelling can be high if the316
considered diseases share environmental risk factors. This has led to the development of multivariate spatial methods317
suited for areal data. The last part of the Section is thus dedicated to the discussion of multivariate spatial regression318
and the specification of spatial and spatially dynamic factor models, followed by a brief discussion on spatio-temporal319
regression models.320
3.1. Univariate spatial regression321
Suppose that the region of interest, Dy, is split into Ny contiguous areas and that the observed number of disease322
cases in an area is denoted as Y(si), with si ∈ Dy. To assess which areas exhibit elevated or low levels of disease323
risk, the number of cases expected to occur in each area, E(si), is calculated; expected counts are thought as fixed324
and known functions of the size and demographic structure of the population living within each area (Banerjee et al.,325
2004; Lawson, 2009).326
The number of expected cases (calculated using internal standardization) is what would be observed if the disease327
risk was constant over the whole study region and the spatial variations in incidence were due uniquely to population328
density and structure. In disease mapping studies, the focus is on identifying features of the spatial distribution of the329
disease rate that depart from what expected under the assumption of a constant disease risk.330
If E(si) is not too large (i.e. the disease is rare and/or the population at risk is small), a standard univariate spatial
model for the Y(si) is given by the Poisson model (Lawson, 2009)
Y(si)|η(si) ind∼ Po(E(si) eη(si))
with η(si) being the log relative risk in areal unit si. This model completes with the linear predictor331
η(si) = µ(si) + φ(si) (1)
where µ(si) is a mean level component and φ(si) is a random effect introduced to capture any residual spatial autocor-332
relation present in the data.333
3.1.1. Modelling the mean component334
The simplest specification of the mean component appears as a parameterised function of the type, µ(si) = x˜(si)′β.335
The associated vector of regression coefficients, β, is of main interest and helps in evaluating the impact of exposure336
variables on the health outcome under examination. Because several sources of uncertainty are in place, several337
statistical issues must be considered when trying to reliably estimate β.338
Vector x˜(si) denotes exposure variables at area si. Usually, exposure variables are not directly observed at area level339
and the pollution concentrations must be estimated on administrative regions by applying COSP methods as discussed340
in Section 2.2.2. Also, the Poisson log-linear model considers the vector of estimated pollution concentrations as341
known and assumed to be constant across each areal unit. The hierarchical modelling approach allows to address342
the misalignment between health and exposure data in a straightforward manner, by simply adding a further level343
for Bayesian spatial prediction to estimate the pollution concentrations for all the areal units. The specification of a344
measurement error model for the exposure also allows to treat such exposure variables as model parameters and fully345
Bayesian inference guarantees that uncertainty concerning the parameters defined at lower levels correctly propagates346
through the hierarchy, giving proper assessment of the uncertainty for β at the first level.347
There are also two major difficulties in making inference on regression parameters. Firstly, exposure variables in348
x˜(si) might be themselves highly correlated, leading to multicollinearity. There exist several broad strategies to deal349
with multicollinearity and typical examples are represented by ridge regression and partial least squares regression350
(Brown, 1993). Another possibility is to perform a dimensionality reduction procedure on exposure variables by351
means of principal components or factor analysis; the latter is discussed in Section 3.2.2.352
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A second issue regards allowance for the effect of confounders into the model. A variable is a confounding factor353
for the effect of air pollution on health when it is correlated with both the health outcome and the associated exposure354
variables. For a formal definition of confounding in epidemiological studies and possible solutions to deal with it see,355
for example, Rothman et al. (2012). Typical confounders considered in the literature include age, gender, ethnicity356
and socio-economic deprivation. Meteorological variables, such as temperature and humidity, are also well known357
to be confounders when analysing the relationship between air pollution and mortality, especially in short-term effect358
studies. Not accounting for all potential confounders may cause severe bias in estimating β and can lead to wrong359
conclusions on the effect of exposure on health (Shaddick and Zidek, 2015).360
It is important to distinguish between unmeasured and measured confounders (Peng et al., 2006). When con-361
founding variables are measured, standard practice is to include them into the mean component in model (1), so that362
µ(si) = x˜(si)′β + z˜m(si)′βz, where z˜m(si) is the vector of measured confounders at areal unit si and βz is the associated363
vector of parameters.364
Managing the effect of unmeasured confounders is a more controversial task to be addressed. A popular approach365
is to assume that these unmeasured confounders drive the residual spatial correlation, after accounting for exposure366
and measured confounders in the mean component, and that this variability can be captured by the spatial random367
effects, φ(si), in model (1). Hence, omitting the random effects, φ(si), from the model is not a sensible choice as its368
dependence with the covariates causes bias in estimating β.369
3.1.2. Modelling the spatial random effect370
Since the random variables φ(si) in equation (1) are devoted to capture area-level spatial effects that are represen-371
tative of a whole region, models suited for lattice data, i.e. Gaussian Markov Random Fields (GMRF, see Rue and372
Held, 2005 for a comprehensive overview), arise as a natural choice in this context and are almost the standard in373
the literature concerning ecological spatial regression. For this reason, they receive major attention in this Section.374
Alternatively, an example of a geostatistical approach is given in Kelsall and Wakefield (2002), where the correlation375
structure is derived through consideration of an underlying continuous risk surface. The multivariate Normal distri-376
bution is one of the most flexible distributions for representing spatially correlated random variables. For instance,377
writing φ =
(
φ(s1), . . . , φ(sNy )
)
, one might assume that φ|ϕ ∼ N(0,Σ(ϕ)), where Σ(ϕ)i j gives the covariance between378
φ(si) and φ(s j) as a function of some hyperparameters ϕ (Banerjee et al., 2004).379
However, in health care research, there is rarely much substantive knowledge to guide the choice of the covari-380
ance function, and often quite weak information in the data to estimate the parameters of this function, particularly381
for more complex forms. As high long range correlation of the risks is difficult to distinguish from the effect of the382
overall mean, it is also important to ensure that the chosen correlation function (and associated hyperpriors) gives near383
zero correlation at distances within the extent of the study region, to avoid nonidentifiability of the mean and corre-384
lation parameters (Best et al., 2005). Moreover, a further important practical limitation of this approach is that with385
large study regions the implementation via Markov chain Monte Carlo (MCMC) algorithms can be computationally386
expensive due to the large amount of matrix inversion required at each iteration.387
As stated before, the most relevant class of models in the context of regression involving an area-level response is
that of GMRFs, also known as conditional autoregressive (CAR) models (see, e.g., Cressie, 1993, sec. 6.3.2). These
models specify conditional dependence involving a (usually small) set of spatial neighbours. The specification of
the neighbourhood structure is commonly based on the adjacency matrix W, which is a symmetric 0/1 matrix with
element wi j equal to 1 if i and j are neighbours (by definition, wii = 0). CAR models are specified starting by Ny
conditional distributions:
E
(
φ(si)|φ(−si)) = ∑
j
αi jφ(s j), Var
(
φ(si)|φ(−si)) = κ(si),
where φ(−si) denotes all other values but φ(si), αi j = ρwi j/wi+, with wi+ = ∑ j wi j, and κ(si) = τ2/wi+. The αi j are388
coefficients reflecting local spatial dependence between units i and j while κ(si) is the conditional variance which is389
inversely proportional to the number of neighbours. Note that this specification for αi j and κ(si) satisfies the symmetry390
condition, αi jκ(s j) = α jiκ(si), which is a necessary condition for the joint distribution of φ to be valid (Cressie, 1993).391
The parameter ρ can be thought of as an autocorrelation parameter that reflects the overall strength of spatial392
dependence between locations with nonzero weights. To define a proper joint distribution, the covariance (or the393
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precision) matrix must also be positive definite: this requires that |ρ| < 1 if the scaled adjacency matrix, D−1W, where394
D = diag(wi+), is used (Cressie, 1993).395
An appealing feature of the GMRF prior is the possibility to make inference about the overall degree of spatial396
dependence in the disease risk by estimating ρ. However, interpretation of ρ is not straightforward and values close397
to the maximum are needed to reflect even moderate spatial dependence. This drawback led Besag et al. (1991) to398
consider the intrinsic CAR model as a prior for φ. This model is obtained by setting ρ to its upper limiting value of399
1 such that the conditional expectations for φ(si) are equal to the mean of the random effects in neighbouring areas.400
This is the simplest possible CAR prior and is appropriate if the residuals from the covariate component of the linear401
predictor are spatially smooth across the entire region. Also, although the univariate conditional prior distributions402
are well defined, the corresponding joint multivariate Gaussian distribution of the intrinsic CAR is improper since403
the precision matrix is singular. Finally, notice that the improper CAR prior is a pairwise difference prior that can be404
identified only up to an additive constant. Hence, to identify an intercept term in the linear predictor, a sum-to-zero405
constraint on the random effects is needed (Banerjee et al., 2004).406
The instrinsic CAR model is suited for capturing unexplained spatially structured variability. In order to cap-407
ture both spatially structured and unstructured variability, Besag et al. (1991) proposed to introduce a second set408
of independent Gaussian random effects, say ν(si), with mean zero and a common variance. Following this model409
specification, which is also known as the Besag-York-Mollie´ (BYM) or convolution model, different levels of spatial410
smoothness can be achieved by varying the relative sizes of the two components φ(si) and ν(si). However, the dis-411
advantage of this flexibility is that each data point is represented by two random effects, and hence only their sum is412
identifiable. A thorough discussion about difficulties concerning model estimation and identifiability of area-specific413
random effects φ(si) and ν(si) is provided in Eberly and Carlin (2000).414
Alternatives to the convolution model, which avoid the potential identifiability problem encountered with the BYM415
prior, have been proposed by MacNab (2003) and Stern and Cressie (2000). However, these extensions consider a416
global smoothing parameter, such that the amount of smoothing performed is affected globally by all the areas and417
is not adaptive. This could be inappropriate for two reasons. Firstly, since the spatial distribution of air pollutant is418
smooth, the residual spatial structure obtained after considering the covariate effect is unlikely to be globally spatially419
smooth, and is instead likely to exhibit localised smoothness (Lee et al., 2014). Secondly, if the spatial random effects420
capture the effect of spatially correlated unmeasured variables, potential collinearity between this component and any421
other spatially smooth covariate can lead to variance inflation and bias in the estimation of the air pollution effect,422
essentially because of spatial confounding (Hodges and Reich, 2010; Paciorek, 2010). As discussed by Paciorek423
(2010), the size of the spatial confounding bias depends on the spatial scale of the variability in the outcome and424
the exposure and can only be reduced if the unmeasured confounders (in the form of spatial random effects) are425
responsible for the large-scale spatial variability in the outcome, with exposure only explaining the small-scale spatial426
patterns.427
To our knowledge, approaches to solving these problems have been proposed either by spatially constrained428
regression, where the spatial random effects are orthogonal to the covariates (see, for example, Reich et al., 2006,429
Hodges and Reich, 2010, and Hughes and Haran, 2013), or relaxing the global smoothing restrictions of the CAR430
prior to allow for localized priors as discussed in Lee et al. (2014). Other authors have also developed semiparametric431
spatial models, that replace the continuously varying spatial distribution for the log-relative risk by discrete allocation432
or partition models with each cluster or component having a constant unknown relative risk. A critical discussion of433
this approach can be found in Best et al. (2005).434
3.1.3. Departures from the Poisson model435
The spatial epidemiological literature often refers to extra-Poisson variability in the data to indicate any departure436
from the Poisson model (i.e. variance equal to the mean). The most frequent situation is overdispersion, which is437
when the health outcome has variance larger than the mean. The introduction of the spatial random effects φ(si) in438
(1) can be seen as a device for inducing over-dispersion, or extra-Poisson variation, into the model. More precisely,439
φ(si) captures extra-Poisson variation due to spatial correlation (which may be induced by unobserved confounders440
varying at the areal level, e.g. socio-economic factors; see also discussion in Section 3.1.1). Extra-Poisson variability441
can also be driven by spatially unstructured unobserved confounders, i.e. varying within areas at an individual level442
(e.g. smoking), or simply be caused by anomalies in the data (Wakefield and Elliot, 1999). In general, models which443
fail to account for overdispersion lead to underestimation of the uncertainty associated to the estimates of the log444
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relative risks η(si) (Shaddick and Zidek, 2015). A popular model for overdispersed counts is the negative binomial445
distribution, i.e. a Poisson with a Gamma distribution on the mean parameter, which offers a suitable approach to deal446
with spatially unstructured extra-Poisson variability in the data. Based on a Poisson-Gamma framework, Wakefield447
(2007) investigates several parametrizations for the Gamma distribution giving different variance mean relationships.448
The framework for regression presented throughout Section 3 allows to accommodate spatial extra-Poisson variability449
by means of area-level random effects in a Poisson log-Normal model. A more general approach, which is able to450
cope both with under and overdispersion, consists in using a Generalised Poisson Likelihood, see Fuentes et al. (2006)451
for an application of this model in evaluating the effect of particulate matter pollution on health.452
When dealing with a data set with an excessive number of zeros, zero-inflated models can be used. The zero453
inflated Poisson (Agarwal et al., 2002) model has received a lot of attention and has always been used in modelling454
count data where the extra variations are solely caused by the extra zeros. For health data where the extra variability is455
caused by excess zeros and also unobserved heterogeneity, recommended models may be, for example, zero inflated456
negative binomial and zero inflated generalized Poisson (Gschlo¨ßl and Czado, 2008).457
3.2. Multivariate extensions458
Many health care research studies refer to the joint study of multiple diseases. In general, the abundance of
measures is both an opportunity and a challenge from the epidemiological and the statistical point of view. From the
epidemiological point of view, joint modelling of diseases can increase the understanding of diseases dynamics and
relationships among diseases occurrence. The merit of joint modelling can be high if the considered diseases share
risk factors or if the presence of a disease encourages (or inhibits) the occurrence of another one. From the statistical
point of view, an evident advantage in joint disease mapping is that, if the disease risks are correlated, standard errors
of the estimates obtained via univariate modelling can be sensibly reduced. Moreover, estimates for rare diseases can
borrow strength from more diffuse diseases. In fact, correlation between diseases within areas, between areas within
diseases and between areas and diseases constitutes valuable information contained in the data that can be used to
increase efficiency of the estimates.
Modelling several diseases jointly in an effective way, thereby borrowing information across them, is a difficult task
in general. While models for univariate disease data have been extensively explored, models for multivariate lattice
data have only been developed in the past few years.
Let Yk(si) and Ek(si) denote the observed and expected number of cases for disease k = 1, . . . , ny in a region si, with
si ∈ Dy. As in Section 3.1, we consider the case where health data are modelled as (conditionally) independent
Poisson variables, so that
Yk(si)|ηk(si) ind∼ Po(Ek(si) eηk(si))
with ηk(si) being the log relative risk in areal unit si for disease k. The linear predictor can be specified as459
ηk(si) = µk(si) + φk(si) (2)
where µk(si) and φk(si) represent the mean level component and the spatial random effect at area si for disease k,460
respectively. In matrix form, the linear predictor in equation (2) can be written as461
η(si) = µ(si) + φ(si), (3)
where µ(si) and φ(si) are ny-dimensional vectors of fixed and random effects, respectively, for the ny diseases at462
site si. In general, multivariate models differ mainly with respect to the specification of the joint distribution of the463
random effects and, more specifically, on how dependences within and between diseases are defined. Henceforth, we464
shall discuss solutions which either generalise CAR models to a multivariate framework or follow a factor-analytic465
approach.466
3.2.1. Multivariate CAR models467
Univariate CAR models are defined by the conditional distribution of the variable at each site given the variable
at all the other sites. The extension to the multivariate case follows the same rationale. The more usual generalisation
(Mardia, 1988), considers the Ny Gaussian conditional distributions φ(si)|φ(−si) of the ny-vector variable φ(si) at each
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site si given φ(−si), where φ(−si) denotes the values φ(s j) at all sites s j , si. The conditional expectations and
variances are specified as
E
(
φ(si)|φ(−si)) = ∑
j
Ai jφ(s j), Var
(
φ(si)|φ(−si)) = Γi,
where Ai j are matrices of parameters relating to the cross-dependences of the variables and Γi is the ny×ny conditional468
covariance matrix. Again, as in the univariate case, the conditional dependence structure is limited to neighboring469
areas identified by the adjacency matrix W such that Ai j , 0 if and only if wi j , 0.470
Let φs =
(
φ(s1)′, . . . ,φ(sNy )′
)′ denote the Nyny-vector of random effects ordered by site. Also, let us define471
φv =
(
φ1(s1, , ..., sNy )′, . . . ,φny (s1, , ..., sNy )′
)′ as the same vector with random effects ordered by variables, which shows472
clearly the relevant contribution of each disease and the joint contributions of pairs of diseases. Clearly, the two forms473
are just different ways of representing the same multivariate process. One form may sometimes be more convenient474
to specify than the other. Under Gaussianity, given the Ny conditional distributions, the joint distribution of φs is475
multivariate Gaussian with mean zero and precision matrix Ps = Block(−Γ−1i Ai j); the precision matrix Pv can be476
obtained by permuting the rows and the columns of Ps. In order to satisfy the symmetry condition for the joint477
covariance matrix, the equality Ai jΓ j = ΓiA′ji needs to hold. One difficulty concerning this approach is that conditions478
on the smoothing parameters for positive definiteness of the joint distribution precision matrix depend on the unknown479
conditional covariance matrix Γ. A general strategy for checking positive definiteness of the precision matrices, as480
derived below, is proposed in Ippoliti et al. (2015).481
Assumptions are needed to reduce the total number of parameters. For example, it is often reasonable to assume
that the conditional variance Γi is either constant, or only varies over sites by a constant, so that Γi = w−1i+ Γ. The
multivariate generalisations of univariate CAR models proposed in the literature, mainly differ in the way in which
both the spatial correlation and the cross-correlations are managed. A popular and fairly general approach is proposed
by Jin et al. (2007). The approach is based on the linear model of coregionalization and encompasses several other
models as special cases. The specification of the model begins with the definition of latent spatial effects, ωv =(
ω′1, . . . ,ω
′
k, . . . ,ω
′
ny
)′, where ωk = (ωk(s1), . . . , ωk(sNy )) , k = 1, . . . , ny, is a Ny-dimensional spatial process. The
spatial effects for each disease are then modelled as φv = (G ⊗ INy )ωv, where G is the upper triangular Cholesky
decomposition of Γ. A versatile model is obtained by assuming that the ωk are dependent and not identical latent
processes so that the joint distribution of ωv is MVN(0, (Iny ⊗D−B⊗W)−1), where B is a ny-dimensional symmetric
matrix whose diagonal entries capture the spatial autocorrelation for the k-th disease, and off-diagonal entries capture
the spatial cross-correlation between diseases k and k′. This model is dubbed MCAR(B,Γ) in what follows. It turns
out that the joint distribution of the vector φv is a zero mean multivariate Gaussian with precision matrix
Pv = (G ⊗ INy )(Iny ⊗ D − B ⊗W)−1(G ⊗ INy )′.
Conditions for positive definiteness of the joint precision matrix are obtained by constraining the eigenvalues of482
matrix B to lie between the reciprocal of the minimum and maximum eigenvalues of D−1/2WD−1/2. The MCAR(B,Γ)483
model belongs to the class of multivariate CAR models that explicitly model symmetric cross-covariances, and allows484
different disease-specific smoothing parameters.485
A less general model (Carlin and Banerjee, 2003), which turns out to be a special case of the MCAR(B,Γ) model,486
assumes one smoothing parameter for each disease and can be obtained by setting B = diag(ρ1, . . . , ρny ), delivering487
the MCAR(ρ1, . . . , ρny ,Γ) model. Conditions for positive definiteness require that |ρk | < 1, k = 1, . . . , ny.488
The MCAR model proposed in Gelfand and Vounatsou (2003) assumes a common spatial smoothing parameter ρ489
capturing disease-specific correlation and cross-correlations, such that the joint precision matrix can be obtained by490
setting B = ρIny , delivering the MCAR(ρ,Γ). According to this specification, the condition for positive definiteness491
of the covariance matrix reduces to |ρ| < 1 as in the univariate framework. This approach delivers an immediate and492
intuitive generalisation to the multivariate framework with the evident drawback that a single smoothing parameter ρ493
is employed to capture disease-specific spatial association and cross covariances. Note that the multivariate intrinsic494
CAR distribution is obtained if ρ = 1.495
The MCAR(ρ,Γ), MCAR(ρ1, . . . , ρny ,Γ) and MCAR(B,Γ) models improve each other with respect to the gen-496
erality of the spatial correlation and cross-correlation structure considered, the latter model being the most general497
one, with the only unsatisfactory restriction of specifying symmetric cross-covariances. A first generalisation of the498
CAR distribution to a multivariate framework allowing non-symmetric cross-covariances was proposed by Kim et al.499
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(2001), by specifying univariate full conditionals; however the extension of the model to the case where ny > 2500
appears unfeasible.501
In Jin et al. (2005) an approach based on the direct specification of the joint distribution for the multivariate spatial502
process through the specification of marginal and conditional distributions is proposed. Although this approach allows503
for the specification of asymmetric covariance structures, it has the main drawback that the conditioning order has an504
effect on the results and it is difficult to apply when ny is large.505
A more general MCAR(B˜,Γ) asymmetric model, suited for the case where ny > 2, has been proposed by Greco
and Trivisano (2009). As for the MCAR(B,Γ) model, the model of Greco and Trivisano (2009) starts from the linear
model of coregionalisation but allows the off-diagonal elements of B to be different, obtaining the joint covariance
matrix as
Pv = (G ⊗ INy )(Iny ⊗ D − (B˜ ⊗WU + B˜′ ⊗W
′
U))
−1(G ⊗ INy )′
where WU denotes the lower triangular part of the adjacency matrix W and B˜kk′ , B˜k′k. Conditions for positive506
definiteness of the joint covariance matrix are obtained by constraining the singular values of B˜ to lie between 0 and507
1. The MCAR(B,Γ) model arises as a special case of this model when B˜ is constrained to be symmetric.508
The model proposed by Sain and Cressie (2007), dubbed by the authors as the canonical multivariate conditional509
autoregressive model (CAMCAR), is characterized by a very similar specification with more restrictive conditions510
for positive definiteness with respect to those found in Greco and Trivisano (2009). Sain et al. (2011) also provide511
a different representation of multivariate lattice data that was suggested, but not implemented, in Sain and Cressie512
(2007). The idea is to think of the multivariate process as a univariate CAR over Nyny regions, so that the process513
can be expressed through the individual conditional distributions, φk(si)|φ−k(−si), of each variable at each site. This514
formulation of a multivariate MRF allows great flexibility in modelling the conditional dependence structure and is515
easily extendable to complex neighborhood structures.516
It is also worth mentioning that a partial review on GMRF/CAR and multivariate GMRF prior formulations, both517
for univariate and multivariate disease mapping models, is presented in MacNab (2011) giving insights into various518
prior characteristics for representing disease risks variability and spatial interaction.519
Finally we note that, together with multivariate CARs, purely factor models (see Section 3.2.2) and smoothed520
analysis of variance (Zhang et al., 2009) also represent an alternative approach for the analysis of multiple diseases.521
Martinez-Beneito (2013) describes a general modelling approach that combines several different spatial structures522
with different multivariate dependence schemes. An alternative reformulation that accrues substantial computational523
benefits enabling the joint mapping of several diseases is also discussed by Botella-Rocamora et al. (2015).524
3.2.2. Latent variable models525
Multivariate spatial analysis becomes computationally onerous as soon as the number of geographical units is large526
and more than two or three diseases are available - see, for example, Dobra et al. (2011). Therefore, the development527
of computationally efficient multivariate models is desirable.528
One main question, both from a methodological and an applied standpoint, is how to condense the available infor-529
mation into interpretable aggregates. One possibility is to use Factor Analysis (FA), which is a dimension reduction530
method to search for the underlying structures of multiple diseases. In practice, it is assumed that diseases that are531
from the same population groups or areas, often exhibit similar characteristics leading to the belief that they might be532
driven by some common sources, often referred to as common factors.533
The use of a factor-analytic approach enjoys several advantages. For example, with the identification of a (usually534
small) number of latent variables, FA avoids the curse of dimensionality commonly present in large spatial data. Also,535
since the variables are often correlated with each other and each of the variables might also be correlated across the536
locations due to geographic similarities, FA facilitates the identification of spatial clusters in the latent factors which537
further avoids dimensionality issues. Finally, for studies considering the combined effects of multiple pollutants538
simultaneously, there might be the need of constructing appropriate air quality indicators based on dimensionality539
reduction techniques (Rushworth et al., 2014). In this case, FA enables all available pollutants to be combined and540
used to estimate the health impact of a proxy measure of the air pollution in ecological-type regression.541
A spatial factor model can be specified through the linear predictor542
ηk(si) = µk(si) +
m∑
j=1
λk j fy, j(si), k = 1, . . . , ny (4)
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in which, compared with equation (2), the random effect φk(si) is now rewritten as a truncated expansion in which543
{ fy, j(si)| j = 1, . . . ,m} are m common spatial factor processes underlying the ny observed diseases and λk j is the factor544
loading for variable (disease) k on the j-th factor. The factor fy(si) =
(
fy,1(si), . . . , fy,m(si)
)′ is assumed to be an545
m-dimensional stationary process, with m  ny, such that E(fy(s)) = µ f and Cov(fy(s)) = Σ f .546
In matrix form, the factor model in equation (4) can be written as
η(si) = µ(si) + Λfy(si),
where η(si) =
(
η1(si), . . . , ηny (si)
)′ and Λ = [λk j] is a ny × m factor-loading matrix.547
Despite its simplicity, this model poses several important statistical issues. For example, though cross-loadings548
are in general allowed to be estimated in Λ, it is common practice to assume that the m underlying factors are related549
only to their own manifest variables. Models with this simple structure are transparent and easily interpreted and550
have also been suggested by Liu et al. (2005). Another possibility is to induce sparsity in the loading matrix. This is551
especially useful in cases where ny is large. Moreover, this choice naturally helps to overcome the drawbacks of FA,552
such as unidentifiability with respect to the rotation of the latent matrices, and the difficulty of selecting the appropriate553
number of factors. In fact, by imposing substantial regularization on Λ, the identifiability issue can be alleviated when554
the latent space is sufficiently sparse, and model selection criteria appears to be more effective at choosing the number555
of factors because the model does not overfit to the same extent as a non-sparse model. There are currently a number556
of options for how to induce sparsity constraints on the latent parameter space.557
So called zero-norm priors assign finite probability mass to sparse solutions and MCMC techniques are typically558
used to solve the resulting intractable inference problem (Mitchell and Beauchamp, 1988; West, 2003; Carvalho et al.,559
2008). An alternative approach is to use the so called shrinkage priors which are continuous heavy-tailed densities560
which favour sparse solutions. The use of shrinkage priors is more closely related to non-Bayesian sparse estimation561
techniques. The canonical example is the Laplace distribution which leads to L1 or LASSO regularisation under562
Maximum a Posteriori (MAP) parameter estimation (Tibshirani, 1996; Williams, 1995). LASSO regularisation has563
been used for the closely related problem of sparse principal component analysis (see, for example, Zou et al., 2006).564
Shrinkage priors offer considerable computational advantages over zero-norm priors because they transform an565
inference problem over discrete parameters into a continuous problem which is more easily addressed using standard566
deterministic approximate inference methods (Seeger, 2008). However, although Maximum a Posteriori parameter567
estimates obtained with shrinkage priors are sparse, samples from the posterior distribution will not be truly sparse.568
This is a significant drawback if one is interested in characterising the uncertainty about whether or not a parameter is569
exactly zero.570
In the framework of hierarchical Bayesian models, it would be preferable to focus on zero-norm priors which571
do assign finite probability mass to sparse solutions. These priors better characterise a prior belief in sparsity and572
should therefore lead to more meaningful posterior beliefs. A natural implementation of a zero-norm sparsity prior573
in this context is a spike and slab prior. This is a mixture prior on the entries of the factor loading matrix, where574
one mixture component drives the weight to zero while the other mixture component allows for non-zero entries.575
This prior, suggested by West (2003), not only assigns finite probability mass to truly sparse solutions, but also576
allows available information about the sparse structure to be included in a natural and interpretable manner: prior577
probabilities over specific entries in the mixing matrix can be used to adjust the relative weights of the corresponding578
mixture components.579
A further issue is that fy(s) also requires the specification of flexible multivariate covariance structures since we580
should model not only between-variable covariance but also across-location covariance. To this end, assuming a581
Gaussian prior and following Liu et al. (2005), it can be shown that a rich and flexible class of variance-covariance582
structures can be specified by using the linear model of coregionalization as discussed, for example, in Schmidt and583
Gelfand (2003) and Banerjee et al. (2004).584
Finally, we note that performing a dimensionality reduction procedure on exposure variables, as specified in585
equation (4), and then regressing fy(s) onto fx(s) in a second level of the hierarchy, offers a possibility to overcome the586
problem of multicollinearity for a set of exposure variables. As shown in Liu et al. (2005), Fontanella et al. (2015),587
Ippoliti et al. (2012) and Valentini et al. (2013), this approach allows for a fully Bayesian specification of a Generalised588
Structural Equation model (GSEM). In this context, a confirmatory approach, in which each variable loads only onto589
a specific common factor, may facilitate the interpretation of latent variables as well as the effects of the exposure590
variables on the health variables.591
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3.3. Spatio-temporal regression592
As a result of the increasing availability of both air pollution and health data, ecological spatio-temporal studies
have also been developed in literature. The hierarchical models relating air pollution and health discussed above, can
be naturally extended to a space-time setting by using a linear function of air pollutants, covariates and space-time
random effects. With the conventional assumption that Y(si, t) has a Poisson distribution, i.e.
Y(si, t)|η(si, t) ind∼ Po(E(si, t) eη(si,t)),
a quite general model specifies the linear predictor as593
η(si, t) = µ(si, t) + φ(si, t) (5)
where µ(si, t) represents the large-scale spatio-temporal variability of the log-relative risk, which of course can be
modelled as a function of exposure variables at time t and area si as µ(si, t) = x˜(si, t)′β. Random effects φ(si, t) are
introduced to capture any residual spatio-temporal autocorrelation. A commonly used approach has been proposed by
Knorr-Held (2000) where a set of independent random components explains the overall risk effect over the space-time
domain using
φ(si, t) = ψ(si) + ν(si) + δ(t) + ζ(t) + θ(si, t),
where ν(si) and ζ(t) are independent zero mean Gaussian random effects with common variance (i.e. the heterogeneity594
components) and ψ(si) and δ(t) are spatial and temporal random effects represented by the intrinsic CAR and first order595
random walk priors, respectively. The space-time random effect θ(si, t) has a Gaussian prior with general covariance596
matrix representing cases of independence, spatial, temporal and/or spatio-temporal autocorrelation (Knorr-Held,597
2000).598
Another popular approach is to allow the spatially smoothed log-risk surface to evolve over time via an autore-599
gressive process. Denoting with φt =
(
φ(s1, t), . . . , φ(sNy , t)
)′, it may be assumed, for example, that p(φ1, . . . ,φT ) =600
p(φ1)
∏T
t=2 p(φt |φt−1) for which, under Gaussian priors, the marginal distribution of φ1 has mean zero and covariance601
matrix P−1 while the conditional distributions, φt |φt−1, have conditional means which evolve in time according to a602
first order autoregressive process. The matrix P is a precision matrix usually specified through a CAR. This specifi-603
cation is useful to model the long-term effects of air pollution on health and has been used by Ugarte et al. (2012) and604
Rushworth et al. (2014). Note that an extension of this model specification to higher order autoregressive processes605
or, alternatively, the use of a Space Time Autoregressive Generalised (STARG) prior (Di Giacinto et al., 2005) is in606
general possible. However, their use is subject to the availability of spatial series which are rich in time.607
Other papers dealing with spatio-temporal data include Elliott et al. (2007), Janes et al. (2007), Choi et al. (2009),608
Lawson et al. (2010), Choi et al. (2011), Greven et al. (2011) and Lawson et al. (2012), with the latter being the only609
paper considering confounding bias problems in space-time models.610
Extending the space-time models above to a multivariate setting is not straightforward. On the other hand,611
Bayesian factor models are common in multivariate time series analysis (Aguilar and West, 2000; Lopes and West,612
2004) and, in this framework, the multivariate spatial structure of the geographical units suggests an extension of613
the usual dynamic factor models to make use of the similarity between adjacent regions. However, the literature of614
spatial dynamic factor models in health care research, especially for short-term effect studies, is still sparse and most615
of the applications discuss the use of FA to achieve a dimensionality reduction of a set of covariates. An example is616
offered by Reich et al. (2008) who extend the usual dynamic factor model by borrowing strength across neighboring617
diameters of particles and then using the latent factors as predictors of mortality.618
A new class of spatial dynamic factor models for measurements belonging to the exponential family of distribu-619
tions is also discussed by Lopes et al. (2011). Though the model was developed only for one dependent variable, it620
represents a direct extension to a space-time setting of the spatial factor model of equation (4). In their formulation,621
the factor loadings matrix is responsible for modelling spatial variation, while the common factors capture the tem-622
poral variation. In the development of a Generalized Factor model, we use the link function to relate the conditional623
mean to the linear predictor. However, in general, this does not require ηk(·) to be linear in fy, j(·). In particular, one624
could think of ηk(·) as an additive function of fy, j(·) in the form of a generalized additive model (GAM, Hastie and625
Tibshirani (1990)).626
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Assuming normality, a more structured version of the model proposed by Lopes et al. (2011) can be found in627
Ippoliti et al. (2012) and Valentini et al. (2013), with the latter discussing a multivariate extension − i.e. ny > 1.628
Although this extension was not proposed in the framework of health care research, it can be a valuable tool in this629
framework, offering simple solutions to the spatial misalignment problem.630
4. Available software631
Bayesian inference for the spatial and spatio-temporal models described in Section 3 is carried out using MCMC632
methods (Robert and Casella, 2004; Brooks et al., 2011). A way for obtaining MCMC inference consists in running633
MCMC simulations by means of hand writing code, a solution which is flexible and tailored to the specific application634
but is obviously the most error-prone. Alternatively, it is possible to use a software environment designed to allow635
users to perform Bayesian inference via MCMC. For example, the BUGS (Bayesian inference Using Gibbs Sampling)636
project (http://www.mrc-bsu.cam.ac.uk/software/bugs/) has given rise to the WinBUGS (Lunn et al., 2000,637
2012) software, which has opened the doors of Bayesian modelling to the wide research community. Moreover,638
starting from 2004 there exists also an open-source version of the core BUGS code named OpenBUGS (http://www.639
openbugs.net/); see Lunn et al. (2009) for a history of the BUGS project. Note that WinBUGS and OpenBUGS can640
also be run within other programs like R (through the R2OpenBUGS, R2WinBUGS and BRugs packages), Stata and641
SAS. Another possibility is the R CARBayes package developed by Duncan Lee (Lee, 2013) for the implementation of642
Bayesian hierarchical spatial areal unit models, characterized by random effects with conditional autoregressive prior643
distribution. In general the R community is extremely active in the development of new packages, listed in the CRAN644
task view for Bayesian inference (https://cran.r-project.org/web/views/Bayesian.html) and analysis of645
spatial data (https://cran.r-project.org/web/views/Spatial.html).646
Recently, an alternative to MCMC has been proposed by Rue et al. (2009) based on the Integrated Nested Laplace647
Approximation (INLA) approach, which is designed for latent Gaussian models, a wide and flexible class of models648
ranging from (generalized) linear mixed to spatial and spatio-temporal models. INLA, which can be run through649
the R-INLA package (http://www.r-inla.org/), is a deterministic algorithm for Bayesian inference and provides650
accurate results in short computing time. For this reason it can be preferred when model complexity and database651
dimension are troublesome from a computational point of view. Its use is now well established in several research652
fields, including ecology, epidemiology, econometrics and environmental science (Rue et al., 2016); for more details653
about INLA for spatial and spatio-temporal models we refer the reader to Blangiardo et al. (2013) and Blangiardo and654
Cameletti (2015), where practical examples and code guidelines are also provided. Moreover, see the recent papers655
Gerber and Furrer (2015) and Carroll et al. (2015) for an up-to-date comparison between INLA and MCMC methods.656
5. Discussion657
This paper has reviewed the statistical challenges involved in estimating the health impact of air pollution using658
spatial and spatio-temporal ecological regression, typically based on Poisson log-linear models. An important branch659
of the literature which has not been covered in this review concerns point process models to analyse case event data,660
i.e. geo-referenced case occurrences (Diggle, 2003; Lawson, 2012). On the one hand, case event data are appealing661
since they preserve exact spatial information concerning the disease occurrences, even though sometimes the use of662
residential address is poorly related to individual exposure. A relevant example of point process methods in spatial663
epidemiology is when case-control matched data are used to investigate the health status of people living around664
potential environmental pollution sources, such as an incinerator (Diggle, 1990; Diggle et al., 2000). Controls are665
matched to cases to account for heterogeneity of the underlying population at risk. In this framework, point process666
methods are applied to estimate and compare the intensity surface of the point processes generating both controls and667
cases, in order to understand changes in relation to the location of the putative source of hazard. In general, different668
classes of point process models have been proposed in order to take into account general features of the data generating669
process: the most general class for taking account of smooth spatially varying intensity is that of Log-Gaussian Cox670
Processes (see Diggle (2014) for a comprehensive discussion) which allow inclusion of spatial random effects and671
covariate effects. This class of models have been recently applied in epidemiological studies by Pinto Junior et al.672
(2015) and Liang et al. (2008).673
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Despite the problems associated with ecological studies (as discussed in Section 2), they are far more diffused674
in spatial epidemiology than studies based on case event data, not only because of their ready availability. In fact,675
count data are more closely matched with the background population at risk and exposure measurements are more676
reliable when they are expressed as average exposure at small area level than when they are expressed as individual677
level exposure (Lawson, 2006). Generally, the more refined the spatial scale of exposure, the higher the uncertainty678
associated with it; this can lead to biased estimates of the exposure-risk relationship. It should be noticed that almost679
ever the researcher cannot control data aggregation since count data are collected in administrative regions, as well680
as socio-demographic explanatory variables; hence ecological bias should be accounted for by means of statistical681
models. One possible approach to face problems arising in ecological regression studies consists in trying to estimate682
the joint distribution of response and explanatory variables within areas using a sample drawn from each area, using683
the collected information to adjust the ecological regression coefficients (Plummer and Clayton, 1996). However, this684
procedure is often not feasible in practice because of the high costs related to the sampling operations.685
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