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Resumen
Actualmente, el testing es una de las técnicas más extendidas para comprobar la validez
de sistemas complejos. Su aplicación en software es una parte fundamental del desarrollo
de sistemas, sin embargo, existen varias dificultades a la hora de aplicar estas técnicas,
tales como el alto coste económico y computacional. Uno de los aspectos más relevantes en
testing es la selección de un conjunto de tests adecuado para aplicarlo sobre el sistema que
se desea probar. Esto resulta especialmente complicado cuando el sistema sometido a test es
de grandes dimensiones, como es el caso de clusters HPC (High Performance Computing)
o sistemas cloud.
El objetivo principal de este trabajo es proporcionar mecanismos que permitan evaluar la
idoneidad de los conjuntos de tests, utilizados para chequear sistemas distribuidos, de forma
escalable, económica y eficiente. Para ello se propone MuTomVo, un framework de mutación
de código que integra técnicas de mutation testing con técnicas de simulación. Para realizar
el modelado y la simulación de sistemas distribuidos se ha utilizado la plataforma SIMCAN.
MuTomVo se ha construido utilizando una arquitectura modular, a través de la cual,
se pueden introducir nuevas técnicas de mutation testing de manera sencilla. Esto permite
realizar una comparación entre dichas técnicas para evaluar la adecuación de cada una de
ellas sobre el entorno proporcionado. De esta forma, se pretende reunir en un único frame-
work las funcionalidades de diferentes herramientas, tales como simuladores, frameworks de
mutación y herramientas de generación de tests.
Además, se ha realizado una fase de experimentación para analizar la idoneidad de
distintos conjuntos de tests ejecutados en diferentes aplicaciones distribuidas. Cada una de
estas aplicaciones, junto con las arquitecturas donde se han ejecutado, han sido modeladas
con SIMCAN. Asimismo, los experimentos se han llevado a cabo aplicando técnicas de
mutation testing sobre estos modelos.
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Abstract
Currently, testing is the most widely used technique to check the validity of complex
systems. Its application in software is a critical part in the development of systems. Ho-
wever, there are several difficulties for applying these techniques, such as high economic
and computational cost. One of the main difficulties when applying testing techniques is
to obtain an appropriate test suite. This is especially difficult when the size of the system
under test is large, like HPC clusters or cloud systems.
The main goal of this project is to provide mechanisms that allow to evaluate the sui-
tability of test suites to check distributed systems, in an inexpensive and efficient way. In
this work, we propose MuTomVo, a framework that integrates mutation testing techniques
with simulation techniques. For modelling and simulating distributed systems, the SIMCAN
simulation platform has been used.
MuTomVo is built on a modular and flexible architecture, where new mutation testing
techniques can be easily included. Thus, it is intended to unify, in one framework, functio-
nalities of different tools, such as simulators, mutation frameworks and tools for generating
tests.
Moreover, this work presents some experiments for analysing the suitability of different
test suites over different distributed applications. Each one of these applications has been
modelled with SIMCAN, and therefore, these experiments have been carried out by applying
mutation testing techniques on these models.
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En este capítulo se proporciona una visión global del marco en el cual se ha desarrollado
el proyecto. Además de los retos a los que se ha hecho frente durante el desarrollo de este
proyecto para alcanzar las contribuciones descritas, se exponen cada uno de los objetivos
perseguidos en el mismo.
1.1. Definición y alcance del proyecto
En la sociedad actual, existe un alto porcentaje de empresas tecnológicas que invierten
gran parte de su capital en el proceso de evaluación de proyectos software. Parte de su
imagen corporativa depende de la calidad de sus productos. El funcionamiento erróneo de
alguno de los componentes de un sistema puede causar pérdidas millonarias. Ejemplo de
ello es el hecho que ocurrió en 1999 con el satélite MCO (Mars Climate Orbiter), donde
un error en el sistema métrico de los ordenadores de tierra provocó un fallo de cálculo que
costó la destrucción del satélite valorado en 327 millones de dólares60. El uso de técnicas de
testing reducen el porcentaje de catástrofes ocurridas en sistemas donde el software es un
factor crítico.
En las últimas décadas y teniendo como detonante el auge de Internet de alta velocidad,
se ha producido un cambio en el modelo de negocio en la sociedad que conlleva un crecimiento
de las infraestructuras y servicios informáticos, de forma que se ha intensificado, como
consecuencia, el aumento tanto en la generación de datos como en su procesamiento82. Esta
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evolución requiere el desarrollo y despliegue de nuevas aplicaciones que puedan proporcionar
un alto rendimiento para procesar grandes volúmenes de datos, donde intervienen factores
determinantes como la escalabilidad, disponibilidad y fiabilidad de los sistemas. Sin embargo,
procesar grandes volúmenes de datos incrementa la complejidad de las aplicaciones que los
procesan, lo cual también complica el proceso de testing de estas aplicaciones.
Actualmente, el testing es la técnica más utilizada para chequear la validez de sistemas
complejos. Las técnicas de testing, usualmente, requieren la generación y aplicación de un
conjunto de tests que permita determinar si el comportamiento observado en el sistema se
corresponde con el esperado. Una de las dificultades para aplicar técnicas de testing es poder
contar con un conjunto de tests adecuado. Esto resulta especialmente complicado en el caso
de clusters HPC o sistemas cloud. Afortunadamente, existen técnicas para poder afrontar
estos retos. Una de ellas es conocida como mutation testing. Una de las características
más relevantes de mutation testing es la simplicidad de su funcionamiento, el cual consiste
en reproducir los errores cometidos por programadores, que se asume, son competentes,
introduciendo cambios sintácticos a lo largo del código fuente original. Los tests previamente
proporcionados son evaluados a través de la ejecución del nuevo código modificado, para
comprobar su eficacia a la hora de detectar errores. Sin embargo, aplicar técnicas demutation
testing en entornos distribuidos puede resultar muy costoso, tanto a nivel económico como
en tiempo de ejecución. Además, no siempre se dispone de acceso al sistema físico donde
se deben realizar los tests. En aquellos casos en los que ejecutar los tests presenta estos
retos, la comunidad científica se ha decantado, cada vez en mayor medida, por el uso de
herramientas de simulación.
En este proyecto se van a integrar herramientas de modelado y simulación de sistemas
altamente distribuidos, con el objetivo de determinar la idoneidad de los conjuntos de tests
para este tipo de sistemas de forma escalable, eficiente y accesible. La aplicación de técnicas
de mutation testing en entornos simulados, permite desplegar y configurar infraestructuras
de una forma más rápida, sencilla y económica que si se hiciera en un entorno físico.
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1.2. Motivación
Actualmente, las arquitecturas altamente distribuidas, tales como clusters de alto ren-
dimiento63 o los sistemas de cloud computing 35, son las soluciones más efectivas para los
usuarios finales: empresas y científicos. Con el objetivo de utilizar eficientemente los recursos,
los sistemas altamente distribuidos necesitan métodos escalables y flexibles para desplegar
aplicaciones científicas de alto rendimiento. En muchos de estos sistemas, el esquema más
utilizado es Map-Reduce, un modelo de programación orientado al procesado de cantidades
masivas de datos en sistemas distribuidos.
En un sistema distribuido, uno de los problemas más comunes consiste en garantizar que
el comportamiento del mismo se corresponde con la especificación utilizada para implemen-
tarlo. Generalmente, cuando se despliega una aplicación basada en el modelo Map-Reduce,
un alto número de procesos se distribuyen en los nodos del sistema, ejecutándose de forma
concurrente, accediendo a los recursos compartidos e intercambiando mensajes por la red de
comunicaciones. En estos casos, resulta complejo controlar las acciones de cada uno de estos
procesos y, por tanto, garantizar que la aplicación cumple con su especificación. Por este
motivo, la comunidad investigadora ha utilizado durante las dos últimas décadas técnicas
de testing para validar el correcto funcionamiento de sistemas distribuidos. En este trabajo
se van a utilizar técnicas de testing para poder cumplir los objetivos propuestos. En parti-
cular, se van a integrar técnicas de mutation testing para inyectar errores en el código de las
aplicaciones distribuidas, con el objetivo de evaluar si un conjunto de tests es adecuado para
validar dicha aplicación. Sin embargo, la aplicación de estas técnicas en entornos altamente
distribuidos requiere enfrentarse a ciertos retos:
Accesibilidad del sistema sobre el que realizar el test. Debido a las características de
las aplicaciones ejecutadas sobre este tipo de sistemas, es necesaria una gran capacidad
de cómputo para abordar su resolución, ya que éstas requieren un elevado tiempo de
ejecución. Por ello, se necesitan plataformas provistas de un número elevado de nodos
de cómputo donde son ejecutados los tests. El acceso a la experimentación sobre este
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tipo de plataformas puede resultar complicado debido a su elevado coste económico.
Modificación y configuración de las infraestructuras. Debido a la gran cantidad y
variedad de componentes que forman este tipo de sistemas, como por ejemplo el cluster
Marenostrum de Barcelona15, formado por 48.896 núcleos de cómputo, 103 terabytes de
memoria RAM y 3024 discos duros que alcanzan los 1,9 petabytes de almacenamiento,
realizar modificaciones sobre su arquitectura puede resultar muy costoso. Además,
existen ocasiones donde al usuario final le es imposible realizar estas modificaciones al
no tener acceso a la infraestructura.
Complejidad para reproducir tests. En entornos distribuidos, resulta muy complicado
reproducir los resultados de los tests ejecutados. Esto se debe a la variabilidad de
factores como la alta concurrencia, latencia de red y especialmente en sistemas cloud, la
virtualización85. En este tipo de sistemas, para maximizar el uso de recursos, se tiende
a virtualizar la plataforma. Esto permite la ejecución de tareas por parte de varios
usuarios simultáneamente, lo que puede afectar al rendimiento de las aplicaciones.
Estos retos impiden en muchas ocasiones realizar tests sobre los sistemas que se desea
probar debido, principalmente, a la falta de accesibilidad a los recursos requeridos. En conse-
cuencia, el uso de herramientas de simulación se convierte en una opción plausible para poder
superar las dificultades anteriormente descritas. Actualmente existen numerosas herramien-
tas para simular, desde componentes individuales como discos7 o CPUs95, hasta centros de
datos completos13,79, que permiten modelar y representar el comportamiento tanto de la
arquitectura como de la ejecución de aplicaciones en entornos altamente distribuidos.
No obstante, el uso de herramientas de simulación presenta varios inconvenientes. Una
de las principales desventajas de la simulación consiste en la depuración de los modelos.
Cuando se diseña un nuevo modelo, ya sea de una arquitectura completa o una aplicación,
el usuario debe realizar una serie de pruebas para asegurarse de que dicho modelo tiene
el comportamiento esperado, es decir, que cumple con las expectativas para las que fue
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diseñado. Sin embargo, habitualmente, no se suelen aplicar técnicas de testing, sino que a
través de un conjunto reducido de pruebas, generalmente configurado de forma manual por
el usuario, se verifica el modelo. De esta forma, queda sin explorar un dominio extenso de
casos potenciales donde el modelo no ha sido evaluado. Esta insuficiencia de casos de prueba
eleva la posibilidad de fallo.
En este trabajo se propone la utilización de técnicas de mutation testing en entornos de
simulación. Con ello se pretende aprovechar las ventajas proporcionadas por los simuladores
para mitigar, en la medida de lo posible, las dificultades de aplicar técnicas de testing en
sistemas distribuidos. Para cumplir este objetivo, se ha desarrollado el framework MuTomVo,
diseñado para aplicarse en herramientas de simulación basadas en OMNeT++93.
1.3. Objetivos
El objetivo principal de este trabajo es evaluar la idoneidad de conjuntos de tests
para chequear sistemas altamente distribuidos de forma escalable, económica
y eficiente. Para poder alcanzar este objetivo, se propone la integración de técnicas de
simulación, para modelar y simular sistemas distribuidos, con técnicas de mutation testing,
utilizadas para la inducción de fallos y comprobación de la calidad de los tests utilizados.
Todo ello se ha integrado en un framework, llamado MuTomVo, que utiliza la plataforma de
simulación SIMCAN67.
Asimismo, será necesaria la consecución de los siguientes objetivos secundarios:
1. Diseño de un framework flexible y extensible. MuTomVo se ha construido uti-
lizando una arquitectura modular, a través de la cual, se pueden introducir nuevas
técnicas de manera sencilla. Esto permite realizar comparaciones entre dichas técni-
cas para evaluar la adecuación de cada una de ellas sobre el entorno proporcionado.
Es decir, se parte de un modelo inicial, donde se implementan las técnicas necesarias
para alcanzar los objetivos de este proyecto, con la particularidad de contar con una
arquitectura abierta y flexible que permite su extensión en el futuro. De esta forma, se
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pretende reunir en un único framework las funcionalidades de diferentes herramientas,
tales como simuladores, frameworks de mutación y herramientas para generar tests.
2. Aplicación de técnicas demutation testing . Con el fin de determinar la capacidad
de detección de errores de un conjunto de tests previamente definido, es necesaria la
generación de mutantes del modelo a través de cambios sintácticos en el código fuente
original. Una vez generados los mutantes, se mide la eficacia del conjunto de tests para
identificar los errores introducidos.
3. Chequeo automático de los tests ejecutados sobre el modelo. Una de las carac-
terísticas de MuTomVo es la capacidad de determinar si el resultado de la ejecución
de un test, aplicado a un modelo, es correcto. La flexibilidad que ofrece el sistema
permite la inclusión de técnicas para cumplir con este cometido de manera sencilla.
4. Optimización en la generación de mutantes para entornos de simulación.
Debido a que MuTomVo está orientado a plataformas que utilicen OMNeT++, se
van a utilizar técnicas de generación de mutantes optimizadas para aprovechar al
máximo las características de este tipo de sistemas. Por ello, además de implementar
las técnicas convencionales de generación de mutantes, van a ser diseñadas técnicas
ad-hoc enfocadas en mutaciones para el motor de simulación OMNeT++. De esta
forma se reducirán los tiempos de ejecución, tanto en generación de mutantes, ya que
se reducirá el número de los mismos, como en su compilación y ejecución.
1.4. Estructura del documento
El resto de este documento está organizado en los siguientes capítulos:
Capítulo 2, Estado del arte, presenta los trabajos más relevantes en el campo del
modelado y simulación de sistemas distribuidos, así como demutation testing. Además,
se realiza una comparación con los trabajos existentes que utilizan ambas técnicas.
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Capítulo 3, Descripción de OMNeT++ y SIMCAN, describe las características más
relevantes del framework de simulación OMNeT++ y de la plataforma de modelado
y simulación de sistemas distribuidos SIMCAN.
Capítulo 4, MuTomVo, describe en detalle cómo se ha realizado la integración del
modelado y simulación de sistemas distribuidos con técnicas de mutation testing. Ini-
cialmente se presenta la estructura general de MuTomVo. Seguidamente, se describen
los operadores de mutación implementados en dicho framework, así como el ciclo del
proceso de testing llevado a cabo para estudiar la idoneidad de conjuntos de tests.
Finalmente, se presenta la estructura utilizada para su implementación.
Capítulo 5, Experimentos, presenta los experimentos realizados utilizando el frame-
work MuTomVo. Estos experimentos consisten en evaluar la idoneidad de varios con-
juntos de tests, generados automáticamente, para chequear varias aplicaciones ejecu-
tadas en entornos distribuidos.





The main objective of this chapter is to provide an overview of the MuTomVo framework.
In addition to the challenges faced during the development of this project, the objectives
and the achieved results are also described.
1.1. Definition and scope
In today’s society, there is a high percentage of technology corporations that invest a
relevant percentage of their capital in testing software projects. An error during the execution
of a system could result in considerable economic loss. As an example, in 1999 an error in the
Earth’s computer’s metric system of the Mars Climate Orbiter caused the destruction of the
satellite valued in $327 million60. The use of testing techniques can reduce the percentage
of catastrophes occurring in these systems.
Over the last decades, there has been a change in business models as a consequence of the
high-speed Internet era. This new model carries a growth of the infrastructure and services,
increasing both data generation and processing82. This revolution requires the development
and deployment of new applications that provide high performance to process large vo-
lumes of data. However, processing large volumes of data increases the complexity of the
applications that process it, which also complicates the process of testing these applications.
Currently, testing is the most widely used technique to check the validity of complex
systems. Testing techniques usually require the generation and application of a test suite
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that can determine wether the observed behaviour in the system corresponds to the expected
one. One of the main difficulties in applying testing techniques is to have an appropriate
test suite.
This is especially difficult when the size of the system under test is large, such as distribu-
ted clusters or cloud systems. Fortunately, there exist several techniques to deal with these
challenges. One of them is known as mutation testing. One of the most relevant features of
mutation testing is the simplicity of its operation. Basically, mutation testing tries to repli-
cate the mistakes often made by competent programmers, introducing syntactic changes in
the original source. The sets of tests are evaluated, through the execution of the modified
code, to determine its effectiveness in finding errors. However, the application of mutation
testing techniques in distributed environments can be very expensive. Moreover, in many
cases, there is not access to the physical system in which the tests must be executed. In
these cases, the scientific community has opted for the use of simulation tools.
This project integrates modelling tools and simulation of highly distributed systems
with the aim of evaluating the effectiveness of test suites for this type of systems in a
scalable, efficient and accessible way. The application of mutation testing techniques on
applications running in a simulated environment, will allow to deploy and configure different
infrastructures faster simpler and cheaper than performing the same process in a physical
environment.
1.2. Motivation
Currently, highly distributed architectures, such as high-performance clusters63 or cloud 35
systems, are the most effective solutions for end users: companies and scientists. In order
to use efficiently resources, distributed systems need scalable and flexible methods to de-
ploy high-performance applications. In many of these systems, the most widely used scheme
is Map-Reduce, a programming model for processing large amounts of data in distributed
systems. In these systems, one of the most common problems is to ensure that the system
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behaviour corresponds to the expected one. Usually, when an application based on the Map-
Reduce model is deployed, a large number of processes are distributed among the nodes of
the system, running concurrently, accessing to shared resources and exchanging messages th-
rough the communications network. In these cases, it is difficult and complex to control the
actions of each process, and therefore, ensuring that the application achieve its specification
is not possible
Over the past two decades, the research community has used testing techniques to vali-
date the correct operation of distributed systems. In this project we use testing techniques
to reach the proposed objectives. In particular, mutation testing techniques are integrated
to inject errors in distributed applications, in order to evaluate if a test suite is suitable for
checking the system. However, the application of these techniques in distributed environ-
ments requires to deal with several challenges:
Accessibility of the system under test. Due to the characteristics of the applications
running on these systems, a high computing power is needed to execute them by
requiring a high runtime. As a consequence, many platforms that include a large
number of compute nodes are needed to execute the test suites. The experimentation
on these platforms can be difficult due to its high cost.
Customize the infrastructure. Due to the large number and variety of components that
conform these systems, like, the cluster Marenostrum Barcelona15 (48896 computing
cores, 103 terabytes of RAM and 3024 hard drives that reach 1,9 petabytes of storage),
the modification of its architecture can be very expensive. In addition, in some cases
the end user has no access to the infrastructure, which hampers the customization of
the environment.
Complexity to reproduce tests. In distributed environments, it is very difficult to re-
produce the results of the executed tests. This is due to the variability of factors such
as high concurrency, network latency and, especially in cloud systems, virtualisation85.
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These challenges often hamper executing tests on the system, mainly due to the lack of
accessibility to the required resources. Consequently, the use of simulation tools become a
plausible option to overcome the previously described difficulties. Currently, there exist se-
veral tools for simulating, from individual components such as disks7 or CPUs95 to complete
cloud systems13,79, which allow to model and represent the behaviour of both architecture
and running applications in highly distributed environments.
However, the use of simulation tools has several disadvantages. One of them is the process
of debugging simulation models. Once a new model is designed, the user must execute a test
suite to ensure that the model fulfils the expected behaviour. Unfortunately, in most cases
testing techniques are not applied. Instead, the model is checked using a small test suites,
generally manually configured by the user. Thus, a vast unexplored potential cases are not
evaluated. This lack of test cases raises the possibility of failure.
In this project the use of mutation testing techniques in simulation environments is
proposed. It is intended to get the benefits provided by the simulators to mitigate, as far
as possible, the difficulties of applying testing techniques in distributed systems. In order to
reach this objective, we have developed a framework called MuTomVo, designed to be used
in simulation tools based on OMNeT++93.
1.3. Goals
The main goal of this project is to evaluate the suitability of test suites to check
highly scalable distributed systems, in an inexpensive and efficient way. In order
to reach this goal, the integration of simulation techniques and mutation testing techniques
is proposed. It will allow to model and simulate distributed systems for checking the quality
of test suites to be applied. Thus, a framework called MuTomVo, based on the simulation
platform SIMCAN67, has been developed.
In order to achieve this goal, the achievement of the following secondary objectives are
required:
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1. Design a flexible and extensible framework. MuTomVo has been built by using
a modular architecture, through which new techniques can be easily introduced. This
allows to compare the efficiency of each technique on the provided environment. That
is, we start from an initial model, where the required techniques are implemented to
achieve the objectives of this project, with the particularity of having an open and
flexible architecture that allows the extension of its functionalities. Thus, it is intended
the integration of different tools such as simulators, mutation frameworks and tools,
to generate and evaluate test suites in a single framework.
2. Application of mutation testing techniques. In order to determine the ability of
error detection in previously defined test suites, it is required to mutate the models
through syntactic changes in the original source code. In this project, only first order
mutants are considered.
3. Automatic evaluation of the test suites executed on the model. One feature
of the proposed framework is to determine whether the results obtained from the
application of a test to a given model is correct. The provided flexibility by the system
allows the inclusion of techniques to accomplish this task.
4. Optimisation of the generation of mutants for simulation environments. Due
to the fact that the proposed framework is being oriented to OMNeT-based platforms,
optimised techniques for generating mutants are used to maximise the features of
these systems. Therefore, in addition to implementing the conventional techniques
for generating mutants, we provide ad-hoc techniques focused on mutations for the
OMNeT++ simulation engine. In this way, the time required to generate the mutants,
the compilation of these mutants and the execution time will be reduced.
1.4. Document Structure
The remainder of this paper is organised into the chapters described below:
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Chapter 2, State of the Art, presents the most relevant work in the field of modelling
and simulation of distributed systems, as well as mutation testing. Furthermore, a
comparison between current proposals using both techniques, and the one proposed
in this project, is presented.
Chapter 3, Description of SIMCAN and OMNeT++, describes the major features
of OMNeT++ simulation framework and the platform for modelling and simulating
distributed systems SIMCAN.
Chapter 4, MuTomVo, describes in detail how the integration of simulating distributed
systems and mutation testing techniques has been accomplished. First, the general
structure of MuTomVo framework is described. Then, mutation operators implemented
in this framework and the testing process cycle are described.
Chapter 5, Experiments, presents the experiments performed by using the framework
MuTomVo. These experiments consist in generating and evaluating the suitability of
a test suite to evaluate several applications running on distributed environments.




En este capítulo se presenta un análisis de las técnicas y estudios realizados en los campos
de simulación de sistemas distribuidos, simulación de sistemas cloud y mutation testing. Así
mismo, se realiza una revisión de los trabajos actuales que emplean técnicas de mutación
en entornos simulados y una comparación entre dichos trabajos.
2.1. Modelado y simulación de sistemas distribuidos
Durante la última década, la simulación se está convirtiendo en una de las opciones
más demandadas para realizar experimentos científicos97. Entre los motivos que hacen de
la simulación una tendencia cada vez más utilizada para modelar todo tipo de sistemas,
destacan el ahorro de costes, accesibilidad y flexibilidad. Las posibilidades de la simulación
pueden aplicarse a un amplio rango de campos, desde la simulación de sistemas sencillos
basados en un único nodo, hasta sistemas distribuidos complejos, tales como los sistemas
cloud.
En el ámbito de la simulación de redes de comunicaciones se encuentran NS-21, DaSSF43,
OMNeT++93, y OPNET17. Estos simuladores de redes están enfocados a reproducir con
fidelidad detalles importantes como protocolos de red, latencia o fragmentación. Sin em-
bargo, carecen de métodos para simular sistemas de cómputo, sistemas complejos de E/S o
virtualización.
Para cubrir esta necesidad, surgen las herramientas para modelar y simular sistemas
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distribuidos. Una de las herramientas más influyentes en este campo es COTSon5, un fra-
mework de simulación desarrollado conjuntamente por HP Labs y AMD. El objetivo de
COTSon es proporcionar una evaluación rápida y precisa de la computación actual y fu-
tura. COTSon está orientado a la simulación de sistemas cluster formados por cientos de
nodos multi-core asociados a dispositivos conectados a través de redes de comunicaciones
estándar.
SimFlex39 es un framework basado en componentes, orientado a la creación de modelos
de tiempos de procesadores para ejecutar aplicaciones comerciales.
Destacada por el alto grado de definición de sus modelos, SIMCAN66 es una platafor-
ma de simulación cuyo objetivo es modelar arquitecturas de alto rendimiento (HPC). Esta
plataforma permite el diseño y modelado de herramientas y arquitecturas distribuidas uti-
lizando un amplio rango de configuraciones. SIMCAN tiene un diseño modular que facilita
la integración de diferentes modelos en una única plataforma.
Además de los simuladores descritos anteriormente, existen herramientas enfocadas al
diseño y simulación de centros de almacenamiento de datos. Una de estas herramientas es
SimSANs104, Simulating Storage Area Networks, especialmente útil en el diseño de infraes-
tructuras y análisis del rendimiento de centros de almacenamiento con redes Fiber Channel.
Tras las herramientas descritas para simular sistemas distribuidos, aparecen los simula-
dores de sistemas Grid. Durante la pasada década, los sistemas Grid 12 han ofrecido servicios
de computación masiva a la comunidad científica. Para realizar investigaciones en este área,
se desarrollaron un conjunto de simuladores, entre los que se encuentran GridSim 80, Op-
torSim96, SimGrid46, MicroGrid101 y GangSim18.
Finalmente, como evolución de los sistemas Grid aparecen los simuladores de sistemas
cloud. Algunos de ellos usan como base simuladores de sistemas Grid, tales como Cloud-
Sim o GridSim, mientras que otros fueron escritos completamente para modelar y simular
sistemas cloud. Los frameworks de simulación que mejor se adaptan a los requisitos de mode-
lado y simulación de sistemas cloud computing son CloudSim79, MDCSim56, GreenCloud20,
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SimGrid38 e iCanCloud68.
En el caso de CloudSim, hay numerosos artículos de investigación que muestran los
resultados obtenidos con este simulador11,47,81. Esta herramienta, basada inicialmente en
simulación de sistemas Grid 79 (anteriormente conocido como GridSim2), incluye una capa
nueva implementada para añadir la posibilidad de simular sistemas cloud.
MDCSim es un simulador basado en eventos, similar a CloudSim. MDCSim tiene la
capacidad de realizar medidas de consumo de potencia en cada uno de los servidores que
forman parte de un centro de datos. En las últimas versiones, MDCSim forma parte de una
solución comercial llamada CSIM19.
GreenCloud es una extensión del simulador de redes NS21, enfocado a simular las co-
municaciones entre procesos ejecutándose en un sistema cloud a nivel de paquete. Al igual
que NS2, está escrito en C++ y OTcl, lo que es una desventaja para esta herramienta, ya
que el uso de dos lenguajes diferentes dificulta la implementación de los experimentos.
SimGrid38 es un simulador que proporciona funcionalidades básicas para simular algo-
ritmos y aplicaciones distribuidas, tales como workstations y entornos grid. Los recursos
están modelados teniendo en cuenta aspectos como latencia o tasa de servicio. Sin embargo,
en las simulaciones no se incluyen detalles hardware tales como acceso a memoria principal
o memoria caché, que pueden afectar al consumo de energía. El simulador se encuentra
actualmente en desarrollo.
Construida utilizando la plataforma de simulación OMNeT++, iCanCloud es una plata-
forma que permite el modelado y simulación de sistemas cloud. iCanCloud proporciona un
conjunto de módulos diseñados para reproducir con fidelidad detalles de comportamiento
de los distintos componentes del sistema. A su vez, iCanCloud puede utilizarse con el fra-




Mutation testing tiene como objetivo determinar la eficacia de un conjunto de tests para
detectar errores. Para ello, se inyectan fallos en el código, mediante operadores de mutación,
que corresponden a reglas de transformación de la sintaxis del lenguaje. La idea es crear
copias del programa original, cada una de las cuales presenta alguna modificación sintáctica.
El objetivo es determinar cuántas de estas variaciones del programa, denominadas mu-
tantes, se comportan de forma diferente al programa original, respecto a un conjunto de
tests. Cuando un mutante se comporta de forma diferente al programa original, para algún
test t, se dice que t mata al mutante, en otro caso se dice que el mutante está vivo. Con-
sideremos el ejemplo del Cuadro 2.1 en el que se muta el programa original de modo que
la condición a > 0 ∧ b > 0 es sustituida por a > 0 ∨ b > 0. Esta modificación genera un
mutante. Para matar este mutante se requiere un test que provoque un resultado diferente
en la ejecución del mutante y del programa original. Si aplicásemos el test a = −3, b = 5,
el test habría matado el mutante, sin embargo el test a = 3, b = 5 no permitirá detectar el
fallo. De este modo, los mutantes permiten evaluar lo buenos que son los tests seleccionados.
Cuantos más mutantes sean matados por el conjunto de tests seleccionados, mayor será la
calidad de los mismos.
Algunos mutantes, denominados mutantes equivalentes, presentan el mismo comporta-
miento que el programa original para cualquier entrada y no pueden ser matados por ningún
test. La detección de mutantes equivalentes es un problema indecidible, por lo que deben ser
detectados manualmente, lo que supone un alto coste en la aplicación de esta técnica8. Para
tratar de mitigar este problema, existen técnicas, como las que se proponen en el trabajo de
Offutt y Craft71, donde se detallan algoritmos para determinar distintas clases de mutan-
tes equivalentes. Estos algoritmos están basados en análisis de flujo de datos y técnicas de
optimización de compiladores. En otro de los trabajos relevantes en este campo40, Robert
Hierons y Mark Harman presentan el uso de técnicas de slicing programming aplicadas a la
detección de mutantes equivalentes, lo que permite reducir la generación de los mismos.
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Programa p Programa p’
... ...
if(a>0 and b>0) if(a>0 or b>0)
return 1 return 1
else else
return 2 return 2
... ...
Cuadro 2.1: Ejemplo de mutación de código
Mutation testing se basa en dos hipótesis relacionadas con la naturaleza de los errores
en los programas. Por una parte, se considera que los programadores tienden a desarrollar
programas que son correctos. Esta hipótesis, conocida como competent programmer hypothe-
sis 64, establece que los fallos en los programas son pequeños errores sintácticos que podrían
corregirse fácilmente. Por lo tanto, los mutantes simulan posibles efectos de fallos reales. De
este modo, si un conjunto de tests es bueno detectando errores en los mutantes, también lo
será con los fallos en el programa original. La segunda hipótesis, conocida como coupling
effect hypothesis 26, establece que los errores complejos están asociados a errores simples,
de forma que un conjunto de tests de entrada que detecte todos los fallos simples en un
programa, detectará un alto porcentaje de fallos complejos. Existen numerosos estudios que
consideran la validez de esta hipótesis, tanto de índole teórica26,70, como práctica57.
La Figura 2.1 presenta el esquema de funcionamiento general de mutation testing. Dado
un conjunto de mutantes, generado a partir de la aplicación de un conjunto de operadores de
mutación sobre un programa, y un conjunto de tests, se analizará la adecuación del mismo
para detectar los fallos. En primer lugar, el conjunto de tests debe ser aplicado al programa
original para asegurar su correcto comportamiento respecto al mismo 1©. En el caso que los
resultados sean incorrectos, el programa original debe ser corregido 2a©. En caso contrario, los
operadores de mutación considerados son aplicados al programa original para la generación
de todos los posibles mutantes 2b©. Cada mutante será ejecutado utilizando el conjunto de
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Figura 2.1: Esquema general del proceso de Mutation Testing
mutantes no equivalentes que han sido matados por el conjunto de tests. El objetivo es que
este porcentaje sea del 100%, es decir, que todos los mutantes no equivalentes hayan sido
matados. Los mutantes vivos indican falta de adecuación del conjunto de tests para detectar
fallos potenciales en el programa. Por tanto, teniendo en cuenta el ejemplo del Cuadro 2.1,
para un test donde a = 8, b = 7 tanto p como p’ tendrían el mismo resultado. En este
caso p’ sería considerado como un mutante vivo. El usuario debe añadir tests adicionales al
conjunto inicial y comprobar que el programa original los satisface, para tratar de matar los
mutantes que permanecen vivos 4a©. Este proceso deberá repetirse hasta que el usuario esté
satisfecho con el mutation score obtenido 4b©.
Aunque cumplen de forma efectiva con el objetivo de analizar la adecuación de los tests,
las técnicas de mutation testing conllevan varias desventajas que dificultan su empleo en
sistemas complejos. Una de estas desventajas es el tiempo invertido para detectar mutantes
equivalentes, así como el elevado coste computacional que requiere la ejecución del ciclo
completo de mutation testing sobre un programa, debido a la elevada cantidad de mutantes
generados que deben ser ejecutados utilizando el conjunto de tests. Al tiempo de genera-
ción de cada mutante, hay que añadir el tiempo de compilación, ejecución y comprobación
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de resultados. Teniendo en cuenta estos factores, las aportaciones científicas orientadas a
introducir mejoras a las técnicas de mutation testing en las últimas décadas han sido innu-
merables. Estas técnicas pueden dividirse en técnicas de reducción del conjunto de mutantes
y técnicas de reducción del tiempo de ejecución.
2.2.1. Optimizaciones de mutation testing
Una de las formas de reducir el tiempo total de la ejecución del esquema de mutation
testing, consiste en reducir el número total de mutantes generados tras aplicar los operadores
de mutación. Alguna de las técnicas más relevantes son: mutant sampling, mutant clustering
y high order mutation.
En el caso de mutant sampling, la mejora se obtiene seleccionando un subconjunto alea-
torio de los mutantes generados. Según Wong y Mathur’s62,98 la selección aleatoria del 10%
de los mutantes es sólo un 16% menos efectiva que el conjunto completo de los mutantes
generados en términos de mutation score.
Un método más sofisticado de selección de los mutantes generados, se basa en el uso
de algoritmos de clustering42. Mutation clustering trata de reducir el coste computacional
disminuyendo el número de mutantes utilizando el algoritmo de k-means y el algoritmo de
agrupamiento jerárquico. El principio básico de este método es la selección de un único
mutante de cada cluster, llegando a obtener un mutation score de 100% reduciendo el
número de mutantes hasta en un 91%.
La tercera técnica utilizada para reducir el conjunto de mutantes es conocida como se-
lective mutation. El principio básico de selective mutation es la reducción del número de
mutantes disminuyendo el número de operadores de mutación aplicados. El estudio reali-
zado por Offut et al.75, donde se extiende el trabajo de Wong y Mathur’s62,98, sugiere que
omitiendo dos operadores se mantiene el mutation score en 99, 99%, produciéndose a su vez
una disminución de mutantes en un 24%. De igual forma, omitiendo cuatro operadores, el
mutation score obtenido es de un 99, 84%, con una reducción de mutantes de un 41%. Final-
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mente, como último experimento, la omisión seis operadores permite obtener un mutation
score de un 88, 71% con una reducción de un 60% de los mutantes.
El objetivo principal de las tres técnicas descritas anteriormente, mutant sampling, mu-
tation clustering y selective mutation, consiste en disminuir el tiempo de proceso realizando
una selección de mutantes, una vez han sido generados. De esta forma, al reducir el núme-
ro de mutantes se disminuye el tiempo requerido para la ejecución de los tests. Entre las
técnicas basadas en la reducción del tiempo de ejecución del programa mutado, se puede
distinguir entre las enfocadas en la ejecución de los mutantes, las basadas en la optimización
del entorno de ejecución y aquellas que usan plataformas avanzadas.
En strong mutation 27 se considera que un mutante es matado si la aplicación de un test
produce una salida diferente a la que genera el programa original al finalizar la ejecución de
ambos. Esto requiere la ejecución completa del mutante para comprobar el resultado de la
aplicación del test. En weak mutation 41, tan sólo se requiere que el estado del mutante en el
punto en el que se realizó la mutación sea diferente al correspondiente en el programa origi-
nal. La ventaja de weak mutation reside en que no es necesario realizar un ciclo completo de
ejecución para cada mutante. Existe una tercera técnica conocida como firm mutation 100,
donde la idea es paliar las dificultades de las dos técnicas anteriores proporcionando solu-
ciones intermedias.
Otra de las tendencias consiste en la introducción de técnicas de optimización en el
entorno de ejecución. Con ello se persigue reducir los tiempos de interpretación, compilación
y ejecución del código a lo largo del proceso de mutation testing. Una de las técnicas más
reseñables en este campo es conocida como compiler-based, propuesta por DeMillo et al.25.
Esta técnica pretende reducir el exceso de tiempo invertido en la compilación de los mutantes,
siendo esto posible debido a que los cambios sintácticos entre el código fuente original y los
mutantes son mínimos, por lo que gran parte del tiempo de compilación es redundante.
Para conseguir su propósito el compilador genera dos archivos de salida, el ejecutable del
programa original y un archivo que contiene las instrucciones necesarias para convertir el
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ejecutable del código fuente original en el ejecutable de cada mutante.
Una técnica que mejora el rendimiento hasta en un 300% es mutant schemata 91,92. Esta
técnica se basa en la generación de un supermutante, al que se le introducen todas las
mutaciones posibles de modo que solo se requiere compilar una vez, frente a las múltiples
compilaciones realizadas en el esquema tradicional. Una de las aportaciones más recientes
en la reducción de coste de compilación es conocida como bytecode translation. En esta
técnica, se generan los mutantes directamente desde el código ejecutable original, en lugar
de construirlos desde el código fuente. Con esto, los mutantes pueden ser generados sin
necesidad de realizar la fase de compilación.
Por último y con un uso poco extendido, existen plataformas avanzadas para la ejecución
de mutation testing. Se trata de técnicas utilizadas para ejecutar mutantes en sistemas
con procesadores vectoriales Single Instruction Multiple Data 51,52 y máquinas distribuidas
Multiple Instruction Multiple Data 103.
2.2.2. Aplicaciones de mutation testing
Desde la primera aportación de DeMillo et al. en 197027, mutation testing ha sido am-
pliamente estudiado por la comunidad científica. Entre los numerosos estudios realizados en
sus diversos campos de aplicación se pueden distinguir dos grandes grupos. Por una parte,
la aplicación de mutaciones sobre programas, conocida en la literatura como program muta-
tion 24, en la que los cambios son introducidos directamente en el código fuente del programa,
lo que la convierte en un esquema de testing de caja blanca. Por otra parte, specification
mutation 36, caracterizada por introducir mutaciones en la especificación del programa, no
accede en ningún caso al código fuente durante la fase de testing, y por lo tanto corresponde
a un esquema de testing de caja negra.
En la década de nacimiento de mutation testing, Fortran era considerado uno de los
lenguajes de programación más extendido del momento. Por esto, los experimentos inicia-
les, tales como la primera definición de operadores de mutación o la primera herramienta
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de mutation testing, fueron realizados sobre Fortran. Con esta herramienta, conocida como
PIMPS 9,10, se realizaron las pruebas pioneras de mutation testing aplicadas a varios pro-
gramas en Fortran IV9,64. La primera especificación formal de operadores no sería realizada
hasta 1987, cuando Offut et al.50,72 propusieron 22 operadores de mutación sobre Fortran.
Entre las herramientas más estudiadas se encuentra MOTHRA44. Los primeros operado-
res de mutación sobre Ada fueron propuestos por Bowser6 en 1988. Posteriormente, estos
operadores fueron rediseñados por Offut76, produciendo un conjunto de 65 operadores de
mutación.
Las aportaciones iniciales de mutation testing en el lenguaje de programación C fue-
ron realizadas por Agrawal et al. En el trabajo3 se describen 77 operadores de mutación
diseñados para el lenguaje ANSI C. Dichos operadores, están categorizados bajo criterios
sintácticos.
Existen varias herramientas que aplican técnicas de mutation testing en C. Una de ellas
fue PROTEUM 1.4, que implementa 75 de los 77 operadores propuestos por Agrawal e
incluye la técnica de optimización basada en compilador23. Otra de las herramientas más
destacadas, diseñada por Yia et al. es MILU45. Al contrario que todas las herramientas
anteriores que aplicaban todos los operadores al programa testeado, permite seleccionar
al usuario un conjunto específico de operadores de mutación. MILU utiliza técnicas de
reducción de tiempo de ejecución.
El lenguaje donde se encuentra el mayor porcentaje de las aportaciones de mutation
testing es Java. La primera aportación fue realizada por S.Kim et al48. Se trata de una defi-
nición de nuevos operadores de mutación específicos para Java, debido a que los operadores
de mutación tradicionales no son suficientes para el paradigma de programación orientado
a objetos49,58. En el estudio de selección de dichos operadores, se hizo uso de una técnica
conocida como HAZOP, que realiza un análisis y guarda los resultados de las desviaciones
de los sistemas. HAZOP fue aplicada en la definición de la sintaxis de Java para identificar
los posibles fallos que pudiesen ser cometidos por un usuario. A partir de estos fallos, fueron
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definidos los operadores de mutación.
Entre las herramientas más destacadas para mutar programas escritos en Java, se en-
cuentra MuJava (Mutation Java) 59. Desarrollado por Offut, MuJava es un framework de
mutación para el lenguaje de programación Java, que presenta un método para reducir el
coste de ejecución en programas orientados a objetos. Para ello utiliza dos técnicas clave,
Mutant Schemata Generation (MSG) y bytecode translation.
Al tratarse de un lenguaje que surgió posteriormente, las aportaciones de mutation tes-
ting en C# están basadas en el trabajo previo realizado en Java. El conjunto de operadores
de mutación de Java se extendió con operadores específicos para C#. La herramienta más
destacada de mutation testing en este lenguaje de programación es CREAM, cuya particula-
ridad reside en incluir la implementación de técnicas de reducción de costes como mutation
sampling, selective mutation y mutation clustering.
Mutation testing tambien es utilizado en el campo de las bases de datos para detectar
errores. En 2005, Chan et al.16 propusieron 7 operadores de mutación para el lenguaje SQL.
Posteriormente Tuya et al.90 presentaron otro conjunto de operadores para consultas SQL.
Dentro de las aportaciones de Tuya et al. se encuentra una de las herramientas más utili-
zada, SQLMutation89. SQLMutation genera automáticamente mutantes de consultas SQL.
SQLMutation consta de dos interfaces, uno de ellos es una aplicación web para generar inter-
activamente mutantes y el otro es un web service que puede integrarse con otras aplicacions
desarrolladas en distintas plataformas.
Otra de las herramientas más reseñables es MUSIC (MUtation-based SQL Injection vul-
nerabilities Checking tool). MUSIC es una herramienta de inyección de vulnerabilidades
SQL, que genera automáticamente mutantes para aplicaciones escritas en JSP (Java Server
Pages) y realiza un análisis del rendimiento del proceso de mutación.
Aspect-Oriented Programming es un paradigma de programación que trata de buscar una
modularización adecuada de las aplicaciones, eliminando las preocupaciones transversales
propias de aspectos más técnicos. Ferrari et al.32 proponen 26 operadores de mutación ba-
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sados en la generalización de fallos cometidos en estos programas. Recientemente, Delamare
et al. introdujeron una técnica de detección de mutantes equivalentes utilizando análisis
estático22.
Las técnicas de mutation testing para especificaciones formales engloba un amplio rango
de campos de aplicación. Una de las primeras aportaciones en specification mutation fue en
la especificación de expresiones lógicas, donde Gopal et al. se centraron en las operaciones
de especificación de predicados de cálculo. Dentro de este mismo campo, realizando una
tarea de refinamiento en las expresiones de cálculo, Aichernig4 y Woodwarg99 aportaron
la definición de operadores de mutación en especificaciones algebraicas y llevaron a cabo
experimentos para proporcionar resultados empíricos en base a código ejecutable.
Más recientemente, se han propuesto numerosas técnicas formales para especificaciones
dinámicas de sistemas. Una de ellas es la especificación de máquinas de estado finitas, donde
Fabbri et al.33 proponen 9 operadores de mutación que representan fallos relacionados con los
estados, eventos y salidas de una máquina de estados. Pudiéndose considerar una extensión
de las máquinas de estado finitas, los diagramas de estados, conocidos en la literatura como
statecharts, son ampliamente utilizados en la especificación formal de sistemas. Fabbri et
al.34 propusieron el primer conjunto de operadores de mutación para estas especificaciones.
Posteriormente, utilizando estos operadores, Yoon et al. introdujeron el concepto State-based
Mutation Test Criterion (SMTC) 102.
Además de las aplicaciones en los campos descritos, specification mutation ha sido apli-
cado a otros lenguajes de especificación73,86,87.
En 2001, con motivo del auge de los web services, Offut et al.55 introdujeron un modelo
de especificación para formalizar las interacciones entre componentes web. Basándose en este
modelo de especificación, se propuso un conjunto de operadores de mutación orientados al
modelo de datos XML. Posteriormente, este trabajo fue extendido y orientado a la mutación
sobre el lenguaje XML77 y lenguajes basados en XML31,54.
Uno de los aspectos más críticos en las comunicaciones, son los protocolos. Para asegurar
26
su robustez, Probert et al. propusieron un conjunto de operadores de mutación orientados
al testing de protocolos de red78. Posteriormente, Vigna et al. aplicaron el uso de técnicas
de mutation testing en la detección de intrusiones en red94.
Para tratar de evitar intrusiones y amenazas que puedan poner en riesgo los sistemas
informáticos, se procede a la creación de políticas de seguridad. Por ello, resulta de gran
importancia minimizar los defectos en este tipo de políticas, de forma que mutation testing
es una técnica ampliamente aplicada en este campo, a través de la definición de operadores
de mutación orientados a distintos tipos de políticas de seguridad61,88.
Además de la determinación del nivel de adecuación de los tests, mutation testing tiene
otras aplicaciones relacionadas con el testing. Una de ellas es la generación automática de
tests. El objetivo es facilitar la labor del usuario en la creación de conjuntos de tests capaces
de matar el máximo número de mutantes y alcanzar con ello un mutation score lo más
alto posible. Para ello, existen técnicas como Constraint-Based Test data generation (CBT)
propuesta por Offut69, la cual crea un conjunto de tests automáticamente, analizando los
mutantes generados y teniendo en cuenta su accesibilidad, necesidad y suficiencia.
Una de las herramientas de generación de tests automática más influyente es Godzilla29.
Desarrollada por Offut et al. y haciendo uso de técnicas de CBT, Godzilla consigue matar
el 90% de los mutantes en la mayor parte de programas28.
Otra de las aplicaciones de las técnicas de mutation testing en la asistencia en el proceso
de regression testing. Regression testing tiene como objetivo detectar errores, tanto funcio-
nales como no funcionales, dentro de un sistema después de realizar modificaciones. Estas
modificaciones se pueden corresponder con los cambios realizados en la configuración, actua-
lizaciones o mejoras. Do et al. utilizaron mutation testing para establecer una priorización
de tests30.
Mutation testing ha sido utilizado a su vez en el proceso de minimización de un conjunto
de tests, manteniendo, en la medida de lo posible, su efectividad. Para ello, Offut et al.
propusieron PingPong74, una método a partir del cual se realiza una reducción en el conjunto
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de tests de hasta un 33% sin perder efectividad.
2.3. Mutación de código basada en simulación
La validación de aplicaciones en sistemas distribuidos es un proceso complejo. Por ello,
el uso combinado de técnicas de mutation testing y simulación simplifica la depuración de
las aplicaciones. En este campo, el número de aportaciones existentes es muy limitado.
Una de estas aportaciones fue presentada por Rutherford et al.83, donde se propone
una aproximación sencilla para comprobar la adecuación de los tests aplicados en entornos
de simulación de sistemas distribuidos. Los sistemas distribuidos propuestos están basados
en modelos básicos, donde el conjunto total de nodos utilizado para realizar el estudio es
reducido. En la fase de experimentación se utiliza la herramienta SimJava, empleada para
simular el comportamiento de la red y MuJava como framework de mutación de código. El
principio fundamental se basa en medir la eficacia de un test individual, contabilizando el
número de mutantes que se han matado. Para llevar a cabo los experimentos se proponen
dos sistemas distribuidos. Uno de ellos basado en el algoritmo de GBN53, que se corresponde
con el proceso de intercambio de datos entre dos nodos basado en el modelo cliente/servidor.
El segundo se basa en el esquema link-state routing, donde se analizan distintas topologías.
Como extensión a su propuesta anterior, Rutherford et al.84 llevan a cabo tres contribu-
ciones al uso y desarrollo de la adecuación de tests para sistemas distribuidos. Se propone un
método de testing para simulaciones basadas en eventos. Además, se describe una técnica
de inserción de errores para evaluar la adecuación de los tests. Por último, se presenta un
conjunto de casos de estudio para validar el método propuesto. En estos casos de estudio
se experimenta en un escenario formado por dos nodos, donde uno de ellos representa un
servidor DNS, que proporciona servicio al otro nodo, que representa un cliente.
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2.4. Comparación de herramientas y trabajos actuales
En los trabajos analizados en la literatura, no se ha encontrado ningún framework de
simulación de sistemas distribuidos que integre técnicas de mutation testing. Tal y como
se indica en la sección 2.1, existen numerosas herramientas de simulación de sistemas dis-
tribuidos, pero en ninguno de los casos expuestos se contempla la aplicación de técnicas
de testing. Para validar una aplicación, generalmente se realiza un conjunto de pruebas de
forma manual y de manera poco exhaustiva, por lo que existe una alta probabilidad de no
cubrir todos los casos necesarios con las pruebas realizadas.
Aunque existe una gran variedad de frameworks de mutación, algunos de ellos descritos
en la sección 2.2, ninguna de estas herramientas es adecuada para la simulación de entornos
altamente distribuidos. Esto se debe a que no cuentan con mecanismos específicos para
motores de simulación. De esta forma, se aplican un número excesivo de operadores de
mutación convencionales que generan a su vez, un elevado número de mutantes, requiriendo
un alto coste computacional.
Los estudios descritos en la sección 2.3 proponen trabajos que consideran ambos as-
pectos83,84. Sin embargo, estas propuestas están diseñadas utilizando herramientas que no
resultan adecuadas para sistemas de gran escala. En el caso del framework de simulación
SimJava, no proporciona modelos realistas de recursos de computación básicos, como dis-
cos, procesadores o distintas tecnologías de interconexión de equipos. Estos modelos están
representados por programas de 400 líneas de código, modelando el sistema con un nivel de
abstracción muy alto, lo cual dista de ser una simulación realista de sistemas distribuidos.
A su vez, la cantidad reducida de nodos que forman los escenarios, limitan en gran medida




Descripción de OMNeT++ y SIMCAN
Este capítulo presenta un breve resumen del framework de simulación OMNeT++, así
como de la plataforma de modelado y simulación de sistemas distribuidos SIMCAN. El obje-
tivo de este capítulo es mostrar las características principales de los entornos de simulación
utilizados en este trabajo. De esta forma, se pretende facilitar la lectura de los capítulos
posteriores que describen las técnicas de mutación empleadas sobre estos entornos.
3.1. Introducción a OMNeT++
OMNeT++ es un framework de simulación para construir simuladores orientados a mo-
delos de red. La estructura de OMNeT++ está compuesta por un conjunto de módulos que
envían y reciben mensajes a través de un canal de comunicaciones previamente configurado.
De esta forma, la definición de los módulos, junto con los canales de comunicaciones, for-
man una red que simula la arquitectura deseada. Actualmente, el uso de este framework está
muy extendido en la comunidad científica, existiendo numerosas herramientas de simulación
basadas en OMNeT++, tales como INET, Castalia, MiXiM, etc. Además, durante el año
2014 se publicaron 368 artículos que utilizan este framework.
Los módulos de OMNeT++ están implementados en C++ y su comportamiento puede
ser programado utilizando dos modelos de programación diferentes:
Modelo orientado a eventos. Se recibe un mensaje en cada unidad de tiempo, de forma
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que una función del módulo es ejecutada utilizando el mensaje como parámetro de la
función.
Modelo basado en co-rutinas. El módulo ejecuta una función principal. Los mensajes
son procesados cuando la función principal ejecuta una sentencia receive.
El modelo basado en co-rutinas es más intuitivo y fácil de desarrollar. Sin embargo,
requiere una cantidad elevada de memoria, la cual debe asignarse a cada módulo. Por esto,
este modelo no es viable para simulaciones a gran escala.
Los módulos tienen una organización jerárquica que facilita la construcción de arquitec-
turas de redes de computación. Existen dos tipos de módulos:
Módulos simples, que únicamente incluyen el módulo en sí.
Módulos compuestos, que incluyen otros módulos como componentes.
Al igual que los módulos, los mensajes están implementados en C++. Los mensajes
son esencialmente una colección de datos y funciones. Estas funciones son utilizadas para
realizar el tratamiento de datos. Hay distintas maneras de implementar un objeto:
Escribiendo una especificación del mensaje en lenguaje NED. Esta especificación es
precompilada para generar el objeto C++. Este método únicamente funciona con
mensajes compuestos de valores simples.
Escribiendo objetos C++ que hereden de la clase general que representa el mensaje.
El nuevo objeto puede modificar el comportamiento definido en la clase general.
Los objetos mensaje pueden obtener a su vez otros mensajes utilizando la característi-
ca de encapsulación ofrecida por OMNeT++. La encapsulación está limitada a un único
elemento por mensaje.
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En OMNeT++, una simulación se configura mediante ficheros de texto plano utilizando
el lenguaje NED. En estos ficheros se especifican tanto el número de instancias como los pa-
rámetros de los módulos que van a ser simulados. Esto ofrece la ventaja de poder configurar
varios modelos y lanzar las simulaciones sin necesidad de recompilar el código fuente.
Una de las principales desventajas de OMNeT++ es su estilo de programación orientado
a eventos. Este estilo de programación dificulta el desarrollo de nuevos módulos, ya que el
programador tiene que contar con la complejidad añadida de gestionar y sincronizar los
eventos. A diferencia del estilo de programación imperativo, en este caso las acciones no se
llevan a cabo cuando se invoca un método de un objeto, sino cuando el evento generado
a partir de esa invocación llega a su módulo correspondiente. En modelos que representen
arquitecturas de gran escala, tales como sistemas cloud o clusters de alto rendimiento, esta
tarea puede llegar a ser extremadamente compleja, sobre todo en la fase de depuración,
debido a la enorme cantidad de mensajes y eventos presentes en el sistema.
Algunos de los métodos más utilizados para desarrollar nuevos módulos en OMNeT++ se
detallan en el Listado 3.1. Los métodos initialize y finish inicializan un módulo y finalizan su
ejecución, respectivamente. Es muy común, sobre todo en programadores noveles, no incluir
o colocar en un lugar incorrecto las llamadas a estos métodos.
El envío de mensajes se realiza con los métodos send y scheduleAt. Mientras que el pri-
mero puede enviar un mensaje msg a través del canal gateid a otros módulos, el segundo
permite el envío retardado del mensaje msg, después de t segundos, al mismo módulo que
invocó el método. Esta función es especialmente útil para la implementación de temporiza-
dores.
Algunos métodos, como cancelEvent, tienen la funcionalidad de cancelar un determinado
evento, lanzado mediante el método scheduleAt. El uso de este método resulta especialmente
delicado cuando el programador debe controlar varios eventos lanzados en el mismo módulo,
ya que de no realizar correctamente la sincronización entre ellos, es muy probable que se
genere un error durante la simulación. Por otro lado, el método endSimulation finaliza la
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simulación completa del modelo.
Para poder gestionar mensajes enviados entre módulos existe el método handleMessa-
ge. Puesto que este método debe implementarse en cada módulo con un comportamiento
específico, es uno de los métodos más relevantes en el desarrollo de nuevos módulos.
1 void i n i t i a l i z e ( ) ;
2 void f i n i s h ( ) ;
3
4 i n t send ( cMessage ∗msg , i n t ga t e id ) ;
5 i n t scheduleAt ( simtime_t t , cMessage ∗msg) ;
6
7
8 cMessage∗ cance lEvent ( cMessage ∗msg) ;
9 void endSimulat ion ( ) ;
10
11 void handleMessage ( cMessage ∗msg) ;
Listado 3.1: Métodos proporcionados por OMNeT++
3.2. Introducción a SIMCAN
SIMCAN es una plataforma de simulación orientada al análisis y estudio de aplicaciones
paralelas en entornos distribuidos. El objetivo de SIMCAN es mitigar, en la medida de lo
posible, las carencias que ofrecen otras herramientas de simulación, tales como flexibilidad,
precisión, rendimiento y escalabilidad. Estas características convierten a SIMCAN en una
plataforma potente para modelar y simular sistemas distribuidos.
El proyecto SIMCAN fue iniciado en 200865. Las principales contribuciones de esta pla-
taforma de simulación se detallan a continuación:
Balance entre escalabilidad, rendimiento y precisión para conseguir una simulación
rápida en entornos a gran escala, con un nivel de detalle variable. De esta forma, se
ha integrado en una única plataforma de simulación el modelado de CPU, almacena-
miento, red de comunicaciones y memoria.
Modelado del sistema de almacenamiento muy detallado, incluyendo en su repositorio
distintos modelos de sistemas de ficheros, tales como Ext2, PVFS y NFS.
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Proporciona un API basado en POSIX y una librería adaptada de MPI37 para facilitar
el modelado y simulación de aplicaciones paralelas. Además, pueden ejecutarse trazas
de aplicaciones reales y utilizar diagramas de estados.
Debido a su arquitectura flexible, los componentes pueden ser intercambiados fácil-
mente.
Con el objetivo de mantener el equilibrio entre rendimiento, precisión, flexibilidad y
escalabilidad, el núcleo principal de esta plataforma se basa en un diseño flexible que permite
integrar cada sistema básico en un único modelo de simulación. Estos sistemas son el sistema
de almacenamiento, el sistema de memoria, el sistema de procesamiento y el sistema de red
de comunicaciones.
La Figura 3.1 muestra la arquitectura de SIMCAN. En este esquema, se puede apreciar
cómo las aplicaciones acceden a los recursos de cada sistema básico a través de un API
común. De esta forma, dependiendo de los requisitos del usuario, se pueden modelar distintos
















































Figura 3.1: Arquitectura de SIMCAN
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SIMCAN proporciona un conjunto de componentes existentes utilizados para modelar
distintas arquitecturas. Estos componentes están organizados jerárquicamente en un re-
positorio de módulos. Actualmente, en este repositorio se ofrecen modelos completos de
sistemas distribuidos con distintos niveles de detalle y escalabilidad, pudiéndose añadir y
diseñar nuevos componentes al repositorio. Para proporcionar mayor flexibilidad, se permite
incluir simuladores existentes al repositorio, como por ejemplo, diskSim7.
En un sistema de computación, el nodo es el componente más relevante. De igual forma,
en SIMCAN un nodo es un bloque de construcción para crear sistemas distribuidos. La
simulación de un único nodo está basada en unir los módulos que simulan aplicaciones con
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Figura 3.2: Estructura de un nodo en SIMCAN
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Con el propósito de facilitar la tarea de construir y configurar entornos distribuidos
altamente escalables, la plataforma SIMCAN proporciona una clasificación flexible de nodos
de agregación basado en bloques, la cual imita la agregación utilizada en sistemas reales (ver
Figura 3.3). A continuación se describe una colección de nodos de agregación proporcionado
por SIMCAN, que permite crear las arquitecturas distribuidas más comunes:
Nodo de computación: Este módulo simula el comportamiento de un nodo. Con-
tiene los módulos necesarios para simular los sistemas que incluye un nodo real. Los
componentes de cada nodo pueden ser modificados y configurados para variar su com-
portamiento, pudiendo actuar como nodo de cómputo, nodo de almacenamiento o una
mezcla entre ambos.
Placa de nodos: Este módulo es un conjunto de nodos localmente desplegados. Es-
tos nodos incluyen un switch local para poder comunicarse mediante una red local,
actuando como único elemento de comunicación con el exterior.
Rack: Este módulo es un conjunto de placas de nodos. Cada placa de nodos en el rack








Figura 3.3: Agregación de nodos en SIMCAN
3.2.1. Modelado y configuración de sistemas distribuidos
En SIMCAN, la definición y configuración de un entorno está dividido en tres niveles
distintos, donde cada uno de ellos se corresponde con un nivel de abstracción. Estos niveles
de describen a continuación:
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El nivel 1 consiste en la definición del sistema correspondiente al entorno que va a
ser simulado. Básicamente, este nivel contiene una lista con todos los componentes
y sus conexiones correspondientes. Esta descripción está especificada en texto plano
utilizando el lenguaje NED.
El nivel 2 consiste en la configuración de cada componente definido en el nivel ante-
rior. Esta configuración consiste en asignar valores al conjunto de parámetros de cada
componente, con el objetivo de personalizar el comportamiento del entorno simulado.
Tal como ocurre en el nivel 1, esta configuración se realiza en ficheros de texto plano.
El nivel 3 consiste en un conjunto de archivos de configuración adicionales para perso-
nalizar los componentes específicos que lo requieran. En la mayor parte de los casos,
estos archivos son usados en componentes que modelan sistemas con un nivel alto de
detalle.
3.2.2. Módulo API de SIMCAN
El módulo API lleva a cabo un papel fundamental en el componente que simula un
sistema operativo. Básicamente, este módulo contiene un conjunto de llamadas agrupadas
como un API (Application Programming Interface) para ejecutar aplicaciones en SIMCAN.
Una llamada al sistema es el mecanismo utilizado por las aplicaciones para solicitar recursos
del sistema operativo. Estas llamadas proporcionan un interfaz entre las aplicaciones y el
sistema operativo (ver Figura 3.2).
Para facilitar la portabilidad de las aplicaciones, las funciones ofrecidas por este API
están basadas en POSIX. POSIX es el nombre de la familia de estándares especificada en
IEEE, el cual define un API que permite un amplio rango de funciones de computación co-
munes, compatibles en distintos sistemas operativos. Las funciones del API que proporciona
SIMCAN se muestran en los listados 3.2, 3.3, 3.4, y 3.5.
El Listado 3.2 ofrece un interfaz para utilizar el servicio de cómputo. Básicamente, las
aplicaciones que hacen peticiones a la CPU deben invocar la función simcan_request_cpu
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y especificar el número de instrucciones que deben ser ejecutadas, medidas en MIs (Millones
de Instrucciones).
1 void simcan_request_cpu ( long i n t numInstruct ions ) ;
Listado 3.2: Funciones ofrecidas por el API de cómputo del sistema
Con el objetivo de interactuar con el sistema de memoria, las aplicaciones deben im-
plementar un interfaz especificado en el Listado 3.3. Principalmente, este interfaz consiste
en dos funciones. La primera de ellas, llamada simcan_request_allocMemory, es utilizada
para reservar memoria. La segunda, llamada simcan_request_freeMemory, es utilizada
para liberar memoria reservada anteriormente. El parámetromemorySize indica la cantidad
de memoria requerida, especificada en bytes, para llevar a cabo la operación correspondiente.
El parámetro region indica la región de memoria involucrada en esta operación.
1 void simcan_request_allocMemory ( i n t memorySize , i n t r eg i on ) ;
2 void simcan_request_freeMemory ( i n t memorySize , i n t r eg i on ) ;
Listado 3.3: Funciones ofrecidas por el API de memoria del sistema
El sistema de almacenamiento se encarga de todas las gestiones relacionadas con el
acceso a los datos. El conjunto de funciones mostrado en el Listado 3.4 ofrece un interfaz
para interactuar con el sistema de almacenamiento, que consiste básicamente en un conjunto
de funciones para gestionar archivos.
1 void simcan_request_open ( char ∗ f i leName ) ;
2 void simcan_request_close ( char ∗ f i leName ) ;
3 void simcan_request_create ( char ∗ f i leName ) ;
4 void simcan_request_delete ( char ∗ f i leName ) ;
5 void ∗ simcan_request_read ( char ∗ f i leName , unsigned i n t o f f s e t , unsigned i n t s i z e ) ;
6 void ∗ simcan_request_write ( char ∗ f i leName , unsigned i n t o f f s e t , unsigned i n t s i z e ) ;
Listado 3.4: Funciones ofrecidas por el API de almacenamiento del sistema
Las funciones simcan_request_open y simcan_request_close se utilizan para abrir y
cerrar los archivos indicados en el nombre proporcionado como parámetro a las funciones. De
igual forma, las funciones simcan_request_create y simcan_request_delete se encargan
de crear y borrar un archivo.
Finalmente, las funciones simcan_request_read y simcan_request_write se encargan
de leer y escribir datos, respectivamente, en el archivo especificado en el parámetro fileName.
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La cantidad de datos que deben leer y escribir se indica en el parámetro size. Finalmente, el
parámetro offset indica el punto de inicio del archivo donde se realiza el procesado de datos.
El sistema de redes de comunicación se encarga de la gestión de conexiones con otras
aplicaciones ejecutadas en nodos remotos. El API del sistema de comunicaciones se muestra
en el Listado 3.5. Utilizando este interfaz, las aplicaciones pueden intercambiar datos con
otras aplicaciones.
1 void s imcan_request_createListenConnect ion ( i n t l o ca lPor t , s t r i n g type ) ;
2 void simcan_request_createConnection ( s t r i n g dAddress , i n t dPort , i n t id , s t r i n g type ) ;
3 void simcan_request_sendDataToNetwork (SIMCAN_Message ∗sm , i n t id ) ;
4 void simcan_request_receiveDataFromNetwork (SIMCAN_Message ∗sm , i n t id ) ;
Listado 3.5: Funciones ofrecidas por el API de comunicaciones del sistema
La función simcan_request_createListenConnection crea una conexión entrante. Por
otro lado, la función simcan_request_createConnection establece una conexión con una
aplicación remota.
Las función simcan_request_sendDataToNetwork se utiliza para enviar datos desde la
aplicación que la invoca, a una aplicación remota especificada en el parámetro sm. Por otro
lado, simcan_request_receiveDataFromNetwork se encarga de recibir los datos desde la
aplicación remota especificada en sm.
3.2.3. Funciones del interfaz MPI para la simulación de aplicacio-
nes distribuidas
Además de las funciones del API anteriormente descritas, SIMCAN proporciona un sub-
conjunto de las funciones proporcionadas por MPI para programar aplicaciones paralelas en
arquitecturas distribuidas. Esta sección describe las funciones MPI implementadas en SIM-
CAN para reproducir el comportamiento de las funciones MPI ejecutadas por una aplicación
real.
Las llamadas MPI implementadas en SIMCAN pueden clasificarse en dos clases. La pri-
mera clase, conocida como operaciones de comunicación punto a punto, consiste en diferentes
operaciones para realizar envío y recepción de datos (ver Listado 3.6).
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1 void mpi_send ( unsigned i n t rankReceiver , i n t b u f f e r S i z e ) ;
2 SIMCAN_MPI_Message ∗ mpi_recv ( unsigned i n t rankSender , i n t b u f f e r S i z e ) ;
Listado 3.6: Funciones de MPI orientadas a la comunicación punto a punto
Las llamadas encargadas de realizar operaciones colectivas pertenecen a la segunda cla-
se. Este tipo de llamadas, que proporcionan sincronización y operaciones entre grupos de
procesos, se muestra en el Listado 3.7.
1 void mpi_barrier ( ) ;
2 void mpi_bcast ( unsigned i n t root , i n t b u f f e r S i z e ) ;
3 void mpi_scatter ( unsigned i n t root , i n t b u f f e r S i z e ) ;
4 void mpi_gather ( unsigned i n t root , i n t b u f f e r S i z e ) ;
Listado 3.7: Funciones de MPI colectivas implementadas en SIMCAN
Generalmente, para establecer un punto de sincronización entre los procesos que forman
parte de la aplicación distribuida, se utiliza la llamada mpi_barrier. Cuando un proceso
invoca esta función, se queda bloqueado hasta que todos los procesos hayan realizado la
misma llamada.
El resto de llamadas colectivas requieren de un proceso encargado para controlar la
operación. Este proceso, denominado proceso root, se debe indicar como parámetro en la
llamada de las funciones. Por ejemplo, la llamada mpi_bcast invocada por el proceso root,
envía un conjunto de datos, de tamaño bufferSize, al resto de procesos de la aplicación. Las
llamadas mpi_scatter y mpi_gather se utilizan para repartir y recolectar datos entre los
procesos.
Para realizar la sincronización entre procesos en llamadas colectivas, cada proceso tiene
una cola local asociada. En esta cola, se reciben todos los mensajes y son almacenados.
Cuando un proceso espera un mensaje concreto, cada vez que un mensaje es recibido, se





Uno de los objetivos principales de este trabajo es utilizar las ventajas proporcionadas por
las herramientas de simulación y las técnicas de mutation testing para construir el framework
MuTomVo. En este capítulo se presenta una propuesta para afrontar las dificultades de esta
integración, donde se exponen los esquemas detallados de la arquitectura del sistema, el
proceso completo de testing utilizado y el cálculo de la idoneidad de los conjuntos de tests
utilizados en este proceso.
4.1. Diseño general de la arquitectura de MuTomVo
En esta sección se muestra una descripción detallada de los pasos necesarios para llevar
a cabo el proceso de testing, cuyo objetivo es calcular la idoneidad de un conjunto de tests
para testear una aplicación ejecutada en un entorno distribuido. La Figura 4.1 presenta el
diseño de la arquitectura propuesta para implementar MuTomVo.
En este esquema, se puede observar cómo se integran las herramientas de modelado y
simulación de sistemas distribuidos con las técnicas de mutation testing, así como los pasos
necesarios para poder realizar el proceso completo de testing.
Inicialmente, el usuario debe construir un modelo utilizando la GUI (Graphical User
Interface) proporcionada por el simulador SIMCAN (ver Apéndice 2). Este modelo consiste
básicamente en la configuración del sistema distribuido que se desea modelar, incluyendo







































Figura 4.1: Arquitectura básica del framework MuTomVo
que se desea testear. Para realizar este proceso, el usuario cuenta con una serie de módulos
predefinidos en el repositorio de SIMCAN 1©. Estos módulos, a los que se puede acceder
a través de la GUI, simulan el comportamiento de los dispositivos que forman el sistema
distribuido, tales como CPUs, discos, memorias y redes de comunicaciones.
Una vez finalizado el diseño del modelo, MuTomVo genera los ficheros de configuración
oportunos para que SIMCAN pueda simular el entorno diseñado por el usuario 2©.
Con el modelo del sistema generado se debe proporcionar un conjunto de tests 3©. Estos
tests pueden ser, o bien generados manualmente por el usuario, o bien generados automáti-
camente por el propio framework.
El siguiente paso consiste en realizar la configuración del módulo mutation engine 4©.
Para ello, el usuario, a través del módulo GUI, debe introducir los parámetros correspon-
dientes para configurar el proceso de mutación, tales como el número máximo de mutantes
generados y los operadores de mutación que se utilizarán para generar estos mutantes.
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Una vez realizada esta configuración, el módulo mutation engine toma como entrada la
aplicación seleccionada por el usuario en el paso 2© para comenzar el proceso de la generación
de mutantes 5©. Una vez finalizado este proceso, se generan los mutantes oportunos 6©. Este
proceso se describe en detalle en la sección 4.2.
En este punto, el framework ya contiene el modelo del sistema donde se van a ejecutar
los tests, la aplicación y los mutantes generados a partir de esta aplicación. El modelo del
sistema lo recibe como entrada el simulador SIMCAN 7© para construir, tanto la arquitectura
del mismo, como la topología de red previamente configurada por el usuario en el paso 1©.
Seguidamente, el conjunto de tests se ejecuta, tanto sobre la aplicación original, como
sobre los mutantes generados. Una vez ejecutados todos los tests, se reportan los resultados
obtenidos al módulo GUI para ser presentados al usuario 8©.
4.2. Descripción de los operadores de mutación
Durante la fase de desarrollo de una aplicación, los errores pueden cometerse de diversas
formas. Teniendo en cuenta la competent programming hypothesis, los errores cometidos por
el programador van a consistir en un conjunto de pequeños errores, que alteran la semántica
del programa provocando un comportamiento no esperado. Estos errores pueden clasificarse
dentro de distintas categorías, de modo que los operadores se agrupan de acuerdo a las
mismas, tal como se puede observar en el Cuadro 4.1.
Debido a que la plataforma de simulación OMNeT++ está diseñada para el desarrollo
de aplicaciones en el lenguaje C++, una de las categorías propuestas es el uso de ope-
radores generales de dicho lenguaje de programación, tales como operadores aritméticos,
relacionales, condicionales, etc. El segundo grupo se centra en operadores relacionados con
las llamadas proporcionadas por OMNeT++. Finalmente, los grupos SIMCAN y MPI son
operadores destinados a las llamadas del sistema proporcionadas por SIMCAN y el interfaz
de intercambio de mensajes utilizado para el desarrollo de aplicaciones paralelas.
La inclusión de este tipo de operadores en MuTomVo no pretende aportar una inno-
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Operadores de mutación Descripción
Generales
Aritméticos AOR Arithmetic Operator ReplacementAOD Arithmetic Operator Deletion
Relacionales ROR Relational Operator Replacement
Condicionales COR Conditional Operator ReplacementCOD Conditional Operator Deletion
Lógicos LOR Logical Operator ReplacementLOD Logical Operator Deletion
Asignación ASR Assignment Operator Replacement
OOD OMNET Operator Deletion
OMNeT++
OOMU OMNET Operator Movement Up
OOMD OMNET Operator Movement Down
OOR OMNET Operator Replacement
OOSP OMNET Operator Shuffle Parameters
SOD SIMCAN Operator Deletion
SIMCAN
SOMU SIMCAN Operator Movement Up
SOMD SIMCAN Operator Movement Down
SOR SIMCAN Operator Replacement
SOSP SIMCAN Operator Shuffle Parameters
MOD MPI Operator Deletion
MPI
MOMU MPI Operator Movement Up
MOMD MPI Operator Movement Down
MOR MPI Operator Replacement
MOSP MPI Operator Shuffle Parameters
Cuadro 4.1: Tabla con los operadores de mutación de MuTomVo
vación en el campo de mutation testing, desde el punto de vista de su implementación en
una plataforma de simulación. Actualmente existen numerosos trabajos y herramientas de
mutación de código que implementan estos operadores. El motivo por el cual se han inclui-
do e implementado estos operadores en MuTomVo, es evitar el uso de varias herramientas,
pudiendo así realizar completamente el proceso de testing utilizando únicamente el frame-
work propuesto. Además, esto permitirá comparar, desde el punto de vista de rendimiento
y eficacia, los resultados obtenidos al utilizar tanto los operadores generales como los nue-
vos operadores propuestos, de forma cómoda y sencilla. De esta forma se evita el uso de
herramientas adicionales.
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4.2.1. Operadores de mutación generales
La categoría general engloba la introducción de errores propios del uso lenguaje de pro-
gramación C++. Estos errores son introducidos por el programador al escribir sentencias
donde se realizan operaciones básicas. Una de ellas es el cálculo de operaciones aritméticas.
Para ello se define un conjunto de operadores, clasificados en dos categorías, binarios op +
op, op - op, op * op, op / op y op% op, que representan operaciones aritméticas básicas,
y unarios -op y +op, que representan el signo de los operadores. A su vez, se definen cua-
tro operadores aritméticos característicos de este lenguaje op++, ++op, op−− y −−op,
denominados short-cut.
Con estos operadores, pueden realizarse distintas mutaciones que representan las di-
ferentes categorías de fallos que pueden cometer los programadores a la hora de realizar
operaciones aritméticas. En los ejemplos que se muestran a continuación, se ha utilizado la
siguiente notación: OP representa un operador de mutación, OPb indica operador de mu-
tación binario, OPs indica operador de mutación short-cut y OPu operador de mutación
unario.
AORb : Arithmetic Operator Replacement. Con este operador se produce un reemplazo
de un operador aritmético binario (ver Listado 4.1), por un operador aritmético binario
diferente (ver Listado 4.2).
1 s ta r tDe lay = par ( "startDelay" ) ;
2 i n S i z e = ( i n t ) par ( "inSize" ) ∗ MB;
Listado 4.1: Código original
1s ta r tDe lay = par ( "startDelay" ) ;
2i n S i z e = ( i n t ) par ( "inSize" ) / MB; 
Listado 4.2: Mutante AORb
AORu : Arithmetic Operator Replacement. A través de este operador se produce el
reemplazo, en el código fuente, de un operador aritmético unario (ver Listado 4.3) por
otro operador unario diferente (ver Listado 4.4).
1 wr i t eO f f s e t = −(outputDataSize ) ;
Listado 4.3: Código original
1wr i t eO f f s e t = +(outputDataSize ) ; 
Listado 4.4: Mutante AORu
AORs : Arithmetic Operator Replacement. Con este operador se produce el reemplazo
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en el código de un operador aritmético short-cut (ver Listado 4.5), por un operador
aritmético short-cut diferente (ver Listado 4.6).
1 i f (sm−>getResu l t ( ) == SIMCAN_OK){
2 executeCPU = f a l s e ;
3 executeWrite = f a l s e ;
4 executeRead = true ;
5 c u r r e n t I t e r a t i o n++;
6 de l e t e (sm) ;
7 }
Listado 4.5: Código original
1i f (sm−>getResu l t ( ) == SIMCAN_OK){
2executeCPU = f a l s e ;
3executeWrite = f a l s e ;
4executeRead = true ;
5cu r r en t I t e r a t i on −−; 
6de l e t e (sm) ;
7}
Listado 4.6: Mutante AORs
AODu : Arithmetic Operator Deletion. Mediante este operador se produce la elimina-
ción del código fuente de un operador aritmético unario básico (ver Listado 4.8).
1
2 wr i t eO f f s e t = −(outputDataSize ) ;
Listado 4.7: Código original
1
2wr i t eO f f s e t = ( outputDataSize ) ; 
Listado 4.8: Mutante AODu
AODs : Arithmetic Operator Deletion. Por medio de este operador se produce la
eliminación del código fuente de un operador aritmético short-cut (ver Listado 4.10).
1 i f (sm−>getResu l t ( ) == SIMCAN_OK){
2 executeCPU = f a l s e ;
3 executeWrite = f a l s e ;
4 executeRead = true ;
5 c u r r e n t I t e r a t i o n++;
6 de l e t e (sm) ;
7 }
Listado 4.9: Código original
1i f (sm−>getResu l t ( ) == SIMCAN_OK){
2executeCPU = f a l s e ;
3executeWrite = f a l s e ;
4executeRead = true ;
5c u r r e n t I t e r a t i o n ; 
6de l e t e (sm) ;
7}
Listado 4.10: Mutante AODs
La categoría de operadores de mutación relacional, agrupa los fallos cometidos por el
programador a la hora de realizar operaciones de comparación entre operandos. Entre ellas,
las proporcionadas por el lenguaje de programación C: op >op, op >= op, op <op, op <=
op, op == op y op != op.
ROR : Relational Operator Replacement. A través de este operador se sustituye un
operador relacional (ver Listado 4.11) por otro operador relacional diferente (ver Lis-
tado 4.12).
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1 i f ( sm_io−>getResu l t ( ) == SIMCAN_OK){
2 executeCPU = f a l s e ;
3 executeWrite = f a l s e ;
4 executeRead = true ;
5 c u r r e n t I t e r a t i o n++;
6 de l e t e (sm) ;
7 }
Listado 4.11: Código original
1i f ( sm_io−>getResu l t ( ) != SIMCAN_OK){ 
2executeCPU = f a l s e ;
3executeWrite = f a l s e ;
4executeRead = true ;
5c u r r e n t I t e r a t i o n++;
6de l e t e (sm) ;
7}
Listado 4.12: Mutante ROR
Con el objetivo de proporcionar mecanismos para realizar operaciones a nivel de bit entre
dos operandos, se encuentra la categoría de operadores lógicos. Estos operadores pueden cla-
sificarse tanto en binarios, tales como op & op, op | op y opˆop, que representan operaciones
relaciones, como en unarios ∼op.
LORb: Logical Operator Replacement. Realiza un reemplazo de operadores del tipo
binario (ver Listado 4.13) por otro operador del mismo tipo (ver Listado 4.14).
1 i f ( ( r e s & opMask) == SIMCAN_OK){
2 executeCPU = true ;
3 }
Listado 4.13: Código original
1i f ( ( r e s | opMask) == SIMCAN_OK){ 
2executeCPU = true ;
3}
Listado 4.14: Mutante LORb
LODu: Logical Operator Delete. Mediante este operador se produce la eliminación del
código fuente de un operador condicional unario (ver Listado 4.16).
1 r e s u l t = ~runningThreads ;
2 i f ( r e s u l t == SIMCAN_OK){
3 f i n i sh edExecu t i on = true ;
4 }
Listado 4.15: Código original
1r e s u l t = runningThreads ; 
2i f ( r e s u l t == SIMCAN_OK){
3f i n i sh edExecu t i on = true ;
4}
Listado 4.16: Mutante LORu
La categoría condicional reúne aquellos operadores utilizados para realizar operaciones
condicionales entre operandos. El lenguaje C proporciona cinco operadores binarios op &&
op, op || op, op & op | op y opˆop, y uno unario, !.
CORb : Conditional Operator Replacement. Mediante este operador se reemplaza un
operador condicional binario (ver Listado 4.17) por otro operador condicional (ver
Listado 4.18).
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1 i f (sm−>getRes ( ) | | ! sm−>ge tFa i l ( ) ) {
2 executeCPU = f a l s e ;
3 executeWrite = f a l s e ;
4 executeRead = true ;
5 c u r r e n t I t e r a t i o n++;
6 de l e t e (sm) ;
7 }
Listado 4.17: Código original
1i f (sm−>getRes ( ) && ! sm−>ge tFa i l ( ) ) { 
2executeCPU = f a l s e ;
3executeWrite = f a l s e ;
4executeRead = true ;
5c u r r e n t I t e r a t i o n++;
6de l e t e (sm) ;
7}
Listado 4.18: Mutante CORb
CODu: Conditional Operator Deletion. Por medio de este operador se produce la
eliminación del código fuente de un operador condicional unario (ver Listado 4.20).
1 i f (sm−>getRes ( ) | | ! sm−>ge tFa i l ( ) ) {
2 executeCPU = f a l s e ;
3 }
Listado 4.19: Código original
1i f (sm−>getRes ( ) | | sm−>ge tFa i l ( ) ) {
2executeCPU = f a l s e ;
3}
Listado 4.20: Mutante CODu
Los operadores de asignación establecen un valor a una variable. Además de los operado-
res básicos de asignación, en C se proporcionan once operadores short-cut. Estos operadores
realizan una operación sobre la parte derecha de la expresión y asignan el resultado a la
parte izquierda. La operación realizada viene determinada por el uso de alguno de los si-
guientes operadores, op += op, op -= op, op *= op, op /= op, op %= op, op & = op, op
|= op, opˆop, op <= op, op>>= op y op >>>= op.
ASRs: Short-Cut Assignment Operator Replacement. Realiza el reemplazo de un ope-
rador del tipo short-cut (ver Listado 4.21) por otro operador del mismo tipo (ver
Listado 4.22).
1 i f ( executeCPU == true ) {
2 c u r r e n t I t e r a t i o n+=1;
3 }
Listado 4.21: Código original
1i f ( executeCPU == true ) {
2cu r r en t I t e r a t i on −=1; 
3}
Listado 4.22: Mutante ASRs
4.2.2. Operadores OMNET
Con el propósito de representar los errores cometidos por el programador a través del
uso de la plataforma de simulación OMNeT++, se propone un conjunto de operadores de
mutación que representan los fallos más comunes cometidos en este entorno. La diferencia
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más notable reside en que en lugar de introducir cambios en el uso del lenguaje de pro-
gramación C, el conjunto de operadores propuestos está orientado a la modificación de las
funciones proporcionadas por OMNeT++, las cuales se detallan en la sección 3.1. Para ello,
se proponen los siguientes operadores de mutación:
OOR: OMNET Operator Replacement. Con este operador se produce el reemplazo en
el código de una llamada del API de OMNET (ver Listado 4.23), por otra diferente
(ver Listado 4.24).
1 sm−>removeLastModuleFromTrace ( ) ;
2 send (sm , gate Id ) ; 
3 modulesSent++;
Listado 4.23: Código original
1sm−>removeLastModuleFromTrace ( ) ;
2scheduleAt ( gateId , sm) ; 
3modulesSent++;
Listado 4.24: Mutante OOR
OOD: OMNET Operator Deletion. Mediante este operador se produce la eliminación
del código fuente de una llamada del API de OMNET (ver Listado 4.26).
1 sm−>removeLastModuleFromTrace ( ) ;
2 send (sm , gate Id ) ;
3 i f ( updateSentMessages ( )>=MAX_MSG)
4 {
5 endSimulat ion ( ) ;
6 }
Listado 4.25: Código original
1sm−>removeLastModuleFromTrace ( ) ;
2i f ( updateSentMessages ( )>=MAX_MSG) 
3{
4endSimulat ion ( ) ;
5}
Listado 4.26: Mutante OOD
OOMU: OMNET Operator Movement Up. Se realiza un cambio de posición de una
sentencia, a la inmediatamente anterior a la actual (ver Listado 4.28).
1 sm−>removeLastModuleFromTrace ( ) ;
2 send (sm , gate Id ) ;
3 i f ( updateSentMessages ( )>=MAX_MSG)
4 {
5 endSimulat ion ( ) ;
6 }
Listado 4.27: Código original
1send (sm , gate Id ) ; 
2sm−>removeLastModuleFromTrace ( ) ;
3i f ( updateSentMessages ( )>=MAX_MSG)
4{
5endSimulat ion ( ) ;
6}
Listado 4.28: Mutante OOMU
OOMD: OMNET Operator Movement Down. Se realiza un cambio de posición de una
sentencia, a la inmediatamente posterior a la actual (ver Listado 4.30).
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1 sm−>removeLastModuleFromTrace ( ) ;
2 send (sm , gate Id ) ;
3 i f ( updateSentMessages ( )>=MAX_MSG)
4 {
5 endSimulat ion ( ) ;
6 }
Listado 4.29: Código original
1sm−>removeLastModuleFromTrace ( ) ;
2i f ( updateSentMessages ( )>=MAX_MSG)
3{
4send (sm , gate Id ) ; 
5endSimulat ion ( ) ;
6}
Listado 4.30: Mutante OOMD
4.2.3. Operadores SIMCAN y MPI
Estos operadores tienen el objetivo de representar los errores cometidos por el progra-
mador a través del uso de la plataforma SIMCAN. Para ello, al igual que en el caso de los
operadores OMNET, el conjunto de operadores propuestos está orientado a la modificación
de las llamadas proporcionadas por el API de SIMCAN, descritas en la sección 3.2.2. De
igual forma, SIMCAN proporciona un subconjunto de llamadas MPI para desarrollar apli-
caciones paralelas en arquitecturas distribuidas, detalladas en la sección 3.2.3. Por ello, con
el objetivo de proporcionar una descripción más clara, ambos operadores son agrupados en
esta sección, los cuales están representados a través de modificaciones de las llamadas a sus
respectivos APIs. Por ello, tanto los grupos SIMCAN como MPI cuentan con los siguientes
operadores:
OR: Operator Replacement. Con este operador se produce el reemplazo en el código
de una llamada del API (ver Listado 4.31) por otra diferente (ver Listado 4.32).
1 // Reading data f o r each worker p roce s s
2 SIMCAN_request_write (outName , o f fWrite ,
slice_KB∗KB) ;
Listado 4.31: Código original
1// Reading data f o r each worker p roce s s
2SIMCAN_request_read (outName , o f fWrite ,
slice_KB∗KB) ; 
Listado 4.32: Mutante SOR
OD: Operator Deletion. Mediante este operador se produce la eliminación del código
fuente de una llamada del API (ver Listado 4.34).
1 // Send data to each proce s s
2 dataS ize = 512000;
3 mpi_send ( getMyMaster (myRank) , dataS ize ) ;
Listado 4.33: Código original
1// Send data to each proce s s
2dataS ize = 512000;
Listado 4.34: Mutante MOD
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OMU: Operator Movement Up. Se realiza un cambio de posición de una sentencia, a
la inmediatamente anterior a la actual (ver Listado 4.36).
1 r e s u l t=SIMCAN_request_create ( strPath ) ;
2 i f ( r e s u l t=SIMCAN_OK)
3 SIMCAN_request_read ( strPath ) ;
4 SIMCAN_request_close ( strPath ) ;
Listado 4.35: Código original
1r e s u l t=SIMCAN_request_create ( strPath ) ;
2SIMCAN_request_read ( strPath ) ; 
3i f ( r e s u l t=SIMCAN_OK)
4SIMCAN_request_close ( strPath ) ;
Listado 4.36: Mutante SOMU
OMD: Operator Movement Down. Se realiza un cambio de posición de una sentencia,
a la inmediatamente posterior a la actual (ver Listado 4.38).
1 r e s u l t=SIMCAN_request_create ( strPath ) ;
2 i f ( r e s u l t=SIMCAN_OK)
3 SIMCAN_request_read ( strPath ) ;
4 SIMCAN_request_close ( strPath ) ;
Listado 4.37: Código original
1r e s u l t=SIMCAN_request_create ( strPath ) ;
2i f ( r e s u l t=SIMCAN_OK)
3SIMCAN_request_close ( strPath ) ;
4SIMCAN_request_read ( strPath ) ; 
Listado 4.38: Mutante OOMD
OSP: Operator Shuffle Parameters. A través de este operador, se produce un inter-
cambio entre los parámetros de una llamada del API (ver Listado 4.40).
1 mpi_send ( i , dataS i ze ) ;
Listado 4.39: Código original
1mpi_send ( dataSize , i ) ; 
Listado 4.40: Mutante MOSP
4.3. Proceso de mutación
En esta sección se describe el proceso completo de mutación. Para ello, se ha realizado
una descripción tanto de los componentes de la arquitectura de MuTomVo como de los pasos
realizados desde el momento en el cual el usuario proporciona un modelo del sistema, hasta
que obtiene los resultados del proceso.
4.3.1. Proceso de generación de mutantes
El módulo encargado de orquestar la generación de mutantes, descrito en la Figura 4.2,
es conocido como mutation engine. Inicialmente, este módulo recibe como entrada el código
fuente de una aplicación, que es enviada al módulo code analyzer.
A través de un análisis sintáctico del código fuente, el módulo code analyzer se encarga








Figura 4.2: Arquitectura de mutation engine
mutación que aparecen en el Cuadro 4.1. Una vez han sido localizados, se almacena su
posición y tipo de operador en una estructura de datos, que es enviada al módulo mutant
builder.
Haciendo uso de la información proporcionada por el módulo de análisis, el módulo
mutant builder se encarga de generar una colección de objetos de mutación, que consiste en
un conjunto de objetos que representan todos los mutantes resultantes de aplicar operadores
de mutación sobre el código fuente. Estos objetos contienen un conjunto de parámetros que
son necesarios en fases posteriores para generar cada uno de los mutantes. Los parámetros
asociados a cada objeto representan el tipo de operador, identificador, posición y el operador
de mutación a aplicar.
Por último, el módulo code generator se encarga de insertar en el código fuente original
las modificaciones representadas en cada uno de los objetos proporcionados por el módulo
mutant builder. Cada mutante es generado introduciendo un único cambio en el código
fuente original, es decir, sólo se generan mutantes de primer orden. Una vez concluida la
generación de mutantes, éstos son almacenados y asociados a identificadores únicos. Estos
identificadores son utilizados durante las siguientes fases del proceso.
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4.3.2. Ciclo completo del proceso de testing
El funcionamiento del proceso de generación y ejecución de mutantes está ilustrado en
la Figura 4.3. Inicialmente, el proceso comienza cuando el usuario proporciona el modelo, la
aplicación original y un conjunto de tests para comprobar su correcto funcionamiento. Para
ello, debido a que la plataforma de simulación OMNeT++ está escrita en lenguaje C++, la

























Figura 4.3: Ciclo completo del proceso de testing
Al terminar la fase de compilación, cada test es ejecutado sobre el programa original a
través de su simulación en SIMCAN, comprobando que las salidas generadas son correctas.
En el caso de que la salida sea incorrecta, se ha detectado un error en el programa original
y debe ser corregido antes de continuar con el proceso. Si la salida es correcta se procede a
la fase de generación de mutantes, detallado en la sección 4.3.1.
Una vez generado el conjunto de mutantes de la aplicación, se procede a la compilación
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de cada uno de ellos. En el siguiente paso, cada test es ejecutado sobre cada mutante de la
aplicación a través de SIMCAN. Seguidamente, se comprueba que cada una de las salidas
obtenidas es correcta, aplicando los criterios detallados en la Sección 4.4. En el momento
de detectar una salida incorrecta, no se ejecutan más tests sobre el mutante que se está
procesando. En caso contrario, se continúan ejecutando tests sobre dicho mutante.
Una vez se hayan realizado todas las simulaciones, los resultados del proceso de mutación
son mostrados al usuario a través de la GUI del sistema.
4.3.3. Diseño de la estructura de MuTomVo
Debido a la continua aparición de nuevas contribuciones en el campo de mutation testing,
es necesario contar con una arquitectura flexible que permita incluir nuevos operadores y
técnicas de optimización.
Por ello, uno de los objetivos del trabajo es construir MuTomVo utilizando una arquitec-
tura modular y flexible, de forma que permita introducir nuevas técnicas de forma sencilla.
Esto reduce los tiempos de integración, aumentando la viabilidad de contar con un número
elevado de técnicas en el sistema.
La Figura 4.2 muestra los cuatro módulos para generar mutantes, mutation engine, code
analyzer, mutant builder y code generator.
En primer lugar, mutation engine proporciona un alto grado de flexibilidad, ya que es el
encargado de la comunicación entre el resto de módulos. A su vez, cuenta con mecanismos
que permiten el intercambio de cualquiera de los módulos sin necesidad de realizar cambios
en la estructura general.
El módulo code analyzer está formado por el conjunto de clases representado en la Fi-
gura 4.4. Este módulo analiza sintácticamente el código para determinar las localizaciones
donde es posible aplicar los operadores de mutación. A través de la clase StateMachineInde-
xer, se añade la funcionalidad de realizar búsquedas a partir de una cadena de texto. En el
caso de que se necesite introducir un nuevo analizador sintáctico, únicamente se debe imple-
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mentar la nueva funcionalidad en base al interfaz IMutatorIndexer. Este interfaz encapsula el
módulo code analyzer del resto del proceso de mutación, permitiendo intercambiar distintos




Figura 4.4: Módulo de análisis de código
La generación de mutantes es realizada por el módulo mutant builder, formado por el
conjunto de clases ilustrado en la Figura 4.5. La clase principal es Mutator, que permite la
generación de mutantes a través del uso de distintas técnicas. En este caso MutantBuilder
implementa el esquema tradicional de mutation testing. Para poder proporcionar técnicas
nuevas, éstas deberían ser introducidas en extensión a la clase Mutator, tal como se ilus-
tra en la clase HOMBuilder, la cual sirve como ejemplo de nueva integración. A su vez,
MutantBuilder proporciona un conjunto de funcionalidades utilizada por los constructores
de operadores de mutación propuestos en el Cuadro 4.1. Cada uno de ellos proporciona
un conjunto de operaciones determinadas por cada uno de sus interfaces. Entre ellos, cabe
destacar la existencia del elemento TextBasedBuilder, con el que se realiza la generación de
mutantes basados en operadores OMNET, SIMCAN y MPI.
Por último, el encargado de generar y almacenar el código fuente resultante del proceso
de mutación es el módulo code generator. Su estructura se presenta con un diagrama de clases
en la Figura 4.6. Code generator cuenta con una clase base en la que están implementadas
las operaciones básicas, tales como la exportación del código fuente a disco o numeración de
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Figura 4.5: Módulo de construccion de mutantes
generadores de código, en primer lugar StdCodeGenerator, encargado de generar el código
fuente correspondiente a los operadores generales y TextBasedGenerator responsable de la
generación de código de los mutantes cuyas definiciones están basadas en cadenas de texto.
CodeGenerator
StandardCodeGen TextBasedCodeGen
Figura 4.6: Módulo de generación de código
4.4. Comprobación de la validez de los mutantes
Una etapa fundamental en el ciclo de mutation testing es la comprobación de la validez
de los resultados obtenidos mediante la ejecución de los mutantes. Por ello, es necesario
proporcionar algún tipo de mecanismo que permita comprobar cuando un mutante es matado
o no por un test.
Para ello, tal como se describe en la sección 2.2, se debe tener en cuenta si el resultado
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de la ejecución de un test, sobre un mutante, difiere del resultado de la ejecución del mismo
test sobre la aplicación original. En ese caso se dice que se mata a este mutante. En cambio,
si todos los resultados de los tests, aplicados tanto a la aplicación original y al mutante
coinciden, se dice que el mutante está vivo.
Cuando termina la ejecución del conjunto de tests, se debe comprobar si se ha matado a
todos los mutantes generados. En caso contrario, el usuario debe elegir entre proporcionar
un número adicional de tests con el objetivo de matar dichos mutantes, o terminar con
el proceso. Existen ocasiones en las que incluir iterativamente nuevos tests no alcanza el
objetivo de matar a todos los mutantes. Esta situación sucede cuando la aplicación original
y alguno de sus mutantes son equivalentes.
Una de las técnicas existentes para la comparación de resultados es conocida como strong
mutation. En ella, se realiza la ejecución tanto del programa original como de los mutantes
y se produce la comparación entre los resultados finales de cada ejecución. Este comporta-
miento se ve reflejado en el Listado 4.41, donde se aplica un operador de mutación aritmético
que modifica la semántica del programa original. Este cambio provoca que el resultado ge-
nerado por el mutante (ver Listado 4.42) sea distinto al resultado obtenido por la aplicación
original.
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12 void ApplicationHPC : : sendResu l t s ( )
3 {
4 unsigned i n t dataS i ze ;
5 // Master Process WRITE!
6 i f ( ! workersWrite )
7 dataS ize = sliceT_KB∗KB;
8 e l s e
9 dataS ize = METADATA_MSG_SIZE;
10
11 // Send data to each proce s s
12 mpi_send ( getMyMaster (myRank) , dataS i ze ) ;
c a l cu l a t eNextS ta t e ( ) ;
13 }
14 void ApplicationHPC : : f i n i s h ( )
15 {
16 showResultMessage ( "App [ %s] - Rank: %d --
IO: %f NET: %f CPU: %f" ,
17 moduleIdName . c_str ( ) , myRank , to ta l IO . dbl
( ) , totalNET . dbl ( ) , totalCPU . dbl ( ) ) ;
18
19 // Fin i sh the super−c l a s s
20 AppMPI_Base : : f i n i s h ( ) ;
21 }
Listado 4.41: Código original
1
2void ApplicationHPC : : sendResu l t s ( )
3{
4unsigned i n t dataS i ze ;
5// Master Process WRITE!
6i f ( ! workersWrite )
7dataS ize = slice_KB+KB; 
8e l s e
9dataS ize = METADATA_MSG_SIZE;
10
11// Send data to each proce s s
12mpi_send ( getMyMaster (myRank) , dataS i ze ) ;
13ca l cu l a t eNextS ta t e ( ) ;
14}
15void ApplicationHPC : : f i n i s h ( )
16{
17showResultMessage ( "App [ %s] - Rank: %d --
IO: %f NET: %f CPU: %f" ,
18moduleIdName . c_str ( ) , myRank , to ta l IO . dbl
( ) , totalNET . dbl ( ) , totalCPU . dbl ( ) ) ;
19
20// Fin i sh the super−c l a s s
21AppMPI_Base : : f i n i s h ( ) ;
22}
Listado 4.42: Mutante AORb
Al concluir el proceso se obtiene el mutation score, que se corresponde con la proporción







En este capítulo se describen los experimentos llevados a cabo con el framework MuTom-
Vo. Estos experimentos consisten en analizar la idoneidad de diferentes conjuntos de tests
ejecutados sobre diferentes aplicaciones distribuidas. Cada una de estas aplicaciones, junto
con las arquitecturas donde se han ejecutado, han sido modeladas con SIMCAN. De esta
forma, los experimentos se han llevado a cabo utilizando las técnicas de mutation testing
anteriormente descritas sobre estos modelos.
5.1. Generación de los conjuntos de tests
El objetivo principal de los experimentos presentados en este capítulo consiste en calcular
la idoneidad de varios conjuntos de tests ejecutados sobre aplicaciones distribuidas. Los
tests generados se ejecutarán sobre una aplicación modelada en la plataforma de simulación
SIMCAN. En SIMCAN, cada aplicación contiene un conjunto de parámetros que deben
ser configurados antes de poder ejecutarse. Estos parámetros se definen mediante un par
<nombre, valor>. De esta forma, definimos un test t como un conjunto de parámetros tal
que:
t = {< param1, value >,< param2, value >, . . . , < paramn, value >}
Por ejemplo, supongamos una aplicación con 2 parámetros de entrada, llamados itera-
tions y processingTime, ambos de tipo entero, donde iterations indica el número de itera-
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ciones que debe realizar la aplicación y processingTime el tiempo de procesamiento de cada
iteración, medido en segundos. Un posible test para esta aplicación que ejecute 2 iteraciones,
donde cada una de ellas simula el procesamiento de 1000 segundos de CPU, se representa
de la siguiente forma:
t = {< iterations, 2 >,< processingT ime, 1000 >}
Puesto que el usuario hace uso de la GUI para poder configurar la ejecución de cada
test, este proceso se realiza de forma sencilla. Sin embargo, proporcionar manualmente
un conjunto de tests que pruebe de forma exhaustiva una aplicación es un proceso muy
costoso y propenso a generar valores erróneos. Para aliviar estos inconvenientes, se han
desarrollado dos métodos para generar tests automáticamente a partir de unos parámetros
de configuración.
El primer método utiliza el Algoritmo 1 para generar los tests (ver Apéndice I). Este
algoritmo es configurable, de forma que el usuario puede definir el número de tests que serán
generados y los rangos utilizados para asignar los valores a cada parámetro de estos tests.
Esta configuración debe ser proporcionada por el usuario a través de la GUI de MuTomVo,
la cual genera una lista de objetos de tipo ParamValues (ver Listado 5.1), que recibe co-
mo entrada el Algoritmo 1. Básicamente, esta configuración consiste en asignar, para cada
parámetro, el valor máximo, el valor mínimo y el intervalo entre cada par de valores. El
segundo método consiste en generar los tests de forma aleatoria.
1 pub l i c c l a s s ParamValues{
2 pr i va t e S t r ing name ; // Parameter name
3 pr i va t e S t r ing type ; // Parameter type ( int , f l o a t , boolean , . . . )
4 pr i va t e S t r ing minValue ; // Minimum value as s i gned to t h i s parameter
5 pr i va t e S t r ing maxValue ; // Maximum value as s i gned to t h i s parameter
6 pr i va t e S t r ing i n t e r v a l ; // I n t e r v a l between two va lue s o f t h i s parameter
7 pr i va t e L i s t va lue s ; // L i s t o f va lue s
8 . . .
9 }
Listado 5.1: Clase que representa los valores asignados a cada parámetro en los tests
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5.2. Análisis de la idoneidad de los conjuntos de tests
Los experimentos realizados en este trabajo se han llevado a cabo utilizando dos aplica-
ciones diferentes. La primera aplicación, llamada appCPU, realiza operaciones de cómputo
intensivo sobre un conjunto de datos. Inicialmente, el conjunto de datos está almacenado en
el disco de un servidor remoto. La aplicación carga este conjunto de datos en memoria para
posteriormente realizar el cálculo correspondiente. Una vez procesado el conjunto de datos,
el resultado se escribe en el disco del servidor.
Los parámetros que se utilizan para configurar esta aplicación se detallan en el Lis-
tado 5.2. El parámetro inputDataSize indica el tamaño del conjunto de datos a procesar,
outputDataSize indica el tamaño del fichero obtenido como resultado de procesar el conjunto
de datos, MIs indica el cómputo realizado medido en millones de instrucciones e iterations
indica el número de conjuntos de datos que se procesan durante la ejecución de la aplicación.
La Figura 5.1 muestra el sistema donde se ejecuta esta aplicación.
1 i n t inputDataSize ; // S i z e o f data−s e t
2 i n t outputDataSize ; // S i z e o f r e s u l t s
3 i n t MIs ; // Computing f o r each i t e r a t i o n
4 i n t i t e r a t i o n s ; // Number o f i t e r a t i o n s






Figura 5.1: Esquema de ejecución de la aplicación appCPU en SIMCAN
La segunda aplicación, llamada appMR, consiste en una versión simplificada del modelo
Map-Reduce21 propuesto por Google. Esta aplicación tiene como objetivo el procesamiento
paralelo de un conjunto de datos cuyo tamaño se configura previamente a su ejecución. En
esta aplicación intervienen dos tipos de procesos: coordinadores (coordinator) y trabajadores
(workers). Estos procesos están agrupados en frames, de forma que cada frame contiene
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un proceso coordinador y un conjunto de procesos trabajadores. La Figura 5.2 muestra el
esquema de ejecución de esta aplicación.
La ejecución de la aplicación empieza leyendo el conjunto de datos de los nodos de
almacenamiento (storage nodes) 1©. Los procesos coordinadores llevan a cabo esta tarea.
Seguidamente, cada proceso coordinador envía una porción del conjunto de datos, denomi-
nado dominio, a cada proceso trabajador 2©. Cuando el dominio es recibido por un proceso
trabajador, éste empieza a procesarlo 3©. Una vez finalizado el procesamiento del dominio,
los resultados obtenidos son enviados al proceso coordinador correspondiente 4©. Finalmen-
te, cuando el proceso coordinador recibe los resultados de todos los procesos trabajadores
que tiene asociados, los escribe en disco 5©, de forma que éste procesa un nuevo dominio
comenzando en el paso 1©. Así, los procesos coordinadores reparten dominios a los procesos
trabajadores hasta que el conjunto de datos se ha procesado completamente.
El entorno simulado donde se ha ejecutado la aplicación appMR está formado por 64
nodos de cómputo y 8 nodos de almacenamiento. Cada nodo tiene un procesador Dual-Core
Intel(R) Xeon(R) CPU, 4 GB de RAM, un interfaz de red Ethernet Gigabit y una unidad

























Figura 5.2: Esquema de ejecución de la aplicación appMR en SIMCAN
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Los parámetros utilizados para configurar esta aplicación se muestran en el Listado 5.3,
donde workersSet indica el número de procesos de un frame, sliceToWorkers es el tamaño
de cada dominio medido en Kbytes, sliceToMaster es el tamaño de los resultados obtenidos
por los procesos trabajadores medido en Kbytes, sliceCPU es el cómputo realizado por
los procesos trabajadores medido en MIs, workersWrite indica si los procesos trabajadores
escriben los resultados directamente en disco en lugar de enviarlos a su proceso coordinador
y numIterations representa el número de iteraciones realizadas.
1 i n t workersSet ; // Number o f worker p r o c e s s e s per frame
2 double s l iceToWorkers ; // S l i c e o f data ( in Kbytes ) sent to each worker p roce s s
3 double s l i ceToMaster ; // S l i c e o f data ( in Kbytes ) r e c e i v ed f o r master p roce s s
4 i n t sliceCPU ; // CPU proc e s s i ng ( in MIPS) f o r each worker p roce s s
5 bool workersWrite ; // Worker p r o c e s s e s wr i t e r e s u l t s on d i sk
6 i n t numIterat ions ; // Number o f i t e r a t i o n s
Listado 5.3: Parámetros de configuración de la aplicación appMR
Para llevar a cabo los experimentos descritos en esta sección, se han generado varios
conjuntos de tests utilizando dos métodos diferentes, generación de tests con el Algoritmo 1
y generación de tests de forma aleatoria. El Cuadro 5.1 muestra la configuración utilizada
para generar los conjuntos de tests con el Algoritmo 1.
Para comparar los distintos conjuntos de tests se ha utilizado la siguiente notación:
tsAppCPU denota un conjunto de tests empleado para probar la aplicación appCPU, mien-
tras que tsAppMR denota un conjunto de tests empleado para probar la aplicación appMR.
El método con el cual se han generado los conjuntos de tests se indica mediante los sufijos
algo1 y random, donde algo1 indica que los tests han sido generados con el Algoritmo 1 y
random indica que los tests han sido generados aleatoriamente.
Para la realización de los experimentos descritos en esta sección se han generado 4 con-
juntos de tests, tsAppCPUalgo1 y tsAppCPUrandom, formados por 72 tests y tsAppMRalgo1
y tsAppMRrandom, formados por 144 tests. A su vez, los mutantes utilizados han sido selec-
cionados a través de la técnica mutant sampling.
Una vez generados los conjuntos de tests, se ha procedido a la evaluación de los mismos
siguiendo el proceso de testing descrito en la Figura 4.3. Para ello, el equipo utilizado ha
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Tests Aplicación Parámetro Tipo minValue maxValue Interval
tsAppCPUalgo1 appCPU
inputDataSize int 10MiB 20MiB 5MiB
outputDataSize int 10MiB 20MiB 5MiB
MIs int 10 · 106 25 · 106 5 · 106
iterations int 1 3 2
tsAppMRalgo1
appMR
workersSet int 4 8 4
sliceToWorkers double 64KiB 32KiB 128KiB
sliceToMaster double 16KiB 32KiB 16KiB
sliceCPU int 10 · 106 20 · 106 5 · 106
workersWrite boolean true false n/a
numIterations int 1 3 2
Cuadro 5.1: Configuración para la creación de tests utilizando el Algoritmo 1
sido un MacBook Pro Intel Core i5 2.5 Ghz con 16 GB RAM y 500 GB de disco.
Los Cuadros 5.2 y 5.3 muestran el coste computacional de cada una de las fases del proce-
so, utilizando los conjuntos de tests generados mediante el Algoritmo 1 y de forma aleatoria,
respectivamente. La columna Tests indica el conjunto de tests aplicado, Aplicación indica
la aplicación sobre la cual se han ejecutado los tests, Operadores representa los operadores
utilizados para realizar el proceso de mutación, #Mut. indica el número de mutantes gene-
rados, finalmente, Mutación, Compilación y Ejecución muestran el tiempo para generar los
mutantes, el tiempo para compilarlos y el tiempo para ejecutarlos, respectivamente. Existen
dos casos para los que no se han generado mutantes, ya que appCPU no contiene llamadas
de MPI y appMR no contiene llamadas de OMNeT++.
Los resultados obtenidos tras la ejecución del proceso de testing para los conjuntos
de tests generados con los dos métodos anteriormente descritos, son muy similares. Esto
indica que, en términos de rendimiento sobre las aplicaciones propuestas, los resultados son
independientes del método utilizado para generar los conjuntos de tests.
Los Cuadros 5.4 y 5.5 muestran los resultados obtenidos al finalizar el proceso de testing.
Como puede apreciarse en los cuadros, un mutante puede morir por dos causas. La columna
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Tests Aplicación Operadores # Mut. Mutación Compilación Ejecución
tsAppCPUalgo1 appCPU
Generales 87 520 ms 2m 33s 2h 21m
OMNeT++ 2 267 ms 1m 1s 3m 24s
SIMCAN 12 103 ms 1m 11s 5m 22s
MPI n/a n/a n/a n/a
tsAppMRalgo1 appMR
Generales 121 870ms 3m 21s 26h 31m
OMNeT++ n/a n/a n/a n/a
SIMCAN 24 396ms 1m 33s 4h 25m
MPI 23 488ms 1m 35s 4h 15m
Cuadro 5.2: Costes del proceso de testing utilizando tests creados con el Algoritmo 1
Tests Aplicación Operadores # Mut. Mutación Compilación Ejecución
tsAppCPUrandom appCPU
Generales 87 475 ms 2m 33s 2h 41m
OMNeT++ 2 254 ms 1m 12s 4m 45s
SIMCAN 12 123 ms 1m 15s 7m 12s
MPI n/a n/a n/a n/a
tsAppMRrandom appMR
Generales 121 793ms 2m 43s 26h 11m
OMNeT++ n/a n/a n/a n/a
SIMCAN 24 390ms 1m 20s 4h 08m
MPI 23 438ms 1m 12s 5h 35m
Cuadro 5.3: Costes del proceso de testing utilizando tests creados aleatorioamente
Falla test indica los mutantes que, habiendo finalizado su ejecución, obtienen unos resultados
que no coinciden con los resultados obtenidos por la aplicación sin mutar, mientras que la
columna Error indica los mutantes que no han finalizado su ejecución. Esta situación puede
ocurrir por varios motivos, como por ejemplo llegar a un punto en el que la aplicación se
queda bloqueada o realizar una operación no permitida con un puntero (segmentation fault).
Los mutantes vivos representan aquéllos que han finalizado su ejecución y han obtenido
los mismos resultados que la aplicación sin mutar. Para cada tipo de operador, la idoneidad
del conjunto de tests se mide mediante el Mutation Score con la fórmula descrita en la
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Falla test Error Score
tsAppCPUalgo1
Generales 87 13 19 55 0.36
OMNeT++ 2 0 2 0 1.0
SIMCAN 12 0 9 3 0.75
MPI n/a n/a n/a n/a n/a
tsAppMRalgo1
Generales 121 8 43 70 0.42
OMNeT++ n/a n/a n/a n/a n/a
SIMCAN 24 2 20 2 0.92
MPI 23 2 19 2 0.91
Cuadro 5.4: Evaluación de los conjuntos de tests creados con el Algoritmo 1




Falla test Error Score
tsAppCPUrandom
Generales 87 13 19 55 0.36
OMNeT++ 2 0 2 0 1.0
SIMCAN 12 0 9 3 0.75
MPI n/a n/a n/a n/a n/a
tsAppMRrandom
Generales 121 8 43 70 0.42
OMNeT++ n/a n/a n/a n/a n/a
SIMCAN 24 2 20 2 0.92
MPI 23 2 19 2 0.91
Cuadro 5.5: Evaluación de los conjuntos de tests creados aleatoriamente
sección 4.4. En este caso, puesto que el objetivo es automatizar el proceso de evaluación
de cada conjunto de tests empleando un número elevado de mutantes, no se han tenido en
cuenta los mutantes equivalentes.
Detectar mutantes equivalentes es un problema no decidible8 para un conjunto de test,
por lo que este proceso requiere la intervención manual por parte del usuario. Si tenemos en
cuenta el número de mutantes vivos obtenidos, su análisis para poder concluir si éstos son
o no equivalentes requeriría un tiempo y esfuerzo muy alto por parte del usuario.
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Los resultados obtenidos muestran unos valores de MS idénticos para los conjuntos de
tests generados con ambos métodos, tanto utilizando el Algoritmo 1, como generando los
tests de forma aleatoria. Por ello, en lo que respecta al MS obtenido, estos resultados son
independientes del tipo de conjunto de test utilizado para realizar el proceso de testing.
5.3. Evaluación de los resultados obtenidos
Esta sección presenta una discusión de los resultados obtenidos en los experimentos.
Para poder realizar una comparación con mayor claridad, se han incluido varias gráficas que
representan los resultados expuestos en la sección anterior.
Las Figuras 5.3 y 5.4 muestran los resultados obtenidos utilizando conjuntos de tests
generados con el Algoritmo 1 y de forma aleatoria, respectivamente.
Ambas gráficas utilizan una escala logarítmica con el coste computacional de cada fase
del proceso de testing, medido en minutos de cómputo. Los resultados están agrupados por
tipos de operador y conjunto de tests, de forma que los sufijos Mut, Comp y Ejec hacen






































































































Conjuntos de tests generados con el Algoritmo 1
Generales OMNeT++ SIMCAN MPI







































































































Conjuntos de tests generados aleatoriamente
Generales OMNeT++ SIMCAN MPI
Figura 5.4: Rendimiento del proceso de testing utilizando tests creados aleatoriamente
Como puede apreciarse en ambas gráficas, los tiempos de generación de mutantes son
muy pequeños en comparación con el coste de las otras fases. En todos los casos esta fase
requiere menos de un segundo para llevarse a cabo.
La compilación de mutantes requiere un tiempo sustancialmente mayor al que pueda
requerir una aplicación convencional. Esto sucede principalmente por la estructura de SIM-
CAN, ya que al incluir nuevas aplicaciones en su estructura de archivos, no se compilan
únicamente los ficheros con el código fuente de los mutantes, sino una parte del propio
simulador. De esta forma, cada vez que se incluye un nuevo mutante en el simulador, es-
to conlleva un coste adicional además de la compilación del propio mutante. Como puede
apreciarse en las gráficas, el tiempo requerido para compilar es directamente proporcional
al número de mutantes involucrados en el proceso. El caso más costoso, utilizando 121 mu-
tantes, requiere 3 minutos y 21 segundos, mientras que el caso más rápido en compilar,
utilizando únicamente 2 mutantes, requiere 1 minuto y 1 segundo. Ambos casos se corres-
ponden con conjuntos de tests generados con el Algoritmo 1.
El proceso de ejecución de los mutantes es claramente el que más tiempo requiere. Es
importante enfatizar que hay una diferencia notable entre el tiempo de ejecución de los
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mutantes generados utilizando los operadores generales y el tiempo de ejecución de los
mutantes generados a partir de los operadores propuestos en este trabajo. Esto se debe,
fundamentalmente, a que el número de mutantes generados utilizando los operadores de
mutación específicos para la simulación, es significativamente inferior al número de mutantes












































































































#Mutantes Falla test Error Vivos
Figura 5.5: Gráfica con los resultados obtenidos de evaluar los conjuntos de tests
En cuestión de rendimiento para testear appCPU, el conjunto de tests tsAppCPUalgo1
es mejor que tsAppCPUrandom. Sin embargo, para testear appMR, el conjunto de tests
tsAppMRrandom es mejor que tsAppMRalgo1 en casi todos los casos, excepto cuando se
utilizan operadores de mutación MPI. Esto se debe a que, para la mayoría de los casos, el
valor del parámetro que define el tamaño de los datos, generado aleatoriamente, es menor
que el valor generado por el Algoritmo 1. Este hecho se refleja en un menor tiempo de
ejecución de la aplicación y, en consecuencia, de los tests.
La Figura 5.5 muestra los resultados de la evaluación de los conjuntos de tests. Puesto que
los resultados mostrados en los Cuadros 5.4 y 5.5 son iguales, únicamente ha sido utilizada
una representación gráfica de los mismos. En esta gráfica los resultados se han agrupado
por el tipo de operador utilizado para generar los mutantes, donde el sufijo Gen representa
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los operadores generales, OMN los operadores basados en las llamadas de OMNeT++, SIM
los operadores basados en las llamadas de SIMCAN y MPI los operadores basados en las
llamadas de MPI.
El conjunto de tests tsAppCPU obtiene un valor de MS=0.36 cuando utilizamos opera-
dores generales para realizar las mutaciones, tales como operadores aritméticos y operadores
lógicos. Este resultado indica que este conjunto de tests ha matado pocos mutantes, dejando
vivos a 55 de 87, con lo que podemos concluir que es un resultado muy pobre. Analizan-
do los resultados para el resto de operadores, podemos ver que los valores de MS mejoran
sustancialmente. En particular, se obtiene MS=1.0 para los mutantes generados con los ope-
radores de OMNeT++ y MS=0.75 para los mutantes generados a partir de los operadores
de SIMCAN. Sin embargo, el número total de mutantes generados para estos dos últimos
casos es muy pequeño. Básicamente, esto se debe a que appCPU contiene muy pocas llama-
das de OMNeT++ y SIMCAN, por lo cual se han generado únicamente 2 y 12 mutantes,
respectivamente.
Los resultados para tsAppMR mejoran ligeramente cuando utilizamos los operadores
generales para generar los mutantes. Así, este conjunto de tests es capaz de matar a 51
mutantes de 121, obteniendo un MS=0.42. Este valor, aunque mejora el ofrecido por el
tsAppCPU, sigue siendo pobre, ya que mata menos de la mitad de los mutantes genera-
dos. Los resultados obtenidos cuando se utilizan los mutantes generados por los operadores
SIMCAN y MPI, son más prometedores, obteniendo valores de MS=0.92 y MS=0.91 res-
pectivamente. En este caso, se han generado 24 mutantes utilizando operadores de SIMCAN
y 23 mutantes utilizando operadores de MPI.
Como conclusión podemos decir que, independientemente del método empleado para
generar los conjuntos de tests, los resultados obtenidos son prácticamente idénticos. Ade-
más, los conjuntos de tests analizados son más eficaces matando mutantes generados con
operadores específicos de simulación. En general, si creamos los mutantes utilizando estos
operadores, obtenemos buenos resultados, siendo 0.75 el valor de MS más pequeño. Esto se
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debe, fundamentalmente, a que los mutantes generados con operadores convencionales son
más difíciles de matar. Además, el propio entorno orientado a eventos donde se ejecutan los




Conclusiones y trabajo futuro
En este trabajo se ha desarrollado MuTomVo, un framework de mutación de código que
integra técnicas de mutation testing con técnicas de simulación, a través de la plataforma
de modelado y simulación de sistemas distribuidos SIMCAN.
Las dificultades abordadas durante su desarrollo han sido mayores que las estimadas
inicialmente. Esto se debe a los problemas añadidos de la integración de mecanismos de
testing en un entorno simulado. En primer lugar, ha sido necesario adquirir conocimientos
técnicos, tanto en las plataformas de simulación OMNeT++ y SIMCAN, como en técnicas
de mutation testing. Además, teniendo en cuenta que el paradigma de programación de estas
plataformas está basado en eventos, la aplicación de técnicas de mutation testing resulta
más complicada que en paradigmas de programación tradicionales. Básicamente, la dificultad
radica en que las variables analizadas en el código dependen del orden en que se ejecuten los
eventos, los cuales no son procesados cuando éstos se generan, sino cuando llegan al módulo
correspondiente. Esto produce una modificación en el flujo de ejecución de una aplicación,
complicando la tarea de selección de un conjunto de operadores de mutación adecuados.
Una vez finalizado MuTomVo, se ha llevado a cabo una fase de experimentación. Los
experimentos realizados han consistido en analizar la idoneidad de distintos conjuntos de
tests ejecutados en diferentes aplicaciones distribuidas. Cada una de estas aplicaciones, junto
con las arquitecturas donde se han ejecutado, han sido modeladas con SIMCAN.
Los experimentos realizados muestran que el coste computacional para llevar a cabo el
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proceso de testing es muy elevado. En este punto queremos matizar que hay una diferencia
notable en el tiempo de ejecución del proceso de testing, el cual depende directamente de los
operadores empleados para generar los mutantes. De esta forma, utilizando los operadores
de mutación propuestos en este trabajo, se genera un número más reducido de mutantes que
utilizando operadores de mutación convencionales, por lo que, consecuentemente, se obtiene
una mejora sustancial en términos de rendimiento.
Cabe destacar, tal como reflejan los resultados obtenidos, la obtención de un MS (Mu-
tation Score) superior con el uso de los operadores propuestos, orientados a simulación, con
respecto a la aplicación de operadores de mutación generales. Esto es debido a que los ope-
radores de mutación generales, tales como operadores aritméticos o condicionales, generan
mutantes que son más difíciles de matar que los generados con los operadores orientados a
simulación.
Además, se han comparado conjuntos de tests creados con dos métodos diferentes, utili-
zando un algoritmo configurable basado en asignar valores por medio de intervalos y gene-
rando tests aleatoriamente. Los experimentos realizados muestran que ambos conjuntos de
tests obtienen resultados muy parecidos, tanto a nivel de rendimiento como de efectividad.
Esto es debido a la naturaleza de las aplicaciones utilizadas en los experimentos. Concreta-
mente, la variación periódica de los valores asociados a los parámetros utilizados en estas
aplicaciones, tales como por ejemplo inputDataSize o workersSet, no afecta al índice de MS
resultante del proceso de mutation testing. Como conclusión, podemos decir que los opera-
dores de mutación propuestos obtienen mejores resultados para los tests generados de forma
automática en los entornos de simulación distribuidos utilizados en este trabajo, tanto en
tiempo de ejecución como en MS, que los operadores tradicionales.
La aplicación de las técnicas de mutation testing requiere un alto coste computacio-
nal. Por ello, como trabajo futuro se propone la utilización de técnicas de paralelismo para
aumentar el rendimiento del proceso de ejecución de mutantes y reducir así el tiempo ne-
cesario para llevar a cabo el proceso completo de mutation testing. A su vez, también se
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Conclusions and future work
This work presents MuTomVo, a mutation testing framework that integrates mutation
testing techniques with simulation techniques.
The difficulties faced during the development of this work have been higher than initially
expected. This is due to the additional problems of integrating testing mechanisms in a simu-
lated environment. First, it was necessary to obtain technical expertise in several platforms
such as OMNeT++ and SIMCAN, and mutation testing techniques. Moreover, considering
the event-based programming paradigm of these platforms, the application of mutation tes-
ting techniques is more difficult than traditional programming paradigms. Basically, this
difficulty lies in managing different events that modify variables in the code. This produces
a change in the execution flow of an application, complicating the task of selecting a suitable
set of mutation operators.
Once the development of MuTomVo has been completed, different experiments have been
conducted. These experiments consist on analysing the suitability of different test suites over
different distributed applications modelled by using SIMCAN.
These experiments show that the computational cost for performing the testing process
is very high. At this point, we want to remark that there is a significant difference in the
execution time of the testing process, which directly depends on the operators used to
generate mutants. Thus, using the mutation operators proposed in this project generate a
smaller number of mutants than using conventional mutation operators. Consequently, a
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substantial improvement is obtained in terms of performance.
The results show that a better MS (Mutation Score) is obtained when using the proposed
operators focused on simulation, with respect to the general mutation operators. This is due
to the general mutation operators, such as arithmetic and conditional operators, generate
mutants that are harder to kill than those generated with operators focused on simulation.
Also, different test suites have been evaluated, which have been generated by using
two different methods, using a customizable algorithm and randomly generating tests. The
experiments carried out show that both test suites obtain similar results. This is mainly
caused due to the nature of the evaluated applications.
As a final conclusion, we can say that the proposed mutation operators outperform for
tests generated automatically in distributed simulation environments used in this work, both
at runtime and MS, which traditional operators.
A line of future work is to use techniques for exploiting parallelism to increase the
performance of executing mutants and, therefore, reducing the time needed to perform the
entire process of mutation testing.
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Algoritmo 1 Generación automática de tests
Require: List < ParamV alues > list;
Ensure: Conjunto de tests
// Para cada parámetro de entrada
1: for (i = 0 to list.size()− 1) do
2: // Si el tipo del parámetro actual es boolean
3: if (list[i].type == ’boolean’) then
4: list[i].values.add (list[i].minValue)




// Si el tipo del parámetro actual es int
9: if (list[i].type == ’int’) then
10: x ← Integer.parseInt(list[i].minValue)
11: while (x ≤ Integer.parseInt(list[i].maxValue)) do
12: list[i].values.add (x)
13: x ← x+Integer.parseInt(list[i].interval)
14: end while
15: end if
// Si el tipo del parámetro actual es double
16: if (param.type == ’double’) then
17: z ← Double.parseDouble(list[i].minValue)
18: while (z ≤ Double.parseDouble(list[i].maxValue)) do
19: list[i].values.add (z)




24: for (p0 = 0 to list[0].values.size()) do
25: for (p1 = 0 to list[1].values.size()) do
26: . . .
27: for (plist.size()−1 = 0 to list[list.size()-1].values.size()) do
28: test ← (<list[0].name, list[0].values[p0]>,<list[1].name, list[1].values[p1]>
29: , . . . , <list[list.size()-1].name, list[list.size()-1].values[plist.size()−1]>)
30: end for






Figura 1: Interfaz de usuario de MuTomVo
Figura 2: Interfaz de modelado de sistemas distribuidos
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