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Abstract
Recent electrophysiological data obtained from auditory nerve fibers of cats have
made possible the formulation of a model of the peripheral auditory system. This model
relates the all-or-none activity of these fibers to acoustic stimuli. The constituents of
the model are intended to represent the major functional constituents of the peripheral
system. These constituents are: (i) a linear mechanical system intended to represent
the outer, middle, and the mechanical part of the inner ear; (ii) a transducer intended
to represent the action of the sensory cells; and (iii) a model neuron intended to rep-
resent the nerve excitation process. A general-purpose digital computer has been used
to determine the response of the model to a variety of acoustic stimuli. These results
have been compared with data obtained from auditory nerve fibers.
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I. INTRODUCTION
The passing of a century of research in audition has produced fundamental changes
of attitude on the part of the physiologist. The speculative views of antiquity have been
replaced by the empiricism of the late nineteenth and twentieth centuries. We quote from
M. J. P. Flourens 2 (1794-1867):
"Almost every physiologist will admit that we are in complete igno-
rance as to the usage of the various parts of the ear. Those who do not
hold this view are hard pressed to disguise their ignorance by supposi-
tions, conjectures or by some of those words which are used everywhere
but which, according to Fontenelle, have no other merit than that of
having been considered as real things for a long time. Reasoning alone
serves poorly if the question to decide is a question of fact. Everywhere
people have started by theorizing instead of doing the necessary experi-
ments. Even in physiology the time has come to proceed in the opposite
direction, and to multiply, to repeat, to accumulate experiments in order
to end up some day with theories... "
While it is probably true that neurophysiology is still in a developmental stage in which
the careful gathering of relevant data is pre-eminent, we feel that it is never too early
to organize empirical data along formal and conceptual lines. It is the belief of the
writer that such organization of empirical evidence often leads both to deeper insight
into the phenomena under investigation and to the suggestion of new and pertinent exper-
iments. In a sense, Flourens' advice has been heeded, and it is now time to produce
the theories that he considered to be speculative and premature in his time.
We feel that the primary requisite of a model or theory is precision. The model may
well be a crude representation of the system (or phenomenon) under investigation, but it
must itself be precise in order for it to be verifiable. It must be possible to test the
model in at least a gedanken experiment sense. There are other desirable features of
models, beyond their precision, but we shall not belabor the point.
Electrophysiological data obtained recently from single nerve fibers in the auditory
nerve (of cats) have made possible the formulation and testing of a model of the periph-
eral auditory system. This model is intended to relate the all-or-none potentials of
these fibers to acoustic stimuli. The initial encoding of acoustic events in the external
environment of man (and other species) into all-or-none neural events is accomplished
in the peripheral system, and these neural events are transmitted to the central system
through the auditory nerve. Understanding both the performance of "higher auditory
centers" in the central nervous system and the over-all behavior of the organism
appears to us to be predicated on an understanding of the peripheral system.
In this report the discussion of the formulation and testing of the model is
organized in six sections. Section II gives a brief discussion of the anatomy of
the peripheral auditory system and is intended to introduce some of the termi-
nology associated with the peripheral system. Section III is a discussion of some
1
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of the known physiological mechanisms of the peripheral auditory system. The
physiological bases for the model described in Section IV are contained in Section III.
A discussion of the results of testing the model is presented in Section V, and con-
cluding remarks are found in Section VI.
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II. ANATOMY OF THE PERIPHERAL AUDITORY SYSTEM
The gross anatomy of the peripheral auditory system of man (and other higher
species) is relatively well known (see, for instance, Polyak4 8 ) and only the briefest
description need be given here. For our purposes, we can divide the auditory sys-
tem into four parts (as shown in Fig. 1) - the outer, middle, and inner ear, consti-
tuting the peripheral auditory system, and the central nervous system.
Figure 2 shows a schematic diagram of the peripheral system. Airborne sound
enters the outer ear past the auricle (the externally visible ear-lobe structure) by
way of the external auditory meatus (a canal that is 2.5 cm long in man) and
impinges on the tympanic membrane (or eardrum). The sound waves set the tym-
panic membrane in motion. This motion is transmitted to the middle ear, which
contains a set of three tiny bones, the ossicles. The three-ossicle chain, malleus
to incus to stapes, transmits the motion of the tympanic membrane to another mem-
brane, the "oval window," which is the mechanical input to the inner ear. The
auditory part of the inner ear comprises the cochlea, a functionally and morpholog-
ically complex system that converts the mechanical motion of the stapes into spike
potentials. The 3 X 104 nerve fibers21 emerging from the cochlea go directly into
the central nervous system as a part of the VIIIth Cranial nerve at the level of the
medulla oblongota.
The detailed anatomy of the cochlea is the most complex part of the peripheral
system. It is in the cochlea that the mechanical forces and motions are converted
into neural signals. As shown in Fig. 3, the cochlea is in the form of a spiral
tube, that is, a tube wound on a cone in such a way that the axis of the tube is
helical. The interior of this helix is called the modiolus and contains the nerve
fibers as they emerge from the tube, or cochlear canal. The number of revolu-
tions of the canal differs in different species: 2 3/4 cochlear turns in man, 3 in
cat, and 4 1/2 in guinea pig. The lengths of the axes of the canal are 35 mm,
23 mm, and 18 mm, respectively. The canal diameter decreases from the basal
end of the cochlea (near the base of the cone) to the apical end. In man this
variation is from 2.5 mm to 1.2 mm.
The cross section of the cochlear canal (shown schematically in Fig. 4) is
divided by a multimembraneous "cochlear partition." This partition separates the
cochlear canal into two canals filled with fluid, the perilymph. These two canals,
the scala vestibuli and scala tympani, are connected through a hole (0.15 mm2 in
man), called the helicotrema, in the apex of the cochlear partition. Perilymph
can thus flow from scala vestibuli to scala tympani, and vice versa, through the
helicotrema. At the basal end of the cochlea the two scalae are each sealed by
a membrane. The oval window seals the scala vestibuli, and the round window
seals the scala tympani. It is the oval window that is displaced directly by the
motion of the footplate of the stapes.
3
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The cochlear partition is bounded by and includes Reissner's membrane and the
basilar membrane. The partition consists of the ductus cochlearis - a space filled
with the endolymph fluid, the Organ of Corti (a detail of the Organ of Corti is
shown in Fig. 5) - containing the auditory receptor cells and their innervation, and
certain structural and trophic parts (such as the spiral ligament, stria vascularis,
etc.). There are at least two types of auditory receptor cells: a single row of
inner hair cells (approximately 3.5 X 103 cells, in man) and three or four rows of
outer hair cells (approximately 20 X 103 cells, in man).48a These cells are sup-
ported on the basilar membrane and give off hairs at their apices that extend
through the reticular lamina and into the tectorial membrane. The innervation of
these hair cells is not entirely known. There appear, however, to be at least
two kinds of innervation of these hair cells: a local innervation provided by the
radial nerve fibers; and the more diffuse innervation of the spiral nerve fibers.
The inner hair cells appear to be innervated preponderantly by the radial fibers, 1 3
one radial fiber innervating perhaps one or two inner hair cells, and a hair cell
being innervated by one or two radial fibers. The outer hair cells seem to be
innervated by radial fibers, as well as by spiral fibers that enter radially, and
after making a right-angle turn, travel toward the round window along the base
of the outer hair cells for as much as a half turn of the cochlea. 1 3 The spiral
fibers appear to innervate several outer hair cells along their path. 1 3 In addition
to these two groups of fibers, there is a smaller number of fibers that innervate
both inner and outer hair cells. 13
Electron-microscopic studies of the cochlea9 ' 10, 57 have shown that a sub-
stantial morphological difference exists between inner and outer hair cells. (There
also appear to be at least two morphologically different kinds of outer hair cells.5 7 )
Furthermore, the nerve fiber endings, adjacent to the hair cells, also show some
differentiable features. Some of these endings show simple knoblike structures,
while others form a large area of contact between hair cell and neuron. The
latter junctions show enlarged membranes on the hair cell adjacent to the inner-
vating fiber in addition to vesicles on the neural fiber side of the junction. The
last properties are usually associated with synaptic endings; the vesicles appearing
on the presynaptic side. These results have led to the speculation that the vesi-
culated endings are the endings of efferent fibers. Thus far, firm relationships
between all three of these gross categorizations of innervation have not been
conclusively demonstrated: (i) spiral vs radial, (ii) efferent vs afferent, and
(iii) vesiculated ending vs nonvesiculated ending.
The afferent nerve fibers that innervate the hair cells have their cell bodies
in the spiral ganglion and send their other processes through the modiolus to the
cochlear nucleus in the medulla oblongota (a distance of approximately 5 mm).
The cells (27 X 103 , in man) of the spiral ganglion are bipolar cells, and no
synaptic connections have been seen in the ganglion. 4 8 b Histology of a cross section
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of the VIIIth nerve reveals a remarkable uniformity of fiber diameters (between 3 L and
5 21,52
A cross section of the VIIIth nerve exhibits another regularity. As the fibers exit
the modiolus, the fibers originating in the more basal turns of the cochlea wrap around
the central core of fibers originating in the more apical turns of the cochlea. The VIIIth
nerve, therefore, is composed of a regular array of fibers. Spatial contiguity of the
adjacent fibers in the cochlea is preserved in the auditory nerve.
There is evidence in published works for several efferent neural pathways to the
peripheral auditory system. First, there is the innervation of the heretofore unmen-
tioned middle-ear muscles. The stapedius muscle, connected to the stapes, is inner-
vated by the facial (VIIth Cranial) nerve, and the tensor tympani, which exerts tension
on the manubrium of the malleus, is innervated by the mandibular division of the tri-
geminal (Vth Cranial) nerve. Also, there is a number of efferent fiber bundles origi-
nating in several different areas of the central nervous system, and these fibers are
thought to terminate in the Organ of Corti. 5 0
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III. SYSTEMS PHYSIOLOGY OF THE PERIPHERAL AUDITORY SYSTEM
We are primarily interested in the relation between the firing patterns of single
fibers in the VIIIth nerve and acoustic stimuli delivered to the ear. Our approach takes
into account the input-output relations of the major components of the peripheral system,
rather than the detailed structure and function of each part.
3. 1 DYNAMICS OF THE OUTER AND MIDDLE EAR
The detailed physiology of the outer and middle ear is well documented (see for
instance Wever and Lawrence 71) and thus in our description we shall concentrate on a
systems approach. The role of these two structures is now quite clear. The specific
acoustic impedance of air is 41.5 ohms/cm 2 (at 200C), and the specific acoustic imped-
ance for a fluid such as the perilymph has been estimated to be approximately
16 X 103 ohms/cm2 . Thus an impedance-matching device is needed in order to make
the transmission loss of sound waves going from air to perilymph (the site of the recep-
tor cells) tolerable. The middle ear provides this mechanism for transforming the
relatively large displacements and small pressures in air into relatively small displace-
ments and large pressures in the perilymph. Essentially, the transformer ratio is
achieved by the difference in effective cross-section areas of the tympanic membrane
and oval window (approximately 21, in man), but the ossicular chain provides an addi-
tional mechanical advantage (estimated to be 1.3, in man).7a
While these principles are quite simple, the realization of the transformation and
the detailed motion of the middle-ear structures are quite complex. For instance, the
tympanic membrane does not have a simple drumlike motion, la nor is its characteristic
motion the same for all frequencies of sinusoidal pressure stimulation.lb Similarly,
the oval window seems to change its mode of vibration as a function of intensity. lc Also,
the incudostapedial joint is loose and lowers the efficiency of sound transmission to the
cochlea at high intensities. 7 1 c For high intensities of prolonged sound stimulation, a
middle-ear muscle-contraction reflex is actuated that effectively decreases the effi-
71d
ciency of transmission through the middle ear.
Despite this complexity, there is a wide range of intensity of stimulation over which
the operation of the mechanical part of the peripheral auditory system can be considered
as linear. The transfer characteristic of the mechanical part of the system has been
determined, albeit in an approximate way and over a limited range of frequencies.
Since none of the studies to which we shall make reference use free-field stimulation,
we can ignore the effects of the auricle on sound transmission to the ear. The external
meatus is a bony tube terminated by the tympanic membrane. Wiener and Ross 7 2 meas-
ured the pressure transformation from the outside of the ear to the tympanum in human
subjects. Figure 6 shows their results. The relatively flat peak of the response occurs
at the predicted resonance frequency (3.8 kc) of a closed tube approximately 2.5 cm long.
11
_---___ ~ I__ I__I_~1I__~~___.  Ip ~ I1I-~- ----- -- 
0 0 0 0 0 
O-13 NI O ilI8 3nss30d ONn OO
S1381030 NI Ot1VI 38fnSS3tid ONOOS
0
o0
0a
* h
*
0 0
n -(
0 
C a,
o
w 4
a.
0 
0 '
U3
Z C
a zC1
~ 0
LL c4
O s
a C
=-4
o
bDO 0 o-o~r
12
0 0
W) N
II I
(v is the velocity of sound in air at 20°C, X is the wavelength, and f the frequency. Then
X/4 = 0.025 meter
X = 0.1 meter
f = v/X = 340/0.1 = 3.4 kc for a tube 2.5 cm long.)
Since the termination of the tube is a flexible membrane, the resonance is relatively
flat. Note that the transfer function varies less than 10 db over the 8-kc range of the
measurements.
Von Bekdsy has made a number of measurements that aid in revealing the transfer
characteristic of the middle ear. This transfer characteristic is defined as the ratio
of the amplitude of the displacement of the stapes to the amplitude of a sinusoidal pres-
sure variation at the tympanum. The utility of such a function depends strictly on the
linearity of the system. Von B6kdsy has reported that the middle ear is essentially
linear up to the threshold of feeling.ld
In discussing the data on the middle ear it is useful to consider its circuit represen-
tation. In Fig. 7, Pd is the pressure at the ear drum, vd is the velocity of displacement
of the ear drum, p is the pressure at the oval window, v is the velocity of the displace-
ment of the oval window (or stapes) and zo is the mechanical input impedance of the
cochlea as seen from the oval window. ll, z 1 2 ' z2 2 are the mechanical impedances
that characterize the middle ear.
Vd V -
Pd Z1 1' 12,z 22 P
Fig. 7. Circuit representation of the middle ear.
Pd = ZllVd + Z12Vo
Po = z12vd + Z22Vo
Von Bdkesy l d has measured the pressure ratio (in human cadavers) from both
the entrance of the meatus and the tympanum to the stapes by balancing the
pressure at the stapes from inside the cochlea until the stapes was motionless.
This corresponds in our framework to a measurement of the open circuit pres-
sure ratio, (o/Pd)v =0 = 1 2 /z11' Figure 8 shows these data. Note again that the
O
variation over a 2-kc range is not greater than 10 db. Von B6kdsyle has also meas-
ured the volume displacement of the round window to a known pressure at the ear drum
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as a function of frequency. His measurement corresponds to measuring (qo/Pd) =
-(k/j)(z2/Zll) (Zo+Zzz(-( lz21/zl -I where q is the displacement of the oval window,
under the assumption that the displacement of the oval window is equal to the displace-
ment of the round window. (This assumption is valid under the assumptions that the
walls of the cochlea are rigid and the cochlear fluids are incompressible.) Von Bdk6sy's
data are shown in Fig. 9. Again, the amplitude variation as a function of frequency is
below 10 db.
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Fig. 9. Amplitude and phase of the volume displacement of
the round window for a sinusoidal pressure variation
at the tympanum. Upper curve shows the phase angle;
lower curve, the volume displacement per unit of
pressure. (From von Bk6syle.)
Further data on the dynamics of the middle ear have been obtained from measure-
ments of the input impedance of the ear in human subjects. In our terminology,
Zin (Pd/vd)= (z 1 1 /Z 2 2 +Zo)(z 2 2 +Zo- (z 12 /z 1 1 )) On the basis of their measurements of
the input impedance of the ear, both Mller 4 1 ' 42 and Zwislocki75 have constructed
equivalent electric circuits of the middle ear.
Transfer characteristics plotted from Mller's data are relatively flat in the region
100 cps-1 kc. A similar computation performed by Flanagan 1 7 on Zwislocki's data
14
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yields results that, while not the same in detail as our results calculated from M0ller's
model, again indicate a flat amplitude response up to approximately 1 kc.
We have tried to summarize a wide variety of data concerning the mechanical trans-
mission of displacements to the stapes. (A recent paper 7 8 indicated that gross post-
mortem changes occur in the acoustic impedance of the ear.) To our knowledge, there
are no reliable data for frequencies above 2 kc, and we conclude from available data
that the frequency response of the outer and middle ear is flat within 10 db for fre-
43quencies below 2 kc. This is probably true for the cat as well as for man. The
measurements on acoustic transmission and impedance of the ear show great variability
for frequencies above 2 kc. At high frequencies the motion of the various middle-ear
structures becomes quite complicated and this has complicated the measurement
problem.
3.2 DYNAMICS OF THE COCHLEA
The direct observations and measurements of the dynamics of the cochlea are due
entirely to von Bdkdsy. In this section we shall consider von Bdkdsy's measurements
of various physical properties (such as viscosity, density, elasticity, etc.) of the coch-
lea. We shall then discuss his observations of the motion of the cochlear partition (in
physiological preparations as well as in mechanical models) as a function of the dis-
placement of the stapes.
The most important physical parameters that von Bdk6sy measured were the prop-
erties of the cochlear partition. He showed f that the cochlear partition was not in
tension and, therefore, could not be considered as a stretched membrane. Von Bekesyl g
discovered that the elasticity of the cochlear partition varies from the basal to the apical
end of the cochlea. Figure 10 shows a curve of the variation of the elasticity of the coch-
lear partition for human cadavers. The partition is relatively stiff at the basal end,
r cm
3
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Fig. 10. Elasticity of the cochlear partition as a function of
distance from the stapes. Volume displacement per
millimeter of the cochlear duct (left-hand ordinate)
and maximum displacement of the cochlear partition
(right-hand ordinate) for a pressure of cm of water.
(From von Bekdsylg.)
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while at the apical end the partition is relatively flaccid. Von Bdkdsylh was further able
to demonstrate that it is the elasticity distribution of the basilar membrane that domi-
nates this pattern. The elasticity of the other structures in the cochlear partition (tec-
torial membrane, Reissner's membrane and reticular lamina) is relatively constant
over the length of the cochlea. Needless to say, the elastic characteristics of the
partition are much more complex than as shown here. For instance, it is clear that the
elastic properties must vary along the cross section of the cochlear partition, since the
basilar membrane is supported on one side by bone, and on the other side by ligament.
Nevertheless, it is the 100:1 variation in elasticity of the basilar membrane in its lon-
gitudinal direction that gives the cochlear partition its chief dynamic properties.
Von Bdkdsy also estimated the density and viscosity of the perilymph l i and showed
that the mass loading of this fluidlj on the cochlear partition was an important factor in
the dynamics of the cochlea. In addition, he estimatedlk the damping of the cochlear
partition.
Observations on the motion of the cochlear partition in human cadavers were achieved
by cutting away various portions of the cochlea and/or replacing these portions with
transparent surfaces. The cochlea was stimulated mechanically through an artificial
stapes usually located at the round window. Even for the relatively large stapedial dis-
placements that he used, von Bdkdsy found that the relation of the displacement of the
cochlear partition to a stapes displacement was linear. 1 For a sinusoidal stimulus, the
displacement of the cochlear partition was sinusoidal in time, and the envelope of the
displacement exhibited a spatial pattern whose maximum moved as a function of fre-
quency.lm Figure 11 is such a "cochlear map," n obtained by measuring the position of
the maximum displacement of the cochlear partition as a function of frequency
5.0
2 4.0
()
< 3.0
o
a: 2.0
I-
0
Z
co
0
20 100 1000 10,000 20,000
FREQUENCY (CPS)
Fig. 11. Position of the maximum displacement of the cochlear partition as a function
of the frequency of sinusoidal stapes displacements. (From Siebert55.)
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Von Bdkdsy has stated that these measurements show "great stability" for different
cochleas.
Figure 12 shows the amplitude of displacement at a point on the membrane
as a function of frequency for several different points plotted on a normalized
scale.'l Note that all curves have the same general shape when plotted in log-
arithmic coordinates. If the frequencies of their maxima are brought into coin-
cidence on a logarithmic frequency scale, the curves are almost identical. These
. = n rA
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Fig. 12. Amplitude and phase of displacement of the
cochlear partition as a function of frequency
for several positions along the cochlear par-
tition. H(x,f) is the transfer function of the
cochlear partition for a sinusoidal displace-
ment of the stapes. The scales of the ampli-
tude and phase responses are the same. Solid
curves, von Bdkdsy ( 1 9 4 3 ) lp; dashed curves,
von Bkdsy (1 9 4 7 ). lq (The figure is reproduced
from Siebert5 5 .)
curves show a relatively broad resonance with a figure of merit, Q = 1.6 (when
Q is defined as the ratio of the resonant frequency to the bandwidth measured
at -3 db with respect to the maximum). The value of the maximum displacement
of each point along the cochlear partition varies as a function of frequency as
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shown in Fig. 1 3 .lr The coordinates of a point on the curve are to be interpreted in the
following manner: Suppose the frequency yielding a maximum displacement of the coch-
lear partition at point xo is f. The maximum amplitude of displacement of the cochlear
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Fig. 13. Volume displacement at stapes divided by maximum amplitude at
cochlear partition as a function of frequency. (From von Bdkdsylr.)
partition at point x and at frequency f is JH(x o0 fo) I for a unit volume displacement of
the stapes. The curve shown in Fig. 13 is a plot of 1/ H(xO f) I as a function of fo in
logarithmic coordinates.
Von Bdkdsy has also obtained curves of the displacement pattern of the cochlear
partition as a function of position for various frequencies of stapes displacement.ls
He describes the motion of the cochlear partition l q as that of a traveling wave whose
envelope has a maximum at some position (determined by the frequency of the stapes
displacement) and whose wavelength decreases as a function of distance from the stapes.
This entire response pattern is reported to be independent of the point of excitation.
That is, when the fluid displacements are initiated in the apical end of the cochlea
through an artificial opening, the same pattern of traveling waves is seen from the base
to the apex. l t ' 71b This phenomenon was named the "paradoxical direction of propaga-
tion" by von Bdkdsy.
The dynamics of the cochlea can now be understood, at least in a qualitative way.
First, consider the propagation velocity of a compression or sound wave in a medium
such as perilymph. Since the density of perilymph is approximately the same as that
of water, the velocity of sound in perilymph can be assumed to be approximately equal
to the velocity of sound in water. This velocity is 1.4 X 103 mm/msec. The cochlea of
man is approximately 35 mm long; thus the propagation time of sound from one end of
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the cochlea to the other is approximately 25 sec. This is two orders of magnitude
smaller than the propagation time of the traveling waves that von Bdkdsy observed at the
apical end of the cochlea. Therefore, the pressure wave generated by stapes displace-
ments (or stimulation at any other point in the cochlea) can be assumed to reach the
apical end of the cochlea almost instantaneously.
The response of a point on the cochlear partition to this pressure change depends
upon the physical parameters of the membranes and fluids. The frequency of stimula-
tion giving maximal response for that point, f, is determined largely by the elasticity
of the cochlear partition at that point, and by the mass loading of the fluid in the neigh-
borhood of that point, as well as friction, viscosity, and membrane coupling effects.
Since the elasticity increases continuously as a function of distance from the stapes, we
would intuitively expect that f will decrease. Furthermore, as the elasticity increases,
the response time or lag time of a point on the cochlear partition also increases. Since
the parameters of the cochlear partition vary continuously, this response time varies
continuously and thus the response of the partition to a sudden displacement of the stapes
appears as a progressive set of displacements, or as a wave that travels down the coch-
lea. This pattern is not a traveling wave in the ordinary sense, since all of the energy
is not transferred from one element of the membrane to another. Von B6kdsy, using
scaled models of the cochlea, has demonstrated that it is most likely that the energy for
the motion of the membrane is transmitted to the membrane from the fluid. Thus, it is
the change in elasticity of the basilar membrane as a function of distance that gives the
cochlea its particular response characteristics. Unfortunately, the equations of motion
of such a system are complicated both by the geometry and the interaction terms. That
is, one can probably not reduce the mechanics of the cochlea to a simple lumped param-
eter system that includes mass, elasticity, and damping. The cochlea can best be
regarded as a distributed parameter system whose parameters vary grossly with
distance from the stapes.
Several workers have attempted to derive the equations of motion of the coch-
lear partition, 1 8 4 5 , 4 9 7 0 , 7 3 ' 74 with varying degrees of success. Most of the
analytic approaches that yield solutions ultimately arrive at a one-dimensional
representation of the cochlea. The relevant equations that have been used are:
the continuity equation for an incompressible fluid; the Navier-Stokes equation
of motion for an incompressible fluid with irrotational, infinitesimal motion; and
the beam equation, including elasticity, mass, and damping. Various authors
have made further assumptions as to which terms in the equations dominate and
therein lie the differences in the approaches.
One of the earlier and more interesting analytic approaches to the problem is that of
Zwislocki,73 who derived a closed-form expression (under a multitude of assumptions)
for the displacement of the cochlear partition in response to a sinusoidal displacement
of the stapes. The results that he plots seem to fit the von Bdkdsy frequency-response
curves rather well.
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In the past few years, with the participation of communication engineers in studies
of the auditory system, interest has been aroused in the impulse response of the coch-
lear partition. At least two such studies have been undertaken. In the first of these
studies, Flanagan 1 6 ' 17 has approximated the frequency response data of von B6kdsy,
by using rational functions of frequency. Flanagan has also derived impulse responses
of the cochlear partition (shown in Fig. 14) that can be realized with lumped parameter
electric circuit components. Siebert 5 5 also has empirically determined analytical
expressions that approximate the frequency-response data. Siebert's functions are not
rational functions and are not unlike Zwislocki's expressions, derived from fundamental
considerations. Siebert's transfer functions yield the impulse response seen in Fig. 15.
Neither of these empirically derived impulse responses can be entirely accurate. All
of the impulse responses derived by Flanagan are based on lumped parameter models.
Real delays are included to aid in the approximation of the phase data. The impulse
response derived by Siebert is unrealizable and, therefore, cannot be entirely correct.
These discrepancies may, however, be inconsequential in the study of the activity of
VIIIth-nerve fibers resulting from displacements of the cochlear partition.
These impulse responses are plotted on normalized time scales. For a point at the
basal end (a point tuned to relatively high frequencies) the impulse response is a
relatively fast transient with an oscillation whose frequency is approximately the
tuning frequency of that point on the basilar membrane. For an apical or low-frequency
location the impulse response is a slow transient with correspondingly slow oscillations.
It is well to point out that these impulse responses are all based upon the data of
von B6kdsy. These data extend over a range of frequencies up to approximately 2 kc.
Strictly speaking, the impulse responses can be considered valid only over this range
of frequencies.
A word of caution concerning our interpretation of the mechanical system is in order.
Many of the data on which these interpretations are based are the results of the work of
one man, and many of these results have never been verified by other workers. Further-
more, many of the data are based on observations made on cadavers. The relevance of
these data to the operations of the systems in the living organisms is always subject to
question. Many of the data were obtained for intensity of stimuli that correspond to a
very high intensity of acoustic stimulation. The relevance of these data is also subject
to question. Nevertheless, were it not for the data of von Bdk6sy, all attempts to for-
mulate a model of the peripheral system would be futile at this time.
3.3 BRIEF ELECTROPHYSIOLOGY OF THE COCHLEA
Measurements of the electrical activity recorded with gross electrodes (electrodes
with diameters that are large compared with the dimensions of the microstructures that
are generating the electrical events recorded by the electrodes) placed on the round win-
dow or in the cochlear scalae indicate the presence of several distinguishable electrical
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potentials. In the absence of stimulation the endolymph in scala media is reported to be
at a potential of +50 millivolts (a potential referred to as the EP or endocochlear poten-
tial) with respect to the perilymph. If the ear is stimulated with sound, several other
potentials may be observed at the same time. These are the cochlear microphonic poten-
tial (CM), the summation potential (SP), and the gross action potential (N 1 ). Stevens and
Davis,58 among others,7le' 46 have shown that CM is linearly related to the acoustic sig-
nal over a range of at least 60 db SPL. Von B6kdsyl x has shown that CM is proportional
to the displacement of the cochlear partition, rather than to the time derivative of the
5-7
displacement. Davis has constructed a consistent set of hypotheses concerning the
function and origination of CM. In this scheme, the bending of the hair cells, which
results from a displacement of the basilar membrane, changes the electrical milieu in
the Organ of Corti. The electric currents that result from this change flow through and
depolarize the nerve endings near the hair cells and thus initiate action potentials in the
nerve fibers. Therefore, CM is viewed as a mechanism for the initiation of electrical
activity in the VIIIth nerve. Local recordings of CM at the hair cells are, however,
difficult to obtain. CM has been recorded intracochlearly (between scala vestibuli and
scala tympani), 63 and the results indicate that the time course of CM as a function
of distance along the cochlea is similar in some qualitative respects to von Bdkdsy's
observations on the motion of the basilar membrane. These results are difficult to
interpret, since one cannot be certain that the recordings are sufficiently local in
origin. Nevertheless, it appears quite certain that CM represents a spatio-temporal
summation of local generator potentials that are involved in some way in the process
of initiation of action potentials in the VIIIth nerve.
Similarly, the SP 5 ' 8 (there is an SP+ and an SP-) is felt to be involved in the
process of initiation of action potentials. It is also a cochlear potential and thought to
be generated in some way by forces on, or by movements of, the hair cells. The SP is
not linearly related to the acoustic stimulus.
Finally, N 19,46,58 is thought to represent a spatio-temporal summation of
electrical activity in the fibers of the VIIIth nerve, and it can be recorded from a
variety of locations, such as in, on or outside the cochlea and in the VIIIth nerve. We
shall not now discuss the voluminous literature on N 1 , since we are more concerned
here with the all-or-none events in the nerve at the level of single fibers.
3.4 PATTERNS OF ACTION POTENTIALS IN THE AFFERENT FIBERS
OF THE VIIIth NERVE
Although the recording of spike potentials in the VIIIth nerve has been reported
elsewhere (only reports in which the locations of the electrode have been verified
histologically as being in the VIIIth nerve are considered here), 33,53,59 the recent
34-36
work of Kiang and his co-workers gives by far the most complete picture of unit
fiber activity in the VIIIth nerve. Most of this work is still unpublished; since it is
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germane to our problem, we shall discuss some of the major results.
All of the data were obtained by means of (3 M KCl-filled glass micropipette) micro-
electrodes from cats anaesthetized with Dial and urethane. These electrodes were
placed in the VIIIth nerve peripheral to its entry into the cochlear nucleus. From the
wave shape of the spike potentials, location of the electrodes, absence of injury dis-
charges, and other indications, it appears that all of these data were obtained from fibers
of the VIIIth nerve.
The fibers exhibit a number of interesting properties. First, all fibers studied thus
far exhibit spontaneous firings, that is, action potentials can be observed to occur in
the absence of acoustic stimulation. The average rate of firing varies from fiber to
fiber, but generally lies in the range of a few spikes per second to as many as 150 spikes
per second. Figure 16 shows a representative histogram of the time intervals between
the occurrence of spikes for a typical fiber (plotted in semi-logarithmic coordinates).
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Fig. 16. Interval histogram of the spontaneous firings of a fiber
in the auditory nerve (in cat) plotted in semi-logarithmic
coordinates. (From Kiang et al. 3 6 )
The distribution of intervals can be described adequately as exponential except for very
short intervals. 3 4 Presumably, this is the range in which the refractoriness of the
fiber affects the firing pattern.
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Figure 17 shows tuning curves for several fibers observed in one cat. (Tuning curves
are graphs of the threshold of firing of a unit as a function of the frequency of sinusoidal
sound stimulation. In Section V there is a further discussion of both the tuning curves
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Fig. 17. Tuning curves for 16 different auditory nerve fibers in 9 cats.
Each curve is obtained by setting the intensity of tone bursts
and measuring the frequency range for which spike responses
are obtained. The limits of this frequency range for a number
of intensities are represented by points that have been joined
to produce a "curve." The abscissa of the lowest point of each
curve is defined as the characteristic frequency (CF or f) of
that unit. The tone-burst stimuli had rise-fall times of 2.5 msec
and a duration of 50 msec. (From Kiang et al. 3 5 )
and the concept of threshold of firing.) Note that different cells seem to tune (that is,
to be maximally sensitive) at different frequencies. The cells that tune to higher
frequencies are found farther from the center of the VIIIth nerve than the cells that tune
to low frequencies.
From further data of this kind, it can be seen that the relative width of tuning, Q,
of these curves does not vary with frequency up to approximately 1 kc. Above 1 kc,
the Q increases markedly as a function of frequency, that is, the tuning curves get
narrower at high frequency. When wideband noise is added to the sinusoidal stimu-
lation, the over-all sensitivity decreases but the general shape of these tuning curves
remains the same.
24
Figure 18 shows the response to acoustic clicks (100-jLsec electrical pulses applied
to a condenser earphone) of units tuned to different characteristic frequencies f (fre-
quency of lowest threshold of firing). The figure consists of post stimulus-time (PST)
histograms25 (histograms of the times of occurrence of spike potentials measured from
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Fig. 18. Post stimulus time histograms of responses for fibers
in the auditory nerve (cat) to click stimulation. Click
intensity, +30 db (re VDL of N 1) at a rate of 10/sec.
CF is the frequency for which the lowest intensity of
sinusoidal acoustic stimulation is required in order to
elicit synchronized firings in the fiber. (From Kiang
et al.36)
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the onset of the stimulus). Note that the time of occurrence of the first peak is later for
low-frequency tuning units than for high-frequency tuning units. Note also that the time
between maxima in the PST histograms is inversely related to the tuning frequency (in
fact this time can be shown to be /fo within statistical variations).
Further data obtained by Kiang et al. indicate that the time of occurrence of the first
peak in the PST histogram of a unit does not vary much less than 1/(4fo)) with changes
in intensity of stimulation. At high intensities an additional peak may appear to precede
the first peak. This additional peak appears approximately 1/fo seconds before the orig.
inal first peak. Responses to clicks of different polarity (condensation clicks and rare-
faction clicks) show differences in the times of occurrence of peaks in the PST histogram
which correspond to 1/(2fo). At high intensities, the first peak in the PST histogram in
response to a rarefaction click leads the first peak in the PST histogram for the response
to a condensation click.
For fibers with characteristic frequencies greater than approximately 4 kc, the PST
histograms exhibit no such multiple peaks. This may be due to a number of causes:
(a) the electronic equipment used to record and process the data has a resolution limit
of 4 kc; (b) the fiber itself has a limit of resolution of 4 kc; or (c) the mechanism of
excitation is different for frequencies above 4 kc.
Some studies 5 3 of the electrical activity of auditory nerve fibers have reported the
presence of "inhibitory effects" on the firing patterns of these fibers. Two distinct
inhibitory effects have been reported: diminution of the rate of spontaneous activity of
an VIIIth-nerve fiber in the presence of tonal stimuli, and diminution of the response to
an intense tone by the introduction of a second tone. The first of these inhibitory effects
has not been seen by Kiang et al., although they have not studied the effect directly. The
second inhibitory effect has been seen by them, although this effect has not been studied
exhaustively.
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IV. MODEL OF THE PERIPHERAL AUDITORY SYSTEM
This section is a discussion of a model of the peripheral auditory system relating
the spike activity of fibers in the VIIIth nerve of cats to acoustic stimuli. An attempt
has been made to include in the model the principal functional constituents of the
peripheral system (see Fig. 19). The "Mechanical System" represents the functional
relation between an acoustic pressure input to the ear and a displacement of the
Fig. 19. Model relating the firing patterns of fibers in the
auditory nerve to acoustic stimuli.
p(t), pressure at the ear
y(t, x), displacement of the cochlear partition
z(t, x), output of a sensory cell
f(t,x), sequence of spikes generated in an VIIIth-
nerve fiber
r(t, x), threshold potential
h(t, x), impulse response of the mechanical system
G(y), transducer function
g(t), a linear filter
t, time
x, distance from the oval window to a point
along the cochlear partition.
cochlear partition at a point x centimeters from the stapes. The excitatory process is
interposed between the displacement of the cochlear partition and the firing of the VIIIth-
nerve fiber. This process is not well understood, but undoubtedly involves the action of
the hair cells. The "Transducer" is intended to represent the action of these hair cells
and associated structures. The final block shows a "Model Neuron" - a formal and sim-
plified model of excitable nerve membrane. [For simplicity, we shall refer to the whole
model of the peripheral auditory system as the PAS model, or simply as the "model. "
The model of the mechanical system will be referred to as the M model, the model of
the transducer as the T model, and the model neuron as the N model. The combina-
tion of transducer and model neuron will be referred to as the TN model, and so on.]
The output of the transducer serves as the input to the "Model Neuron" and is filtered
and then added to noise. Noise is included in order to account for both the spontaneous
activity and the probabilistic response behavior characteristic of VIIIth-nerve fibers.
The noisy membrane potential is next compared with a threshold in the box labelled
"C". If the threshold is exceeded, then a spike occurs by definition and the threshold
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is reset to some larger value by the box labelled "R". Figure 20 shows both the noisy
membrane potential of the model neuron and the threshold as a function of time. The
threshold is reset to some larger value (RM) upon the occurrence of a spike and decays
to its resting value (RR) with an exponential decay (of time constant TR). The threshold
change is intended to represent the refractoriness of neural fibers.
Fig. 20. Diagrammatic representation of membrane potential,
threshold potential, and spike activity of the model
neuron.
RM, maximum threshold potential
RR, resting threshold potential
TR , time constant of the exponential decay of the
threshold from its maximum to its resting value.
4.1 SUMMARY OF ASSUMPTIONS OF THE MODEL
(i) The mechanical part of the peripheral auditory system is assumed to be rep-
resentable as a linear system over an intensity range of 80 db. The mechanical sys-
tem encompasses the outer, middle, and mechanical part of the inner ear and relates
the displacement of the cochlear partition to acoustic pressure at the ear. Furthermore,
the transfer function characterizing this mechanical system is assumed to be deter-
mined by the data of von B6kesy. Implicit in this assumption is another assumption that
the outer and middle ear have flat frequency responses over the range of validity of this
model (from approximately 100 cps to 2 kc).
(ii) A point-to-point relation between the displacement of the cochlear partition
and the neural excitation process is assumed. A particular neural fiber is assumed
to be excited by a particular hair cell responding in turn to the displacement of the
cochlear partition at a single point along its length.
(iii) The process of neural excitation is represented by a simple model neuron.
This model is probabilistic and contains both threshold and refractory properties.
(iv) The effect of efferent fibers on the spike activity of the afferent fibers of the
VIIIth nerve is ignored.
(v) A mechanism to account for active neural inhibition effects is not included in
the model.
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4.2 DISCUSSION OF THE ASSUMPTIONS OF THE MODEL
(i) Representation of the mechanical system. The validity of representing the
mechanical part of the peripheral auditory system by a linear system was discussed
in Section III. The outer and middle ear are assumed to have flat frequency responses
(10-db fluctuations in the frequency responses are ignored) for frequencies up to 2 kc.
The transfer function of the mechanical system has been assumed to be simply the
transfer function relating the displacement of the stapes to the displacement of the
cochlear partition. This transfer function is based upon the observations of von B6kdsy
on the response of the cochlear partition to sinusoidal displacements of the stapes.
These data comprise observations on human cadavers, guinea pigs, cows, and even
elephants, but not on cats. There is, however, strong justification for inferring that
the transfer function in cats is similar to that in the other species for which it has been
measured. The experimentally determined tuning curves l p ' lq, ly for all species
(including the chicken, which has a very crude cochlea) are very similar. For instance,
the sharpness of tuning, Q, varies very little across species. The cochlear mapslz
(distributions of maxima of displacement of the cochlear partition versus frequency of
stimulation), and the elasticity of the cochlear partition as a function of distance along
the partition l g ' 26 are all similar in these different species. It seems reasonable,
therefore, to assume that the data of von B6kdsy are valid for the cat. This assumption
is strengthened because we are not concerned so much with the details of the tuning
curves as with their first-order properties, such as width and asymmetry.
(ii) Representation of the sensory cells and their innervation. The point-to-point
relation between the displacement of the cochlear partition and the excitation of an
adjacent neural fiber assumed in the model is the most parsimonious assumption that
is possible. Anatomically, this assumption appears to be consistent with the pattern
of radial fiber innervation. A radial fiber is connected at most to two or three hair
cells.l3 The hair cell spacing is estimated to be approximately 2.5 L for outer hair
cells, and 8.5 p. for inner hair cells. (These values are obtained by dividing the length
of the cochlear partition by the number of hair cells. The density of hair cells is
assumed to be constant. 5 4 ) In either case, these distance are negligible compared
with the widths of von B6ksy's tuning curves (when they are plotted against position
along the cochlear partition). Therefore, a single radial fiber is essentially sen-
sitive to the pattern of displacement of the cochlear partition over a relatively short
length of the partition. The spiral-fiber innervation does not appear to be as simply
structured. Spiral fibers are thought to innervate the hair cells more diffusely
(although there appears to be some difference of opinion- about this in published
works). 13 ' 4 8 c It is not clear which of these two major groups of fibers contributes
predominantly to the VIIIth-nerve afferent fibers. The point-to-point relation assumed
in the model leads to results that appear to be qualitatively consistent with some of
the electrophysiological data of Kiang and his co-workers; this assumption also
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appears to be consistent with the radial-fiber innervation.
Initially, the relation between the excitation of a fiber and the displacement of the
cochlear partition is assumed to be linear with no energy storage elements. Thus a
hair cell is assumed to generate a current that is proportional to the displacement of
the cochlear partition at a point, and this current flows through and depolarizes a fiber
adjacent to the hair cell. The excitatory process is the subject of a considerable amount
of investigation at the present time,7 but the process is not understood in detail. We are
forced to make some rather simple assumptions in the model. The consequences of
these assumptions will be given in Section V.
(iii) Representation of the nerve excitation process. The representation of the ini-
tiation of action potentials in the fibers of the VIIIth nerve is the most phenomenological
part of the model. It would perhaps be possible to include a more complete model of a
nerve fiber (such as the Hodgkin-Huxley model 3 0 ) in the representation. These mem-
brane models are too detailed and cumbersome, however, for our purpose, and are
generally based on empirical 'evidence obtained from nonmammalian and relatively
large fibers. These fibers show no spontaneous activity and their response to stimu-
lation can be adequately described by deterministic models. (A number of simplified
models of nerve membrane have been proposed.' 37, 64, 65, 69) This is not the case for
VIIIth-nerve fibers in the cat, and as a result the more detailed models of the initiation
of action potentials are inadequate for our purposes.
(a) The need for a probabilistic neuron model: The work of Kiang et al. suggests
rather strongly that a probabilistic description of the spike activity of VIIIth-nerve
fibers is necessary. There are two reasons: these fibers exhibit spontaneous spike
activity whose origin cannot be related to any controllable stimulus to the cat; and the
response of a fiber is not the same to each presentation of the acoustic stimulus; but
averages of the spike activity appear to be stable. With our current understanding of
the peripheral auditory system, it is difficult to account for the origin of the apparent
random behavior of the spike activity of the fibers. The cause might be Brownian
motion in any of the acoustic or mechanical parts of the system; fluctuations in
osmotic pressure caused by blood pulsation in the surrounding capillaries in the
cochlea; fluctuations of ionic potentials across the hair cell and nerve membranes;
fluctuations in the amount of the chemical activating substance at the hair cell-neuron
junction; and/or a number of other possibilities.
At this point we wish to digress from the main discussion to present a possible
explanation of the probabilistic behavior of the spike activity in the VIIIth nerve. The
seemingly random behavior of single neural fibers in response to stimuli has been
reported by a number of workers. The early work of Monnier,4 4 Blair and Erlanger 3
and others indicated clearly that the responses of neural fibers exhibited intrinsically
random components.
The first comprehensive study devoted to the problem of characterizing the random
behavior of single neural fibers is due to Pecher.47 The work of Pecher and the more
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recent work of Verveen 6 6 - 6 8 will be considered in more detail below.
Since the time of Pecher, a number of probabilistic models of electrophysiological
data have been proposed. Some of these models have been reviewed by Frishkopf and
Rosenblith. 2 0 In particular, the models of McGill 4 0 and Frishkopf1 9 are both concerned
with the ensemble responses of populations of fibers in the VIIIth nerve to acoustic
clicks. In each case, a population of units with randomly fluctuating thresholds for
firing was defined, and statistics of the population response to click stimuli were
predicted.
In the experiments of Pecher and Verveen, the sciatic nerves of frog were stimu-
lated directly by short pulses of electric current. When the amplitude of these pulses
was sufficiently small these single fibers rarely responded. For sufficiently large
amplitude pulses the fiber responded to almost every current pulse. The fiber
responded to pulses of an intermediate range of amplitude in seemingly random fashion.
Upon more careful investigation it was found that the set of spike responses to a
periodic pulse train (when the period of the train was large compared with the refrac-
tory period of the fiber) could be characterized as a set of Bernoulli trials in which the
probability of a response to a pulse was a sigmoid function of the amplitude of the pulse.
This phenomenon was referred to as the fluctuation of excitability of nerve fibers.
Typically, the standard deviation () of the threshold potential (difference in potential
between threshold for firing and resting value) normalized by the mean threshold (RR)
potential is 0.01 in sciatic nerve fibers of frogs.
Further evidence, 1 1 , 68 including data obtained from nerve fibers of other species,
indicates that the normalized standard deviation of the threshold potential (/RR) is a
function of the diameter of the fiber. Small-diameter fibers have large values of
a/RR - an intuitively appealing result. In terms of fluctuations in ionic concentrations,
this result implies that for large fibers containing a large number of ions, the fluctua-
tion in ionic concentration is small (Law of Large Numbers). The relation that
Verveen6 8 infers from his data is
r/RR = 0.03d-0.8
where d is the diameter of the fiber in microns. The data of Verveen were obtained
from fibers with diameters in the range of a few microns up to a few hundred microns.
If the relation is extrapolated to smaller values of fiber diameter, then r/RR becomes
appreciably large. For d = 0.1, ar/R R = 0.26. Therefore, for diameters of fibers
approaching those of the terminal endings of the VIIIth-nerve fibers near the base of
the hair cells, 9 r/RR approaches 1/3. This implies that the fluctuations in membrane
potential are occasionally large enough to exceed threshold. This argument thus leads
to the prediction of the existence of spontaneous activity in fibers as large as VIIIth-
nerve fibers.
Although this explanation may have some merit, it has not been verified empirically.
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Nevertheless, the need for a probabilistic mechanism in the model is patent and such a
mechanism has been included as a Gaussian noise, added to the input of the neuron.
(b) Threshold and refractory properties of the model neuron: The neuron model
contains two other major properties that are intended to represent properties of nerve
membrane. (A linear filter is provided at the input to the neuron to include the effect
of membrane capacitance. The time constant of this filter is assumed to be approxi-
mately 0.5 msec. 6 0 ' 65) These properties are: (i) There is a threshold for firing and
a spike is defined to occur when the sum of the output of the transducer and the noise
exceeds this threshold potential. (ii) Refractory effects are included in the model
through the mechanism of having this threshold depend upon the time of occurrence of
the previous spike. The refractoriness of the model can be summarized by stating that
the probability of the occurrence of a spike immediately after a spike has occurred is
low because the threshold is very high. This probability increases (to an asymptote)
as the time intervals between spikes increase and is a function of both the stimulus
and the time of occurrence of the last spike. The refractory effect is assumed to last
one or perhaps a few milliseconds.
This representation of the excitation of a nerve membrane is considerably simplified
and does not account for some of the details of the initiation of action potentials, such as
the shape of the spike potential or the detailed recovery properties of a fiber. Neverthe-
less, some of the first-order properties of the excitability of nerve fibers are included,
and perhaps the coding of information about acoustic events in the VIIIth nerve does not
depend upon the details of the initiation of action potentials. This conjecture can only
be validated by the descriptive and predictive capabilities of the model.
(iv) Efferent systems. The schematic representation of the auditory system
(Fig. 1) suggests that there are at least two efferent neural pathways to the periphery.
The dotted line from the central nervous system to the middle ear represents the two
tracts innervating the middle-ear muscles. We have mentioned that the primary pur-
pose of the middle-ear muscles appears to be the protection of the ear from sustained
high-intensity sounds. This is accomplished by a reduction of the transformer ratio
provided by the middle ear. It is clear that this action of the middle-ear muscles is
inconsequential in both the von Bdkdsy data and the VIIIth-nerve data of Kiang and his
co-workers. In the latter case, the barbiturate anaesthesia used during the experi-
ments effectively blocks this action.
The figure shows the efferent fibers that enter the cochlea through the VIIIth nerve
as a dotted line going to the inner ear. Several distinct tracts have been identified by
Rasmussen.50 One of these - the crossed olivocochlear tract - has been shown to orig-
inate in the neighborhood of the contralateral accessory nucleus of the superior olivary
complex. Suggestions that these fibers terminate near the hair cells have been put
forward, but the fineness of the fibers has prevented any direct verification of this
hypothesis.
There has been considerable speculation concerning the role of these efferent tracts
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on the processing of sensory information. GalambosZ2 and Fex1 5 have demonstrated
that electrical stimulation of this tract (at the floor of IVth ventricle) inhibits both N1
and single-unit activity of the VIIIth-nerve afferent fibers. Fex1 4 has also shown that
CM is augmented slightly when these fibers are stimulated electrically. He has demon-
strated that these efferent fibers (this time the recording electrodes were located in
fibers just before their entry into the cochlea) respond to acoustic stimulation of the
contralateral ear. It is difficult to interpret the effect of these fibers on the coding of
acoustic information in the VIIIth nerve, particularly in the light of some of the results
of Galambos. 3 Despite many attempts to interfere with this pathway, Galambos has
not found any systematic changes in behavioral thresholds or discriminations. The
effect of the efferent fibers on the coding of acoustic information in the VIIIth nerve
remains equivocal; therefore, we choose to ignore these fibers in our model.
(v) Neural inhibition. No clear picture of inhibitory effects on the activity of
VIIIth-nerve fibers has emerged. We have chosen to ignore these effects. We fully
understand that such an omission might very well lead to a model of the peripheral
system that ignores an essential feature..
33
" I I- -- ---------· - I-- --- -I
V. RESULTS OF TESTING THE MODEL
The model of the peripheral auditory system presented in Section IV is based on a
number of assumptions. These assumptions in turn are based on inferences derived
from physiological data. The model that has resulted from these inferences is analyt-
ically unwieldy and the mathematical derivation of even the simplest statistics of the
behavior of the model appears to be quite difficult. For instance, the distribution of
intervals between spikes generated spontaneously by the model is equivalent to the dis-
tribution of successive crossings of a Gaussian noise process with a function of time
(in this case the threshold function). A special case of this problem is the distribution
of intervals between successive axis crossings of a Gaussian noise process - a problem
for which no general solution exists. 3 1 ' 3 9 ' 5 1 ' 5 6
The complexity of the analytic problems involved in testing the model and the desir-
ability for determining its response to a number of stimuli have made machine compu-
tation essential. [Appendix A gives a short discussion of the problem of finding the
distribution of successive intervals between spikes generated by the model for a simple
case.] The structure of the equations (multidimensional integral equations) governing
the behavior of the model appears to make a direct solution of the problem more com-
plex than a Monte Carlo scheme. For these reasons, and for reasons of personal bias,
a general-purpose digital computer (the TX-2 computer of Lincoln Laboratory, M. I. T.)4
was used to simulate the peripheral auditory system. Appendix C includes a discussion
of the programs written for the TX-2 computer. The programs were written to generate
the firing patterns of the model and to compute statistics of these firing patterns. Cer-
tain of these statistics were chosen to make possible direct comparisons of data obtained
from the model with data obtained from VIIIth-nerve fibers.
In order to avoid confusing the activity of VIIIth-nerve fibers with activity generated
by the model, we shall refer here to the former simply as "spikes," while the latter will
be referred to as "events." Furthermore, in the results of the simulation and in any
analytic arguments to be presented in this work a model that generates events at dis-
crete intervals of time is assumed. Events, Ek, are defined to occur when signal, k,
plus noise, nk, exceeds the threshold, rk, at time k(At), where k ranges over the
integers, and At is the fundamental sampling interval. We define rk = ak-j if the last
event occurred at time j, that is, the value of the threshold is reset upon the occurrence
of an event. Moreover, a i = R R + (RM-RR)YR, where yR = exp(-t/TR). The refractory
period of a nerve fiber is assumed to be represented by an exponential decay of the
threshold from its maximum value (RM) to its resting value (RR) after the occurrence
of an event. The noise nk has a Gaussian distribution with zero mean, standard
deviation -, and E[njnk] = 2Pjk' with Pi = YN and yN = exp(-At/TN). [The noise is
also filtered by a highpass filter so that the correlation function of the noise is actually
given by
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Pi = CIYN + C¥XM
where
YN = exp(-At/TN), T N << TM
YM = exp(-At/TM)
fh = 1/TN is the high-frequency 3-db point
ff = 1/TM is the low-frequency 3-db point.]
5.1 RESPONSE OF THE MODEL NEURON TO "SHORT" PULSES
The response of the model neuron to short pulses is discussed (similarly to a
discussion by Verveen6 7 a ) in order to present a rationale for the assumptions of the
nature of the neural noise. This discussion is also intended to verify the results of the
model of the fluctuation of excitability of neural fibers as described by Ten Hoopen and
Verveen. 6 5
Suppose the membrane potential of the model, mk = s k + nk and o-/RR << 1. For this
case the number of spontaneous events per unit time is vanishingly small. Assume that
{Sk) is a "short" pulse signal that is introduced at k = 0. A "short" pulse is defined as
a pulse whose duration is short compared with all of the other important time constants
in the model. That is, if 6(At) is the duration of the pulse, then 6(At) << TR , 6(At) << TN.
The pulse is short compared with both the time over which the noise is correlated and
the refractory time constant. These assumptions are equivalent to assuming that:
(i) there can be at most one event in response to a pulse; and (ii) the noise is a
constant over the duration of the pulse.
The event E is defined to occur when there is an event Ek for 0 k 6 or
E = E U E1 U ... U E 6. But for Pr[E] = 1 - Pr[E], where E is the complementary
event, no firing occurs during the interval of the pulse.
Pr[E] = Pr[nk+sk<RR] k = 0, 1, 2, ... , 6.
By assumption, the noise is a constant for k = 0, 1, 2, ... , 6 and
Pr[E] = Pr[n+sk<RR] k = 0, 1, 2, ... , 6
= Pr[max(n+sk )<RR] [max(x) is the largest value attained by the
variable x]
= Pr[n< RR-max(sk )]
p = Pr[E] = 1 - Pr[E]
= 1 -RR ( 1/k ) exp(-n2 /2 ) dn.
_o
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Fig. 21. Number of events generated by the model in response
to a periodic train of short pulses as a function of the
amplitude of the pulses.
RR = 1000 ff - 20 cps
R M = 1200 fh 2 kc
TR - 1 msec -O10
Number of pulses, 1000; pulse duration, 0.3 msec;
pulse period, 5.0 msec.
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By further manipulation this can be put into the form
p = max(s ( 1/- ) exp(-(n-RR )2 /2Z) dn.
00R
Therefore, the probability p of a response to a pulse Sk as a function of the amplitude
of (Sk} is an integrated Gaussian function with mean RR (resting threshold) and standard
deviation a-. The response of the model neuron to a periodic train of identical pulses of
amplitude max{sk} forms a set of Bernoulli trials with probability of success p. This
result is valid under the assumption that the period of the train is large compared with
both the refractory period of the model neuron and the correlation time of the noise.
This description is consistent with the empirical findings of Verveen on the response
of sciatic-nerve fibers. Figure 21 shows the results of the response of the computer-
simulated model neuron. The number of responses of the model to a train of 1000
stimuli is plotted as a function of the amplitude of the pulses. Figure 21 also shows
the same function plotted on Gaussian distribution coordinate paper.
A histogram of the distribution of intervals I between events E in response to a
train of short pulses is given in Fig. 22. The number of intervals that is equal to an
integral number of periods (T) of the stimulus, that is, the number of intervals of length
T, 2T, 3T, ... , where T is the period of the train of pulses, forms the distribution of
NMIT AIU R0POME W Or WL
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Fig. 22. Histogram of intervals of time between responses
of the model to a periodic train of short pulses.
RR = 10,000 fh 5kc
RM = 100,000 f- 5 cps
TR- 0.3 msec a - 100
Pulse duration, 0.1 msec; pulse period, 5.0 msec;
pulse amplitude, 9950; number of pulses, 2000;
number of responses, 643.
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successful runs in a set of Bernoulli trials. This distribution is the geometric distri-
bution and the predicted interval distribution is Pr[I=kT] = p(-p)k 1; k = 1, 2, ....
Table 1 shows both the predicted set of intervals as well as the set of intervals
generated by the computer for the distribution shown in Fig. 22. The predicted set of
intervals was obtained by estimating p from the data computed in the same run.
Table 1. Predicted set of intervals and set of intervals
generated by the computer.
k Ik Ik Tk
1 232 207 11.8
2 129 140 10.5
3 84 95.2 9.0
4 58 64.3 7.6
5 38 43.8 6.4
6 28 29.7 5.3
7 24 20.1 4.4
8 12 13.7 3.7
9 16 9.3 3.3
10 7 6.3 2.5
11 7 4.3 2.1
12 4 2.9 1.7
Number of pulses, 2000
Number of events, N, 643
Estimated value of p, 0.322
Ik, number of intervals of length k
Ik = NPk = Np(1-p) , estimated mean number of intervals
of length k
k = lNpk(1-Pk)' estimated standard deviation of the num-
ber of intervals of length k
Figure 23 shows the distribution of intervals between events as a function of the
amplitude of the pulse. For large pulse amplitudes the probability of the occurrence
of a long interval approaches zero, that is, events occur in response to almost every
pulse.
5.2 SPONTANEOUS ACTIVITY OF THE MODEL
As the ratio of the standard deviation of the noise to the resting threshold, /RR,
increases, the probability that the model neuron will exhibit spontaneous events in the
absence of an input increases. For small values of o/RR, the probability of a
spontaneous event Ek at time kAt is given approximately by
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Fig. 23. Histograms of intervals of time between responses
of the model to periodic trains of short pulses as a
function of pulse amplitude.
R R = 10,000
RM = 100,000
TR - 0.3 msec
fh 5 kc
fI - 5 cps
- 100
Pulse duration, 0.1 msec; pulse period, 5.0 msec;
number of pulses, 2000.
(The spacing between dots on the ordinate repre-
sents a number of entries in the histogram equal to
5/(scale factor).)
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Pr[Ek] = p[nk ark] • p[nk >RR]
Pr[Ek] < S (I/) exp(-n 2/ 2 r2 ) dn
RR
5s- ( 1/qN-) exp(-n 2 /2) dn.
The equality holds in the limit as o/RR goes to zero, that is, when the probability of an
event is small and the threshold rk decays essentially to the resting value RR between
events.
We are interested in a statistical description of the set of events {Ek). First, it is
clear that the events can not be described as "recurrent events"2 in the general case.
By a "recurrent-event" process we mean a statistical process that generates events for
which the probability of an event at time k(At) is dependent only on the time of occur-
rence of the last event, that is, after an event has occurred the statistics are reset.
Figure 24 shows the spontaneous activity of the model for different noise spectra. For
values of the bandwidth of the noise which are large compared with 1/TR the noise
appears uncorrelated between events, while for small values of noise bandwidth several
events may occur on one large excursion of the noise.
A short interval occurring between events implies that the noise has assumed a
relatively large value at the end of the interval because such a large value of noise was
needed to exceed the relatively large value of the threshold. But if the noise is varying
slowly with respect to the decay time of the threshold function, then a relatively short
interval will tend to occur again. In other words, successive interevent intervals are
so correlated that short intervals tend to be followed by short intervals. The existence
of this statistical dependence is due to the fact that while the threshold is reset upon the
occurrence of an event, the value of the noise is not reset.
To a first-order approximation, the parameters determining the degree of statistical
dependence between successive interevent intervals are the time constant of the thresh-
old decay, TR, and the bandwidth of the noise, 1/TN. If TR > TN, then the correlation
of the noise between events approaches zero. Consider the expected value of the noise
k units of time after an event has occurred. The value of the noise was n at the time
of occurrence of the event.
E[nk/no ] = nPk = no(ep(-At/TN))k = no exp(-kAt/TN).
For kAt > TR,
E[nk/n o] < n exp(-TR/ T N)
lim E[nk/no ] = 0.
(TR/TN)Ce
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Fig. 24. Membrane potential and threshold potential of the model.
The same data are shown on three time scales for each
of two values of fh' Upper traces show the threshold
potential; middle traces, the membrane potential; lower
traces, the times of occurrence of events. Threshold
potential and membrane potential are on the same ampli-
tude scale.
RR = 40
RM = 100
TR - 0.3 msecR
fh- 100 cps (left-hand)
fh 10 kc (right-hand)
f 10 cps
ar - 30
At = 100 sIsec
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Therefore successive intervals between events become uncorrelated for noise whose
correlation time, TN, is short relative to the time constant of the threshold decay, TR.
Figure 25 shows the mean interevent interval, given the previous interval I1, (I2) I , as
a function of I 1 , for different values of fh = 1/TN' Note that the degree of correlation
between successive intervals (as indicated by the estimate of the conditional mean
interval given in Fig. 25) decreases as fh increases. For an fh approximately 2 kc,
successive intervals are only slightly correlated. Similar statistics computed from the
firing patterns of VIIIth-nerve fibers (in the absence of acoustic stimuli) indicate only a
slight amount of correlation between successive interspike intervals. When present,
this correlation is of the same form as the correlation of successive intervals shown
by the model, that is, short intervals tend to be followed by short intervals. Therefore,
the bandwidth of the noise in the model has been chosen to be approximately 2-5 kc.
This value is consistent with the findings of a number of workers who have attempted
to estimate such a figure.l 9 a ' 65
Figure 26 shows interval histograms calculated for the same data that were used to
obtain the results of Fig. 25. As fh decreases, not only does the statistical dependence
between successive intervals increase, but a larger proportion of short intervals occurs
(as Fig. 26 indicates). Figure 27 shows some of the same interval histograms plotted in
semi-logarithmic coordinates. For values of the bandwidth of noise greater than 2 kc
the tails of the distributions of intervals are clearly linear in these coordinates or
exponential in linear coordinates. Figure 28 shows the rate of spontaneous events
generated by the model as a function of the bandwidth of the noise.
Figure 29 shows interval histograms of the spontaneous activity of the model as a
function of the standard deviation of the noise. These histograms all approach expo-
nential functions for large time intervals. Figure 30 shows the rate of spontaneous
firing of the model as a function of /R R. The rate of firing is strongly dependent on
the value of a-/RR. A 50 per cent change in a-/RR is seen to change the rate of firing
by as much as 500 per cent.
Further investigations have shown that the general features of these interval histo-
grams are attained under a large variety of parameter values of the model. The
histograms approach exponential functions for large, interevent intervals and these
histograms exhibit a "dead time" for very short intervals, with a smooth transition
between these limits. For values of TR - 1 msec and TN - 1/5 msec, the histograms
appear quite similar to interval histograms computed from VIIIth-nerve data.
5.3 RESPONSE OF THE MODEL TO SINUSOIDAL STIMULI
The fibers of the VIIIth nerve respond selectively to different frequencies of sinus-
oidal stimuli. Each fiber is tuned (that is, is maximally sensitive) to a particular
frequency, which will be referred to as the characteristic frequency (CF) of the fiber.
"Neural tuning curves" for a representative group of VIIIth-nerve fibers were presented
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in Fig. 17. These tuning curves are graphs of the threshold of firing of a fiber in
response to a sinusoidal stimulus as a function of the frequency of the stimulus. The
threshold of firing of a fiber has been defined by Kiang and others: It is (a) the intensity
of the stimulus required to increase the rate of firing of the fiber 20 per cent above the
spontaneous rate of firing for a fiber exhibiting a large spontaneous rate, and (b) the
intensity of the stimulus required to elicit a time-locked response (determined visually)
for a fiber exhibiting a low spontaneous rate of firing.
There is a second aspect to the frequency response of VIIIth-nerve fibers. Figure 17
indicates that the threshold of firing of VIIIth-nerve fibers in response to sinusoids whose
frequencies are equal to the CF varies as a function of CF. The most sensitive points
in the tuning curves of the most sensitive fibers shown in Fig. 17 constitute what we
shall refer to as a "neural sensitivity curve." The neural sensitivity curve for the data
represented in Fig. 17 shows a minimum at a frequency of -2 kc. For frequencies below
2 kc, the "neural sensitivity curve" shows a decrease of sensitivity of approximately
30 db/decade. At frequencies above 2 kc, the sensitivity also decreases. A qualitatively
similar change in sensitivity as a function of frequency can be noted in the response of
cells in higher centers of the auditory system, 2 9 as well as in the over-all behavior of
an organism, as indicated, for instance, by the human audiogram. 3 8
It is perhaps already clear that we assume that a relation exists between the
frequency-response curves of the cochlear partition (as shown in Fig. 12) and the tuning
curves of VIIIth-nerve fibers (as shown in Fig. 17). A particular neural fiber with a
CF equal to f is assumed to be stimulated by the displacement of the cochlear partition
at a point x that responds maximally to the frequency f of sinusoidal stimulation
presented to the ear. Furthermore, we are assuming the existence of a correspondence
between the "neural sensitivity curve" and the "mechanical sensitivity curve" (shown
in Fig. 13). The mechanical sensitivity curve relates the amplitude of the displacement
of the stapes required to achieve some fixed maximum amplitude of displacement of a
point on the cochlear partition as a function of frequency.
In this section we shall consider, first, the sensitivity curves generated by the
model vis-a-vis the neural sensitivity curve. We shall then discuss the tuning curves
of VIIIth-nerve fibers.
a. Sensitivity of the Model at Low Frequencies
The empirical data of Kiang and his co-workers on the response of VIIIth-nerve
fibers to sinusoidal stimuli depend upon a determination of the "threshold of firing" of a
fiber to a stimulus. Before we can discuss the data generated by the model, we feel that
it is essential to discuss the concept of a threshold of firing in response to a stimulus.
The "threshold of firing" of a neuron to a stimulus is an old concept in neurophysi-
ology. Pecher 4 7 was one of the first to recognize that the response to electrical
stimulation of a sciatic-nerve fiber in a frog could not be described by a simple thresh-
old below which the fiber never fired and above which the fiber always fired. Pecher
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was able to demonstrate that a probabilistic description of the firing of a fiber was a
more accurate description. For the sciatic-nerve fibers, a threshold can be defined
arbitrarily as the intensity of stimulation producing a response to 50 per cent (or any
other per cent) of the number of stimuli. With such a definition of threshold, equal-
response curves can be determined, under a variety of physiological conditions.
For fibers that exhibit spontaneous activity (such as VIIIth-nerve fibers) the problem
of defining a threshold of firing to a stimulus is more complicated and perhaps irrele-
vant. It appears to be unreasonable to identify some spikes with the response to a
stimulus and other spikes as spontaneous activity. Results obtained from the model
indicate that there is time-locked activity present in the response for every intensity of
stimulus. For any particular intensity of stimulation there is a resultant perturbation
of the average rate of firing of the model. In a sufficiently long record this time-locked
activity can be seen as a perturbation in the PST histogram. Sufficiently long and stable
records of data cannot be obtained from neural fibers and therefore such behavior
cannot be demonstrated in a physiological preparation.
Despite the difficulty in defining the concept of "threshold," one still opts for a
metric of the spike activity of fibers which permits equal response or relative
sensitivity curves, if not absolute sensitivity curves, to be obtained. Clearly, if a
sufficiently accurate and manipulatable model of the system were available, metrics
of the spike activity might be derived that would be appropriate in some sense.
A somewhat arbitrary choice of metrics must be made, in the absence of more
appropriate metrics. Kiang et al. have used arbitrary criteria for defining the thresh-
old of firing of VIIIth-nerve fibers to sinusoidal stimuli. They chose the intensity
required to increase the rate of firing by 20 per cent over the spontaneous firing
rate as the definition of threshold for fibers having a relatively high spontaneous
rate. For fibers exhibiting a low spontaneous rate, the threshold was defined as
the intensity at which the fiber fired in a time-locked manner (determined visually)
to the stimulus.
In order to compare results obtained from the model with data obtained from
VIIIth-nerve fibers, we shall adopt the same criteria for threshold to tonal stimuli.
In addition to investigating the rate of firing of the model as a function of stimulus
parameters, we shall also investigate a metric that is closely related to the amount
of time-locked activity. This same metric can be used to define a threshold and,
as is discussed below, the thresholds obtained by using this criterion are lower
than those obtained by using the 20 per cent change of rate as a criterion for
threshold.
In order to define this metric, first consider the PST histogram obtained from an
experiment (on model or fiber) as consisting of i firings in the it h bin at time i(At)
following the onset of a stimulus, where At is the width of a bin in the PST histogram.
Suppose that this record contains a total of N firings distributed in the n bins, that is,
i = 1, ... , n. D2 is defined as
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nD2 = (l/n) (i-E[i]),
i=l 1
where E[i] is the average number of firings per bin.
The expected value of D2 for the case of N firings placed at random in n bins is
given by
E[D2 ] = (N/n)(1-(1/n)) = var[,li].
One can further determine that
var[D2 ] = ZN(N-1)(n-1)/n 4 = [Z(N-l)/n2 ] E[D2 ].
A full discussion of these and other derivations is given in Appendix B. Dn is defined
as
1/n) (i-(N/n))2
D i= I
n (N/n) ( 1-(/n)
The expected value of this function is 1 when there is no time-locked activity, and the
value increases as the amount of time-locked activity increases. The expression for
the variance of Dn yields an estimate of the significant variations of Dn from the value
Dn = 1 for different values of N and n. Both of the definitions of threshold, the 20 per
cent change of rate of firing and the Dn criterion, will be utilized in the discussion of
the sensitivity of the model to sinusoidal stimuli.
To continue the discussion of the sensitivity curves generated by the model as
compared with the results obtained from VIIIth-nerve fibers: A graph showing the
intensity required to achieve the "threshold of firing" at the CF as a function of the CF
for a number of VIIIth-nerve fibers is shown in Fig. 31. A curve composed of the
lowest points in the figure shows an approximate change in sensitivity of 30 db/decade
at low frequencies.
Figure 13 shows that the mechanical system exhibits a decrease of sensitivity of
between 10 db/decade and 15 db/decade in the same range of frequencies. Therefore,
if the model is assumed to be a valid representation of the peripheral auditory system
then it must account for a change in sensitivity in excess of the 10 db/decade or
15 db/decade change in sensitivity exhibited by the mechanical part of the system. More
specifically, in the frequency range 200 cps-Z kc, the transducer and model neuron
(TN-model) must account for a change in sensitivity of approximately 15 db/decade or
20 db/decade.
We shall consider two properties of the response of the TN-model to a sinusoidal
stimulus: (i) the amount of time-locked activity as given by the value of Dn; and
51
I·sll----·---·l----- - -- -- -- I I--- --
-- I·-- - -- I
t- Z
. 0 -30
An a
; 1 -40
a
m ? -50
m U)
W Z
Z j -60
o
L0 I--
- . -80
- -
I a.
z -120
0
, a -120
00 0oo o
0 o
0 0O 0 0 0 0
0 o o o 0 0
o o ° °
° o 0o 8
o 0 o
°O~~ o a~ o0 ~e
.o ..
.2 .5 I 2 5 10 20 50
C.F. IN KC
Fig. 31. Threshold of firing of VIIIth-nerve fibers (of cats)
to tone bursts (delivered at the CF of the fiber) as
a function of CF (from Kiang et al.3 6 ).
(ii) the rate of firing of the TN-model.
The response of the TN-model to sinusoidal stimuli for two different values of
frequency is shown in Fig. 32. The response is displayed in the form of a post zero-
crossing (PZC) histogram. This histogram is essentially a PST histogram in which
the onset of the stimulus is assumed to occur at the positive-going zero crossing of the
input sinusoid. The PZC histogram shows the number of firings that occur at time t
after the positive-going zero crossing of the sinusoid as a function of t.
The histogram for a frequency of 208 cps and an intensity of -12 db shows an
increase in the rate of firing of less than 8 per cent over the spontaneous rate, yet a
considerable amount of time-locked activity can easily be seen in the histogram. The
value of Dn is equal to 3.05 for this run. This value of Dn indicates that the rms value
of the histogram is three times the value that would be expected for a spontaneous run,
given the same number of firings. This value is highly significant and it can be shown
that the probability of getting a value of Dn = 3.05 in the spontaneous case is vanishingly
small (the 3 level of significance in the variation of the sample standard deviation can
be shown to yield values of Dn between 0.885 and 1.09 for this run). We mention in
passing that using the criterion Dn = 3.05 to define threshold yields a lower threshold
than the one attained by defining the threshold as the intensity required to increase the
rate of firing 20 per cent over the spontaneous level.
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Fig. 32. Response of the TN model to sinusoidal stimuli as a
function of intensity.
RR = 25,000
R M = 100,000
TR ' 0.3 msec
At = 100 sec
cr 10,000
fh - 5 kc
fI - 5 cps
Rate of spontaneous events - 40 events/sec; 0 db cor-
responds to a sinusoid whose amplitude is 10,000 units.
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Figure 33 shows the rate of firing of the TN model as a function of the intensity of
sinusoidal stimulation for six different frequencies. For any given intensity the rate
increases with increasing frequency. For a fixed rate of firing, a higher intensity
O
C,Li.LL
O
z I00
z FREQUENCY
0
ol· .1250CPS
u Lj x 833CPS
0o ' 625 CPS
sW a 417 CPS
i L o 313 CPS
I~J i i E E I a 208CPS I I
1o000 10000
AMPLITUDE (ARBITRARY UNITS)
Fig. 33. Rate of firing of the TN model vs amplitude of
sinusoidal stimulation.
RR = 10,000 r - 10, 000
R M = 100, 000 fh - 5 kc
TR - 0.3 msec f 5 cps
Rate of spontaneous events - 490 events/second.
is required at low frequencies than at high frequencies of sinusoidal stimulation.
Similarly, Fig. 34 shows that the same trend holds if Dn is plotted as a function of
intensity for different frequencies. D is a measure of the amount of time-lockedn
activity, and it can be seen that a higher intensity is required at low frequencies to
achieve some fixed value of D .
n
Figure 35 summarizes these data in a set of sensitivity functions generated by
the TN model. The ordinate is the amplitude of the sinusoidal stimulus required
to achieve the threshold criterion. The abscissa is the frequency of the sinusoid.
The three definitions of threshold, or rather the three equal-response criteria, are:
(i) a 20 per cent increase in the rate of firing above the spontaneous level; (ii) Dn = 2;
and (iii) Dn = 5. In each case the sensitivity of the TN model is higher for higher
frequencies. Furthermore, the sensitivity decreases at low frequencies at a rate
of from approximately 12 db/decade to 20 db/decade, the rate depending on which
criterion for threshold is utilized.
It is perhaps a little difficult to see why the TN model should exhibit such a frequency
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sensitivity. In order to gain some insight into the reasons for this result, consider
the case for which the TN model exhibits no spontaneous activity. [We are indebted to
Professor W. M. Siebert for suggesting this particular discussion of the frequency
sensitivity of the model.] Assume that the intensity of the sinusoid is large enough to
exceed the value of the resting threshold, RR. Then in the limit of high frequencies, the
TN model fires at a rate determined entirely by the properties of the refractory period
and the amplitude of the sinusoid. The sinusoid acts effectively as an increase in the
average value of the membrane potential. The TN model fires, therefore, as soon as
the threshold rk has decayed to a sufficiently small value. In the limit of low fre-
quencies, the sinusoidal input effectively acts as a square wave. In half of this cycle
the TN model fires at a rate determined almost entirely by the refractory period and
by the amplitude of the sinusoid; in the other half-cycle the TN model does not fire.
Therefore the TN model fires at approximately twice the rate in response to the high-
frequency sinusoid as it does in response to the low-frequency sinusoid. The frequency
sensitivity of the TN model is more difficult to depict when spontaneous activity is
present.
Figure 36 indicates that this decrease of sensitivity of the TN model for low fre-
quencies exists for a large range of rates of spontaneous firing. The figure shows the
rate of firing of the TN model as a function of the amplitude of sinusoidal stimulation
for two frequencies and three different rates of spontaneous firing. The different rates
of spontaneous firing have been achieved by varying c/R R. The TN model is seen to
respond at a higher rate to high-frequency sinusoids than to low-frequency sinusoids
for each rate of spontaneous firing.
Further investigations of a similar nature indicate that the TN model always exhibits
a higher sensitivity at high frequencies than at low frequencies. This trend is independ-
ent of the definitions of the equal-response criteria which we have used. These results
are also valid for all values of the rate of spontaneous firing which we have investigated
(the range 500-10 events/second). The rate of change of sensitivity over the frequency
range 100-1250 cps is, however, a function of all of these variables. In general, the
slope of the sensitivity curve decreases as the rate of spontaneous firing of the model
is decreased, that is, as a-/RR is decreased. For rates of spontaneous firing compa-
rable to the largest values seen in VIIIth-nerve fibers (approximately 150 spikes/second)
the change in sensitivity produced by the TN model is not large enough to account for the
additional 20 db/decade change in sensitivity.
Although the sensitivity of the model to sinusoidal stimuli is qualitatively in agree-
ment with comparable results obtained from VIIIth-nerve fibers, the quantitative
agreement is poor. Thus far we have assumed that the transducer element of the
model serves no essential functional purpose except to convert the output of the
mechanical system into the input to the model neuron, without distorting this signal
in any way. Now suppose that the transducer could be characterized by a nonlinear
memoryless function. Suppose, furthermore, that this function increased monotonically
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Fig. 36. Rate of firing of the TN model vs amplitude of sinusoidal
stimulation for different rates of spontaneous firing.
RR = 10, 000 (for 490 spikes/sec curves)
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with a slope that was positive but monotonically decreasing. For instance, G(y)=
(klY)(k 2 /(k2++l y)) for y > 0 is such a function. To a first-order approximation, the
effect of the introduction of such a function upon the sensitivity curves shown in Fig. 35
can be thought of as an expansion of the ordinate (threshold) scale. Therefore, given
complete freedom to choose a nonlinear transducer function, the slope of the sensitivity
curves shown in Fig. 35 can be adjusted to any desired value. This is clearly too much
freedom and we shall defer a discussion of the transducer to the section on the acoustic-
click response of the model.
b. The Shape of the Tuning Curves
Figure 37 shows the frequency response curves of the cochlear partition (Fig. 12)
plotted as tuning curves. A representative set of neural tuning curves is also shown in
Fig. 37. The absolute sensitivities of the neural curves have been normalized to make
the thresholds of the fibers at their CF equal.
Both sets of tuning curves are very steep at high frequencies. Both sets of tuning
curves are less steep at low frequencies, but the neural tuning curves are steeper than
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the mechanical tuning curves at low frequencies. The mechanical tuning curves are
wider than the neural tuning curves. Both sets of curves can be shown to be essentially
constant-Q curves (to a first-order approximation) for the range of frequencies shown
in the figure.
We have shown that the TN model exhibits a decrease in sensitivity at low fre-
quencies. We have not been able to demonstrate that the TN model accounts entirely
for the additional 20 db/decade change in sensitivity which is needed to approximate the
VIIIth-nerve data. We have indicated that this discrepancy may be due to ignorance of
the nature of the proper transducer function of the hair cells.
In order to discuss the shape of the tuning curves, we shall assume that the trans-
ducer and model neuron exhibit a rate of change of sensitivity of 20 db/decade of fre-
quency. Figure 38 shows tuning curves constructed by adding both a 20 db/decade and
a 40 db/decade change in sensitivity to a typical mechanical tuning curve. The results
have been normalized to make the minima of the curves equal. Note that although the
resultant curves are still slightly wider than the neural tuning curves, they are in
closer agreement with them. Furthermore, the slopes of these augmented mechanical
tuning curves are steeper at low frequencies than the slopes of the mechanical curves.
We think it reasonable to say that the augmented mechanical tuning curves correspond
more closely to the neural tuning curves than do the mechanical tuning curves. Any
further discrepancies between mechanical and neural tuning curves may be attributed
to the differences in species and preparations used to obtain the two sets of data, as
well as to the degree of approximation of the argument presented here. (We have also
assumed that the mechanical tuning curves reported by von B6kdsy (as shown in
Fig. 12) represent the mechanical tuning curves of the cochlear partition of the cat.)
We have attempted to show that the tuning curves generated by the model are similar
to the tuning curves of VIIIth-nerve fibers, although we have not demonstrated these
results directly.
5.4 RESPONSE OF THE MODEL TO ACOUSTIC CLICKS
Responses of a number of VIIIth-nerve fibers to periodic trains of acoustic clicks
(100-plsec pulses applied to a condenser earphone) were shown in Fig. 18. The
responses are depicted in the form of poststimulus-time (PST) histograms (histograms
of the times of occurrence of spike potentials following the onset of the stimulus). The
PST histograms shown in Fig. 18 have been ordered according to the characteristic fre-
quencies of the fibers. All histograms of fibers whose CF are less than approximately
4 kc exhibit multiple peaks. The intervals between the peaks are equal to 1/CF. Fig-
ure 39 shows the displacement of the cochlear partition (as computed by Flanagan16)
and the PST histogram for two polarities of acoustic clicks as generated by the model.
[The conditions for obtaining the PST histograms shown in Fig. 39 are discussed below.
The click response of the cochlear partition corresponds to the impulse response (F 3 (t))
shown in Fig. 14.1
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Fig. 39. Response of the cochlear partition and
different polarities of acoustic clicks.
model neuron for two
Dotted curves are the
response of the cochlear partition to positive (left) and nega-
tive (right) polarities of clicks. The impulse responses are
equal to F (t) (after Flanagan 16) for a point along the parti-
tion with CF = 500 cps. The transducer function is G(y) =
(k ly)[k2 /(k 2 + y )].
kl= 1
k2 = 20,000
RR = 10,000
RM = 100,000
TR - 1 msec
fh 5 kc
f -- 5 cps
r- 5000
Spontaneous rate of firing - 90 events/second.
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The results shown in Fig. 39 correspond to a point along the partition whose CF =
500 cps. Note that in each case shown the PST histograms exhibit peaks at intervals of
2 msec, and these peaks occur at the positive deflections of the impulse response of the
cochlear partition. Several peaks can be seen in the PST histograms, while only a few
are discernible in the response of the cochlear partition. The amplitudes of successive
peaks of the response of the cochlear partition decrease at a rate of not less than
20 db/cycle of oscillation. As a result, the fourth, fifth and later peaks are too small
to be seen in Fig. 39.
Figure 40 shows the response of a typical VIIIth-nerve fiber to rarefaction and
condensation clicks as a function of intensity. [The two polarities of clicks used in the
VIIIth-nerve data are referred to as "condensation and rarefaction clicks." The two
polarities of clicks used to test the model are referred to as "positive and negative
clicks." This distinction is drawn in order to avoid a discussion of which direction of
displacement of the cochlear partition is effective in depolarizing the nerve fibers. A
correspondence between positive and negative clicks versus rarefaction and condensation
has been avoided.] The interval between peaks equals 1/CF and these intervals remain
relatively constant as a function of intensity. Furthermore, the peaks of the response
to a rarefaction click occur at the troughs of the response to a condensation click and
vice versa. The times of occurrence of the peaks in the PST histogram for condensation
and rarefaction clicks as a function of intensity for the VIIIth-nerve fiber are shown
in Fig. 41. The almost perfect interleaving of peaks is readily apparent.
Figure 42 shows the response of the model to acoustic clicks as a function of inten-
sity (the intensity scale has an arbitrary reference level and only relative intensities
should be considered meaningful). The PST histograms in the left-hand column were
obtained by using a linear transducer function. Note that there is a 36-db range
between the intensity at which a response is first visible in the PST histogram and the
intensity at which the response of the model becomes stereotyped (that is, the model
responds to the largest positive deflection of the cochlear partition every time a stim-
ulus is presented in a manner unlike the response of VIIIth-nerve fibers). Since the
envelope of the impulse response of the cochlear partition decays at a rate exceeding
20 db per cycle of oscillation, there can be at most two or three peaks in the PST
histogram when a linear transducer is used. These results are clearly at variance with
the empirical data of Kiang et al. 3 6
It is clear that the peaks of the PST histogram increase too rapidly as a function of
intensity. The right side of Fig. 42 shows the PST histograms of the click response of
the model for a nonlinear transducer function. The function chosen in this case is
G(y) = k 1 y(k2 /(k 2+[yl)). This function (shown in Fig. 43) has the following limiting
behavior:
G(y) - klY for small values of y and
G(y) - k 1 k2 (y/Jly) for large values of y.
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Fig. 43. A nonlinear transducer function.
The effect of this function is to prevent the increase of amplitude of the large peaks in
the deflections of the cochlear partition and to allow the smaller peaks to increase as a
function of intensity.
Figure 44 shows the click response of the model for both positive and negative clicks.
The same nonlinear function was used to obtain the results shown in Fig. 44 as on the
right side of Fig. 42. Figure 45 shows the time of occurrence of the peaks in the PST
histogram in response to clicks of opposite polarity as a function of intensity. The
intervals between peaks (for each polarity of click) are 2 msec. The peaks resulting
from the responses to positive and negative clicks are seen to interleave.
Figure 46 shows PST histograms generated by the model for four different values
of CF. The intervals between peaks correspond to 1/CF in each case. The data for
values of CF equal to 4 kc and 8 kc were computed at a resolution of 12.5 ,usec. The
large statistical fluctuations shown in Fig. 46 result from the limited sample size used
for the high-resolution runs.
Figures 47 and 48 are included to demonstrate the results obtained when a different
nonlinear transducer function is used; G(y) = k(y/Ily) logly I in these two cases. Both
figures show the PST histograms of the click response of the model as a function of
intensity. Figure 47 shows these results for CF = 500 cps, and Fig. 48 for CF = 1 kc.
The results obtained by using the logarithmic nonlinearity are similar to the results
obtained by using the previously mentioned nonlinearity. The general features of the
PST histograms are in close agreement with the VIIIth-nerve data. The peaks in the
PST histogram occur at intervals of time separated by 1/CF. These peaks interleave
for the response to positive and negative clicks. The intervals of time between peaks
remain constant as a function of intensity. The intervals of time between the onset of
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the stimulus and each peak decrease slightly as the intensity of stimulation is
increased.
There are, however, at least two discrepancies between results obtained with the
model and data obtained from VIIIth-nerve fibers responding to acoustic clicks. The
first one is somewhat trivial: A careful study of the response of VIIIth-nerve fibers
to rarefaction clicks of high intensity reveals that a new peak appears early in the PST
histogram. Similarly, a new trough appears early in the PST histogram of the response
to condensation clicks of high intensity. For instance, the early peak can be clearly
seen to appear at -40 db in Fig. 40. This peak appears at an interval of time equal to
1/CF with respect to the next peak (or what was previously the first peak). This early
peak is never seen in data generated by the model. The peaks in the PST histograms
generated by the model correspond to the positive displacements of the impulse response
of the cochlear partition. Since the impulse response (Flanagan ) that we have utilized
in this model exhibits no such early peak, neither does the PST histogram of the model.
We conclude that the particular approximation to the impulse response of the cochlear
partition is probably responsible for the discrepancy.
There is, however, a more serious difficulty with the model. Too large a dynamic
range of intensity is required to obtain results from the model similar to those gener-
ated by VIIIth-nerve fibers. For instance, a 70-db range of intensity is required to
obtain the results shown in Fig. 41. Further data indicate that the patterns of firing of
VIIIth-nerve fibers require a range of intensity of approximately 50-70 db from thresh-
old to an intensity at which the PST histograms no longer change greatly (that is, no new
peaks appear). For the nonlinearities tested thus far, the comparable range of intensity
for the model appears to be approximately 100 db. Furthermore, additional peaks
appear at uniform intervals of intensity in this 100-db range (that is, the peaks appear
at approximately 24-db intervals in Fig. 44). A smaller range of intensities is required
to obtain a full complement of peaks for the VIIIth-nerve data.
These facts suggest that either a fundamental assumption of the model may be
invalid or the nonlinear characteristics employed are not correct. The latter alternative,
together with the results obtained thus far, suggests a class of nonlinear functions that
have a sigmoid shape. G(y) = k [( exp(-ax2 ) dx - 1/ is such a function.
In conclusion, the model predicts a number of features of the response of VIIIth-
nerve fibers to clicks. The peaks in the PST histograms appear at the proper intervals
of time. These intervals remain fixed as a function of intensity. The times of occur-
rence of these peaks interleave for positive and negative clicks and these times of
occurrence decrease slightly (less than 1/4 CF) as the intensity of click stimulation is
increased. The dynamic range of intensity required to achieve these results in the
model is larger than a comparable range for VIIIth-nerve fibers. A knowledge of the
transducer function of the sensory cells would perhaps aid in eliminating this dis-
crepancy.
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5.5 REMARKS ON THE RESPONSE OF THE MODEL NEURON TO
HIGH-FREQUENCY TONES AND TONE BURSTS
By purely heuristic reasoning, it would appear that the response of the model neuron
to a high-frequency sinusoidal stimulus approaches the response to the envelope of the
stimulus alone. Thus the response to a high-frequency continuous tone can be approxi-
mated by the response to a constant shift of the membrane potential toward the threshold
potential. Similarly, the response to a tone burst can be approximated by the response
to a rectangular pulse. These approximations appear to hold when the period of the
sinusoidal stimulus is short compared with the refractory period.
These two stimulus paradigms have been investigated in a preliminary manner.
First, the response of the model neuron to a constant shift in membrane potential was
investigated and the results were compared with the response of VIIIth-nerve fibers
stimulated with continuous high-frequency tones presented at the characteristic fre-
quency of each fiber. The histograms of interevent and interspike intervals qualitatively
resemble the histograms of the spontaneous activity for both model and fiber. For large
values of the intervals the histograms appear to follow an exponential function, and for
small values of the intervals both model and fiber show a diminution of the number of
intervals. The exponential decrement of the histogram is a function of intensity for
both model and fiber, and this trend indicates that the rate of firing increases as the
intensity of stimulation is increased.
The response of the model neuron to rectangular or "long" pulses has also been
investigated, albeit in a very preliminary manner. In this case, the "long" pulse
response is to be compared with data obtained from a fiber responding to a high-
frequency tone burst delivered at the characteristic frequency of the fiber. The PST
histograms for both model and fiber data were compared for these stimuli. Once again
there were many qualitative similarities.
There are some collaterally interesting properties of the "long" pulse response of
the neuron model. For large amplitudes of stimulation (when the height of the rectan-
gular pulse is much larger than the value of the resting threshold), the PST histograms
exhibit a damped oscillatory behavior whose period is a function of intensity of stimu-
lation. The period decreases as the intensity is increased. This response pattern is
evident both in the presence and absence of spontaneous activity. Plausible heuristic
explanations for this phenomenon are patent. This phenomenon is not evident in the
VIIIth-nerve data, perhaps because it appears at a relatively high intensity of
stimulation.
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VI. CONCLUDING REMARKS
6. 1 COMPARISON OF THE "DATA" GENERATED BY THE MODEL WITH DATA
OBTAINED FROM VIIIth-NERVE FIBERS
We have considered three experimental conditions in order to compare results pro-
duced by the model with data obtained from VIIth-nerve fibers. [We refer here to the
electrophysiological data of Kiang and his co-workers. 3 4 - 3 6 In most, but not all,
respects these data are in agreement with results obtained by other investigators.] These
conditions are: (i) spontaneous activity; (ii) responses to sinusoidal stimuli; and (iii)
responses to clicks.
Both qualitatively and quantitatively the model generates spontaneous activity that
is in substantial agreement with the data obtained from fibers. The interval histograms
of the spontaneous activity for both model and fibers can be described as exponential
functions in the limit of large intervals; for short intervals the interval histograms
exhibit a refractory effect with a smooth transition between the two regions. The model
and some fiber data show a small amount of statistical dependence between successive
interspike intervals: short intervals tend to be followed by short intervals, while suc-
cessive intervals of time between events are uncorrelated if the preceding interval is
long. The critical parameters for determining this dependence are the time course of
the refractory period and the passband of the noise. The present results obtain for a
time constant of the refractory period of approximately 1 msec and a noise passband of
from 2 kc to 5 kc. The duration of the refractory effects of neural fibers is 1 msec, or
perhaps a few milliseconds, and the value of the bandwidth of the noise used here is con-
sistent with estimates obtained by others. 19, 64
The response of the model to sinusoidal stimuli is qualitatively similar to data
obtained from VIIIth-nerve fibers. Arguments have been presented to show that the
tuning curves generated by the model approximate the tuning curves of VIIIth-nerve
fibers. The post zero-crossing histograms (histograms of the times of occurrence of
spikes after each positive-going zero crossing of the sinusoid) of the response of model
and fiber to sinusoidal stimuli appear to be similar in some rather gross respects. The
sensitivity curves generated by the model and by a population of fibers in response to
sinusoidal stimuli (delivered at the characteristic frequencies) show the same trend as
a function of frequency. For frequencies below 2 kc both model and fibers exhibit a
decrease of sensitivity. The fibers of the VIIIth-nerve exhibit a change of sensitivity
of approximately 30 db/decade of frequency. The model can exhibit a change of sensi-
tivity of approximately 20-25 db/decade in the same range of frequency. The part of
the model that represents the mechanical parts of the ear accounts for approximately
a 10-15 db/decade change in sensitivity. The remaining 10 db/decade or 15 db/decade
change in sensitivity must be due to the part of the model that represents the transducer
and neuron. We have presented arguments suggesting that the differences between the
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sensitivity curves derived from model and fiber data may be attributed to our ignorance
of the actual transducer function of the sensory cells.
We have shown that using a linear, memoryless function to represent the transducer
action of the sensory cells yields responses of the model to simulated acoustic clicks
that are at variance with the VIIIth-nerve data of Kiang, et al. For instance, the PST
histograms (histograms of the times of occurrence of spikes after the onset of a stim-
ulus) generated by the model do not show the multiple-peak structure that is evident in
the fiber data. A nonlinear transducer function can be shown to improve the agreement
between model and fiber data. For the nonlinear transducer functions tested thus far,
the form of the PST histogram in response to clicks is qualitatively quite similar to the
data obtained from fibers. These similarities include: (i) the appearance of a number
of peaks in the histograms; (ii) the intervals of time between peaks equal 1/CF; (iii) the
values of these intervals are relatively insensitive to changes of the intensity of the stim-
ulus; (iv) the times of occurrence of peaks in the response of the model to clicks of oppo-
site polarity interleave in time; and (v) the times of occurrence of these peaks relative
to the onset of the stimulus decrease (by a duration less than 1/(4 CF)) when the inten-
sity of the stimulus is increased. The intensity range required for the appearance of
successive peaks in the PST histogram is, however, larger for the model than for the
VIIIth-nerve data. We feel that this discrepancy can also be accounted for by our not
knowing the actual nonlinear transducer function of the hair cells. Furthermore, the
same form of transducer function appears capable of improving the discrepancies of the
response of model and fiber to sinusoidal as well as to click stimuli. This function
appears to be a sigmoid function.
Data generated by the model appear to approximate the fiber data for the three exper-
imental conditions that we have considered. At this stage in the research, the agree-
ment is, for the most part, qualitative, or perhaps semiquantitative, but agreement
holds for a relatively broad class of stimulus conditions and parameters. The partic-
ular model presented in this work should be considered as a first, and a very primitive,
attempt to account for the data, on the basis of a mechanistic model of the peripheral
system.
6.2 APPRAISAL OF THE MODEL AND SUGGESTIONS FOR FURTHER STUDY
This study suggests that the peripheral auditory system can be represented to a
first-order approximation by a model consisting of three functional constituents: (i) a
linear mechanical system; (ii) a nonlinear transducer; and (iii) a probabilistic threshold
device with refractory properties. Such a model appears to be consistent with much
of the known anatomy and physiology of the peripheral auditory system. In particular,
this model generates both spontaneous events and responses to stimuli that appear to
be in agreement with many of the data obtained from VIIIth-nerve fibers. As might be
expected, the parts of the model that appear to be responsible for the quantitative
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discrepancies that exist between model and fiber data correspond to the parts of the
peripheral auditory system that are least understood. More precisely, the excitation
process involving the hair cell-neuron junction is not understood precisely. We propose
to extend our studies of models of the excitation process. For instance, we are con-
sidering a model that attributes the probabilistic mechanism in the peripheral system
to "synaptic noise," rather than to noise in the membrane potential of the fiber as we
have assumed in the model presented here.
The results obtained from the model have suggested some novel ways to analyze the
spike activity generated by nerve fibers. The Dn criterion, discussed in section 5. 3,
is a measure of the amount of time-locked spike activity present in a record of data.
This measure is somewhat independent of the spontaneous rate of firing. A "threshold
of firing" to a stimulus can be defined by using the Dn measure, and the significant vari-
ations of Dn from its mean value can be computed.
Another method of analysis of the spike activity of VIIth-nerve fibers has suggested
itself as a result of working with the model. The interaction between the refractory
effects of the model neuron and the nonlinearities in the system (both those included in
the transducer model and those in the model neuron) have led to many conceptual diffi-
culties in this study. Both the refractory effects and the nonlinearities affect the pattern
of firing of the model in response to stimuli. The separation of the effects of these two
components on the response of the model to stimuli would simplify the study of the model.
One procedure for eliminating the refractory effects and studying only the effects of the
rest of the system is to consider only those events (in the model) or spikes (generated
by a fiber) that are preceded by long intervals of time during which no firing occurs.
For instance, a PST histogram of the response to acoustic clicks could be generated by
counting only those firings that are preceded by intervals of time equivalent to the time
needed for a fiber to recover completely from the last firing. Such modified PST histo-
grams of the response of model and fiber to acoustic stimuli might, we feel, lead to
interesting insights on the nature of the excitation process.
Further extensions of this work have suggested themselves. For instance, the study
of models of transducer-neuron junctions and models of the initiation of action potentials
in simple peripheral structures are of rather general interest. There are clearly anal-
ogous anatomical structures in many of the sensory modalities, as well as analogous
physiological functions. We have not yet explicitly explored the relevance of this work
to other physiological systems.
6.3 NOTE ON MODELS AND DIGITAL-COMPUTER SIMULATIONS
The research discussed here is patterned after a style of scientific investigation
that we would like to describe more explicitly. First, we believe that precise answers
to scientific questions can be obtained only when the questions themselves are precise.
Furthermore, we find it desirable to phrase these questions in some context. We think
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of this context as a formal or a conceptual structure: The word "model" is now in vogue
to describe such a structure.
With the advent of the general-purpose digital computer, it has become possible to
investigate models that do not necessarily lend themselves to more formal and analytic
treatments. A much richer class of conceptual structures can thus be studied, at the
cost, of course, of the elegance and economy that the formal models afford. This has
particular importance in neurophysiology because few problems in this area have been
reduced to an analytically manipulative form.
It is unfortunately true that many of the contemporary digital machines are taxed by
even relatively simple models of relatively simple parts of the nervous system (such
as the model of the peripheral auditory system presented here). Primarily, this is a
consequence both of the design of these machines and the uses to which they have been
put. Many of the large, general-purpose machines have been designed for business or
military use, and this has made them somewhat unsuitable as research tools. Access
to these machines has been limited largely to computer operators using punched cards.
This study has been made practical because of the existence of the TX-2 computer.
This machine was designed and is administered as a research tool. Relatively large
periods of time (hours instead of minutes) have been made available to individual inves-
tigators. An investigator can thus operate the machine in much the same manner as he
might perform an experiment in the laboratory. Computations can be modified on the
basis of results obtained. Also, the TX-2 computer has a flexible-order code, high-
speed memories and a rich selection of input-output devices. We hopefully expect that
bigger and better "scientific" machines will be built to serve the needs of the biological
investigator.
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APPENDIX A
A Discussion of the Distribution of Spontaneous Events
Deriving the distribution of intervals between events generated by the model (for the
spontaneous-event case) is equivalent to deriving the distribution of axis crossings of a
Gaussian process, for which the axis is not constant but is a function of time. The axis-
crossing problem has not been solved in general, although considerable attention has
been directed to this problem.
The distribution of intervals between spontaneous events generated by the model for
a white noise process is discussed here. Consider the set of events {Ek} occurring at
times k(At), where k is an integer. The event Ek is defined as occurring at k if the
noise exceeds the threshold, nk > rk. The noise has a Gaussian distribution with
E[nk] = 0
and
O f if j k
0-er if j =k
The value of the threshold rk is determined by the time of occurrence of the last
event. If the previous event occurred at j, then the threshold is a function only of the
time elapsed since the last event, rk = ak- j. The probability of the occurrence of an
event at k+j, given that an event occurred at time k, is
(Pk+j)k = Pr [nk+1< rk+1l nk+Z< rk+ 2 ... nk+j- 1 < rk+j_-1 nk+j > rk+j/nk > rk].
An event occurred at k and the noise is assumed to be stationary; therefore
(Pk+j)k = pj = [n l < a ln 2< a 2 .. nj_ l < a j l , n j a j/n > ai]
The noise process is white; therefore
P; = P(nl) dn 1 p(n2) dn 2 ... J- p(nj_l) dnj_ 1 p(nj) dnj.00 -00 00 .
The nk are identically distributed; therefore
pi k=1 [s d][S d]
j-1
Pi k= Il (ak/')[11-@(aj/°)],k=1
where
() = (/ e-(y2 /2) dy
-d
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j-1
Pj = -j (aj/)[1-.(a j/o)] I [(ak/r)/(aj/r)].
k=1
Assume lim a = a and a > a 2 > .. > a > a. Therefore lim (aj/r) = q (a con-j--o JIJ j-oo
stant).
Then for large j
j-1
p = qj-l(-q) I [b(ak/r)/(a /0dj ~ ~ k=l j
and
j-1
I1 [' (ak/r)/~ (a ./o)]
k=l
is a typical term of a monotone bounded sequence, and therefore the sequence converges
to a limit as j - oo. Therefore,
pj qj-(l-q); j 
and the distribution of intervals between events approaches the geometric distribution
(exponential) in the limit of large intervals.
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APPENDIX B
Derivation of Statistics of D2
n
Consider a histogram with i elements in the it h bin, i = 1, ... , n, and a total num-
n
ber of elements equal to 2 ,li = N. Define the counting random variable,
i=l
I.. = if the jth element goes into the it h bin
i= o otherwise
Consider the case in which the probability that the jth element goes into the it h bin
is independent of j and i, and equals p = /n. Then the number of elements in the ith
bin is given by the Bernoulli distribution. The mean and variance of i are then given
by
E[rIi] = Np = N(1/n)
var[ii] = Np(1-p) = (N/n)(1-1/n),
or they can be derived by means of the counting random variables as follows:
N
i E Xij
j=l
E[i] = E x i = E[xij]
j= j=l
but E[xij ] = 1 p + 0 · (l-p) = p; therefore, E[ti ] = Np = N/n. Similarly,
=1
but the xij are a set of independent random variables. Therefore,
N
var[il] = var[xij]
j=l
var[xij] = E[x j] - E [xij]
E[x2j] = 12 p + 02 . (l-p) = p
var[xij] = p - p2 = p(l-p)
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var[i] = Np(1-p) = (N/n)(1-1/n).
Define
n
D2 = (/n) (i-E[,li] )
i=l
E[D2 ] = E (l/n) (ti-E[i])1
i=l
n
= (l/n) E[(,i-E[qi])Z ]
i=1
n
= (l/n)
i=l
var[i] = var[i]
= (N/n)(1-1/n)
var[D2 ] = E[(D 2 )2 ] - E 2 [D 2 ]
n n
E[(D2 )2 ] = (1/nZ) E[(,ni-E[ni])(k k
i=l k=1
Expansion of the term in the brackets yields terms such as E[in2k]. By using the
counting random variables, this term can be expanded:
N
E[ ink ] = E[xijxipxkkxkm] '
j,p,Q,m
There are several cases to be considered in order to evaluate this sum.
Case 1. All terms different j p fi m
E[xijipxkxkm] = E[Xij] E[Xip] E[xke] E[Xkm]
4p
There are (N)(N-1)(N-2)(N-3)
Case 2. All terms equal j = p = I = m
E[xjxipxkxkm] = E[ijxkj]
There are N such terms.
Case 3. Only one pair of equal terms
(a) Pair corresponds to same
= (N!)/(N-4)! such terms.
if i k
if i = k
bin, that is, j = p, I * m, j I m
80
E[xijipXkxkm] = E[x2 xxkm]ijxkf Xkm
= E[xj] E[Xkj] E[Xkm ]
3
=p
There are (N)(N-1)(N-2) = (N!)/(N-3)! such terms and two ways to pick
the equal pair.
(b) Pair corresponds to different bins, that is, j = 2 * p * m
E[xijipxkfXkm] = E[xijxkj] E[xip] E[Xkm]
if i k
;p3 if i = k
There are (N)(N-1)(N-2) = (N!)/(N-3)! such terms and four ways to pick
the equal pair.
The other cases can be dealt with in similar fashion.
Case 4. Two pairs of two equal terms
Case 5. Three equal terms
The other terms in the equation for E[(D2 )2 ] can be similarly expanded. When all
of these terms are expanded and the results collected, the variance reduces to
var[D 2 ] -31)
n
= (N- 1) E[D ]
[D2] 2(N-1) E[D2 ]
n[DE]
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APPENDIX C
A Description of the Computer Programs
When a choice was necessary, the computer programs for this investigation were
written to achieve greater flexibility of the programs, rather than to decrease the time
required to run them. The programs are flexible in two different senses. First, there
is a great deal of program control available to the operator of the machine. This control
includes typewriter control of the parameters of the computation, toggle-switch control
of various options in the computation, toggle-switch control of the initiation of a series
of runs to be done automatically, push-button control of various displays of the com-
putations that can be shown while the computation proceeds, and so forth. Second, it
is relatively simple to make program modifications that accommodate, rather gross
changes in the model. Thus a wide variety of models of the peripheral auditory system
can be studied with relatively minor changes of program. Flexibility is an essential
feature in the kind of research presented here. It is important for the research worker
to interact with the machine directly, since the problems do not remain static but change
as the system under investigation is further explored.
The TX-2 computer was chosen for this project for a number of reasons. Foremost
among them is the philosophy of its design and administration. It has been regarded
primarily as a research tool rather than as an overgrown calculating device. As such,
it incorporates a highly flexible order code, a multiplicity of easily manipulative input
and output devices, together with a large high-speed memory. Furthermore, computer
time has been made available for large enough intervals of time to make on-line concept
formation possible.
No discussion of computer programs can be complete without a presentation of a
logical flow diagram of the programs. Figure 49 is such a diagram. The programs
are divided into four major functional blocks: (1) main sequence, (2) miscellaneous input
and output sequence, (3) display sequence, and (4) subroutine for handling numerical
and alphabetical characters. The main sequence controls all of the computation asso-
ciated with generating the required data. The miscellaneous input and output sequence
can be used to select the desired display mode (without essentially interrupting the com-
putation), or to stop the computation at any desired time. The display sequence is con-
trolled by the miscellaneous input and output sequence and can be used to display a
number of the results of the computation. The subroutine for handling characters (writ-
ten by Lt. C. E. Molnar) is used in a variety of ways whenever alphabetical, numerical
or other characters are to be manipulated by the machine. For instance, this subroutine
can be used to display characters on the oscilloscope display tube in order to provide a
title for the particular computation that is to be displayed. Examples of the use of this
subroutine were shown in many of the figures in Section V. This subroutine is also uti-
lized by a program that sets the parameters of the computation according to the keys
struck on a keyboard. All of these sequences can be run virtually concurrently in the
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Fig. 49. Logical flow diagram of the computer programs. L1, L2, ... , L9
is a set of lights and push buttons. The lights and push buttons are
independent. The lights can be used as indicators from the machine
to the operator, and the push buttons can be used as indicators from
the operator to the machine. The "Moving Window" display program
(written by Lt. C. E. Molnar) is used to view the contents of memory
of the machine. (Figure 24 shows six pictures of data generated by
the machine as displayed on the oscilloscope display tube with the
Moving Window program used.)
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machine. That is, the computations can be viewed and/or the results printed as they
are produced. This is achieved in the TX-2 computer by the existence of interleaved
programs. The control of the interleaving is performed almost automatically by the
machine.
When the main sequence is actuated, control can be transferred to a program that
has three uses: (i) to set the parameters of the computation (parameters are set
according to keys struck on the keyboard); (ii) to read stimuli into the memory through
a photoelectric tape reader; and (iii) to add any desired titles associated with the run
or set of runs. In the next step an area of the memory that is used to hold the results
of the computation is cleared and the locations of tables holding the results of the com-
putation (such as histograms, mean firing rates, other statistics, etc.) are defined. Next,
a specified nonlinear function of the stimulus (displacement of the basilar membrane)
can be computed. The stimulus (which is a table of numbers stored in the memory) is
then lowpass-filtered. Several different nonlinear functions have been used and the pro-
gram has been written so that these different nonlinear functions can be selected by
toggle switches.
The program then computes the number of buffers needed to compute the number of
data points called for by the operator. Several distinct computations are performed on
each buffer of data. First, the buffer is cleared; then filtered Gaussian noise is loaded
into the buffer. (The filtered noise is obtained by sampling a noise generator, which
produces noise with a uniform distribution. Several samples of this uniform-distribution
noise are added and the sum is then filtered in two stages - a highpass stage followed
by a lowpass stage. Both of these filtering operations are accomplished by difference
equations that simulate RC filters.) When the buffer has been filled with noise, an amp-
litude histogram of the noise is compiled. The transformed and filtered stimulus is then
added to the noise. Finally, the subroutine that is used to determine the response of the
model neuron to this signal is activated. This subroutine compares the value of the sig-
nal plus noise to the value of the threshold at each point in time. The threshold value
is determined by a "table look-up" scheme and the computer determines the value of
the threshold by retaining the amount of time that has elapsed since the last event. An
event occurs when the value of the signal plus the noise exceeds the threshold value.
When an event occurs the appropriate entries are made in tables representing the PST
histogram, the interval histogram, and the two-dimensional interval histogram. The
counter, which is used to retain the value of the time elapsed since the last event, is
reset, thus effectively resetting the threshold to its maximum value. If the threshold
value is larger than the sum of signal and noise, no event occurs and the counter is
indexed; this effectively changes the value of the threshold to its new value.
When these computations are completed on one buffer, the process is continued until
the specified number of data points has been completed. At the end of these computations
various other statistics are derived. The results can then be printed (in plotted form
when desirable) on a high-speed printer. The high-speed printer has been used to obtain
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a fast permanent record of each run. An example of a typical display available on the
high-speed printer is shown in Fig. 50.
After (or while) the data for one run are being printed the next run can be started
automatically. A number of options are available. For instance, a series of runs with
varying intensity of stimulation can be automatically actuated, by using a set of toggle
switches to specify the change in signal intensity. Similarly, a series of runs for dif-
ferent spontaneous rates can be actuated, and so on.
The time required for a typical run is two or three minutes. This run generates
data equivalent to approximately one minute of similar data obtained from the physio-
logical preparation. The time required to obtain the results of a computation on the
model is thus equivalent to the time required to obtain and process the physiological
data. No particular significance is attached to this result except in a comparative sense.
Furthermore, programming changes calling for a change of speed of at least a factor
of five are envisioned at present. The bulk of the two-minute time interval is consumed
by the programs that generate the filtered noise and this time can be reduced in a num-
ber of ways. For instance, the filtered noise could be stored on digital tape and read
into the machine on command.
At present, the programs occupy approximately 5000 registers of core memory.
The bulk of this storage is required for the programs concerned with input and output
devices, including the programs used for the various displays, the programs used to
print the results on the high-speed printer, the programs used to read information into
the machine through the photoelectric tape reader, the programs used to decode infor-
mation coming into the machine through the keyboard, and the programs used to type
information on a typewriter.
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Bibliographical Note
The volume by G. von Bekesy entitled Experiments in Hearing, edited by E. G. Weaver
(New York, McGraw-Hill Book Company, 1960) is a compilation of the major publications
of von B6ksy in the field of hearing during the period from 1928 to 1958. For the
reader's convenience, some of these publications, selected for their pertinence to this
report, are listed here.
Zur Theorie des H6rens; Die Schwingungsform der Basilar-membran, Physik. Z. 29,
793- 810 (1928).
Zur Physik des Mittelohres und iiber das Hbren bei fehlerhaftem Trommelfell,Akust. Z. 1,
13-23 (1936).
Uber die Messung der Schwingungsamplitude der Geh6rkn6chelchen mittels einer
kapazitiven Sonde, Akust. Z. 6, 1-16 (1941).
iber die Elastizitat der Schneckentrennwand des Ohres, Akust. Z. 6, Z65-278 (1941);
On the elasticity of the cochlear partition, J. Acoust. Soc. Am. 20, 227-241 (1948).
Ober die Schwingungen der Schneckentrennwand beim Praparet und Ohrenmodell, Akust.
Z. 7, 173- 186 (1942); The vibration of the cochlear partition in anatomical prepara-
tions and in models of the inner ear, J. Acoust. Soc. Am. 21, 233-245 (1949).
Iber die Resonanzkurve und die Abklingzeit der verschiedenen Stellen der Schnecke-
ntrennwand, Akust. Z. 8, 66-76 (1943); On the resonance curve and the decay period
at various points on the cochlear partition, J. Acoust. Soc. Am. 21, 245-254 (1949).
Ober die mechanische Frequenzanalyse in der Schnecke verschiedener Tiere, Akust.
Z. 9, 3-11 (1944).
The variation of phase along the basilar membrane with sinusoidal vibrations, J. Acoust.
Soc. Am. 19, 452-460 (1947).
The sound pressure difference between the round and the oval windows and the artificial
window of labyrinthine fenestration, Acta Oto-laryngol. 35, 301-315 (1947).
D-C potentials and energy balance of the cochlear partition, J. Acoust. Soc. Am. 22,
576-582 (1950).
Microphonics produced by touching the cochlear partition with a vibrating electrode,
J. Acoust. Soc. Am. 23, 29-35 (1951).
D-C resting potentials inside the cochlear partition, J. Acoust. Soc. Am. 24, 72-76
(1952).
Gross localization of the place of origin of the cochlear microphonics, J. Acoust. Soc.
Am. 24, 399-409 (1952).
Direct observation of the vibrations of the cochlear partition under a microscope, Acta
Oto-laryngol. 42, 197-201 (1952).
Description of some mechanical properties of the organ of Corti, J. Acoust. Soc. Am. 25,
770-785 (1953).
Shearing microphonics produced by vibrations near the inner and outer hair cells,
J. Acoust. Soc. Am. 25, 786-790 (1953).
Paradoxical direction of wave travel along the cochlear partition, J. Acoust. Soc. Am. 27,
155- 161 (1955).
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