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SECTIONS OF THE REGULAR SIMPLEX - VOLUME
FORMULAS AND ESTIMATES
HAUKE DIRKSEN
Abstract. We state a general formula to compute the volume of the intersec-
tion of the regular n-simplex with some k-dimensional subspace. It is known
that for central hyperplanes the one through the centroid containing n − 1
vertices gives the maximal volume. We show that, for fixed small distances of
a hyperplane to the centroid, the hyperplane containing n− 1 vertices is still
volume maximizing. The proof also yields a new and short argument for the
result on central sections. With the same technique we give a partial result
for the minimal central hyperplane section. Finally, we obtain a bound for
k-dimensional sections.
1. Introduction
Given a convex body K ⊂ Rn and some subspace H, how to compute the volume
of the intersection H ∩K? How to find the maximal or minimal sections? These
questions have been considered for various convex bodies. A first example is the unit
cube intersected with central hyperplanes. Explicit formulas were already found by
Laplace. The question of the minimal and the maximal section were answered by
D. Hensley [8] resp. K. Ball [1]. Since then several other bodies and modified
questions have been considered. We mention a few examples: `p-balls [11], [10],
complex cubes [13]; also general k-dimensional sections [2] and non-central sections
[12] as well as taking other than Lebesgue measures [9] have been investigated.
Here we are interested in the regular simplex. S. Webb [16] gave a formula for
central hyperplane sections. He also proved that the maximal central section is
the one containing n − 1 vertices and the centroid. The question of the minimal
central hyperplane section is not completely solved yet. P. Filliman stated that his
methods can be used to prove that the section parallel to a face is minimal [6]. But
he gave no precise arguments. P. Brzezinski proved a lower bound which differs
from the conjectured minimal volume by a factor of approximately 1.27 [4].
In this paper we consider k-dimensional and also non-central sections. We ex-
tend S. Webb’s formula and show that, for hyperplanes for fixed small distances
from the centroid to the hyperplane, the one containing n − 1 vertices still gives
maximal volume. Concerning the minimal section we give a result that supports the
conjecture. For dimensions up to 4 we prove the conjecture. Using Brascamp-Lieb
inequality we also give a bound on the volume of k-dimensional sections. In the
final chapter we consider irregular simplices and construct an interesting example,
using an idea by Walkup [15]. It has the property that all its faces have smaller
volume than some central section. This is not true for the regular simplex and for
any simplex in dimensions up to 4.
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2 HAUKE DIRKSEN
We use the following notations. Let
S :=
{
x = (x1, . . . , xn+1) ∈ Rn+1 |
n+1∑
j=1
xj = 1, xj ≥ 0
}
.
S is the embedded regular n-Simplex with n+ 1 vertices and side length
√
2. The
Euclidean norm is denoted by ‖x‖, the standard scalar product by 〈x, y〉. The
distance of two sets is given by dist(A,B) := inf{‖a− b‖ | a ∈ A, b ∈ B}, especially
dist(x,A) := dist({x}, A). If H is a k-dimensional (affine) subspace and A ⊂ H, the
k-volume of A is the standard induced Lebesgue volume of the subspace, denoted
by volk(A). For a ∈ Rn with ‖a‖ = 1 and t ∈ R, let Hta := {x ∈ Rn | 〈a, x〉 =
t} = Ha + t · a be a translated hyperplane, especially Ha := H0a . For ‖a‖ 6= 1 the
hyperplane Ha is still well defined.
We denote two special directions.
amin :=
(√
n
n+ 1
,− 1√
n(n+ 1)
, . . . ,− 1√
n(n+ 1)
)
amax :=
(
1√
2
, 0, . . . , 0,− 1√
2
)
The volume of the corresponding sections can be computed elementary.
voln−1(Hamin ∩ S) =
√
n+ 1
(n− 1)!
(
n
n+ 1
)n− 12
&
√
n+ 1
(n− 1)!
1
e
voln−1(Hamax ∩ S) =
√
n+ 1
(n− 1)!
1√
2
(1)
The hyperplane Hamin is parallel to one of the faces of the simplex. The hyperplane
Hamax contains n− 1 vertices and the midpoint of the remaining two vertices. Due
to the symmetries of the simplex the volume is invariant under permutations of the
coordinates of a and multiplying a by −1.
Our results are stated in the following theorems. The general volume formula
that we find is
Theorem 1. Let H be a k-dimensional subspace of Rn+1 and al, l = 1, . . . , n+1−k
some orthonormal basis of H⊥. Then
volk−1(H ∩ S)
=
√
n+ 1−∑n+1−kl=1 (∑j alj)2
(k − 1)!
1
(2pi)n+1−k
∫
Rn+1−k
n+1∏
j=1
1
1 + i
(∑n+1−k
l=1 a
l
js
l
)ds.
For non-central hyperplane sections we get a result on the maximal volume.
Theorem 2. Let 0 ≤ K ≤ 1. For all a ∈ Rn+1 with ‖a‖ = 1 and ∑n+1j=1 aj = K
we have
voln−1(Ha ∩ S) ≤
√
n+ 1−K2
(n− 1)!
1√
2−K2 ,
with equality for a =
(
K
2 +
√
1
2 − K
2
4 ,
K
2 −
√
1
2 − K
2
4 , 0, . . . , 0
)
.
Concerning small central sections we prove
Theorem 3. (i) For all n ∈ N the volume of the section Hamin is locally mini-
mal, more precisely for all a ∈ Rn+1 with ‖a‖ = 1,∑n+1j=1 aj = 0 and a1 ≥ 0 ≥
a2, . . . , an+1, we have
voln−1(Ha ∩ S) ≥ voln−1(Hamin ∩ S).
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(ii) For dimensions n = 2, 3 and 4 the volume of the section Hamin is globally
minimal, i.e. for all a ∈ Rn+1 with ‖a‖ = 1,∑n+1j=1 aj = 0 we have
voln−1(Ha ∩ S) ≥ voln−1(Hamin ∩ S).
Also for k-dimensional sections we find an upper bound.
Theorem 4. Let H be a k-dimensional subspace of Rn+1 that contains the centroid
of S. Then we have
(2) volk−1 (H ∩ S) ≤
√
n+ 1
(k − 1)!
(√
k
) k
n+1
√
n+ 1
.
If additionally dist (H, ej)
2 ≤ n+1−kn+2−k for all j = 1, . . . , n+ 1, then
(3) volk−1 (H ∩ S) ≤
√
n+ 1
(k − 1)!
1√
n+ 2− k
holds. In this case the estimate is sharp.
We conclude the paper with a new proof of a result on irregular simplices.
Theorem 5. For odd dimension n ≥ 5 there exist irregular simplices whose largest
hyperplane section is not one of its faces.
2. Volume formula
2.1. General formula. Instead of considering the simplex S we first look at
S¯ := conv{S, 0}, a right-angled (n+1)-simplex. This is a proper (n+1)-dimensional
body in Rn+1. The intersection H ∩ S¯ is a pyramid with base H ∩ S and with its
top in the origin. Knowing the volume of the intersection H¯ ∩ S we can find
the volume of H ∩ S by the formula for the volume of a pyramid. We start
with the height of the pyramid H ∩ S¯ which is given by dist(0, H ∩ S˜), where
S˜ := {x ∈ Rn+1 |∑n+1j=1 xj = 1}.
H ∩ S
H
e3
e2
e1
Figure 1. The embedded 2-simplex
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Lemma 2.1. Let H be a k-dimensional subspace of Rn+1 and al, l = 1, . . . , n+1−k
some orthonormal basis of H⊥. Then
dist(H ∩ S˜, 0) = 1√
n+ 1−∑n+1−kl=1 (∑n+1j=1 alj)2 .
Proof. We minimize ‖x‖ under the constraints 〈x, al〉 = 0 for all l = 1, . . . , n+1−k,
and
∑n+1
j=1 xj = 1. Define the Lagrange function
Λ(x, λ, µ) :=
n+1∑
j=1
x2j + λ
( n+1∑
j=1
xj − 1
)
+
n+1−k∑
l=1
µl
( n+1∑
j=1
aljxj
)
.
For the derivative with respect to xJ we find
∂Λ
∂xJ
= 2xJ +λ+
∑n+1−k
l=1 µ
lalJ , so for
a critical vector x we have
(4) 0 = 2xJ + λ+
n+1−k∑
l=1
µlalJ .
Summing (4) over J and using
∑n+1
j=1 xj = 1 leads to
(5) 0 = 2 + (n+ 1)λ+
n+1−k∑
l=1
µl
n+1∑
J=1
alJ .
Multiplying (4) with xJ and then summing over J gives
(6) 0 = 2
n+1∑
J=1
x2J + λ.
Multiplying (4) with aLJ for a fixed L and then summing over J we find
(7) 0 = λ
n+1∑
J=1
aLJ +
n+1−k∑
l=1
µl
n+1∑
J=1
alJa
L
J = λ
n+1∑
J=1
aLJ + µ
L.
This implies that
n+1∑
J=1
x2J =
1
n+ 1−∑n+1−kL=1 (∑n+1J=1 aLJ)2
is a necessary condition for an extremum. Obviously this critical condition gives a
minimum. The claim follows taking the square root. 
We compute the volume of H¯ ∩ S following an approach by M. Meyer and A.
Pajor. They derived a formula for sections of the `1-ball [11]. The (n+ 1)-simplex
S¯ corresponds to one orthant of the `1-ball. The formulas look similar. Note that
the `1-ball is origin-symmetric, whereas the simplex S¯ is not. Meyer’s and Pajor’s
proof has to be modified slightly since their lemma requires symmetry of the body.
Lemma 2.2. Let H be a k−dimensional subspace of Rn+1. Then
volk(H ∩ S¯) = 1
k!
∫
H∩Rn+1≥0
exp
(
−
n+1∑
j=1
xj
)
dx.
Proof. Let H be defined by some orthonormal basis of H⊥, say a1, . . . , an+1−k. Let
K ⊂ H. For  ≥ 0 we define
(8) K() :=
{
x+
n+1−k∑
l=1
tlal | x ∈ K, tl ∈ [−, ]
}
.
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The set K() and therefore the computations below depend on the choice of the
orthonormal basis. But finally we consider limits for → 0. These are independent
of the choice of a1, . . . , an+1−k.
The k-volume of K is given by lim→0 1(2)n+1−k voln+1 (K()). For c > 0 we have
(9) voln+1(K(c)) = c
n+1−k voln+1(K()).
We consider the following integral with respect to the Lebesgue measure on
Rn+1:
g() :=
1
(2)n+1−k
∫
H()∩Rn+1≥0
exp
(
−
n+1∑
j=1
xj
)
dx.
Then by integration on the level sets of
∑n+1
j=1 xj resp. by Fubini’s theorem we find
g() =
1
(2)n+1−k
∫
H()∩Rn+1≥0
∫ ∞
∑n+1
j=1 xj
exp (−t) dt dx
=
1
(2)n+1−k
∫ ∞
0
voln
({
x ∈ Rn+1≥0 | x ∈ H(),
n+1∑
j=1
xj = s
}) ∞∫
s
exp (−t) dt ds
=
1
(2)n+1−k
∫ ∞
0
voln+1
({
x ∈ Rn+1≥0 | x ∈ H(),
n+1∑
j=1
xj ≤ t
})
exp (−t) dt.
Furthermore we have{
x ∈ Rn+1≥0 | x ∈ H(),
n+1∑
j=1
xj ≤ t
}
=
{
t · x ∈ Rn+1≥0 | x ∈ H
(
t
)
,
n+1∑
j=1
xj ≤ 1
}
.
By homogeneity of voln+1 we get
g()
=
1
(2)n+1−k
∫ ∞
0
tn+1 voln+1
({
x ∈ Rn+1≥0 | x ∈ H
(
t
)
,
n+1∑
j=1
xj ≤ 1
})
exp (−t) dt.
Since
{
x ∈ Rn+1≥0 | x ∈ H
(

t
)
,
∑n+1
j=1 xj ≤ 1
}
⊂ {x ∈ Rn+1 | x ∈ (H ∩ S¯) ( t)} and
by (9) we have
g() ≤ 1
(2)n+1−k
∫ ∞
0
tk voln+1
({
x ∈ Rn+1 | x ∈ (H ∩ S¯) ()}) exp (−t) dt
=
1
(2)n+1−k
voln+1
({
x ∈ Rn+1≥0 | x ∈ (H ∩ S¯) ()
})
Γ (1 + k)
For → 0 this tends to Γ(1 + k) volk(H ∩ S¯).
For δ ≥ 0 let Mδ be the subset of H∩S¯ such that Mδ(δ) ⊂ S¯. Since the following
inclusion holds
M 
t
(
t
)
⊂
{
x ∈ Rn+1≥0 | x ∈ H
(
t
)
,
n+1∑
j=1
xj ≤ 1
}
,
we get by (9):
g() ≥ 1
(2)n+1−k
∫ ∞
0
tk voln+1
(
M 
t
()
)
exp (−t) dt.
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Note that lim→0 1(2)n+1−k voln+1
(
M 
t
()
)
= volk(M0) = volk(H∩S¯). So for → 0
we have
1
(2)n+1−k
∫ ∞
0
tk voln+1
(
M 
t
()
)
exp (−t) dt −→ Γ(1 + k) volk(H ∩ S¯),
since we may interchange the limit and the integral due to dominated convergence.
Therefore
lim
→0
g() = Γ(1 + k) volk(H ∩ S¯). 
To get an explicit formula it is classical to use the Fourier transformation and
the Fourier Inversion Theorem, e.g. [1], [13].
Lemma 2.3. Let H be a k-dimensional subspace of Rn+1 and al, l = 1, . . . , n+1−k
some orthonormal basis of H⊥. Then∫
H∩Rn+1≥0
exp
(
−
n+1∑
j=1
xj
)
dx =
1
(2pi)n+1−k
∫
Rn+1−k
n+1∏
j=1
1
1 + i
(∑n+1−k
l=1 a
l
js
l
)ds.
Proof. First rewrite the integral∫
H∩Rn+1≥0
exp
(
−
n+1∑
j=1
xj
)
dx =
∫
∀l,j: 〈x,al〉=0, xj≥0
exp
(
−
n+1∑
j=1
xj
)
dx
and define a map F : Rn+1−k → R by
t = (t1, . . . , tn+1−k) 7→
∫
∀l,j: 〈x,al〉=tl, xj≥0
exp
(
−
n+1∑
j=1
xj
)
dx.
This function is integrable, since
∫
Rn+1−k F (t)dt =
∫
Rn+1≥0
exp
(
−∑n+1j=1 xj)dx = 1.
We apply the Fourier transform:
(2pi)
n+1−k
2 Fˆ (τ)
=
∫
Rn+1−k
F (t) exp
(
− i 〈t, τ〉
)
dt
=
∫
Rn+1−k
∫
∀l,j: 〈x,al〉=tl, xj≥0
exp
(
−
n+1∑
j=1
xj
)
dx
 exp(− i n+1−k∑
l=1
〈
x, al
〉
τ l
)
dt
=
∫
Rn+1≥0
exp
(
−
n+1∑
j=1
xj
)
exp
(
− i
n+1∑
j=1
( n+1−k∑
l=1
aljτ
l
)
xj
)
dx
=
∫
Rn+1≥0
exp
(
−
n+1∑
j=1
(
1 + i
n+1−k∑
l=1
aljτ
l
)
xj
)
dx
=
n+1∏
j=1
1
1 + i
(∑n+1−k
l=1 a
l
jτ
l
) .
This function is continuous and integrable. By the Fourier inversion formula we get
F (0) =
1
(2pi)(n+1−k)/2
∫
Rn+1−k
Fˆ (τ)dτ
=
1
(2pi)n+1−k
∫
Rn+1−k
n+1∏
j=1
1
1 + i
(∑n+1−k
l=1 a
l
js
l
)ds. 
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Now we put together Lemmas 2.1, 2.2 and 2.3 and use the formula for the k-
volume of a pyramid
volk
(
H ∩ S¯) = 1
k
dist(H ∩ S˜, 0) volk−1(H ∩ S)
to obtain the formula from Theorem 1.
2.2. Formula for Hyperplane sections. For hyperplane sections this formula
can be evaluated further by using the residue theorem. S. Webb did this for central
sections and this method also works for general sections. Note that the restriction
on a is not an essential one, since the function a 7→ voln−1(Ha ∩ S) is continuous.
Corollary 2.4. Let a ∈ Rn+1 with ‖a‖ = 1 such that all aj > 0 are pairwise
distinct and there is at least one aj > 0 and one aj < 0. Then we have
voln−1(Ha ∩ S) =
√
n+ 1− (∑n+1j=1 aj)2
(n− 1)!
∑
aj>0
1
aj
∏
k 6=j
aj
aj − ak .
S. Webb’s formula required
∑n+1
j=1 aj = 0. In this case the centroid of S lies in
the hyperplane. A different way of representing non-central sections is translating
central sections. So for suitable a ∈ Rn+1, t ∈ R with ∑n+1j=1 aj = 0 and b ∈ Rn+1
we have
Hta ∩ S = Hb ∩ S.
The two representations can be converted into each other:
Given a = (a1, . . . , an+1) with ‖a‖ = 1,
∑n+1
j=1 aj = 0 and t ∈ R set
bj :=
aj − t√
1 + (n+ 1)t2
for j = 1, . . . , n + 1. Then b has norm 1. Let x ∈ S. Then 〈x, a〉 = t is equivalent
to
√
1 + (n+ 1)t2 〈x, b〉 = ∑n+1j=1 (ajxj − txj) = 〈a, x〉 − t∑n+1j=1 xj = 0. So
Hta ∩ S = Hb ∩ S.
On the other hand, given b = (b1, . . . , bn+1) with ‖b‖ = 1 set
aj =
√
n+ 1
n+ 1− (∑n+1j=1 bj)2 · bj −
∑n+1
j=1 bj√
(n+ 1)(n+ 1−
(∑n+1
j=1 bj)
2
) and
t = −
∑n+1
j=1 bj√
(n+ 1)
(
n+ 1− (∑n+1j=1 bj)2)
(10)
for j = 1, . . . , n + 1. Then a has norm 1 and
∑n+1
j=1 aj = 0. For x ∈ S we have
〈x, a〉−t = ∑n+1j=1 xj(aj−t) = √ n+1n+1−(∑n+1j=1 bj)2 ∑n+1j=1 xjbj . Therefore the condition
〈x, b〉 = 0 is equivalent to 〈x, a〉 = t. So we have
Hb ∩ S = Hta ∩ S.
Due to (10) we also know
(11) dist(c,Hb ∩ S) =
∣∣∣∑n+1j=1 bj∣∣∣√
(n+ 1)
(
n+ 1− (∑n+1j=1 bj)2) .
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3. Estimates for hyperplane sections
We investigate the volume of a hyperplane section with fixed distance to the
centroid. For a normal vector a set K :=
∑n+1
j=1 aj . Due to (11), fixed distance
means K is fixed. We may assume K ≥ 0, since a and −a determine the same
hyperplane. By continuity of a 7→ voln−1(Ha ∩ S) we may assume that all aj 6= 0.
Furthermore we assume that a = (a1, . . . , aP , aP+1, . . . , an+1) with aj > 0 for
j = 1, . . . , P and aj < 0 for j = P + 1, . . . , n+ 1. This does not change the volume,
since permutations of the coordinates correspond to the symmetries of the simplex.
According to Corollary 2.4 we have to estimate
F (a) :=
P∑
j=1
1
aj
n+1∏
k=1,k 6=j
1
1− akaj
as long as all positive aj are pairwise distinct. The estimates rely on the following
inequalities, valid for N ∈ N and x1, . . . , xN > 0. These inequalities are Bernoulli’s
inequality resp. of the Arithmetic-Geometric-Mean inequality: For all N ∈ N and
x1, . . . , xN > 0 we have
(12) 1 +
N∑
j=1
xj ≤
N∏
j=1
(1 + xj) ≤
(
1 +
∑N
j=1 xj
N
)N
.
The idea for our estimates is to modify a given vector a such that the sum of
the coordinates, their square sum and their signs do not change. Preserving the
sign geometrically means the polytopal structure of the section is preserved (see
subsection 3.3 below). Preserving the sum of the coordinates means preserving the
distance of the hyperplane to the centroid.
3.1. Maximal non-central sections.
Proposition 3.1. Let 0 ≤ K ≤ 1, a ∈ Rn+1 with ‖a‖ = 1 and ∑n+1j=1 aj = K.
Then we have
F (a) ≤ 1√
2−K2 ,
with equality for a = (K2 +
√
1
2 − K
2
4 , 0, . . . , 0,
K
2 −
√
1
2 − K
2
4 , 0, . . . , 0).
Proof. For a given a we define
a˜ :=
(
γa1, . . . , γaP , β
∑
j>p
aj , 0, . . .
)
,
with γ ≥ 0 and β ≥ 0 such that ‖a˜‖ = 1 and ∑n+1j=1 a˜j = ∑n+1j=1 aj . Then we have
γ
∑
j≤P
aj + β
∑
j>P
aj =
n+1∑
j=1
aj ,(13)
γ2
∑
j≤P
a2j + β
2
(∑
j>P
aj
)2
= 1.(14)
We show that β and γ in [0, 1] with these properties exist:
Equation (13) describes a line βg(γ) in the (γ, β)-plane with positive slope, and
values βg(0) =
∑n+1
j=1 aj∑
j>P aj
≤ 0 and βg(1) = 1, since
∑n+1
j=1 aj ≥ 0. Equation
(14) describes an ellipse. Solving this for the positive part of the ellipse, we get
βe(0) =
√
1
(
∑
j>P aj)
2 > 0 and βe(1) =
√
1−∑j≤p a2j
(
∑
j>p aj)
2 =
√ ∑
j>P a
2
j
(
∑
j>p aj)
2 ≤ 1. Therefore
βg(0) ≤ 0 ≤ βe(0) and βg(1) = 1 ≥ βe(1). The two functions βg(·) and βe(·) are
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continuous on R≥0. Due to the intermediate value theorem they intersect, so there
are β, γ ∈ [0, 1] with the desired properties.
We compare F (a˜) and F (a) and find
F (a˜) =
P∑
j=1
1
γaj
 P∏
k=1,k 6=j
1
1− γakγaj
 1
1− β
∑
l>P al
γaj
=
P∑
j=1
1
aj
 P∏
k=1,k 6=j
1
1− akaj
 1
γ − β
∑
l>P al
aj
≥
P∑
j=1
1
aj
 P∏
k=1,k 6=j
1
1− akaj
 ∏
l>P
1
1− alaj
= F (a).
The last inequality is due to the left-hand side of (12), i.e. Bernoulli’s inequality,
and the fact that β, γ ∈ [0, 1]. More precisely, for all j = 1 . . . P , we have
γ − β
∑
l>P al
aj
≤ 1 +
∑
l>P
|al|
aj
≤
∏
l>P
(
1 +
|al|
aj
)
=
∏
l>P
(
1− al
aj
)
.
We do the same trick for j = P + 1, . . . , n+ 1. So consider a vector of the form
a = (a1, . . . , aP , 0, . . . , 0, an+1), with aj > 0 for j = 1, . . . , P and an+1 < 0. We
define
a˜ :=
(
γ
P∑
j=1
aj , 0, . . . , 0, βan+1
)
such that ‖a˜‖ = 1 and ∑n+1j=1 a˜j = ∑n+1j=1 aj . With a similar argument as in the
first step, additionally using
∑n+1
j=1 aj ≤ 1, we find that β, γ ∈ [0, 1] exist.
We compare F (−a) and F (−a˜). Note that the function F now only has one
summand. The estimates are analog to the first step. So F attains its maximum at
a vector of the form a = (a1, 0, . . . , 0, aP+1, 0, . . . , 0). Using ‖a‖ = 1 and
∑n+1
j=1 aj =
K, we conclude that
a1 =
K
2
+
√
1
2
− K
2
4
, aP+1 =
K
2
−
√
1
2
− K
2
4
and F (a) = 1√
2−K2 . 
Using Proposition 3.1 we immediately determine the maximal section for a fixed
distance close to the centroid. Close means precisely that the distance between the
hyperplane and the centroid is at most the distance from a face to the centroid.
This maximal section contains n− 1 of the vertices of the simplex.
Remark 3.2. This includes the previous result of S. Webb. If we are only interested
in central section, i.e. K = 0, we do not have to introduce β and γ and the proof
of the lemma is just by Bernoulli’s inequality. Therefore we gave a different and
shorter proof for Webb’s result on maximal central sections.
3.2. Small central sections. A similar Lemma can be obtained for an estimate
in the converse direction. Instead of concentrating the coordinates we balance
them. This estimate is weaker since we can only balance the negative half of
the coordinates of a, whereas we could concentrate the positive and the negative
coordinates in the above lemma.
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Proposition 3.3. Let 0 ≤ K, a ∈ Rn+1 with ‖a‖ = 1 and ∑n+1j=1 aj = K. Then
we have
F (a) ≥ F (a˜)
where a˜ =
(
γa1, . . . , γaP , β
∑n+1
j=P+1 aj
N , . . . , β
∑n+1
j=P+1 aj
N
)
, with γ, β such that ‖a˜‖ = 1,∑n+1
j=1 a˜j = K and N := n+ 1− P .
Proof. As in the last lemma we modify the vector a to obtain an estimate for F .
This time we choose β, γ ≥ 1 such that for
a˜ =
(
γa1, . . . , γaP , β
∑n+1
j=P+1 aj
N
, . . . , β
∑N
j=P+1 aj
N
)
the equations
γ
∑
j≤P
aj + β
∑
j>P
aj =
n+1∑
j=1
aj ,(15)
γ2
∑
j≤P
a2j + β
2
(∑
j>P aj
)2
N
= 1(16)
hold. Equation (15) is the same as (13) from the previous proof with the same
implications βg(0) ≤ 0 and βg(1) = 1. Note that the slope of βg(·) is larger than 1.
Equation (16) again defines an ellipse. With βe(γ) =
√
N
√
1−γ2∑j≤P a2j
(
∑
j>P aj)
2 we find
that βe(1) =
√
N
√ ∑
j>p a
2
j
(
∑
j>P aj)
2 ≥ 1. Furthermore βe(γ) = 0 for γ = 1√∑
j≤P a
2
j
≥ 1.
By the intermediate value theorem, there are β ≥ 1 and γ ≥ 1 with (15) and
(16). Since the slope of the line defined by (15) is greater than 1, also β ≥ γ.
We compare F (a) and F (a˜) and obtain
F (a˜) =
P∑
j=1
1
γaj
P∏
k=1,k 6=j
1
1− akaj
n+1∏
k=P+1
1
1− β
∑
l>P al
γNaj
≤
P∑
j=1
1
aj
P∏
k=1,k 6=j
1
1− akaj
(
1
1− β
∑
l>P al
γNaj
)N
.
Now we use βγ ≥ 1 and the right inequality of (12), which is the AGM inequality:(
1− β
∑
l>P al
γNaj
)N
=
(
1 +
β
γ
∑
l>P |al|
Naj
)N
≥
∏
l>P
(
1 +
|al|
aj
)
=
∏
l>P
(
1− al
aj
)
Finally, we find that
F (a˜) ≤
P∑
j=1
1
aj
P∏
k=1,k 6=j
1
1− akaj
n+1∏
l=P+1
1
1− alaj
= F (a). 
Remark 3.4. One might conjecture that the minimum of F (a) without changing
the signs of aj is attained in a vector of the form a˜ = (ξ, . . . , ξ, η, . . . , η), for some
ξ ≥ 0, η < 0. But for a vector of this form the formula from Corollary 2.4 and the
estimates from the previous lemma do not work anymore. The example in Lemma
3.6 shows that this conjecture is even false for higher dimensions.
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From Proposition 3.3 we get the local result, i.e. Theorem 3 (i). This also
immediately shows that amin is a global minimum for n = 2. If we find all the local
minima, in the sense of a fixed distribution of signs for the vector a, we can prove
the global result. For dimension n = 2, 3, 4 we derive a different formula in the next
section, which allows us to compute the remaining local minima.
3.3. Minimal central sections for small dimension. We take a closer look at
the geometric structure of Ha ∩ S. For general a we cannot say too much about
Ha∩S. The section is some polytope without obvious regularity. But if we assume
a to have the form a = (a1, . . . , aP , β, . . . , β) for some β < 0, as in Proposition 3.3,
then we have some regularity and we get an additional volume formula. At least
for small dimensions this leads to a solution of the minimal section problem.
Let a = (a1, . . . , aP , aP+1, . . . , an+1) with a1, . . . , aP > 0 and aP+1, . . . , an+1 <
0. P is the number of positive coordinates, N := n+1−P is the number of negative
coordinates. The points vij with i ∈ {1, . . . , P} and j ∈ {P + 1, . . . , n+ 1} are the
intersection points of Ha ∩ S with the edges [ei, ej ] of the simplex S. They are of
the form
vij =
(
0, . . . , 0,
−aj
ai − aj , 0, . . . , 0,
ai
ai − aj , 0, . . . , 0
)
,
where the i-th and the j-th coordinate are non-zero. The section polytope Ha ∩ S
is the convex hull of these P ·N points vij . Let us further decompose the section
polytope Ha ∩ S. It is the convex hull of polytopes of the form
Ki := conv{vij , j = P + 1, . . . , n+ 1}
for i = 1, . . . , P .
e2
e4e3
e1
v24
v14v13
v23 K2
K1
h12
Figure 2. Ha ∩ S for
the case n = 3, P = 2
v14
v15
v25v23
v13
v24
K1
K2
h12
Figure 3. Ha ∩ S for
the case n = 4, P = 2
Now let aP+1 = · · · = an+1 = β and β < 0, see Figures 2 and 3. In this case
the Ki are regular simplices with N vertices and side length li :=
√
2 aiai−β , since
for fixed i and for all j, j˜ ∈ {P + 1, . . . , n+ 1} we have∥∥∥vij − vij˜∥∥∥ = li.
The (N − 1)-volume of these simplices is
volN−1(Ki) =
√
N
(N − 1)!
(
ai
ai − β
)N−1
.
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Two simplices Ki,Ki˜ lie in parallel subspaces, since their edges [vij , vijˆ ] and [vi˜j , vi˜jˆ ]
are parallel. The distance of Ki and Ki˜ is given by the distance of their centroids,
which is
hi,˜i :=
∥∥∥∥∥∥ 1N
n+1∑
j=P+1
vij − 1
N
n+1∑
j=P+1
vi˜j
∥∥∥∥∥∥
=
∥∥∥∥∥∥ 1N
n+1∑
j=P+1
vij − vi˜j
∥∥∥∥∥∥
=
√
β2
(ai − β)2 +
β2
(ai˜ − β)2
+
1
N
(
ai
ai − β −
ai˜
ai˜ − β
)2
.
Note that li and hi˜i are independent from the scaling of a. The value β is determined
by the constraints for the normal vector, up to scaling. We have β = − 1N
∑P
j=1 aj .
Two simplices Ki and Ki˜ constitute a truncated pyramid, if n = 4, resp. a frustum
with a regular (N − 1)-simplex as its base and another regular (N − 1)-simplex as
its top.
Let P = 2. The section Ha∩S is the convex hull of two parallel (N−1)-simplices,
i.e. a frustum. Let V1, V2 be the (N − 1)-volume of the top resp. bottom and h1,
h2 the relative heights. By homogeneity we know h1/h2 = (V1/V2)
1/(N−1)
. Set
λ := h1V
−1/(N−1)
1 , then we have λ = h2V
−1/(N−1)
2 . The volume V of Ha ∩ S is
computed as
V =
1
N
(h1V1 − h2V2)
=
λ
N
(
V
1+ 1N−1
1 − V
1+ 1N−1
2
)
=
λ
N
(
V
N
N−1
1 − V
N
N−1
2
)
.
Note that for x, y > 0, N ∈ N the equation xN −yN = (x−y)
(∑N−1
m=0 x
N−1−mym
)
holds. Therefore
V =
λ
(
V
1
N−1
1 − V
1
N−1
2
)
N
N−1∑
m=0
V
N−1−m
N−1
1 V
m
N−1
2
=
h1 − h2
N
N−1∑
m=0
V
N−1−m
N−1
1 V
m
N−1
2 .
So the volume of the section can be expressed by
voln−1(Ha ∩ S) = 1
N
h
n−2∑
m=0
voln−2(K1)
n−2−m
n−2 voln−2(K2)
m
n−2 ,
with h := h1,2.
Under the assumption P = 2, the normal vector a only depends on one variable.
Since the formulas are independent of scaling the vector a, it is sufficient to consider
a of the form
a = a(x) :=
(
x, 1− x,− 1
N
, . . . ,− 1
N
)
with x ∈ (0, 1).
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So the volume is given by
V (x) := voln−1(Ha(x) ∩ S)(17)
=
√
N
N !
√
1
(Nx+ 1)2
+
1
(N(1− x) + 1)2 +N
(
x
Nx+ 1
− 1− x
N(1− x) + 1
)2
·
N−1∑
m=0
(
Nx
Nx+ 1
)N−1−m(
N(1− x)
N(1− x) + 1
)m
.
For x = 0 and x = 1 the geometric arguments do not work, since the involved
simplices become degenerated. However, this function is still well defined. Note
that for x = 0 and x = 1 the vector a(x) corresponds to the vector (amin, 0) ∈ Rn+1
with amin ∈ Rn. The values of V (0) and V (1) equal the volume of the section
for such a(x), computed in (1). Therefore the formula may be extended to [0, 1].
Summarizing we proved
Lemma 3.5. Let a ∈ Rn+1, ‖a‖ = 1 and ∑n+1j=1 aj = 0. Additionally let a =
(a1, a2, β, . . . , β) for some β < 0 and a1, a2 ≥ 0. Then with the definition (17):
voln−1 (Ha ∩ S) = V
(
a1
a1 + a2
)
.
For normal vectors of this special form we now determine the minimal section
volume.
Lemma 3.6. Let V be as defined above. Then for N = 2, 3, 4 and x ∈ [0, 1]
V (x) ≥ V
(
1
2
)
.
But for N = 5 we have V ( 12 ) > V (0).
Proof. The function V is differentiable. So one finds the extrema by finding the
zeros of its derivative. The calculations are elementary and we just give the results.
Note that it is sufficient to consider x ∈ [0, 12] due to the symmetry of the
function. For N = 2, 3, 4 the derivative of V has one zero in 12 and one more zero
in
(
0, 12
)
. The other zeros are complex or not in
(
0, 12
)
. Comparing the function
values at the critical points we know that V has a global minimum in 12 .
For N = 5 we obtain a different behavior. V still has a minimum in 12 , but this
is not the global minimum anymore:
V (0) =
125
186624
√
5
√
42 <
625
201684
√
10 = V
(
1
2
)

Proof of Theorem 3 (ii). Recall that multiplying the normal vector by −1 or per-
muting the coordinates does not change the volume of the section.
If a = (a1, . . . , an+1) with a1 > 0 and a2, . . . , an+1 < 0, by Proposition 3.3 we
have voln−1(Ha ∩ S) ≥ voln−1(Hamin ∩ S).
For n = 2 this is already sufficient.
Let n = 3 and a1, a2 > 0 and a3, a4 < 0. Then by Lemma 3.6 with N = 2 we
know
voln−1 (Ha ∩ S) ≥ voln−1
(
H( 12 ,
1
2 ,− 12 ,− 12 ) ∩ S
)
=
1
2
> voln−1 (Hamin ∩ S) .
This solves the case n = 3.
Finally let n = 4. For a1, a2 > 0 and a3, a4, a5 < 0 Lemma 3.6 with N = 3 yields
voln−1 (Ha ∩ S) ≥ voln−1 (Ha′ ∩ S) = 9
√
6
125
> voln−1 (Hamin ∩ S)
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with a′ =
√
6
5
(
1
2 ,
1
2 ,− 13 ,− 13 ,− 13
)
. 
Remark 3.7. For `p-balls with 0 < p ≤ 2 the hyperplane section volume is given
by
voln−1
(
Bnp ∩Ha
)
= Cp
∫ ∞
0
n∏
j=1
γp(taj)dt,
where Cp is some constant depending on p and n and γp is the Fourier transform
of the function exp(−| · |p) on R, see [10, Thm. 7.7]. Koldobsky used the fact
that ln(γp(
√·)) is convex on R≥0 to find the minimum and the maximum. The
maximum is attained if one coordinate is 1 and the rest is zero. The minimum is
attained if all coordinates are equal.
This technique cannot be used for the simplex. The analogue to t 7→ γp(t) is the
function t 7→ 11+it . This function is complex-valued. Furthermore the example in
Lemma 3.6 shows that for the simplex the balanced vector cannot be minimal in
general.
4. Bounds for k-dimensional sections
The maximal central hyperplane section of the simplex is the one that contains
n− 1 vertices and the midpoint of the opposite edge. The natural generalization of
this hyperplane section to lower dimensional sections is
H ∩ S = conv
{
e1, . . . , ek−1,
1
n+ 2− k
n+1∑
j=k
ej
}
,
where H ⊂ Rn+1 is a suitable k-dimensional subspace. This polytope contains k−1
vertices and the centroid of the opposite face. It has (k− 1)-volume
√
n+1
(k−1)!
1√
n+2−k ,
which is computed by the elementary volume formula for cones.
With an extra condition we prove that this is indeed maximal. Without addi-
tional conditions we prove a bound that differs from this conjectured maximum by
some factor depending on the dimension resp. codimension of the intersecting sub-
space. The main tool for the proof is the Brascamp-Lieb inequality in a normalized
form [2].
Lemma 4.1 (Brascamp-Lieb). Let u1, . . . , un+1 be unit vectors in H ⊂ Rn+1, H a
k-dimensional subspace and d1, . . . , dn+1 > 0 satisfying
∑n+1
j=1 dj 〈 · , uj〉uj = IdH .
Then for integrable functions f1, . . . , fn+1 : R→ [0,∞) we have∫
H
n+1∏
j=1
fj (〈uj , x〉)dj dx ≤
n+1∏
j=1
(∫
R
fj(t)dt
)dj
.
Proof of Theorem 4. Let P be the orthogonal projection onto H, dj := ‖Pej‖ and
uj :=
Pej
dj
. Then
∑n+1
j=1 d
2
j 〈 · , uj〉uj = IdH . Furthermore
∑n+1
j=1 d
2
j is just the trace
resp. the rank of the projection P , so
∑n+1
j=1 d
2
j = k. With the operator norm of
the projection we observe
‖Pej‖ ≤ ‖P‖op ‖ej‖ ≤ 1.
And if we require H to contain the centroid c we have by Pythagoras
‖Pej‖2 = ‖c+ P (ej − c)‖2 = ‖c‖2 + ‖P (ej − c)‖2 ≥ 1
n+ 1
.
Note that 〈c, P (ej − c)〉 = 〈c, ej − c〉 = 〈c, ej〉 − 〈c, c〉 = 1n+1 − 1n+1 = 0.
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So we get the conditions
(18)
n+1∑
j=1
d2j = k, dj ≤ 1, dj ≥
1√
n+ 1
for j = 1, . . . , n+ 1.
Now we consider the additional assumption of Theorem 4. Let dist(H, ej)
2 ≤ n+1−kn+2−k
for all j = 1, . . . , n+ 1. For each x ∈ Rn+1 we have
dist(H,x) = ‖Px− x‖ = ∥∥AAtx∥∥ ,
where A is the matrix whose columns are the vectors a1, . . . , an+1−k.
If ‖AAtej‖ ≤
√
n+1−k
n+2−k then ‖Pej‖ = ‖1−AAtej‖ ≥
√
1
n+2−k . Therefore
(19) dj ≥ 1√
n+ 2− k for j = 1, . . . , n+ 1.
Now we apply the Brascamp-Lieb inequality. For x ∈ H we have
xj = 〈x, ej〉 = 〈Px, ej〉 = 〈x, Pej〉 = 〈x, djuj〉
and therefore∫
H∩Rn+1≥0
n+1∏
j=1
exp (−xj) dx =
∫
H∩Rn+1≥0
n+1∏
j=1
exp (−〈x, djuj〉) dx
=
∫
H∩Rn+1≥0
n+1∏
j=1
(
exp
(
− 1
dj
〈x, uj〉
))d2j
dx
≤
n+1∏
j=1
(∫ ∞
0
exp
(
− 1
dj
s
)
ds
)d2j
=
n+1∏
j=1
d
d2j
j .
We maximize
∏n+1
j=1 d
d2j
j under the constraints given in (18). We consider the equiv-
alent problem to maximize F (x) :=
∑n+1
j=1 xj lnxj under the constraints
n+1∑
j=1
xj = k,
1
n+ 1
≤ xj ≤ 1.
The function x 7→ x lnx is convex on (0, 1). Therefore also ∑n+1j=1 xj lnxj is convex
on (0, 1)n+1. The set{
x ∈ [0, 1]n+1 |
n+1∑
j=1
xj = k,
1
n+ 1
≤ xj ≤ 1
}
is also convex, so the maximum is attained in some extremal point of the set. The
extremal points are permutations of the point
x =
(
1, . . . , 1,
1
n+ 1
, . . . ,
1
n+ 1
,
k
n+ 1
)
,
with k − 1 coordinates equal to 1 and n+ 1− k coordinates equal to 1n+1 .
For dj this means
(d1, . . . , dn+1) =
(
1, . . . , 1,
1√
n+ 1
, . . . ,
1√
n+ 1
,
√
k
n+ 1
)
,
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with k − 1 coordinates equal to 1 and n+ 1− k coordinates equal to 1√
n+1
.
Therefore the maximum is
∏n+1
j=1 d
d2j
j =
√
k
k
n+1√
n+1
.
With the additional condition (19) we find that
(d1, . . . , dn+1) =
(
1, . . . , 1,
1√
n+ 2− k , . . . ,
1√
n+ 2− k
)
(with k − 1 coordinates equal to 1 and n + 2 − k coordinates equal to 1√
n+2−k ) is
maximal and
∏n+1
j=1 d
d2j
j =
1√
n+2−k . 
Remark 4.2 (Accuracy of the bounds). (i) Fix k ∈ N. Then the quotient of the
proven bound (2) and the conjectured optimal bound (3) from Theorem 4 tends to
1 for n→∞. So this is asymptotically optimal.
(ii) Now we fix the codimension of the section, i.e. fix d ∈ N and let k = n− d.
Then for n→∞ the quotient tends to √2 + d.
(iii) In general, Brascamp-Lieb is a sharp inequality and its application gives
sharp estimates. For example in the consideration of sections of `p-balls one gets
sharp results [3], [2]. The reason why we do not get a sharp bound here is the
additional restriction c ∈ H. If we do not assume the subspace H to contain the
centroid or even fulfill some extra condition, there is no lower bound on dj as in
(18) or (19). Then the integral is simply bounded by 1. This bound is attained by
H = span(e1, . . . , ek). The corresponding section of S is a (k − 1)-face which has
distance 1√
k
from the origin.
5. Irregular simplices
For the regular simplex the maximal hyperplane section is a face, if the distance
to the centroid is not prescribed. This can be proven by a theorem of Fradelizi
about isotropic convex bodies. He proves that the maximal section of a cone in
isotropic position is its base [7, Corollay 3 (2.), p. 169]. This is still true for
deformed and therefore non-isotropic simplices in dimensions 2, 3 and 4. The case
n = 2 is obvious. The case n = 3 was considered by [5]. The first proof that
this phenomenon does not generalize to all dimensions appears in [15]. The full
solution, i.e. n = 4 affirmative and n ≥ 5 negative, was given by Philip [14]. He
uses Walkup’s construction for n = 5 and concluded by induction.
We modify our volume formula from Corollary 2.4 to be applicable to irregular
simplices. Then we give a direct proof that for odd dimensions larger than 5
there exist simplices such that not some of the faces is the maximal section. The
constructed example uses Walkup’s idea.
5.1. Volume formula. Every simplex is an affine image of the regular simplex.
Here we denote the regular simplex by Sreg and a general simplex by S. The formula
follows by an application of the transformation theorem.
Proposition 5.1. Let S = conv{vl | l = 1, . . . , n + 1} be an arbitrary simplex
in Rn+1. Without loss of generality we may assume that
∑n+1
j=1 v
l
j = 1 for all l =
1, . . . , n + 1, i.e. all vertices lie in the affine hyperplane defined by the regular
simplex. Let T be the linear transformation that maps S to the regular simplex
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Sreg. Let a ∈ Rn+1 with ‖a‖ = 1. Then we have
voln−1 (Ha ∩ S)
=
det
(
v1 . . . vn+1
)
‖T−1∗a‖
√
n+ 1−
(∑n+1
j=1 aj
)2
√
n+ 1−
(∑n+1
j=1 a˜j
)2 voln−1 (Ha˜ ∩ Sreg) ,
where a˜ := T
−1∗a
‖T−1∗a‖ .
Proof. The transformation T maps S to the regular simplex bijectively. Therefore
T−1 is given by
T−1 = (v1 . . . vn+1),
where the vj are column vectors. We analyze the behavior of the (n − 1)-volume
under T .
We only sketch the proof. For (n + 1)-dimensional subsets we have the trans-
formation theorem in Rn+1. The set H ∩ S is (n − 1)-dimensional. We enlarge
this set in two directions. We thicken H ∩ S in direction a, see (8), and we take
the convex hull of this thickened set and {0}. Then we consider the image of this
(n+ 1)-dimensional set and use the transformation theorem to obtain the formula
from this proposition. 
5.2. A simplex with a large cross section. We show that for odd dimension
n ≥ 5 there is a simplex whose largest hyperplane section is not one of its faces.
Proof of Theorem 5. We consider the regular simplex with n + 1 vertices, where
n+1 is even. Then we take a hyperplane such that on both sides of the hyperplane
the vertices build a n+12 -simplex parallel to the hyperplane. Now we compress
the simplex along the normal vector of this hyperplane. The intersection with the
simplex remains the same but the faces of the compressed simplex become smaller.
With the formula from Proposition 5.1 we compute the volumes and show that
for n ≥ 5 the compressed simplex has the desired property for a certain degree of
compression.
We make this construction explicit. For − 1n+1 < δ ≤ 0 let
T−1 :=

1 + δ δ . . . δ −δ . . . . . . −δ
δ 1 + δ
...
...
...
...
. . . δ
...
...
δ . . . δ 1 + δ −δ . . . . . . −δ
−δ . . . . . . −δ 1 + δ δ . . . δ
...
... δ
. . .
...
...
...
...
. . . δ
−δ . . . . . . −δ δ . . . δ 1 + δ

The columns the matrix T−1 define the vertices of a deformed simplex S(δ). Note
that S(0) = Sreg and S
(
− 1n+1
)
is a degenerate simplex which is a (n − 1)-
dimensional set with n-dimensional volume equal to 0.
With v∗ =
√
δ (1, . . . , 1,−1, . . . ,−1), we may also write T−1 = (Id +vv∗). Using
basic matrix theory we know that T = Id− 11+v∗vvv∗ and det(T−1) = det Id(1 +
v∗v). So
det(T−1) = 1 + (n+ 1)δ.
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Let
a :=
1√
n+ 1
(1, . . . , 1,−1, . . . ,−1),
b :=
1√
(1 + nδ)2 + nδ2
(1 + nδ,−δ, . . . ,−δ, δ, . . . , δ).
We compute the vectors a˜ and b˜ according to Proposition 5.1. We find a˜ = a and
b˜ = (1, 0, . . . , 0). The intersections Ha˜∩Sreg resp. Ha∩S(δ) are the central sections
described at the beginning of the proof. The intersection Hb˜ ∩ Sreg is a face of the
regular simplex. Therefore Hb ∩ S(δ) is a face of the simplex S(δ), since T maps
faces to faces. All faces of the simplex are of this form and therefore have the same
volume.
It remains to compute the ratio of the section volumes using the formulas from
Theorem 1 and analyze the behavior for δ → − 1n+1 . We find
voln−1(Ha ∩ S(δ))
voln−1(Hb ∩ S(δ)) →
(n+ 1)(n− 1)!
2((n− 1)!!)2 .
For odd n ≥ 5 this quotient is larger than 1. So for some δ ∈
(
− 1n+1 , 0
)
the simplex
S(δ) has the desired property. 
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