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Resumen
En la presente tesis nos enfocamos en el manejo de dos problemas diferentes pero relacionados
que suelen aparecer en el conocimiento, especialmente en entornos colaborativos: inconsistencias
e incoherencias. Inconsistencia es un problema cla´sico y ampliamente reconocido en la represen-
tacio´n de conocimiento, el cual trae importantes consecuencias para los mecanismos cla´sicos de
inferencia. Incoherencia, por otra parte, ha recibido cada vez ma´s atencio´n desde el surgimiento de
lenguajes ontolo´gicos; la misma se relaciona con conﬂictos en el conjunto de reglas ontolo´gicas
que hacen a tales reglas imposibles de satisfacer al mismo tiempo. En este trabajo formalizamos
la nocio´n de incoherencia en ontologı´as Datalog±, que se encontraba ausente en la literatura, en
te´rminos de la satisfacibilidad del conjunto de restricciones en las mismas, y mostramos como
bajo ciertas condiciones incoherencia puede llevar a ontologı´as Datalog± inconsistentes.
La contribucio´n principal de este trabajo es el desarrollo de dos operadores noveles para la
restauracio´n tanto de la consistencia como la coherencia en ontologı´as Datalog±. Los enfoques
propuestos se basan en kernel contraction. En el primero de ellos la restauracio´n se realiza median-
te la aplicacio´n de funciones de incisio´n que seleccionan fo´rmulas para remocio´n de los conjuntos
incoherentes/inconsistentes mı´nimos encontrados en las ontologı´as. Tal operador trata los conﬂic-
tos mı´nimos de manera local, sin tener en cuenta la relacio´n (si es que existe) entre los diferentes
conﬂictos mı´nimos. El otro enfoque, que puede ser visto como un enfoque global, tiene en cuenta
tal relacio´n mediante el agrupamiento de conﬂictos mı´nimos relacionados en nuevas estructuras
llamadas clusters, mediante el uso de una relacio´n de solapamiento.
En esta disertacio´n presentamos construcciones tanto para el enfoque local como el global,
junto con las propiedades que se espera que los mismos satisfagan, expresadas a trave´s de postu-
lados. Finalmente, establecemos la relacio´n entre las construcciones y las propiedades mediante el
uso de teoremas de representacio´n. Si bien la propuesta esta enfocada en la consolidacio´n de on-
tologı´as Datalog±, estos operadores pueden ser aplicados a otros tipos de lenguajes ontolo´gicos,
tales como las Lo´gicas Descriptivas, hacie´ndolos aptos para su uso en ambientes colaborativos
como la Web Sema´ntica.
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1. Introduccio´n
En tiempos donde la colaboracio´n e interaccio´n entre sistemas se ha vuelto moneda corriente
es cada vez ma´s frecuente el encontrarse con problemas derivados de tal interaccio´n, aparecien-
do a su vez desaﬁantes oportunidades de investigacio´n asociadas a los mismos. En particular, el
manejo de informacio´n conﬂictiva es un importante problema que debe ser atacado [7, 8, 12, 2],
especialmente cuando se integra conocimiento proveniente de diferentes fuentes [4, 1], o cuan-
do tal conocimiento sera´ explotado por procesos de razonamiento automa´ticos. El ma´s conocido
dentro de los conﬂictos en informacio´n es el de la inconsistencia. Inconsistencia es un concepto
cla´sico dentro de la Representacio´n de Conocimiento y el Razonamiento, y se reﬁere a teorı´as
tales que no es posible encontrar para ellas un modelo. La importancia del manejo de la incon-
sistencia surge del problema que la misma acarrea en las relaciones de consecuencia cla´sicas: las
mismas son explosivas [12, 7], en el sentido de que cualquier fo´rmula es consecuencia de una
contradiccio´n lo´gica, pudiendo por lo tanto derivar el lenguaje completo a partir de una base de
conocimiento inconsistente, haciendo a las conclusiones obtenidas completamente irrelevantes.
En adicio´n a la inconsistencia, en entornos ontolo´gicos podemos encontrar otro tipo de con-
ﬂictos, relacionados a un feno´meno conectado en cierta forma con inconsistencia pero a su vez
con sus caracterı´sticas propias: incoherencia [6, 5, 3, 13, 17, 16], un concepto que ha surgido
con el advenimiento de entornos ontolo´gicos como Datalog±. Tal feno´meno versa en una ca-
racterı´stica del conocimiento expresado a trave´s de las reglas que hace que el mismo no pueda
ser aplicado sin generar problemas de consistencia (es decir, un conjunto de reglas las cuales no
pueden ser aplicadas sin violar inevitablemente alguna de las restricciones impuestas al conoci-
miento, hacie´ndolas por lo tanto insatisfacibles). Intuitivamente podemos ver a la incoherencia
como una inconsistencia latente o potencial; esto es, el conocimiento incoherente no representa
una violacio´n de consistencia en sı´ mismo, pero cuando un conocimiento ontolo´gico (un conjunto
de reglas) incoherente es considerado junto con hechos relevantes (hechos que activen las reglas
en cuestio´n) entonces la violacio´n es inevitable.
En la Inteligencia Artiﬁcial (IA) muchos trabajos se han enfocado en el manejo de los proble-
mas de inconsistencia (y tambie´n, aunque en menor medida, incoherencia) en conocimiento de
forma tal que se evite de alguna manera los problemas acarreados por la misma. En la presente
tesis presentamos dos me´todos noveles para la resolucio´n de todos los conﬂictos de coherencia
y consistencia en ontologı´as Datalog±. Tales me´todos se centran en modiﬁcar de alguna forma
el conocimiento inconsistente de forma tal que la consistencia en el mismo sea recuperada, para
luego aplicar relaciones de consecuencia cla´sicas sobre el conocimiento consistente obtenido. De
esta forma, si bien la base de conocimiento original es inconsistente y por lo tanto capaz de derivar
todo el lenguaje, al utilizar una modiﬁcacio´n consistente de la misma se pueden aplicar relaciones
de inferencia cla´sicas de manera segura; esto es conocido en la literatura como consolidacio´n de
conocimiento [11, 10].
Los operadores propuestos en la tesis toman como entrada una ontologı´a Datalog± (la cual
es potencialmente inconsistente e incoherente) y retornan otra ontologı´a Datalog± donde cada
conﬂicto presente en la original fue subsanado. Siguiendo la tradicio´n en la literatura, un requisito
adicional para los procesos de consolidacio´n presentados es que los mismos alteren las ontologı´as
tan poco como sea posible. El enfoque utilizado se basa en Kernel Contraction [9, 10], el cual se
centra en la resolucio´n de conﬂictos mı´nimos conocidos como kernels. De esta forma, el proceso
de resolucio´n de conﬂictos es deﬁnido como la identiﬁcacio´n de tales conﬂictos mı´nimos y la
posterior remocio´n de alguna fo´rmula de los mismos para de tal forma resolver cada uno de ellos.
La ontologı´a resultante del proceso de consolidacio´n es aquella formada por todas las fo´rmulas de
la ontologı´a original que no hayan sido removidas por los operadores.
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2. Contribuciones y resultados de la tesis
Las principales contribuciones incluidas en la tesis versan en diferentes direcciones.
2.1. Formalizacio´n del concepto de incoherencia para Datalog±.
Incluso cuando es un concepto muy importante para la representacio´n de conocimiento en
entornos ontolo´gicos, la nocio´n de incoherencia en ontologı´as Datalog± no habı´a sido hasta el
momento formalizada. Por esto, en el presente trabajo proveemos una deﬁnicio´n formal de la
misma, adaptando para tal ﬁn una nocio´n similar utilizada para las Lo´gicas Descriptivas. La for-
malizacio´n esta basada en la identiﬁcacio´n de conjuntos de reglas utilizadas para la inferencia
de nuevo conocimiento tales que las reglas en el conjunto no pueden ser aplicadas en su totali-
dad sin caer en una violacio´n de las restricciones que se han impuesto al conocimiento. Adema´s,
ahondamos en la relacio´n de la incoherencia con la inconsistencia, enfoca´ndonos especialmente
en como tal relacio´n afecta la calidad de los procesos de consolidacio´n de ontologı´as Datalog±,
particularmente la pe´rdida de informacio´n, al punto de ser necesario deﬁnir operadores que tratan
ambos problemas pero de forma separada.
2.2. Establecimiento de las propiedades esperadas para procesos de
consolidacio´n de ontologı´as Datalog±.
Brindamos un conjunto de propiedades que se espera sean satisfechas por operadores de con-
solidacio´n de ontologı´as Datalog±, adaptando las mismas a los casos de operadores trabajando a
nivel local o global segu´n el caso. Tales propiedades son presentadas a trave´s de postulados, con-
siderando algunas intuiciones en enfoques tradicionales para la Revisio´n de Creencias los cuales
son adaptados al entorno ontolo´gico de Datalog± (pero que pueden ser adaptados para que se
adecu´en a otros lenguajes ontolo´gicos). Tales postulados proveen una caracterizacio´n formal de
los operadores de consolidacio´n sin adentrarse en co´mo el proceso de consolidacio´n es efecti-
vamente realizado, proveyendo de esta forma un marco de comparacio´n formal de operadores de
consolidacio´n de ontologı´as Datalog±, tanto los deﬁnidos en la presente tesis como cualquier otro
que trabaje en tales entornos.
2.3. Deﬁnicio´n de construcciones para operadores de consolidacio´n
locales y globales.
En la tesis introducimos construcciones no´veles completas tanto para operadores de consoli-
dacio´n que tratan kernels por separado como para aquellos que explotan la relacio´n de los mismos
en un enfoque global. Tales construcciones toman una ontologı´a Datalog± (posiblemente) incon-
sistente e incoherente y devuelve como resultado un subconjunto consistente y coherente de la
misma. Una caracterı´stica destacable de los operadores es que los mismos involucran enfoques
desdoblados, donde primero el operador considera conﬂictos de incoherencia y resuelve los pro-
blemas de consistencia en un paso subsecuente, lo cual ayuda a mejorar el resultado ﬁnal obtenido.
3. Incoherencia en ontologı´as Datalog±
Como explicamos, en el trabajo de la tesis nos hemos enfocado en la resolucio´n de conﬂictos
en ontologı´as Datalog±. La familia Datalog± de variantes de Datalog es un lenguaje que ha sur-
gido en los u´ltimos tiempos, y se ha vuelto popular debido a combinar una adecuada expresividad
con una escalabilidad capaz de manejar los grandes volu´menes de datos presentes en las aplica-
ciones hoy en dı´a. Por ejemplo, tales lenguajes extienden el Datalog ba´sico con la posibilidad
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de utilizar cuantiﬁcaciones existenciales en las cabezas de las reglas, entre otras caracterı´sticas
importantes, manteniendo a su vez una tratabilidad adecuada para entornos de alto volumen de
informacio´n mediante restricciones a la sintaxis de reglas. Datalog± permite un estilo modular de
representacio´n de conocimiento basado en reglas, lo que lo hace u´til en diversos entornos pra´cti-
cos, como ser resolucio´n de consultas en ontologı´as (ontology querying), extraccio´n de datos de
la Web (Web data extraction) o intercambio de datos (data exchange) [14].
La representacio´n de conocimiento en ontologı´as Datalog± se lleva a cabo mediante el uso
de (a) una Base de Datos: un conjunto de a´tomos que representan hechos acerca del mundo,
v.g., alumno(pedro) (b) Tuple-generating Dependencies - TGDs: reglas que nos permiten obtener
nuevos a´tomos mediante la activacio´n de las mismas como ser: alumno(X) → persona(X), (c)
Equality-generating Dependencies: reglas que restringen la generacio´n de a´tomos, por ejemplo:
doctor(D, P) ∧ doctor(D0, P) → D = D0; y (d) Negative Constraints - NCs: reglas que expresan
relaciones que no pueden existir entre a´tomos, v.g.,: alto(X) ∧ bajo(X)→ ⊥.
Un feno´meno ampliamente estudiado en IA (incluso en Datalog±) es el de inconsistencia.
Intuitivamente, la inconsistencia en Datalog± surge cuando una o ma´s NCs o EGDs en una onto-
logı´a son violadas, ya sea a trave´s de la presencia de a´tomos en conﬂicto en el componenteD o la
generacio´n de estos a´tomos a trave´s de la aplicacio´n de TGDs. Es decir, toda ontologı´a inconsis-
tente es tal que no tiene ningu´n modelo, lo que signiﬁca que no hay forma de satisfacer todas las
restricciones de la misma al mismo tiempo (recordemos que un modelo es tal que toda fo´rmula en
Σ es satisfecha).
Muchos trabajos enfocados en el manejo de inconsistencia utilizan restricciones para enfocar
la resolucio´n de inconsistencias. En general, se asume que tales restricciones no tienen proble-
mas y por lo tanto son satisfacibles. Sin embargo, tales suposiciones no siempre son aplicables.
En el trabajo desarrollado para la tesis elegimos considerar que tanto los datos como las restric-
ciones pueden cambiar a medida que una ontologı´a crece, y por lo tanto no so´lo consideramos
problemas relacionados a los datos sino tambie´n a las restricciones impuestas sobre los mismos.
En este escenario ma´s general un nuevo feno´meno aparece: incoherencia. Nuestra concepcio´n de
(in)coherencia esta´ basada en la insatisfacibilidad de un conjunto de TGDs. Intuitivamente, consi-
deramos un conjunto de TGDs como satisfacible cuando existe un conjunto de a´tomos que desen-
cadena la aplicacio´n de las TGDs y no produce la violacio´n de ninguna restriccio´n en ΣNC ∪ΣE ,
esto es, las TGDs pueden ser satisfechas junto con las NCs y las EGDs en KB.
Ejemplo 1 (Conjuntos insatisfacible de TGDs) Como un ejemplo de insatisfacibilidad (y por
lo tanto incoherencia) considere el siguiente conjunto de restricciones:
Σ1
NC
: {τ1 : garganta lastimada(X) ∧ puede cantar(X)→ ⊥}
Σ1
E
: {ν1 : representa(X,Y ) ∧ representa(X,Z)→ Y = Z}
Σ1
T
: {σ1 : cantante rock(X)→ canta fuerte(X),
σ2 : canta fuerte(X)→ garganta lastimada(X),
σ3 : cantante rock(X)→ puede cantar(X) }
El conjunto Σ1
T
es un conjunto insatisfacible de dependencias, ya que la aplicacio´n de las TGDs
{σ1, σ2, σ3} en cualquier conjunto relevante de a´tomos (cualquier conjunto que dispare todas las
TGDs) causara´ la violacio´n de τ1, v.g., si consideramos el a´tomo relevante cantante rock(axl)
tenemos que Axl puede cantar y tiene la garganta lastimada. No´tese que cualquier conjunto rele-
vante de a´tomos (esto es, cualquier cantante que consideremos) causara´ la violacio´n de τ1.
Bajo el uso de este nuevo concepto de satisfacibilidad de un conjunto de TGDs desarrollado
para la tesis tenemos que una ontologı´a es coherente en el caso de que el conjunto de TGDs en la
misma es satisfacible con respecto a las EGDs y NCs en ella, e incoherente en el caso contrario.
Como veremos ma´s adelante, la cercana relacio´n entre inconsistencia e incoherencia hace que
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los operadores de consolidacio´n de ontologı´as pueden beneﬁciarse de atacar no so´lo problemas
de inconsistencia sino tambie´n eliminando las incoherencias en el conocimiento expresado en las
ontologı´as Datalog±.
4. Consolidacio´n de ontologı´as Datalog±
Como uno de los aportes principales de la tesis hemos presentado un enfoque que posibilita
la consolidacio´n de ontologı´as Datalog±. Tal proceso esta´ basado en las ideas de Hansson [9, 10]
de atacar conﬂictos mı´nimos conocidos como kernels, removiendo de los mismos fo´rmulas para
resolver los conﬂictos. Adema´s de atender conﬂictos de inconsistencia, los operadores deﬁnidos
tambie´n se enfocan en el otro tipo de conﬂictos que pueden surgir en entornos ontolo´gicos: la
incoherencia. De esta forma puede verse a los operadores como unos que trabajan en dos fases:
los mismos comienzan por resolver los problemas de incoherencia que aparezcan en la ontologı´a
mediante la remocio´n de TGDs, para luego dar paso a la restauracio´n de la consistencia a trave´s
de la eliminacio´n de a´tomos del componenteD. En ambos casos, las selecciones se hacen a trave´s
de funciones de incisio´n que deciden que´ remover en base a una relacio´n general l, mirando
para ello localmente en cada kernel en la ontologı´a. Esto es, los operadores eligen de cada kernel
aquella fo´rmula que es sen˜alada por l como la menos deseable dentro del kernel.
Para caracterizar apropiadamente el proceso de consolidacio´n de ontologı´as hemos introdu-
cido un conjunto de postulados, adaptando intuiciones introducidas para otros formalismos de
representacio´n de conocimiento. A tales propiedades las hemos aumentado con los postulados de
Optimidad Local para Restricciones y Optimidad Local para Datos, los cuales son utilizados para
enfocarnos en aquellas consolidaciones que minimizan la pe´rdida de informacio´n con respecto a
l, donde la misma es considerada localmente, esto es, para cada conjunto minimalmente incon-
sistente/incoherente. El conjunto ba´sico de Postulados presentados versa entonces en diferentes
aspectos de la consolidacio´n de ontologı´as, desde requerir que nada sea agregado a la ontologı´a
original hasta que aquello que no involucra conﬂictos sea retenido. Este conjunto ba´sico de postu-
lados implica a su vez ciertas otras propiedades. En particular, dos propiedades que se derivan del
conjunto de postulados ba´sicos y que son muy importantes a efectos del objetivo de los operado-
res de consolidacio´n son los de Coherencia y Consistencia. Es importante remarcar que, como
es tradicional en la teorı´a de cambios, los operadores no se encuentran atados a las construccio-
nes particulares que se presentan en la presente tesis, sino que son un aporte general a cualquier
operador de consolidacio´n de ontologı´as Datalog± (y que pueden ser incluso generalizados a
otros lenguajes ontolo´gicos con relativa sencillez). Es decir, cualquier operador de consolidacio´n
de ontologı´as Datalog± puede ser analizado a la luz de los postulados presentados, y no sola-
mente aquellos introducidos en este trabajo. Por lo tanto, el conjunto de postulados introducidos
corresponde a un marco formal general del comportamiento de operadores de consolidacio´n.
Luego de presentar los postulados que moldean el comportamiento de los operadores de con-
solidacio´n de ontologı´as Datalog± nos hemos dedicado a la deﬁnicio´n de una clase particular de
tales operadores, presentando para ello una construccio´n completa que puede generarlos. Para ello
primeramente procedimos a deﬁnir que corresponden con kernels de dependencias (conjuntos in-
satisfacibles de TGDs mı´nimos bajo inclusio´n conjuntista) y kernels de datos (conjuntos mı´nimos
de a´tomos que hacen a la ontologı´a inconsistente). En particular, para los kernels de dependencias
hemos demostrado que los mismos son independientes de la instancia particular del componente
D en la ontologı´as, es decir que los mismos no dependen de los a´tomos. Esto es particularmente
interesante porque nos da la pauta de que el conjunto de kernels de dependencias de una ontologı´a
puede ser obtenido sin considerar el componenteD de la misma, lo que es de utilidad a la hora de
separar la resolucio´n de incoherencias de la resolucio´n de inconsistencias.
Una vez que hemos identiﬁcado los kernels sobre los que aplicaremos las operaciones de
contraccio´n en pos de resolver incoherencias e inconsistencias, debemos establecer como tales
problemas son resueltos. Para ello utilizamos funciones de incisio´n, que seleccionan que´ TGDs
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y que´ a´tomos sera´n removidos de los kernels de dependencias y kernels de datos, respectiva-
mente. Es posible deﬁnir funciones de incisio´n generales, que consideran al mismo tiempo tanto
incoherencia como inconsistencia. Sin embargo, tal enfoque acarrea un problema: para hacer esto
deberı´amos calcular los kernels de dependencias y de datos y resolver los conﬂictos al mismo
tiempo. En la tesis mostramos que en la presencia de incoherencia esto puede no ser la mejor
solucio´n, al considerarlo a la luz de la pe´rdida mı´nima de informacio´n, ya que para el caso de
a´tomos relevantes a conjuntos insatisfacibles de TGDs los mismos deben ser obligatoriamente
eliminados por una funcio´n de incisio´n general, incluso cuando al mismo tiempo la funcio´n de
incisio´n resuelve el problema de incoherencia que hacı´a que el a´tomo en cuestio´n sea un kernel
(resolviendo indirectamente la inconsistencia).
Para resolver tal situacio´n es que hemos introducido una separacio´n entre las funciones de
incisio´n que trabajan sobre el conjunto de TGDs de una ontologı´a de aquellas que se encargan
de la remocio´n de a´tomos de la misma. En base a tal separacio´n deﬁnimos a los operadores de
consolidacio´n de ontologı´as Datalog± como aquellos que utilizan una funcio´n de incisio´n en res-
tricciones sobre el componenteΣ y una funcio´n de incisio´n en datos sobreD. Se puede considerar
que tales operadores trabajan en “fases” separadas: primero se resuelven todos los problemas de
incoherencia, y luego la resolucio´n de inconsistencias se hace sobre la ontologı´a intermedia ob-
tenida mediante la remocio´n de TGDs. Es decir, por un lado, las TGDs son removidas de Σ
(solamente TGDs, ya que los kernels de dependencias no contienen EGDs ni NCs). Por el otro
lado, la funcio´n de incisio´n en datos usa una ontologı´a intermedia KB? en lugar de KB . De esta
forma logramos que so´lo sean removidos a´tomos de D que este´n en conﬂicto con el conjunto de
TGDs resultante de resolver las incoherencias, ya que los kernels de datos son calculados en base
a las restricciones obtenidas luego de aplicar sobre Σ la funcio´n de incisio´n en restricciones.
Por u´ltimo, hemos establecido la relacio´n entre los postulados y la construccio´n presentada a
trave´s de un teorema de representacio´n, el cual establece que la relacio´n biunı´voca entre el conjun-
to de postulados OCP1-OCP7 y la construccio´n en base a funciones de incisio´n. La importancia
de tal resultado es que determina que cualquier construccio´n que satisfaga tales postulados se
correspondera´ necesariamente con los operadores presentados en este capı´tulo, y por lo tanto los
resultados de esos operadores pueden ser obtenidos por nuestra construccio´n.
5. Reﬁnamiento del proceso de consolidacio´n de onto-
logı´as Datalog±
Adema´s de los operadores locales mencionados anteriormente, en la tesis hemos introduci-
do una clase alternativa de operadores de consolidacio´n de ontologı´as que modiﬁcan el com-
portamiento los mencionados. La diferencia entre los enfoques se da en que, mientras que los
operadores presentados previamente atacan localmente a cada conﬂicto mı´nimo, en el enfoque
alternativo se utiliza una mirada ma´s global, considerando la relacio´n (cuando la misma existe)
entre los distintos kernels. La consideracio´n de tal relacio´n se hace mediante el agrupamiento de
kernels relacionados en una superestructura denominada cluster, la cual es obtenida explotando
una relacio´n de overlapping entre conﬂictos.
Para ello primeramente hemos analizado el comportamiento de los operadores locales, en-
focando el ana´lisis en la pe´rdida innecesaria de informacio´n que los mismos pueden sufrir bajo
ciertas condiciones, a saber la existencia de kernels relacionados y estrategias de resolucio´n de
conﬂictos donde la eleccio´n o´ptima local en cada kernel hace que debamos de remover de un
kernel una fo´rmula (la indicada por la relacio´n de preferencia) incluso cuando otra fo´rmula del
mismo kernel ya ha sido seleccionada para remocio´n como estrategia de solucio´n del conﬂicto ex-
presado por un kernel diferente. Para poder ver lo expresado considere el siguiente ejemplo, que
ilustra tanto el comportamiento de un operador local como el problema que puede traer aparejado.
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Ejemplo 2 Supongamos que tenemos⊥⊥(D,KB?) = {{a1, a3}, {a2, a3}}, yl donde a1la3la2,
donde ⊥⊥(D,KB?) denota el conjunto de kernels de datos en la ontologı´a. Entonces, tenemos que
la funcio´n de incisio´n % es tal que
%({a2, a3}) = {a3}
%({a1, a3}) = {a1}
La remocio´n de a1 es innecesaria, ya que el conﬂicto es resuelto indirectamente mediante
la remocio´n de a3 del primer kernel. Sin embargo, un operador local lo removerı´a, ya que no
considera la interaccio´n entre los kernels. Dados estos dos kernels las incisiones minimales son o
bien remover el a´tomo a3 o bien remover {a1, a2}.
Esta situacio´n pone en evidencia que el conjunto de postulados introducidos previamente no
es suﬁciente para paliar completamente el problema de pe´rdida mı´nima de informacio´n, por lo
que hemos introducido una propiedad adicional. La propiedad que se espera sea satisfecha por un
operador optimal (en el sentido de mı´nimo cambio) es la deMı´nima Pe´rdida de Informacio´n. La
intuicio´n detra´s del postulado es que un operador de consolidacio´n que lo satisface nos dara´ como
resultado una ontologı´a tal que si agregamos cualquiera de las fo´rmulas eliminadas entonces la
KB resultante seria incoherente o inconsistente; es decir, el operador realizo´ una cantidad de
cambios mı´nima en la resolucio´n de conﬂictos.
Como se ve en Ejemplo 2, la propiedad de mı´nima pe´rdida no es satisfecha por los operadores
locales, debido al uso de kernels de manera aislada, sin tener en cuenta aquellas ocasiones donde
los conﬂictos minimales esta´n en una relacio´n de “colisio´n”. Es por esto que en la tesis introdu-
cimos una construccio´n alternativa que se basa en la deteccio´n de la relacio´n entre kernels, para
de esta forma encontrar la solucio´n que implique la menor pe´rdida posible. Para lograr esto, en
lugar de realizar incisiones sobre kernels el nuevo operador realiza las mismas sobre clusters. La
estructura de los clusters hace posible identiﬁcar conﬂictos relacionados a trave´s de una relacio´n
de solapamiento (overlapping) entre kernels.
Sin embargo, el uso de clusters trae aparejado un problema: al remover alguna fo´rmula de un
kernel el conjunto resultante siempre es coherente/consistente ya que los kernels son conjuntos
mı´nimos, pero en el caso de los clusters no podemos asegurar que la remocio´n de una formula
nos de como resultado un conjunto con todos los conﬂictos agrupados resueltos [14]. Para paliar
este problema hemos presentado una nueva clase de funciones de incisio´n que aseguran que una
vez que el conjunto de fo´rmulas seleccionado por la funcio´n es removido todos los conﬂictos
mı´nimos incluidos en el cluster quedan resueltos. En base a tales funciones de incisio´n hemos
deﬁnido entonces a los operadores de consolidacio´n de ontologı´as Datalog± basados en Cluster
Contraction los cuales, al igual que los operadores locales, utilizan remocio´n de a´tomos y TGDs
como estrategia de resolucio´n de incoherencias e inconsistencias.
Una vez presentada la construccio´n propuesta para los operadores de consolidacio´n de on-
tologı´as basados en Cluster Contraction hemos ahondado en la relacio´n existente entre tal cons-
truccio´n y las propiedades presentadas, a trave´s de un teorema de representacio´n. Tal teorema
muestra que estos operadores efectivamente satisfacen el postulado de mı´nima pe´rdida de infor-
macio´n, y por lo tanto representacio´n soluciones o´ptimas desde tal punto de vista. Es decir, que
los operadores basados en Cluster Contraction son tales que remueven lo mı´nimo que es requerido
para solucionar los conﬂictos, y por lo tanto si fue´ramos a dejar siquiera una fo´rmula de aquellas
removidas por el operador entonces la ontologı´a seguirı´a siendo incoherente/inconsistente.
Un hallazgo interesante presentado en la tesis es que existen casos donde los enfoques coin-
ciden. Un claro caso (trivial) de e´sta situacio´n se da al tratar con KBs coherentes y consistentes.
Sin embargo, no es el u´nico caso donde tal cosa puede suceder. Otro caso que llevarı´a a lo mismo
es aque´l donde los conjuntos de kernels y de clusters coinciden, esto es, no hay overlapping entre
conﬂictos mı´nimos; nuevamente, para tales casos los enfoques coincidirı´an. Esto, si bien puede
parecer trivial y no reportar mucho intere´s en una primera mirada, se vuelve importante a la hora
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de analizar a los operadores desde un punto de vista computacional. Claramente, el manejo de ker-
nels es ma´s sencillo que el manejo de clusters; por ejemplo, como remover una fo´rmula alcanza
para solucionar conﬂictos mı´nimos entonces podemos comparar conjuntos unitarios de fo´rmulas,
sin necesidad de mirar en todos los subconjuntos como sucede en Cluster Contraction. Por lo
tanto, si tenemos que el conjunto de clusters coincide con el de kernels (lo que so´lo involucrarı´a
una comparacio´n de conjuntos adicional) podrı´amos directamente tomar el enfoque local, consi-
guiendo una mejor performance computacional. Es ma´s, esto puede ser llevado un paso ma´s alla´,
deﬁniendo operadores mixtos: podrı´amos utilizar un enfoque local para el caso donde un cluster
coincide con algu´n kernel, y utilizar un enfoque global sobre aquellos que involucran dos o ma´s
conﬂictos mı´nimos.
6. Conclusiones
El trabajo colaborativo y el intercambio de informacio´n se han transformado en los u´ltimos
tiempos en aspectos cruciales de pra´cticamente todo sistema; por lo tanto, es de vital importancia
disponer de me´todos automa´ticos y adecuados para el manejo de conﬂictos: en entornos colabo-
rativos, a medida que el conocimiento evoluciona inconsistencias e incoherencias suelen aparecer
de manera natural. Es ma´s, en entornos colaborativos tal conocimiento es frecuentemente repre-
sentado a trave´s de ontologı´as que suelen ser mantenidas en forma conjunta por muchas entidades,
esto es, son compartidas por entidades que no so´lo las utilizan sino que tambie´n las modiﬁcan.
Una forma de lidiar con los conﬂictos que pueden aparecer en tales entornos de aplicacio´n
es tratar de modiﬁcar la informacio´n contenida en la ontologı´a para de esta forma recuperar la
coherencia y la consistencia del conocimiento expresado por las mismas. En este trabajo hemos
presentado una forma de conseguir la consolidacio´n de ontologı´as Datalog±, esto es, la resolucio´n
de todos los conﬂictos presentes en las mismas, tanto de inconsistencia como de incoherencia.
En particular, el feno´meno de incoherencia es uno que suele ser dejado de lado, a pesar de tener
gran inﬂuencia en la deﬁnicio´n de procesos de manejo de inconsistencia. Para paliar esto hemos
presentado una caracterizacio´n del feno´meno de incoherencia en Datalog±, tomando como punto
de partida esfuerzos similares en DLs, donde se relaciona a tal feno´meno con la aparicio´n de
conceptos insatisfacibles [6, 5, 3, 13, 17, 16].
Adema´s de introducir los conceptos de satisfacibilidad y coherencia para Datalog±, en el pre-
sente trabajo hemos ahondado en la relacio´n entra inconsistencia e incoherencia. En particular,
el trabajo muestra que tal relacio´n toma la forma de causa-efecto: cuando tenemos una onto-
logı´a incoherente la misma es inevitablemente inconsistente cuando el componente D hace que
un conjunto insatisfacible sea activado. Esta relacio´n es de vital importancia para la deﬁnicio´n
de procesos de manejo de inconsistencia: es fa´cil demostrar que en presencia de una ontologı´a
incoherente puede ser una mejor solucio´n aplicar un enfoque de eliminacio´n de incoherencia co-
mo paso previo al manejo de inconsistencia, lo que permitira´ aumentar la cantidad de respuestas
posibles para la ontologı´a previamente incoherente.
De la mano de diferenciar y atacar de forma correspondiente cada tipo de conﬂicto es que
en la presente tesis hemos propuesto la utilizacio´n de operadores de consolidacio´n de ontologı´as
Datalog± que tengan en cuenta ambas clases de conﬂictos, esto es, que ataquen tanto incoherencia
como inconsistencia. Esto u´ltimo explicado es central dentro de la construccio´n de operadores de
consolidacio´n propuestos, ya que la misma esta basada en la separacio´n en dos tipos de funciones
de incisio´n de modo que se pueda atacar primeramente los problemas de coherencia utilizando una
funcio´n de incisio´n en restricciones ρ, y luego resolver los problemas de consistencia basa´ndo-
nos en el resultado de remover de la ontologı´a original aquellas TGDs seleccionadas por ρ. Esto
es; el resultado de una operacio´n de consolidacio´n Υρ,%(KB ) es la ontologı´a obtenida removien-
do TGDs (seleccionadas por una funcio´n de incisio´n en restricciones ρ del conjunto de kernels
de dependencias ⊥⊥(Σ,KB )) y a´tomos (seleccionados por una funcio´n de incisio´n en datos % de
⊥⊥(D,KB?), que es el conjunto de kernels de datos para la ontologı´a resultante de resolver las
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incoherencias como primer paso) de la ontologı´a original KB .
La primer construccio´n propuesta ataca directamente kernels de manera local, lo que acarrea
un problema al examinarla a la luz de la mı´nima pe´rdida de informacio´n; en ocasiones, cuando
dos o ma´s kernels esta´n relacionados su tratamiento local no es o´ptimo. Para paliar tal problema
es que hemos deﬁnido una estructura adicional denominada cluster, que tiene la funcio´n de agru-
par kernels relacionados de modo que podamos resolver tales conﬂictos utilizando un enfoque
global del problema. Sin embargo, la aplicacio´n de funciones de incisio´n deﬁnidas para trabajar
en kernels directamente a clusters no fue posible, por lo que se presentan nuevas funciones de in-
cisio´n adaptadas a su uso en clusters, y se deﬁne una nueva clase de operadores de consolidacio´n
que aseguran que siempre la ontologı´a resultante de la consolidacio´n es la ma´s cercana a la on-
tologı´a original (en te´rminos de pe´rdida de informacio´n), aunque como contrapartida el esfuerzo
computacional puede llegar a ser mayor.
Paralelamente a la presentacio´n de las construcciones antes mencionadas, en la presente te-
sis hemos presentado una serie de propiedades que operadores de consolidacio´n de ontologı´as
Datalog± deberı´an respetar para exhibir un comportamiento que preserve los requisitos de resol-
ver los conﬂictos que aparecen en las ontologı´as, tratando a su vez de minimizar las pe´rdida de
informacio´n. Como es caracterı´stico en Revisio´n de Creencias, estas propiedades son presentadas
como postulados, donde los mismos son independientes de la construccio´n propuesta; esto es, los
postulados pueden ser utilizados para medir el desempen˜o de cualquier operador de consolidacio´n
de ontologı´as Datalog±, y no solamente aquellos propuestos en este trabajo.
Respecto de la relacio´n entre las construcciones presentadas (local/kernel y global/cluster) y
las propiedades esperadas que expresan los postulados, hemos establecido claramente la relacio´n
entre ambos aportes mediante distintos teoremas de representacio´n. El aporte de tales teoremas
es doble: (a) muestran claramente como las construcciones propuestas satisfacen las propieda-
des esperadas para cada tipo de operador, y (b) muestran que cada operador de consolidacio´n
que sea deﬁnido de forma tal que satisfaga las propiedades en los teoremas se correspondera´ ne-
cesariamente con alguna de las construcciones propuestas en este trabajo, es decir, que dada la
misma ontologı´a original obtendra´ como resultado la misma ontologı´a consolidada que se obtiene
utilizando las construcciones presentadas .
7. Lı´neas de investigacio´n futuras
Obtencio´n de vistas uniﬁcadas de varias bases de datos relacionales.: Una aplicacio´n po-
sible de los operadores de consolidacio´n de ontologı´as Datalog± es su utilizacio´n para la conse-
cucio´n de una vista u´nica de diferentes fuentes de informacio´n expresables por Datalog± (como
por ejemplo Bases de Datos Relacionales), mediante un proceso de transformacio´n de las bases
de datos relacionales a ontologı´as Datalog± primeramente, para luego consolidar (la unio´n de) las
mismas y obtener la vista.
Uso de la consolidacio´n como soporte a procesos de evolucio´n de ontologı´as: La evolucio´n
de ontologı´as (ontology evolution) trata de modiﬁcar las ontologı´as para reﬂejar cambios en el
dominio que las mismas representan de forma tal que no haya conﬂictos en la ontologı´a resul-
tante. Para conseguir esto debemos deﬁnir procesos de revisio´n en Datalog± mediante el enfoque
de consolidacio´n presentado como la base del desarrollo de operadores de revisio´n de ontologı´as
Datalog±. Para esto, tales operadores comienzan agregando la fo´rmula en consideracio´n (ya sea
un a´tomo o una TGD) para luego asegurarse de que lo resultante de tal expansio´n no sea incon-
sistente/incoherente mediante la remocio´n de a´tomos o TGDs. En base a (clases particulares de)
tales operadores podemos deﬁnir un proceso de evolucio´n de ontologı´as como aquel que revisa
a la ontologı´a actual con el nuevo a´tomo a agregar, logrando de esta forma incluir esta nueva
informacio´n sin que aparezcan por ellos conﬂictos en la ontologı´a resultante.
Manejo de incoherencias a trave´s de debilitacio´n de reglas: Defeasible Datalog±: Una
propuesta alternativa para el manejo de incoherencias que pensamos explorar es la basada en de-
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bilitamiento de reglas, en lugar de remocio´n de las mismas. Para lograr esto pensamos explotar
unos desarrollos recientes que han surgido dentro del grupo de investigacio´n que anido´ el trabajo
presentado en esta disertacio´n, pero que se centran en la modiﬁcacio´n de la relacio´n de conse-
cuencia para el manejo de ontologı´as inconsistentes: Datalog± rebatible [15].
Implementacio´n de operadores: Finalmente, en la actualidad estamos trabajando en la im-
plementacio´n de nuestros operadores; planeamos para esto estudiar diferentes te´cnicas que puedan
ser utilizadas para obtener una implementacio´n eﬁciente de los operadores, posiblemente enfoca-
dos en fragmentos especı´ﬁcos de Datalog±.
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