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Abstract
Several goodness-of-t test statistics have been proposed for a multinomial logit regression model; however,
the properties of the proposed tests were not adequately studied. This paper evaluates three dierent
goodness-of-t tests using grouping strategies, proposed by Fagerland et al. (2008), Bull (1994), and Pigeon
and Heyse (1999). In addition, Pearson (1900)s method is also examined as a reference. Simulation studies
were conducted to evaluate the four methods in terms of null distribution and power. A real data example
is presented to illustrate the methods.
Keywords: Multinomial logit regression, goodness-of-t test, grouping strategy, null distribution.
1. `
\Ó À¨@ ü Ì ÜX À@ ü  ð Å½Àä X  Ä| À´´
ü )<\ ìì ä\ ðl |Ð ¬©ä. ¹ XY ðlÐ À  üx Ì
  Ît t¬Xp, L\ ð Ì| üTXì °ü| tXà X x%Ä tè´Àà ä.
üpÐ Dt ( äm ÀÐ  \  ìt ´à  8xp, tì\ ÌX D  ¥X
 tü t äm \Ó À¨tä. øì äm \Ó À¨X i Ä| èXp ¬©
)@DÁl´<\ðl´ÀJä.
ø ðlÐ äm \Ó À¨X i1D É X0 t 0tÐ Ü´  iÄ(goodness-
of-t) )äøùTµ(grouping strategy)Dt©\)äÐ XìUx, DP, É Xà
 \ä. 0 <\h \Ó À¨X i1D ÄX0 t |<\ ¬© <´¨ 2 µÄÉ,
Hosmer@ Lemeshow (1980)X )ü <´¨ 2 µÄÉD t©\ Fagerland ñ (2008)X Cg µÄÉ,
Hosmer@ Lemeshow (1980)X ! U`\0 øùTX µD U¥Xì »´Ä C^ µÄÉ (Bull,
1994), <´¨ 2 µÄÉXü°ì(underdispersion)|ô\ J2 µÄÉ (Pigeonü Heyse, 1999)D
à$\ä. tL ÀX ü @ øùX , Å½ÀX | ät $\ Ä, ÌÐ Þ 
\ ¨D i Ü¬ L  µÄÉä@ àX À4ì| 0t ä 1ÈD t©Xì, ¨XäØ<
\ »´À µÄÉ äX À4ì@  ät Ü\ ì| DPXà \ä. \ @ Ái Ð
XÀJ@À¨DiÜ0DL, )ätt|¼ÈÄXÀLDôà\ä.
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2Ð ø ðlÐ ä´ 0Ð ^ äm \Ó À¨Ð  \ è\ t`D ¸	\ä. \ ø ð
lÐ ¬© $  À  µÄÉÐ  \ t` 0½   µÄÉäÐ  \ ÝD Ü\ä. 3
Ð 2Ð \ $  À )äD DP, É X0 \ ¨XäØ $Ä)  °ü| Ü\ä.
4Ð  Ì ø8  ÌÐ  Xì øùT µD t©\ 8  À )D ©\ °ü| DP, É
 \ä. ÈÀÉ<\ 5Ð°`à0DÜ\ä.
2. t` 0½
2.1. äm \Ó À¨
\À¤ñ À¨t tmÌX À@ t| $tü Å½À ¬tX  x  Ä| ô0
t ¬© )tä. tì\ \À¤ñ À¨Ð À  tmt DÌ äm<\ U¥ ½°
|äm\ÓÀ¨t|à\ä.
À Y ©Üx 0Ð c  1LÀX ¥\ cXü| Àp pXÅ½x!À
x = (x1; x2; : : : ; xp)  äà X. tL 0  ü| Y  0| L\ <t, 0  üÐ  \ j ü
X\ÓhÝ (2.1)üä.
gj(x) = ln

P (Y = j jx)
P (Y = 0 jx)

= j0 + j1x1 + j2x2 +   + jpxp; j = 1; 2; : : : ; c  1: (2.1)
Ý (2.1)ü©ÀÐ \\Ó¨@X\\0 üÐ \8Àü@XÝD
À´ \ÓD XXp, t 0  üÐ Dt j üÐ ` U`D \ÓD µt  h\ ð°\ä.
tì\ \Ó h| t©Xì pt xÐ  \  ÀX üÐ ` äm U`@ Ý (2.2)@ t
Xä.
P (Y = 0 jx) = 1
1 + eg1(x) + eg2(x) +   + egc 1(x)
P (Y = 1 jx) = e
g1(x)
1 + eg1(x) + eg2(x) +   + egc 1(x)
...
P (Y = c  1 jx) = e
gc 1(x)
1 + eg1(x) + eg2(x) +   + egc 1(x) : (2.2)
t| l0  nx Å½x \øÐ  Xì à$tôt, Ð ¸	X \0| (xi; yi), i = 1; 2; : : : ; n
ü t À¼  p, ì0 iø ´  jø üÐ X ½°  !X yij 1X D  
Àp, ø xX üÐ ` ½° 0X D ä. \ iø ´  jø ü| ! U`(^ij)@
»´Ä  üÐ  \ \Ó h| t©Xì lX ä. tL, ä »´À À  ! U
`@ cX üÐ  \ it ¨P 1t ´| X }ptD Ìqt| Xp, ,
Pc 1
j=0 yij = 1üPc 1
j=0 ^ij = 1t1½t|hDXø\ä.
2.2. ¨ iÄ  µÄÉ
 ì  À@ tÐ ¥D  t| ÁX Å½Àä X ¨ ÝD lX D L, ø
À¨ Ýt Ì| X \ ¨xÀ| èX t ¨X iÄ tä. t Ð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Table 2.1. Observed (Okj) and estimated (Ekj) frequencies using grouping strategy
øù
Y = 0 Y = 1    Y = c  1
 ! 0   ! 0      ! 0 
1 O10 E10 O11 E11    O1;c 1 E1;c 1
2 O20 E20 O21 E21    O2;c 1 E2;c 1
..
.
..
.
..
.
..
.
..
.
. . .
..
.
..
.
g Og0 Eg0 Og1 Eg1    Og;c 1 Eg;c 1
 äm \Ó À¨Ð  \ 0t  µÄÉä  øùT µD t©\ )äD Xà \ä.
ì0 øùT µt Hosmer@ Lemeshow (1980)  àH\ )<\,  ´Ð  \ ¨ü| ô
tDÈ|ìì´äDøù<\6´øøùäX¨ü|ôtä. øùTµDµt1
Ì lp Table 2.1Ð À´Èä. À  ämx ½°Ð ¹\ 0 t 0\ t¬XÀ J<
pä\øùTµtt¬\ä. tL, xÐä´ !HÄ@0 HÄÝ (2.3)üt
À¼ä.
Okj =
X
l2
k
ylj ; Ekj =
X
l2
k
^lj (2.3)
ì0 k = 1; 2; : : : ; g, j =; 1; : : : ; c  1tp, 
k k øùÐ\ n=gX´Ì|Xø\ä.
2.2.1. PearsonX ) <´¨ 2 µÄÉ@ <´¨X ñ`Á Ä(product-moment correla-
tion)\ L$8 <p, Karl Pearsont 1900DÐ H\ tä. t  X iÄ  | ä
´, \ ¨D äx  x ¨ü|  À ¨ü DPXp,  Àà  ÌÐ Þ ¨D  
X½°Ðü\¬©)tä. tµÄÉíÜä !HÄ@0 HÄ|t©\)t
p, tÐ \Ý@ (2.4)@ä.
X2 =
nX
i=1
c 1X
j=0
(yij   ^ij)2
^ij
: (2.4)
tôµ Ä n(c  1)Dttñì|0tp, °0 HÄ 4D½°, ¸
	ttñì|0tÀJ½¥tä.
2.2.2. Fagerland@ Hosemer, BonX ) ìì øùT )ä  Fagerland ñ (2008)t 
Ü\@!U`äXi,
Pc 1
j=1 ^ij = 1  ^i0Dt©XìøùD1X)tä. |ä´,
Ì| gX øùt ät « ø øù@  ¥ @ iX D  n=gÌ|X ´ pt0  ìh
à, Pøøù@øäL@iXD n=gÌ|tìhÜ\, ììü|¨Pt
©Xì øùD  )tä. t@ @ øùT )ü Ý (2.3)X  ! HÄ, 0  HÄÐ  \
<´¨ 2 µÄÉÝDt©XtÝ (2.5)@@ÝD»Dä.
Cg =
gX
k=1
c 1X
j=0
(Okj   Ekj)2
Ekj
: (2.5)
t µÄÉX ì ü¬<\  Ä (g   2)  (c   1)D  ttñ ì| 0t t ¨X
äØD µXì UxÈä. t  µÄÉ@ À  tm Ìx Ð  Xì ` ½° Hos-
mer@ Lemeshow (1980)X )Ð Dt %t DP À Jä èD  Àà <p, \ 
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Ð ¬© øùX Ð ä XtX ½¥t ä t 0´ä (Hosmer@ Hjort, 2002;
Fagerland ñ, 2008).
2.2.3. BullX ) Bull (1994)@ Hosmer@ Lemeshow (1980)X øùT µD U¥\ D ä
m \Ó À¨Ð  \ x iÄ  )<\h ÜX ä. ì0 Hosmer@ Lemeshow
(1980)XøùTµXü)@!U`Dt©Xì´äDøùTX<\t|µtµÄ
É D »ä. tì\ øùT µ@ P  À\ Xp, X  \ tùøùÐ nk = n=g (k:
øù)Ì| `ùÜ¤ <\, \ üX ! U`D ,Ü ø  \  øùÐ `ùÜ¤ )
tä. äx X k=10 (k:øù) ¬(cutpoints)D t©X <\, íÜ \ üX ! U`
D t©Xì ø D ¬<\ ´ øùD `ùÜ¤ )tä. tì\ øùT µD µt Ý
(2.3)Ð@ !HÄ@0 HÄ|t©Xì»´ÀµÄÉ@Ý (2.6)ütX
\ä.
C^ =
gX
k=1
c 1X
j=0
(Okj   Ekj)2
Ekj
: (2.6)
X Ý@ ü¬<\  Ä g(c   1)   2|  ttñ ì| 0t äà ¸	´ ä. ø
ì t µÄÉX ½° tm \Ó À¨ÐX ¨XäØÐ  \ °üÌt Ü´ à, äm \
Ó À¨X ÁiÐ  t UxÀ JXä. t ) íÜ À  äm| ½°Ð øùT )
Ð  \ U\ 0 D ÜXà À J<p, ´¤ 0 D 8°ÐÐ 0| °ü Ð }X (t
| ô|  ä ùt ä. 0tX ðl°üÐ ÀX  üÐ ` ! U`D 0 <
\ ¼D Ä <p,  ì õÀÉD 0 <\ 8°  \  ©\ )t|à ¸	´ ä
(Pigeonü Heyse, 1999). 0|øðlÐøùTX0 DÅ½À\$Xà\ä.
2.2.4. Pigeonü HeyseX ) Pigeonü Heyse (1999)X J2 µÄÉ@\ÓÀ¨Ð|
<\ ¬© iÄ  )x <´¨ 2 µÄÉD ô\ tä. <´¨ 2 µÄÉ@  ´ä
t  ÀX üÐ ` \ äx U`D  À ½° ttñ ì|  0tÀ Jä. \
<´¨ 2 µÄÉX½°üX !HÄ OjX°x
Pn
i=1 ^ij(1  ^ij)tämì| X
 DL»´À°x nj(1  j)ôäT0L8Ð(j =Pni=1 ^ij=n), ämìXÁiÐ°
ì  T   ½¥t ä. 0| J2 µÄÉ@ ´Èä ÀÐ ` U`t ä| Ä
 ÁiÐ  Xì U¥X <p, <´¨ 2 µÄÉX ¨Ð ü°ì| ôt    X|
ìXì äm ì ÁiÐ  \ 8| t°X ä. t µÄÉ@  øùX ÀÙD ôtü 8|
t°tü´, äm \Ó À¨ ÁiÐ UXÀ JXX øùD  0 Ð  \ ¨ü| | 
ä ¥D  Àà ä. t µÄÉD äm \Ó À¨X iÄ  )<\ U¥X0 Xì
Hosmer@ Lemeshow (1980)XøùTµD©\Ý@äLüä.
J2 =
gX
k=1
c 1X
j=0
(Okj   Ekj)2
kjEkj
; kj =
ngP
i=1
^ij(1  ^ij)
ngkj(1  kj) ;
ì0 kj k øù ´X ´äÐ  \ ^ijX Éàtä. t µÄÉ@ ü¬<\  Ä (g   1) 
(c   1)D  ttñ ì| 0xäà Ü´ ä. øì t µÄÉ@ À  tmx ½°
Ð  \ °üÐ DÈ| ämx ½°Ð  \ °üÄ 0tÐ ¸	  Æ<p, èÀ | µXì C^ µ
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Table 3.1. Four settings for simulation of the null distribution
Ái1 ü  4tàÅ½ÀX  1x½°
Ái2 ü  4tàÅ½ÀX  2x½°
Ái3 ü  5tàÅ½ÀX  1x½°
Ái4 ü  5tàÅ½ÀX  2x½°
ÄÉüX°üDPÌtÜ´ä (Pigeonü Heyse, 1999). tµÄÉíÜøùT)Ðìì0
 Dt©`<p, øðlÐÅ½À|t©XìøùDà\ä.
3. ¨XäØD µ\ DP
3.1. À4ì
3.1.1. ¨XäØ ) ,x ¨D i Ü¬ L,  µÄÉX ì  àX À4ì| 0
tä. Fagerland ñ (2008)X)x Cg 
2
(g 2)(c 1)|0xäàÜ´ä. Bull (1994)X
)x C^@ 2g(c 1) 2|0xäà¸	Xà<pÈÀÉ<\ Pigeonü Heyse (1999)X)x J
2@
2(g 1)(c 1)| 0xäà \ä. 0| ,x ¨D i\ Ä,  )äD t©\ D 1000 
õXì»´ÄµÄÉäXì  ätÜ\µÄÉXì@ ¬\À|LDôà\ä.
tL, Table 3.1Ð À ÁiÐ  Xì øùX   5@ 10| L\ ´ ¨XäØD ÄX 
ä.
¨XäØX Ì| »0 t \Ó h| t©Xp, ÀX ü   4@ 5x ½°@ Å½À
X  1ü 2x½°X\ÓhäLüä.
ü = 5
8>><>>:
ü = 4
8><>:
g1(x) =  2:1  0:2x;
g2(x) =  1:1  0:35x;
g3(x) =  1:9  0:21x;
g4(x) = x;
ü = 5
8>><>>:
ü = 4
8><>:
g1(x) =  2:1  0:2x+ z;
g2(x) =  1:1  0:35x+ z;
g3(x) =  1:9  0:21x+ z;
g4(x) = x+ z:
(3.1)
Ý (3.1)Ð ü   4| L ¬© \Ó h@ ü   5| L ¬© 8 X \Ó hX
ÀÄ  Ù|\p, t ü   X ÈD L ´ \ ½¥D  ÀÀ| ôà X0 htä.
È, À t \ ü   5  ÈD L   \Ó h ÁmX ¨ü| 0Xà $\À Å
½À XÌX ¨ü|  Xà ø ÀÄ| 1\ $X ä. t| µt èÀ \ Å½À
¨üÌ|X ¥D  ü   X T ´ äm \Ó À¨ ÁiÐ  µÄÉä@ Ü
ì| ¼È  0tÀ| LDôà \ä. X \Ó hX ÀÄ 0t ðl°ü| 8àX
 ä (Hosmer@ Hjort, 2002; Fagerland ñ, 2008). \ Å½À x@ z| Ý1X0 t U( 6; 6),
U( 1; 1) P  À ì| t©X p, ø t  ìX Ð 0| Ý1 Å½ÀX   ì
|À0 L8tä. È, À\ ìÐ  \  @ 0t ðl°üäÐ ¬©X X ìäD 8àX 
ä (Hosmer@ Hjort, 2002; Fagerland ñ, 2008). äxÀÄäÐ \$üÜìÐ \½
°Ð ´Ä ¨XäØD ÄX <  ¬\ °ü  ÄÈ0 L8Ð, t| 0\ ãÀ JXä.
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Table 3.2. Simulated per cent rejection rates at 5 per cent signicant level and simulated mean values
\ø = 100 \ø = 400
X2
øù = 5 øù = 10
X2
øù = 5 øù = 10
Cg C^ J2 Cg C^ J2 Cg C^ J2 Cg C^ J2
x; z 300 9 13 12 24 28 27 1200 9 13 12 24 28 27
U( 6; 6)
Ái1
3.00 4.90 0.40 0.90 4.40 1.30 1.90 0.10 5.70 1.20 1.90 5.50 2.00 2.70
294.61 9.19 9.18 9.21 24.10 24.08 24.11 1197.26 9.18 9.18 9.20 24.13 24.13 24.15
Ái2
9.70 7.80 0.10 1.30 7.50 0.40 1.40 21.00 8.90 0.20 1.10 9.10 0.20 2.80
255.90 8.63 7.19 9.38 21.16 19.03 24.63 1181.66 9.25 7.23 9.29 23.12 18.95 24.36
Ái3
22.60 3.80 2.60 3.30 4.00 4.10 4.80 58.40 9.00 3.90 5.30 8.20 6.50 7.80
335.56 10.70 9.93 10.07 29.40 28.85 28.97 1557.77 12.57 11.79 11.91 31.30 31.29 31.38
Ái4
9.70 4.60 1.40 2.30 4.00 1.50 2.80 37.00 5.30 2.90 3.80 6.60 4.30 6.50
225.72 9.61 7.18 9.04 23.06 18.83 23.93 1423.98 11.20 9.66 11.35 28.38 25.06 29.78
U( 1; 1)
Ái1
0.30 5.60 1.00 1.50 4.30 1.30 1.90 0.00 4.40 1.40 1.60 5.40 1.40 2.30
297.66 9.61 9.39 9.39 24.58 24.46 24.46 1199.63 9.09 9.03 9.04 24.21 24.16 24.16
Ái2
2.00 3.50 0.40 0.90 4.20 1.40 1.70 0.10 5.40 0.30 0.60 4.50 0.60 1.10
294.11 9.23 9.19 9.50 24.04 23.69 24.45 1199.43 9.05 8.76 9.00 23.87 23.46 24.08
Ái3
93.70 6.20 0.20 0.60 4.20 0.60 1.10 100.00 5.00 0.60 1.30 4.90 1.50 2.50
387.08 12.75 12.06 12.08 32.52 31.60 31.62 1597.99 12.26 12.14 12.15 32.43 32.30 32.30
Ái4
84.20 4.40 0.50 1.10 3.30 0.80 1.80 100.00 4.60 0.20 1.50 4.40 0.40 1.00
374.71 12.30 12.12 12.47 31.10 31.18 32.04 1595.70 12.05 11.91 12.15 31.71 31.46 32.08
 :  Ä(degrees of freedom)
t$ÁiD0<\Å½Àäüø¬$\Óh|t©Xìäm\Ó!U`D
l\Ä, U(0; 1)ÐX\Ý1\ u Däm\Ó!U`üDPXìÀXD°\ä.
tLü  4@ 5x½°Ý (3.2)X0 DµtÀXD°\ä.
8>><>>:
y = 3;u > 0 + 1 + 2;
y = 2;0 + 1 < u  0 + 1 + 2;
y = 1;0 < u  0 + 1;
y = 0;u  0;
8>>><>>>:
y = 4;u > 0 + 1 + 2 + 3;
y = 3;0 + 1 + 2 < u  0 + 1 + 2 + 3;
y = 2;0 + 1 < u  0 + 1 + 2;
y = 1;0 < u  0 + 1;
y = 0;u  0:
(3.2)
ÁiÐ \\øl0 100ü 400<\´ÄX ä.
3.1.2. °ü $  À ÁiÐ  Xì øùX   5@ 10| L,  µÄÉäX À4ì| LDôà
Ü\¨XäØX°ü Table 3.2ÐÜ´p, tÁiÐ X  5%ÐtùX
(DÀ¸tä. ° <´¨ 2 µÄÉ@0tðl°ü (Fagerland ñ, 2008)ÐÜ\ü
 X ½°  X  5%| ÌqXÀ J D ü  ä.  ÁiÐ »´Ä µÄÉX Éà í
Ü p(t|PàÜìXÉàÐ´ÁDôxä.
ü   3tà Å½ÀX   1x ÁiÐ  t UxÈX Cg µÄÉX ½°, ø ðl°üÐ
 ÀX ü @ Å½ÀX   ´¨Ð 0|  X  5%Ð ÌqXÀ J X »\
ät ä  X ä. ÉàX ½°Ð Ái1| L,  ´\ H ìX Éàü  ¬\ °ü|
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Table 3.3. Three settings for simulation of power
Ái1
ü¨ümÝµ
gj(x) = j0 + j1x; j = 1; 2; 3; j1 : 0:01; 0:5; 1:0
Ái2
ñmÝµ
gj(x) = j0 + j1x+ j2x
2; j = 1; 2; 3; j2 : 0:01; 0:05; 0:1; 0:5
Ái3
P8©mÝµ
gj(x) = j0 + j1x1 + j2x2 + j3x1x2; j = 1; 2; 3; j3 : 0:2; 0:6; 1:0
ôtp, ü  Å½ÀX   ´ ÁiÐÄ  ½°| xXà   H ì
X Éàü  ¬\ D L  Èä. t ðl°ü (Fagerland ñ, 2008)Ð Dt ´¨t ôtÀÌ
CgX ½° ü @ Å½ÀX X  Ð ´Ä ü¬<\ H ì| 0xäà ü  
ä.
C^ µÄÉü J2 µÄÉX ½° 0tÐ Ü °ü Æt tm üÐ  \ °ü| 0<\ äm ü
| ½°Ð ü¬<\ ttñ ì| 0| t|à ¸	È0 L8Ð, Cg µÄÉX °ü@ DPX
ì À4ìÐ  \ °`D tXà \ä. J2 µÄÉt C^ µÄÉÐ Dt ä @ D ÀÌ, P
µÄÉX ät   Cg µÄÉäÐ Dt @ <\  D ü  <p, ÀX 
ü Ð Á Æt ¨P  X  5%Ð ÌqX ½°  ä° Ü<  0Èä. ÉàX ½°ÐÄ í
Ü J2 µÄÉX t T lÀÌ, P µÄÉ ¨P H ìX Éà üÐ ÄìX ½°  pX Æ<
p,  X °ü  Cg µÄÉX Éà °ü@  ¬\ D ü  ä. ttñ ì  Ä  É
àD À´À\ P µÄÉÐ  \ Ü ì  XÀ Jäà `  ä. äÜ Ðt, C^ µÄÉü
J2 µÄÉ@ Ä g(c  1)  2@ Ä (g   1) (c  1)Dttñì|0xäàô0´
5ä.
ø ðlÐ C^ µÄÉü J2 µÄÉ@ 0tÐ ÜÈX ìÐ  ÞÀ Jä °`t ÄÈä.
ø ü t  Cg µÄÉü øùD 6 )t ôX !tÐ p ä| Ð  ¬\ µÄÉD
 L<,  µÄÉX 0 ì| °X 0í@ 8 µÄÉt \ ät0 L8tä. , »´
Ä ÌÐ Dt  Ä  p ttñ ì| 0t C^ µÄÉt J2 µÄÉX ½° p 0D
 À0 L8Ð  X  5%Ð ¨t iXÀ Jäà °` ´´  ¥1t ä° ®@ tà, t
X J@ ¨ÐÄ lXà Xäà » è`  ¥1t DÀ D Xø\ä. Figure
3.1@ t| ·htü Ì\ 1000X ¨XäØ °ü »´À  µÄÉ äX ¤ ø¨ü 
Hì|À´àä. tL, U( 1; 1)ÐÅ½À|Ý1Xà«øÁiD©\°üÄ
 ¨XäØ Ì| t©X ä. Ð ¸	\ ü È, À\ 8 µÄÉäX ¤ ø¨@ pX |
XX,  ÄÐ0xXµÄÉìÁt\Düä. \ÁiÐ0|°ü
Ð Cg µÄÉXÀ4ì 0tÐÜì@ ¥ ¬\Düä.
3.2. %
3.2.1. ¨XäØ ) Ì|$X \¨üÌ|XÀ»X\¨¬t
X (t| ÄX @ iÄ  µÄÉX \ í`tä. 0| t Ð x<\ Ìà
\ ÁiÐ  Xì  µÄÉät t| ¼È  èXÀ| LDôà \ä. Table 3.3@
¨XäØDÄX0t$ÁiDÀ¸<\, ÁiÐtùXmDÝµh<\hÝX
¨Xi1°ìÄ| Ü¤0ttùXmXÀÄDø¬$X ä.
%Ð  \ ¨XäØÐ ÀX ü   4x ½°\ \ ÀÈä. ø t  À4ìX
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Ái1, øù = 5, \ø 400 Ái1, øù = 10, \ø 400
(a) Cg µÄÉ (b) Cg µÄÉ
(c) C^ µÄÉ (d) C^ µÄÉ
(e) J2 µÄÉ (f) J2 µÄÉ
Figure 3.1. Histograms of simulated values and proposed null distributions for the three test statistics
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Table 3.4. Simulated power (%) at 5 per cent nominal level
\ø  = 100 \ø  = 400
X2
øù = 5 øù = 10
X2
øù = 5 øù = 10
Cg C^ J
2 Cg C^ J
2 Cg C^ J
2 Cg C^ J
2
Ái1: U( 6; 6)
0.01 0.00 14.30 3.20 4.60 9.30 3.50 5.10 0.00 17.20 3.00 4.60 12.00 3.50 5.40
0.5 0.00 14.60 99.70 99.80 10.20 97.70 98.60 0.00 15.60 100.00 100.00 10.70 100.00 100.00
1.0 0.00 15.40 100.00 100.00 10.30 100.00 100.00 0.00 14.00 100.00 100.00 10.30 100.00 100.00
Ái1: U( 1; 1)
0.01 0.00 13.80 2.90 4.80 9.20 4.20 5.50 0.00 16.60 2.60 3.80 11.30 3.30 4.50
0.5 0.00 15.20 6.60 9.40 8.00 5.40 6.80 0.00 13.40 29.60 35.30 10.80 20.00 23.60
1.0 0.00 13.30 24.30 30.60 9.30 16.80 20.10 0.00 13.30 94.90 96.50 10.20 86.10 88.50
Ái2: U( 6; 6)
0.01 4.50 5.00 0.60 0.60 4.30 1.70 2.30 0.40 7.60 1.20 2.10 5.60 1.90 2.50
0.05 6.50 19.80 4.30 6.00 13.20 5.30 6.80 2.30 76.00 51.20 57.70 64.10 45.40 49.40
0.1 3.60 61.50 36.60 43.20 48.40 29.00 33.60 0.30 100.00 99.90 99.90 99.80 99.50 99.50
0.5 0.50 92.00 92.90 95.20 83.10 89.00 91.20 0.00 100.00 100.00 100.00 100.00 100.00 100.00
Ái2: U( 1; 1)
0.01 0.30 5.70 1.00 1.50 4.30 1.20 1.80 0.00 4.70 1.20 1.60 5.20 1.40 2.30
0.05 0.30 6.00 1.10 1.60 4.40 1.20 1.70 0.00 5.10 1.20 1.40 5.60 1.40 2.20
0.1 0.30 5.20 1.00 1.40 4.30 1.20 1.40 0.00 4.80 0.90 1.80 5.70 1.40 1.70
0.5 0.50 6.00 0.80 1.10 4.50 0.90 1.40 0.00 10.30 2.30 3.10 9.40 2.90 4.10
Ái3: U( 6; 6)
0.2 21.90 7.80 0.30 1.70 11.80 0.40 3.20 36.70 45.60 1.70 10.90 53.90 1.80 8.70
0.6 26.10 65.00 0.40 0.90 56.20 1.10 2.30 45.30 83.50 0.60 1.00 87.70 1.50 2.60
1.0 32.00 75.50 0.60 1.20 67.80 1.10 1.60 54.20 91.00 0.90 1.60 94.20 1.70 2.60
Ái3: U( 1; 1)
0.2 1.80 4.50 0.60 1.40 3.20 1.00 2.00 0.10 4.80 0.50 0.80 3.60 1.00 1.50
0.6 1.90 4.20 0.60 1.00 4.30 1.80 3.10 0.30 7.90 0.30 0.90 6.30 0.80 1.40
1.0 2.30 6.50 0.60 1.10 4.50 0.80 2.40 0.30 9.80 0.40 1.10 9.90 0.60 1.10
¨XäØ °ü ü   5x ½°Ð Dt 4x ½°Ð T ihD ô 0 L8tä. tL  ÁiÐ
¬© Ámü ü¨ü mX ÀÄ À4ìX ¨XäØÐ ¬©\ ü Ù|Xä.  ÁiÐ
 Xì \ø l0| 100ü 400<\ ´ ÄX <p, 1000X õD µXì »´Ä µÄÉ ä
©  5%Ð¨tiXÀJäà°`´°(D%<\É X ä.
3.2.2. °ü  8 ÁiÐ  \ % ¨XäØ °ü| Table 3.4Ð À´Èä. ° ü¨ü mD
ÝµX Ái1D ôt, <´¨ 2 µÄÉX %@ ¨P 0x D L  ä. 0| ¨Ð Á
mÌD iX D L, <´¨ 2 µÄÉ@ ü¨ü mÐ  \ ¨ü| ÀX ¥%t Æäà `  
ä. Cg µÄÉX ½° ü¨üÐ  \ ÀÄ   Xp \ø    X Ð Á Æt, ø
¬à õÀÉX ìÐ Á Æt  ´\ D·\ °ü| À´à ä. t µÄÉ@  ´\ øùX  
@ ½°Ð %t T @ <\ ôtp, ÁmÌD i Ü¨ ¨Ð  t ®@ %D ô
xä. C^, J2 µÄÉ@ ü¨üX ÀÄ   hÐ 0| %t DÀ D L  ä. õÀ
ÉX ì  @ Ð Dt @ Ð %t à, øù   5x Ð Dt 10| L, T @ °
ü| À´à ä. P µÄÉ Ð C^Ð Dt J2t  T @ %D  <\ ôxä. Á
i2X ½°, <´¨ 2 µÄÉX °ü  Ái1X °üÐ Dt ä DÄ D ü  <  ´<
\ ®@ %D  Ää. Cg µÄÉX ½° @ õÀÉX ìÐ || xXà ÀÄ X
 ÐÄ ¬\°ü|À´à<, @ìÐÀÄ  hÐ0|%t¨P
 X D ü  ä. \ øùt 10| LÐ Dt 5| L T @ °ü| À´à ä. C^, J2 µ
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Table 4.1. A real data of cerebral microbleeds
À À  À
0 = ø8tÆL(787(69.22%))
CMBX ©
1 = DÌý1í(248(21.81%))
2 = Ìý1í(36(3.17%))
3 = DÌý1Ìý1õií(66(5.80%))
t ð 64.8811.62 (19{98)
´ÈÉÀ(BMI) ð 24.08 3.11 (14.47{39.00)
åÄ/\ ¸((PWVSD) ð 3.81 1.00 (1.56{10.42)
0U(systolic) ð 150.8423.19 (95.00{236.00)
ÄÉ@ @ õÀÉX ìÐ Cg µÄÉÐ Dt ®@ %D ôt @ ìÐ Cg µÄÉü
 ¬\ °ü| ôxä. ¹ øùt 10x ½°Ð ø (t  T UX Àä. @ ìÐ \
ø   p ¥D øXÀ »X t, @ ìÐ \ø    ` ½° T @ °ü  Ä
Èä. ÈÀÉ<\ Ái3D ôt, <´¨ 2 µÄÉX °ü  tX äx °üäÐ Dt Áù H
à DLLD ü  ä. \ õÀÉX ìÐ Á Æt ÀÄ   hÐ 0| % íÜ 
 X ä. øì Á <\ äx 8 µÄÉX °üÐ Dt T ®@ %D  Ää. Cg µÄÉX ½
° ÀÄ   hÐ 0|  ´\ %t DÀ D ü  ä. ñmX Áiü È, À
\ Cg µÄÉÐ @ õÀÉX ìÐ Dt @ ìÐ %t T @ D UxX ä. 
\ ´\øù @½ÐT@%Dôxä. C^, J2 µÄÉ@ñmXÁiÐDt®@
%tÄÈä. PµÄÉ¨PõÀÉXìÐÁ Æt®@%D ÀXDL
<p, ÀÄ  ÐÄ Á Æt  ¬\ %D ôtà ä. \ø Ð p ¥D À J<,
øùX  5|LÐDt 10|Lä@%DDüä.
4. ä Ì 
t Ð øùT µD t©\ 8 iÄ  µÄÉ )D  Ì ø8(cerebral microbleeds)
ÌÐ ©Xì °ü| DPXà \ä. <´¨ 2 µÄÉ@ ^ ¸	ÈX ü t äm \Ó
À¨X iÄ  )<\ X Jäà èÈ<À\ ä Ð  t X üÐ
 xX ä. 8À 8 µÄÉÐ  t l P  À )¥<\ °ü| ôà X p, X
 \ ¨t i ÈD L ¨t iXäà  èXÀÐ  \ tà, äx X X
À J@ ¨t i ÈD L ¨t iXÀ Jäà  èXÀÐ  \ tä. tL, øùT 
µ)<\ÀXüÐ0 ü|x\8ÀüÐ`!U`Dt©X ä.
¨XäØÐ ¬© øùT µü äx )D ©\ t  ¨XäØX ½° pt0| » üÐ
 ¨à üX °ü t »´ÀÀ JD | üÐ  \ X ät ÝX à, t\ xt t
 À J ½¥t  0Èä. \, t Ð Ä X\ XÀ Jäà Ý ¨D 
i Ü t|  ÄXÀ| LDô0 t Ð  ì ´ X Å½À| xXà X
p, t½°Ð¨XäØÐ¬©øùTµDt©`Æ<À\ÐUxXàX
PÁiDDPXpiXÀJäàèX 0L8tä.
4.1. Ì $
øÌ 2006D 6Ô0 2012D 1ÔLÀÁtÑ\Ä 7|t´ÐÌ½É(cerebral infarction)t
Comparison of Goodness-of-Fit Tests using Grouping Strategies 899
Table 4.2. Goodness-of-t test statistics and p-values of the three methods for cerebral microbleeds data
øùT µ µÄÉ
øù = 5 øù = 10
µÄÉ p  µÄÉ p 
Ái1
1  ^i0 Cg 8.0070 0.5334 30.0163 0.1842
^i1
C^ 20.2159 0.0900 35.6647 0.1514
J2 20.3004 0.0616 35.9211 0.1170
^i2
C^ 8.9748 0.7748 23.6928 0.6976
J2 9.1504 0.6900 24.0125 0.6296
^i3
C^ 11.8112 0.5432 25.6888 0.5901
J2 11.8846 0.4550 25.8355 0.5277
Ái2
1  ^i0 Cg 3.9651 0.9137 20.5611 0.6645
^i1
C^ 3.6689 0.9942 20.5611 0.8432
J2 3.6769 0.9886 20.6353 0.8031
^i2
C^ 3.6689 0.9942 20.5611 0.8432
J2 3.6769 0.9886 20.6353 0.8031
^i3
C^ 3.6689 0.9942 20.5611 0.8432
J2 3.6769 0.9886 20.6353 0.8031
 |ü1È(transient ischemic attack)D Äè@ X 1,137D  Á<\ Ì Á(brain
imaging studies), Á(vascular imaging studies), ´ x ,,ìÄ(electrocardiography)
ü 0øx a ¬| äÜ\ °ütä. ø X ðl ©@ XäÐ »´Ä °üäD   \
ììxäDôX DL, Ùå½ÁÄ|À´åÄ  Ìø8XÝXÐ´
 \ ¥D øXÀ| LDôà X tä. tL  Ì ø8X X 8  À\ 8TX 
ä. Table 4.1@  Ìä  ä äm \Ó ¨Ð ¬© À@ tù ÀX $  0 µÄÉ
D À¸ <\ ø ðlÐ ð Å½ÀÌD à$X 0 L8Ð,  Ì  ÀÐ
 X\ ¥D øX ð À  Á<\ Xø  ð ÀÌD äm \Ó À¨X Å
½À\hà$X ä.
4.2. °ü
 ÌÐ ` <\ Á äm \Ó À¨D i Ü0D L, ø i1 ì| èX0
Xì ø ðlÐ É Xà  øùT µD t©\ 8  À µÄÉD ©\ °ü(Ái1)@ èÀ
É  °ü Àx  Ì ø8 ÝX@  X\  Ä  Æ ÀÌD ¨Ð i Ü »
@ °ü(Ái2)| Table 4.2Ð ÜX ä. Ái1X °ü, <\ ¨à µÄÉt ¨t iXä
 °`D ´¬ D ü  ä. øì C^ µÄÉü J2 µÄÉX | °ü t äx °üÐ Dt
ÀÙt p D ü  <p || xXà  ´\ øùX Ð Á Æt Cg µÄÉÐ Dt T p
p D ôt D L  ä. t µÄÉ t øäX H ìÐ Dt @ <\  
D XøXp, ø t  3Ð ¸	\ ü t  Ä  Á <\ p C^ µÄÉü J2 µÄÉ@
Ð øäX µÄÉ ät  À À4ìÐ Dt $x½<\ X°\ Üt0 L8tä. 0| ¨
t iXä °`D ´´  ¥1t lp, t\xt »´Ä  µÄÉ Ð tùX p t ùð
 äÈ Ð Æ °ü  ÝX tä. Ái2X °ü| ôt ¨à ¨t iXäà °`´¬
à LD L  <p, $$ 4X õÀÉt ìh ¨Ð Dt 8 µÄÉ ¨P @ p D ôt
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 D L  Èä. 4ÇôäÄ C^ µÄÉü J2 µÄÉX °ü  ! U`Ð  t ¨P Ù|X 
à, t ¨Ð Dt ä° Hx 8| ôt D UxX ä. t 8 µÄÉ ¨P \ ¨
 i<\ xt ÝX i1 °ì|  èXÀ »\äà `  <p, 0| <\ ®@
%D Ääà`ä.
5. °`  à0
tm \Ó À¨X ½° ü ¬© i1 É X )ä (Agresti, 2007)t t¬X äm \Ó
À¨X i1 É Ð  \ )ä@ l´TÀ J@ ätä. \ü tm \Ó À¨X i
Ä  )äD U¥Xp ÀÜ¨ )ät Hà <, t )äÐ  \ l´x É  
 \tè´ÀÀJXäÐ)HXìø|8@0tÐÜ)ä|<\¬©<
´¨ 2 )üøùTµDt©\|µÄÉD XìDPÉ X ä.
\ ¨D i Ü0D L,  µÄÉäX À4ì@ Ü´  øäX ì   ¬` D  
 \ À4ìÐ  \ ¨XäØD ÄX ä. <´¨ 2 µÄÉX ½° 0t ðl°ü (Fagerland
ñ, 2008)Ð ¸	X ü t  X  5%Ð Áù ´¨D ô <p, ÉàÐÄ |XX
 D ü  Èä. Cg µÄÉX ½° ÀX ü @ Å½ÀX   ´¨Ð 0| 
X J@ äX Ýt  hÐÄ lXà  t  X  5%| ÌqX à, Éà íÜ  ä
t Ü\  µÄÉ ìX Éà üÐ ì D UxX ä. C^ü J2 µÄÉ@ ´¤ ÁiÐ  
tÄ ¨P   D ôXä.  X  5%Ð ÌqX ½°  ä° Ü<p, Éà íÜ Ü
 ìX ÉàÐ Dt ä° @ D  À D ü  Èä. 0| C^ µÄÉü J2 µÄÉ@  
ät Ü\ ì|  ÀX ¥%t ä° ¨´Àp, » °`D Ä`  ¥1t l0 L8Ð Cg
µÄÉtäxµÄÉäÐDtøÈ ©Xä°`D´8ä.
D] U\ ¨D i Ü0D L, µÄÉät Ü ìÐ DP  0tÀ J D ôX<
)Ð \TU\É |t%Ð \¨XäØDÄX ä. %Ð \É |
t8 ÀÁiÐ XìÄX p<´¨ 2 µÄÉ@8 ÀÁiÐ¨P®@%Dô 
ä. äx 8 µÄÉX ½°, Ái1Ð Áx\ C^ü J2 µÄÉt @ %D ô ä. t Ám
ÌD i Ü0D ½°  ÀÐ ` U`t ´Ä\ @ D  p, Cg µÄÉ@ t|
 èXÀ »X 0 L8tä. Ái2X °üÐ Å½ÀX D »@ ìÐ 0|  µÄÉäX
%t ì|ÐD ü  Èä. @ ìÐ 8 µÄÉ ¨P ®@ %D ô <p, @ ì
Ð ÀÄ   hÐ 0| 8 µÄÉ ¨P ä @ %D ô ä. Ái3X °üÐ Á
i2X °üÐ Dt ®@ %D  D ü  <p, @ ìÐ DP Cg µÄÉt \
%DDüÈä. %É ÐÄ Cg µÄÉtøÈ ©Xäà`<p, 
8ÀäxµÄÉä@äm\ÓÀXiÄ)<\h¬©X@4¬ äàÝ
ä.
\ 8  À iÄ  µÄÉäD ä ÌÐ ©Xì ø °ü| UxX ä. °  Ì|
 $` t| Á \ ¨D i Ü0D ½°, C^ µÄÉü J2 µÄÉX p äÐ ÀÙt
 D ü  È<p, <\ Cg µÄÉÐ Dt p ät p D L  Èä. t ä µ
ÄÉX ìÐ Dt   ì  $x½<\ X°\ ½¥t 0 L8Ð ÝX °ütä. XX
Å½ÀÌD ìh\ \ ¨X °ü, 8 µÄÉÐ $$ t ÁiÐ Dt T Htà p
p D ÄX p, t 8 µÄÉ ¨P \ ¨Ð Xt Ý i1 °ì|  èXÀ
»\ä D Xø\ä. 0| t ÐÄ ¨XäØX °ü@  ¬X C^ µÄÉü J2 µÄÉX
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ì  äÐXtÜì@äDÀ´à<p, ¹\¨DÄt´%
t®äà`ä.
øðlÐäm\ÓÀ¨XiÄµÄÉDììÁiXÐDPX ä. t)ä
@ 0tÐ  L$Ä Hosmer@ Lemeshow (1980)X )ü <´¨ 2 )D ô\ )äÐÄ 
lXà ätÜ\µÄÉXì µÄÉäXÀ4ì@(t LDLÈ<p, %
\®Xä. ¨XäØ°ü$\ÁiÐ\\t0L8ÐäxÁiÐ \XìÀ ¨D
ä. ø ðlÐX U¥ , T Î@ Å½À  ìh ½° äx  X Å½À  ÙÜÐ ì
h ½°, ø¬à Å½À| Ý1X ä\ ìÐ  Xì Ýtü  <p, ìì ìX pi
Ä à$`  ä. ä ÌÐ ©Xp ´ XX µÄÉÌD t©X ôä ìì µÄÉD
ÙÜÐÜXp(Ä@tiÄÐ0ø<\¬©`ø¼D XìiÄ
ì|èXtT`t|ì¨Ää.
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ÀLÀ H´  äm \Ó À¨X iÄ  )äÐ  Xì  ät H\ )ät Àù\À|
UxXà ø ðl| ÄX ä. ìì  µÄÉä  øùT µD t©\ µÄÉä (Fagerland ñ, 2008;
Bull, 1994; Pigeonü Heyse, 1999)D  X à, tì\ µÄÉX 0t  <´¨ 2 µÄÉ \ t DP
X ä. H ì  ¨XäØX Ái XÐ »´À À4ì@  ¬\À, ø¬à \ ¨X ÄD 
XÀÐ XìUxX <p, äÌÐ8 À)D©\°ü|DP, É X ä.
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