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Abstract
A quadratic upper bound is obtained for the complexity of symbol sequences generated by
symmetric Boolean functions in concatenation schemes. A more precise bound is established for
sequences generated by belt symmetric functions. Also, a linear upper bound is obtained for a
particular subclass of sequences. ? 2001 Elsevier Science B.V. All rights reserved.
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Di/erent models for generating symbolic sequences are known. For example, in [1],
the synthesis of symbolic sequences on an alphabet A is carried out by joining up to
the already constructed word its arbitrary subword or a subword prolonged by a letter
of A. For computing a power of an integer using a sequence on the unary alphabet
[5], only previously constructed fragments can be joined.
Evdokimov o/ered a way of synthesis of words on an arbitrary alphabet by con-
catenation in which only already constructed words are used, by analogy with circuits
of functional elements realizing Boolean functions [3]. In what follows, we shall use
this approach which seems to be natural. The complexity of synthesis will be studied
for some classes of symbol sequences.
We consider words of {0; 1} alphabet. The length of a word W is the number of
symbols in it. The concatenation of words U and V is de;ned as the result of writing
the word V after the word U and is denoted by U · V . The · sign can sometimes be
omitted. The word V is called a subword of the word W if W = X · V · Y for some,
possibly empty, words X and Y .
The sequence of words 0; 1; X; Y; : : : ; Z is called a concatenation scheme of the word
Z and is denoted by S(Z) if for any word W of this sequence there exist words U; V
succeeding X and preceding W such that W = U · V ; here U and V can be equal.
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Let L(S(Z)) denote the number of words in the sequence X; Y; : : : ; Z ; then we call
L(S(Z)) the complexity of the scheme S(Z). Let L(Z) be equal to min L(S(Z)), where
the minimum is taken on all possible concatenation schemes of the word Z . We shall
call the value L(Z) the multiplicative complexity of the word Z .
A Boolean function is called symmetric if it is invariant under permutations of
its variables. In this paper we shall establish an upper bound for the multiplicative
complexity of a word de;ned by the column of values of a Boolean function of n
variables. The sets of values of variables are enumerated lexicographically, i.e., without
loss of generality, we assume that the set (1; : : : ; n) is less than the set (1; : : : ; n)
if 1 = 1; : : : ; k = k for some k ¡n and k+1¡k+1.
By de;nition, a symmetric function take the same value on all sets of variables with
the same number of 1’s. Obviously, each symmetric Boolean function f(x1; : : : ; xn) can
be determined by the sequence (0; 1; : : : ; n) such that i is the value of the function
f(x1; : : : ; xn) on any set of variables with i units and n − i zeroes. We shall call the
sequence (0; 1; : : : ; n) the characteristic sequence for f(x1; : : : ; xn).
Let S0 ;1 ;:::;n(f(x1; : : : ; xn)) denote the word of length 2
n which is the column of val-
ues of the symmetric Boolean function with the characteristic sequence (0; 1; : : : ; n).
Below we shall use the mapping  from the sequence ˆ of words 0; 1; : : : ; r to the
sequence ˆ of words 0; 1; : : : ; r−1 de;ned as follows: ˆ=(ˆ)=0 · 1; 1 · 2; : : : ;
r−1 · r . It is clear that applying the mapping  to the sequence ˆ r times we obtain
the single word r(ˆ).
Theorem 1. If the sequence (0; 1; : : : ; n) is the characteristic sequence for the sym-
metric function f(x1; : : : ; xn); then
n(0; 1; : : : ; n) =S01 ::: n(f(x1; : : : ; xn)):
Proof. Let f(x1; : : : ; xn) be a symmetric function with the characteristic sequence
(0; 1; : : : ; n). We can express this function as
f(x1; : : : ; xn) = Lx1f(0; x2; : : : ; xn) ∨ x1f(1; x2; : : : ; xn):
It is clear that f(0; x2; : : : ; xn) and f(1; x2; : : : ; xn) are symmetric functions with char-
acteristic sequences (0; : : : ; n−1) and (1; : : : ; n), respectively.
Now we use the induction on n. When n=1 we have (0; 0)=S00 =00; (0; 1)=
S01 = 01; (1; 0)=S10 = 10; (1; 1)=S11 = 11. Suppose the theorem is valid for
any k6n− 1. Let us verify that it is valid for k = n.
By de;nition of the mapping ,
n(0; 1; : : : ; n) = n−1(0; 1; : : : ; n−1) · n−1(1; 2; : : : ; n):
By the induction hypothesis,
n−1(0; 1; : : : ; n−1) =S0 ;1 ;:::;n−1 (f(0; x2; : : : ; xn));
n−1(1; 2; : : : ; n) =S12 ;:::;n(f(1; x2; : : : ; xn)):
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Therefore,
n(0; 1; : : : ; n) =S01 :::n−1 (f(0; x2; : : : ; xn)) · S12 :::n(f(1; x2; : : : ; xn)):
Using this and the fact that the column of values for the function f(x1; : : : ; xn) is the
concatenation of columns of values for functions f(0; x2; : : : ; xn) and f(1; x2; : : : ; xn),
we have
n(0; 1; : : : ; n) =S01 :::n(f(x1; : : : ; xn)):
This completes the proof of Theorem 1.
Theorem 2. For any n¿1 and any sequence ˆ = (0; : : : ; n),
L(n(ˆ))6
(
n+ 1
2
)
:
Proof. Words of the sequence (ˆ) are obtained by concatenation of symbols 0 and
1, and words of the sequence i(ˆ), where 26i6n, are obtained by concatenation of
words from the sequence i−1(ˆ). Hence, the sequence S(n(ˆ))=0; 1; (ˆ); : : : ; n(ˆ)
is a concatenation scheme of the word n(ˆ). The sequence i(ˆ), where 16i6n, has
n− i + 1 words. Therefore,
L(S(n(ˆ))) = n+
n−1∑
i=1
(n− i) =
(
n+ 1
2
)
:
This completes the proof of Theorem 2.
Each sequence i(ˆ); 16i6n − 1, of the scheme S(n(ˆ)) contains words of the
same length, and a word can be found in it more than once. Let us delete duplications
in each of n − 1 sequences, leaving just one occurrence for each word. As the result
of deleting these redundant words from S(n(ˆ)), we obtain a concatenation scheme
of the word n(ˆ) having lower complexity. Let us establish a condition making it
possible to delete all redundant words from the scheme S(n(ˆ)).
Lemma 1. If the sequence ˆ has two identical subsequences (v; v+1; : : : ; v+s) and
(w; w+1; : : : ; w+s); where v¿0; w¿0; v = w; and s¿1; then the concatenation
scheme S(n(ˆ)) of the word n(ˆ) has ( s+12 ) duplicated words.
Proof. Let v= 0; w = n− s. We consider two cases, 2s6n and 2s¿n.
If 2s6n, then the positions of symbols 0; 1; : : : ; s; n−s; n−s+1; : : : ; n of the
sequence ˆ do not coincide, except for the case 2s = n, and for all t; 16t6s, all
words of identical subsequences t(0; 1; : : : ; s) and t(n−s; n−s+1; : : : ; n) occur
in subsequences t(ˆ) at di/erent positions. Hence all words of all subsequences
t(0; 1; : : : ; s); 16t6s, are duplicated, so that the scheme S(n(ˆ)) has (s+ 1) s=2
duplicated words.
If 2s¿n, then the identical subsequences (0; 1; : : : ; s) and (n−s; n−s+1; : : : ; n)
occupy all the n + 1 positions, which implies that i = i+(n−s); 06i6s. For each
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subsequence j(ˆ); 16j6s, the equalities i = i+(n−s); 06i6s, imply the equality
of words placed (n − s) positions apart. Hence in each sequence j(ˆ); 16j6s, all
words occurring at positions starting from (n − s) are duplicated, so that the scheme
S(n(ˆ)) has (s+ 1) s=2 duplicated words.
Let ˆ(k; m) denote the sequence ˆ with symbols k ; k+1; : : : ; m; 06k6m6n, being
ones and all the other symbols being zeroes. The word n(ˆ(k; m)) represents the
column of values of a belt symmetric Boolean function, i.e., the function having unit
value on sets with at least k and at most m ones.
Theorem 3. If n¿1; k¿0; and m n¿m¿k; then
L(n(ˆ(k; m)))6
(
n+ 1
2
)
−
(
n− m
2
)
−
(
k − 1
2
)
−
(
m− k
2
)
for k¿n− m;
L(n(ˆ(k; m)))6
(
n+ 1
2
)
−
(
n− m− 1
2
)
−
(
k
2
)
−
(
m− k
2
)
for k6n− m:
Proof. Let k¿n−m. The sequence ˆ(k; m) has two identical subsequences (0; 1; : : : ;
n−m−1) and (m+1; m+2; : : : ; n). According to Lemma 1, the scheme S(n(ˆ(k; m)))
has ( n−m2 ) duplicated words which form subsequences 
i(m+1; m+2; : : : ; n); 16i6n−
m. Let us delete them from the scheme. Then, using the pairs of identical sequences
(0; 1; : : : ; k−2) and (1; 2; : : : ; k−1); (k ; k+1; : : : ; m−1) and (k+1; k+2; : : : ; m))
we shall consecutively delete ( k−12 ) and (
m−k
2 ) words. The ;rst inequality of Theo-
rem 3 is proved. Replacing k by m and m by k, we obtain the second statement of
Theorem 3.
Let ˆ(u) denote the sequence ˆ with i = i+u, 06i6n− u.
Theorem 4. If n¿1; u¿1; and n¿u; then
L(n(ˆ(u)))6
(
n+ 1
2
)
−
(
n− u+ 1
2
)
:
Proof. The sequence ˆ(u) has two identical subsequences (0; 1; : : : ; n−u) and
(u; u+1; : : : ; n). By Lemma 1, the scheme S(n(ˆ(u))) has (
n−u+1
2 ) duplicated words.
For u= 2, the upper bound of Theorem 4 coincides with the known precise bound
[4] for the Thue-Morse sequence [2, p. 23].
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