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sich seit dem Tag meines Vorstellungsgesprächs am Lehrstuhl meiner Person und meiner
Arbeit angenommen, und ohne seine bereitwillige Hilfe bei kleineren und größeren Problemen
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Bewässerungselemente von Gardena. Er hat auch meine Arbeit von Anfang an inhaltlich
begleitet, mit mir Ideen entwickelt und teils wieder verworfen, und war mir nicht nur bei
meiner Promotion der beste Zimmernachbar, den ich mir vorstellen kann.
i
Euch allen herzlichen Dank für Eure Unterstützung, für die vielen Ermutigungen, das ent-
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Küche“ als Anwendungsszenario 113
6.1 Grundlagen des Ontologieentwurfs und Entwurfsentscheidungen . . . . . . . 114
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7.2.3 Interaktive Modellierung von Manipulationseinschränkungen mit dem
magnetfeldbasierten Positionssensor . . . . . . . . . . . . . . . . . . . 139
7.3 Evaluation der resultierenden Objektmodelle . . . . . . . . . . . . . . . . . . 140
7.3.1 Bewertung der Qualität der Objektmodelle . . . . . . . . . . . . . . . 140
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Seit der Einführung der ersten Industrieroboter haben sich viele Neuerungen in der Robotik
ergeben: Der Bereich Servicerobotik rückte zunehmend in den Fokus des wissenschaftlichen
Interesses, Roboter zeigten zuerst in den Medien, in den letzten Jahren auch zunehmend
als reale Maschinen menschliche Züge und Verhaltensweisen, Serviceroboter sind populär
geworden und beginnen auf einer wenig komplexen Ebene wie z. B. als Staubsaugerroboter,
Bereiche des menschlichen Alltags zu erobern. Dies hat dazu geführt, dass zum einen die
Erwartungen an Roboter und deren Verhalten deutlich gestiegen sind, zum anderen Roboter
zunehmend in Umgebungen agieren sollen, die sehr komplex angelegt und auf menschliche
Bedürfnisse zugeschnitten sind. Gleichzeitig steigt somit auch die Schwierigkeit der Aufga-
ben, die ein Roboter lösen soll.
Inzwischen sind die Herausforderungen, die ein Serviceroboter im menschlichen Alltag (oft
betrachtet am Beispiel Haushalt) zu bewältigen hat, Gegenstand zahlreicher Forschungspro-
jekte; erwähnt seien hier exemplarisch der Sonderforschungsbereich 588
”
Humanoide Roboter
– lernende und kooperierende multimodale Roboter“ (Dillmann et al. (2004)) und der
”
Bie-
lefeld Robot Companion“ BIRON (Haasch et al. (2004)). Im Rahmen dieser und ähnlicher
Arbeiten haben sich einige Forschungsgebiete als besonders interessant und anspruchsvoll
herausgestellt. Besonders augenfällig sind dabei Bereiche wie z. B. das zweibeinige Laufen
oder Greifstrategien, aber auch Interaktions- und Kooperationsaufgaben bieten noch viele
Herausforderungen für die Forschung der nächsten Jahre.
Insgesamt besteht ein Serviceroboter z. B. für Anwendungen im Haushalt aus unterschied-
lichen Modulen, die durch definierte Schnittstellen miteinander kommunizieren und Daten
austauschen bzw. auf den gleichen Datenbestand zugreifen. Ein wichtiger Datenbereich sind
dabei die Objektmodelle, die so unterschiedlichen Modulen wie beispielsweise der Objekter-
kennung oder der Greifplanung als Grundlage dienen. Gleichzeitig stammen die Daten, die
in einem Objektmodell zusammengeführt werden, aus verschiedenen Quellen: aus Vorwissen
des Roboters, aus der sensorischen Umwelterfassung oder aus der Interaktion mit dem Be-
nutzer. Hierdurch ergeben sich komplexe und vielschichtige Informationen für jedes Objekt,
die in einem Modell zusammengeführt und für verschiedene Komponenten der Robotersy-
steme verfügbar gehalten werden müssen. Die Anforderungen an die Objektmodellierung
2 Kapitel 1. Einleitung
steigen zudem mit der Komplexität und Dynamik der Umgebung. Bei menschenzentrierten
Orten wie einem Haushalt handelt es sich in der Regel um hochdynamische Umgebungen. In
einer solchen Umgebung können Objekte in einer Szene nicht nur verschwinden und wieder
auftauchen, sondern es können auch neue Objekte hinzukommen, Attribute oder das Er-
scheinungsbild von Objekten können sich verändern oder es können gänzlich neue Objekte,
vielleicht sogar mit bisher unbekannter Funktionalität, auftreten. All diesen Besonderheiten
hat die Objektmodellierung Rechnung zu tragen. Die Objektrepräsentation als zentraler Be-
standteil der Wissensbasis eines solchen Roboters muss somit hinreichend ausdrucksstark,
flexibel und erweiterbar sein.
1.2 Problemstellung
Wie bereits erläutert, sind die Anforderungen an die Objektmodellierung für Serviceroboter
in menschenzentrierten Umgebungen wie Haushalten sehr vielschichtig. Neben der Dynamik
der Umgebung sollen auch Veränderungen an den Objekten1 abgebildet und neue Objekte
modelliert werden. Zusätzlich greifen Funktionskomponenten des Serviceroboters auf die Ob-
jektmodelle zu, müssen Informationen über Objekte erhalten und neue Objektinformationen
beisteuern können.
Bei der Objektmodellierung ist auch zu beachten, dass bestimmte Objektinformationen in
solchen Umgebungen nur mit Unsicherheiten autonom durch den Roboter bestimmbar sind,
da sie sensorisch schwer zu erfassen, verrauscht oder fehlerhaft sind. Es handelt sich hierbei
um benutzerspezifisches Wissen wie die Lieblingstasse eines bestimmten Benutzers, komple-
xes Handlungswissen wie unterschiedliche Bediensequenzen eines Backofens oder um Normen
der menschlichen Gesellschaft wie das korrekte Eindecken des Tisches für unterschiedliche
Anlässe und Personenzahlen.
Weiterhin soll die Objektmodellierung für solche Anwendungen auch die Interaktion des
Roboters mit dem Menschen und ihre bidirektionale Kommunikation möglichst erleichtern.
Hierzu ist es von Vorteil, wenn Mensch und Roboter die gleichen Begriffe verwenden und
in den gleichen Kategorien
”
denken“. Dies macht es dem menschlichen Benutzer möglichst
einfach, den Roboter zu verstehen. Zusätzlich wird dadurch die Aufgabe des Roboters er-
leichtert, menschliche Äußerungen innerhalb seines Systems einzuordnen, zu verstehen und
umzusetzen. Die Akzeptanz eines Robotersystems wird hierdurch wesentlich erhöht – denn
auf eine Anweisung wie
”
Bring mir etwas Warmes zu trinken.“ hin erwartet der Mensch in
der Regel nicht, eine Tasse voll heißen Wassers serviert zu bekommen. Menschliche Begrif-
fe und Kategorien müssen also in der Objektrepräsentation des Roboters wiedergespiegelt
werden und auch als Steuerungskriterien für seine Wahrnehmungskomponenten verwendet
werden. Die zu repräsentierenden Objektbestandteile sind insbesondere Eigenschaften und
Attribute von Objekten, die Zustände, die sie einnehmen können, sowie mit ihnen ausführ-
bare Handlungen. Durch den Einsatz dieser Objektinformationen wird eine verbesserte und
robustere Verarbeitung und Interaktion zwischen Mensch und Roboter erreicht.
1Im Rahmen dieser Arbeit wird der Begriff ”Objekt“ anstelle des Begriffes ”Gegenstand“ verwendet, um
zu verdeutlichen, dass die vorliegenden Ergebnisse sich nicht nur auf starre (nicht deformierbare) Körper
anwenden lassen, sondern auch auf Flüssigkeiten, Pulver etc. Dies ist besonders relevant für die gewählte
Domäne ”Küche“, in der viele solcher Objekte auftreten bzw. andere Gegenstände durch äußere Einwirkungen
verändert werden können, z. B. durch Zerschneiden.
1.3. Lösungsansatz und Beitrag der Arbeit 3
Zu den Objektinformationen, die nur teilweise automatisch extrahierbar sind, gehört auch
funktionales Objektwissen. Es dient als wichtige Grundlage für Planung, Problemlösung und
Umsetzung von Anweisungen des Benutzers. Beispielsweise ist es hilfreich zu wissen, dass
jedes Gefäß notfalls als Gießkannenersatz verwendet werden kann, wenn gerade keine Gieß-
kanne zur Hand ist. Das jeweils relevante Wissen ist dabei in hohem Maße von der konkreten
Domäne und den gewünschten Anwendungen abhängig – nicht jede Information ist in jedem
Kontext sinnvoll, und teilweise unterscheidet sich das menschliche Verständnis von Objekten




kalt“ von der je-
weiligen Anwendung ab, und je nach Verwendungszweck und anstehenden Aufgaben werden
Objekte von Menschen unterschiedlichen Kategorien zugeordnet. Konkrete Objektmodelle
können also immer nur im Hinblick auf eine gegebene Domäne, einen bestimmten Kontext
oder die gewünschten Anwendungen erstellt werden.
Aus diesen Überlegungen ergeben sich folgende Probleme und Herausforderungen für die
Modellierung von Objekten beispielsweise für einen Serviceroboter im Haushalt:
• Dynamische, menschenzentrierte Umgebung
• Individualität des Benutzers
• Datenaustausch mit anderen Systemkomponenten
• Autonom nicht bestimmbares Objektwissen
• Gegenseitige Verständlichkeit der Äußerungen und Handlungen von Roboter und Be-
nutzer
• Erfassung und Repräsentation funktionalen Objektwissens
• Kontext- und Anwendungsabhängigkeit der Objektmodelle
Um einen erfolgreichen Einsatz von Servicerobotern in menschenzentrierten Umgebungen
zu ermöglichen und eine entsprechende Akzeptanz bei ihren menschlichen Benutzern herzu-
stellen, ist also ein Konzept für die Objektmodellierung zu entwickeln, dass diese Punkte in
Betracht zieht.
1.3 Lösungsansatz und Beitrag der Arbeit
Als Lösungsansatz für die gegebene Problemstellung wird eine semantische Objektrepräsen-
tation vorgeschlagen. Hierbei wird semantisches Objektwissen unter Erhalt der für das
menschliche Verständnis relevanten Objektstruktur in Objektmodelle abgebildet. Diese se-
mantischen Objektmodelle enthalten unter anderem funktionale Objektinformationen und
sind in ihrem semantischen Gehalt spezifisch für eine bestimmte Anwendung oder Domäne.
In diesem Lösungsansatz wird das relevante Wissen über eine Domäne nicht nur insoweit mo-
delliert, als es für die unmittelbare Verarbeitung auf einem Roboter notwendig ist. Darüber
hinaus wird auch Objektinformation in die Modelle integriert, die im alltäglichen Umgang
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von Menschen verwendet wird und z. B. zum Problemlösen oder zur Handlungsplanung not-
wendig ist. Diese Integration erleichtert die Interaktion mit dem Menschen, da der Robo-
ter in den gleichen Begriffen über Objekte
”
denken“ und reden kann, wie Menschen dies
tun. Sowohl die Darstellung von Roboterwissen oder aktuellen Zuständen für den Menschen
als auch die Instruierung durch den Menschen bzw. die Kommunikation mit dem Benut-
zer werden hierdurch erleichtert oder überhaupt erst ermöglicht. Durch die Modellierung
semantischer Objektinformation werden auch funktionale Objektaspekte repräsentiert, die
wiederum eine direkte Verknüpfung von Objektwissen mit Handlungswissen darstellen und
hierdurch erst eine erfolgreiche Handlungsplanung und -erkennung ermöglichen. Gleichzeitig
wird Wert darauf gelegt, die Objektrepräsentation in ihrer Datenstruktur möglichst flexibel
und erweiterbar zu halten. Die Objektmodelle können dadurch entsprechend den jeweiligen
Gegebenheiten an die Umwelt angepasst werden, da starre oder sogar fest implementierte
Modelle der Realität in Alltagsumgebungen nicht gerecht werden können.
Der vorgeschlagene Lösungsansatz legt besonderes Augenmerk auf die Generierung der Ob-
jektmodelle. Weite Teile des zu modellierenden semantischen Objektwissens können nur
schwer oder überhaupt nicht automatisch durch ein Robotersystem extrahiert werden. Zur
Objektmodellierung ist also in jedem Fall die Hilfe eines menschlichen Benutzers notwendig.
Dies stellt im Rahmen der hier vorgeschlagenen Vorgehensweise keinen Nachteil dar, da der
Mensch trotzdem weitestgehend von Routinetätigkeiten entlastet wird, die das Robotersy-
stem automatisch durchführt. Interaktion mit dem Menschen wird möglichst nur eingesetzt,
um besonders interessante, domänenspezifische oder nicht automatisch extrahierbare Infor-
mationen in die Objektmodelle einzufügen bzw. um automatisch erstellte Modellbestandteile
zu korrigieren oder nach den Bedürfnissen des Benutzers zu ergänzen. Es ist hierbei allerdings
zu beachten, dass die Objektmodelle in der Regel nicht a priori von Programmierexperten
erstellt werden, wie es in vielen Modellierungsanwendungen üblich ist. Bei der hier angestreb-
ten Benutzergruppe handelt es sich vornehmlich um nicht speziell vorgebildete Anwender, für
die die Interaktion mit dem System so einfach und intuitiv wie möglich gestaltet werden soll.
Die Integration des Benutzers in das System und die Verbindung des von ihm eingefügten
Wissens mit den automatisch extrahierten Informationen stellen also auf der einen Seite
eine Herausforderung dar, ermöglichen es aber auf der anderen Seite auch dem Benutzer,
gezielt Schwerpunkte in der Objektmodellierung zu setzen, die dem Umfeld bzw. den für den
Roboter relevanten Aufgabenstellungen am besten entsprechen.
Ausgehend von diesen Überlegungen wird zunächst eine allgemeine semantische Objektre-
präsentation vorgeschlagen, die domänenunabhängig eingesetzt werden kann. Danach wird
das Interaktive ObjektMOdellierungsSystem IOMOS vorgestellt, in dem Objekte interak-
tiv mit dem Benutzer modelliert werden können unter Nutzung semi-autonom akquirier-
ter Objektinformationen. Es stellen sich somit sowohl die Problematik der autonom bzw.
semi-autonom zu gewinnenden Objektmodellbestandteile und einer sinnvollen und möglichst
nutzbringenden Interaktion mit dem Menschen, als auch die der Integration dieser beiden
Bestandteile. Die hierbei generierten Objektmodelle werden in der semantischen Objektre-
präsentation abgelegt. Abschließend wird das System im Hinblick auf eine konkrete Anwen-
dung unter Verwendung einer im Rahmen dieser Arbeit erstellten Taxonomie von Begriff-
lichkeiten für die Domäne
”
Küche“ evaluiert.
Die Ergebnisse dieser Arbeit können in verschiedener Hinsicht verwendet werden: Die seman-
tische Objektrepräsentation ist so allgemein, dass sie auch auf andere Domänen angewendet
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werden kann. Es bieten sich hierbei insbesondere Anwendungen in menschenzentrierten und
dynamischen Umgebungen an, bei denen ein hoher Anteil an Interaktion mit dem Menschen
zu erwarten ist. Das interaktive Modellierungssystem IOMOS generiert interaktiv erstellte
semantische Modelle von konkreten Objekten, die in anderen Systemkomponenten eines Ro-
boters wie Szenenrepräsentation, Objekterkennung oder Greifplanung Verwendung finden.
Die Kernthesen der Arbeit stellen sich wie folgt dar:
• Objektmodelle für komplexe Robotersysteme, die in enger Kooperation mit dem Men-
schen interagieren, müssen ein hohes Maß an semantischer Information beinhalten.
• Eine semantische Objektmodellierung in menschenzentrierten Umgebungen ist nur in
Interaktion mit dem menschlichen Benutzer erreichbar.
• Die Mensch-Maschine-Schnittstelle kann derart gestaltet werden, dass interaktive Ob-
jektmodellierung auch für ungeübte Benutzer möglich ist.
• Durch bestmögliche automatische Nutzung von sensoriell gewonnener Information kann
der menschliche Benutzer weitestgehend vor Routineaufgaben bei der Objektmodellie-
rung bewahrt werden, so dass er nur noch überwachend tätig wird oder um dem System
semantische Informationen zur Verfügung zu stellen, die nur mit dem Hintergrundwis-
sen des Benutzers zu erschließen sind.
Als wissenschaftliche Ergebnisse der vorliegenden Arbeit sind insbesondere der Entwurf einer
flexiblen semantischen Objektrepräsentation hervorzuheben sowie Entwurf und Implementie-
rung des interaktiven Objektmodellierungssystems IOMOS, mit dessen Hilfe gezeigt werden
konnte, dass eine Objektmodellierung in Interaktion mit dem Menschen nicht nur für be-
stimmte Anwendungen notwendig ist, sondern auch mit angemessenem Aufwand und guten
Ergebnissen realisiert werden kann, wenn interaktive und autonome Verarbeitungskompo-
nenten miteinander verknüpft werden.
1.4 Gliederung der Arbeit
Das folgende Kapitel befasst sich mit dem Stand der Forschung im Bereich der Objekt-
modellierung, soweit dieser die vorliegende Arbeit thematisch berührt. Dabei werden insbe-
sondere Arbeiten zur semantischen und funktionalen Objektmodellierung, zum Lernen von
Objektmodellen sowie Arbeiten zur interaktiven Objektmodellierung und hierfür geeignete
Interaktionsformen vorgestellt und kritisch untersucht.
In Kapitel 3 wird dann die in dieser Arbeit entwickelte semantische Objektrepräsentation
erläutert. Hierzu werden zunächst notwendige Grundbegriffe geklärt und die Anforderun-
gen an eine solche Repräsentation definiert. Danach erfolgt die detaillierte Vorstellung der
semantischen Objektrepräsentation und ihrer Bestandteile.
Kapitel 4 befasst sich mit dem interaktiven Objektmodellierungssystem IOMOS, das im
Rahmen dieser Arbeit entworfen und aufgesetzt wurde. Es werden zunächst die Anforderun-
gen an ein solches System geklärt, bevor dann die Architektur von IOMOS und der Ablauf
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der Modellierung vorgestellt und schließlich die Datenhaltung sowie die Implementierung
der Objektrepräsentation als grundlegende Bestandteile des im darauf folgenden Kapitel
dargestellten interaktiven Modellierungssystems erläutert werden.
Kapitel 5 ist der sensorgestützten interaktiven Objektmodellierung gewidmet. Es werden
zunächst einige wesentliche Grundlagen der Mensch-Maschine-Interaktion geklärt und die
Anforderungen an die Interaktion zwischen Mensch und Maschine bei der interaktiven Ob-
jektmodellierung erarbeitet. Danach werden der Aufbau der Modellierungsumgebung zur in-
teraktiven Objektmodellierung und die in ihr integrierten Sensor- und Aktorsysteme erläutert.
Den Schwerpunkt des Kapitels bilden zum einen die Ausführungen zu den Interaktionsmodi
in IOMOS und deren Verwendungsmöglichkeiten, zum anderen die detaillierte Darstellung
der interaktiven bzw. semi-autonomen Ermittlung unterschiedlichster Objektattribute in die-
sem System. Kapitel 5 schließt mit einer kurzen Darstellung der Systemintegration.
In Kapitel 6 wird die Domäne Küche als Anwendungsbeispiel für die interaktive Objekt-
modellierung vorgestellt. Für diese Domäne wurde eine Taxonomie von Begrifflichkeiten zur
Anwendung auf Servicerobotern erstellt, die in IOMOS in konkrete Objektmodelle umgesetzt
werden kann. In diesem Kapitel werden zunächst die wichtigsten Grundlagen des Ontologie-
entwurfs kurz erläutert und einige Besonderheiten der Domäne Küche dargestellt. Danach
werden beispielhafte Ausschnitte aus der entwickelten Domänenspezifikation vorgestellt, um
einen Einblick in die Anwendung des Systems zu ermöglichen und eine Grundlage für die
Evaluation im darauf folgenden Kapitel zu schaffen.
Zur Evaluation der erzielten Ergebnisse wird in Kapitel 7 zunächst die entwickelte seman-
tische Objektrepräsentation auf die Erfüllung der gestellten Anforderungen hin untersucht.
Danach erfolgt eine Evaluation des interaktiven Objektmodellierungssystems IOMOS, zum
einen indem auch IOMOS anhand der in den vorhergehenden Kapiteln identifizierten Anfor-
derungen bewertet wird, zum anderen anhand der detaillierten Untersuchung zweier Modi
zur interaktiven Modellierung von Attributwerten. Es handelt sich hier zum einen um eine
innovative Methode, mittels eines Inertial-Joysticks stabile Objektflächen zu modellieren,
zum anderen um den Einsatz eines magnetfeldbasierten Positionssensors zur interaktiven
Modellierung von Bewegungseinschränkungen bei der Manipulation, die jeweils in einer Un-
tersuchung mit Probanden evaluiert wurden. Nach einer Diskussion der Tauglichkeit unter-
schiedlicher möglicher Bewertungskriterien erfolgt die Bewertung der Qualität der erstellten
Objektmodelle im Hinblick auf die Verwendungsmöglichkeiten und die Nutzung der resul-
tierenden Objektmodelle. Sodann wird eine komplette Modellierungssequenz für ein Objekt
noch einmal im Überblick vorgestellt. Das Kapitel schließt mit einer kurzen Bewertung der
im Rahmen der Arbeit erzielten Ergebnisse.
Im letzten Kapitel werden dann der Inhalt der Arbeit noch einmal zusammenfassend dis-
kutiert und abschließend mögliche zukünftige Arbeiten zur Verbesserung und Erweiterung





Die vorliegende Arbeit leistet Beiträge auf unterschiedlichen wissenschaftlichen Gebieten,
insbesondere in den Bereichen Objektmodellierung und Interaktion. Bei der Darstellung des
Standes der Forschung wird somit zunächst die Frage nach der Realisierung einer semanti-
schen Objektmodellierung und der Modellierung funktionaler Aspekte von Objekten erörtert.
Im darauf folgenden Abschnitt werden einige Ansätze aus dem Bereich des Lernens von Ob-
jektmodellen vorgestellt, und schließlich wird der Stand der Technik im Bereich interakti-
ver Objektmodellierung anhand der wichtigsten Interaktionsmodi vorgestellt. Dabei werden,
insbesondere zu Fragen der Interaktion und der unterschiedlichen Interaktionsmodi, auch
Arbeiten betrachtet, die sich nicht speziell mit Objektmodellierung befassen, soweit diese
von Interesse für die gegebenen Fragestellungen sind.
Weitere Forschungsgebiete, die von der vorliegenden Arbeit berührt werden, insbesonde-
re zur Diskussion des Modellbegriffs, zur Mensch-Maschine-Interaktion, zur automatischen
Extraktion von Objektattributen aus Sensordaten und zur Ontologieerstellung, werden im
weiteren Verlauf der Arbeit jeweils in den relevanten Kapiteln in dem Umfang diskutiert,
wie sie für das Verständnis dieser Arbeit notwendig sind.
2.1 Fragestellungen und Diskussionsbedarf
Entsprechend der vorgegebenen Problemstellungen ergeben sich unterschiedliche Fragen bzw.
Diskussionspunkte, die auf die zu betrachtenden Forschungsarbeiten angewandt werden
müssen. Hierfür wurden die Arbeiten in drei Hauptbereiche eingeteilt, da unterschiedli-
che Forschungsgebiete berührt werden: in die Diskussion verschiedener Ansätze zur Ob-
jektmodellierung, in die Untersuchung und Evaluation von Arbeiten zum Lernen von Ob-
jektmodellen sowie in Arbeiten im Bereich der interaktiven Objektmodellierung. Diese drei
Forschungsgebiete werden unter jeweils verschiedenen Gesichtspunkten untersucht und die
zitierten Arbeiten dabei auf ihre Tauglichkeit für die vorgegebene Aufgabe bewertet:
Welches Wissen über Objekte wird modelliert?
Je nach geplanter Anwendung unterscheiden sich die in Objektmodellen enthaltenen
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Informationen über Objekte deutlich. Allein in der Robotik sind sehr verschiedene Ar-
ten von Objektmodellen gängig, von rein geometrischen oder rein ansichtsbasierten
Modellen (z. B. zur Navigation oder Objekterkennung) bis hin zu komplexen Objekt-
modellen, die eine einfache Handlungsplanung oder -erkennung erlauben. Im Folgenden
wird ein kurzer Überblick über unterschiedliche Ansätze zur Objektmodellierung ge-
geben. Ausgehend von den im vorherigen Kapitel diskutierten Anforderungen an die
Arbeit liegt der Schwerpunkt hierbei auf den komplexeren Objektmodellen, die auch
semantische oder funktionale Informationen beinhalten.
Werden Objektmodelle gelernt und wenn ja wie?
Wird Wissen über Objekte in Form von Objektmodellen dem System a priori vorge-
geben oder wird es gelernt? Und falls Objektmodelle gelernt werden, in welcher Form
findet dieser Lernprozess statt (autonom oder interaktiv, welche Lernverfahren werden
gegebenenfalls verwendet, etc.)?
Werden Objektmodelle interaktiv erstellt und wenn ja wie?
Ist Benutzerinteraktion eine wesentliche Grundlage zur Erstellung der Objektmodelle?
Und welche Interaktionsmodi und -verfahren werden in diesem Fall verwendet? Zu un-
terscheiden hiervon ist einerseits der Versuch, Objektmodelle automatisch zu erstellen,
andererseits aber auch die (a priori) Erstellung von Objektmodellen durch einen Ex-
perten in einem entsprechenden Expertenmodus bzw. als fest implementiertes Wissen,
da die Interaktion in diesen Fällen nicht mit durchschnittlichen Systembenutzern er-
folgt und zudem kein Augenmerk auf die Art und Ausgestaltung der Schnittstelle zur
Interaktion zwischen Mensch und Modellierungssystem gelegt wird.
Diese Fragestellungen können dabei nicht strikt voneinander getrennt werden, sondern zeigen
inhaltlich teilweise deutliche Überschneidungen. Ein Teil der Arbeiten entstammt dabei dem
Bereich der Robotik, da als potentielle Anwendung, wie in Kap. 1 beschrieben, das Szenario
eines Serviceroboters im Haushalt zur Evaluation und Darstellung der vorliegenden Arbeit
dient. Einige Arbeiten entstammen auch Forschungsgebieten außerhalb der Robotik, da sie
wertvolle Einblicke in den Stand der Forschung im Bereich Modellierung und Interaktion bie-
ten. Die diskutierten Arbeiten in Abschnitt 2.4 über interaktive Modellierung sind nach den
jeweiligen Interaktionsmodi gegliedert. Hier werden auch Forschungsergebnisse vorgestellt
und kritisch betrachtet, die sich nicht oder nicht ausschließlich mit Objektmodellierung be-
fassen, soweit sie im Rahmen der vorliegenden Arbeit von Interesse sind. Dieser Abschnitt
bietet somit gleichzeitig einen Überblick über die wichtigsten gängigen Interaktionsmodi und
Ein-/Ausgabegeräte.
2.2 Semantische und funktionale Ansätze zur Objekt-
modellierung
Die überwiegende Mehrzahl der in der Robotik angewandten Objektmodelle beschränkt sich
auf die Nutzung von wenigen Objektinformationen mit Relevanz vor allem für die Objekter-
kennung, -klassifikation und -detektion. Diese Modelle beinhalten oft ausschließlich geometri-
sche oder ausschließlich ansichtsbasierte Objektinformationen. Bei beiden Ansätzen müssen
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die Objektmodelle a priori modelliert werden und die Modellierung kann nur von einem
Experten durchgeführt werden. Zudem sind in der Regel keine weiterführenden Objektinfor-
mationen zur Funktionalität oder Semantik der Objekte enthalten, wie sie beispielsweise zur
Handlungsplanung in einer komplexen Umgebung benötigt werden. Es ist klar, dass diese
eingeschränkten Objektmodelle für komplexe Anforderungen, wie sie der Gegenstand dieser
Arbeit sind, nicht ausreichen. Es soll daher hier nur kurz auf diese Arten von Objektmodellen
eingegangen werden. Im Folgenden werden dann vorwiegend Arbeiten diskutiert, die Ansätze
zu einer komplexeren, funktionalen oder semantischen Objektmodellierung aufweisen.
Eine Klassifikation der gebräuchlichsten Methoden zur bildbasierten Objekterkennung wird
in Azad et al. (2006) vorgenommen, wobei die Autoren zwischen globalen Methoden (mo-
dellbasierten Ansätzen, globalen ansichtsbasierten Ansätzen sowie histogrammbasierten An-
sätzen) und ansichtsbasierten Methoden auf der Basis von lokalen Merkmalen trennen. Die
Arbeit liefert einen ausführlichen Überblick über den Stand der Forschung sowie über die
Vor- und Nachteile der einzelnen Ansätze. Leibe und Schiele (2003) bietet einen Vergleich
zwischen ansichts- und konturbasierten Methoden zur Objektkategorisierung und gleichzeitig
ebenfalls einen guten Überblick über den Stand der Forschung. Dort wurde eine Datenbank
von 80 Objekten aus acht verschiedenen Kategorien mit insgesamt 3280 Bildern erstellt,
um verschiedene Methoden zu vergleichen. Sowohl Azad et al. (2006) als auch Leibe und
Schiele (2003) konnten die besten Kategorisierungsergebnisse dabei durch eine Kombinati-
on aus verschiedenen Methoden erzielen. Einen detaillierten Überblick über modellbasierte
Objekterkennung gibt Pope (1994), der auch interessante Anmerkungen zu grundsätzlichen
Entwurfsentscheidungen und Problemen enthält.
2.2.1 Ansätze zur Objektmodellierung im Rahmen des Program-
mierens durch Vormachen
Das Ziel des so genannten
”
Programmierens durch Vormachen“ ist es, dass ein Robotersystem
Handlungen aus Benutzervorführungen lernt und sie danach selbst ausführen kann. Hierzu
werden Objektmodelle benötigt, die über eine rein geometrische oder ansichtsbasierte Mo-
dellierung hinausgehen, um die Objekte adäquat mit dem zu lernenden Handlungswissen zu
verknüpfen:
”
Die Integration einer Objekthierarchie und für den Benutzer relevanter Eigen-
schaften wie etwa Farbe, Größe oder Gewicht werden ebenfalls von Friedrich (1998), Riepp
(1997), Friedrich et al. (1998) vorgeschlagen. Durch Modellierung dieser Attribute konnte
die Interpretationsfähigkeit und Generalisierungsfähigkeit des in diesen Arbeiten entwickel-
ten Systems entscheidend gesteigert werden.“ (Rogalla (2003), S. 48f).
Friedrich (1998) verwendet zu diesem Zweck Objektmodelle, in denen einerseits die Ob-
jektgeometrie modelliert wird (oberflächenbasiert oder durch parametrierte Volumenprimi-
tive) und andererseits ihre technischen und physikalischen
”
Eigenschaften“, in diesem Fall
z. B. Gewicht, Dichte, Oberflächenrauheit etc. Die Modellierung erfolgt a priori durch einen
Experten mit Hilfe eines CAD-Systems, die Objektgeometrie wird mittels des Visualisie-
rungssystems KAVIS dargestellt (Schaude (1997)). Im dort vorgeschlagenen System werden
alle ein Objekt bzw. eine Objektklasse charakterisierenden Eigenschaften als eine Liste von
Attribut-Wert-Paaren modelliert. Die Vorteile dieses Ansatzes sind laut Friedrich (1998),
dass die Anzahl betrachteter Objekteigenschaften je Objekt/Objektklasse variabel ist, sowie
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dass die betrachteten Eigenschaftstypen an eine bestimmte Aufgabenstellung angepasst wer-
den können. Da es sich im Rahmen dieser Arbeit stets um Manipulationsaufgaben handelt,
müssen jeweils nur diejenigen modelliert werden, die für die vorliegende Manipulationsauf-
gabe von Bedeutung sind.
Folgende Definitionen werden bei Riepp (1997) sowie analog hierzu bei Friedrich (1998)
getroffen:
”
Definition 4.4: Eigenschaftstyp: Ein Eigenschaftstyp ist die abstrakte Be-
schreibung einer Eigenschaft. Besitzt ein Objekt eine bestimmte Eigenschaft, so
besitzt es immer genau eine Ausprägung des entsprechenden Eigenschaftstyps.
Beispiel 4.1: Beispiele für Eigenschaftstypen für Objekte der realen Welt sind
etwa: Inhalt, Legierung, Ersatzteilnummer, Farbe, Typ, Objektinstanz, usw. Bei-
spiele für Ausprägungen z. B. des Typs Inhalt sind: NaCL, HCl+, H2O, etc.
Um die Ausprägung von Eigenschaftstypen für Objekte zu bestimmen, werden
Eigenschaftsfunktionen verwendet.
Definition 4.5: Eigenschaftsfunktion: Eine Eigenschaftsfunktion EET (O) de-
finiert für das Objekt O die genaue Ausprägung des Eigenschaftstyps ET . Der
Wert einer Eigenschaftsfunktion bestimmt sich anhand folgender Funktion:
EET (O) =
 x falls O hat Eigenschaft ET mit Wert xnil sonst
Eigenschaftsfunktionen können auf verschiedenste Weisen den Wert zu einem
Eigenschaftstyp und einem Objekt bestimmen. Die Bestimmung kann auf der
Basis des Umweltmodells, vor anderem Hintergrundwissen, wie z. B. Produkti-
onsplänen oder direkt aus Sensordaten erfolgen.










k-043285“.“ (Friedrich (1998), S. 53).
Es fällt auf, dass unter diese Definition von Eigenschaften im wesentlichen alle Objektin-
formationen fallen können. Dies bedeutet aber, dass die Objektmodelle hier immer noch
stark auf eine geometrische Objektmodellierung bezogen sind, da diese besonders herausge-
hoben und behandelt wird, obwohl sie im Sinne der oben zitierten Definition durchaus dem
Eigenschaftskonzept entsprechen würde. Die möglichen Arten von Eigenschaftstypen werden
nicht weiter diskutiert. Insgesamt enthalten diese Arbeiten zwar erste Ansätze zu einer er-
weiterten Objektmodellierung, dies aber nur insoweit, wie es für die unmittelbar anstehende
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Manipulationsaufgaben notwendig ist. Eine strukturierte Modellierung der Objektsemantik
und -funktionalitäten ist hier noch nicht gegeben.
Auf die Ergebnisse von Friedrich baut die Arbeit von Rogalla (2003) auf, deren Ziel es ist,
eine Abbildung von Benutzerdemonstrationen auf variable Roboterkonfigurationen im Rah-
men des Programmierens durch Vormachen zu entwickeln. Hier enthält das Weltmodell die
Objektmodelle und die räumlichen Beziehungen zwischen den Objekten, wobei ebenfalls zwi-
schen einem geometrischen Objektmodell, das die Lage der Objekte in der Welt und ihre
Geometrien enthält, und einem Eigenschaftsmodell getrennt wird. Der Begriff
”
Eigenschaft“
wird hier ebenfalls im Sinne technischer und physikalischer Eigenschaften gebraucht. Das
Eigenschaftsmodell strukturiert bei Rogalla Modelle in eine Taxonomie mit fest definierten,
in Form von Attributen repräsentierten Objekteigenschaften, beispielsweise ob ein Objekt
beweglich ist oder zu welcher Oberklasse es gehört. Dies bedeutet, dass die so genannten
Eigenschaften vor dem Modellierungsprozess festgelegt werden, die Menge aller Eigenschaf-
ten also nicht während der Anwendung flexibel erweiterbar ist. Wie oben bei Friedrich bereits
angemerkt, umfasst der Begriff
”
Eigenschaft“ auch hier alle Objektinformationen, die irgend-
wie für die gegebene Anwendung relevant erscheinen, bietet aber mit Ausnahme einer im















Abbildung 2.1: Beispielhafte Objekttaxonomie für Manipulationsaufgaben (Rogalla (2003),
S. 78)
Abb. 2.1 stellt ein Beispiel für eine solche Objekttaxonomie dar. Gut zu sehen ist, dass eine
solche starre Taxonomie im Voraus angelegt werden muss und bereits kleinere Änderun-
gen oder Ergänzungen unter Umständen größere Veränderungen an anderen Stellen nach
sich ziehen. Die beispielhaft angegebene Taxonomie ist speziell auf Manipulationsanwendun-
gen zugeschnitten, ein wesentliches Unterscheidungsmerkmal ist der Unterschied zwischen
statischen und beweglichen Objekten. Für andere Anwendungen muss somit ein völlig neu-
es Eigenschaftsmodell erstellt werden. Zudem werden die Eigenschaften in diesem Ansatz





dynamisch“), teilweise werden sie in der Klassendefinition der Objekte
modelliert:
”
Abbildung 5.4 [in der vorliegenden Arbeit wiedergegeben als Abb. 2.1] zeigt
beispielhaft eine Objekttaxonomie für Haushaltsgegenstände; die zusätzlichen Eigenschaften
wie beispielsweise Größe und Farbe werden in der Klassendefinition der Objekte beschrei-
ben.“ (Rogalla (2003), S. 77).
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Die Arbeiten von Ehrenmann (z. B. Ehrenmann (2003)) bauen auf dem gleichen Objekt-
modell auf wie die vorherigen Arbeiten. Im Rahmen der vorliegenden Arbeit sind zwei bei
Ehrenmann (2003) erwähnte Attributtypen besonders interessant, da sie eine explizite Ver-
bindung zwischen der Robotersensorik und -aktorik und den Objektmodellen herstellen:
Dies sind zum einen Attribute für bildbasierte Verfahren zur Objekterkennung. Hier wer-
den spezielle Modelle benötigt (z. B. Objektansichten, Konturmerkmale), die zusammen mit
der spezifischen Eignung einer Methode zur Detektion eines Objekts in einem Attributtyp
gespeichert werden. Zum anderen handelt es sich um a priori-Wissen über für ein Objekt
sinnvolle Grifftypen. Ein Beispiel für solche Objektattribute ist in Abb. 2.2 wiedergegeben.
Ansonsten gelten auch hier die Anmerkungen, wie sie oben bereits in Bezug auf die Arbeiten
von Friedrich und Rogalla formuliert wurden.
Abbildung 2.2: Beispielhafte Darstellung von Objekten und deren möglichen Attributen
(Ehrenmann (2003), S. 59)
Zöllner (2005) erweitert die bereits vorgestellten Objektmodelle um Objektfunktionalitäten.
Ein Objektmodell besteht dann aus drei Teilen:
1. einem Geometriemodell, bestehend aus Objektgeometrie und Lage des Objektes in der
Welt. Insbesondere sind enthalten Oberflächendefinitionen, z. B. Dreiecksnetze, und
parametrierbare Volumenprimitive, die Verknüpfung von beweglichen Elementen durch
parametrierte Verbindungsstrukturen sowie Information über die Objektlage in Form
einer homogenen Transformation vom Objekt- zum Weltkoordinatensystem. Auch in
Zöllner (2005) werden diese Modelle a priori von einem Experten in einem CAD-System
modelliert und dann im Visualisierungssystem KAVIS dargestellt.
2. einem Eigenschaftsmodell, das physikalische Eigenschaften enthält in Form von Attri-
but-Wert-Paaren. Diese repräsentieren physikalische Eigenschaften wie Gewicht, Dichte
oder stabile Ablageflächen. Die Anzahl der Eigenschaften ist theoretisch unbegrenzt,
ihre Art beliebig definierbar. Das Eigenschaftsmodell wird wie auch in den Vorgänger-
arbeiten zum Aufbau einer Objekttaxonomie genutzt, wobei auch hier die grundlegende
Unterteilung in bewegliche vs. unbewegliche Objekte vorgenommen wird, was durch
die Fokusierung auf Manipulationsaufgaben bedingt ist.
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3. einem in dieser Arbeit neu eingeführten Funktionsmodell, das eine Beschreibung funk-
tionaler Aspekte des Objektes enthält. Das Funktionsmodell ist ein Spezialfall des
Eigenschaftsmodells und beschreibt Funktionen, die ein Objekt während einer Hand-
habung einnehmen kann in Form von so genannten
”








Die gebildeten Objektklassen und deren Hierarchie werden zur Generalisierung von beob-
achteten Handhabungen genutzt. Das Funktionsmodell erlaubt die Zuweisung von Rollen
zu Objekten. Die Menge der potentiellen Rollen eines Objekts während einer Handhabung
wird dann zur Bestimmung von Teilzielen in der Benutzerdemonstration verwendet. Inter-
essant sind insbesondere die Interaktionen zwischen zwei Objekten anhand derer Rollen,
beispielsweise bei der Benutzung von Werkzeugen. In dieser Arbeit wird zwar versucht, auch
funktionale Aspekte von Objekten zu modellieren, aber das Funktionsmodell stellt nur eine
Erweiterung des Eigenschaftsmodells dar und bringt dadurch auch alle Probleme des Eigen-
schaftsmodells mit sich.
Insgesamt existieren im Rahmen des Programmierens durch Vormachen zwar erste Ansätze
zu einer Objektmodellierung mit funktionalen Elementen, das Hauptaugenmerk dieser Ar-
beiten lag aber bisher auf der Modellierung von Handlungen und die Objektmodelle genügen
nicht den für die vorliegende Arbeit spezifizierten Anforderungen. Die Interaktion mit dem
Benutzer erfolgt in diesen Arbeiten ausschließlich zum Erwerb von Handlungswissen, das
Objektwissen über die beteiligten Objekte muss hierzu bereits vorliegen. Allerdings könnten
erweiterte semantische Objektmodelle mit einer konsistenten Modellierung von Objektse-
mantik und -funktionalität sowie der Möglichkeit, Objektmodelle auch zur Laufzeit noch zu
ergänzen und anzupassen, auch für das Paradigma des Programmierens durch Vormachen
einen großen Gewinn bedeuten.
2.2.2 Funktionale Objektmodellierung
Die Funktionalität von Objekten bezeichnet ihre potentielle Verwendung bezogen auf eine
bestimmte Anwendung oder Aufgabe, ist also immer kontext- oder domänenspezifisch zu
sehen:
”
Functionality of an object can be identified with its purpose and utility in a specific
environment. Its purpose depends on the intention of an agent and the utility denotes its
applicability in a particular task. Although functionality can be defined abstractly, to be iden-
tified in a specific object it needs to be explored in the context of an environment.“ (Bogoni
und Bajcsy (1994), S. 2). Chandrasekaran (1994) gibt einen guten Überblick über grundle-
gende Diskussionen zur Verknüpfung von Objekten mit Funktionen. Insbesondere vertritt
er die These, dass eine strikte Trennung zwischen intrinsischen und extrinsischen Funktio-
nen von Objekten nicht getroffen werden kann. Funktionen in diesem Sinne können also
nicht vollständig neutral und objektiv sein, sondern hängen vom Standpunkt des Benutzers
ab und davon, wie er ein Objekt verwendet. Im Folgenden werden Arbeiten vorgestellt und
diskutiert, die sich überwiegend oder ausschließlich mit der Modellierung von Objektfunktio-
nalitäten beschäftigen. Dabei wird unterschieden zwischen Arbeiten, die die Funktionalität
von Objekten aus deren Form, und solchen, die sie aus damit möglichen Bewegungen bzw.
Handlungen ableiten.
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Funktionalität aus Form
Einen rein funktionalen, global orientierten Ansatz zur Modellierung von Funktionalität
aus Form verfolgen Stark und Bowyer (1991). Ihre Objektmodelle enthalten, obwohl sie für
die Objekterkennung konzipiert wurden, keinerlei geometrische Modelldaten. Die Grundidee
dieser Arbeit ist, dass Funktion sich in der Form äußert und auch durch diese erschlossen
werden kann. Der Vorteil eines solchen Ansatzes ist, dass bei Vorliegen entsprechend guter
Ergebnisse auch bisher unbekannte Objekte kategorisiert werden können, sofern sie in eine
bekannte Kategorie fallen. Als funktionale Elemente von Objekten werden in dieser Arbeit
nur Objektoberflächen betrachtet wie z. B. die Sitzfläche eines Stuhls. Die Beschreibungen
von Objektkategorien sind hierarchisch angelegt. Zu Evaluationszwecken wurde die Katego-
rie
”
Stuhl“ untersucht. Die Objektmodelle, die die Ausgangsbasis für die Objekterkennung
bilden, sind dreidimensionale Polyeder, die mittels einer CAD-Software angelegt wurden.
Insgesamt ist das System für reale Anwendungen wenig geeignet, selbst die Evaluation auf
einer sehr kleinen Objektmenge fand nicht unter realen Bedingungen statt. Es ist zweifelhaft,
ob das System bei Verwendung echter Sensordaten mit den zu erwartenden Messfehlern oder
mit Verdeckungen umgehen kann. Auch ein Lernen von Objektwissen oder eine interaktive
Erstellung durch einen ungeübten Benutzer sind hier nicht möglich.
Rivlin et al. (1995) kombinieren eine Menge von funktionalen Primitiven und deren Beziehun-
gen mit einer Menge von abstrakten volumetrischen Formprimitiven und deren Beziehungen
zum Zweck der Objekterkennung. Die Ergebnisse dieser Arbeit werden demonstriert an ei-
ner eingeschränkten Klasse von Handwerkzeugen und deren Erkennung aus 2D-Bildern. Die
Autoren grenzen sich gegen globale Ansätze zur funktionalen Modellierung (wie beispielswei-
se bei Stark und Bowyer (1991)) ab und schlagen stattdessen einen lokalen Ansatz vor, um
so das Problem von Verdeckungen in realen Szenen zu umgehen. Betrachtet wird hier des-
halb die Funktionalität von Objektteilen und deren Interaktionen, wie relative Orientierung,
Größe, Form oder Bewegung. Ziel ist die Entwicklung einer Objektrepräsentation, die Form
und Funktion integriert, und gleichzeitig das Problem zu lösen, wie Form und Funktion aus
















Abbildung 2.3: Repräsentation von Objektfunktionalitäten bei Rivlin et al. (Rivlin et al.
(1995), S. 5)
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Ein solches funktionales Objektmodell besteht dann aus zwei Ebenen, der Form-Ebene
und der Funktions-Ebene. Auf der Form-Ebene existieren Form-Primitive, mit deren Hil-
fe Objekte als Konstruktionen aus volumetrischen Grundformen beschrieben werden. Auf
der Funktions-Ebene existieren hierzu korrespondierende funktionale Primitive, wobei die
Autoren für die von ihnen gewählte Domäne
”
Manipulationsaufgaben“ nur Endeffektoren
und Handhabungseinheiten als funktionale Teile von Objekten verwenden. Weder die funk-
tionalen Relationen noch die von den Autoren propagierte Verbindung zwischen Form und
Funktion ist formalisiert und klar dargestellt.
”
Der Einfachheit halber“ beschränken sie sich
auf Objektmodelle mit einer eindeutigen Abbildung zwischen Form und Funktion, geben
aber selbst an, dass diese Abbindung in vielen Fällen nicht eindeutig sein wird. Für prak-
tische Anwendungen wie einen Serviceroboter ist der hier gewählte Ansatz aus mehreren
Gründen nicht anwendbar: zum einen ist die Repräsentation teilweise noch nicht formal aus-
gearbeitet, zum anderen sind die funktionalen Primitive von Hand so gewählt, dass sie zu den
Formprimitiven passen, was in einer realen Anwendung nicht immer möglich sein wird. Auch
die Abbildung zwischen funktionalen und Form-Relationen muss jeweils mit Expertenwis-
sen a priori angelegt werden. Eine automatische Modellierung oder interaktive Modellierung
durch Laien ist nicht sinnvoll möglich. Die experimentelle Evaluation wird nur auf einer sehr
kleinen Objektmenge in einer eingeschränkten Domäne durchgeführt. Für komplexe Alltags-
situationen in realen Umgebungen eignet sich das System nicht, da dort zusätzlich zu den
bereits erwähnten Schwächen des Ansatzes noch zusätzliche Probleme z. B. aus Sensorunge-
nauigkeiten zu erwarten sind.
Objektklassifikation und -erkennung aus menschlichen Bewegungen
Die Arbeit von Moore et al. (1999) hat als Ziel die Ausnutzung von Wissen über menschliche
Bewegungen und Objektkontext zur Handlungserkennung und Objektklassifikation. Die Ob-
jektklasse wird hier bestimmt durch extrahierte einfache Objektmerkmale (sog.
”
low-level
Objektfeatures“) und durch mittels eines naiven Bayes-Klassifikators detektierte Handlun-
gen. Es soll gezeigt werden, dass die Verbindung zwischen menschlichen Handlungen und
Objekten genutzt werden kann, um Objekte zu detektieren und zu klassifizieren. Die Objekt-
modelle enthalten unter anderem Verweise auf Handlungen, die als Hidden Markov Modelle
repräsentiert werden. Zum Beispiel enthält das Modell
”





rückwärts blättern“ bzw. die sie repräsentierenden Hidden
Markov Modelle. Bei Vererbung zwischen Objektklassen erben die Kinder die Eigenschaften
ihrer Eltern, es können aber auch neue Eigenschaften und Methoden hinzukommen. Zur Eva-
luation wurden Objektmodelle erstellt für Büro-, Küchen- und Automobilumgebungen. Der
Küchenumgebung zugeordnet sind insgesamt 12 Objekte, davon 4 ohne assoziierte Handlun-
gen. Bei den evaluierten Beispielen handelt es sich um wenige, stark eingeschränkte Modelle,
die von Hand von Experten modelliert wurden. Die Objekt- und Handlungserkennung sind
relativ einfach gehalten, da nur das Prinzip dieses Ansatzes demonstriert werden soll. Die
Autoren selbst räumen Probleme mit der Skalierbarkeit ihres Ansatzes ein, vor allem wenn
jede Handlung mit jedem Objekt verknüpft wird. Sie hoffen allerdings, dies durch wohldefi-
nierte und beschränkte Domänen zu vermeiden – in seiner Komplexität entspricht dies aber
dann nicht mehr annähernd den Anforderungen in dynamischen realen Umgebungen.
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Zu den Arbeiten, die überwiegend, aber nicht ausschließlich funktionale Objektmodelle ein-
setzen, gehört Kitahashi et al. (2005). Das Ziel dieser Arbeit ist die Erkennung von mensch-
lichen Bewegungen und damit verbundenen Objekten. Besonderes Augenmerk dieser Arbeit
liegt auf der Interaktion zwischen Mensch und Objekt bzw. zwischen Objekten, die laut An-
sicht der Autoren in den meisten Arbeiten zur Szenenerfassung vernachlässigt werden. Hierzu
werden so genannte
”





geführt, die ein Objektmodell zusätzlich oder anstelle von konventionellen ansichtsbasierten
Attributen enthält. Die Objekt- und Handlungshierarchie sowie die Objektmodelle sind von
Hand angelegt und fest implementiert und daher für reale Anwendungen in komplexen dy-
namischen Szenen ungeeignet. Zudem haben die so genannten
”
funktionalen Attribute“ in
diesem Ansatz eine größere Bedeutung für die Objektmodelle als konventionelle Attribute.
Durch die speziellen und stark verzahnten funktionalen Attribute wird eine Skalierung der
Arbeit auf größere Domänen aufwendig.
Higuchi et al. (2004) gehen sogar davon aus, dass geometrische Modelle zumindest zur Ob-
jekterkennung überflüssig sind:
”
The key notion of this research is that objects can be reco-
gnized without any individual shape model.“ (Higuchi et al. (2004), S. 5). Wie in Kitahashi
et al. (2005)) wird auch hier versucht, menschliche Bewegungen zur Objekterkennung zu
nutzen. Allerdings ist dieser Ansatz nicht auf alle Objekte anwendbar, und immer nur wenn
ein Benutzer ein Objekt tatsächlich für eine Handlung nutzt, da die Objekte sonst statisch
und mit diesem Vorgehen nicht aus der Szene separierbar sind. Außerdem ist dieser Ansatz
aufwendig und fehleranfällig (Schlussfolgerungen können falsch sein, ein Benutzer kann et-
was ungewöhnliches tun etc.). Hinzu kommt, dass Objekte nur in der Szene verfolgt werden
können, wenn der Benutzer einmal etwas mit ihnen getan hat und sie danach die ganze
Zeit im Blickfeld der Kameras sind: Falls z. B. der Roboter hinter dem Rücken des Benut-
zers eine Handlung durchführt und dabei ein Objekt verschiebt, kann das nachträglich nicht
mehr erfasst werden. Falls das Objekt danach erneut vom Benutzer verwendet wird, wird
es vermutlich als ein anderes, weiteres Objekt erkannt und das ursprüngliche Objekt immer
noch an der alten Position vermutet. Die Modellerstellung wird bei einer größeren Menge
an potentiellen Objekten und Handlungen bzw. bei komplexeren Domänen aufwendig und
möglicherweise inkonsistent.
Auch in Bogoni und Bajcsy (1994) und Bogoni und Bajcsy (1995) geht es darum, Ge-
genstände zu erkennen und zu klassifizieren, die eine bestimmte funktionale Rolle erfüllen.
Das Fernziel dieser Forschungsarbeiten ist ein System mit Untersuchungsprozeduren, das
Objekte basierend auf ihren funktionalen Attributen klassifizieren und erkennen kann. Bei-
spielhaft werden hier Werkzeuge genannt. Verwendet wird hier eine Repräsentation basierend
auf der diskreten Ereignissystemtheorie (sowohl für Untersuchungsaufträge als auch für die
Funktionalitäten eines Werkzeugs) und dem Paradigma der Aktiven Perzeption. Bei die-
sem Paradigma geht es darum, dass ein (Roboter-)System selbständig die Welt untersucht
(vgl. Erläuterungen in Abschnitt 2.3), in diesem Fall um Objekte zu klassifizieren bzw. zu
erkennen. Hierzu werden Positionssensoren, Kraftsensoren und bildverarbeitende Sensoren
verwendet. Exemplarisch untersucht wird der Ansatz anhand des
”
Einstechens“ (engl.: pier-
cing) in Objekte. Die Ergebnisse sind sehr spezifisch für die verwendeten Sensoren und die
durchgeführte Handlung. Eine Übertragung auf andere Anwendungen ist daher nicht ein-
fach. Die Repräsentation wird von Hand erstellt und ist daher nur mit großem Aufwand auf
größere Domänen übertragbar, ein Lernen der Modelle ist nicht vorgesehen.
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In Bogoni und Bajcsy (1995) finden sich zusätzlich interessante grundsätzliche Überlegungen
zur Funktionalität von Objekten und zu deren Darstellung in Objektmodellen. Der Grund-
gedanke dieser Arbeit lässt sich wie folgt zusammenfassen:
”
Functionality almost universally involves an interaction. Hence, the representa-
tion for an object must include not only its intrinsic properties (e.g. geometric,
material, kinematic and dynamic) but also how it is used. Many objects may be
recognized as suitable implements for satisfying a particular role. The analysis
of their properties allows us to identify what can be labeled as the
”
functional-
features“ – features which make the object suitable for a specific task. Hence,
investigating the functionality of an object addresses the object’s purpose in a
particular setting.“ (Bogoni und Bajcsy (1995), S. 1).
Im Rahmen dieser Arbeit werden mögliche Ausprägungen und die Repräsentation von Funk-
tionalität untersucht. Als mögliche Arten von Objektfunktionalität werden intendierte, von
außen aufgezwungene und intrinsische Funktionalität genannt, wobei eine Klassifizierung
immer nur in Bezug auf einen Anwendungskontext möglich ist. Kritisch lässt sich hier an-
merken, dass eine klare Trennung dieser verschiedenen Arten von Funktionalität in realen
Alltagsumgebungen nicht immer möglich sein wird und für praktische Anwendungen auch
nicht unbedingt notwendig ist. Eine weitere wichtige Unterscheidung ist, ob die Eigenschaften
und die Beziehung der Objekte, die an einer funktionalen Interaktion beteiligt sind, konstant
bleiben oder sich verändern. So hängen z. B. manche Funktionalitäten von räumlichen Bezie-
hungen zwischen Objekten ab. Abb. 2.4 stellt die hier vorgeschlagene Objektrepräsentation
im Überblick dar, besonders im Hinblick auf die mit einem Objekt assoziierten Funktio-
nalitäten. Die Funktionalität eines Objekts wird nach Bogoni und Bajcsy (1995) wie folgt
repräsentiert:
”
Functionality(Object) = Structure + Context + Application
where:
• the Structure is associated with the intrinsic properties of an object.
• The Context identifies an agent, possibly the recipient of an action, and
the environment in which the functionality of the object is expressed.
• The Application denotes how the object is to fulfill the desired function.“
(Bogoni und Bajcsy (1995), S. 9f).
Fazit
Insgesamt lässt sich festhalten, dass zwar einige Ansätze zur Modellierung von Objektfunk-
tionalitäten sowie deren Verknüpfung mit menschlichen Bewegungen existieren, dass die
meisten sich jedoch nicht oder nur mit großer Mühe auf reale Umgebungen übertragen
lassen, die eine gewisse Komplexität und Dynamik sowie eine entsprechende Mengen an
Objekten mit sich bringen. Das Lernen von Objektmodellen wird in diesen Ansätzen meist
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Abbildung 2.4: Repräsentation eines Objektes und seiner Funktionalitäten bei Bogoni und
Bajcsy (Bogoni und Bajcsy (1995), S. 30)
nicht betrachtet. Stattdessen werden die Modelle a priori von einem Experten erstellt, und
oft sind die Zusammenhänge zwischen den einzelnen Objektmodellen so kritisch, dass auch
nur ein entsprechend vorgebildeter Experte überhaupt in der Lage sein wird, konsistente
und bedeutungsvolle Objektmodelle für eine Anwendung zu erstellen. Die rein funktional
gehaltenen Ansätze bringen zudem das Problem mit sich, dass sie sehr speziell auf bestimm-
te Anwendungen ausgerichtet sind. Andere Aufgaben wie die Planung von Greifsequenzen
oder Armtrajektorien werden sich mit rein funktionalen Objektmodellen ohne zusätzliches
Wissen nicht durchführen lassen. Diese Ansätze sind daher für Anwendungen wie einen Ser-
viceroboter als alleiniges Objektmodell schon aus diesem Grund nicht geeignet. Zusätzlich
werden bei den Arbeiten zur Modellierung von Funktion rein aus Form andere Objektfunk-
tionen, wie beispielsweise Funktionen aus Bewegungen von Objektteilen (wie das Öffnen
einer Schranktür), nicht berücksichtigt, so dass sie im Bereich Servicerobotik nur für we-
nige Anwendungen tauglich sein werden. Die Arbeiten zur Modellierung von Funktion aus
Bewegungen bringen dafür praktische Probleme beim Erkennen und Klassifizieren von Be-
wegungen sowie bei der Zuordnung von Objekten zu erkannten Bewegungen mit sich.
2.2.3 Objekt-Handlungs-Komplexe
Im Rahmen des Projektes PACO-PLUS, dessen Ziel die Entwicklung eines kognitiven Robo-
tersystems ist, wird ein interessanter Ansatz zur Verknüpfung von Objekten mit Handlungen
verfolgt (PACO-PLUS (2006)). Zentral für dieses Projekt ist die Annahme, dass Objekte und
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Handlungen im Rahmen so genannter Objekt-Handlungs-Komplexe (engl.
”
Object-Action-
Complexes“, OAC) untrennbar miteinander verbunden sind. In diesem Konzept werden Ka-
tegorien dadurch bestimmt, welche Handlungen ein Agent damit ausführen kann und wel-
che Attribute der Welt wahrgenommen werden können. Handlungen definieren somit die
Bedeutung eines Objektes, und umgekehrt suggerieren Objekte Handlungen. Die menschli-
chen Verarbeitungsmechanismen, die diesem Paradigma zugrunde liegen, werden in Hommel
(2004) und vor allem Hommel et al. (2001) ausführlich vorgestellt und diskutiert. Insbe-
sondere argumentieren die Autoren dafür, dass sowohl wahrgenommene Objekte als auch
Handlungspläne durch die gleichen kognitiven Codes repräsentiert werden.
Formal definiert werden die vorgeschlagenen OACs bei Geib et al. (2006). Die Autoren
argumentieren damit, dass die üblicherweise verwendeten Repräsentationen in der Robo-
tersteuerung und -regelung einerseits und der diskreten symbolischen Künstlichen Intelli-
genz andererseits sich deutlich unterscheiden, und dass es nicht einfach ist, diese Ebenen
zusammenzubringen. Eine solche Zusammenführung erscheint allerdings notwendig, wenn
eine wirklich menschenähnliche Verhaltenssteuerung erreicht werden soll. Sie schlagen da-
her die Benutzung von Objekt-Handlungs-Komplexen als Zwischenebene vor, die einerseits
eine klare Semantik bieten, andererseits aber auch auf beiden Ebenen einfach manipulier-
bar sein muss. Für eine formale Beschreibung der OACs definieren die Autoren zunächst
instanziierte Zustandsübergangsfragmente (engl.
”
instantiated state transition fragment“,
ISTF). Es handelt sich hierbei um eine situierte Paarung eines Objekts mit einer Handlung,
die ein kleines, aber vollständig instanziiertes Fragment der Zustandsübergangsfunktion der
Planungsdomäne abdeckt. Formal sind ISTFs definiert als ein Tupel 〈si, mpj, Objmpi , si+1〉,
wobei si der initial erfasste Zustand der Welt ist, mpj die Instanz eines motorischen Pro-
gramms, Objmpi das gesamte Objekt, das die Komponente enthält, relativ zu der das motori-
sche Programm definiert war, und si+1 der Zustand, der aus der Ausführung des motorischen
Programms resultiert.
Diese Zustandsrepräsentationen enthalten alle Informationen, die ein Robotersystem über
die entsprechenden zwei Zustände der Welt besitzt, wobei manche Informationen für das
Ergebnis der Handlung irrelevant sein können. Ein Lernmodul muss dann diese irrelevan-
te Information aus den ISFTs entfernen, um somit davon abstrahierte OACs zu generie-
ren. Die OACs enthalten dann schließlich nur die relevante instanziierte Information, die
benötigt wird, um die Anwendbarkeit der Handlung und ihre wahrscheinlichen Auswirkun-
gen effektiv vorherzusagen. Für diesen Abstraktionsschritt werden mehrere reproduzierbare
ISFTs benötigt, d. h. das Robotersystem muss wiederholt mit der Welt interagieren, um eine
genügende Menge hinreichend ähnlicher ISFTs zu erhalten, die dann in OACs überführt
werden können. In diesem Sinne entspricht dieses Vorgehen dem Lernprozess im Paradig-
ma des Programmierens durch Vormachen. Ein OAC ist dann definiert als generalisiertes
ISFT-Tupel: 〈Si, MPj, Objk, Si+1〉, mit zwei abstrakten Zuständen Si und Si+1, einer Menge
von motorischen Programmen MPj sowie einer Objektklasse Objk. Der Initialzustand der
Welt Si ist so abstrahiert, dass er nur die Eigenschaften enthält, die notwendig sind zur
Ausführung eines der motorischen Programme der Menge MPj auf einem Objekt der Klasse
Objk, die in einem der abstrakten Zustandsdefinition Si+1 genügenden Zustand endet.
Die OACs enthalten somit alle Informationen, die auch in den Repräsentationen der KI-Pla-
nungskomponente enthalten sind. Die Unterschiede zwischen diesen beiden Ebenen sind zum
einen, dass die OACs Informationen über Vorbedingungen, Nachbedingungen und Objekte
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enthalten, die normalerweise an verschiedenen Stellen der Repräsentation gespeichert wer-
den. Zum zweiten macht die Objektzentriertheit der OACs sie zu einer idealen Grundlage
für einen Planungsalgorithmus, und dritten beschränken die OACs das lernbare Wissen auf
eine einfache Form, so sind z. B. keine Handlungsrepräsentationen mit konditionalen Effek-
ten möglich. Die Autoren schreiben selbst, dass bisher fast alle ihrer Behauptungen noch
unbewiesen sind und in diesem Sinne eher ein Forschungsprogramm darstellen.
Der Gedanke, dass Handlungen helfen, die Natur eines Objektes näher zu bestimmen, ist
nicht neu (vgl. Abschnitt 2.2.2). Auch im Projekt PACO-PLUS wird von einer solchen hand-
lungszentrierten Objektrepräsentation ausgegangen. Die Information zur Repräsentation der
Objektklassen ist nicht detailliert genug, um im Rahmen der hier gegebenen Aufgabenstel-
lung erfolgreich eingesetzt zu werden. Auch die Frage, inwieweit die Objektmodelle selbst
(also nicht die OACs) interaktiv gelernt werden können, bleibt ungeklärt (zum autonomen
Lernen vgl. die Darstellung der Arbeit von Krüger et al. (2002) in Abschnitt 2.3). Festzu-
halten bleibt, dass die Autoren von einer handlungsorientierten Ausrichtung ausgehen und
Informationen wie Zustandsbeschreibungen der Welt vor und nach einer Handlung sowie die
Handlungen selbst separat von den Objektmodellen ablegen. Diese unterschiedlichen Infor-
mationen werden dann erst in den Objekt-Handlungs-Komplexen zusammengeführt.
2.2.4 Semantische bzw. kategorial orientierte Ansätze zur Objekt-
modellierung
In diesem Abschnitt werden Arbeiten zur Objektmodellierung vorgestellt und kritisch be-
wertet, die sich explizit um die Einführung von semantischen Aspekten in die Objektmodelle
bemühen oder um eine kategoriale Darstellung von Objekten, z. B. um semantische Infor-
mationen zwischen Objekten vererben zu können. Dabei erweist sich das Verständnis von
”
Semantik“ in den einzelnen Arbeiten als unterschiedlich ausgeprägt, teilweise beschränkt
sich der semantische Anteil auf Dinge wie Relationen zwischen Objekten oder Objekttei-
len, teilweise werden auch semantische Aspekte eingeführt, ohne sie explizit als solche zu
kennzeichnen.
Eine einfache Form der Modellierung von Objektsemantik findet sich in Bauckhage et al.
(1998). Der Schwerpunkt dieser Arbeit liegt auf der Modellierung von zusammengesetzten
Objekten, wobei als
”
zusammengesetzt“ hier ausschließlich Objekte bezeichnet werden, de-
ren Teile fest miteinander verbunden sind, also nicht Relationen wie Topf-Deckel (das eine
kann ohne das andere bewegt werden) oder Schrank-Schranktür (die gegeneinander beweglich
sind). Insofern ist schon die Ausgangsmenge an für eine Modellierung in Frage kommenden
Objekten für reale komplexe Szenen in menschenzentrierten Umgebungen bei weitem nicht
ausreichend. Zusätzlich sind die Annahmen und das der Modellierung zugrunde liegende
semantische Netzwerk in ihrer Komplexität eingeschränkt, da die Domäne einfach gehal-
ten ist und nur Baufix-Teile und deren Zusammensetzungen enthält. Ein Übertragen auf
andere, komplexere Domänen ist somit schwierig, und das Lernen der zusammengesetzten
Objektmodelle ist nicht vorgesehen, dieses Wissen wurde a priori vorgegeben. Es handelt
sich hierbei um ein semantisches Netz, das eine Grammatik möglicher Objektverbindungen
beschreibt. Diese Repräsentation ist auf reale Domänen nicht anwendbar, da sie diese zu
vereinfacht darstellen würde.
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Einen Versuch, Objekte nach ihren funktionalen Qualitäten in Kategorien einzuteilen, un-
ternehmen Winston et al. (1983):
”
The first step is to describe the cup concept in terms of
functional qualities such as liftability, stability, and ability to serve as an accessible contai-
ner.“ (Winston et al. (1983), S. 6). Die Modellierung dieser funktionalen Objektqualitäten
und potentieller Schlussfolgerungen daraus erfolgt mittels eines semantischen Netzwerkes.
Festzuhalten ist, dass die hier eingeführten
”
funktionalen Qualitäten“ zwar außerordentlich
wichtig für eine semantische Modellierung von Objekten sind, dass in dieser Arbeit allerdings
die weit reichenden semantischen Möglichkeiten dieser Kategorien nicht erkannt werden, und
sie stattdessen als rein funktionale Unterteilung von Objekten angesehen werden.
Das Ziel der Arbeit von Mann und Jepson (1998) ist es, Handlungen zwischen Objekten zu
verstehen, wobei unter anderem auch die menschliche Hand als Objekt zählt. Hierzu werden
den Objektrepräsentationen so genannte Objekteigenschaften zugewiesen, die ein Bindeglied
zwischen dem jeweiligen Objekt und den Handlungen, die es ausführen kann, bilden. Im
Rahmen der Arbeit wurden vier Objekteigenschaften spezifiziert: Flyer(o) (Objekt kann
selbst beliebige Kräfte und Drehmomente generieren), Driver(o) (Objekt kann beliebige
Kraft tangential entlang jeder seiner Kanten ausüben), Rotor(o) (Objekt kann beliebiges
Drehmoment an jeder seiner Ecken ausüben) und Grasper(o) (Objekt kann sich mit jedem
beliebigen Objekt, das es in der Szene berührt, verbinden). Objekte können dann auch meh-
rere dieser Eigenschaften haben, z. B. kann eine Hand sowohl Flyer als auch Grasper sein.
Die Autoren weisen selbst darauf hin, dass ihre Darstellung der Objekteigenschaften stark
vereinfachend ist. Insbesondere ist die Annahme, dass Objekteigenschaften unabhängig von-
einander sind, nicht zutreffend, und die Menge der Objekteigenschaften bleibt bei diesem An-
satz über eine komplette Sequenz fest, so dass weder die eigentlichen Eigenschaften noch die
beteiligten Objekte zeitlich veränderlich sind bzw. hinzukommen und verschwinden können.
Zusätzlich ist das Problem festzuhalten, dass diese Arbeit zwar einen interessanten Ansatz
zur Modellierung von Objektfunktionalitäten zeigt, dieser Ansatz aber zu vereinfachend ist.
Insbesondere bleibt die semantische Ebene, d. h. die Bedeutung dieser
”
Objekteigenschaften“,
unberücksichtigt. Zudem können auch hier Objektmodelle nur a priori von einem Experten
erstellt werden. Eine Anwendung auf realistische, d. h. größere und komplexere Domänen,
erscheint schwierig oder sogar unmöglich, da die so genannten Eigenschaften und die Ob-
jekte dann sorgfältig gewählt werden müssen, um Inkonsistenzen zu vermeiden. Insgesamt
vernachlässigt der Ansatz, Objekte mit elementaren Formen von Funktionen (Ausübung von
Kräften und Drehmomenten in bestimmte Richtungen) zu verknüpfen, die Bedeutung der
modellierten Objekte und Handlungen und macht die Verknüpfungen damit gleichzeitig für
den Menschen unübersichtlich und schwierig anzulegen.
Bley et al. (2006) stellen ein Objektmodell zur Objektdetektion, Objekterkennung und zum
Greifen vor, das über einen rein geometrischen bzw. rein ansichtsbasierten Ansatz hinaus-
geht. Sie begründen dies damit, dass das üblicherweise modellierte Wissen a priori von einem
Experten erstellt werden muss und auf bestimmte Objekte beschränkt ist. In ihrem Ansatz
hingegen werden Objektkategorien modelliert (z. B. mit Variationen in Größe und Farbe),
um mehr unterschiedliche Objekte mit einem Modell darstellen zu können. Diese generischen
Kategorienbeschreibungen enthalten ansichtsbasierte Attribute (in Form geometrischer Pri-
mitive) ebenso wie zusätzliches Kategorienwissen (funktionale Eigenschaften, mechanische
Attribute und Anweisungen für den Umgang mit dem Objekt). Greifinformation wird a
priori festgelegt, da eine Bestimmung zur Laufzeit zeitaufwendig ist. Die Autoren stellen
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weiterhin fest, dass für das Greifen in Haushaltsumgebungen eine Wissensbasis benötigt
wird, die außer dem üblichen geometrischen bzw. ansichtsbasierten Objektwissen noch wei-
tere Informationen enthält wie Informationen über die durchzuführende Aufgabe (Ausgangs-
und Endzustand der Umgebung, auszuführende Handlungen, benötigte Objekte), über die
Spezifika des Manipulatorarms und des Endeffektors und über Eigenschaften des Zielobjekts
(Form, potentiell durchführbare Handlungen, mechanische Eigenschaften wie Größe, Gewicht
etc., sowie potentielle Greifpunkte). Ihr Objektmodell enthält folgende Informationen für je-
de Objektkategorie: Ansicht, Funktion, Mechanik und bevorzugte Kontaktpunkte. Anstelle
von Farbe und Textur wie in klassischen Ansätzen wird die äußere Form verwendet, da nach
Ansicht der Autoren ihre Varianz für unterschiedliche Objekte der gleichen Kategorie weni-
ger hoch ist und gleichzeitig eine Silhouettendetektion robuster ist als die Feststellung von
Farbinformationen unter wechselnden Beleuchtungsverhältnissen. Verwendet wird die von
Biedermann (1987) vorgeschlagene Repräsentation von Objekten als Geone (vgl. Abb. 2.5).
Im Rahmen des hier eingeführten zusätzlichen Kategorienwissens beinhaltet funktionales
Wissen das Wissen über Handlungen, die mit dem Objekt ausgeführt werden können. Ver-
wendungsanweisungen entsprechen dann Bewegungseinschränkungen für den Endeffektor wie
z. B. vorsichtige oder schnelle Bewegung, und als mechanische Eigenschaften werden Gewicht,
Schwerpunkt und Zerbrechlichkeit angeführt.
Abbildung 2.5: Darstellung der Wissensbasis bei Bley et al. (Bley et al. (2006), S. 414)
Trotz des interessanten Ansatzes ergeben sich einige problematische Punkte an dieser Arbeit.
So ist es nicht verständlich, warum die Autoren sich auf eine Art von Objektinformation
zur Objekterkennung beschränken. So schreiben sie selbst:
”
The most critical aspect of the
proposed methodology is the performance of the object recognition algorithm.“ (Bley et al.
(2006), S. 415). In dieser Hinsicht wäre es sinnvoller, möglichst vielfältige Informationen
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über Objekte zur Verfügung stellen, von denen dann je nach Situation (z. B. dem in Fra-
ge stehenden Objekt, der Beleuchtung, der zu bewältigenden Aufgabe etc.) die hilfreichste
verwendet wird. Zudem ist der Ansatz zur Einbindung zusätzlicher funktionaler und ande-
rer Objektinformationen über die Nutzung von Objektkategorien nicht konsequent ausge-
arbeitet. Weder wird die Kategorisierung systematisch durchgeführt und Kategorienwissen
hierarchisch ausgenutzt, noch werden die relevanten Informationen folgerichtig eingebunden;
derzeit existiert nur eine Auflistung aller Informationen, die den Autoren sinnvoll erschienen.
Zwar ist hierdurch eine Erweiterbarkeit der Modelle gegeben, aber keine strukturell systema-
tische Modellierung. Ein weiteres Problem ist, dass derzeit die Objektmodelle a priori durch
einen Experten erstellt werden müssen, eine interaktive Erstellung durch Laien ist so nicht
möglich. Weiterhin räumen die Autoren potentielle Probleme beispielsweise in der Hand-
lungsplanung ein, weil sie ihre Objektmodelle derzeit nur für Aufgaben aus den Bereichen
Objektklassifikation und Greifen anlegen. Ob eine Erweiterung mit vertretbaren Aufwand zu
sinnvollen Modellen führt, muss zunächst noch überprüft werden. Schließlich unterscheidet
dieser Ansatz nicht zwischen einzelnen Objekten: eine Tasse kann nur als
”
Tasse“ erkannt
werden, es kann aber nicht zwischen verschiedenen Tassen unterschieden werden – hier fehlt
eine hierarchische Komponente und die Berücksichtigung unterschiedlicher Objektinstanzen
(z. B. einer gefüllten und einer ungefüllten Tasse) in einer realen Umgebung.
Die in diesem Abschnitt vorgestellten Arbeiten zeigen zwar interessante Ansätze zu einer Mo-
dellierung von Objektsemantik, es fehlt allerdings jeweils eine konsequente Struktur, in der
diese semantischen Informationen folgerichtig und systematisch eingebunden werden können.
Auch sind die vorgeschlagenen Vorgehensweisen teilweise nur mit großem Aufwand zu rea-
lisieren, so dass sie für eine reale Alltagsumgebung nicht in Frage kommen. Das gleiche gilt
für eine interaktive Modellierung von Objekten unter Einbindung semantischer Informatio-
nen durch einen nicht entsprechend ausgebildeten Benutzer: hierfür sind die vorgeschlagenen
Objektmodelle nur eingeschränkt oder teilweise gar nicht geeignet.
2.3 Lernen von Objektmodellen
Wie bereits mehrfach angedeutet, beschränkt die überwiegende Mehrzahl der Forschungsar-
beiten im Bereich
”
Objektmodellierung“ sich auf fest vorgegebene Objektmodelle, und nur
ein geringer Teil der Arbeiten befasst sich mit der Frage, wie sie gelernt werden können.
Gelernte Modelle werden dabei oft als Basis für autonome Navigation eingesetzt, seltener
für Anwendungen wie Greifen, Handlungsplanung etc. Es existieren sowohl Arbeiten zum
unüberwachten Lernen von Objektmodellen als auch Arbeiten zu interaktiven Lernansätzen.
Einige ganze Reihe von Arbeiten verfolgt das Paradigma der
”
aktiven Perzeption“, entspre-
chend werden einige Arbeiten, die aktive Perzeption zum Lernen von Objektmodellen einset-
zen, hier unter Berücksichtigung der für die vorliegende Arbeit vorgegebenen Anforderungen
untersucht.
Mit der automatischen Erstellung dreidimensionaler Objektmodelle befasst sich Fautz (2002),
der die häufig übliche Modellerstellung von Hand als zu langsam und aufwendig kritisiert.
In seiner Arbeit wird die Erstellung eines dreidimensionalen Oberflächenmodells sowie eines
Texturmodells eines Objektes mit guten Ergebnissen automatisch mittels einer auf einen
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Roboterarm montierten Kamera durchgeführt. Dieser Aufbau erlaubt es, die zur Modell-
bildung zu verwendenden Objektansichten flexibel zu wählen. Die Geometrie des Objek-
tes wird mittels eines Volumenschnittverfahrens rekonstruiert, wobei ein Oberflächenmodell
des Objektes erzeugt wird. Der Vorteil der vorgeschlagenen Methode ist eine hohe Verar-
beitungsgeschwindigkeit. Das Texturbild wird aus den Kamerabildern rekonstruiert. Diese
Arbeit ist ein schönes Beispiel für die Versuche, den Prozess der Objektmodellerstellung zu
automatisieren, wobei allerdings mit der vorgeschlagenen Methode nur die Rekonstruktion
der visuellen Hülle des Objektes möglich ist, also keine beliebig geformten dreidimensionalen
Objekte verwendbar sind. Wie bei Fautz (2002) gesehen werden kann, gibt es Objektat-
tribute, die sich gut für eine autonome Erfassung durch ein maschinelles System eignen.
Wie oben bereits argumentiert, existieren aber andererseits auch Objektinformationen wie
kontext- oder benutzerspezifische Informationen, die nur mit großem Aufwand oder über-
haupt nicht von einem System ohne menschliche Hilfe extrahiert werden können. Arbeiten
wie die hier beschriebene von Fautz können daher bei den gegebenen Anforderungen immer
nur als Ergänzung gesehen werden, um die Modellerstellung soweit als möglich zu auto-
matisieren und dem Menschen damit ermüdende und sich häufig wiederholende Arbeiten
abzunehmen. Selbst bei den hierfür in Frage kommenden Objektattributen ist aber gele-
gentlich die Unterstützung des Menschen erforderlich, z. B. wenn von einem Objekt unter
bestimmten Voraussetzungen eine besondere Aufnahmendichte aus Winkeln erforderlich ist,
die maschinell nicht abgeleitet werden kann, beispielsweise eine besonders dichte Punktwolke
im Bereich einer später besonders häufig auftretenden Ansicht des Objektes. Es muss also
dem Benutzer ermöglicht werden, gegebenenfalls korrigierend oder ergänzend einzuwirken.
Modayil und Kuipers (2004) verfolgen das Ziel des unüberwachten Lernens von Objekten aus
Sensordaten. Der Objekt-Lernprozess besteht aus vier Schritten: Individuation, Verfolgung,
Bildbeschreibung und Kategorisierung. Beispielhaft wird das Prinzip gezeigt in einer nicht-
statischen Indoor-Umgebung mit einem mobilen Roboter, der über ein Laserentfernungs-
messsystem verfügt. Dabei muss das System bei der Objektkategorisierung eigene Klassen
bilden und inkrementell neue Klassen hinzufügen. Die Ergebnisse des beispielhaft durch-
geführten Lernprozesses werden nur qualitativ beschrieben, aus den gegebenen Informationen
lässt sich aber ableiten, dass insgesamt nur wenige Objekte vom System bearbeitet wurden.
Verarbeitungsdauern oder Erkennungsraten werden von den Autoren nicht angegeben. Ins-
gesamt lässt sich dieses Vorgehen nur als eine von mehreren Informationsquellen nutzen,
da hierdurch nicht alle Arten von Wissen akquiriert werden können, die ein Serviceroboter
in seinen Objektmodellen benötigt. Positiv zu sehen ist der Ansatz, dass Objektlernen für
einen sinnvollen Einsatz von Robotern in menschlichen Alltagsumgebungen notwendig ist.
Allerdings ist der Ansatz des autonomen Lernens nicht für alle Arten von Objektwissen und
für alle Anforderungen geeignet. Positiv zu bewerten ist auch, dass das System direkt auf ei-
nem mobilen Roboter unter Verwendung realer Sensorik eingesetzt und evaluiert wird, auch
wenn in dieser Arbeit nur ein eingeschränktes Objektmodell erstellt wird. Bei Einsatz weite-
rer Sensoren und Extraktion weiterer Objektattribute wird die Verarbeitungszeit vermutlich
substantiell ansteigen.
Die Arbeit von Lömker und Sagerer (2002) hingegen verfolgt genau den entgegen gesetzten
Ansatz. Ziel dieser Arbeit ist das interaktive Lernen von neuen Objekten unter Nutzung von
multimodalen Eingabekanälen. Die Autoren kommen zu dem Schluss, dass ein Serviceroboter
in einer Alltagsumgebung nicht mit einer vordefinierten Menge von Objekten und Objekt-
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namen arbeiten kann. Ziel ist es, dass ein Mensch einen neuen Serviceroboter erwerben und
ihm auf einfache und natürliche Art und Weise neue Objekte
”
beibringen“ kann. Eine Tei-
laufgabe für das Robotersystem ist dann das sprachlich unterstützte Lernen, das auch eins
der Ziele dieser Arbeit ist: Ein Mensch kann mit deiktischen Gesten und Sprache auf neue
Objekte referenzieren, die dann vom Robotersystem mit einer Videokamera erfasst werden.
Das System extrahiert visuelle Attribute zur Objekterkennung und Handtrajektorien für
die Gestenerkennung. Auf Grundlage dieser Information versucht es, entweder ein bereits
bekanntes Objekt zu finden und die Informationen hierzu zu aktualisieren, oder ein neues
Objekt zu lernen. Über einen sprachlichen Dialog kann das System weitere Informationen
vom Benutzer abfragen. Falls das System im Zielbereich einer Zeigegeste nur ein unbekann-
tes Objekt entdecken kann, wird dieses gelernt: Hierzu wird eine Objektansicht zusammen
mit automatisch extrahierten Attributen in einer Datenbank gespeichert. Zur Lokalisation
des unbekannten Objektes, dessen Grenzen noch nicht bekannt sind, muss der Benutzer das
Objekt aus dem Bild entfernen. Getestet wurde das System bisher mit fünf Objekten.
Auch an dieser Arbeit sind mehrere Gesichtspunkte kritisch anzumerken. Zum einen ist
es ungünstig, dass das System den Dialog führt, anstatt den Benutzer über die nächsten
Schritte der Modellierung entscheiden zu lassen. Weiterhin ist das System rein kameraba-
siert und ausschließlich auf sprachliche und bildbasierte Informationen ausgelegt, andere In-
formationen sind demzufolge schwierig einzugeben bzw. zu integrieren. Die relativ schlechten
Evaluationsergebnisse sind allerdings vermutlich auf die Wahl der implementierten Metho-
den zur Objekterkennung etc. zurückzuführen und sagen daher zunächst nichts über das
Grundprinzip aus. Schließlich enthalten die gelernten Objektmodelle keinerlei semantische
oder funktionale Information, und die Multimodalität des Systems beschränkt sich auf die
”
Standardmodalitäten“ Sprache und Zeigegesten.
Der Begriff
”
Aktive Perzeption“ bezieht sich auf das Konzept, das ein System wie z. B.
ein Roboter Bewegung aktiv einsetzt, um neues Wissen über die Umwelt oder Objekte zu
erwerben:
”
Active perception refers to the use of motor action to simplify perception (Ballard
(1991)), and has proven its worth many times in the history of robotics. The most well-known
instance of active perception is active vision. The term
”
active vision“ is, in common usage,
essentially synonymous with moving cameras. But there is much to be gained by taking
advantage of the fact that robots can be actors in their environment, not simply passive
observers.“ (Fitzpatrick (2003a), S. 4f). In der Literatur zur Objektmodellierung findet sich
eine Reihe von Arbeiten, die sich auf dieses Konzept berufen.
Krüger et al. (2002) schlagen eine Verbindung aus einem aktivem Vision-System mit einem
Roboterarm vor. Aus einer Stereobildsequenz des vom Roboterarm gehaltenen Objekts wird
ein Kantenmodell extrahiert. Grundgedanke dieser im Rahmen des Projektes PACO-PLUS
angesiedelten Arbeit (vgl. Abschnitt 2.2.3) ist, wie auch in vielen anderen Arbeiten auf
diesem Gebiet, der so genannte
”
perception-action cycle“, d. h. die Tatsache, dass Perzeption
und Aktion sich gegenseitig unterstützen und voneinander abhängen. Die Autoren merken
an, dass eine gewisse Menge an a priori-Wissen vorhanden sein muss, damit ein komplexes
vision-basiertes System lernen kann.
Eine ganze Serie von Forschungsarbeiten auf dem Gebiet der aktiven Perzeption wurde mit
dem Roboter Cog des Massachussetts Institute of Technology durchgeführt (dargestellt z. B.
in Fitzpatrick (2003a)). Der Grundgedanke ist, dass Trainings- und Anwendungsphase beim
26 Kapitel 2. Stand der Forschung
Objektlernen nicht getrennt werden sollten, da neue Situationen, für die das System nicht
trainiert wurde, dazu führen, dass das gelernte Wissen nicht mehr angewendet werden kann.
Daher soll ein System entwickelt werden, das in unbekannten Situationen autonom neues
Wissen akquiriert. Exemplarisch wurde ein Objekterkennungssystem aufgesetzt, das mit-
tels aktiver Segmentierung Objektgrenzen automatisch erkennen kann, indem es Objekte
bewegt. Als Evaluations- und Ausführungsplattform hierfür dient der Roboter Cog. Der Ro-
boter soll damit selbst in der Lage sein, neue Erfahrungen zu gewinnen und zu lernen. Hierzu
wurde ein
”
poking behavior“, d. h. ein aktives Anstoßen von Objekten, implementiert, das
eine zuverlässigere Segmentierung von Objekten und Hintergrund erlaubt als reine passi-
ve Bildverarbeitung. Zur Objekterkennung kann der Roboter mittels aktiver Segmentierung
Beispiele für Objektansichten sammeln, die dann verwendet werden könnten, um ein Ob-
jekterkennungsmodul zu trainieren, so dass die Objekte zukünftig ohne physischen Kontakt
erkannt werden könnten. Es ist zu beachten, dass diese Arbeit vornehmlich als
”
proof of
concept“, d. h. als Nachweis für die Anwendbarkeit der vorgeschlagenen Methode, gedacht
ist. Das genaue Vorgehen beim Anstoßen sowie das Verfahren zur Separation von Objekt
und Hintergrund und experimentelle Ergebnisse hierzu beschreibt Fitzpatrick (2003b) de-
taillierter.
Der Ansatz des Anstoßens von Objekten ist zwar interessant, ist allerdings nur in einem
eingeschränkten Rahmen möglich (keine zerbrechlichen Objekte, nicht zu viel Kraft, Dinge
könnten hinunterfallen etc), nur bei beweglichen Objekten und erlaubt nur die Feststellung
der Objektgrenzen und damit die Aufnahme von Objektansichten. Die autonome Erkennung
anderer Objektmerkmale wird in den vorgestellten Arbeiten nicht diskutiert. Eine mögliche
Interaktion zwischen Mensch und Roboter und insbesondere eine Kombination aus Inter-
aktion und Autonomie, je nach Situation, Objekt und zu lernendem Objektattribut, wird
nicht in Erwägung gezogen. Ungeklärt ist in den Arbeiten von Fitzpatrick et al. auch, woher
der Roboter die Position eines potentiellen Objektes kennt, denn dazu ist ja bereits einiges
Wissen über die Umgebung und evtl. auch über das Objekt notwendig. Schließlich wird auf
die Repräsentation der Objekte in diesen Arbeiten nur insofern eingegangen, als es für die
Erläuterung der Objekterkennungsmethoden etc. notwendig ist.
Die Idee, Objekte anzustoßen, um Objektgrenzen etc. zu lernen, ist auch Ausgangspunkt
der Arbeiten von Arsenio (2003) und Arsenio (2004), wobei der Schwerpunkt hier allerdings
mehr auf dem Lernen von Handlungen und Handlungssequenzen als auf dem Lernen von
Objektwissen liegt. Die Probleme dieses Ansatzes bleiben allerdings die gleichen wie oben
bereits angemerkt. Als Versuchsplattform wird in dieser Arbeit wiederum der Roboter Cog
eingesetzt.
Wie Fitzpatrick et al. verwenden auch Natale (2004) Roboteraktionen zum Objektlernen.
Die verwendeten Roboteraktionen waren zum einen das Ziehen und Schieben von Objekten
auf einem Tisch um herauszufinden, was jeweils ihre Zielposition sein wird. Dabei wurden
die Objekte immer von einem Menschen wieder zurück in die Tischmitte gestellt. Mit dem
erworbenen Wissen sollte der Roboter danach einfache Aufgaben lösen, bei denen das Ob-
jekt an eine bestimmte Zielposition zu bewegen war. Zum zweiten wurde, im Gegensatz zu
Fitzpatrick et al., eine Roboterhand verwendet, die mehr als einfache Anstoßoperationen
ausführen kann. Hiermit sollen Objekte dann gegriffen, die jeweiligen Griffe gelernt und die
Objekte später anhand der Griffparameter wieder erkannt werden. In den in dieser Arbeit
beschriebenen Experimenten wurden noch keine visuellen Informationen verwendet, dies er-
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folgt dann in den hierauf aufbauenden Arbeiten von Natale et al. (2005b) und Natale et al.
(2005a).
In Natale et al. (2005b) und Natale et al. (2005a) wird eine ganze Entwicklungssequenz für
einen humanoiden Roboter vorgeschlagen, die es ihm erlauben soll, sukzessive Dinge über
sich selbst und seine Umwelt zu lernen. Im Rahmen der gegebenen Problemstellung ist hier-
von der Entwicklungsschritt von Interesse, in dem Informationen über Objekte erworben
werden sollen. Ausgangspunkt ist dabei entweder, dass der Roboter zufällig greift, bis er ein
Objekt erreicht, oder dass ihm ein Objekt in die Hand gegeben wird. Der Roboter dreht das
Objekt dann mehrere Male und nimmt dabei Kamerabilder auf. Mit Hilfe dieser wird ein Ob-
jektmodell aus Blobs zusammengesetzt. Die Steuerung für das solcherart mit dem Roboter
Babybot durchgeführte Experiment war teilweise fest implementiert, so z. B. die Bewegun-
gen der Roboterhand und des Armes. Die Sequenz war daher in dieser Art nur durchführbar
aufgrund der Elastizität der Roboterhand. Am Ende der Lernsequenz ermittelt der Robo-
ter noch das Gewicht des Objekts und seine Konsistenz als haptische Informationen. Diese
Arbeiten von Natale et al. betrachten nur eine geringe Menge von potentiellen Objektat-
tributen. Die Lokalisation eines zu lernenden Objektes ist relativ umständlich, oder es wird
menschliche Hilfe benötigt, was dem eigentlich verfolgten Ansatz des autonomen Lernens wi-
derspricht. Die fest einprogrammierten Robotertrajektorien für den Lernprozess schränken
die Möglichkeiten des Systems beispielsweise in Bezug auf Objektformen und -größen stark
ein. Schließlich stellt sich die Frage, ob es nicht sinnvoller wäre, die Objekte in einer eigens
hierfür konzipierten Modellierungsumgebung zu lernen. Hierdurch könnten die Nachteile der
Handhabung und Erfassung durch den Roboter (Verdeckungen, keine hochauflösende Sen-
sorik, etc.) vermieden werden. Die Vorteile der Erfassung direkt durch den Roboter z. B. in
Bezug auf flexible Bewegungen werden in den Arbeiten von Natale et al. nicht genutzt und es
ist zusätzlich die Hilfe eines Menschen zur geeigneten Platzierung von Objekten notwendig.
In einer Modellierungsumgebung könnten dann zusätzlich auch noch andere Objektattribute
gelernt werden, die nicht von den Greiffertigkeiten des Roboters abhängen.
Moll und Erdmann (2001) orientieren sich ebenfalls am Paradigma der aktiven Perzeption,
speziell am autonomen Lernen von taktil erfassbaren Objektattributen. Der Roboter mani-
puliert hierzu ein Objekt in seinem Greifer und stellt hierdurch dessen Form, Gewicht und
Schwerpunkt fest. Dieses Vorgehen bringt allerdings in der durchgeführten Form und mit
dem gewählten Greifer Schwierigkeiten mit sich bei Objekten mit konkaven Flächen. Es er-
fordert zudem eine große Fingerfertigkeit und Geschicklichkeit vonseiten des Roboters, und
ist daher mit den meisten gängigen Robotergreifern nur schwerlich durchführbar. Zudem
werden bisher keine Reibung etc. berücksichtigt, so dass die Ergebnisse nur eingeschränkt
aussagekräftig sind. Trotzdem handelt es sich hier um einen interessanten Ansatz, auch wenn
hiermit nur wenige Objektattribute überhaupt gelernt werden können. Ein ähnliches Kon-
zept verfolgen auch Okamura und Cutkosky (2001), deren Arbeit die haptische Exploration
unbekannter Objekte mit Roboterfingern zum Zwecke der Objektmodellierung zum Ziel hat.
Hierbei soll der Roboter die Objektoberfläche abtasten, um kleine Erhebungen, Vertiefungen
etc. zu spüren und in ein Objektmodell zu übernehmen. Obwohl der Grundgedanke dieser
Arbeit interessant ist, ist das Abtasten von Objekten mit den derzeit zur Verfügungen ste-
henden Roboterhänden und Sensoren noch nicht praktisch anwendbar. Hinzu kommt, dass
der Erkenntnisgewinn für Anwendungen in realen Umgebungen gering ist, da ähnliche Ober-
flächeninformationen zuverlässiger und weit weniger aufwendig aus anderer Sensorik, wie
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etwa einem Laserscanner, gewonnen werden können.
Die aktuellen Arbeiten zum Thema Lernen von Objektmodellen zeigen zwar teilweise inter-
essante Ansätze und Vorgehensweisen, insgesamt sind sie aber noch weit vom Erwerb eines
ausreichend bedeutungsvollen, gut strukturierten Objektmodells unter realen Bedingungen
entfernt. Einige der Arbeiten bemühen sich um ein autonomes Lernen von Objekten, das
nicht ausreicht für das Lernen von Objektmodellen, die genügend komplex für Alltagsan-
wendungen sind. Betrachtet werden jeweils nur kleine Teilaspekte, und in der Regel existiert
kein sinnvoll strukturiertes Konzept für den Aufbau der Objektmodelle. Auch semantische
Objektinformationen werden in diesen Arbeiten nicht weiter betrachtet.
2.4 Benutzerinteraktion zur (Objekt-)Modellierung
Wie oben schon erwähnt, wird in der überwiegenden Mehrzahl der Arbeiten zur Objektmo-
dellierung keine Benutzerinteraktion im eigentlichen Sinne eingesetzt. Stattdessen werden die
Objektmodelle durch einen Experten angelegt, meist vor Beginn der Anwendung, und sind oft
fest einprogrammiert oder nur durch wenig benutzerfreundliche Schnittstellen veränderbar
(vgl. Steinfeld (2004)). Der vorliegende Abschnitt befasst sich mit Arbeiten zur interaktiven
Modellierung sowie mit den hierfür in Frage kommenden Interaktionsmodi. Unterschiedli-
che Modi zur Mensch-Roboter-Interaktion und speziell zur interaktiven Objektmodellierung
werden vorgestellt. Dabei werden die existierenden Forschungsarbeiten zur interaktiven Mo-
dellierung im Zusammenhang mit den jeweiligen Interaktionsmodi diskutiert.
Generell lässt sich festhalten, dass auch in interaktiven Systemen der Informationsfluss in
Richtung Mensch-Roboter oft viel umfangreicher ist als in umgekehrter Richtung. In Bezug
auf Objektmodellierungssysteme bedeutet dies, dass schwerpunktmäßig die Übertragung von
Benutzerinformationen in das Robotersystem betrachtet wird und weniger intensiv die Dar-
stellung der roboterinternen Informationen für den Menschen. Letzteres erfolgt meist über
eine graphische Benutzerschnittstelle oder ein anderes graphisches Anzeigesystem, seltener
auch über Sprachausgabe, wird aber in der überwiegenden Zahl der Fälle in den Forschungs-
arbeiten nicht detailliert betrachtet. Ausnahmen bilden z. B. die Arbeit von Minar (2004)
zur Visualisierung von Roboterzuständen oder von Lopes und Teixeira (2000) mit sprach-
lichen Dialogen. Im Folgenden wird dieser Schwerpunktsetzung in der Literatur Rechnung





graphical user interface“, GUI) sind zu einem Stan-
dard-Interaktionsmodus geworden für nahezu alle Arten von Anwendungen auf dem Gebiet
der Mensch-Maschine-Interaktion und entsprechend verbreitet auch für Modellierungsanwen-
dungen. Es existiert eine umfangreiche Literatur zu den Grundlagen und Entwurfsprinzipien
für graphische Benutzerschnittstellen. Eine gute Einführung bieten Galitz (1997), Dahm
(2006) oder Dix et al. (2006). Für die Interaktion zwischen einem Modellierungssystem und
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einem Benutzer gelten dabei die gleichen Regeln wie für alle anderen graphischen Dialogsy-
steme: Aufgabenangemessenheit, Selbstbeschreibungsfähigkeit, Steuerbarkeit, Erwartungs-
konformität, Fehlertoleranz, Individualisierbarkeit und Lernförderlichkeit (aus der DIN EN
ISO 9241
”
Ergonomische Anforderungen für Bürotätigkeiten mit Bildschirmgeräten“, Teil 10
”
Grundlagen der Dialoggestaltung“, zitiert nach Dahm (2006)).
Ein Beispiel für die Verwendung einer GUI zur interaktiven Modellierung von Handlungen
findet sich bei Dillmann et al. (2002), wo der Benutzer in einem Prozess des Program-
mierens durch Vormachen Systemhypothesen annehmen oder verwerfen kann. Diese Arbeit
wird detailliert diskutiert in Abschnitt 2.4.5. Insgesamt wird die Verwendung graphischer
Benutzerschnittstellen in der Literatur häufig nicht weiter thematisiert, obwohl sie in vie-
len Systemen eingesetzt werden. Dies hängt vermutlich damit zusammen, dass graphische
Benutzerschnittstellen als Standard und nicht weiter diskutierenswert betrachtet werden,
und dass das Hauptaugenmerk in der Robotik und Modellierung nicht auf ergonomischer
Schnittstellengestaltung liegt.
2.4.2 Sprachliche Interaktion
Sprache ist nach den graphischen bzw. textuellen Schnittstellen wohl die am häufigsten
verwendete Interaktionsmodalität zwischen Mensch und Roboter. Dementsprechend existiert
auch eine Vielzahl von Publikationen, in denen die Verwendung von sprachlicher Interaktion
erläutert wird. Dieser Abschnitt kann daher nur einen kleinen Einblick in die aktuellen
Arbeiten geben. Im Gegensatz zu manchen anderen Interaktionsmodi, die eine aufwendige
technische Ausstattung voraussetzen (wie Datenhandschuhe oder Durchsichtbrillen), werden
zur sprachlichen Interaktion nur verhältnismäßig günstige und einfach zu beschaffende und zu
integrierende Komponenten wie ein Mikrophon, eine Soundkarte und für eine Sprachausgabe
zusätzlich Lautsprecher benötigt. Auf technische Details dieser Komponenten wird daher im
Folgenden nicht weiter eingegangen, da die hierfür zur Verfügung stehenden Produkte als
allgemein bekannt vorausgesetzt werden.
Generell lässt sich festhalten, dass sich viele Forschungsgruppen darum bemühen, eine Form
der sprachlichen Interaktion zwischen Mensch und Roboter aufzusetzen. Diese Interaktion
findet aber oft nur auf einer einfachen Ebene statt. Wrede et al. (2004) stellten in einer
Benutzerstudie fest, dass eine sprachliche Interaktion mit einem Roboter von Benutzern als
sehr wichtig eingeschätzt wird. Zudem empfanden die Benutzer eine Rückmeldung durch den
Roboter als hilfreich, wobei die Art der gewünschten Informationen allerdings unterschied-
lich war. Die Autoren behaupten, dass menschliche Benutzer mehr auf die Qualität der
(sprachlichen) Roboter-Schnittstelle achten als auf die Qualität der Roboter-Funktionalität.
Lopes und Teixeira (2000) argumentieren, dass für einen nicht speziell ausgebildeten Be-
nutzer Sprache die einzig hinreichend praktische Schnittstelle zu einem Roboter ist, da nur
eine sprachliche Schnittstelle flexibel genug ist, um eine Lösung für das
”
Symbol grounding
problem“, d. h. die Verknüpfung von Symbolen und Dingen in der Welt, zu gewährleisten.
Drygajlo et al. (2003) untersuchen in ihrer Arbeit die Anforderungen, die an die sprachliche
Kommunikation eines Roboters gestellt wird, der Besucher durch ein Museum führen soll.
Insbesondere identifizieren sie dabei drei Problemschwerpunkte: Erstens muss die sprachliche
Interaktion leicht und einfach aufzusetzen sein und zu robusten und schnellen Ergebnissen
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führen, zweitens sind in diesem Rahmen nur eingeschränkte Sprachverstehensfähigkeiten
vonseiten des Roboters notwendig, und schließlich muss das System der lauten Umgebung
mit viel Hintergrundlärm, insbesondere anderen Sprachgeräuschen, Rechnung tragen. Sie
schlagen eine Architektur für die sprachliche Schnittstelle vor, die für diese und ähnliche
Anwendungen geeignet ist. Im Rahmen der Expo 2002 wurden basierend hierauf Experimente
mit Robotern durchgeführt. Leider lassen sich die Ergebnisse dieser Arbeit nur beschränkt
auf die hier betrachteten Anforderungen übertragen, da die Umgebung und die Ziele der
Kommunikation nicht vergleichbar sind.
Im Folgenden wird anhand einiger beispielhaft ausgewählter Projekte, in denen Servicerobo-
ter sprachlich mit Menschen interagieren, ein Überblick gegeben über den aktuellen Stand
der Forschung und die Breite der untersuchten Lösungsansätze und Vorgehensweisen auf
diesem Gebiet.
Abbildung 2.6: Interaktion zwischen Mensch und Roboter BIRON (aus: Haasch et al. (2004),
S. 1)
Zur Modellierung neuer, vom Benutzer gezeigter Objekte wird die Sprachinteraktions-Kom-
ponente des Roboters BIRON verwendet, der in Haasch et al. (2004) und Wrede et al. (2004)
vorgestellt wird (vgl. Abb. 2.6). Es handelt sich um einen Serviceroboter, der in menschen-
zentrierten Alltagsumgebungen wie Büro oder Haushalt eingesetzt werden soll. Die Autoren
gehen davon aus, dass Menschen in diesen Szenarien keine speziellen Interaktionsgeräte (wie
z. B. Datenhandschuhe) tragen. Der Roboter muss daher mit seiner Sensorik die multimoda-
len Interaktionsakte des menschlichen Gegenübers erfassen und verstehen. Verwendet werden
auf dem Roboter integrierte Mikrophone, d. h. die Qualität der aufgenommenen Sprachsigna-
le ist entsprechend schlechter als bei Mikrophonen, die vom Benutzer am Körper getragen
werden. Um die Qualität der Sprachsignale zu verbessern, wird Beamforming eingesetzt. Ver-
arbeitet wird natürliche Spontansprache, wobei die Spracherkennungskomponente von der
Aufmerksamkeitsteuerung aktiviert wird, um eine unkontrollierte Verarbeitung zu vermei-
den. Zusätzlich wird ein Dialogmanager eingesetzt zur Steuerung des Dialogverhaltens des
Roboters, wobei das Zustandekommen der sprachlichen Roboteräußerungen nicht detailliert
beschrieben wird.
Ein weiteres Beispiel für einen mobilen Serviceroboter, der sprachlich (allerdings auf japa-
nisch) mit Menschen interagiert, ist der Roboter Jijo-2 (vgl. Fry et al. (1998), Asoh et al.
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(2001)). Bisher beherrscht Jijo-2 nur ein festes Vokabular von ca. einem Dutzend Sprach-
kommandos, d. h. es können nur fest eintrainierte Ausdrücke erkannt werden, nicht Spontan-
sprache wie bei BIRON. Auch hier wurde ein Dialogmanager verwendet, wobei die Autoren
bisher das Problem der Generierung von natürlich klingenden sprachlichen Roboteräuße-
rungen nicht näher untersucht haben, es wurden hierfür vorgefertigte Bausteine verwendet.
Jijo-2 soll Modelle einer Büroumgebung selbständig oder durch Menschen überwacht lernen.
Hierzu werden statistische Lernverfahren zum Lernen von Landmarken und Features der
Umgebung (d. h. Lernen von Karten zur Navigation) eingesetzt. Auch hier wird Beamfor-
ming zur Verbesserung der Sprachqualität eingesetzt. Besonderes Augenmerk dieser Arbeit
liegt auf der Ausgestaltung der Dialogkomponente.
Lopes und Teixeira (2000) stellen den Roboter CARL vor, der natürlichsprachliche An-
weisungen von einem Benutzer erhält, die er entsprechend umsetzen soll. Im Rahmen von
Dialogen, die auch per Sprachsynthese generierte Äußerungen des Roboters beinhalten, soll
CARL dann die Bedeutung von neuen Symbolen wie
”
um die Ecke gehen“ lernen.
Im Rahmen des Programmierens durch Vormachen verwenden Dillmann et al. (2002) einen
einfachen Parser, der das erkannte Verb und, soweit vorhanden, das Subjekt, Akkusativob-
jekt, Dativobjekt und die Präpositionalphrase einer sprachlichen Äußerung liefert. Ihr Ziel ist
die Kommandierung von Robotern und insbesondere das Programmieren durch Vormachen
unter Erfassung und Verarbeitung der Sprachkommandos eines Benutzers.
2.4.3 Interaktion mittels Gesten, Griffen und anderer Benutzer-
bewegungen
In den Bereich der Mensch-Roboter-Interaktion mittels Gesten, Griffen und anderer Benut-
zerbewegungen fallen eine Reihe unterschiedlicher Ansätze und Interaktionsmodi, die hier
im Überblick vorgestellt werden. Eine detaillierte Diskussion der einzelnen Verfahren ist da-
bei im Rahmen der vorliegenden Arbeit nicht möglich und auch nicht notwendig. Es soll
vielmehr ein Überblick über die möglichen Interaktionsmodi gegeben werden sowie Verweise
auf weiterführende Arbeiten, in denen der Stand der Forschung dann jeweils ausführlicher
präsentiert wird.
Bildbasierte Verfahren
In diesen Bereich fallen eine Reihe unterschiedlicher Verfahren, die sich durch die Verwendung
bildgebender Sensoren auszeichnen, unter anderem Verfahren zur Erkennung von Gesten,
insbesondere von Zeigegesten, aber auch von symbolischen und anderen Gesten, Verfahren
zur Erkennung von Griffen, von Blickrichtungen basierend auf der Kopfstellung, zur Perso-
nenverfolgung, zur Verfolgung speziell von Kopf und Händen oder zur Bewegungserfassung.
Entsprechend unterschiedlich sind dann die jeweils verwendeten technischen und algorithmi-
schen Methoden. Dieser Abschnitt kann nur wenige ausgewählte Arbeiten aus dem Bereich
der bildbasierten Verfahren vorstellen.
Zeigegesten sind die am häufigsten gewählte Gestenform zur Roboterinstruierung (z. B. bei
Wachsmuth und Sagerer (1999)), teilweise werden aber zusätzlich noch andere Gestenfor-
men wie symbolische Gesten oder Greifgesten verarbeitet (vgl. Giesler (2005), Perzanowski
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et al. (2001) oder Dillmann et al. (2002)). Grundlage hierfür sind Methoden zur Erkennung
und Verfolgung der Hände, basierend auf einer Hautfarbensegmentierung (z. B. bei Nickel
(2003)), unter Verwendung magnetfeldbasierter Positionssensoren (vgl. die untenstehenden
Erläuterungen) oder auch eine Kombination unterschiedlicher Verfahren, beispielsweise ma-
gnetfeldbasierte Handverfolgung, bildbasierte Handverfolgung auf Basis von Konturmerk-
malen und bildbasierte Handverfolgung auf Segmentierungsbasis bei Ehrenmann (2003), der
auch die Vor- und Nachteile der einzelnen Verfahren beleuchtet.
Abbildung 2.7: Silhouetten statischer Referenzgesten zur Gestenerkennung bei Ehrenmann
(Ehrenmann (2003), S. 142)
Zeigegesten können erkannt werden durch Verwendung von Hidden Markov Modellen auf den
Handtrajektorien, wie bei Nickel (2003). Zur Bestimmung der Zeigerichtung wurden in dieser
Arbeit zwei Verfahren eingesetzt: einmal auf Grundlage der Sichtlinie zwischen Auge (hier:
Kopfmittelpunkt) und Hand; zum anderen basierend auf der Fortsetzung des Unterarms,
da der Unterarm als das einzige Objekt angenommen wird, dass sich während der Halte-
phase einer Zeigegeste im Umkreis von 40 cm um die zeigende Hand befindet. Ehrenmann
(2003) bestimmt symbolische statische Gesten durch den Einsatz von Neuronalen Netzen
nach einer Merkmalsextraktion auf den Handsilhouetten (vgl. Abb. 2.7), dynamische Gesten
ebenfalls mit Hilfe von Hidden Markov Modellen. Auch eine Gestenerkennung mit Daten-
handschuh ist möglich (vgl. Abschnitt 2.4.3). Zur Griffbestimmung wird häufig ebenfalls ein
Datenhandschuh eingesetzt, teilweise wird aber auch das Vorhandensein einer Griffgeste aus
der Fingerstellung bildbasiert extrahiert (Giesler (2005)). Insgesamt gibt Ehrenmann (2003)
einen Überblick über den Stand der Forschung auf den Gebieten bildbasierte Interaktion,
Gesten- und Grifferkennung.
Zur Detektion der Blickrichtung des Benutzers wird oft Information aus der Kopfstellung
verwendet (Nickel (2003)), die per Hautfarbsegmentierung ermittelt wurde. Bei entspre-
chend vorhandener Sensorik erfolgt auch eine markerbasierte Bestimmung, beispielsweise in
AR-Systemen (Wachsmuth et al. (2005), Giesler (2005)). Personenverfolgung wird auf un-
terschiedlichste Arten nicht nur bildbasiert realisiert, z. B. durch hautfarbbasierte Segmen-
tierung von Kopf und Händen, durch Differenzbilder oder durch Tiefenbildanalyse, sondern
teilweise auch durch Detektion der Beine in 3D-Punktwolken (durch Verwendung von auf
mobilen Plattformen befestigten Laserscannern) oder aus auditiven Richtungsinformationen
(Haasch et al. (2004)).
Weiterhin zur Personenverfolgung geeignet sind auch markerbasierte Ganzkörper-Tracking-
systeme, die bei entsprechender Vermarkerung auch zur Bewegungserfassung und Erstellung
von Bewegungsmodellen genutzt werden können, wie in Stein et al. (2006). Diese Syste-
me werden von unterschiedlichen Firmen kommerziell vertrieben, beispielsweise das Motion
Captor-System von Meta Motion (Meta Motion (2006b)) oder von VICON (Vicon (2006))
(Abb. 2.8). Hierbei wird die zu verfolgende Person mit optischen Markern oder Leuchtdioden
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Abbildung 2.8: Markerbasierte Bewegungserfassung mit Kameras. Links Motion Captor-
System von Meta Motion (aus: Meta Motion (2006b)). Rechts: das Trackingsystem von
VICON in der Anwendung (aus: Stein et al. (2006), S. 14)
versehen und mittels mehrerer hochauflösender, schneller Kameras erfasst. Nachteilig sind
die hohen Kosten dieser Systeme, der große Kalibrieraufwand, je nach Umgebung und Bewe-
gungen der Versuchsperson Probleme mit Verdeckungen bei der Aufnahme sowie der hohe
Berechnungsaufwand für die Verarbeitung, der eine Echtzeitauswertung schwierig macht.
Magnetfeldbasierte Positionssensoren
 Position and orientation tracking without
restrictions. No need for a clear line-of sight
between sensors and transmitter; blocking is
never an issue.
 Simultaneous tracking of all sensors without
degradation in measurement rates. Track
head and hands at the same time without
delay or lag.
 Pulsed DC magnetic tracking lets you operate 
in environments precluding use of earlier AC
electromagnetic trackers.






Ascension’s most versatile, and easy-to-use tracker, shown with several available options,
instantly tracks the motion of multiple sensors over medium and long ranges.
®
Abbildung 2.9: Magnetfeldbasierte Positionssensoren, links: Flock of Birds von Ascension
(aus: Ascension (2006)), rechts: von Polhemus (aus: Polhemus (2006))
Magnetfeldbasi rte Positionssensoren wie der
”
Flock of Birds“ von Ascension (Ascension
(2006)) oder die System von Polhemus (Polhemus (2006)) werden zur Verfolgung von
Körper, Kopf und Händen des Benutzers oder von Objekten und zur Bestimmung von deren
Position und Orientierung verwendet (vgl. Abb. 2.9). Dabei können sowohl einzelne Sensoren
eingesetzt werden als auch ein Ganzkörpertracking, bei dem alle relevanten Gliedmaßen oder
Körperteile mit Trackern versehen werden. Problematisch sind dabei die Anfälligkeit dieser
Systeme für Störungen z. B. durch metallische Gegenstände sowie der hohe Aufwand für die
Kalibrierung.
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Specifications
• Number of sensors: 18 or 22
• Sensor resolution: 0.5 degrees (typical)
• Sensor repeatability: 1 degree (typical standard deviation 
between wearings)
• Sensor linearity: 0.6% maximum nonlinearity over full joint range
• Sensor data rate: 90 records/sec (typical)
• Gloves supported by each wireless receiver: 2
• Operating system and hosts: Windows 2000 and XP 
• Battery duration: 3 hours
• Battery cycle life: 1 year
• Battery charger: External 
• Operating range: 30-ft radius from USB port
• Interface: USB port for the wireless receiver
About Immersion Corporation
Founded in 1993, Immersion
Corporation develops software and
hardware technologies that improve the
way people interact with digital devices.
Immersion’s 3D interaction products
include the VirtualHand line of hand-
interaction software products and the
CyberGlove line of whole-hand motion
capture and haptic feedback hardware
products that enable wearers to use
their physical hands to interact with and









Using the same patented, bend-sensing technology as in our industry-leading
CyberGlove Electronic Glove, the CyberGlove II device uses either 18 or 22 
sensors to capture the intricacies of hand and finger movement. The long-lasting
sensors were designed to be extremely thin and are virtually undetectable. The 
22-sensor model has three flexion sensors per finger, four abduction sensors, a
palm-arch sensor, and sensors to measure flexion and abduction.
A bild g 2.10: D te hands hu , links: CyberGlove II von Immersion (aus: Immersion
(2006)), Mitte: Date handschuh von Fifth Dimension Technologies (aus: Fifth Dimensi-
on Technologies (2006)) und rechts: Gypsy-System von Meta Motion als Beispiel für ein
Exoskelett (aus: Meta Motion (2006a))
Datenhandschuhe und Exoskelette
Datenhandschuhe erlauben die Messung von Beugungs- und Spreizwinkeln der Fingergelenke
durch Dehnmessstreifen oder Lichtleiter. Beispiele hierfür sind der CyberGlove II von Immer-
sion (2006) oder die Datenhandschuhe der Firma Fifth Dimension Technologies (2006), vgl.
Abb. 2.10. Einen guten Überblick über unterschiedliche Datenhandschuh-Systeme und de-
ren technische Daten bietet Mellott (1999). Probleme ergeben sich hier unter anderem durch
unterschiedliche Handgeometrien verschiedener Benutzer sowie dadurch, dass durch das Tra-
gen eines Datenhandschuhes möglicherweise der natürliche Bewegungsablauf des Menschen
verfälscht wird. Datenhandschuhe erlauben keine Rückschlüsse auf die Position der Hand
und werden daher oft in Kombination mit magnetischen Positionssensoren eingesetzt. Die
aus einem Datenhandschuh gewonnenen Daten werden, je nach Aufgabenstellung, zur Griff-
bestimmung oder zur Gestenerkennung genutzt.
Eine Taxonomie von statischen menschlichen Griffen, die zum Standard in der Robotik ge-
worden ist und sowohl zur Griffklassifikation als auch zur Greifplanung verwendet werden
kann, schlägt Cutkosky (1989) vor (vgl. Abb. 2.11 links). Es handelt sich hierbei um ei-
ne allgemeine hierarchische Einteilung von statischen Griffen, die als solche natürlich nicht
nur zur Grifferkennung mittels Datenhandschuh eingesetzt werden kann, sondern auch für
andere Formen der Griffklassifikation oder Greifplanung genutzt wird. Als Erweiterung der
Arbeit von Cutkosky nimmt Zöllner et al. (2002) eine vergleichbare Einteilung für dynami-
sche Griffe vor, d. h. für Griffe, in deren Verlauf sich die Gelenkwinkelstellungen der Finger
ändern (vgl. Abb. 2.11 rechts). Dies ist beispielsweise der Fall beim Öffnen einer Flasche mit
Schraubverschluss. Ein Verfahren zur Grifferkennung sowie ein Überblick über den Stand
der Forschung findet sich bei Zöllner (2005). Miller et al. (2003) schlagen ein Verfahren zur
automatischen Greifplanung vor.
Eine Erweiterung des Prinzips der Datenhandschuhe auf den ganzen Körper bieten Exoske-
lette wie das Gypsy-System von Meta Motion (Meta Motion (2006a)), vgl. Abb. 2.10. Auch
hier ist die Kalibrierung des Anzugs mit Dehnmessstreifen auf die jeweilige Körpergeometrie
problematisch.
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Abbildung 2.11: Links: Taxonomie statischer Griffe aus Cutkosky (1989), S. 273. Rechts:
Taxonomie dynamischer Griffe aus Zöllner (2005), S. 80
Taktile Sensoren
Taktile Sensoren dienen der Erfassung von Berührungen, z. B. von Druck, den der Benutzer
auf einen Roboterarm ausübt, um diesen beiseite zu schieben (eine künstliche Haut als takti-
les Sensorsystem für einen Serviceroboter stellen u. a. Göger et al. (2006) vor, vgl. Abb.2.12
links). Sie werden auch in Datenhandschuhen eingesetzt, um beispielsweise bei der Verar-
beitung von durch den menschlichen Benutzer vorgeführten Griffen Griffansatzpunkte und
ausgeübte Kräfte zu erfassen. Der Aufbau von solcherart eingesetzten taktilen Sensoren, ih-
re Integration in einen Datenhandschuh und die Diskussion der experimentellen Ergebnisse
werden in Zöllner et al. (2001) dargestellt (Abb. 2.12 rechts). Hashimoto (2000) stellt einige
Entwicklungen im Bereich haptischer Benutzerschnittstellen vor, u. a. Sensorhandschuhe und
einen Sensorarm, und nennt außerdem viele weiterführende Verweise zu anderen haptischen
Benutzerschnittstellen. In diesem Bereich finden sich auch Arbeiten zur Übermittlung von
Informationen von einem Roboter oder anderen technischen System an den menschlichen
Benutzer mittels Kraftübertragung, z. B. bei Keyson (1997).
2.4.4 Interaktion in Virtueller und Erweiterter Realität
In jüngster Zeit werden zunehmend Techniken der Mensch-Maschine-Interaktion evaluiert,
die durch neue technische Entwicklungen erst ermöglicht wurden. Hierzu zählen auch Techni-
ken der Virtuellen Realität (engl.
”
virtual reality“, VR) und der Erweiterten Realität (engl.
”
augmented reality“, AR). In Szenarien der Virtuellen Realität bewegt sich ein Mensch völlig
in einer virtuellen Umgebung, in der er z. B. die Sicht eines räumlich entfernten Roboters
einnehmen und diesen Roboter steuern kann. In AR-Umgebungen werden Elemente aus der
virtuellen Welt der realen Welt überlagert. Dies geschieht oft mittels einer Durchsichtbrille,
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Abbildung 2.12: Links: Serviceroboter ARMAR III mit einer künstlichen Haut, aus Göger
et al. (2006), S. 6. Rechts: taktile Sensoren in einem Datenhandschuh aus Zöllner et al.
(2001), S. 69
durch die der Benutzer zwar seine Umgebung noch wahrnehmen kann, in die aber gleichzeitig
weitere Informationen eingeblendet werden. Dies wird unter anderem genutzt zur Überla-
gerung von realen Objekten mit zugehörigen Informationen. Bei beiden Techniken stellen
sich jeweils spezifische technische Probleme, auf die hier im Detail nicht eingegangen werden
kann (vgl. Salb (2003) und Giesler (2005) für einen Überblick mit Schwerpunkt auf der Er-
weiterten Realität). Bei der Erweiterten Realität sind maßgebliche Probleme das Tracking
der Umgebung, die störungsfreie, korrekt positionierte Überlagerung virtueller und realer
Objekte in Echtzeit sowie die Kalibrierung der Überlagerungsoptik.
Da die hier betrachtete Aufgabenstellung die Erstellung von Objektmodellen für reale Um-
gebungen einschließt, scheint die Verwendung eines VR-Systems zur Benutzerinteraktion
nicht sinnvoll, da in VR-Systemen in der Regel keine realen Objekte in realen Umgebungen
integriert werden können. Im Folgenden werden daher nur AR-Systeme vorgestellt und be-
wertet, die dem Benutzer die Modellierung von realen Objekten ermöglichen. Die in diesem
Abschnitt vorgestellten Arbeiten überschneiden sich dabei teilweise inhaltlich mit anderen
Abschnitten dieses Kapitels, da in der AR diverse andere hier vorgestellte Techniken ver-
wendet werden. Die meisten AR-Systeme lassen sich als Systeme der multimodalen Inter-
aktion bezeichnen. Sie werden hier aufgrund der spezifischen technischen Ausstattung sowie
der besonderen Ausrichtung der Interaktion separat diskutiert. Als technische Systeme für
die Erzeugung einer erweiterten Realität werden hauptsächlich optische Durchsichtbrillen,
Video-Durchsichtbrillen sowie Projektionssysteme verwendet. Technische Details sowie Vor-
und Nachteile der unterschiedlichen Techniken werden in Salb (2003) ausführlich dargestellt.
Ein System der Erweiterten Realität zur Interaktion mit einer autonomen mobilen Plattform
wird in Giesler et al. (2004) und Giesler (2005) vorgestellt. Dabei wird eine optische Durch-
sichtbrille genutzt, um die topologischen und geometrischen Daten der mobilen Plattform,
Laserscanner-Daten und Planungsdaten zu visualisieren. Der Benutzer kann dann interaktiv
eine topologische Karte der Umgebung generieren, indem er umherläuft und auf Punkte auf
dem Boden zeigt. Die Positions- und Lagebestimmung erfolgt markerbasiert. Um die Zeige-
gesten und Manipulationsaktionen des Benutzers intuitiv zu gestalten, wird ein Cursor auf
dem Zielpunkt eingeblendet, wann immer der Benutzer auf den Boden zeigt. Die Gesten
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Kapitel 6. Interaktion mit realer und virtueller Umwelt 105
(a) Kontur (b) Konvexe Hülle
(c) Abweichungen der Kontur von der Hülle (d) Positionen der Fingerspitzen
Abbildung 6.2: Fingerspitzensuche im hautfarbsegmentierten Binärbild
Abbildung 6.3: Der IAIM-Zauberstab
Es liegt nahe, die im vorhergehenden Abschnitt identifizierte Fingerspitze
sowie einen der angrenzenden Defektpunkte zu verwenden. Dies erweist sich
jedoch der relativ hohen Instabilität der Kontur wegen als zu ungenau und
führt zu einer hohen Varianz des Rekonstruktionsergebnisses. Stattdessen
Kapitel 8. Anwendungen, Experimente und Evaluation 147
(a) Punktemodell (b) Oberflächenmodell aus gemittelten
Punkten
(c) Oberflächenmodell aus den ursprüngli-
chen Punkten
Abbildung 8.11: Initiales Objektmodell
(a) Segmentiertes Objekt, Front (b) Segmentiertes Objekt, Draufsicht
Abbildung 8.12: Objektmodell aus Fusion mehrerer Scans
Abbildung 2.13: Links: Zeigestab mit Markern aus Giesler (2005), S. 105. Rechts: Ergebnis
der interaktiven Objektmodellierung mittels Erweiterter Realität in Giesler (2005), S. 147
werd n vom Benutzer mit einem Ze gestab mit aufgebrachten Markern ausgeführt, um die
Richtungsbestimmung zu erleichtern (vgl. Abb. 2.13).
Im Rahmen der vorliegenden Arbeit interessant ist auch die Erweiterung des Einsatzge-
bietes dieses Systems unter anderem auf interaktive Objektmodellierung aus 3D-Messdaten
in Giesler (2005). Dem Benutzer wird hierzu eine dreidimensionale Punktwolke der Um-
gebung immersiv zur Verfügung gestellt. Der Benutzer kann Umweltobjekte durch Zeigen
auswählen, wobei sich die automatische Segmentierung der Objekte sowie die Vollständig-
keit der resultierenden Modelle als problematisch darstellen. Daher kann der Benutzer das
Segmentierungsergebnis interaktiv verbessern. Dabei werden unterschiedliche Interaktions-
modi verwendet: die Erkennung der Benutzerhand über eine Hautfarbsegmentierung, die
Erkennung von Zeige- und Griffgesten, soweit möglich wahlweise mit der Hand und mit dem
vermarkerten Zeigestab ausgeführt, wobei die Detektion der Zeigerichtung von Zeigegesten
über eine Stereorekonstruktion erfolgt, die Detektion von Griffgesten analog bei gekrümmten
Fingern. Der Aufmerksamkeitsfokus des Benutzers wird aus dessen Blickrichtung abgeleitet.
Da eine okulomotorische Beobachtung der Pupillen wegen der verwendeten Durchsichtbrille
nicht realisierbar ist, erfolgt nur eine Lageschätzung des Kopfes, der sich ergebende Sicht-
kegel wird dann analog zu den Zeigegesten verarbeitet. Eine Spracherkennung ist als Ein-
zelworterkenner zur Erkennung von festen Kommandophrasen eingebunden. Ein Ergebnis
eines solchen Modellierungsprozesses ist in Abb. 2.13 wiedergegeben. Die Abbildung zeigt
ein Kamerabild aus der Durchsichtbrille, in dem das ausgewählte Objekt durch einen virtuel-
len Quader markiert wurde. Dem Objekt wurde das Ergebnis einer Objektaufnahme mittels
eines dreidimensionalen Laserscanners überlagert.
In Wachsmuth et al. (2005) wird eine Zuordnung von systeminternen Beschreibungen wie
Objektmodellen zu in der realen Welt existierenden Objekten angestrebt. Es werden hier
also nicht wie sonst häufig a priori per CAD oder mittels hochauflösender Sensorik erstellte
Objektmodelle zur Interaktion verwendet, sondern die interaktive Erstellung von Objekt-
modellen ist das Ziel der Arbeit. Auch hier trägt der Benutzer wie bei Giesler ein am Kopf
befestigtes AR-System, die Kopfpose wird ebenfalls markerbasiert bestimmt. Das System
geht derzeit davon aus, dass alle von einem Benutzer präsentierten Objekte auf einer Ti-
schoberfläche liegen. Gelernt werden Objekte, die der Benutzer fokussiert, und zur Kontrolle
werden die extrahierten Objektansichten dem Benutzer in der AR-Brille präsentiert. Vom
System aufgenommene Objektansichten können dann gespeichert werden, um das neu ge-
lernte Objekt künftig ansichtsbasiert zu erkennen. Die Objektmodelle in diesem System
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beschränken sich auf reine Objektansichten, und die potentiellen Interaktionsmodalitäten
einer AR-Umgebung werden bei weitem nicht ausgenutzt.
Ein Nachteil dieser und ähnlicher Systeme ist der vergleichsweise hohe technische Aufwand,
der zu hohen Kosten, praktischen Problemen bei der Integration der technischen Kompo-
nenten sowie zu Anpassungs- und Verwendungsproblemen bei Nutzern führen kann. In der
Literatur wird unter anderem von Schwindel durch das Tragen von Durchsichtbrillen be-
richtet (Steinfeld (2004)), insbesondere wenn die Überlagerung der realen mit der virtuellen
Realität zeitverzögert oder leicht verschoben stattfindet sowie bei längerem Tragen.
2.4.5 Multimodale Interaktion
Ansätze zu einer multimodalen Interaktion zur Modellierung finden sich in unterschiedli-
chen Varianten, die anhand von Beispielen vorgestellt werden sollen. Unter anderem sind
auch Systeme der Interaktion in Erweiterter Realität in der Regel multimodal angelegt,
so auch das oben beschriebene System von Giesler (2005). Auch im Programmieren durch
Vormachen wird oft multimodale Interaktion eingesetzt, z. B. bei Dillmann et al. (2002) zur
Programmierung von Robotern durch Vorführen von Handlungen. Dabei werden folgende In-
teraktionsmodi eingesetzt: eine kamerabasierte Handverfolgung mittels Hautfarbensegmen-
tierung, eine Gestenklassifikation aus Handkonturen (für einfache symbolische Gesten wie
die Stop-Geste, Zeigegesten, Greifgesten), eine Spracheingabe mit einfachem Parsing, ein
Datenhandschuh mit taktilen Sensoren an den Fingerspitzen sowie ein magnetfeldbasiertes
Trackingsystem zur Positionsbestimmung der menschlichen Hand und zusätzlich Informa-
tionen aus dem Stereo-Kamerasystem, um Rauschen in den Positionsdaten zu verringern.
Aus diesen Eingaben werden Trajektorien und Griffe segmentiert und dann statische (mit-
tels Neuronaler Netze) und dynamische (mittels Support Vector Machines) Griffe erkannt.
Zusätzlich ist ein graphisches Interface in das System eingebunden zur Darstellung von Sy-
steminformationen für den Benutzer, und um dem Menschen Korrekturen und die Eingabe
zusätzlicher Informationen zu erlauben. Abb. 2.14 stellt eine Interaktion zwischen Mensch
und Serviceroboter mittels Spracheingabe und Zeigegesten dar.
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Abstract
Natural, multimodal interaction is a key issue of
humanoid robots since a human-like appearance sug-
gests human-like properties and behavior. Although
human communication in all its facets seems to be
hardly reachable today, interaction via verbal in- and
output or via gestures is a big step to meet this re-
quirement. Besides these channels, recognition of the
interaction context is important because e.g. human
references are often incomplete and sloppy. From hu-
man behavior, several context types like advising, com-
menting and teaching can be derived.
In this article, we present a system that supplies
context dependant interaction with robots in these con-
texts. Interaction may be established with verbal and
gestural channels. Furthermore, an interactive teach-
ing technique called ”programming by demonstration”
is presented for native and intuitive transferring hu-
man skills and behavior to human-like robots. Since
manipulation skills from humans are very well devel-
oped but not easy to describe with standard program-
ming methods, it is expected to ease robot programming
significantly.
1 Introduction
After the evolution of service robots, the develop-
ment of humanoid robots is a trend in robotics. How-
ever, there is a big gap between humanoids and the
latter: users expect much more in terms of communi-
cation, behavior and cognitive skills of these robots.
Aiming to facilitate man-machine interaction in a
direct and intuitive way, auditive and gesture based
interfaces have been a very important research topic
in recent years. Addressing real-life problems as
in households or workplace environments raises new
questions of handling gestures and speech input and
of mapping reactions to given actuators. Verbal utter-
ances and gestures as human communication in gen-
Figure 1: Assistant ALBERT at the Hannover Fair.
eral, highly rely on their specific context. Therefore,
new interaction methods may not be limited to single
information channels but to cognitive processing and
fusing several modalities depending on internal and
external robot assistant states based on vast environ-
ment modelling.
However, one of the main purposes for building
robots is their ability to manipulate objects in their
environment and to fulfil annoying manual tasks. At
this point, a user should be able to easily teach a com-
plex tasks and to have a robot accomplish it at will.
Regarding household and workshop environments in
particular, also the following facts should be kept in
mind:
• Households and workshops are structured envi-
ronments, but they differ one from another and
keep changing steadily.
• Each household is tailored to an individuals needs
and taste. So, in each household a different set of
facilities, furniture and tools is used.
Ready-made programs will not be able to cope with
such environments. So, flexibility will surely be the
most important requirement for the robot’s design. It
Abbildung 2.14: Sprachliche und gestische Interaktion zwischen Mensch und Roboter bei
Dillmann et al. (aus: Dillmann et al. (2002), S. 1)
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Ein ähnliches Ziel verfolgen Haasch et al. (2004) und Li et al. (2005) mit dem Servicero-
boter BIRON, der als Helfer im Haushalt und ähnlichen Umgebungen eingesetzt werden
soll. Auf BIRON werden unterschiedliche Wege der Interaktion eingesetzt wie Personenver-
folgung, Dialogmanagement mit Spracherkennungs- und Sprachverstehenskomponente sowie
Erkennung von Zeigegesten. Perzanowski et al. (2001) konzentriert sich zur Interaktion mit
mobilen Robotern wie einige andere Arbeiten auch auf die Integration von Sprache und
Gesten, wobei damit in dieser Arbeit sowohl natürliche Gesten gemeint sind als auch Da-
ten, die in einen Personal Digital Assistant, PDA, eingegeben werden. Betrachtet werden
nur Gesten, die Größen andeuten, und Zeigegesten, und die Information hieraus wird mit
sprachlich gegebener Information kombiniert, falls z. B. in einer sprachlichen Äußerungen
ein Ort fehlt. Die Rückmeldung der Roboter an die Benutzer erfolgt durch Darstellung auf
dem PDA, dessen Bildschirmdarstellung dynamisch als adaptive Karte der jeweiligen Um-
gebung angepasst wird. Abb. 2.15 stellt schematisch das Zusammenspiel der verschiedenen
Interaktionskomponenten in diesem System dar.
Spoken commands PDA commands PDA gestures
Robot action
Natural gestures







Abbildung 2.15: Schematische Darstellung der multimodalen Benutzerschnittstelle bei Per-
zanowski et al. (aus: Perzanowski et al. (2001), S. 18)
Konzipiert für eine multimodale Interaktion, insbesondere Kommandierung, ist auch der
so genannte XWand von Wilson und Shafer (Wilson und Shafer (2003)). Es handelt sich
um einen kabellosen, mit diversen Sensoren bestückten Stab zur intuitiven Steuerung z. B.
von mehreren Unterhaltungselektronik-Geräten. Als eingebaute Sensoren dienen Beschleu-
nigungssensoren, ein Gyroskop und ein Magnetometer, sowie zusätzlich zwei fest installierte
Kameras im Raum (zur Positionsbestimmung über Aufnahme einer blinkenden LED). Da-
mit kann die Orientierung des Stabes, seine Position (mit Hilfe der beiden Kameras) sowie
die Richtung von Zeigegesten sensorisch erfasst werden. Hierdurch soll eine intuitive Inter-
aktion ermöglicht werden mittels Zeigegesten, mittels anderer Gesten, bei denen der Stab
bewegt wird, und durch das Drücken eines Knopfes am Stab. Die Autoren erwähnen die po-
tentielle Kombination mit einer Spracherkennungskomponente, um robustere und intuitive
Ergebnisse zu ermöglichen.
Insgesamt lässt sich festhalten, dass sich hinter der Bezeichnung
”
multimodale Interaktion“
oft die Interaktionsmodi Sprache und Gestik verbergen, wobei hier in vielen Fällen auch nur
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Zeigegesten betrachtet werden, wie bei Wachsmuth und Sagerer (1999) oder Takahashi et al.
(1998). Letztere schlagen zudem noch einen vornehmlich robotergesteuerten Dialog vor, der
unter ungünstigen Umständen viele Wiederholungen von Seiten des Menschen verlangt, bis
dem Roboter alle gewünschten Informationen vorliegen. Eine etwas elaboriertere Vorgehens-
weise schlagen Iba et al. (2005) vor. Dort werden außer Zeigegesten auch symbolische Gesten
betrachtet, zusätzlich dienen Sprache und ein Datenhandschuh als Eingabequellen.
2.5 Bewertung der Arbeiten im Hinblick auf die gege-
bene Problemstellung
Wie in den vorhergehenden Abschnitten bereits deutlich wurde, berücksichtigen bisherige Ar-
beiten jeweils schwerpunktmäßig entweder die Mensch-Maschine-Interaktion, die Objektmo-
dellierung oder das Lernen von Objekten. Es existiert somit noch kein umfassender Ansatz,
der den gestellten Anforderungen gerecht wird. Auch innerhalb der einzelnen Forschungsbe-
reiche sind die Arbeiten teilweise stark spezialisiert, z. B. auf bestimmte Interaktionsmodi.
Diese Konzentration auf wenige Problemfelder wird den Bedürfnissen für eine interaktive se-
mantische Objektmodellierung für reale Anwendungen in menschenzentrierten Umgebungen
nicht gerecht. Insofern lassen sich aus den vorgestellten Arbeiten zwar einzelne interessante
Ansätze für Teilprobleme der gegebenen Fragestellung isolieren, ein direkter Vergleich der
Ergebnisse der vorliegenden Arbeit mit deren Forschungsergebnissen ist aber aufgrund der
unterschiedlichen Problemstellungen und Herangehensweisen nur eingeschränkt möglich.
2.6 Zusammenfassung
Das vorliegende Kapitel befasst sich mit dem Stand der Forschung auf dem Gebiet der in-
teraktiven semantischen Objektmodellierung und stellt dabei aktuelle Forschungsarbeiten
aus diesem Gebiet vor und diskutiert sie kritisch im Hinblick auf die gegebene, in Kap. 1.2
erläuterte Problemstellung. Die existierenden Arbeiten setzen unterschiedliche Schwerpunk-
te: zum einen werden Ansätze zu einer semantischen oder funktionalen Objektmodellierung
betrachtet, dann die Frage des Lernens von Objektmodellen und schließlich Arbeiten zur
interaktiven Modellierung. Dabei werden auch jeweils Forschungsarbeiten aus verwandten
Gebieten wie der Handlungsmodellierung einbezogen, insoweit sie einen Erkenntnisgewinn
für diese Arbeit mit sich bringen. Es zeigt sich, dass kein Ansatz existiert, der das Problem
umfassend und systematisch zu lösen versucht, und insbesondere existiert keine Arbeit, die
sich gleichzeitig mit den Fragen einer semantischen Modellierung von Objekten, des Ler-
nens solcher Objektmodelle und der Interaktion mit dem Menschen zum Zwecke des Lernens
befasst. In vielen Punkten enthalten die vorgestellten Arbeiten jeweils nur Anregungen für
einzelne Teilprobleme der gegebenen Forschungsproblematik, die einer vollständigen syste-




Die vorliegende Arbeit leistet auf mehreren Gebieten Beiträge zur Forschung im Bereich
interaktive Objektmodellierung: zum einen durch den Entwurf einer semantischen Objekt-
repräsentation im vorliegenden Kapitel, zum anderen durch den Entwurf und die Realisie-
rung eines interaktiven Objektmodellierungssystems (vgl. die folgenden Kapitel) sowie die
Erstellung einer Taxonomie von Begrifflichkeiten für die Domäne
”
Küche“ (vgl. Kap. 6). Die
vorgeschlagene abstrakte Objektrepräsentation ist zunächst nicht spezifisch für eine kon-
krete Domäne, für eine bestimmte Anwendung oder für die Sensorik eines speziellen Ob-
jektmodellierungssystems. Insbesondere ist das grundlegende Konzept unabhängig von der
Domäne
”
Küche“, die in dieser Arbeit exemplarisch betrachtet wird, und von dem ebenfalls
im Rahmen dieser Arbeit entwickelten interaktiven Objektmodellierungssystem IOMOS. In
letzterem wird die in diesem Kapitel vorgestellte Objektrepräsentation implementiert und
praktisch angewendet, um ihre Nutzbarkeit zu zeigen. Trotzdem fließen in den Entwurf einer
solchen Objektrepräsentation grundsätzliche Überlegungen und Anforderungen mit ein, die
hier konkret aus dem Anwendungsszenario
”
Serviceroboter im Haushalt“ abgeleitet wurden.
Somit ist die Objektrepräsentation zwar flexibel und auf andere Anwendungen übertrag-
bar, eignet sich aber besonders für Anwendungen mit ähnlichen Grundbedingungen, also
für menschenzentrierte, dynamische Umgebungen mit einer starken Interaktionskomponente
zwischen Mensch und Roboter. Weitere potentielle Anwendungen sind beispielsweise Ser-
viceroboter auf Flughäfen oder Bahnhöfen, in Hotels und in ähnlichen Umgebungen, die auf
den Menschen ausgerichtet sind und in denen die Anforderungen der Benutzer sowie die zu
modellierenden Objekte stark variieren können.
Es wird im Folgenden von der Anforderung ausgegangen, dass ein Serviceroboter z. B. im
Haushalt ein Objektmodell benötigt, um seine Aufgaben ausführen zu können. Dieses Ob-
jektmodell muss flexibel erweiterbar sein, möglichst auch in Interaktion mit menschlichen
Benutzern, um eine dynamische Umgebung wie den Haushalt abzudecken, dessen große Men-
ge an möglicherweise vorhandenen Objekten nicht im Vorhinein modelliert werden kann (vgl.
Diskussion in Kap. 1.3). Der Entwurf der Objektrepräsentation erfolgt zunächst auf einer
abstrakten Ebene, so dass sie leicht auch auf andere Anwendungen übertragbar ist. Konkre-
tes domänen- bzw. anforderungsspezifisches Wissen kann jederzeit ergänzt werden, und die
Konzentration auf eine flexible Modellierung zur intuitiven Interaktion mit dem Menschen
macht die vorgeschlagene Objektrepräsentation in vielen Bereichen einsetzbar.
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In diesem Kapitel werden zunächst in Abschnitt 3.1 die Verwendung grundlegender Begriffe
im Rahmen dieser Arbeit geklärt und der Begriff der
”
semantischen Objektrepräsentation“
definiert sowie in Abschnitt 3.2 die Anforderungen an eine solche Repräsentation diskutiert.
Die Objektrepräsentation selbst wird in Abschnitt 3.3 detailliert vorgestellt. Eine Diskussion








Semantik“ haben eine lange Verwendungsge-
schichte in der abendländischen Wissenschaft. Dabei wurden und werden sie oft in unter-
schiedlichen Bedeutungen verwendet, selbst innerhalb eines Fachbereiches. Ein vollständiger
Überblick über die Verwendungs- und Begriffsgeschichte kann im Rahmen dieser Arbeit nicht
geleistet werden. Auch ist es nicht Ziel dieser Arbeit, eine allgemeingültige Definition dieser
Begriffe anzugeben. Vielmehr soll in diesem Kapitel die Verwendung dieser grundlegenden
Begriffe im Rahmen dieser Arbeit geklärt werden, ohne dabei in Diskussionen über eine
korrekte oder falsche Bedeutungsdefinition einzutreten (vgl. Strube et al. (1996) für einen
ersten Überblick über Gebrauchsvarianten und Bedeutungsnuancen dieser Begriffe). Aus die-








Modell“ bezeichnet in der Literatur sehr unterschiedliche Konzepte (physika-
lische Modelle wie das Planetenmodell, architektonische Modelle von Gebäuden etc.) und
wird oft ohne weitere Definition in einem vagen umgangssprachlichen Verständnis verwen-
det (zur Kritik hieran vgl. Brezinka (1984)). Müller (1977) gibt eine kurze Einführung in
unterschiedliche Definitionen und Aspekte des Begriffs
”
Modell“. Die Begriffsgeschichte des
Begriffs
”
Modell“ wird in Müller (2006b) umfassend dargestellt, die Bedeutungsvielfalt des
Begriffes in Müller (2006a).
Allgemein werden Modelle oft als vereinfachtes Abbild der Wirklichkeit betrachtet. Eine wei-
tere Komponente der Begriffsbedeutung, die Einschränkung des Modells durch bestimmte
Anforderungen oder Ziele, wird unter anderem von Emde eingeführt:
”
Allgemein werden
hier Modelle als an bestimmten Zielen ausgerichtete (formalisierte) Darstellungen von Welt-
ausschnitten betrachtet.“ (Emde (1991), S. 64). Eine gründliche Untersuchung des Modell-
begriffs nimmt Stachowiak in seiner Allgemeinen Modelltheorie vor. Die vorliegende Arbeit
orientiert sich in ihrem Verständnis des Modellbegriffs an dem von Stachowiak, der drei
Hauptmerkmale des allgemeinen Modellbegriffs unterscheidet:
”
Abbildungsmerkmal:
Modelle sind stets Modelle von etwas, nämlich Abbildungen, Repräsentationen
natürlicher oder künstlicher Originale, die selbst wieder Modelle sein können. [...]
Verkürzungsmerkmal:
Modelle erfassen im allgemeinen nicht alle Attribute des durch sie repräsentier-
ten Originals, sondern nur solche, die den jeweiligen Modellerschaffern und/oder
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Modellbenutzern relevant scheinen. [...]
Pragmatisches Merkmal:
Modelle sind ihren Originalen nicht per se eindeutig zugeordnet. Sie erfüllen
ihre Ersetzungsfunktion a) für bestimmte – erkennende und/oder handelnde, mo-
dellbenutzende – Subjekte, b) innerhalb bestimmter Zeitintervalle und c) unter
Einschränkung auf bestimmte gedankliche oder tatsächliche Operationen.“ (Sta-
chowiak (1973), S. 131f.).
Bei den abzubildenden Originalen im Stachowiakschen Sinne handelt es sich um Objekte,
die
”
durch natürliche oder maschinelle Informationsverarbeiter perzipiert [werden können]“
(Stachowiak (1973), S. 131), im Rahmen der vorliegenden Arbeit um Haushaltsgegenstände,
die durch einen Serviceroboter oder seine menschlichen Benutzer wahrgenommen werden.
Die entwickelten Objektmodelle bilden die Wirklichkeit dann insofern verkürzt ab, als eine
Konzentration auf eine bestimmte Domäne bzw. vorgegebene Anwendungen erfolgt, wie in
Kap. 6 auf die Domäne
”
Küche“ bzw. auf konkrete Aufgaben, die ein Serviceroboter in der
Küche auszuführen hat. Diese Verkürzung nimmt einen Teil des pragmatischen Merkmals
von Modellen bereits vorweg: Die solcherart erfolgende Abbildung von Objekten auf Modelle
ergibt natürlich nur Sinn für bestimmte Subjekte (unter Bezug auf die Fähigkeiten eines be-
stimmten Roboters bzw. die Bedürfnisse eines bestimmten Benutzers), innerhalb bestimmter
Zeitintervalle (die Ontologie und damit auch die Objektmodelle werden entworfen im Hin-
blick auf die Möglichkeiten in einer heutigen Küche) sowie unter Betrachtung bestimmter
vorgegebener Anwendungen. Eine allgemeine Darstellung der Domäne
”
Küche“ als Ontologie
bzw. in Objektmodellen wäre in diesem Sinne überhaupt nicht erstellbar. Stachowiak fasst
dies so zusammen:
”
Eine pragmatisch vollständige Bestimmung des Modellbegriffs hat nicht
nur die Frage zu berücksichtigen, wovon etwas Modell ist, sondern auch, für wen, wann und
wozu bezüglich seiner je spezifischen Funktionen es Modell ist.“ (Stachowiak (1973), S. 133).
Die Beantwortung dieser Fragen im Rahmen der vorliegenden Arbeit erfolgt hauptsächlich in
Kap. 6, in dem eine Taxonomie von Begrifflichkeiten der Domäne
”
Küche“ zur Anwendung
für einen Serviceroboter erstellt wird. Diese Domänenspezifikation ist die direkte Grundlage
für die Objektmodelle, die im Rahmen dieser Arbeit interaktiv erstellt wurden.
Repräsentation
Die Begriffsgeschichte des Begriffs
”
Repräsentation“ stellt Scheerer (1993) dar, einen Über-
blick über Verwendungsweisen des Begriffs in verschiedenen Fachdisziplinen der Kognitions-





mentale Repräsentation“, d. h. für eine mentale Abbildung der Wirk-
lichkeit. Eine nützliche Begriffsdefinition findet sich in Scheerer (1993):
”
Dennoch: die kognitive Wende hat auch Neues gebracht, nämlich einen interdis-
ziplinär anwendbaren Begriff der mentalen Repräsentation. Er stammte – man
kann dies durch Detailanalysen der terminologischen und sachlichen Transmis-
sionslinien eindeutig nachweisen – aus der
”
Informatik“, d. h. der Computerwis-
senschaft und hier speziell aus der Künstlichen Intelligenz (KI)-Forschung. [...]
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Man kann also, trägt man das klassische Bedeutungsspektrum von ‘Repräsen-
tation’ an die Repräsentation in KI-Systemen heran, folgendes Schema konsta-
tieren: interne Repräsentationen sind Stellvertreter ([...]), deren Eigenschaft als
Stellvertreter durch strukturerhaltende Abbildung ([...]) gewährleistet ist und
denen semantischer Gehalt beigelegt wird ([...]).“ (Scheerer (1993), S. 35f).
Wesentliche Bestandteile einer Repräsentation nach dieser Definition sind somit ihre struk-
turerhaltende Abbildung sowie deren semantischer Gehalt. Generell ist festzuhalten, dass in
der Literatur nicht immer zwischen Repräsentation und Modell getrennt wird, vgl. beispiels-
weise das oben zitierte Abbildungsmerkmal aus Stachowiak (1973). Da es nicht Gegenstand
dieser Arbeit ist, eine allgemeingültige Definition der beiden Begriffe zu treffen, wird hier
eine Festlegung getroffen, die für den Rahmen dieser Arbeit Gültigkeit hat und dabei einer-
seits die Ähnlichkeit zwischen diesen Begriffen ausnutzt, andererseits aber durch die beiden
unterschiedlichen Begriffe unterschiedliche Aspekte der Problemstellung betont:
Um zwischen dem abstrakten Modellentwurf an sich (unabhängig von konkreten Objekten),
wie er in diesem Kapitel vorgenommen wird, und den eigentlichen Objektmodellen, d. h. den
Modellen konkreter Objekte (vgl. Kap 6 oder 7), zu unterscheiden, wird mit dem Begriff Re-
präsentation oder Objektrepräsentation im Verlauf dieser Arbeit der grundlegende abstrakte
Entwurf der Struktur des Objektmodells bezeichnet unabhängig von konkreten Objekten
oder Anwendungen, wie er in Kap 3.3 entwickelt wird. Hierbei sind die Eigenschaften der
Repräsentation als Stellvertreter durch strukturerhaltende Abbildung und ihr semantischer
Gehalt (nach der Definition von Scheerer (1993)) gegeben.
Der Begriff Repräsentation beschreibt im Rahmen dieser Arbeit die grundlegenden Struktu-
ren und Informationseinheiten des vorgeschlagenen Objektmodells (also das unten erläuterte
Konzept der Eigenschaften, Attribute etc.); als Modelle bzw. Objektmodelle werden die Dar-
stellungen spezifischer Objekte bzw. Objektklassen in Bezug auf eine spezielle Anwendung
unter Verwendung dieser Repräsentation bezeichnet. Der Begriff Modellierung bezeichnet
dann den Prozess der Erstellung eines Modells. Beim Prozess der Modellierung erfolgt eine
Reduktion der Objektinformation auf für die jeweilige Domäne und Anwendung wesentliche
Information.
Semantik
Die Semantik als Lehre von den Bedeutungen hat in der Wissenschaft eine lange Tradi-
tion zunächst im Sinne von Bedeutungen sprachlicher Zeichen, in jüngerer Zeit aber zuneh-
mend generell im Sinne der Abbildung der Bedeutung eines Bezeichneten durch ein (nicht
notwendigerweise sprachliches) Zeichen, womit auch eine immer häufigere Verwendung die-
ses Begriffs in anderen Fachbereichen als der Linguistik einhergeht. Die einzelnen Verwen-
dungsweisen sollen hier nicht weiter diskutiert werden. Im Rahmen der vorliegenden Arbeit
genügt eine intuitives Verständnis des Begriffs
”
semantisch“ als die Bedeutung einer Sache
im Verständnis des Menschen. Diese Bedeutung kann dabei immer nur personen- und kon-






diesem Konzept. Der Äußerungskontext ist dabei
”
die Gesamtheit aller Gegebenheiten, die
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sich auf die Referenz und Wahrheit einer Äußerung auswirken“ (Löbner (2003), S. 10), z. B.
Sprecher, Adressat, Zeitpunkt, Ort oder gegebene relevante Fakten zum Zeitpunkt der Äuße-
rung, die Äußerungsbedeutung ist dann definiert als
”
Bedeutung eines Ausdrucks, die sich
aus seiner Verwendung und Interpretation in einem gegebenen Äußerungskontext ergibt“
(Löbner (2003), S. 11). Die Erweiterung des Semantikbegriffs auch auf nicht-sprachliche
Ausdrücke ergibt dann direkt die oben angedeutete Personen- und Kontextabhängigkeit von
Bedeutungen. Das menschliche Verständnis der Dinge wird als Grundlage für ihre Bedeutung
hier besonders hervorgehoben, da ein Hauptziel dieser Arbeit die interaktive Modellierung
von Objekten (gemeinsam mit dem Menschen) ist. Eine Semantik der Objekte hat sich da-
her am menschlichen Verständnis dieser Objekte zu orientieren, um hierfür einsetzbar und
nützlich zu sein. Daher ist auch im Folgenden mit
”
Semantik“ nicht formale Semantik im
informatischen Sinne gemeint, sondern die nicht notwendigerweise formalisierte Ebene der
Bedeutungen im Alltagsverständnis.
Semantische Objektmodellierung bzw. Objektrepräsentation
Auch der Begriff eines
”
semantischen Modells“ wird in der Literatur für unterschiedliche
Inhalte verwendet. So bezeichnet beispielsweise beim Datenbankentwurf oder Softwareent-
wurf das semantische Modell den implementierungsabhängigen konzeptuellen Entwurf z. B.
in Form eines Entity-Relationship-Diagramms. Im Rahmen der vorliegenden Arbeit wird
der Begriff
”
Semantische Objektrepräsentation“ ausgehend von den obigen Überlegungen
wie folgt verwendet:
Definition 3.1 (Semantische Objektrepräsentation) Eine semantische Objektrepräsen-
tation erlaubt die strukturerhaltende Abbildung von Objekten mit ihrem für den Menschen in
Abhängigkeit von ihrer Verwendung wesentlichen semantischen Gehalt unter Darstellung funk-
tionaler Aspekte. Als abstrakte Informationsstruktur von semantischen Objektmodellen bildet sie
somit die Grundlage für die Modellierung von Objekten in der Welt.
Als
”
Semantisches Objektmodell“ wird hier dementsprechend bezeichnet:
Definition 3.2 (Semantisches Objektmodell) Modell eines konkreten Objektes bzw. Ob-
jekttyps einer Domäne im Hinblick auf eine bestimmte Anwendung. Dem semantischen Objekt-
modell liegt strukturell eine semantische Objektrepräsentation zugrunde.
Im Folgenden ist der Einfachheit halber oft von
”
Objektmodell“ die Rede, hierunter wird im
Rahmen dieser Arbeit stets ein semantisches Objektmodell verstanden, falls nichts anderes
vermerkt ist. Die Begriffe
”
Semantische Objektmodellierung“ oder kurz
”
Objektmodellie-
rung“ bezeichnen dann den Vorgang der Erstellung solcher Objektmodelle.
Die Beziehungen zwischen semantischer Objektrepräsentation und den eigentlichen Objekt-
modellen werden zur Verdeutlichung noch einmal in Abb. 3.1 dargestellt: Die semantische
Objektrepräsentation, die im folgenden vorgestellt wird, dient als Grundstruktur für die
Erstellung von semantischen Objektmodellen. Hierzu werden zuerst anwendungsspezifisch
Modelle von Objektklassen auf der Basis dieser Repräsentation gebildet (für abstrakte Ob-
jektklassen wie
”
Geschirr“ oder konkrete Klassen wie ein Weinglas einer bestimmten Serie).
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Entwurf einer semantischen Objektrepräsentation 
 
Ergebnis: 
- Struktur semantischer Objektmodelle 
Erstellung semantischer Objektmodelle 
 
Ergebnis: 
- Modelle von (konkreten oder abstrakten) 
Objektklassen 
- Struktur der Modelle entsprechend der 
semantischen Objektrepräsentation 
Ableitung von Modellen konkreter Objektinstanzen 
 
Ergebnis: 
- prägen Objektklassenmodelle aus 
- Anwendung z.B. im Szenenmodell 
Abbildung 3.1: Ableitung von Modellen konkreter Objekte aus der Objektrepräsentation
Aus diesen Objektklassen werden dann nach Bedarf Modelle von Objektinstanzen ausge-
prägt, die in der Welt existieren (vgl. die Erläuterungen in Kap. 4.4 zur Implementierung
der Objektrepräsentation).
3.2 Anforderungen an die semantische Objektrepräsen-
tation
Wie in Abschnitt 1.3 bereits diskutiert, ist es für Anwendungen wie den Einsatz eines Service-
roboters in stark menschenzentrierten Umgebungen wie einem Haushalt unabdingbar, eine
semantische Objektrepräsentation (nach Definition 3.1) zu verwenden. Insbesondere ergeben
sich dabei folgende Anforderungen an die zu entwickelnde Objektrepräsentation:
Verständlichkeit für den Menschen
Da in Alltagsumgebungen eine Kommunikation des Roboters vorwiegend mit nicht
technisch vorgebildeten Benutzern stattfindet, sollten die Struktur und Inhalte der
eingesetzten Objektmodelle für Menschen intuitiv erfassbar und verständlich sein, die
Objektrepräsentation somit eine entsprechende menschenverständliche Darstellung un-
terstützen. Sinnvoll ist es somit, sich an menschlichen Kategorien und Repräsentati-
onsformen zu orientieren, um den Benutzern einfach und schnell einen Einblick z. B. in
den aktuellen Szenengraphen des Roboters zu ermöglichen oder Objektinformationen
zur Korrektur und Ergänzung durch den Benutzer darzustellen. Dies erleichtert nicht
nur die Kommunikation zwischen Mensch und Maschine und die Kommunizierbarkeit
von Objektinformationen zwischen System und Benutzer, sondern auch die Erstellung
von Benutzerschnittstellen, die Darstellung interner Zustände des Roboters etc.
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Abbildung funktionaler Objekteigenschaften
In einer Arbeitsumgebung wie dem Haushalt genügt es nicht, einige
”
statische“ Attri-
bute von Objekten, z. B. deren Farbe, zu modellieren. Es ist vielmehr notwendig,
Objekte in Kombination mit ihren potentiellen Rollen in Handlungen zu sehen, um
Aufgaben kompetent lösen zu können. So kann eine Tasse ein Behälter sein, in dem
Flüssigkeit transportiert werden kann. In Ermangelung einer geeigneten Gießkanne
kann eine Tasse somit aber durchaus auch genutzt werden, um Blumen zu gießen. Eine
einfache Zuweisung der Gießkanne zur Aufgabe
”
Blumen gießen“ genügt daher nicht,
um mit den vielfältigen Anforderungen des menschlichen Alltags umzugehen. Vielmehr
erwartet man von einem helfenden Robotersystem auch ein gewisses Mindestmaß an
Problemlösungswissen, damit es auch in neuen oder ungewohnten Situationen und
bei bisher noch unbekannten Aufträgen kompetent handeln kann. Im obigen Beispiel
ist es somit von Vorteil, grundsätzliche funktionale Eigenschaften von Gegenständen
(z. B.
”
ist ein Behälter“) zu modellieren. Gerade in solchen Alltagssituationen ist eine
Objektmodellierung, die anwendungsspezifisches funktionales Objektwissen nicht ab-
bildet, kaum nutzbar. Die Modellierung von funktionalen Objekteigenschaften erlaubt
dann auch eine Verknüpfung von Objekt- und Handlungswissen zur Handlungsplanung
bei der Erledigung von Aufgaben.1
Erweiterbarkeit und Flexibilität
In komplexen, dynamischen Umgebungen ist es nicht möglich, alle notwendigen Ob-
jektinformationen bereits im Vorhinein zu modellieren. Es werden sich im Gegenteil
immer wieder Informationen ergeben, die neu in ein Objektmodell aufgenommen wer-
den oder verändert werden müssen, oder neu zu modellierende Objekte werden in
die Szene eingeführt. Um diesen Umständen Rechnung zu tragen, ist es wichtig, dass
die Objektmodelle erweiterbar und flexibel sind. Insbesondere sollten die zu modellie-
renden Objektinformationen nicht unnötig eingeschränkt werden, und die Objektre-
präsentation sollte möglichst unterschiedliche Arten von Informationen zulassen, um
für verschiedenste Anforderungen nutzbar zu sein.
Formalisierbarkeit
Da die resultierenden Objektmodelle maschinell verarbeitet und zur Objekterkennung
und -detektion, Szenenanalyse oder Handlungsplanung genutzt werden, müssen sie von
den eingesetzten Robotern bzw. anderen maschinellen Systemen verarbeitet werden
können. Eine sinnvolle Formalisierbarkeit ist daher eine unabdingbare Voraussetzung
für eine in technischen Systemen einsetzbare semantische Objektrepräsentation.
Abbildung von Objektmodellen auf Sensordaten und umgekehrt
Das Problem einer Verknüpfung von Symbolen, hier insbesondere Repräsentationen
von Objekten, mit Sensordaten (engl.:
”
anchoring symbols to sensor data“) als Teil-
aspekt des
”
symbol grounding problem“ (also der Frage, wie Symbole mit der Welt
verknüpft werden und daher ihre Bedeutung erhalten) wird in der Forschung seit lan-
gem diskutiert, ist aber immer noch nicht umfassend gelöst (Ansätze hierzu finden
1Zum Stand der Forschung bezüglich funktionaler Objektaspekte vgl. Abschnitt 2.2, einen Versuch einer
Festlegung des Begriffs ”Funktion“ und seiner unterschiedlichen Ausprägungen findet sich beispielsweise bei
Chandrasekaran und Josephson (1997), die zusätzlich auch einige interessante Hinweise auf weiterführende
Literatur bieten.
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sich unter anderem in Harnad (1990), in Coradeschi und Saffiotti (1999) mit einem
Schwerpunkt auf autonomen Robotersystemen oder für sprachliche Symbole in Sis-
kind (1995)). Für die hier zu entwickelnde Objektrepräsentation bedeutet dies, dass
die Abbildung von Information aus Objektmodellen auf Information aus der sensori-
schen Verarbeitung möglichst einfach und intuitiv möglich sein sollte – eine allgemeine
Lösung des Symbol Grounding Problems wird nicht angestrebt, da sie den Rahmen
dieser Arbeit bei weitem überschreitet. Die gleiche Forderung gilt dann auch für den
umgekehrten Weg, die Abbildung von Sensorinformationen auf Information in Objekt-
modellen. Für den Roboter bedeutet das insbesondere, dass einerseits Ergebnisse der
sensorischen Verarbeitung in die Objektmodelle eingebunden werden können, anderer-
seits aber auch die Objektmodelle herangezogen werden können, um die sensorische
Verarbeitung und darauf aufbauende Verarbeitungsschritte zu unterstützen.
3.3 Entwurf einer semantischen Objektrepräsentation
Im Rahmen dieser Arbeit wird ein grundlegender Entwurf für eine semantische Objektreprä-
sentation erstellt, der unter anderem funktionale Aspekte der modellierten Objekte enthält
und eine Darstellung von Objektinformationen in benutzerverständlichen Kategorien bein-
haltet. Im Folgenden wird diese semantische Objektrepräsentation vorgestellt. Hierzu gibt
zunächst Abschnitt 3.3.1 einen Überblick über die Struktur und die Komponenten der Re-
präsentation. Die einzelnen Komponenten werden dann detailliert in den darauf folgenden
Abschnitten vorgestellt. Der Entwurf wird in Kap. 3.4 noch einmal zusammenfassend disku-
tiert.
3.3.1 Struktur und Komponenten der Repräsentation
Die wesentlichen Bestandteile eines Objektmodells in der in dieser Arbeit vorgeschlagenen
semantischen Objektrepräsentation sind Objekteigenschaften, Attribute und Attributwer-
te, Handlungen und Objektzustände.2 Ein Objekt hat dabei verschiedene Eigenschaften,
diese wiederum implizieren Handlungen, Zustände sowie unterschiedliche Attribute mit da-
zugehörigen Attributwerten. Eigenschaften stellen Information auf einer relativ abstrakten
semantischen Ebene dar, z. B. dass es sich bei einem Objekt um einen Behälter handelt
(ist Behälter) oder dass es gegriffen werden kann (ist greifbar). Alle Objekte mit einer
solchen Eigenschaft gehören zu einer gemeinsamen Kategorie von Objekten, die eine be-
stimmte funktionale Bedeutung für Menschen impliziert, beispielsweise die Kategorie aller
Behälter. Hierdurch erlauben es Objekteigenschaften unter anderem, Objekte mit Handlun-
gen zu assoziieren. Zum Beispiel kann ein Objekt mit der Eigenschaft ist transportierbar
von einem Ort zu einem anderen bewegt werden, ein Behälter kann befüllt oder entleert
werden etc. Dieses Konzept der Eigenschaften von Objekten erlaubt somit eine intuitive
Kommunikation zwischen dem menschlichen Benutzer und einem Robotersystem, da beide
2Um die einzelnen Bestandteile eines Objektmodells im Text eindeutig zu kennzeichnen, wird fol-
gende Konvention verwendet: Eigenschaften werden fett gedruckt, Attribute und Handlungen kursiv,
Objektzustände und Objektinstanzen gesperrt und Objektklassen in Kapitälchen (Die einzelnen Be-
griffe werden im Verlauf des Kapitels erläutert und definiert.).
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in den gleichen menschenverständlichen Kategorien über Objekte denken und reden, und
da zusätzlich Handlungsanweisungen des Benutzers sehr einfach auf die entsprechenden Ob-
jektkategorien abgebildet werden können.
Für ein maschinelles System sind Eigenschaften allein als Information über Objekte allerdings
nicht detailliert genug. Wesentliche Informationen bei der Verarbeitung von Sensoreingaben,
wie Farbinformation zur Objekterkennung, oder Information für die Aktorik wie Bewegungs-
einschränkungen, z. B. die maximal erlaubte Beschleunigung beim Tragen eines vollen Glases,
können alleine durch Eigenschaften nicht dargestellt werden. Der zweite wichtige Bestand-
teil der entwickelten Objektrepräsentation sind daher Attribute und deren Attributwerte.
Attribute beschreiben die notwendigen Informationen auf einer weniger abstrakten Ebene
als Eigenschaften. Beispiele für Objektattribute sind Farbe, Manipulationseinschränkungen,
Bounding Box, 3D-Modell oder Sensorparameter für die Objekterkennung. Nicht alle Attri-
bute haben für jedes Objekt eine Bedeutung. So ist die Angabe eines Füllstands sinnlos für
ein Objekt, das nicht befüllbar ist. Deshalb folgen die Attribute von Objekten direkt aus de-
ren Eigenschaften. Jede Eigenschaft impliziert dabei die Existenz verschiedener Objektattri-
bute: So hat ein Behälter einen Füllstand, einen maximalen Neigungswinkel in Abhängigkeit
vom Füllstand usw., Attribute, die für andere Objekte als Behälter nicht sinnvoll sind. Wenn
die Eigenschaften eines Objektes bekannt sind, sind somit auch seine jeweiligen Attribute
gegeben. Ein Attribut muss allerdings nicht ausschließlich nur einer Eigenschaft zugeordnet
werden, sondern kann für mehrere Eigenschaften eines Objektes relevant sein. Ein Beispiel
hierfür sind Manipulationseinschränkungen wie ein maximaler Neigungswinkel oder maxima-
le Beschleunigungen, die von unterschiedlichen Eigenschaften beeinflusst werden können. In
solchen Fällen wird ein Attribut so vielen Eigenschaften zugeordnet wie notwendig. Bei Ände-
rungen wird der entsprechende Attributwert jeweils global für das gesamte Objekt verändert.
Attribute beschreiben also quantitative Objektinformationen in detaillierterer Form. Die Art
des Attributwerts, z. B. Boolscher Wert, Vektor, String, Trajektorie etc., wird dabei aus einer
vorher festgelegten Menge von Werttypen gewählt.
Eigenschaften von Objekten implizieren nicht nur deren Attribute, sondern auch Handlun-
gen, die mit diesen Objekten ausgeführt werden können. So kann ein befüllbares Objekt
befüllt oder entleert werden, was für andere Objekte keinen Sinn ergibt, ein greifbares Ob-
jekt kann gegriffen und losgelassen werden etc. Vergleiche über Attributwerte können dabei
als Vor- und Nachbedingungen von Handlungen genutzt werden. So kann ein Objekt nur
befüllt werden, wenn sein Füllstand nicht bereits im Vorfeld zu hoch ist. Nach einer er-
folgreichen Einfüllhandlung sollte der Füllstand dann entsprechend gestiegen sein. Um eine
größtmögliche Anpassung an menschliche Denk- und Kommunikationsstrategien zu gewähr-
leisten, wird zusätzlich das Konzept der Objektzustände eingeführt. Wenn Menschen über
Objekte kommunizieren, benutzen sie in aller Regel nicht Ausdrücke wie
”
der Füllstand be-
trägt 90%“, um ein Objekt zu beschreiben, sondern Begriffe wie voll, leer, heiß, kalt etc.,
also unscharfe linguistische Variablen. Die Semantik dieser Begriffe kann dabei von Kontext
zu Kontext und selbst von Sprecher zu Sprecher unterschiedlich sein. Übertragen auf das
vorgeschlagene Objektmodell entsprechen diese Objektzustände Bezeichnungen für Kombi-
nationen aus bestimmten Wertebereiche von Attributen. So kann ein Objekt, dass als voll
bezeichnet wird, in einem bestimmten Kontext einen Füllstand von über 90% haben. Hier-
bei sind auch Wertebereiche verschiedener Attribute kombinierbar, z. B. wenn ein Joghurt
als genießbar bezeichnet wird, wenn es entweder das Mindesthaltbarkeitsdatum noch nicht
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überschritten hat, oder wenn es dieses Datum überschritten hat, aber nicht verdorben ist.















Abbildung 3.2: Grundstruktur der semantischen Objektrepräsentation
Abb. 3.2 stellt die Komponenten des Objektmodells im Überblick dar: Verschiedene Eigen-
schaften eines Objektes führen jeweils unterschiedliche Attribute, Handlungen und Objekt-
zustände in das Objektmodell ein. Objekte als Ganzes existieren sowohl in Form von Ob-
jektklassen unterschiedlicher Allgemeinheit als auch in Form einzelner konkreter Objekte, die
jeweils eine Instanz einer solchen Objektklasse darstellen. Objektklassen erben hierarchisch
von anderen Objektklassen. Dies bedeutet insbesondere, dass Information über relevante
Eigenschaften, Default-Attributwerte etc. vererbt wird. Eine Klasse der weißen Tassen
eines bestimmten Geschirrs erbt z. B. Objektinformationen von einer allgemeineren Klasse
von Tassen (z. B. die Eigenschaft ist befüllbar). Gleichzeitig enthält die konkretere Ob-
jektklasse weitere Informationen wie die Farbe
”
weiß“, die entsprechende Höhe der Tassen,
deren Durchmesser etc. Jede Instanz dieser weißen Tassen ist dann ebenfalls befüllbar usw.
Mehrere konkrete Instanzen dieser Klasse können in der Welt existieren, von denen manche
dann wiederum in einer konkreten Szene enthalten sind: beispielsweise zwei im Küchen-
schrank und eine in der Geschirrspülmaschine. Eigenschaften, Attribute und Attributwerte,
Handlungen und Zustände werden also zwischen Objektklassen vererbt, und eine aus einer
Objektklasse gebildete Objektinstanz prägt die Eigenschaften, Handlungen, Zustände und
Attribute aus, die auch die entsprechende Objektklasse besitzt. Allerdings können die At-
tributwerte der Instanz sich von den Default-Attributwerten der Klasse unterscheiden und
sind außerdem veränderlich über die Zeit. Zudem gibt es szenenrelevante Informationen, die
nur Objektinstanzen in einer Szene zugeordnet werden. Hierzu gehören beispielsweise die
Position einer Objektinstanz in einer konkreten Szene, aber auch räumliche oder funktionale
Relationen zwischen Objekten einer Szene.
Die folgenden Abschnitte stellen die Objektrepräsentation formal dar und beschreiben ihre
Komponenten im Detail. Die Implementierung dieses Entwurfs im Rahmen des interaktiven
Objektmodellierungssystems IOMOS wird in Kap. 4.4 beschrieben. Eine Domänenspezifika-
tion mit konkreten Beispielen für Eigenschaften, Attribute etc. für einen Serviceroboter in
der Küche wird beispielhaft in Kap. 6 vorgestellt.
3.3.2 Attribute, Attributwerte und Werttypen
Wie oben bereits erläutert, wird Information über Objekte in der hier entwickelten Ob-
jektrepräsentation auf unterschiedlich detaillierten Ebenen modelliert. Auf der detaillierte-
sten, konkretesten und sensornächsten Stufe der Objektrepräsentation wird Information in
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Attributen modelliert, die dabei die kleinste verwendete Informationseinheit innerhalb des
Objektmodells darstellen. Beispiele für Objektattribute sind Füllstand, Farbgraph, Boun-
ding Box oder Greifansatzpunkte oder auch Informationen wie Sensorparameter zur Ob-
jekterfassung und bevorzugte Erkennungsmethoden, die beispielsweise für ein durchsichtiges
Glas anders sein können als für eine nicht-durchsichtige Tasse. In bisherigen Objektmodellen
wurden vorwiegend solche Attribute modelliert und nur selten semantische oder funktionale
Information, wobei die Modelle sich oft auf geometrische Attribute oder Objektansichten be-
schränken (vgl. die Diskussion in Kap.2.2). Ein Attribut besteht aus Attributname und -wert
sowie einer Liste der Attribute, von deren Attributwert sein Wert abhängt: beispielsweise
hängen die Attributwerte von Manipulationseinschränkungen wie maximale Beschleunigung
von den Werten anderer Attribute wie dem aktuellen Füllstand ab oder die Bounding Box
des Objekts von seinem 3D-Modell, das in Form einer 3D-Punktwolke vorliegen kann. In der
vorliegenden Arbeit wird daher der Begriff
”
Attribut“ wie folgt verwendet:
Definition 3.3 (Attribut) Die Attribute eines Objektes stellen die kleinste Informationsein-
heit innerhalb des Objektmodells dar. Ein Attribut a ist ein Tupel aus Attributname N , Attribut-
wert wa und einer Liste L der Attribute, von deren Werten es abhängt:
a = (N, wa, L) . (3.1)
Der Wert eines Attributes ist dann definiert als:
Definition 3.4 (Attributwert) Der Wert wa eines Attributes a ist eine zum Attribut gehöri-
ge, über die Zeit veränderliche Information mit einem beliebigen im Voraus festgelegten Datentyp
ta ∈ T , dem so genannten ”Werttyp“, wobei T = {t1, . . . , tn} die Menge aller möglichen Attri-
butwerttypen bezeichnet.
Für Werttypen schließlich gilt:
Definition 3.5 (Werttyp) Ein Werttyp t legt eine Datenstruktur für Attributwerte sowie zur







N Name des Werttyps
Dt Struktur des Datentyps
Ot = {ot1, . . . , otn} Menge der Operatoren für diese Datenstruktur
Somit ergibt sich die Struktur eines Attributes wie in Abb. 3.3 dargestellt. Die Menge der
möglichen Werttypen T für Attribute ist dabei abhängig von der konkreten Anwendung und
kann jederzeit durch zusätzliche Werttypen erweitert werden. Es ist dabei nur zu beachten,
dass der Werttyp eines konkreten Attributes jeweils fest ist. Die Implementierung dieser
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Attribut
Attributwerttyp: Attributwert
Abbildung 3.3: Schematischer Aufbau eines Objektattributes
Werttypen als
”
Wertklasse“, d. h. als tatsächliche C++-Klasse, die den Datentyp eines Wer-
tes repräsentiert und darauf Vergleichsoperationen, Speicheroperationen etc. implementiert,
wird in Kapitel 4.4 detailliert vorgestellt.
Per Konvention bezeichnet im Folgenden
A die Menge aller in der Welt existierenden Attribute,
a ein bestimmtes Attribut mit a ∈ A,
wa den Wert eines bestimmten Attributes a,
T die Menge aller in der Welt existierenden Werttypen,
ta den Werttyp des Attributwertes von a mit ta ∈ T ,
Ot die Menge aller in der Welt existierenden Operatoren zum Werttyp t,
ot einen Operator zum Werttyp t mit ot ∈ Ot, und insbesondere
VOP t die Menge aller in der Welt existierenden Vergleichsoperatoren zum Werttyp t
mit VOP t ⊂ Ot,
vopt einen Vergleichsoperator zum Werttyp t, wobei gilt vopt ∈ VOP t.
Auch für die Menge A gilt dabei, dass ihre Elemente nur in Abhängigkeit von der Anwendung
und Domäne sinnvoll festgelegt werden können. A kann im Verlauf der Anwendung durch
weitere Attribute ergänzt werden, z. B. interaktiv durch den Benutzer (vgl. auch Kap. 5).
Um das Verständnis zu erleichtern, werden Attributwerte gelegentlich unter expliziter An-
gabe ihres Werttyps notiert, dann bezeichnet wa [t] den Wert des Attributs a mit Werttyp t,
t ∈ T . Zum Beispiel gibt wFuellstand [%] = 50 den Wert des Attributs Füllstand mit 50 % an.
Das Attribut selbst ist in diesem Fall das Tupel (Fuellstand, 50, ∅).
Die Vergleichsoperatoren, die für jeden Werttyp definiert sind, können genutzt werden, um
den Wertebereich eines Attributwertes einzuschränken. So kann ein Attributwert wa [int] des
Werttyps
”
ganze Zahl“ durch den Vergleichsoperator > (wa [int] , 100) auf den Wertebereich
aller ganzen Zahlen über 100 eingeschränkt werden. Der Vergleichsoperator vopt (wa [t] , v)
vergleicht dabei den Attributwert wa [t] mit einem vorgegebenen Referenzwert v und liefert
bei Übereinstimmung der beiden Werte das Ergebnis 1, sonst 0:
vopt : wa [t]→ {1; 0} (3.3)
Dabei können nur Vergleichsoperatoren auf Attributwerte angewendet werden, die für den
Werttyp des Attributwertes definiert sind, und der Vergleichswert v muss nicht zwingend
vom gleichen Datentyp sein wie der Attributwert. Insbesondere kann auch eine Verknüpfung
von Vergleichsoperatoren, z. B. eine Konjunktion, genutzt werden, um den Wertebereich
eines Attributwertes einzuschränken. Falls die Anforderungen dieser Vergleichsoperatoren
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sich widersprechen, kann kein Attributwert in dem geforderten eingeschränkten Wertebereich
liegen, die Anforderung ist nicht erfüllbar. Im Folgenden werden erfüllbare Einschränkungen
von Attributwertbereichen vorausgesetzt, da nur diese für die praktische Anwendung von
Objektmodellen von Relevanz sind.
3.3.3 Objektzustände
Die reine Anwendung von Vergleichsoperatoren auf Attributwerte liefert zunächst noch keine
semantische Information, da sie noch keinen Bezug zwischen Attributwerten und Welt her-
stellt. Dies leisten in einem Objektmodell auf einer für den Menschen verständlichen Ebene
die so genannten Objektzustände. Sie entsprechen den Zuordnungen, die von Menschen im
Alltag ständig vorgenommen werden, wenn Objekte in der Kommunikation beispielsweise
als heiß, voll oder grün bezeichnet werden. Solche Zuordnungen beschreiben jeweils einen
bestimmten Wertebereich eines Attributwertes (bzw. eine konjunktive und/oder disjunktive
Kombination aus den Wertebereichen mehrerer Attribute). Objektzustände bilden die Zu-
ordnung zwischen Attributwerten und menschenverständlichen Objektbeschreibungen. Sie
ermöglichen es damit einerseits, Objektinformation (z. B. aus den Sensorsystemen) für den
Menschen verständlich und übersichtlich zu präsentieren, andererseits erlauben sie die Zu-
ordnung von menschlichen Äußerungen und Anweisungen auf für ein maschinelles System
erfassbare, messbare und berechenbare Größen.
Formal lässt sich ein Objektzustand wie folgt darstellen:
Definition 3.6 (Objektzustand) Ein Zustand z ordnet bestimmten Wertebereichen der Wer-


















(wah [tah ] , vh) jh-ter Vergleichsoperator zum Werttyp tah ,




∈ V OP ta beliebig⊙
beliebige Verkettung aus Konjunktionen und Disjunktionen
Per Konvention bezeichnet im Folgenden
Z die Menge aller in der Welt existierenden Zustände,
z einen bestimmten Zustand mit z ∈ Z.
Haushaltstypische Beispiele für Zustände sind voll oder leer für Objekte mit der Eigen-
schaft ist Behälter in Abhängigkeit von deren Füllstand, Begriffe wie rot oder blau für
Farbbereiche oder Zuordnungen wie heiß und kalt für Temperaturen. Ein Zustand wie
54 Kapitel 3. Semantische Objektrepräsentation
lauwarm kann beispielsweise festgelegt werden durch folgende Verkettung von Vergleichs-
operatoren: (Temperatur > 25◦C)∧ (Temperatur < 35◦C), ein Lebensmittel könnte als noch
essbar bezeichnet werden, wenn folgende Verkettung von Vergleichsoperatoren wahr ist:
(Verfallsdatum ≥ aktuellesDatum) ∧ (verschimmelt = nein).
Die Semantik von Objektzuständen ist kontext- und anwendungsspezifisch; so kann im Kon-
text
”
Gasthaus“ der Zustand voll bedeuten
”
mindestens bis zum Eichstrich gefüllt“. In
einem Haushalt hingegen wird ein Glas vielleicht als voll bezeichnet, wenn es zu mindestens
90 % gefüllt ist.3 Daher können die Zustände ebenso wie alle anderen Informationen über
Objekte immer nur im Zusammenhang mit einer konkreten Anwendung sinnvoll gewählt wer-
den, d. h. die den Objektmodellen zugrunde liegende Ontologie kann nicht allgemeingültig
für alle denkbaren Situationen oder Kontexte sein, sondern wird sich auf eine bestimmte
Situation wie die des Serviceroboters im Haushalt beziehen müssen.
Ebenso wie für Handlungen und Attribute gilt auch für Zustände, dass nur Objekte mit
einer bestimmten Eigenschaft einen bestimmten Zustand einnehmen können. Ein Zustand
tritt also nur in Abhängigkeit von einer bestimmten Eigenschaft auf. Die Attribute, auf die
sich der Zustand bezieht, müssen ebenfalls dieser Eigenschaft zugeordnet sein.
3.3.4 Handlungen
Die Eigenschaften eines Objektes bringen nicht nur seine Attribute mit sich und die Zustände,
die es einnehmen kann, sondern implizieren auch Handlungen, die mit diesem Objekt aus-
geführt werden können. Im Rahmen der vorliegenden Arbeit soll hierbei kein vollständiges
Handlungsmodell entworfen werden, sondern eine Schnittstelle zwischen Handlungs- und Ob-
jektmodellierung definiert werden als Grundlage für Handlungslernen oder -planung. Es wer-
den deshalb hier nur die handlungsbezogenen Aspekte von Objekten betrachtet, nicht aber
die Details eines umfassenden Handlungsmodells. Eine Ansatz zur Integration von Bewe-
gungsmodellen und Objektmodellen sowie Möglichkeiten, diese kombinierten Informationen
beispielsweise zur Handlungsplanung oder Bewegungsprädiktion einzusetzen, stellen Becher
et al. (2006) vor. Eine Handlung ist dann im Rahmen der vorliegenden Arbeit definiert als:
Definition 3.7 (Handlung) Eine Handlung h als Bestandteil der Objektrepräsentation ist ein
Tupel
h = (N, V, N, P ) , (3.5)
wobei gilt
3Interessanterweise benutzen Menschen Begriffe für Objektzustände nicht nur stark situationsspezifisch
und auch standpunktabhängig (wie in dem Scherz über das ”halbvolle vs. halbleere Glas“), sondern auch
stark in Abhängigkeit von ihren körperlichen Empfindungen, wie sich in einer einfachen Versuchsanordnung
demonstrieren lässt: Es werden drei Schüsseln aufgestellt, die linke gefüllt mit kaltem, die mittlere mit
lauwarmem und die rechte mit heißem Wasser. Wenn ein Mensch nun die linke Hand zunächst in die linke
Schüssel mit kaltem Wasser hält und dann in die mittlere, wird er das lauwarme Wasser in der Regel als
”heiß“ bezeichnen. Wenn gleichzeitig die rechte Hand zunächst in das heiße Wasser gehalten wird und dann
ebenfalls in die mittlere Schüssel mit lauwarmem Wasser, wird diese Empfindung dann als ”kalt“ bezeichnet,
obwohl natürlich klar ist, dass das lauwarme Wasser in der mittleren Schüssel nicht gleichzeitig heiß und kalt
sein kann. Trotzdem fällt es Menschen schwer, sich in ihren Objektbeschreibungen von solchen körperlichen
Empfindungen zu lösen.
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N Name der Handlung
V objektbezogene Vorbedingungen der Handlung
N objektbezogene Nachbedingungen der Handlung
P evtl. weitere objektbezogene Parameter
Über die Vor- und Nachbedingungen können Handlungen mit Attributen verknüpft wer-
den. So kann die Handlung befüllen bei einem Objekt mit der Eigenschaft ist Behälter
in einem bestimmten Kontext nur durchgeführt werden, wenn der Füllstand ≤ 50% ist
(Vorbedingung), und nach Beendigung der Handlung gilt dann: Füllstand ≥ 80% (Nach-
bedingung). Die weiterhin möglichen objektbezogenen Parameter können Hardware- oder
Sensorikinformationen sein, die für bestimmte Handlungen objektspezifisch abzulegen sind.
Wie auch Attribute und Zustände können Handlungen immer nur in Abhängigkeit von einer
gewählten Domäne und gegebenen Anforderungen sinnvoll festgelegt werden. Handlungen
treten stets in Abhängigkeit von einer Eigenschaft auf, d. h. dass Objekte mit einer be-
stimmten Eigenschaft für diejenigen Handlungen verwendet werden können, die mit dieser
Eigenschaft assoziiert sind. Falls eine Handlung über Vor- oder Nachbedingungen mit Attri-
buten verknüpft ist, müssen diese Attribute der gleichen Eigenschaft zugehörig sein wie die
jeweilige Handlung. Per Konvention bezeichnet im Folgenden
H die Menge aller in der Welt existierenden Handlungen,
h eine bestimmte Handlung mit h ∈ H.
3.3.5 Eigenschaften
Objekteigenschaften sind ein wesentliches Element einer semantischen Objektrepräsentation
nach Definition 3.1, da sie sowohl semantische Information im allgemeinen als auch speziell
funktionale Information in das Objektmodell einführen. Eigenschaften gliedern die vorliegen-
den Informationen über Objekte in sinnvolle Einheiten, die einem intuitiven menschlichen
Verständnis der Welt entsprechen (vgl. die Überlegungen in Abschnitt 3.2), und erlauben
die temporäre Zuordnung von beschreibenden Alltagsbegriffen wie kalt, voll etc. zu Objek-
ten. Gleichzeitig dienen sie als Anknüpfungspunkt für Handlungen, die mit dem Gegenstand
ausgeführt werden können, so dass das Objektmodell sinnvoll in die Repräsentation und
Planung von Handlungen und Aufgaben eingebunden werden kann.
Gegenstände mit einer gemeinsamen Eigenschaft gehören einer gemeinsamen Kategorie von
Objekten im Sinne einer Begriffsbildung an.4 So sind z. B. alle Objekte mit der Eigenschaft
ist flüssig Mitglieder der Kategorie der Flüssigkeiten. Im Rahmen der vorgeschlagenen Ob-
jektrepräsentation wird der Begriff
”
Eigenschaft“ daher wie folgt verwendet:
4Die Problematik der Konzeptbildung und Kategorisierung wird in der Wissenschaft kontrovers und de-
tailliert diskutiert, und es existiert eine Fülle an interessanter Literatur unterschiedlichster Fachgebiete aus
den letzten Jahrzehnten. Da die Kategorienbildung beim Menschen nicht Gegenstand dieser Arbeit ist, soll
diese Diskussion hier nicht weiter vertieft werden. Es wurde allerdings bewusst ein allgemeines Verständnis
des Begriffs ”Kategorie“ verwendet, dass sich entsprechend mit den wesentlichen Theorien zur Kategorienbil-
dung beim Menschen vereinen lässt. Einen guten Überblick über die unterschiedlichen Standpunkte bieten
Komatsu (1992), Smith und Medin (1981) oder Strube et al. (1996). Wichtige Theorien der Kategorien-
bildung sind die Theorie der Familienähnlichkeit, vertreten beispielsweise durch Rosch und Mervis (1975),
sowie erklärungsbasierte Ansätze, vertreten unter anderem durch Lakoff (vgl. Lakoff (1987)).
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Definition 3.8 (Eigenschaft) Eine Eigenschaft e ist ein Tupel
e = (N,A,H,Z) , (3.6)
wobei
N Name der Eigenschaft
A = {a1, . . . , al} ,A ⊆ A Menge aller von dieser Eigenschaft implizierten Attribute
H = {h1, . . . , hm} ,H ⊆ H Menge aller von dieser Eigenschaft implizierten Handlungen
Z = {z1, . . . , zn} ,Z ⊆ Z Menge aller von dieser Eigenschaft implizierten Zustände
Eine Eigenschaft verknüpft somit jeweils mehrere inhaltlich zusammengehörige Attribute
von Objekten. Diese Attribute können voneinander abhängen, so ist der maximal erlaubte
Neigungswinkel eines Behälters wesentlich von dessen Füllstand abhängig. Beiden gemein-
sam ist aber, dass sie nur für solche Gegenstände sinnvoll sind, die über die jeweilige ge-
meinsame Eigenschaft verfügen. Zu beachten ist, dass innerhalb dieser Repräsentation ein
Attribut durchaus mehreren Eigenschaften zugeordnet sein kann, und daher der Wert eines
Attributes in einem Objektmodell durch mehrere Eigenschaften beeinflusst werden kann.
Beispielsweise sind ohne weiteres mehrere Eigenschaften denkbar, die als Attribut Manipu-
lationseinschränkungen wie einen maximalen Neigungswinkel oder eine maximale Beschleu-
nigung einführen. Es handelt sich hierbei aber in Bezug auf ein bestimmtes Objekt jeweils
















Abbildung 3.4: Schematische Darstellung einer Eigenschaft mit ihren Bestandteilen
Objekteigenschaften implizieren aber nicht nur Attribute, sondern auch Zustände und auf
einer funktionalen Ebene Handlungen, die mit diesem Objekt ausgeführt werden können.
So können Objekte mit der Eigenschaft ist Behälter gefüllt oder entleert werden oder die
entsprechenden Zustände wie voll oder leer einnehmen. Generell gilt, dass die Objekte
einer bestimmten Kategorie (d. h. Objekte mit einer bestimmten Eigenschaft) zu bestimm-
ten Handlungen verwendet werden können und zumindest zeitweise in einer Szene bestimmte
Zustände einnehmen können. Diese Vorgehensweise ist nicht nur für den menschlichen Be-
nutzer intuitiv verständlich, sondern erleichtert gleichzeitig auch die Verarbeitung von Daten
aus der Interaktion mit dem Benutzer (z. B. von Anweisungen) und die Handlungsplanung,
weil Handlungen und Zustandsbeschreibungen direkt auf einzelne Objekte umgesetzt werden
können. Bei der Anweisung, Kaffee einzuschenken, kommen als potentiell zu benutzende Ob-
jekte nur Behälter in Frage, so dass beispielsweise die Suche nach geeigneten Objekten mit
diesen Randbedingungen deutlich schneller und robuster vonstatten gehen kann. Abb. 3.4
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stellt die Bestandteile einer Eigenschaft und ihre Beziehungen untereinander noch einmal
zusammenfassend dar.
3.3.6 Objektklassen
Das in der hier vorgeschlagenen semantischen Objektrepräsentation entwickelte Schema wird
zur Erzeugung von Objektmodellen auf die Objektklassen einer bestimmten Domäne ange-
wendet (exemplarisch geschieht dies in den folgenden Kapiteln für die Domäne
”
Küche“).
Bei den Modellen von Objektklassen und -instanzen handelt es sich dann um Objektmodelle
im Sinne von Def. 3.2, d. h. um Darstellungen konkreter Objekte bzw. Objekttypen einer
Domäne im Hinblick auf eine bestimmte Anwendung. Der Begriff
”
Objektklasse“ wird in
dieser Arbeit wie folgt verwendet:
Definition 3.9 (Objektklasse) Eine Objektklasse ist die abstrakte Repräsentation aller Ob-
jekte, die einem bestimmten, konkreten oder abstrakten, Objekttyp angehören. Die Objektklasse
enthält alle objektspezifischen Informationen in Form von Eigenschaften, Attributen und Attri-
butwerten, Zuständen und Handlungen, soweit sie für alle Objekte dieses Objekttyps gültig sind.
Objektklassen können hierarchisch von anderen Klassen erben.




Objektinstanz“ in der hier vorgestell-





Instanz“ gewählt sind, sich aber nicht streng im Sinne einer objektorientierten
Programmierung verstehen. Insbesondere die Behandlung von mehrfach auftretenden Attri-
butwerten wurde spezifisch für die hier entwickelte Objektrepräsentation gelöst. Abb. 3.6
stellt noch einmal ein Objektmodell als Ganzes schematisch dar. Jeder Objektklasse werden
dabei passende Eigenschaften zugewiesen, die wiederum adäquate Attribute, Zustände und
Handlungen für dieses Objekt implizieren.












a  Grundform: Zylinder1,1




Abbildung 3.5: Beispielhafte Darstellung von Vererbung zwischen Objektklassen
Wie bereits in Def. 3.9 erwähnt, können Objektklassen hierarchisch voneinander erben. Eine
solche Objekthierarchie für die Domäne
”
Küche“ ist beispielhaft dargestellt in Kap. 6.3.1.
Diese Objekthierarchien können von abstrakten Objektklassen wie Geschirr bis hin zu
konkreten Objektklassen wie einer bestimmten Klasse von Tassen reichen. Generell gilt
dabei, dass Tochterklassen die Eigenschaften und korrespondierenden Attribute, Zustände
und Handlungen ihrer Mutterklasse erben. Die Default-Attributwerte, Vor- und Nachbedin-
gungen von Handlungen etc. der Mutterklasse können dabei entweder übernommen oder in
der Tochterklasse konkretisiert und damit überschrieben werden (vgl. Abb. 3.5). Gleichzeitig
kann die Tochterklasse auch selbst noch weitere Eigenschaften mit sich bringen.
































































































































































































































































































































































































































































Objektklassen beschreiben nur abstrakte Typen von Objekten, ein tatsächlich in der Welt





Instanz“) wird dabei im Rahmen dieser Arbeit wie folgt verwendet:
Definition 3.10 (Objektinstanz) Eine Objektinstanz stellt das Modell eines in der Welt exi-
stierenden Objektes dar und ist insofern eine Ausprägung einer Objektklasse. Es können gleichzei-
tig mehrere Instanzen zu einer Objektklasse existieren. Die Ausprägungen der Attributwerte einer
Instanz (und damit auch ihrer Zustände) ändern sich mit den Veränderungen des dargestellten
Objektes.
Instanzen sind stets von einer Objektklasse abgeleitet. Eine Instanz enthält dabei diejenigen
Eigenschaften, Attribute, Handlungen und Zustände, die auch die Objektklasse enthält. Die
Instanz kann deren Default-Attributwerte übernehmen, kann aber auch (bei der Instanziie-
rung oder später) Attributwerte mit eigenen, aktuellen Werten überschreiben (vgl. Abb. 3.7).












a  Grundform: Zylinder1,1











a  Grundform: Zylinder1,1




Abbildung 3.7: Vererbung zwischen Objektklassen und -instanzen und Ausprägung von At-
tributwerten konkreter Objekte
Objektinstanzen repräsentieren konkrete Objekte in der Welt. Einige dieser Objekte können
in einem bestimmten Szenenausschnitt zu einer bestimmten Zeit vorhanden sein, so dass
dann entsprechend auch die Objektinstanzen im jeweiligen Szenenmodell vorhanden sind. Die
Ausprägungen der Objektattribute, wie oben bereits erläutert, können dabei von Instanz zu
Instanz unterschiedlich sein und auch über die Zeit variieren: beispielsweise hat eine Tasse zu
einem bestimmten Zeitpunkt einen Füllstand von 50 %, eine andere einen Füllstand von 0 %.
3.4 Diskussion
In diesem Kapitel wurde eine semantische Objektrepräsentation im Sinne von Def. 3.1 vor-
gestellt, die für unterschiedlichste Anwendungen flexibel eingesetzt werden kann. In Kap. 6
wird eine Taxonomie von Begrifflichkeiten der Domäne
”
Küche“ vorgestellt, die auf dieser
Objektrepräsentation beruht, in Kap. 4 ein System zur interaktiven Objektmodellierung
auf dieser Basis. Die im Rahmen dieser Arbeit entwickelten Komponenten können somit
beispielsweise verwendet werden, um einen Serviceroboter im Haushalt mit einem Objekt-
modell zu versehen, auf dessen Grundlage Manipulation, Objekterkennung, Planung etc.
ausgeführt werden können. Als weitere Anwendungen auf der Basis dieser Objektrepräsen-
tation mit jeweils an die spezifischen Anforderungen angepassten Domänenspezifikationen
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und Objektmodellen sind so unterschiedliche Bereiche wie der Einsatz von Servicerobotern
in anderen Umgebungen (Hotels, Bahnhofshallen, Flughäfen, Museen, ...), autonome Fahr-
zeuge bzw. Fahrerassistenzsysteme im Straßenverkehr oder autonome Transportplattformen
z. B. in Krankenhäusern denkbar. All diesen Einsatzgebieten ist gemein, dass es sich um
hochdynamische und stark menschenzentrierte Umgebungen handelt, und dass die betref-
fenden Systeme über ein domänenspezifisches Objektmodell verfügen müssen, dass ihnen eine
Verknüpfung von Objektwissen mit Sensordaten sowie die Ausführung sinnvoller Aktionen
gestattet.
In diesem Zusammenhang als grundlegend erweist sich das Konzept der Objekteigenschaf-
ten, die nicht nur die in bisherigen Objektmodellen üblichen Attribute, sondern auch Ob-
jektzustände und Handlungen mit sich bringen. Die Eigenschaften erlauben damit einerseits
eine direkte Modellierung von semantischer Objektinformation und andererseits die Dar-
stellung funktionaler Objektaspekte in Form der Zustände und vor allem der Handlungen,
die eine direkte Verbindung von der Objekt- zur Handlungsmodellierung darstellen und
somit unter anderem eine sinnvolle Aufgaben- und Handlungsplanung, Szenenerfassung so-
wie Bewegungserfassung und -planung ermöglichen. Es wird somit der Tatsache Rechnung
getragen, dass Objekte nur sinnvoll unter Berücksichtigung ihrer Nutzungsmöglichkeiten
modelliert werden können. Andererseits ergibt sich durch die Attribute von Objekten und
insbesondere durch die Möglichkeit, auch Informationen wie Sensorparameter oder bevor-
zugte Erkennungsmethoden im Objektmodell abzulegen, die gewünschte Anbindung an die
Sensorik und Aktorik der Robotersysteme.
Zusätzlich ist die vorgeschlagene Repräsentation flexibel und dynamisch einsetzbar. Dies
bedeutet nicht nur, dass unterschiedlichste Gegebenheiten und Anwendungsszenarien auf
diese Art modelliert werden können, sondern auch dass die Objektmodelle im Laufe der An-
wendung beliebig erweitert oder korrigiert werden können. Als weiterer Vorteil stellt sich der
deutliche Bezug der vorgeschlagenen Objektrepräsentation zur Repräsentation von Objekten
beim Menschen dar. Damit wird einerseits dem Roboter oder anderen maschinellen System
eine vereinfachte Erfassung einer menschenzentrierten Umgebung mit all ihren Besonder-
heiten ermöglicht, andererseits werden aber auch die Kommunikation zwischen Mensch und
Roboter und das Verständnis des Menschen für die internen Verarbeitungsvorgänge des Ro-
boters erleichtert, da Mensch und Maschine in den gleichen Kategorien und Begriffen über
Objekte denken und reden.
3.5 Zusammenfassung












tisches Objektmodell“ geklärt. Es wurden dann, aufbauend auf der bereits in Kap. 1 dis-
kutierten Problemstellung und dem vorgeschlagenen Lösungsansatz, die Anforderungen an
die semantische Objektrepräsentation spezifiziert. Der Zusammenhang zwischen den einzel-
nen Komponenten der Objektrepräsentation wurde dann zunächst im Überblick dargestellt,
danach wurden sie im Detail formal dargestellt und erläutert. Die vorgestellte Objektre-
präsentation bildet die Grundlage für die Entwicklungen, die in den nächsten Kapiteln vor-
gestellt werden. Das Kapitel schließt mit einer Diskussion dieser Repräsentation, insbesonde-
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re bezüglich ihrer potentiellen Anwendungen, ihrer semantischen und funktionalen Aspekte






Nachdem im vorhergehenden Kapitel ein grundlegender Entwurf für die Objektrepräsen-
tation vorgestellt wurde, werden in diesem und dem hierauf folgenden Kapitel die interakti-
ve Modellierung von Objekten mittels des interaktiven Objektmodellierungssystems IOMOS
vorgestellt. Hierzu werden zunächst die Anforderungen an das Modellierungssystem und die
Grundstruktur des Systems erläutert sowie Details der Implementierung der Objektrepräsen-
tation und der Speicherung und Darstellung von Objekten. Die Objektrepräsentation und
Datenhaltung sind dabei wesentliche Bestandteile des interaktiven Modellierungssystems
IOMOS. Auf dieser Grundlage werden dann im darauf folgenden Kapitel der Aufbau der in-
teraktiven Objektmodellierungsumgebung, die multimodalen Interaktionskomponenten des
Systems sowie die Komponenten zur semi-autonomen Ermittlung von Objektattributwerten
vorgestellt.
4.1 Anforderungen an das Modellierungssystem
Die Anforderungen an das zu entwickelnde interaktive Modellierungssystem orientieren sich
am Szenario eines Serviceroboters im Haushalt. Die Ergebnisse lassen sich aufgrund der
Eigenschaften der gewählten Anwendung allerdings auch auf andere Bereiche der Objektmo-
dellierung und Robotik übertragen. Insbesondere ergeben sich aus dem gewählten Szenario
folgende Anforderungen:
Grad der Interaktivität
Wie bereits in Kapitel 1.3 dargelegt, lässt sich eine sinnvolle Objektmodellierung in
diesem und vergleichbar komplexen Szenarien nur in Interaktion mit dem Benutzer
durchführen. Gleichzeitig soll vermieden werden, dass Benutzer durch Routineaufga-
ben unnötig belastet werden, die das zu entwickelnde Modellierungssystem bis zu ei-
nem gewissen Grad autonom durchführen kann. Auch bei den autonom durchführba-
ren Teilfunktionen der Objektmodellierung sollten allerdings Kontrolle, Korrektur und
Ergänzung durch den menschlichen Benutzer zu jeder Zeit möglich sein.
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Intuitive Verständlichkeit auch für ungeschulte Benutzer
Durch das gewählte Szenario ist auf längere Sicht die Nutzung von Robotersystemen
auch für Nicht-Experten denkbar und erwünscht. Daher ist in allen Bereichen der Inter-
aktion mit dem menschlichen Benutzer, hier insbesondere auch bei der Objektmodellie-
rung, ein möglichst hoher Grad an intuitiver Verständlichkeit auch für Nicht-Experten
zu wahren und die Bedienbarkeit des Systems möglichst ohne Programmierkenntnis-
se oder einen hohen Grad an technischem Vorwissen anzustreben. Insbesondere sollte
somit die Verwendung einfacher, intuitiver Interaktionsmodi bevorzugt werden.
Ergonomische Kriterien und Bedienbarkeit
Sowohl für ungeschulte Benutzer als auch für Experten wird die Bedienbarkeit des Mo-
dellierungssystems wesentlich erleichtert durch die Einhaltung ergonomischer Grund-
kriterien, die je nach verwendetem Interaktionsmodus die Bedienung möglichst einfach
und wenig umständlich machen (vgl. hierzu die Überlegungen in den Abschnitten 5.1
und 5.2).
Flexibilität und Erweiterbarkeit
Ebenfalls aus dem gewählten Szenario ergibt sich die Anforderung, die Objektmodelle
flexibel und erweiterbar zu halten, da nur durch anpassbare Modelle einer menschen-
zentrierten, hochdynamischen Umgebung entsprochen werden kann. Die Grundlage
hierfür bildet die flexible semantische Objektrepräsentation. Die Erfüllung dieser An-
forderungen erlaubt den Einsatz der Modellierungsumgebung auch für andere Anwen-
dungen nicht nur aus dem Bereich der Servicerobotik.
Qualität der Ergebnisse
Um qualitativ möglichst hochwertige Objektmodelle zu erhalten, ist eine entsprechen-
de Sensorik notwendig. Leider ist es derzeit noch schwierig, hochauflösende Sensoren
auf einem Roboter zu integrieren, unter anderem wegen der Abmessungen und des Ge-
wichts der derzeit zur Verfügung stehenden Sensorsysteme. Es ist daher sinnvoll, die
Objektmodelle in einer speziellen Modellierungsumgebung anzulegen, das mit entspre-
chend hochwertigen Sensorsystemen ausgerüstet ist. Da die technische Entwicklung in
diesem Bereich aber schnell voranschreitet, ist davon auszugehen, dass bereits in weni-
gen Jahren gleichwertige Systeme direkt auf Servicerobotern integriert werden können,
so dass die Objektmodelle unmittelbar in Zusammenarbeit zwischen Mensch und Ro-
boter im Verlauf ihrer täglichen Zusammenarbeit erstellt werden können. Das hier
entworfene System bleibt hiervon unberührt, da es in diesem Fall als Systemkompo-
nente in einen Roboter integriert werden kann, und nicht nur wie im Moment über eine
Schnittstelle zur Szenenmodellierung und anderen Roboterkomponenten.
4.2 Systementwurf und Ablauf der Objektmodellierung
Der Ablauf der interaktiven Erstellung eines Objektmodells ist in Abb. 4.1 im Überblick dar-
gestellt. Vom Benutzer wird zunächst die Erstellung eines neuen Objektmodells initialisiert.
Hierbei steuert der Benutzer bereits einige grundlegende Informationen wie den Objektna-
men oder wichtige Eigenschaften bei. Auch Attributwerte können bereits in diesem Stadium
präzisiert werden. In einem zweiten Schritt, der ebenfalls vom Benutzer angestoßen wird,















Abbildung 4.1: Ablaufschema der Erstellung eines Objektmodells im interaktiven Objekt-
modellierungssystem IOMOS
erfasst das Modellierungssystem dann die Attributwerte des Objektes, soweit diese autonom
erfassbar sind. Zur Bestimmung einzelner Attributwerte kann dabei auch ein interaktiver
Dialog notwendig sein. Erfasste Objektinformationen können dann interaktiv vom Benutzer
korrigiert bzw. ergänzt werden. Zuletzt wird das neue Objektmodell in einer Objektmo-
delldatenbank abgelegt, woraus es später jederzeit zur weiteren Ergänzung und Korrektur
wieder in das System eingeladen werden kann. Eine solche Anpassung bzw. Erweiterung von
Objektmodellen läuft dann analog zur Neuerstellung ab. Abb. 4.2 zeigt die Erstellung eines
Objektmodells noch einmal im Detail.
Abb. 4.3 stellt die Architektur des interaktiven Objektmodellierungssystems IOMOS dar,
das sich in folgende Komponenten gliedern lässt:
Implementierung der Objektrepräsentation
Die Implementierung der in Kap. 3 vorgestellten Objektrepräsentation dient als Grund-
lage für die interaktive Modellierung von Objekten in IOMOS. Details dieser Imple-
mentierung werden in Abschnitt 4.4 vorgestellt.
Datenverwaltung/Objektmodellverwaltung
Die zentrale Datenverwaltungskomponente erlaubt das Neuanlegen, Verändern, Lö-
schen, Speichern und Laden von Objektmodellen und Teilen von Objektmodellen (vgl.
Abschnitt 4.3.1). Die Datenverwaltung ist in der Implementierung direkt an eine gra-
phische Benutzerschnittstelle angegliedert, die dem Benutzer den Zugriff auf alle in
IOMOS implementierten Funktionalitäten ermöglicht.
Interaktionskomponenten
Die Systemkomponenten zur Benutzerinteraktion sind an eine zentrale graphische Ober-
fläche angegliedert. Sie stellt die wesentlichen Funktionalitäten zur Modellerstellung
und -verwaltung zur Verfügung und bildet gleichzeitig die Schnittstelle zu anderen
Interaktionsmodi (vgl. die Darstellung der Interaktion zwischen System und Benut-
zer sowie der zur Verfügung stehenden Interaktionsmodi in Kapitel 5) und erlaubt
den Zugriff auf die Komponenten zur semi-autonomen und interaktiven Erfassung von
Objektattributwerten. Eine solche Erfassung von Objektinformationen wird aus der
graphischen Schnittstelle heraus vom Benutzer initialisiert. Die Ergebnisse des Verar-
beitungsprozesses werden für den Benutzer dann wieder in der GUI dargestellt.
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Benutzergesteuert     Systemgesteuert 
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2. Anstossen der semi-autonomen bzw. 
interaktiven Erfassung von Attributwerten
- separater Vorgang für jedes zu bearbeitende 
Attribut
3a. Erfassung von Attributwerten
- System erfasst und verarbeitet Sensorwerte
semi-autonom  
(z. B. 3D-Modell, Objektansichten)
interaktiv  
(z.B. stabile Flächen aus 3D-Modell, 
Bewegungseinschränkungen) 
3b. Bei Bedarf interaktive Korrektur/Ergänzung
- abhängig vom konkreten Attribut und Objekt
4. Darstellung der Ergebnisse
- Ergebnisse der (semi-)autonomen Erfassung 
werden in Abhängigkeit vom Attribuwerttyp 
dargestellt
- Entscheidungsgrundlage für Benutzer: 
- Korrekturen/Ergänzungen notwendig? 
- weitere Attributwerte bestimmen? 
5. Speicherung des Objektmodells
- Ablegen in der Objekmodelldatenbank zur 
späteren Verwendung
- Erneuter Abruf zur Ergänzung/Korrektur 
jederzeit möglich
Abbildung 4.2: Details der Prozesskette zur Erstellung eines Objektmodells
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Abbildung 4.3: Architektur des interaktiven Objektmodellierungssystems IOMOS. Die dun-
kel hinterlegten Komponenten wurden in dieser Arbeit entwickelt und implementiert.
Komponenten zur autonomen Erfassung von Objektattributwerten
Diese Bestandteile des interaktiven Objektmodellierungssystems dienen zur Erfassung
von Objektinformationen, für die keine Interaktion mit dem Benutzer notwendig ist.
Dabei bleibt der Ablauf der Modellierung in der Hand des Benutzers, der die Bestim-
mung einzelner Objektattribute veranlasst und die solcherart erhaltenen Informationen
interaktiv korrigieren, ergänzen oder verwerfen kann. Kap. 5 stellt die Komponenten,
die Sensorik und den Ablauf der autonomen Objekterfassung im Detail dar.
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Objektmodelldatenbank
Die Objektmodelldatenbank dient der dauerhaften Speicherung erstellter Objektmo-
delle sowie der Schablonen für Eigenschaften, Attribute etc. Ihre Struktur wird in
Abschnitt 4.3.2 vorgestellt. Die dort abgelegten Objektinformationen können dann zur
Laufzeit ausgelesen und beispielsweise im Szenengraphen verwendet werden. Umge-
kehrt ist die Neuanlage, Veränderung und Ergänzung von Objektinformationen über
das interaktive Objektmodellierungssystem möglich, aber auch eine Ergänzung von In-
formationen aus der sensorischen Verarbeitung auf einem Robotersystem, soweit dabei
dauerhaft gültige Objektinformationen erlangt werden können. Nur temporär bzw. für
einzelne Objektinstanzen in einer bestimmten Szene relevante Informationen wie der
aktuelle, veränderliche Füllstand einer bestimmten Tasse, werden in der Regel nicht
dauerhaft in der Objektmodelldatenbank abgelegt.
Szenengraph und weitere Roboterkomponenten
Eine typische Anwendung, die auf die gelernten Objektmodelle zugreift, ist ein auf dem
Roboter integrierter Szenengraph, der als Schnittstelle zu anderen Roboterkomponen-
ten dient. In ihm werden jeweils diejenigen Objektinstanzen eingeladen und vorgehal-
ten (vgl. auch die Erläuterungen in Abschnitt 4.3.3), die in der aktuellen Szene zu
finden sind. Dies kann die Umgebung eines Serviceroboters sein, in der sich eine ge-
wisse Anzahl an Haushaltsgegenständen befindet. Die Art und Anzahl der Objekte
in der Szene kann zur Laufzeit beliebig variiert werden, wenn sich die reale Umwelt
bzw. ihre Wahrnehmung durch den Roboter entsprechend ändert. Über den Szenengra-
phen sind die erstellten Objektmodelle dann anderen Roboterkomponenten zugänglich,
z. B. den Komponenten zur Sprachverarbeitung, Objekterkennung, Handlungsplanung,
Pfadplanung etc. Diese können auch die Modelle der Objektinstanzen im Szenengra-
phen bei Bedarf verändern bzw. durch weitere Informationen ergänzen, beispielsweise
wenn durch Beobachtung festgestellt wird, dass der Benutzer eine Tasse befüllt. Im
Szenengraphen wird dann auch zusätzliche szenenspezifische Objektinformation wie
die Position der Objekte in der Szene oder Relationen zwischen Objekten vorgehalten.
Einige mögliche räumliche und semantische Relationen sind Abschnitt 6.3.2 darge-
stellt. Der Zusammenhang zwischen der Objektmodelldatenbank, dem Szenenmodell
und weiteren Bestandteilen der Roboterarchitektur wird in Abschnitt 7.3.2 ausführlich
diskutiert.
4.3 Datenverwaltung, Speicherung und Darstellung von
Objektmodellen
Neben der interaktiven Erstellung und Verwaltung der gewünschten Objektmodelle und
Schablonen (vgl. Abschnitt 4.4.1) muss das interaktive Objektmodellierungssystem auch
den Zugriff verschiedenster anderer Systemkomponenten gewährleisten sowie unterschied-
liche Methoden zur Speicherung bzw. Vorhaltung der interaktiv erstellten Objektmodelle
und Modellbestandteile für die Verwendung auf einem Serviceroboter realisieren. Zum einen
ist hierbei eine dauerhafte Speicherung der Daten erwünscht, da die Modelle nicht bei jedem
Systemstart neu erstellt werden sollen und können. Zum anderen müssen die Objektmo-
delle für einen Online-Zugriff anderer Roboterkomponenten in geeigneter Weise verfügbar
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gemacht werden. Dies erfordert echtzeitfähige Zugriffsmöglichkeiten für Anwendungen im
laufenden Roboterbetrieb. Und schließlich ist eine Möglichkeit erforderlich, die Inhalte der
Objektmodelle darzustellen, um sie dem menschlichen Benutzer zu präsentieren.
4.3.1 Verwaltung der Objektinformationen
Um eine sinnvolle Nutzung von Objektdaten zu gewährleisten, sind folgende interaktive
Aktionen zur Datenverwaltung erforderlich:
• Anlegen von neuen Objektmodellen
• Löschen von vorhandenen Objektmodellen
• Verändern von Teilinformationen in Objektmodellen
• Hinzufügen und Entfernen von Teilinformationen
• Aussagekräftige Anzeigemodalitäten für komplette Objektmodelle und Teile daraus
• Dauerhaftes Speichern und Abrufen von Objektmodellen
Zusätzlich ist für gegebene Domänen eine Schablonen-Verwaltung von Objektmodellbestand-
teilen hilfreich, wie sie in Abschnitt 4.4.1 beschrieben wird, um den Erstellungs- und Verwal-
tungsaufwand von Objektmodellen zu minimieren. Auch die in Abschnitt 4.4.2 beschriebenen
a priori festgelegten Wertklassen für Attributwerte tragen hierzu bei, indem beispielsweise
besondere Anzeigemodi für bestimmte Wertklassen gezielt implementiert werden können,
wie eine 3D-Ansicht für Punktwolken. Das Speichern der Objektmodelle im interaktiven
Modellierungssystem IOMOS wird im nächsten Abschnitt detaillierter beschrieben. Die in-
teraktive Verwaltung der Objektdaten erfolgt in IOMOS hauptsächlich über eine graphische
Benutzerschnittstelle, aus der heraus einzelne Module gezielt aufgerufen werden können.
Die Schnittstelle ist in Abschnitt 5.4.1 detailliert beschrieben. Details der Datenverwaltung
werden in Abschnitt 4.4 über die Implementierung der Objektrepräsentation im Detail dar-
gestellt.
4.3.2 Objektmodelldatenbank und Speicherung von Objektmo-
dellen
Die dauerhafte Speicherung der Objektmodelle und Schablonen geschieht in einer so ge-
nannten Objektmodelldatenbank. Hierbei ist zum einen der Datenaustausch innerhalb des
Systems zu berücksichtigen, zum anderen aber auch der Datentransfer zu und von anderen
Komponenten des Robotersystems. Um eine einfache und flexible Speicherung sowie einen
effizienten Zugriff anderer Komponenten auf die gespeicherten Modelle zu ermöglichen, wur-
den zwei unterschiedliche Systeme implementiert und getestet. Es handelt sich hierbei zum
einen um eine MySQL-Datenbank (MySQL AB (2007)) mit Corba-Schnittstelle (Object
Management Group (OMG) (2007)), zum anderen um die Speicherung der Objektdaten als
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Dateien in einem Verzeichnisbaum. Es zeigte sich im Gebrauch, dass die erste Lösung mit
expliziter Datenbank den Zugriff der internen Systemkomponenten, wie beispielsweise der
in Abschnitt 5.5 beschriebenen Applikationen zur interaktiven Modellierung von Objektat-
tributen), unnötig verlangsamte. Im Vergleich zur Speicherung als Dateibaum brachte sie
keine wesentlichen Vorteile, da die Stärken einer Datenbank in diesem Systementwurf nicht
ausgenutzt werden. In das System wurde daher die zweite Lösung, eine Speicherung von
Objektinformationen als Dateien in einem Verzeichnisbaum, integriert.
Zur internen Verwaltung der Objektdaten greifen die Komponenten von IOMOS dabei di-
rekt auf den jeweiligen Objektverzeichnisbaum zu. Da beispielsweise bei der Erfassung von
Objektattributen teilweise große Datenmengen anfallen, hat diese Lösung den Vorteil, dass
das Senden der entsprechenden Daten zwischen den einzelnen Systemkomponenten entfällt.
Hierdurch wird die Verarbeitungsgeschwindigkeit deutlich verbessert, da jede Komponente
nur die Daten ausliest, die auch von ihr benötigt werden. Als Schnittstelle zu anderen Sy-
stemkomponenten des Roboters dient eine CORBA-Schnittstelle, die allen anderen Modulen
einen weitgehend plattform- und programmiersprachenunabhängigen Zugriff mit gekapselter
Funktionalität ermöglicht. Die Objektmodelldatenbank und die Schnittstelle sind in Abb. 4.4






















































































Abbildung 4.4: Schematische Darstellung der Datenablage in der Objektmodelldatenbank
und des externen Zugriffs mittels Corba-Schnittstelle
Zusätzlich zur Speicherung ist eine geeignete Darstellung der Objektinformationen erforder-
lich, und zwar einerseits im Hinblick auf eine effiziente Speicherung und flexible Datenverwal-
tung, andererseits aber auch unter Berücksichtigung der Interaktivität des Systems, die eine
übersichtliche und intuitive Darstellung von Informationen für den menschlichen Benutzer
verlangt. Hierzu wurde eine Repräsentation der Objektmodelle in einem einfachen XML-
Format gewählt. Diese Darstellung bietet folgende Vorteile: Flexibilität, Erweiterbarkeit,
eine einfache Verarbeitung mit gängiger Software sowie die Möglichkeit, adäquate Darstel-
lungsformen für unterschiedliche Inhalte zu wählen. Ein Ausschnitt aus einem solchen als
XML-Datensatz gespeicherten Objektmodell ist in Abb. 4.5 beispielhaft wiedergegeben.
Eine Beschreibung der Objektrepräsentation in einer Meta-Sprache wie UML wurde im
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Rahmen der vorliegenden Arbeit nicht vorgenommen. Das Hauptaugenmerk lag hier auf
dem Entwurf einer Repräsentation, die die gegebenen Anforderungen möglichst gut erfüllte,
insbesondere auch die Anlehnung an menschliche Formen der Objektrepräsentation. Bei ei-
ner Integration in ein übergeordnetes Modellierungskonzept wie UML besteht hingegen die
Gefahr, dass konzeptionelle Modellierungsentscheidungen vornehmlich im Hinblick auf die
Möglichkeiten getroffen werden, die das übergeordnete Modell zur Verfügung stellt. Dies soll-
te hier bewusst vermieden werden, um den gestellten Anforderungen möglichst gut gerecht
zu werden. Hinzu kommt, dass speziell UML sehr stark darauf ausgerichtet ist, Konzepte für
möglichst viele Modellierungsprobleme zur Verfügung zu stellen. Demzufolge hat es sich zu
einer relativ komplexen und teilweise redundanten und ästhetisch inkonsistenten Modellie-
rungssprache entwickelt. Durch Konzentration auf das Wesentliche, in diesem Fall die für die
gegebene Aufgabe zu modellierenden Konzepte, konnte im Rahmen der vorliegenden Arbeit
eine übersichtliche, konsistente und für den Menschen verständliche Objektrepräsentation
geschaffen werden, die die Anforderungen der Zielanwendungen voll erfüllt.
4.3.3 Objektinstanzen zur Laufzeit
Zur Laufzeit eines Serviceroboters oder eines anderen auf die Objektdaten zugreifenden
Systems sind Zugriffe auf die Objektmodelldatenbank bei Anfragen zu Objektmodellen aus
Performanzgründen aufgrund der großen Datenmengen und der nicht garantierten Echt-
zeitfähigkeit von Corba nicht sinnvoll. Gefordert ist daher ein schneller echtzeitfähiger Weg
zur Einbindung und Weiterverarbeitung der Daten, wie sie unter anderem im Szenengraphen
notwendig wird. Da die externen Systemkomponenten überwiegend in C++ implementiert
sind, können die Modelle der Objektinstanzen, die zur Laufzeit des Roboters benötigt wer-
den, entsprechend aus den vorliegenden XML-Strukturen heraus als C++-Objekte aufgebaut
werden. Dies erfolgt entweder zu Beginn der externen Anwendung durch einmaligen Corba-
Zugriff auf die Objektmodelldatenbank, oder, falls Objektinstanzen nachträglich benötigt
werden, zu einem beliebigen späteren Zeitpunkt. Für diese Konvertierung muss von der exter-
nen Anwendung eine Bibliothek eingebunden werden, die Informationen über die benötigten
Wertklassen der Objekte enthält (vgl. Erläuterungen in Abschnitt 4.4.2).
Die solcherart aufgebauten C++-Objekte stehen den verarbeitenden Komponenten dann
zur Verfügung und können von diesen bei Bedarf verändert oder ergänzt werden, falls neue
Informationen über die Objektinstanzen vorliegen. Falls sich hierbei neue Langzeitinforma-
tionen über eine Objektinstanz ergeben, können diese nach einer Rückkonvertierung in das
XML-Speicherformat zurück in die Objektmodelldatenbank geschrieben werden. Die Online-
Objektinstanzen können beispielsweise in das Szenenmodell integriert werden. Sie stehen
dann dort für andere Roboterkomponenten zur Verfügung und können für den menschlichen
Benutzer als Bestandteil einer Szene visualisiert werden.
4.4 Implementierung der Objektrepräsentation
Bei der Implementierung der in Kap. 3 beschriebenen Objektrepräsentation ergeben sich eini-
ge interessante Details, die in den folgenden Abschnitte näher erläutert werden. Insbesondere
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<ObjectClass> 
  <Name>Tasse</Name> 
  <isInstance>false</isInstance> 
  <Features> 
    <Feature> 
      <Name>ist_befuellbar</Name> 
      <Attributes> 
        <Attribute> 
          <Name>aktuellerFuellstand</Name> 
          <Reliability>0.900000</Reliability> 
          <ValueClass> 
            <Type>4</Type> 
            <Specifics> 
              <Name>Prozent</Name> 
              <Timestamp>2007-03-01 15:47:22</Timestamp> 
              <isDefault>no</isDefault> 
              <Value>65</Value> 
            </Specifics> 
          </ValueClass> 
        </Attribute> 
        <Attribute> 
          <Name>maximalerFuellstand</Name> 
          <Reliability>1.000000</Reliability 
          <ValueClass> 
            <Type>4</Type> 
            <Specifics> 
              <Name>Prozent</Name> 
              <Timestamp>2007-02-16 13:51:26</Timestamp> 
              <isDefault>yes</isDefault> 
              <Value>95</Value> 
            </Specifics> 
          </ValueClass> 
        </Attribute> 
        ... 
      </Attributes> 
      <Actions> 
        <Action> 
          <Name>befuellen</Name> 
          <RequiredAttributes> 
            <AttributeName>aktuellerFuellstand</AttributeName> 
            <AttributeName>maximalerFuellstand</AttributeName> 
          </RequiredAttributes> 
          <Conditions> 
            <AlternativePreconditions> 
              <Precondition>aktuellerFuellstand < maximalerFuellstand</Precondition> 
            </AlternativePreconditions> 
            <Postconditions> 
              <Postcondition>aktuellerFuellstand <= maximalerFuellstand</Postcondition> 
              <Postcondition>aktuellerFuellstand >= 80%</Postcondition> 
            </Postconditions> 
          </Conditions> 
        </Action> 
        ... 
      </Actions> 
      <States> 
        <State> 
          <Name>voll</Name> 
          <RequiredAttributes> 
            <AttributeName>aktuellerFuellstand</AttributeName> 
          </RequiredAttributes> 
          <Condition>(aktuellerFuellstand > 80%)</Condition> 
        </State> 
        ... 
      </States> 
    </Feature> 
    ... 
  </Features> 
</ObjectClass> 
Abbildung 4.5: Beispielhafter Ausschnitt aus einem in Form eines XML-Datensatzes abge-
legten Objektmodell
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haben diese Implementierungsentscheidungen Auswirkungen auf die Performanz und Benut-
zerfreundlichkeit des Systems, auch wenn sie nicht der Objektrepräsentation selbst inhärent
sind.
4.4.1 Schablonen
Um die interaktive Erstellung von Objektmodellen zu erleichtern und eine Anpassung an die
vorgegebene Domäne zu ermöglichen, werden in IOMOS so genannte
”
Schablonen“ einge-
setzt. Es handelt sich hierbei um Vorlagen für bestimmte Attribute, Eigenschaften, Zustände
und Handlungen. Diese Schablonen können dann jeweils in Eigenschaften bzw. Objektmo-
dellen eingebunden und mit konkreten Attributwerten etc. versehen werden. Beispielsweise
kann für die Domäne
”
Haushalt“ eine Schablone für das Attribut Füllstand angelegt und ge-
speichert werden. Bei Anlegen der Eigenschaft ist befüllbar wird dann eine Instanz der At-
tributschablone Füllstand dieser Eigenschaft hinzugefügt und bei Bedarf mit einem anderen
Attributwert versehen als in der ursprünglichen Schablone. Bei der Eigenschaft ist befüll-
bar selbst handelt es sich dann auch wieder um eine Schablone, von der Instanzen einzel-
nen Objektklassen hinzugefügt werden können. Während dieses Prozesses können ebenfalls
wieder die Attributwerte etc. der Schabloneninstanzen nach Bedarf angepasst werden. Die
Schritte der Schablonenerzeugung und -verwendung als kaskadierte Instanziierung werden
im Folgenden schematisch dargestellt:
1. Anlegen von Schablonen â, ẑ und ĥ für Attribute, Zustände und Handlungen, z. B. :
âk : w̃ak [tak ]
wobei w̃a der Defaultwert des Attributs a ist.
2. Anlegen von Eigenschaftsschablonen ê und Einfügen von Instanzen der Attributs-,
Zustands- und Handlungsschablonen in die ê, dabei gegebenenfalls Anpassung der Stan-
dardattributwerte von w̃a in w̃
′











âk : w̃ak [tak ]





wobei w̃′a der neue Default-Attributwert des Attributes bei Verwendung in der entspre-
chenden Eigenschaft ist.
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3. Erstellung von Objektklassen ô unter Verwendung von Instanzen der Eigenschaftsscha-
blonen, dabei gegebenenfalls Anpassung der Default-Attributwerte w̃′a in w̃
′′
























wobei w̃′′a der neue Default-Attributwert des Attributes bei Verwendung in dieser Ob-
jektklasse ist. Bei Instanziierung der Objektklasse gilt dann dieser Default-Attributwert
w̃′′a solange, bis der Attributwert der Objektinstanz zum ersten Mal zur Laufzeit um-
gesetzt wird. Ab diesem Zeitpunkt bezeichnet wa den jeweils aktuellen Wert dieses
Attributes in Bezug auf die Objektinstanz.
Diese Schablonen dienen zum einen der Benutzerfreundlichkeit und Übersichtlichkeit, da je
nach Domäne häufig verwendete Eigenschaften, Attribute etc. nur einmal angelegt werden
müssen und dann, entsprechend angepasst, jederzeit verwendet werden können. Zum an-
deren sind sie so implementiert, dass eine einmal angelegte Schabloneninstanz völlig von
der ursprünglichen Schablone getrennt ist. Änderungen an Schablonen führen daher nicht
zu Änderungen an bereits erstellten Objektmodellen, in denen diese Schablonen eingesetzt
wurden, da ansonsten unkontrollierbare und für den Benutzer nicht mehr überschaubare
Nebeneffekte auftreten könnten.
4.4.2 Wertklassen
Zur Verarbeitung von Attributwerten werden in IOMOS so genannte
”
Wertklassen“ ange-
legt. Es handelt sich hierbei um in C++ implementierte Werttypen entsprechend der vor-
gestellten Objektrepräsentation. Auf diesen für jede Anwendung oder Domäne separat fest-
zulegenden Datentypen werden zusätzlich Operatoren wie Speicheroperationen (die es unter
anderem jeder Klasse ermöglichen, sich als XML-Datensatz zu speichern), Vergleichsope-
rationen (wie der Vergleich der Länge verschiedener Trajektorien) und Anzeigeoperationen
implementiert (z. B. könnte für die Anzeige einer Punktwolken-Wertklasse eine dreidimen-
sionale Darstellung gewählt werden). Die Art der Werttypen muss vor Einsatz des Systems
festgelegt werden, da sonst weder eine Speicherung der Objektmodelle als XML-Datensatz
noch die erneute Erstellung von C++-Objekten aus diesen XML-Datensätzen möglich ist,
da das hierzu notwendige Grundwissen über die Datentypen in den Wertklassen abgelegt
ist. Falls Datentypen verwendet werden, für die keine separate Wertklasse eingeführt werden
soll, verwenden diese standardmäßig die Wertklasse
”
String“.
Die anzulegenden Wertklassen und insbesondere ihre Operatoren sind dabei anwendungsspe-
zifisch. Unter Verwendung von Wertklassenoperatoren kann so beispielsweise im Hinblick auf
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eine bestimmte Domäne bestimmt werden, welche von zwei Trajektorien die Längere ist, ob
zwei Farben gleich sind, und dies falls gewünscht auch unter Bezug auf unterschiedliche Da-
tentypen wie das RGB- und das HLS-Farbsystem, sofern entsprechende Vergleichsoperatoren
implementiert sind.
4.4.3 Besonderheiten von Attributen
Attribute unterscheiden sich in drei Punkten von den anderen Objektbestandteilen wie
Eigenschaften, Zuständen etc.: zum einen ist ihnen jeweils ein fester Attributwerttyp zugewie-
sen, zum zweiten können Attributwerte von den Attributwerten anderer Attribute abhängen
(beispielsweise eine Bounding Box von der Ausprägung des 3D-Modells), und schließlich
können Attribute mehrfach in einem Objekt vorkommen, und zwar sowohl als eigenständi-
ges Attribut als auch unterschiedlichen Eigenschaften zugeordnet. Die Besonderheiten von
Werttypen wurden im vorhergehenden Abschnitt bereits erläutert, hier werden nur noch die
Implementierungsentscheidungen im Zusammenhang mit mehrfach auftretenden Attributen
und Abhängigkeiten zwischen Attributen vorgestellt.
Zur Verwaltung von mehrfach auftretenden Attributen werden die Attribute jedes Objektes
(sowohl für Objektklassen als auch für Instanzen) in einer von den Eigenschaften getrenn-
ten Attributliste gespeichert. Auch bei mehrfachem Auftreten wird jedes Attribut darin nur
einmal abgelegt. Dies bedeutet insbesondere, dass gleiche Attribute innerhalb eines Objek-
tes auch den gleichen Attributwert haben. Dies ist deshalb sinnvoll, weil eine Veränderung
des Attributwertes (z. B. des maximalen Kippwinkels eines Behälters, weil er befüllt wurde)
jeweils für das ganze Objekt in Effekt treten und frühere Einstellungen überschreiben sollte.
Wenn ein Attribut mehrfach in ein Objekt eingefügt wird, ist somit ein definiertes Vorge-
hen zur Auflösung von Konflikten zwischen unterschiedlichen Attributwerten notwendig. Bei
Einfügen eines Attributes in ein Objektmodell wird das Attribut, falls nicht bereits vorhan-
den, in der zentralen Attributliste abgelegt und der entsprechende Zähler für dieses Attribut
inkrementiert. Der Attributwert wird dabei im Konfliktfall, d. h. bei mehrfachem Auftreten
eines Attributes, nach folgenden Regeln bestimmt:
Gleicher Attributwert
Der Attributwert wird übernommen. Dies trifft auch zu, wenn beide Attribute noch
den Default-Attributwert aus der Attribut-Schablone haben.
Default-Attributwert vs. bereits gesetzter Attributwert
Falls eins der Attribute noch den Default-Attributwert hat, der andere Attributwert
aber bereits gesetzt wurde, wird der gesetzte Attributwert übernommen.
Alle anderen Fälle von unterschiedlichen Attributwerten
Der Attributwert wird auf
”
unbestimmt“ gesetzt, da das System nicht für jeden Fall
verlässlich bestimmen kann, welcher Attributwert der Korrekte ist.
Bei Veränderung eines Attributwerts in einem Objektmodell wird er entsprechend dann auch
für alle Instanzen dieses Attributs zentral verändert. Wenn ein Attribut gelöscht wird, wird
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dessen Zähler dekrementiert, bei Löschung der letzten Instanz wird dann das zentral in der
Attributliste gespeicherte Attribut endgültig entfernt.
Bei Abhängigkeiten zwischen Attributen, wie der einer Bounding Box von der 3D-Punktwolke,
wird die entsprechende Abhängigkeit bei den Attributen gespeichert. Wird dann ein Attri-
but einer Eigenschaft zugeordnet oder in ein Objektmodell eingefügt, müssen auch diese
Abhängigkeiten berücksichtigt und die jeweils zugrunde liegenden Attribute mit eingefügt
werden.
4.5 Zusammenfassung
In diesem Kapitel wurden zunächst die Anforderungen an ein interaktives Modellierungssy-
stem zur Lösung der gegebenen Problemstellung näher untersucht. Die Struktur des im Hin-
blick auf diese Anforderungen entwickelten interaktiven Objektmodellierungssystems
IOMOS wurde danach detailliert erläutert. Die weiteren Abschnitte dieses Kapitels befassten
sich einerseits mit der Datenverwaltung und der Speicherung und Darstellung von Objektmo-
dellen in IOMOS, andererseits mit der Implementierung der im vorhergehenden Kapitel vor-
gestellten Objektrepräsentation. Es wurden jeweils die Besonderheiten des Systementwurfs
und der Implementierung im Hinblick auf die gegebene Aufgabe vorgestellt. Eine detaillierte
Erläuterung der einzelnen Komponenten zur Benutzerinteraktion und zur Modellierung von





Dieses Kapitel stellt die im Rahmen der vorliegenden Arbeit entstandenen Komponenten zur
interaktiven Objektmodellierung im Detail vor. Hierzu werden zunächst wesentliche Grund-
lagen einer effizienten Mensch-Maschine-Interaktion kurz dargestellt und die speziellen An-
forderungen an das Interaktionssystem durch die gegebene Aufgabe erläutert. Im darauf
folgenden Abschnitt wird die entwickelte interaktive Modellierungsumgebung mit ihrer spe-
ziellen Ausstattung zur Interaktion und Objektmodellierung vorgestellt. Die Abschnitte 5.4
und 5.5 schließlich präsentieren zunächst die neu entwickelten und in IOMOS integrierten
Interaktionsmöglichkeiten und dann Implementierungen beispielhafter semi-autonomer und
interaktiver Modellierungsverfahren. Eine kurze Darstellung der Integration der Komponen-
ten zu einem Gesamtsystem schließt das Kapitel ab.
5.1 Grundlagen der Mensch-Maschine-Interaktion
Im Bereich der Mensch-Maschine-Interaktion existiert eine Fülle von Arbeiten zu unter-
schiedlichsten Aspekten dieser Interaktion. Oft werden dabei graphische Benutzerschnitt-
stellen betrachtet (vgl. auch Referenzen in Abschnitt 2.4.1), aber auch verschiedene an-
dere Problemfelder wurden bereits eingehend untersucht. An dieser Stelle soll daher kein
vollständiger Überblick über dieses Forschungsgebiet gegeben werden. Stattdessen werden
kurz die wesentlichen Aspekte einer effizienten Mensch-Maschine-Interaktion dargestellt, so-
weit sie für die interaktive Objektmodellierung von Bedeutung sind. Für einen Einstieg in
dieses umfangreiche Themengebiet bieten sich beispielsweise Preim (1999), Heinecke (2004)
Dix et al. (2006) oder Dahm (2006) an.
Für graphische Benutzerschnittstellen existiert eine Fülle an spezieller Literatur zur Gestal-
tung und zu Entwurfsprinzipien, z. B. Galitz (1997), Zetie (1995) oder speziell für Windows-
Oberflächen Wessel (1998). Dabei werden jedoch in der Regel nur die bereits für den all-
gemeineren Fall festgelegten Prinzipien auf die spezielle Darstellungsform übertragen und
Gestaltungsprinzipien bis hin zur Icon-Gestaltung oder farblichen Gestaltungselementen vor-
geschlagen. Andere Arbeiten betrachten hingegen sehr schnittstellenspezifische Probleme wie
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die Optimierung der Bedienzeit von mausgesteuerten graphischen Schnittstellen wie in Oel
(2002).
Ein wesentliches Grundprinzip einer gelungenen Mensch-Maschine-Schnittstelle ist es, die In-
teraktion für den Menschen so einfach, intuitiv und angenehm wie möglich zu machen. Dies
bedeutet, dass auch interne maschinelle Repräsentationen an eine menschengerechte Darstel-
lung angepasst werden müssen, um eine bestmögliche Verständlichkeit und übersichtliche
Darstellung für den Benutzer zu erreichen. Eine gelungene Mensch-Maschine-Schnittstelle
hat somit Auswirkungen auf das maschinelle System, die über die eigentliche Funktionalität
der Schnittstelle hinausreichen (vgl. die Überlegungen zum Entwurf der semantischen Ob-
jektrepräsentation in Abschnitt 3.2). Speziell beim Entwurf von interaktiven Systemen bzw.
von deren Schnittstellen werden unter anderem folgende Punkte als wesentlich erachtet:
• Die Benutzerschnittstelle soll sich an den Fähigkeiten und Besonderheiten der zu er-
wartenden Benutzer orientieren.
• Der Mensch soll nicht mit Routineaufgaben belastet werden.
• Die Bedienmöglichkeiten sollen möglichst ergonomisch angeordnet und gestaltet sein.
• Das System soll möglichst tolerant gegenüber Anwenderfehlern sein und in einem sinn-
vollen Umfang auch das Rückgängigmachen ausgeführter Teilschritte ermöglichen.
• Fehler sollen verständlich dargestellt werden.
• Soweit das im Rahmen der gegebenen Aufgabe sinnvoll ist, sollen nach Möglichkeit
unterschiedliche Interaktionsmodi kombiniert werden.
• Information sollen nach inhaltlichen Gesichtspunkten klar gegliedert sein. Der Benutzer
soll nach Möglichkeit nicht mit zu viel Information überfrachtet werden.
Diese und weitere Anforderungen an eine bestmögliche Mensch-Maschine-Schnittstelle wer-
den in der Literatur in unterschiedlichen Formulierungen immer wieder genannt. Vereinfacht
ausgedrückt lassen sie sich in der Anforderung zusammenfassen, dass das System zu jeder
Zeit auf den Benutzer, seine Verarbeitungskapazitäten und seine bevorzugten Vorgehens-
weisen Rücksicht nehmen sollte. In der Praxis wird diese Anforderung allerdings oft nur
rudimentär umgesetzt oder überhaupt nicht beachtet. Beim Entwurf des im Folgenden dar-
gestellten Systems wurde auf Bedienerfreundlichkeit, übersichtliche Darstellung und intuiti-
ve Schnittstellen geachtet, insbesondere da die Eingabe von komplexen Objektinformationen
bei ungeeigneter Schnittstellengestaltung nicht nur ungeübte Benutzer stark fordern kann.
Im nächsten Abschnitt werden daher zunächst einige grundsätzliche Überlegungen zu den
Anforderungen an das interaktive Objektmodellierungssystem IOMOS im Hinblick auf die
Benutzerinteraktion dargelegt. Relevante Entwurfsentscheidungen und Besonderheiten der
Benutzerinteraktion werden dann im weiteren Verlauf des Kapitels jeweils bei der Darstellung
der Interaktionsmodi bzw. der zu erhebenden Objektinformation erläutert.
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5.2 Anforderungen an die interaktiven Komponenten
des Modellierungssystems
Die Anforderungen an das zu entwickelnde interaktive Modellierungssystem wurden durch
die spezielle Anwendung vorgegeben. Insbesondere sollten die resultierenden Objektmodelle
darauf ausgerichtet sein, von einem Serviceroboter in einem Haushalt verwendet zu werden.
Grundlage der Anwendung war daher der Einsatz in einer hochdynamischen, menschen-
zentrierten Umgebung, in der sich vornehmlich nicht Spezialisten, sondern durchschnittlich
vorgebildete Personen bewegen. Zu realisieren war somit zum einen eine unkomplizierte,
intuitive Schnittstelle entsprechend der Ausführungen im vorhergehenden Abschnitt, zum
anderen sollte aber der für eine solche Anwendung notwendigen Komplexität und Flexibi-
lität der Objektmodelle Rechnung getragen werden (vgl. Ausführungen in Abschnitt 4.1).
Aus diesen Überlegungen heraus wurden folgende Anforderungen an die interaktiven Kom-
ponenten des Modellierungssystems ausgearbeitet:
Es wurde davon ausgegangen, dass das interaktive Modellierungssystem IOMOS derzeit noch
von Benutzern mit technischen Vorkenntnissen bedient wird, die aber nicht notwendigerwei-
se an der Entwicklung des Systems oder der Objektrepräsentation beteiligt waren. Dies
bedeutet, dass die Interaktionskomponenten für einen technisch vorgebildeten Benutzer oh-
ne spezielle Systemkenntnisse intuitiv und gut bedienbar sein sollten. Auf längere Sicht (z. B.
bei einem System, das zukünftig auf Servicerobotern im Haushalt integriert sein wird) sollte
dann auch von durchschnittlich erfahrenen Benutzern in Haushaltsumgebungen ausgegangen
werden. Auch dann wird allerdings immer noch eine gewisse Affinität zur Bedienung tech-
nischer Geräte vorausgesetzt werden müssen. Nur so kann gewährleistet werden, dass die
Anwender mit einem solchen komplexen System mit unterschiedlichen technischen Kompo-
nenten umgehen können und auch das Potential einschätzen können, das ein Serviceroboter
in der Anwendung der interaktiv erstellten Objektmodelle aufweist.
Entsprechend wurde für die Interaktionskomponenten von IOMOS im derzeitigen System-
stand eine freie Benutzerführung gewählt, da von technischen Grundkenntnissen ausgegangen
werden konnte. Beim Transfer eines solchen interaktiven Modellierungssystems in Alltags-
umgebungen, in denen die Anwender kein oder nur wenig Vorwissen über den Aufbau der
Objektrepräsentation und die Möglichkeiten und Einschränkungen der technischen Geräte
mitbringen, ist auch eine stärkere Führung des Benutzers durch einzelne Modellierungsschrit-
te denkbar, so wie manche anderen Softwaresysteme heute bereits einen
”
Expertenmodus“
und einen stark geführten Modus für
”
Laien“ anbietet. Andererseits sollte das System aber
auch nicht durch zu weite Vereinfachungen die notwendige Komplexität und den Detail-
reichtum der Objektmodelle zu sehr einschränken oder die für eine sinnvolle Handhabung
notwendige Flexibilität der Modelle durch zu starre Vorgaben beschneiden. Der Komplexität
der zu modellierenden Information wird daher auch in diesem Fall Rechnung zu tragen sein.
Derzeit ist die Interaktion zwischen Benutzer und Modellierungssystem deshalb vorwiegend
benutzergeführt realisiert, da davon ausgegangen werden konnte, dass die Anwender den
hierfür notwendigen Überblick besitzen.
Ein weiterer wesentlicher Punkt ist die Flexibilität des Systems im Hinblick auf das Hin-
zufügen weiterer Interaktions- und Modellierungskomponenten. IOMOS wurde bereits in der
Planung auf mögliche Erweiterungen hin ausgelegt. Die Interaktionskomponenten sind auf
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die graphische Benutzerschnittstelle zugeschnitten, so dass bei Einbindung zusätzlicher zu
modellierender Objektattribute hierzu passende Interaktionskomponenten dann in die ent-
sprechenden Applikationen der graphischen Benutzerschnittstelle integriert werden können.
Bei der Datenübergabe zwischen der Hauptapplikation und den Unterapplikationen wurde
ebenfalls auf eine entsprechende Flexibilität geachtet.
5.3 Aufbau der Modellierungsumgebung
Zur interaktiven Objektmodellierung wurde eine von den Anwendungssystemen getrennte
Modellierungsumgebung entworfen und aufgesetzt (erstmals vorgeschlagen in Becher et al.
(2003); vgl. auch Eisenberg (2006) zum grundsätzlichen Aufbau der Modellierungsumgebung
sowie Eisenberg (2006) und Kasper (2007) zu einzelnen Systembestandteilen). Die Nutzung
dieser Modellierungsumgebung bietet folgende Vorteile:
Hochgenaue Sensorik
In einer stationären Modellierungsumgebung kann hochgenaue Sensorik integriert wer-
den, die derzeit aufgrund ihres Preises, ihres Gewichts und ihrer Abmessungen noch
nicht zur Verwendung auf einem Robotersystem geeignet ist.
Störungsfreie Objekterfassung
Eine anfängliche Erstellung von qualitativ hochwertigen Objektmodellen zur Referenz
für spätere Anwendungen wird durch die Unabhängigkeit der Modellierungsumgebung
von den Umgebungsbedingungen eines Roboters und von den Störungen in dessen
Umgebung ermöglicht, beispielsweise durch die Unabhängigkeit von äußeren Beleuch-
tungsbedingungen.
A priori-Erstellung von Objektmodellen für verschiedene Anwendungsbereiche
In solch einer Modellierungsumgebung können gleichzeitig Objektmodelle für unter-
schiedliche Anwendungsbereiche und verschiedene Robotersysteme erstellt werden, die
dann nicht spezifisch für die Sensorik und Verarbeitungskapazitäten eines bestimmten
Robotersystems ausgelegt, sondern universell einsetzbar sind.
Die Modellierungsumgebung enthält verschiedene Sensorkomponenten, die teilweise auch zur
interaktiven Modellierung genutzt werden können. Die im Rahmen dieser Arbeit vorgestell-
te Methode ist aber nicht von der Verwendung dieser Modellierungsumgebung abhängig,
sondern die vorgeschlagenen Objektmodelle sind so flexibel und erweiterbar gehalten, dass
auch zur Laufzeit des Roboters jederzeit neue Modelle erstellt und bereits vorhandene Mo-
delle um wichtige Informationen ergänzt werden können. Zukünftig ist auch eine Integra-
tion der interaktiven Objektmodellierung direkt auf einem Serviceroboter denkbar, da die
zur Verfügung stehenden Sensoren mit entsprechender Größe und entsprechendem Gewicht
immer hochauflösender und auch preislich attraktiver werden. Mittelfristig wird es daher
durchaus möglich sein, die Aufgabe der interaktiven Objektmodellierung direkt auf Robo-
tern, in intelligenten Räumen oder in ähnlichen maschinellen Systemen mit entsprechender
Hardware-Ausstattung zu integrieren.
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Abbildung 5.1: Gesamtansicht der interaktiven Objektmodellierungsumgebung
Abb. 5.1 zeigt die Modellierungsumgebung im Überblick. Im Folgenden werden ihr Aufbau
und ihre Bestandteile beschrieben. Die technischen Daten der verwendeten Geräte sind in
Anhang A wiedergegeben.
Erfassungsumgebung
Die Modellierungsumgebung definiert ein abgegrenztes Raumvolumen, innerhalb des-
sen Objekte sensorisch erfasst werden (vgl. Abb. 5.2). Benutzeraktionen zur Erstellung
von Objektmodellen finden teilweise innerhalb dieses Raumes statt (wie beim Ab-
stellen eines Objektes zur sensorischen Erfassung), können teilweise aber auch außer-
halb stattfinden (sprachliche Benutzeraktionen, Benutzereingaben an der graphischen
Schnittstelle etc.), je nach Sensorik und Interaktionsmodi, die für die aktuelle Auf-
gabe relevant sind. Um möglichst störungsfreie Sensoraufnahmen zu gewährleisten,
sind sowohl die Erfassungsfläche, auf der Objekte zur Modellierung abgestellt werden
können, als auch der Hintergrund der Modellierungsumgebung mit schwarzem Stoff
überzogen. Dies erhöht die Qualität der aufgenommenen Punktwolken und gestattet
eine einfachere Weiterverarbeitung von Farbkameraaufnahmen. Die Abbildungen 5.3
und 5.4 zeigen schematisch den Aufbau der Erfassungsumgebung mit den integrierten
Sensoren frontal und von oben.
Hochauflösendes Farb-Stereokamerasystem auf schwenkbarer Halterung
Zur Erfassung von Objektansichten, Farb- und Texturinformationen wird ein Farb-
Stereokamerasystem bestehend aus zwei Kameras vom Typ Marlin 145C2 der Firma
Allied Vision Technologies eingesetzt mit einer Auflösung von jeweils 1392 × 1040
Bildpunkten (Allied Vision Technologies (2007)). Es ist auf einer schwenkbaren Halte-
rung befestigt, so dass Objekte aus unterschiedlichen Höhenstellungen erfasst werden
können (vgl. schematische Darstellung in Abb. 5.5). Diese Halterung besteht aus einem
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Abbildung 5.2: Abmessungen der Modellierungsumgebung
Abbildung 5.3: Schematische Darstellung der Erfassungsumgebung mit integrierter Sensorik
von vorne, nach: Eisenberg (2006)
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Abbildung 5.4: Schematische Darstellung der Erfassungsumgebung mit integrierter Sensorik
von oben, aus: Eisenberg (2006)
Abbildung 5.5: Schwenken des Stereokamerasystems zur Objektaufnahme aus unterschiedli-
chen Sichten
drehbaren Bügel aus Leichtbauprofilen, der auf der einen Seite an einem Drehgelenk
befestigt und auf der anderen Seite drehbar gelagert ist. Er kann mittels des Drehge-
lenkes um bis zu ca. 80◦ nach oben und ca. 25◦ nach unten, relativ zur Nullstellung bei
waagerechtem Bügel, gedreht werden. Somit sind beispielsweise auch Blicke von oben
in eine Tasse oder andere Behälter hinein möglich, ohne dass das Objekt dafür auf
die Seite gelegt werden muss. In Kombination mit dem integrierten Drehteller (siehe
unten) ist dabei eine nahezu ebenso flexible Wahl der Aufnahmerichtung für Objekt-
ansichten möglich wie beispielsweise bei der in Abschnitt 2.3 vorgestellten Arbeit von
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Fautz (2002) (vgl. die in Abb. 5.6 beispielhaft wiedergegebenen unterschiedlichen Ka-
meraperspektiven). Allerdings ist in der vorliegenden Arbeit ein wesentlich geringerer
technischer Aufwand notwendig, da kein Roboterarm benötigt wird. Bei dem Drehge-
lenk handelt es sich um einen Amtec PowerCube PR 090 (Amtec Robotics (2007)),
der über eine CAN-Schnittstelle angesteuert wird.
Abbildung 5.6: Unterschiedliche Kameraperspektiven mit jeweils korrespondierenden
Objektansichten
Als problematisch bei dieser drehbaren Konstruktion erwies sich das Schwingen des
Drehbügels, das wiederum zu einem leichten Schwingen der Kamera während der Auf-
nahmen führte oder alternativ, bei angemessenen Wartezeiten bis zur Beruhigung des
Drehbügels, zu relativ langen Aufnahmezeiten. Die drehbare Lagerung auf der nicht
aktiv gedrehten Seite des Bügels erwies sich dabei als nicht ausreichend, um das Schwin-
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gen genügend zu reduzieren. Zur Schwingungsunterdrückung wurden die Regelungspa-
rameter des PowerCubes modifiziert sowie die Drehgeschwindigkeit reduziert.
Laserscanner
In einer Ausrichtung von 90◦ zur Stereokamera ist ein hochauflösender Laserscanner
VI-900 der Firma Minolta angebracht (Konica Minolta (2007)), der mittels des Verfah-
rens der aktiven Triangulation 3D-Punktwolken von Objekten mit Genauigkeiten im
Submillimeterbereich erzeugen kann. Hierbei wird eine Laserlichtlinie auf das Objekt
projiziert, und durch Bestimmung der Verzerrung der Linie auf dem Objekt werden
Punkte auf der Objektoberfläche bestimmt. Dieser Sensor bestimmt dabei in 2,5 Se-
kunden eine Punktwolke der Objektoberfläche mit einer Auflösung von 640 × 480
Bildpunkten mit einer maximalen Genauigkeit von bis zu 0,22 mm in Abhängigkeit
von der Raumrichtung. Erfasst werden können je nach angebrachtem Objektiv Objek-
te bis zu einer Größe von ca. 1 m in einer Entfernung von ca. 0,6 bis 1,2 m.
Der Laserscanner ist derart in der Modellierungsumgebung eingestellt, dass sein Erfas-
sungsbereich gängige Haushaltsgegenstände wie Geschirr, Lebensmittelverpackungen
und andere Objekte dieser Größe abdeckt, die auf dem Drehteller platziert werden.
Um auch Aufnahmen von oben beispielsweise in Behälter zu ermöglichen, wurde der
Scanner leicht erhöht angeordnet, die Messungen erfolgen somit mit einer Neigung von
ca. 30◦ nach unten (vgl. Abb. 5.3).
Abbildung 5.7: Schematische Darstellung des Drehtellers zur Rundumerfassung von Objekten
Drehteller
Objekte können in der Modellierungsumgebung auf einem Drehteller platziert werden,
so dass sie softwaregesteuert aus allen Richtungen von Laserscanner und Stereokame-
rasystem erfasst werden können (vgl. Abb. 5.7). Bei diesem Drehteller handelt es sich
um einen über eine serielle Schnittstelle angesprochenen Isel Turntable RF-1 (Isel Au-
tomation (2007)), der auf ihm abgestellte Objekte um seine senkrechte Rotationsachse
dreht. Der gewählte Drehteller hat eine Positioniergenauigkeit von 2 Bogenminuten
und wird über eine RS232-Schnittstelle angesteuert.
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Anstatt wie bei Fautz (2002) die Sensoren um das zu modellierende Objekt herum zu
bewegen, wurde in der vorliegenden Arbeit mit dem Drehteller der umgekehrte Weg
gewählt: Die Sensoren sind fest installiert, wohingegen die Objekte bewegt werden. Dies
bringt durch die Verwendung eines schnellen und hochpräzisen Drehtellers zum einen
den Vorteil, dass ein gleichermaßen schnelles und genaues Bewegen der Sensoren relativ
aufwändig wäre. Zum anderen ist es vorteilhaft, nur das zu modellierende Objekt zu
bewegen anstatt mehrerer Sensorsysteme. Der technische und konzeptionelle Aufwand
wird hierdurch wesentlich verkleinert.
Rechnergesteuerte Beleuchtung
Die Beleuchtung der Modellierungsumgebung besteht aus vier Tageslicht-Leuchtstoff-
röhren mit einer Leistung von jeweils 18 W mit je einem Vorschaltgerät Philips HF-R
118 TLD zur Dimmung und zusätzlich einer Digital-/Analog-Wandlerkarte zur Erzeu-
gung der Steuerungsspannung. Die Lampen sind so angebracht, dass sie die Erfas-
sungsumgebung aus vier unterschiedlichen Richtungen beleuchten. Die Helligkeit der
vier Lampen kann unabhängig voneinander per Software eingestellt werden. Durch Zu-
und Abschalten einzelner Röhren kann auch die Einfallsrichtung des Lichts je nach Auf-
gabenstellung verändert werden. Die Leuchtstoffröhren sind austauschbar, so dass auch
andere Beleuchtungssituationen realisiert werden können. Die Vorschaltgeräte haben
eine Ausgangsfrequenz von ca. 42 kHz. Dadurch kann eine gleichmäßige Beleuchtung
des Objekts ohne störende Helligkeitsschwankungen während der Objektaufnahmen
sichergestellt werden.
Die Lampen sind wie folgt positioniert (vgl. Abb. 5.3): Je eine senkrechte Lampe
ist schräg links bzw. rechts vor dem Drehteller an den Schienen der Modellierungs-
umgebung angebracht, eine weitere Lampe über dem Drehteller und eine Lampe am
Drehbügel hinter dem Stereokamerasystem, um eine Beleuchtung aus der Blickperspek-
tive eines Roboters simulieren zu können. Eine Beleuchtung direkt von vorne auf die
Kameras ist bei der Erstellung von Objektmodellen nicht sinnvoll, da im Gegenlicht
die Qualität der resultierenden Aufnahmen nicht ausreichend ist. Die Abbildungen 5.8
und 5.9 zeigen eine Sequenz unterschiedlicher Beleuchtungssituationen bei der Model-
lierung eines Objektes.
Datenhandschuh
Um Fingerstellungen und Griffe des Benutzers im Umgang mit Objekten zu erfassen,
wird ein Datenhandschuh vom Typ CyberGlove der Firma Immersion mit 22 Freiheits-
graden verwendet (Immersion (2004)). Der Benutzer kann mittels dieses Datenhand-
schuhs typische Handhabungen für bestimmte Objekte vorführen. Dadurch müssen
abstrakte Werte wie Greifkräfte nicht abgeschätzt und textuell eingegeben werden,
was insbesondere nicht speziell geschulten Benutzern in Alltagsumgebungen schwer
fallen würde. Für den Einsatz des Datenhandschuhs ist aufgrund der Anordnung der
Geräte die Nähe zur Modellierungsumgebung vorteilhaft. Der Benutzer muss das Ob-
jekt aber nicht zwingend innerhalb der Modellierungsumgebung halten, sondern kann
auch daneben stehen und simultan mit der freien Hand die graphische Schnittstelle
bedienen.
Magnetfeldbasierter Positionssensor
Am Datenhandschuh ist ein magnetfeldbasierter Positionssensor Fastrack von Polhe-
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Abbildung 5.8: Unterschiedliche Beleuchtungssituationen in einer Objektmodellierungsse-
quenz (1). Oben: dunkelste Einstellung, Mitte: hellste Einstellung, unten: Lichteinfall von
links
mus (Polhemus (2007)) zur Erfassung von Geschwindigkeiten und Beschleunigungen
der Benutzerhand angebracht. Aufgrund des magnetfeldbasierten Messprinzips führen
metallische Gegenstände, wie sie in der Modellierungsumgebung vorkommen, zu Feld-
verschiebungen. Zur Ermittlung von korrekten absoluten Positionswerten müsste das
System daher sehr häufig nachkalibriert werden. Dies ist allerdings in der vorliegenden
Anwendung nicht relevant, da hier zur Objektmodellierung keine absoluten Positionen
erfasst werden. Vielmehr sollen nur relative Geschwindigkeiten und Beschleunigungen
erfasst werden, damit der Benutzer beispielsweise komfortabel eine maximale Beschleu-
nigung für einen gefüllten Behälter erfassen kann.
Hochauflösender Plasmabildschirm mit berührungssensitivem Aufsatz
Eine wichtige Komponente der Interaktion zwischen Modellierungssystem und Benut-
zer ist die graphische Benutzerschnittstelle, die auf einem hochauflösenden FullHD-
Plasmabildschirm mit berührungssensitivem Aufsatz dargestellt wird. Es handelt sich
hierbei um einen Plasmabildschirm des Typs TH-50PF9EK von Panasonic mit einer
Auflösung von 1920 × 1080 Bildpunkten (Panasonic (2007)). Der zugehörige berüh-
rungssensitive Aufsatz TY-TP50P8-S des gleichen Herstellers arbeitet auf der Ba-
sis von Infrarot-Lichtschranken, die seitlich im Aufsatz befestigt sind. Die eigentlich
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Abbildung 5.9: Unterschiedliche Beleuchtungssituationen in einer Objektmodellierungsse-
quenz (2). Oben: Lichteinfall von links und vorne, Mitte: von oben, unten: von rechts
Berührung des Bildschirms ist somit nicht notwendig, es genügt, den Finger bis kurz
vor den Bildschirm zu bewegen. Für die Berührungen wird mit diesem System eine
Auflösung von 2209 × 1241 Bildpunkten erreicht. Angegeben ist eine minimale Stift-
größe von 6 × 6 mm, in der Praxis erwies sich bei Bedienung mit den Fingern eine
Abmessung von ca. 1,5 cm × 1 cm als die minimale Größe von anzuklickenden Ele-
menten in einer graphischen Oberfläche.
Mikrophon
Zur Erfassung von Spracheingaben des Benutzers wird ein handelsübliches tragbares
Mikrophon verwendet. Hier sind für die Zukunft auch aufwendigere Lösungen (z. B.
kabellose Mikrophone oder Richtmikrophone) denkbar, um den Bedienkomfort noch
weiter zu erhöhen.
Inertial-Joystick
Die Interaktionsmodi, die dem Benutzer zur Verfügung stehen, werden ergänzt durch
den Einsatz eines Inertialsensors InertiaCube2 der Firma Intersense (InterSense (2007))
mit drei Freiheitsgraden, der Rotationen bis 360◦ alle Achsen im Raum erfassen kann.
Das Referenzkoordinatensystem wird dabei durch das Magnetfeld definiert, das von
einem internen Kompass bestimmt wird, der gleichzeitig auch zur Reduktion der Mess-
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drift verwendet werden kann. Dieser Sensor wurde in einen handelsüblichen Joystick
eingebaut, so dass der Benutzer mittels eines ihm vertrauten, ergonomisch gebauten
Eingabegeräts intuitiv z. B. die Darstellung eines Objektmodells drehen kann. Zusätz-
lich können die Knöpfe des Joysticks dazu verwendet werden, Benutzerkommandos
an das System zu übertragen. Dieses Eingabegerät kann somit auch dazu verwendet
werden, dreidimensionale Modelle ergonomisch und intuitiv auf dem Bildschirm zu
drehen, die ausgewählte Zielposition per Knopfdruck zu bestätigen und sie dann mit
dem Drehteller auf das reale Objekt in der Modellierungsumgebung zu übertragen.
5.4 Benutzerinteraktion zur Objektmodellierung
IOMOS erlaubt unterschiedliche Interaktionsmodi zwischen Modellierungssystem und Be-
nutzer. In diesem Abschnitt werden die integrierten Interaktionsmodi im Detail erläutert
und ihre jeweiligen Nutzungsmöglichkeiten aufgezeigt. Die interaktive bzw. semi-autonome
Ermittlung von Attributwerten unter Verwendung dieser Interaktionsmodi wird dann im
nächsten Abschnitt an ausgewählten Beispielen vorgestellt.
5.4.1 Graphische Benutzerschnittstelle auf berührungssensitivem
Bildschirm
Kernstück der Interaktion zwischen dem Benutzer und dem Modellierungssystem IOMOS ist
die graphische Benutzerschnittstelle (engl.
”
graphical user interface“, GUI) des Systems. Die
GUI bildet die Schnittstelle zwischen dem Benutzer und den restlichen Systemkomponen-
ten, sowohl zwischen dem Benutzer und den nicht-interaktiven Komponenten wie der Imple-
mentierung der Objektrepräsentation oder der Objektmodelldatenbank, als auch zwischen
dem Benutzer und den anderen Interaktionskomponenten, die in den folgenden Abschnit-
ten beschrieben sind. Wie in Abb. 4.2 bereits dargestellt, werden die einzelnen Schritte des
Modellierungsprozesses stets vom menschlichen Benutzer angestoßen. Dies geschieht über
die GUI bzw. über die an die GUI angebundene sprachliche Eingabeschnittstelle. Weitere
Interaktionsmodi und Formen der autonomen bzw. semi-interaktiven Erfassung von Objekt-
information sind dem Benutzer gegenüber somit stets hinter der GUI verborgen, wie auch
in Abb. 4.3 zu sehen ist. Das gleiche gilt für bereits modellierte und gespeicherte Objekte,
die für Systemkomponenten zwar über die Objektmodelldatenbank und den Szenengraphen
zugänglich sind, für den Benutzer aber stets in der GUI dargestellt werden. Dort kann er
dann auch gewünschte Änderungen vornehmen und neu erstellte oder veränderte Objekte
speichern und löschen.
Diese zentrale Stellung wurde der GUI deshalb zugewiesen, weil eine Bedienung über die
graphische Oberfläche für große Teile des Objektmodellierungsprozesses intuitiv gestaltet
werden kann und die vorhandenen Objektmodellinformationen strukturiert und übersichtlich
dargestellt werden können. Zudem ist sie für den Benutzer einfach zu handhaben, und für die
notwendige Zusammenführung aller Informationen in einer Modalität kommt aus Gründen
der Übersicht ebenfalls nur eine graphische Benutzerschnittstelle in Frage.
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Die GUI als zentrale Interaktionskomponente dient aber nicht nur zum Anstoßen der an-
deren autonomen und semi-autonomen Modellierungsmodule, sondern ist selbst auch ein
wesentliches Mittel für den Benutzer, Objektinformationen an das System zu übermitteln.
Dies sind insbesondere:
• Grundlegende Informationen wie der Name eines neuen Objektes oder seine Eigen-
schaften, die dann wiederum Attribute, Handlungen und Zustände mit sich bringen.
• Informationen, die das System nicht autonom ermitteln kann. Hierzu gehören unter
anderem benutzerspezifische oder stark situationsspezifische Informationen wie das von
einem Benutzer bevorzugte Geschirr oder die Bedeutung von Zuständen wie voll oder
halbvoll innerhalb der gewünschten Domäne.
• Beiträge des Benutzers zu semi-autonom ermittelbaren Attributwerten wie die Auswahl
von geeigneten Objektansichten aus einer größeren Menge ermittelter Ansichten.
• Korrekturen oder Ergänzungen zu autonom ermittelten Attributwerten, z. B. wenn
vom System aufgrund eines Messfehlers ein offensichtlich falscher oder ungenauer Wert
festgelegt wurde.
Um der Bedeutung der GUI als zentraler Interaktionskomponente Rechnung zu tragen, und
um die Interaktion für den Benutzer so bequem wie möglich zu gestalten, wird die graphi-
sche Benutzerschnittstelle auf einem hochauflösenden Plasmabildschirm mit berührungssen-
sitivem Aufsatz dargestellt, das in unmittelbarer Nähe der Modellierungsumgebung an der
Wand befestigt ist, wie in Abb. 5.10 zu sehen ist.
Abbildung 5.10: Bedienung der graphischen Benutzerschnittstelle auf dem berührungssensi-
tiven hochauflösenden Plasmabildschirm
Die GUI wurde unter Verwendung von Qt 4.2 realisiert (Trolltech (2007)). Sie besteht aus
einem Hauptfenster mit verschiedenen Reitern, in denen Objektklassen und Objektinstan-
zen sowie die unterschiedlichen Schablonen für Eigenschaften, Attribute etc. angelegt und
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vom Benutzer mit semantischem Gehalt gefüllt werden können. Zur interaktiven oder semi-
autonomen Ermittlung bestimmter Attributwerte, wie 3D-Punktwolken, Objektansichten,
stabilen Flächen oder Manipulationseinschränkungen, werden dann jeweils Unterapplika-
tionen geöffnet, die speziell auf die Modellierung dieser Attribute abgestimmt sind. Zur
Datenübergabe zwischen Haupt- und Unterapplikationen, beispielsweise zur Übergabe der
3D-Punktwolke an das Modul zur Berechnung der Bounding Box, werden die Daten von jeder
Applikation an einer definierten Stelle zwischengespeichert, so dass das jeweilige Empfänger-
modul die Daten dann bei Bedarf auslesen kann. Hierzu wird das in Abschnitt 4.3.2 kurz
beschriebene XML-Datenformat verwendet. Abb. 5.11 zeigt einen Ausschnitt aus der Haupt-
applikation der GUI.
Abbildung 5.11: Ausschnitt aus dem Hauptfenster der graphischen Benutzerschnittstelle:
Modellierung von Objektklassen
5.4.2 Spracheingabe
Mittels sprachlicher Kommunikation und Interaktion lässt sich für den Menschen eine der
natürlichsten, intuitivsten und einfachsten Formen des Informationsaustausches überhaupt
realisieren. Ein weiterer Vorteil dieser Interaktionsform ist, dass hierzu keine Hände oder an-
dere Körperteile benötigt werden, und dass der Benutzer keine Bewegungen ausführen muss.
Um die Bedienung von IOMOS für den Benutzer so angenehm und intuitiv wie möglich
zu machen, wurde daher der deutsche Spracherkenner des Interactive Systems Laboratories
(ISL, an der Carnegie Mellon University, USA, und der Universität Karlsruhe (TH)) zur
Realisierung einer einfachen Form der sprachlichen Interaktion an die graphische Benutzer-
schnittstelle angebunden (vgl. Soltau et al. (2001) und Fügen et al. (2006)). Es wurde hierfür
eine Einzelworterkennung realisiert mit einem Vokabular, das jeweils spezifisch für das gerade
aktive Fenster der GUI ist. Hierdurch wird eine sehr gute Erkennungsqualität gewährleistet,
da nicht ausführbare Befehle vom System auch nicht als solche erkannt werden.
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Die sprachlichen Kommandos, die vom Spracherkenner über ein handelsübliches tragba-
res Mikrophon entgegengenommen werden, sind mit bestimmten Mauskommandos in der
GUI verknüpft. So kann der Benutzer beispielsweise eine Taste wie
”
Speichern“ auf dem
berührungssensitiven Bildschirm drücken, er kann aber auch per Spracheingabe das Kom-
mando
”
speichern“ geben. Dies erlaubt es dem Benutzer, die Hände für andere Modellie-
rungsaufgaben z. B. mit dem Datenhandschuh freizuhalten und vermeidet gleichzeitig ein
zu manchen Zeiten ungelegenes Drücken der jeweils gewünschten Befehle auf dem großen
Plasma-Bildschirm. Hierdurch werden Interaktionsgeschwindigkeit und -komfort erhöht.
Ein komplexeres Spracherkennungsmodul, möglicherweise auch mit Dialogmanager, ist zwar
denkbar, aber in diesem Kontext nicht unbedingt notwendig, da nur eine einfache GUI-
Steuerung erforderlich ist. Die rein oder überwiegend sprachliche Eingabe von komplexen
Objektinformationen ist für den Benutzer mühsam und erfordert eine hohe Konzentrati-
on und einen guten Überblick über das gesamte Objekt, wohingegen die gewählte visuell-
zentrierte Darstellungs- und Eingabeform auch für ungeübte Benutzer leicht zu bewältigen
ist. Aus diesem Grund würde eine komplexere Sprachverarbeitung keinen wesentlichen Ge-
winn erwarten lassen, aber gleichzeitig das Risiko mit sich bringen, dass der Benutzer durch
die Dialogführung zusätzlich belastet oder abgelenkt wird (vgl. hierzu auch Shneiderman
(2000)). Zudem würde sich die Verarbeitungszeit wesentlich erhöhen, und auch das Risiko
von fehlerhaften Erkennungen steigt deutlich mit der Komplexität der Verarbeitung. Daher
beschränkt sich die vorliegende Arbeit auf eine einfache Spracheingabe auf Einzelwortbasis.
5.4.3 Joystick mit Inertialsensor
Wie bereits erläutert handelt es sich bei diesem Gerät um einen handelsüblichen Joystick,
an dessen unterem Ende ein Inertialsensor des Typs InertiaCube2 von Intersense befestigt
wurde (vgl. Abb. 5.12 sowie Eisenberg (2006) für technische Details des Aufbaus). Im Gegen-
satz zu Gieslers
”
Zauberstab“ (Giesler et al. (2004)) handelt es sich hierbei nicht um ein mit
optischen Markern bestücktes Zeigeelement, dessen genaue Position und Ausrichtung dann
kamerabasiert bestimmt werden. Stattdessen werden die relativen Änderungen der Orien-
tierung hier direkt über den Inertialsensor bestimmt. Der Aufbau ist eher vergleichbar mit
Wilson und Shafers
”
XWand“ (Wilson und Shafer (2003)), wobei dieser für andere Anwen-
dungen gedachte Sensorstab technisch deutlich komplexer gehalten ist und daher in seinen
Möglichkeiten für einen ungeübten Benutzer intuitiv schwieriger zu überblicken und anzu-
wenden ist. Falls in IOMOS zusätzlich zur Orientierung auch die Position der Benutzerhand
bestimmt werden soll, wird hierfür der magnetfeldbasierte Positionssensor verwendet, der in
Abschnitt 5.4.5 beschrieben ist.
Mögliche Einsatzgebiete des Inertial-Joysticks sind zum einen die einfache und bequeme
Drehung von dreidimensionalen Objektmodellen in der graphischen Oberfläche durch eine
entsprechende Rotation dieses Eingabegeräts. Zum zweiten kann nach dieser Drehung unter
Verwendung der Joystick-Knöpfe die gewünschte Zielposition des Objektes bestätigt wer-
den, so dass dann das reale Objekt in der Modellierungsumgebung (mittels des Drehtellers)
bzw. das Stereokamerasystem (mittels des Drehbügels) entsprechend für weitere Aufnahmen
positioniert werden können. Eine Anwendung dieser Interaktionsmodalität zur Modellierung
stabiler Objektflächen ist in Abschnitt 5.5.4 beschrieben. Die Drehung von Objektmodellen
in der graphischen Oberfläche mittels des Inertial-Joysticks ist in Abb. 5.13 dargestellt.
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Abbildung 5.12: Joystick mit integriertem Inertialsensor
Abbildung 5.13: Einsatz des Inertial-Joysticks zur Rotation von dreidimensionalen Objekt-
modellen
Entsprechend ergeben sich bei der Einbindung dieses Gerätes in die interaktive Modellie-
rungsumgebung folgende Teilprobleme: die Kommunikation und Datenübertragung zwischen
GUI und Inertial-Joystick und die Anwendung der gemessenen Benutzerbewegungen auf das
dreidimensionale Modell in der GUI, sowie die Umsetzung der als Quaternionen ausgelesenen
Sensordaten des Inertialsensors auf die Position von Drehteller und Drehbügel.
5.4.4 Datenhandschuh mit Kraftsensorik
Das interaktive Modellierungssystem wird ergänzt durch einen Datenhandschuh CyberGlove
von Immersion mit 22 Freiheitsgraden, der zusätzlich noch mit 12 Kraftsensoren auf den
Fingern und der Handfläche bestückt ist, wie sie im Rahmen der Arbeiten von Zöllner (vgl.
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Abbildung 5.14: Datenhandschuh mit integrierter Kraftsensorik (Zöllner (2005)) und ma-
gnetfeldbasiertem Positionssensor
Zöllner (2005)) entwickelt wurden (Abb. 5.14). Diese Sensorkombination bildet die Grundlage
dafür, dass zukünftig sowohl adäquate Grifftypen bzw. Greifansatzpunkte als auch mögliche
Greifkräfte für Objekte interaktiv gelernt werden können. Im Bereich Lernen von Greifinfor-
mationen wurden u. a. einige Arbeiten von Zöllner et al. durchgeführt (einen guten Überblick
gibt auch hier Zöllner (2005)), in denen diese Objektattribute erfolgreich bestimmt wer-
den konnten. Ein Datenhandschuh mit einer entsprechenden Kraftsensorik erlaubt es dabei
auch einem ungeübten Benutzer, objektspezifische Greifinformationen schnell und intuitiv
an ein maschinelles System zu übermitteln. Eine Einbindung dieser Interaktionsmodalität in
IOMOS ermöglicht zukünftig die einfache und hinreichend genaue Bestimmung der wesent-
lichen greifspezifischen Informationen für zu modellierende Objekte und ist deshalb für An-
wendungen wie einen Serviceroboter im Haushalt empfehlenswert. Der Datenhandschuh ist
kombiniert mit einem magnetfeldbasierten Positionssensor, der als Interaktionsmöglichkeit
im nächsten Abschnitt näher erläutert wird. Derzeit wird der Datenhandschuh vorwiegend in
dieser Sensorkombination eingesetzt, um somit einen definierten Befestigungspunkt für den
magnetfeldbasierten Positionssensor auf dem Handrücken zu haben. Die eigentlichen Arbei-
ten zur Erfassung von Greifinformationen sind nicht im Rahmen der vorliegenden Arbeit
entstanden, sondern sollen hier zukünftig eingebunden werden. Details zu diesen Anwendun-
gen sind in der oben angegebenen Literatur ausführlich dargestellt.
5.4.5 Magnetfeldbasierter Positionssensor
Am Handrücken des Datenhandschuhs ist ein magnetfeldbasierter Positionssensor Fastrack
von Polhemus befestigt, wie in Abb. 5.14 zu sehen ist. Der Sensor wird in IOMOS zur inter-
aktiven Modellierung von Bewegungseinschränkungen bei Manipulationen verwendet, ins-
besondere von maximalen Geschwindigkeiten, maximalen Beschleunigungen und maximalen
Kippwinkeln von Objekten. Diese Informationen sind beispielsweise dann relevant, wenn ein
gefüllter Behälter bewegt werden soll, und sind daher bei haushaltstypischen Verrichtungen
häufig in Betracht zu ziehen. Da hier, wie oben bereits erwähnt, nur relative Bewegungen
untersucht werden, ist die Störanfälligkeit dieses Messprinzips z. B. bei metallischen Ge-
genständen in der Umgebung unkritisch, da eine systematische Verschiebung der absoluten
Positionswerte das Ergebnis nicht beeinflusst. Es ist einzig die relative Rotation zwischen
5.5. Interaktive bzw. semi-autonome Ermittlung von Objektattributen 95
Weltkoordinatensystem und Objektkoordinatensystem zu betrachten, die initial zu Beginn
einer Modellierungsphase bestimmt wird und eine Umrechnung der vom Sensor gelieferten
globalen Eulerwinkel in das lokale Koordinatensystem vorzunehmen (vgl. Kasper (2007)).
Die Ermittlung der relevanten Manipulationseinschränkungen wird in Abschnitt 5.5.6 im
Detail erläutert. Abb. 5.15 zeigt den Einsatz des magnetfeldbasierten Positionssensors zur
intuitiven Modellierung von Bewegungseinschränkungen.
Abbildung 5.15: Anwendung des magnetfeldbasierten Positionssensors zur intuitiven Objekt-
modellierung
5.5 Interaktive bzw. semi-autonome Ermittlung von
Objektattributen
Im Rahmen der vorliegenden Arbeit wurden einige Module zur interaktiven und zur semi-
autonomen Bestimmung von Objektattributen in Verbindung mit der Modellierungsumge-
bung entwickelt und implementiert, die die obigen Interaktionsmodi einsetzen. Im Folgen-
den wird die Vorgehensweise zur Ermittlung einiger dieser Attribute detailliert beschrieben.
Weitere Attribute können textuell über die graphische Benutzerschnittstelle erfasst werden,
diese werden hier nicht näher erläutert. Auch die zugrunde liegende systematische Unter-
suchung und Klassifikation von relevanten Attributen für das Aufgabenfeld
”
Küche“ kann
hier aus Platzgründen nicht im Detail dargestellt werden (siehe Abschnitt 6.3.4, für eine
ausführliche Darstellung vgl. Kasper (2007)). Ziel dieser Arbeit war es dabei, wie bereits in
Kap. 1 erläutert, ein schlüssiges Konzept zur interaktiven Modellierung zu erarbeiten und ei-
ne adäquate Objektrepräsentation zu entwerfen, wobei auch bereits bekannte Modellierungs-
und Interaktionsmethoden sinnvoll integriert werden sollten. Die im Folgenden dargestellten
Module zur Modellierung von Objektattributen wurden daher exemplarisch implementiert,
um die Möglichkeiten des Systems aufzuzeigen und besonders interessante neue Interak-
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tionsmöglichkeiten zu untersuchen. Sie dienen als Grundlage für die Systemevaluation in
Kap. 7.
5.5.1 3D-Geometrie
Für jede Art von Manipulation, Bahnplanung und viele weitere Aufgaben eines Servicero-
boters oder anderen maschinellen Systems ist ein geometrisches Modell der Umgebung und
insbesondere der vorhandenen Gegenstände unerlässlich. Eine wichtige Aufgabe in IOMOS
ist daher die zuverlässige, möglichst genaue Erfassung der 3D-Geometrie von Objekten sowie
die Abspeicherung, die Anzeige und die Bereitstellung dieser Information für den Benutzer
und für andere Systemkomponenten in einem geeigneten Format. Hierbei sind auch Perfor-
manzaspekte zu beachten, da teilweise große Datenmengen zu verarbeiten sind.
Die 3D-Geometrie von Objekten wird in IOMOS in Form einer Punktwolke mittels aktiver
Triangulation durch einen hochauflösenden Laserscanner ermittelt, der stationär in der Mo-
dellierungsumgebung integriert ist (vgl. Abschnitt 5.3 sowie Anhang A für die technischen
Daten des Geräts). Zur graphischen Darstellung für den Benutzer sowie für weitere Berech-
nungen kann diese Punktwolke bei Bedarf in ein Dreiecksnetz umgewandelt werden (vgl.
Abb. 5.16). Zur dauerhaften Speicherung der Geometriedaten werden die Punktwolken dann
als XML-Datensatz abgelegt wie in Abschnitt 4.3.2 beschrieben.
Abbildung 5.16: Punktwolke einer Tasse und zugehöriges Dreiecksnetz
Um ein vollständiges Modell einer Objektoberfläche zu erhalten, sind mehrere Aufnahmen
aus verschiedenen Blickwinkeln notwendig. Der Benutzer kann zwar jede einzelne dieser
Aufnahmen von Hand anstoßen, sinnvollerweise wird hierzu aber zunächst eine automati-
sche Serie von Aufnahmen in festen Winkelabständen durchgeführt (vgl. Ausschnitt aus der
graphischen Oberfläche zur Einstellung der Parameter in Abb. 5.17). Die einzelnen Punkt-
wolken werden dann zu einer Gesamt-Punktwolke des Objektes fusioniert und dem Benut-
zer angezeigt. Je nach Ergebnis kann der Benutzer dann bei Bedarf eine weitere Detail-
Aufnahmenserie in kleineren Winkelabständen starten oder einzelne zusätzliche Aufnahmen
initiieren, beispielsweise wenn eine konkaver Teil der Objektoberfläche nicht vollständig er-
fasst wurde oder wenn im weiteren Verlauf der Anwendung eine besonders genaue Erfassung
des Objekts aus einer bestimmten Sicht angezeigt erscheint. Ebenso können nachträglich
einzelne Aufnahmen gelöscht werden, falls diese sich als überflüssig erweisen.
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5.5.2 Objektansichten
Zur Aufnahme von Objektansichten wird das oben beschriebene Farb-Stereokamerasystem
verwendet, das so auf einem schwenkbaren Arm befestigt ist, dass auch Objektaufnahmen von
unten und von oben aus frei einstellbaren Winkelstellungen zwischen -25◦ und 80◦ möglich
sind. Zusätzlich kann das zu erfassende Objekt mittels des Drehtellers aus allen Richtun-
gen aufgenommen werden. Objektansichten aus unterschiedlichen Aufnahmerichtungen sind
eine wichtige Grundlage für eine ansichtsbasierte Objekterkennung, wie sie beispielsweise in
Azad et al. (2006) vorgenommen wird. Aus den Stereoaufnahmen kann dabei bei der wei-
teren Verarbeitung der Objektmodelle auch eine Tiefenbestimmung erfolgen. Durch die frei
einstellbare Intensität und Richtung der Beleuchtung können zudem bereits bei den Aufnah-
men der Objektansichten unterschiedliche Beleuchtungssituationen simuliert werden, was
eine spätere Anwendung der gewonnenen Objektinformationen in realen Alltagssituationen
erleichtert.
Abbildung 5.17: Graphische Bedienoberfläche zur Einstellung der Aufnahmeparameter von
3D-Geometrie und Objektansichten
Wie auch bei der Bestimmung der 3D-Objektgeometrie kann der Benutzer auch hier vorge-
ben, aus welchen Stellungen von Drehteller und Schwenkarm eine Aufnahmenserie erstellt
werden soll. Möglich ist auch hier das nachträgliche Hinzufügen von Aufnahmen aus anderen
Blickwinkeln bzw. das Löschen von nicht benötigten Aufnahmen. Beispielhafte Objektauf-
nahmen mit zugehöriger Kamerastellung sind in Abb. 5.6 dargestellt, unterschiedliche Be-
leuchtungssituationen bei der Aufnahme in Abb. 5.8 und 5.9. Abb. 5.17 zeigt die grafische
Oberfläche zur Einstellung der Aufnahmeparameter von 3D-Geometrie und Objektansichten.




Silhouette“ wird in der Bildverarbeitung der Umriss eines Objektes bezeichnet. Die-
se Informationen werden beispielsweise zur Objekterkennung verwendet. Grundsätzlich sind
unterschiedliche Verfahren zur Bestimmung von Objektsilhouetten anwendbar, insbesondere
eine Berechnung auf der Basis von Punktwolken oder aus Kameraaufnahmen mittels Blob-
suche. In der vorliegenden Arbeit wurde der zweite Weg gewählt, da die zur Verfügung
stehenden Kamerabilder von hoher Auflösung sind und zusätzlich durch den vorhandenen
schwarzen Hintergrund in der Modellierungsumgebung die Extraktion der relevanten Objekt-
blobs im Kamerabild mittels eines Region Growing-Verfahrens erleichtert wird. Als
”
Blob“
werden in der Bildverarbeitung zusammenhängende Bildpunktregionen innerhalb eines Bil-
des bezeichnet, deren Zustand sich vom Rest des Bildes, dem so genannten
”
Hintergrund“,
abgrenzen lässt. Im Folgenden handelt es sich bei den gesuchten Blobs immer um diejenigen
Bildpunkte, die den modellierten Objekten zugehörig sind. Der Hintergrund ist aufgrund
des Aufbaus der Modellierungsumgebung schwarz. Die Silhouette des Objektes ist dann der
Umriss des das Objekt beschreibenden Blobs (vgl. Abb. 5.18).
Abbildung 5.18: Kameraaufnahme eines Objektes, daraus extrahierter Objektblob und re-
sultierende Silhouette
Beim Region Growing-Verfahren handelt es sich um ein Bildsegmentierungsverfahren, bei
dem ausgehend von initialen Zellen oder Bildpunktregionen möglichst große zusammenhän-
gende Regionen in einem Bild gesucht werden. Hierzu werden gleichartige Elemente zu größe-
ren zusammenhängenden Regionen verschmolzen, indem der bereits ausgewählten Bildregion
ihre Nachbarbildpunkte hinzugefügt werden, falls diese der Region ähnlich genug sind. Sol-
cherart wird das ganze Bild durchsucht, bis alle zusammenhängenden Regionen identifiziert
werden konnten. Die Objektsilhouette kann somit autonom aus einem vorliegenden Kame-
rabild extrahiert werden und muss durch den Benutzer nur noch gegebenenfalls kontrolliert
werden.
Das eingesetzte Verfahren ist in Alg. 5.1 dargestellt. Nach einer Konvertierung in ein Schwarz-
Weiß-Bild und einer Binarisierung werden mittels einer Verkettung von morphologischen
Öffnungs- und Schließungs-Operatoren kleinere Ungenauigkeiten und fehlerhafte Bildpunk-
te im Bild entfernt. Die verbleibenden Blobs werden bestimmt und Blobs unterhalb einer
bestimmten Größe gelöscht, um kleine Artefakte aus der Bildverarbeitung und den Kame-
raaufnahmen zu entfernen. In der Praxis hat sich hier eine minimale Blobgröße von ca. zehn
Bildpunkten bewährt. Berechnet werden jeweils die Silhouette mit Größe des Objektes, An-
zahl der Silhouettenpunkte, Koordinaten der Punkte und Menge der Konturen pro Objekt
(äußere begrenzende Kontur und innenliegende Konturen um Löcher im Objekt herum, wie
beim Henkel einer Kanne).
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Eingabe: Ic /*Farbbild des Objektes*/
Ausgabe: S = {Si} /*Silhouetten*/
1: Ib ← ∅
2: Ib ← inGWumwandeln(Ic) /*Grauwertbild des Objektes erstellen*/
3: Ib ← binarisiere(Ib) /*Grauwertbild binarisieren*/
4: Ib ← öffnenUndSchließen(Ib) /*Fehler entfernen*/
5: LB ← ∅ /*Liste der Blobs anlegen*/
6: LB ← blobsBerechnen(Ib) /*Blobs berechnen*/
7: for all Bi ∈ LB do
8: if Bi < Schwellwert then
9: löschen(Bi) /*Sehr kleine Blobs löschen*/
10: else




Algorithmus 5.1: Ablauf der Silhouettenextraktion
5.5.4 Stabile Flächen
Stabile Flächen sind Flächen, auf denen ein Objekt in einem stabilen Gleichgewicht auf einer
ebenen, ausreichend großen Unterlage abgestellt werden kann. Ein Beispiel für die stabilen
Flächen eines haushaltstypischen Objektes ist in Abb. 5.19 dargestellt, wobei die zweite
Fläche entlang des Griffes der Tasse zur besseren Übersichtlichkeit nicht dargestellt wurde.
Die Information über stabile Flächen eines Objektes ist für weitere Systemkomponenten wie
z. B. Handlungsplanung oder Greifplanung unerlässlich. Es ist dabei allerdings zu beach-
ten, dass nicht alle stabilen Flächen auch tatsächlich in jeder Situation als Abstellfläche in
Betracht kommen bzw. erwünscht sind. So kann beispielsweise der obere Rand einer Tasse
als stabile Fläche betrachtet werden, ein Abstellen der Tasse mit der Öffnung nach unten
auf einem Tisch ist möglich. Die Nutzung dieser stabilen Fläche kann jedoch in einer be-
stimmten Situation (Tasse gefüllt mit heißem Kaffee) unerwünscht sein, in einer anderen
Situation jedoch sogar die einzige Abstellmöglichkeit sein, die aus dem Kontext heraus in
Frage kommt (Abstellen der verschmutzten Tasse in der Geschirrspülmaschine). Die eigent-
liche Auswahl geeigneter stabiler Flächen ist jeweils auch vor dem Hintergrund des aktuellen
Szenen- und Handlungskontextes zu sehen, die im Rahmen der interaktiven Modellierung
gelernten stabilen Flächen sind somit nur als potentielle Abstellflächen zu betrachten.
Die stabilen Flächen eines Objektes werden unter Einbeziehung des Benutzers interaktive
aus der dreidimensionalen Objektgeometrie abgeleitet, indem jeweils eine geeignete Unter-
menge der Punktwolke selektiert und daraus eine Ausgleichsebene berechnet wird. Deren
Ortsvektor und Flächennormale repräsentieren dann die jeweilige stabile Fläche (vgl. Kas-
per (2007)). Dabei wird der oben beschriebene Inertial-Joystick (Abschnitt 5.4.3) eingesetzt,
um die Darstellung der 3D-Geometrie in der graphischen Oberfläche in eine Position zu dre-
hen, bei der die zu modellierende stabile Fläche sich unten am Objekt befindet, das Objekt
sich also in der Stellung befindet, in der es üblicherweise auf dieser Fläche abgestellt würde.
Diese Position wird dann bestätigt und für die untersten Punkten der Punktwolke eine Aus-
gleichsebene berechnet. Diese wird als stabile Fläche gespeichert. Der Vorgang wird vom
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Abbildung 5.19: Potentielle stabile Flächen einer Tasse, aus: Kasper (2007)
Benutzer so lange wiederholt, bis alle gewünschten stabilen Flächen extrahiert sind. Alg. 5.2
zeigt das Vorgehen bei der interaktiven Bestimmung stabiler Flächen Schritt für Schritt.
Eingabe: P /*3D-Punktwolke des Objektes*/
Ausgabe: F /*Liste der stabilen Flächen F1, . . . , Fn.*/
1: anzeigen(P ) /*Punktwolke P einlesen und darstellen*/
2: F ← ∅
3: for all Fi mit Fi = StabileFläche do
4: /*Stabile Fläche nach unten drehen*/
5: repeat
6: drehen(P )
7: until Fi ist unten
8: P̂ ← ∅ /*Untere Objektpunkte bestimmen*/
9: for all p ∈ P, p = (px, py, pz) do
10: if pz < Schwelle then
11: hinzufügen(p, P̂ )
12: end if
13: end for
14: Fi ← berechneAusgleichsebene(P̂ ) /*Stabile Fläche berechnen (Alg. 5.3)*/
15: /*Fläche darstellen, gegebenenfalls korrigieren*/
16: anzeigen(Fi)
17: if Fi = StabileFläche then
18: hinzufügen(Fi, F )
19: else




Algorithmus 5.2: Ablauf der interaktiven Modellierung stabiler Flächen
Zur Berechnung der stabilen Fläche werden dabei diejenigen Punkte ~p ∈ P, ~p = (px, py, pz)
der Objekt-Punktwolke P verwendet, die sich in der graphischen Visualisierung unten am
Objekt befinden und somit die kleinsten z-Werte aufweisen. Zur Auswahl dieser für die
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Flächenberechnung relevanten Punkte wird zunächst eine Hilfsebene EH eingeführt, die par-

















pz > zH . (5.2)
Für alle Punkte ~p ∈ P wird jetzt der jeweilige Abstand ap zu EH bestimmt. a ist dann der
mittlere Abstand aller Punkte ~p zu EH . Zur Bestimmung der stabilen Fläche werden alle
Punkte pu ∈ P ausgewählt, für die gilt
apu ≤ f · a, f ∈ [0 . . . 1] (5.3)
f ist dabei ein frei wählbarer Faktor zwischen 0 und 1, der über die graphische Benutzer-
schnittstelle eingestellt werden kann, um mehr oder weniger Punkte zur Berechnung der
Ausgleichsebene zu selektieren. Eine kleinere Anzahl von Punkten macht dabei die Berech-
nung genauer, erfordert aber auch eine größere Präzision beim Platzieren des Objektmodells
mit dem Inertial-Joystick.
Die eigentliche Berechnung einer stabilen Fläche Fi erfolgt mittels eines Gradientenabstiegs-
verfahrens und wird vom Benutzer erst bei hinreichend guter Auswahl der der Berechnung
zugrunde liegenden Objektpunkte angestoßen. Sie ist in Alg. 5.3 zusammenfassend darge-
stellt. Die solcherart ermittelte Ebene beschreibt innerhalb der Objektgrenzen die stabile
Fläche und wird daher im Folgenden
”
stabile Ebene“ genannt.





(k · dist (E, pi))2 (5.4)
wobei pi ∈ P̂ die ausgewählten Punkte sind, E die jeweils zu bewertende Ebene und k ∈ R
ein Faktor zur Gewichtung der pi. k erlaubt es, unterhalb der aktuellen Ebene liegende
Punkte stärker zu gewichten und so zu vermeiden, dass die stabile Fläche innerhalb des
Objektes zu liegen kommt. Der Faktor k kann vom Benutzer in der graphischen Oberfläche
nach Bedarf angepasst werden.
Die Komponente zur interaktiven Modellierung stabiler Flächen ist eine Unterapplikation
der Objektmodellierungs-GUI. In ihr werden dem Benutzer nicht nur die Möglichkeit gege-
ben, alle oben angesprochenen Parameter zur Ermittlung einer stabilen Fläche einzustellen,
sondern es werden auch die aktuell zur Ermittlung ausgewählten unteren Punkte der Punkt-
wolke farbig gekennzeichnet sowie bereits ermittelte stabile Flächen dargestellt. Der Benutzer
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Eingabe: P̂ /*Menge der zur Berechnung ausgewählten Objektpunkte*/
Ausgabe: Eopt /*stabile Ebene*/
1: Eopt, E, Eneu ← ∅
2: b, bneu ← 0
3: ~pS ← 1n ·
∑n
i=1 ~pi,∀~pi ∈ P̂ /*Berechne Schwerpunkt von P̂*/






= 0 /*Wähle Ausgangsebene*/
5: bneu ← bewerte(EStart) /*Bewertungsfunktion (vgl. Gleichung 5.4)*/
6: b = bneu + 1, Eneu = EStart
7: /*Gradientenabstieg*/
8: while bneu < b do
9: b = bneu, E = Eneu
10: {E1neu, . . . , E6neu} ← variiere(E) /*Zulässige Variationen sind:*/
/*1), 2) Verschiebung in positiver und negativer Normalenrichtung*/
/*3) - 6) Positive und negative Rotation um beide Achsen*/
/*des Ebenenkoordinatensystems*/
11: for all Ekneu do
12: bkneu ← bewerte(Ekneu) /*Bewerte neue Ebenen (vgl. Gleichung 5.4)*/
13: end for
14: Eneu, bneu ← min(b1neu, . . . , b6neu) /*Bestimme beste neue Ebene*/
15: end while
16: Eopt ← E
17: return Eopt
Algorithmus 5.3: Berechnung einer stabilen Fläche aus ausgewählten Objektpunkten
hat zudem jederzeit die Möglichkeit, eine bereits bestimmte stabile Fläche zu löschen oder
zu korrigieren.
Abb. 5.20 stellt die graphische Oberfläche der Anwendung dar. Es sind drei orthographische
Ansichten sowie eine perspektivische (rechts unten) enthalten, für die jeweils mit der Maus
die Kameraposition, der Vergrößerungsfaktor und bei der perspektivischen Ansicht zusätz-
lich die Rotation eingestellt werden können. Eine beliebige dieser Ansichten kann auch als
vergrößerte Einzelansicht ausgewählt werden. Die blau eingefärbten Punkte werden zur Er-
mittlung der stabilen Fläche berücksichtigt, wobei diese Auswahl jeweils sofort bei Drehung
der Punktwolke mit dem Inertial-Joystick aktualisiert wird.
Abb. 5.21 zeigt eine Modellierungssequenz mit eingeblendeten stabilen Flächen: (1) Zunächst
wird die erste Fläche ausgewählt, indem die gewünschte Objektseite nach unten gedreht wird.
(2) Aus den blau eingefärbten Punkten wird dann eine potentielle stabile Fläche berechnet,
deren Lage durch das grüne Rechteck dargestellt wird. (3) Zur Kontrolle des Ergebnisses
wird in eine perspektivische Einzelansicht umgeschaltet. Auch hier kann das Objekt beliebig
gedreht werden. (4) Die Fläche wurde übernommen, entsprechend ist das Rechteck jetzt weiß
eingefärbt, und der Benutzer dreht bereits die nächste stabile Fläche nach unten. (5) Auch die
zweite stabile Fläche wurde berechnet und kann jetzt übernommen oder falls notwendig noch
korrigiert werden. (6) Erneut in der perspektivischen Einzelansicht zu sehen: Zwei stabile
Flächen sind bereits bestätigt, eine dritte potentielle Fläche wurde soeben berechnet. (7) Nun
sind alle Flächen berechnet, die letzte Fläche muss noch bestätigt werden. (8) Zur besseren
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Abbildung 5.20: Unterschiedliche Objektansichten in der graphischen Oberfläche zur inter-
aktiven Modellierung stabiler Flächen
Übersicht und Endkontrolle werden die stabilen Flächen teilweise ausgeblendet, so dass die
verbleibenden Flächen besser zu sehen sind. (9) und (10) Hier ist der Einfluss des Faktors f
noch einmal im Detail zu sehen. Je größer dieser Faktor ist, desto mehr Punkte werden zur
Berechnung der Fläche herangezogen, und dementsprechend besser ist die Fläche zu sehen
und einzustellen, allerdings leidet auch die Genauigkeit der Berechnung. In der graphischen
Oberfläche ist f über einen Schieberegler einstellbar.
In Abschnitt. 7.2.2 findet sich eine Evaluation dieses Vorgehens und insbesondere die Ein-
schätzung von Probanden bezüglich der Intuitivität und Bequemlichkeit der Modellierung.
5.5.5 Hauptachsen
Als Hauptachsen eines Objektes werden im Rahmen dieser Arbeit seine bevorzugten Koor-
dinatenachsen bezeichnet. Es kann sich hierbei um die Hauptträgheitsachsen handeln, wobei
der Ursprung des Hauptachsenkoordinatensystems dann im Schwerpunkt des Objektes liegt.
Allerdings kann es für manche Anwendungen nützlich sein, auch andere bevorzugte Achsen
als Hauptachsen auszuzeichnen, wobei der Ursprung des Koordinatensystems dann je nach
Anwendung sinnvoll zu wählen ist. Im Rahmen der vorliegenden Arbeit werden für ein Ob-
jekt je drei aufeinander senkrecht stehende Achsen als Hauptachsen ausgewählt, wobei in






Abbildung 5.21: Sequenz zur Modellierung der stabilen Flächen einer quaderförmigen Le-
bensmittelverpackung
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der Regel bei der Festlegung der Hauptachsen potentiell vorhandene Symmetrien berücksich-
tigt werden. Bei einem zylindrischen Objekt wie einem Glas verläuft dann eine Hauptachse
entlang der Symmetrieachse, die beiden weiteren sind beliebig (vgl. auch das Beispiel in
Abb. 5.22). Wissen über die Lage und Richtung der Hauptachsen eines Objektes kann unter
anderem bei der Objektmanipulation ausgenutzt werden.
Abbildung 5.22: Hauptachsen einer Tasse, aus: Kasper (2007)
Die Bestimmung der Hauptachsen erfolgt interaktiv mit dem Benutzer. Hierzu wird die 3D-
Geometrie des betreffenden Objektes dargestellt (vgl. Abb. 5.23), die vom Benutzer je nach
Bedarf gedreht bzw. verschoben werden kann, um eine günstige Ansicht zu erreichen. Der
Benutzer kann dann zunächst in der dreidimensionalen Darstellung durch eine translatorische
Bewegung den Ursprung des Hauptachsen-Koordinatensystems in Bezug auf das Objekt
festlegen. Danach wird durch rotatorische Bewegungen die Ausrichtung des vorgegebenen
Hauptachsen-Koordinatensystems festgelegt. Repräsentiert werden die Hauptachsen durch
den Ortsvektor des Hauptachsen-Koordinatensystems im lokalen Objektkoordinatensystem
und durch die entsprechende Richtung der Hauptachsen im lokalen Koordinatensystem.
Auch diese Unterapplikation zur interaktiven Modellierung von Hauptachsen wird von der
Hauptapplikation der graphischen Oberfläche aus aufgerufen und ist ähnlich wie die Ober-
fläche zur Ermittlung der stabilen Flächen aufgebaut. Zusätzlich zur 3D-Punktwolke werden
die bereits ausgewählten Hauptachsen farbig angezeigt, und der Benutzer kann wählen zwi-
schen translatorischen und rotatorischen Bewegungen, jeweils bezogen auf das 3D-Modell des
Objektes (um eine andere Ansicht zu erhalten) oder auf die eingeblendeten Hauptachsen (um
deren Position bzw. Orientierung anzupassen). Die oben bereits erwähnte vierfache Ansicht
mit drei orthographischen und einer perspektivischen Ansicht erleichtern es dem Benutzer,
die Lage der Achsen im dreidimensionalen Raum festzulegen.
5.5.6 Bewegungseinschränkungen bei der Manipulation
Bei der Handhabung von Objekten, insbesondere wenn sie bewegt werden, sind unterschied-
liche Bewegungseinschränkungen denkbar, die entsprechend modelliert werden müssen. Im
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Abbildung 5.23: Graphische Oberfläche zur interaktiven Bestimmung der Hauptachsen von
Objekten
Rahmen dieser Arbeit wurde beispielhaft die Modellierung von maximalen Bewegungsge-
schwindigkeiten, maximalen Bewegungsbeschleunigungen und maximalen Kippwinkeln un-
tersucht (vgl. Kasper (2007)), wie sie z. B. beim Transport von gefüllten Behältern relevant
sind. Eine Erweiterung dieser Modelle im Hinblick auf die Einbindung von Bewegungskontex-
ten (
”
volle Tasse tragen“ vs.
”
leere Tasse tragen“) wird in Becher et al. (2006) vorgeschlagen.
In diesem Bereich sind zukünftig weiterführende Arbeiten, auch zur Integration von Bewe-
gungsmodellen mit Objektmodellen, denkbar und sinnvoll.
Die max. Geschwindigkeit, max. Beschleunigung und der max. Kippwinkel eines Objektes
werden in einer gemeinsamen Unterapplikation der graphischen Benutzerschnittstelle un-
ter Verwendung des magnetfeldbasierten Positionssensors (vgl. Abschnitt 5.4.5) interaktiv
modelliert. Hierzu entscheidet der Benutzer zunächst anhand einer 3D-Darstellung der Ob-
jektpunktwolke mit eingeblendeten Koordinatenachsen, auf welche Koordinatenachsen des
Objektes sich die zu ermittelnden Einschränkungen beziehen. Anhand des real vorliegenden
Objektes kann der Benutzer dann mit einer natürlichen Bewegung die gewünschten Mani-
pulationseinschränkungen für dieses Objekt demonstrieren. Der Ablauf dieser Modellierung
ist in Alg. 5.4 dargestellt.
Zur Bestimmung der gewünschten Werte muss zunächst in den aufgezeichneten Vorführungs-
daten die Initialrotation des Sensors gegenüber dem Weltkoordinatensystem berücksichtigt
werden. Zudem müssen die Sensorwerte aus dem globalen Weltkoordinatensystem in das
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Eingabe: P /*3D-Punktwolke des Objektes*/
Ausgabe: ~Vmax = {vx,max, vy,max, vz,max} /*Max. Geschwindigkeiten*/
1: ~Amax = {ax,max, ay,max, az,max} /*Max. Beschleunigungen*/
2: ~Wmax = {Ψmax, Θmax, Φmax} /*Max. Kippwinkel*/
3: /*Auswahl der gesuchten Maximalwerte*/












7: anzeigen(P ) /*Punktwolke P einlesen und darstellen*/
8: D ← bewege(Objekt) /*Bewegungsvorführung D (P, R, t) aufnehmen*/
9: /*Bestimmung der tatsächlichen Relativrotation mit Korrektur der Initialrotation*/
10: RKorrektur = R
−1
Start
11: R′ = RKorrektur ·R
12: /*max. Geschwindigkeiten bestimmen (Alg. 5.5)*/





14: /*max. Beschleunigungen bestimmen (Alg. 5.6)*/




16: /*max. Kippwinkel bestimmen*/




18: return ~Vmax, ~Amax, ~Wmax
Algorithmus 5.4: Ablauf der interaktiven Modellierung von Manipulationseinschränkungen
Eingabe: DStart (PStart, RStart, tStart) , /*Sensordaten der Vorführung*/
1: DEnde (PEnde, REnde, tStart)
Ausgabe: ~Vmax = {vx,max, vy,max, vz,max} /*Max. Geschwindigkeiten*/
2: /*Translation in lokalen Koordinaten*/
3: ~d = ~PEnde − ~PStart






Algorithmus 5.5: Berechnung der gesuchten maximalen Geschwindigkeiten
Eingabe: ~Vmax = {vx,max, vy,max, vz,max} /*Max. Geschwindigkeiten*/
1: ∆t /*Zeitdifferenz*/






Algorithmus 5.6: Berechnung der gesuchten maximalen Beschleunigungen
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lokale Objektkoordinatensystem umgerechnet werden. Danach werden die gesuchten maxi-
malen Geschwindigkeiten (Alg. 5.5) und hieraus die maximalen Beschleunigungen bestimmt
(Alg. 5.6) sowie die gesuchten maximalen Kippwinkel berechnet. Da der verwendete ma-
gnetfeldbasierte Rotationssensor die Ergebnisse in Eulerwinkeln nach Luftfahrtkonvention
bezüglich des globalen Weltkoordinatensystems angibt, muss für die Bestimmung der ma-
ximalen Kippwinkel eine Umrechnung in das lokale Koordinatensystem erfolgen, wobei die
Rotationskorrektur bezüglich der Initialrotation aus Alg. 5.4 zu berücksichtigen ist.
Nach der Luftfahrtnorm (DIN 9300) ist die Transformation vom Weltkoordinatensystem in
das lokale Koordinatensystem zunächst um den Gierwinkel Ψ, dann um den Nickwinkel Θ
und schließlich um den Rollwinkel Φ definiert. Dabei liegt in der Flugsteuerung die xl-Achse
des lokalen Koordinatensystem entlang der Längsachse des Flugzeuges, die yl-Achse entlang
der Querachse und die zl-Achse zeigt senkrecht zu den beiden anderen Achsen nach unten.
Die Drehung um den Gierwinkel Ψ entspricht dabei einer Drehung um die zl-Achse, die
zweite Drehung um den Nickwinkel Θ einer Drehung um die neue y′l-Achse, und die letzte




0 cos Φ sin Φ
0 − sin Φ cos Φ


cos Θ 0 − sin Θ
0 1 0
sin Θ 0 cos Θ


cos Ψ sin Ψ 0





cos Θ cos Ψ cos Θ sin Ψ − sin Θ
sin Φ sin Θ cos Ψ− cos Φ sin Ψ sin Φ sin Θ sin Ψ + cos Φ cos Ψ sin Φ cos Θ
cos Φ sin Θ cos Ψ + sin Φ sin Ψ cos Φ sin Θ sin Ψ− sin Φ cos Ψ cos Φ cos Θ

(5.6)
Danach erfolgt wie in Alg. 5.4 angegeben die Einbeziehung der Initialrotation des Sensors:
R = RKorrektur ·R′. (5.7)


















Die Berechnung dieser Manipulationseinschränkungen wird durch den Benutzer in einer Un-
terapplikation der graphischen Benutzeroberfläche gestartet, die ihn als Assistent in vier
Schritten durch die Datenaufnahme und Ergebnisbestimmung führt:
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Abbildung 5.24: Assistent zur interaktiven Modellierung von Manipulationseinschränkungen,
Schritt 2: Auswahl der zu bestimmenden Manipulationseinschränkungen in Bezug auf die
angezeigten Objektkoordinatenachsen
1. Auswahl der dem Objekt zugehörigen Punktwolke
2. Auswahl der für dieses Objekt zu bestimmenden Manipulationseinschränkungen in Be-
zug auf die angezeigten Objektkoordinatenachsen durch Anklicken der jeweils gewünsch-
ten Achsen für maximale Geschwindigkeiten, maximale Beschleunigungen und maxi-
male Kippwinkel (vgl. Abb. 5.24)
3. Vorführung der Bewegungen, wobei die jeweils ermittelten Ergebnisse textuell und für
maximale Geschwindigkeiten und Beschleunigungen auch graphisch dargestellt und im
Verlauf der Vorführung in Echtzeit aktualisiert werden (vgl. Abb. 5.25)
4. Anzeige und Speichern der Ergebnisse
Mit dem verwendeten magnetfeldbasierten Positionssensor wurde in dieser Anwendung eine
Abtastfrequenz von ca. 4 Hz realisiert, was für die gegebenen Anforderungen ausreichend
war. Eine Evaluation dieses Moduls zur interaktiven Modellierung von Manipulationsein-
schränkungen erfolgt in Abschnitt 7.2.3.
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Abbildung 5.25: Assistent zur interaktiven Modellierung von Manipulationseinschränkun-
gen, Schritt 3: Vorführung der Bewegungen mit textueller und graphischer Darstellung der
ermittelten Ergebnisse in Echtzeit
5.6 Systemintegration
Die Integration der einzelnen Modellierungsverfahren zu einem Gesamtsystem wurde bereits
in den vorhergehenden Abschnitten, insbesondere in Abschnitt 5.4.1, teilweise erläutert. Hier
werden daher nur noch einige kurze weiterführende Informationen gegeben. Da alle Informa-
tionen und die Interaktion mit dem Benutzer im Hauptfenster der graphischen Oberfläche
zusammenlaufen, und die anderen Applikationen nur bei Bedarf aufgerufen werden, wer-
den auch Daten zwischen den Applikationen nur bei Bedarf ausgetauscht. Hierzu werden
die Daten an einer definierten Stelle gespeichert (vgl. Erläuterungen in Abschnitt 4.3.2) und
können von der betreffenden Empfänger-Applikation dann abgerufen werden. Hierdurch wer-
den unnötige Datentransfers vermieden, die bei den teilweise anfallenden Datenmengen das
System unnötig verlangsamen würden.
Realisiert wurde das interaktive Modellierungssystem als verteiltes System auf verschiedenen
Rechnern mit den Betriebssystemen Windows und Linux, da die notwendigen Gerätetreiber
teilweise nur unter bestimmten Betriebssystemen zur Verfügung standen. Für die Daten wur-
de aufgrund der großen Datenmengen eine separate externe Festplatte in Betrieb genommen,
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die über einen Netzwerkzugang systemweit erreichbar ist. Durch die vorhandene Netzwerkan-
bindung können auch andere Systemkomponenten auf die gelernten Objektmodelle zugreifen
und bei Bedarf Objektinstanzen erstellen oder Informationen ergänzen und verändern.
5.7 Zusammenfassung
In diesem Kapitel wurden die sensorgestützte interaktive Modellierung in IOMOS und ihre
Komponenten ausführlich vorgestellt und diskutiert. Hierzu wurden zunächst die wichtig-
sten Grundlagen der Mensch-Maschine-Interaktion aus der Literatur zusammengefasst und
die Anforderungen an eine solche Interaktion dargestellt, wie sie sich aus der konkreten
Aufgabenstellung der vorliegenden Arbeit ergeben. Danach wurde die im Rahmen der Ar-
beit entwickelte Modellierungsumgebung vorgestellt und ihre Bestandteile erläutert. Nach
einer Darstellung der unterschiedlichen möglichen Interaktionsmodi wurde die Verwendung
dieser Interaktionsmöglichkeiten exemplarisch an unterschiedlichen zu bestimmenden Objek-
tattributen vorgestellt und dabei die jeweilige Vorgehensweise und das Verfahren im Detail









Als Anwendungsbeispiel und Grundlage für die Evaluation wurde im Rahmen dieser Arbeit
beispielhaft eine Taxonomie von Begrifflichkeiten für die Domäne Küche entworfen.1 Es han-
delt sich hierbei um eine dynamische, menschenzentrierte Alltagsumgebung, mit variieren-
den Anforderungen und Verwendungsmöglichkeiten für Objekte. Bei einer solch komplexen
Domäne kann eine Domänenspezifikation naturgemäß nicht vollständig sein, sondern wird
bestimmte Bereiche intensiver abdecken als andere. Der Schwerpunkt bei dieser vorliegen-
den Spezifikation lag auf der Anwendung für einen Serviceroboter, der dem Menschen im
Haushalt, speziell in der Küche, zur Hand gehen soll. Daher wurden besonders Tätigkeiten
aufgenommen, die derzeitige Serviceroboter realistisch ausführen können, und entsprechen-
de Objekte berücksichtigt. Die entwickelte Taxonomie von Begrifflichkeiten ist beispielhaft
auf diese Aufgabenstellung zugeschnitten, um die Nutzung der hier entwickelten Objektre-
präsentation in einer realen Anwendung zu demonstrieren.
In diesem Kapitel werden zunächst einige grundlegende Begriffe und Vorgehensweisen des
Ontologieentwurfs vorgestellt. Abschnitt 6.2 gibt danach einen Überblick über die Beson-
derheiten der Domäne Küche im Bezug auf die gewählte Anwendung und diskutiert einige
Aspekte, die beim Entwurf der geforderten Domänenspezifikation zu berücksichtigen sind,
während Abschnitt 6.3 das Ergebnis dieses Entwurfs vorstellt. Das Kapitel schließt mit eini-
gen beispielhaften Objektmodellausschnitten. Die Grundlagen zum Ontologieentwurf werden
nur kurz behandelt, soweit sie im Rahmen der gegebenen Aufgabenstellung von Interesse
sind. Die Domänenspezifikation selbst dient im Rahmen dieser Arbeit zur Verdeutlichung
des Modellierungsentwurfs, und um eine mögliche Anwendung zu demonstrieren. Durch das
ganze Kapitel hindurch werden die Bestandteile der Objektrepräsentation notiert wie in
Fußnote 2 auf Seite 48 angegeben.
1Die vorliegende Arbeit fand statt im Rahmen des DFG-geförderten Sonderforschungsbereichs 588 ”Hu-
manoide Roboter – Lernende und kooperierende multimodale Roboter“. Einen Überblick über die Ziele und
bisher erreichten Ergebnisse dieses Projekts geben Becher et al. (2004), Steinhaus et al. (2004) und Dillmann
et al. (2004). In diesem Projekt soll insbesondere ein Haushaltsroboter entwickelt werden, der dem Menschen
Tätigkeiten in der Küche und im Haushalt abnimmt. Die im Rahmen der vorliegenden Arbeit entworfene
und zur Darstellung und Evaluierung der Arbeiten genutzte Domänenspezifikation knüpft daher direkt an
die Aufgabenstellung des Sonderforschungsbereichs an.
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6.1 Grundlagen des Ontologieentwurfs und Entwurfs-
entscheidungen
Nach Mädche et al. (2001) sind Ontologien
”
formale Modelle einer Anwendungsdomäne,
die dazu dienen den Austausch und das Teilen von Wissen zu erleichtern“ (Mädche et al.
(2001), S. 1). Entscheidend ist dabei, dass zum einen eine Menge von Begriffen (ein Vo-
kabular) existiert, zum anderen aber auch eine Menge von Regeln über die Beziehungen
zwischen diesen Begriffen, also eine Beschreibung der Semantik des Anwendungsbereiches.
Ontologien werden derzeit häufig verwendet in Bereichen wie dem Semantic Web, automati-
sierten Transaktionen mit großen Produktdatenbanken oder auch Wissensmanagement- und
Wissensakquise-Systemen. In der Literatur wird dabei immer wieder betont, dass Ontolo-
gien einen bestimmten Ausschnitt aus der Welt formal beschreiben, und dass Ontologien
als gemeinsame Festlegungen von Begrifflichkeiten und deren Bedeutung der Kommunikati-
on und dem Verständnis verschiedener (menschlicher und maschineller) Interaktionspartner
untereinander dienen:
”
A body of formally represented knowledge is based on a conceptualization: the
objects, concepts, and other entities that are presumed to exist in some area
of interest and the relationships that hold them [...]. A conceptualization is an
abstract, simplified view of the world that we wish to represent for some purpo-
se. [...] An ontology is an explicit specification of a conceptualization.“ (Gruber
(1993), S. 1).
”
Ontologien dienen der Verbesserung der Kommunikation zwischen menschlichen
und maschinellen Akteuren.“ (Mädche et al. (2001), S. 1).
Eine Ontologie kann dabei niemals die komplette Wirklichkeit abdecken, sondern dient immer
zur Beschreibung eines Ausschnitts der Wirklichkeit bzw. zur Formalisierung eines konkreten
Problems oder des notwendigen Wissens in Bezug auf ein bestimmte Anwendung.
Es existiert eine Fülle an Literatur zu unterschiedlichsten Aspekten von Ontologien, darun-
ter auch einige empfehlenswerte Arbeiten mit Hinweisen zum Entwurf von Ontologien, wie
beispielsweise Noy und Hafner (1997) mit einer Klassifizierung unterschiedlicher bekannter
Ontologien nach festgelegten Kriterien, Chandrasekaran et al. (1999) mit einer ausführli-
chen Bibliographie oder Noy und McGuiness (2001). Noy und McGuiness (2001) schlagen
die folgenden Schritte zum Entwurf einer Ontologie vor:
1. Domäne und Umfang der Ontologie festlegen
2. Falls möglich existierende Ontologien wiederverwenden
3. Wichtige Begriffe in der Ontologie auflisten
4. Klassen und Klassenhierarchie definieren
5. Merkmale (slots) von Klassen definieren
6. Aspekte dieser Merkmale definieren
7. Instanzen kreieren
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Hierbei ist allerdings zu beachten, dass Noy und McGuiness (2001) von einem sehr allgemein
gehaltenen Objektmodell ausgehen. Da bei der im Folgenden zu entwerfenden Domänenspe-
zifikation die im Rahmen dieser Arbeit entwickelte Objektrepräsentation verwendet werden
sollte, müssen einige dieser Schritte leicht abgewandelt werden: außer den Objektklassen
sind hier auch noch Eigenschaften, Attribute und Werttypen, Handlungen und Zustände zu
definieren sowie die Beziehungen zwischen diesen. Das Wiederverwenden einer existierenden
Ontologie (Schritt 2) war hier nicht möglich, da keine frei erhältliche Ontologie vorlag, die
den Anforderungen entsprach und die insbesondere auch kompatibel zu dieser Objektre-











(Definition von Objektklassen und von
Schablonen für Ereignisse, Attribute,
Handlungen, Zustände)
Anlegen von Objektinstanzen
Abbildung 6.1: Entwurfsschritte zur Erstellung der Domänenspezifikation
Zur Repräsentation von Ontologien werden unterschiedliche Sprachen verwendet. Einen
Überblick über die wichtigsten Repräsentations- und Anfragesprachen geben Mädche und
Motik (2003). Eine Formalisierung einer Ontologie kann allerdings meist auf unterschiedliche
Arten erfolgen, so dass die tatsächliche Auswahl eines Repräsentationsformalismus oft eher
von praktischen Gesichtspunkten als von grundsätzlichen Entscheidungen abhängt. Eine weit
verbreitete Repräsentationssprache ist die sogenannte Web Ontology Language OWL, die auf
der RDF-Syntax basiert. OWL stellt drei Beschreibungsebenen unterschiedlicher Mächtigkeit
zur Verfügung, OWL Lite, OWL DL und OWL Full. Während OWL DL durch Reduktion auf
116 Kapitel 6. Die Domäne
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Küche“ als Anwendungsszenario
Beschreibungslogik entscheidbar ist, entfällt diese Restriktion und damit die Entscheidbar-
keit bei OWL Full. OWL bietet damit je nach den spezfischen Anforderungen die Möglichkeit,
die in ihrer Komplexität adäquate Sprachebene zu verwenden. Die Modellierung von Ontolo-
gien erfolgt entweder mit einem Top-Down- oder mit einem Bottom-Up-Ansatz, ersteres über
die Einbindung einer Top-Level-Ontologie wie der IEEE Standard Upper Ontology (Pease
und Niles (2002)) oder DOLCE (Gangemi et al. (2002)), und dann immer weitergehendere
Spezialisierung, letzteres indem zunächst die zu repräsentierenden Details festgelegt werden
und dann hieraus immer weiter abstrahiert wird wie in van der Vet und Mars (1998). Im
Rahmen dieser Arbeit wurde keine Anbindung an eine Top-Level-Ontologie vorgenommen.
Der Entwurf ist aber hinreichend allgemein, so dass eine Einbindung in unterschiedliche
Top-Level-Ontologien möglich wäre. Für die Zwecke der vorliegenden Arbeit erschien ei-
ne Festlegung sowohl hinsichtlich einer geeigneten Top-Level-Ontologie als auch hinsichtlich
des Repräsentationsformalismus nicht notwendig, da die Entwicklung einer Ontologie hier
nicht selbst Gegenstand der wissenschaftlichen Untersuchung war, sondern Grundlage für
die Anwendung und Evaluation des interaktiven Objektmodellierungssystems.
Naheliegend ist die Darstellung von Ontologien in einem Markup-Language-Format wie XML
oder UML, da hierdurch die Vorteile einer flexiblen Sprache mit standardisierter Syntax
genutzt werden können. Beispiele hierfür finden sich unter anderem in Cranefield et al. (2001)
und Chella et al. (2002). Letztere befassen sich gleichzeitig mit dem Entwurf einer Ontologie
für in Gebäuden befindliche Umgebungen, die für Roboter geeignet sein soll. Allerdings
ist ihr Entwurf relativ allgemein gehalten und befasst sich nicht mit den Detailproblemen
einer Ontologie, wie sie für einen Serviceroboter zur Erledigung von Aufgaben im Haushalt
notwendig ist. Hinzu kommt, dass Chella et al. sich nicht mit dem Problem des Lernens von
Objektmodellen befassen, sondern von einer a priori-Modellierung der Ontologie und aller
semantischen Inhalte ausgehen. Dies ist aber für eine reale Anwendung untauglich, bei der
auch dynamische Umgebungen, unbekannte Objekte oder neue Aufgaben von einem Roboter
erfasst werden müssen.
6.2 Besonderheiten der Domäne Küche
Sowohl bei der Festlegung des Modellbegriffs (vgl. Diskussion in Abschnitt 3.1) als auch im
Rahmen von grundlegenden Überlegungen zu Ontologien (wie in Abschnitt 6.1) wird in der
Literatur stets die Notwendigkeit betont, die Modelle bzw. Ontologien anwendungsbezogen
zu erstellen, oder, wie Stachowiak (1973) es ausdrückt, nicht nur zu berücksichtigen,
”
wovon
etwas Modell ist, sondern auch, für wen, wann und wozu [...]“ (Stachowiak (1973), S. 133).
Im Folgenden sollen daher die wichtigsten Anforderungen und Besonderheiten der Domäne
Küche kurz untersucht werden.
Da die Küche eine in hohem Grade menschenzentrierte Anwendungsumgebung darstellt und
die zu erwartenden Aufgaben für einen Serviceroboter sich an menschlichen Handlungen
und Vorgehensweisen orientieren, sollte eine Taxonomie von Begrifflichkeiten dieser Domäne
möglichst menschliche Kategorien und Vorgehensweisen abbilden. Dies ermöglicht zum einen
eine möglichst anwendungsorientierte Verwendung der Domänenspezifikation für Dinge wie
Handlungsplanung etc., zum anderen aber auch eine möglichst einfache und effiziente Kom-
munikation mit den menschlichen Benutzern, die in dieser Domäne von großer Bedeutung
6.3. Entwurf einer Spezifikation der Domäne Küche 117
ist. Gleichzeitig ist semantisches Wissen über die verwendeten Objekte in dieser Domäne
von hoher Bedeutung. Die in gängigen Objektmodellen oftmals ausschließlich repräsentier-
ten Informationen zur Objekterkennung oder einfache geometrische Informationen genügen
hier nicht. Für typische Küchenanwendungen und -aufgaben reicht es nicht aus, Objekte zu
finden und zu erkennen, sondern ein maschinelles System muss sich auch über potentielle
Verwendungen der Objekte im klaren sein sowie darüber, in welchem Zustand sich ein Objekt
aktuell befindet und was die Bedeutung dieser Informationen ist.
Zusätzlich zu diesen grundsätzlichen Erwägungen ergeben sich in dieser Domäne auch einige
praktische Anforderungen an eine Domänenspezifikation. Zum einen sind hier funktionale
Objektaspekte wichtig, da eine hohe Verzahnung von Objekten und mit ihnen auszuführen-
den Handlungen gegeben ist. Zum zweiten sind diese Objekte teilweise stark auf bestimmte
Anwendungen spezialisiert (wie ein Korkenzieher), andererseits können viele Aufgaben in
dieser Domäne aber auch mit vordergründig sehr unterschiedlichen Objekten gelöst werden
(wie das Gießen von Blumen mit fast jedem Behälter). Weiterhin handelt es sich bei Aufgaben
in dieser Domäne oft um Routineaufgaben, die aber andererseits einen hohen Variationsgrad
aufweisen können. So ist die Aufgabe, den Tisch für eine Mahlzeit zu decken, zwar mehrmals
täglich aktuell, die eigentliche Ausführung variiert aber stark mit den konkreten Umständen
wie Personenzahl, Anlass, Anzahl der Gänge, Art der Speisen, etc., oder das Benutzen der
Mikrowelle läuft zwar im Prinzip immer gleich ab, die einzustellenden Parameter wie Dauer
und Leistung können aber von vielen Umständen abhängen. Hinzu kommt schließlich, dass
in dieser Domäne von manchen Objektklassen viele Instanzen existieren, die meist nicht
voneinander unterscheidbar sind (beispielsweise von Geschirrteilen). Eine Unterscheidung
zwischen einzelnen Instanzen kann sich dann auch erst im Lauf der Benutzung ergeben, z. B.
durch Benutzungsspuren oder den aktuellen Inhalt eines Behälters.
6.3 Entwurf einer Spezifikation der Domäne Küche
Die vorliegende Arbeit gliedert sich in einen größeren Projektzusammenhang ein, innerhalb
dessen ein Serviceroboter entwickelt werden soll, der dem Menschen in der Küche und an-
deren Haushaltsumgebungen bei alltäglichen Verrichtungen zur Hand geht. Als Grundlage
für die Evaluation und Darstellung der entwickelten Objektrepräsentation und der Ergebnis-
se aus der interaktiven Modellierungsumgebung wurde daher eine Spezifikation der Domäne
Küche entwickelt, die direkt als Grundlage für andere Systemkomponenten auf einem solchen
Robotersystem eingesetzt werden kann. Die inhaltliche Ausrichtung dieser Taxonomie von
Begrifflichkeiten trägt somit den Anforderungen der konkreten Anwendung Rechnung. Dies
beschränkt allerdings nicht die allgemeinere Anwendbarkeit der hier erzielten Ergebnisse zur
interaktiven Objektmodellerstellung, da diese nicht von der konkret eingesetzten Ontologie
abhängen. Insbesondere sind auch Erweiterungen dieser Domänenspezifikation auf andere
menschenzentrierte Einsatzbereiche (z. B. auf andere Aspekte des Einsatzbereichs
”
Haus-
halt“) und Spezialisierungen (z. B. auf den Bereich
”
Kochen“) denkbar. An dieser Stelle
kann nur ein Überblick über einige interessante Details der Spezifikation gegeben werden.
Eine im Rahmen der vorliegenden Arbeit erfolgte ausführlichere Untersuchung der zu mo-
dellierenden Attribute, ihrer Ableitung aus wichtigen Küchenhandlungen, ihrer möglichen
Repräsentationen sowie der hierfür notwendigen Werttypen ist in Kasper (2007) wieder-
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gegeben. Dort sind auch die darauf aufbauenden detaillierten Überlegungen zu sinnvollen
Interaktionsformen, die eine interaktive Modellierung dieser Attribute erlauben, dargestellt.
6.3.1 Objekte und Objekthierarchie
Um sowohl die Modellierung zu vereinfachen als auch um die Domänenspezifikation für den
Benutzer verständlich zu gestalten, wurden die zu modellierenden Küchenobjekte nicht nur
erfasst, sondern auch eine Klassenhierarchie dieser Objekte erstellt. Dies bedeutet auch,
dass Informationen wie Objekteigenschaften, Standard-Attributwerte etc. soweit als möglich
zwischen Klassen vererbt werden können. Die Abbildungen 6.2 bis 6.6 zeigen einige Aus-
schnitte aus dieser Hierarchie. Für menschenzentrierte Domänen wie eine Küche typisch ist
dabei insbesondere die Kategorie funktionale Elemente, die diejenigen Objekte bzw.
Objektbestandteile in einer Küche umfasst, die überwiegend funktionale Bedeutung haben,
z. B. Türklinken, Drehknöpfe von Elektrogeräten, Schalter etc. Hier spiegelt sich in
der gewählten Objekthierarchie bereits die Konzentration auf funktionale und semantische
Objektbestandteile wider. Je nach konkreter Anwendung, für die die Hierarchie verwendet
werden soll, können dabei natürlich andere Kategorien gewählt bzw. andere Objekte in die
Hierarchie integriert werden.
Besteck
Loeffel Messer Kuchengabel Kaffeeloeffel Gabel
Abbildung 6.2: Ausschnitt aus der Hierarchie gebräuchlicher Küchenobjekte (1): Besteck
6.3.2 Relationen zwischen Objekten
Bei Relationen zwischen Objekten ist zunächst an räumliche Relationen zu denken wie
in oder auf, aber auch an semantische Beziehungen wie die zwischen Topf und Deckel
oder zwischen Tasse und Untertasse, die häufig zusammen verwendet werden. Auch ist-
Bestandteil-von (wie im Fall von Schranktür und Schrank) und spezielle räumliche
Relationen wie bewegliche Verbindungen (wie die Verbindung zwischen Schranktür und
Schrankkorpus) treten in typischen Haushaltsumgebungen, und im speziellen in Küchen,
an unterschiedlichen Stellen auf. Als grundlegende Relationen zwischen Objekten für den
Einsatz eines Serviceroboters in einer Küche wurden deshalb die in Tab. 6.1 dargestellten
ermittelt. Diese Relationen können im Rahmen einer Szenenmodellierung als grundlegende
Beziehungen zwischen Objekten einer Szene auftreten (vgl. Abschnitt 4.2 zur Verwendung
von Objektinstanzen zur Szenenmodellierung).

















































































































































































































































































Abbildung 6.5: Ausschnitt aus der Hierarchie gebräuchlicher Küchenobjekte (4): Funktionale
Elemente




















Abbildung 6.6: Ausschnitt aus der Hierarchie gebräuchlicher Küchenobjekte (5): Geschirr










Tabelle 6.1: Wichtige Relationen zwischen Objekten in der Domäne Küche




Als das semantische Gerüst der Objektrepräsentation bilden Eigenschaften die Verbindung
zwischen Objektklassen bzw. -instanzen und ihren Attributen sowie den mit ihnen verknüpf-
ten Handlungen und Zuständen. Tab. 6.2 und 6.3 zeigen daher wichtige Objekteigenschaften
der Domäne Küche zusammen mit Beispielen von mit ihnen verbundenen Objekten, Attribu-
ten, Handlungen und Zuständen. Die ausgewählten Eigenschaften zeigen dabei auch deutlich
die funktionalen Anteile der zu modellierenden Objekte und erlauben gleichzeitig die An-
wendung dieser Objekte unter unterschiedlichen Anforderungen. Die Verbindung zwischen
Objekten und ihren Eigenschaften wird auch deutlich an den Beispielen in Abschnitt 6.4.
6.3.4 Attribute
Attribute und ihre Werte sind diejenigen Bausteine eines Objektmodells, die seine Anwen-
dung erst ermöglichen. Sie bilden den Bezug zu den eingesetzten Sensor- und Aktorsystemen,
indem die dort akquirierten bzw. verwendeten Daten direkt in Attributwerte umgerechnet
werden können, wie bei Kameraansichten. In vielen gängigen Objektmodellen sind daher
auch ausschließlich oder fast ausschließlich Informationen auf Attributebene enthalten. Da
je nach den geplanten Anwendungen viele und unterschiedliche Attribute relevant sind, ist
eine vollständige Auflistung hier weder möglich noch sinnvoll. Einige Beispiele sind in den
Tabellen 6.2 und 6.3 enthalten, und in Kap. 5 ist ausführlich die interaktive Bestimmung der
Werte einiger wichtiger Attribute vorgestellt. Im Rahmen der vorliegenden Arbeit erfolgte
eine ausführliche Untersuchung der notwendigen Attribute für einen Serviceroboter in der
Küche, ihre Herleitung aus den durchzuführenden Aufgaben sowie Überlegungen zu ihrer
Repräsentation, Darstellung und Modellierung (eine ausführliche Darstellung findet sich in
Kasper (2007)). Einen Überblick über die aus wichtigen Handlungen in Küchenumgebun-
gen abgeleiteten Objektattribute ist in Abb. 6.7 dargestellt. Im Rahmen dieser Untersu-
chung konnte auch abgeleitet werden, dass die zu erfassenden Attributwerte sich auf wenige
grundsätzliche Werttypen zurückführen lassen, die im nächsten Abschnitt dargestellt sind.
6.3.5 Werttypen
Als grundlegende Werttypen in diesem Kontext wurden die in Tab. 6.4 dargestellten Re-
präsentationsformen identifiziert (vgl. hierzu auch Kasper (2007)). Für alle Werttypen sind
dabei jeweils passende Operatoren für ihre Darstellung (z. B. eine drehbare dreidimensio-
nale Darstellung für die Punktwolken), für das Abspeichern im festgelegten XML-Format
(vgl. Abschnitt 4.3.2) und für Vergleiche (z. B. für Längenvergleiche zwischen Trajektorien)
festzulegen und zu implementieren.
6.3.6 Handlungen
Den Eigenschaften zugeordnete Handlungen sind ein weiterer grundlegender Bestandteil der
vorgeschlagenen Objektrepräsentation, da sie eine direkte Verknüpfung zwischen Objekt-


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































men wie in gängigen Program-
miersprachen
Graphen Farbgraphen, Bediengraphen für
Elektrogeräte
Vektoren Hauptachsen, maximale Kipp-
winkel, Geschwindigkeiten und
Beschleunigungen




Punktwolken 3D-Geometrie, Bounding Box
Trajektorien An- und Abrückbewegungen
Polygone Dreiecke für Dreiecksnetze
Tabelle 6.4: Wichtige Werttypen in der Domäne Küche
und Handlungswissen gestatten und so beispielsweise eine schnelle und effiziente Handlungs-
planung ermöglichen. Auf die eigentliche Repräsentation von Handlungen und das Lernen
von Handlungswissen wird im Rahmen dieser Arbeit nicht eingegangen. Weiterführende In-
formationen zu diesem Thema finden sich in Rogalla (2003) oder Zöllner (2005). Auch eine
Unterscheidung zwischen verschiedenen Abstraktionsstufen des Handlungswissens erfolgt im
Rahmen dieser Arbeit nicht. Die Objektmodelle sind aber überwiegend mit einer mittleren
Abstraktionsstufe von Handlungen verknüpft, also weder mit fein unterteilten, aktorabhängi-
gen Elementaroperatoren (vgl. die Definition bei Zöllner (2005), S. 48) noch mit komplexen
Handlungsfolgen wie
”
Tisch decken“. Letztere können bei Bedarf aus den hier gegebenen
Basishandlungen zusammengesetzt werden. Eine Untersuchung unterschiedlicher Abstrakti-
onsstufen von Alltagshandlungen sowie ein Entwurf einer semantischen Handlungsrepräsen-
tation findet sich bei Henrich (2005).
In Abb. 6.8 sind Beispiele für mit Küchenobjekten durchführbare Handlungen dargestellt, je-
weils mit ausgewählten Attributwerten für Vor- und Nachbedingungen. Weitere Handlungen
zu den aufgeführten Eigenschaften sind beispielhaft in den Tabellen 6.2 und 6.3 angegeben.
6.3.7 Zustände
Wie in Abschnitt 3.3.3 bereits beschrieben, sind Zustände eine Bezeichnung für bestimmte
Attributwertbereiche. Sie erlauben es unter anderem, eine effizientere und mehr an menschli-
chen Kommunikationsstrategien ausgerichtete Interaktion zu führen, indem beispielsweise für
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füllen [ist befüllbar]
Vorbed.: aktueller Füllstand ≤ 50%
Nachbed.: aktueller Füllstand ≥ 90%
aktueller Füllstand ≤ max. Füllstand
abstellen [ist transportierbar]
Vorbed.: stabile Fläche ist unten
Nachbed.: stabile Fläche auf Abstellfläche
stapeln [ist stapelbar]
Vorbed.: akt. Stapelhöhe < max. Stapelhöhe
Nachbed.: akt. Stapelhöhe > vorh. Stapelhöhe
Abbildung 6.8: Beispiele für Handlungen in der Domäne Küche
voll [ist befüllbar]
VOP: aktueller Füllstand ≥ 90%
lauwarm [ist erhitzbar]
VOP: akt. Temperatur ≥ 25◦C∧ akt. Temperatur ≤ 35◦C
Abbildung 6.9: Beispiele für Zustände in der Domäne Küche
die Domäne Küche Zustände wie voll, heiß oder offen in Abhängigkeit von bestimmten At-
tributwerten definiert werden. Somit ist sowohl die Wahl der zu modellierenden Zustände als
auch deren genauer Definitionsbereich stark anwendungsspezifisch. Die Tabellen 6.2 und 6.3
stellen beispielhaft auch einige mögliche Zustände in dieser Domäne und ihre Zugehörigkeit
zu bestimmten Eigenschaften dar. Abb. 6.9 zeigt exemplarisch ausgearbeitete Zustände für
Anwendungen in der Küche mitsamt möglicher zugehöriger Wertebereiche sowie ihre Zuord-
nung zu Eigenschaften.
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6.4 Exemplarische Darstellung einer Objektklasse
Im Folgenden werden beispielhaft für die entwickelten Objektmodelle einige Ausschnitte aus
einem Modell der Objektklasse Tasse dargestellt. Die interaktive Erstellung eines solchen
Modells wird dann in Abschnitt 7.4 diskutiert. Hierzu werden zunächst die Eigenschaften









Abbildung 6.10: Eigenschaften der Objektklasse Tasse
Diesen Eigenschaften werden dann zugehörige Attribute, Zustände und Handlungen zugewie-
sen. In der praktischen Umsetzung in IOMOS kann dieser Schritt auch vor der eigentlichen
Modellierung der Objektklasse erfolgen, indem Schablonen für Eigenschaften und ihre Be-
standteile angelegt werden.
Exemplarisch für die Ausarbeitung der Eigenschaften der Objektklasse Tasse ist in Abb. 6.11
ein Ausschnitt aus der Eigenschaft ist befüllbar dieser Objektklasse dargestellt. Angegeben
ist eine kleine Auswahl der zugehörigen Attribute, Handlungen und Zustände sowie für die
Attribute die jeweiligen Standardattributwerte. Die Eigenschaft ist befüllbar ist dabei in
diesem Fall spezifisch für diese spezielle Objektklasse (angedeutet durch das
”
[Tasse]“ rechts
oben im Modell) und differiert möglicherweise von der Eigenschaftsschablone ist befüllbar,
indem einzelne Attributwerte etc. an die Erfordernisse von Objekten mit dieser speziellen Ei-
genschaft angepasst sind. Weitere Spezifizierungen von Attributwerten können dann bei der
Ableitung von Objektinstanzen aus dem Objektklassenmodell erfolgen oder während der
Anwendung dieser Objektinstanzen, beispielsweise wenn sich der aktuelle Füllstand einer
Tasseninstanz ändert.
Abb. 6.12 zeigt die Handlungsbeispiele aus Abb. 6.8, die nun in die Objektklasse Tasse
eingefügt wurden. Während des Instanziierens der Handlungen beim Einsetzen in das Ob-
jektklassenmodell können die Vor- und Nachbedingungen bei Bedarf an die neuen, speziel-
leren Erfordernisse angepasst werden. Im Beispiel wurde als eine Nachbedingung zu füllen
der neue Mindestfüllstand hier etwas verringert, da zu heißen Getränken oft noch Milch
hinzugefügt wird und daher teilweise ein etwas niedrigerer Füllstand zum Abschluss einer
erfolgreichen Füllhandlung ausreicht. Außerdem zu beachten ist die Tatsache, dass in der




aktueller Füllstand = undefiniert
maximale Füllhöhe = 95%











Abbildung 6.11: Eigenschaft ist befüllbar der Objektklasse Tasse
maximaler Füllstand zu sehen ist. Dieser Attributwert wurde auch im Objektmodell nicht
als feste Zahl in die Handlung füllen eingefügt, weil er über die Zeit veränderlich ist, und
hier jeweils der aktuelle Wert dieses Attributes als Maßstab anzuwenden ist.
Einige der Objektklasse Tasse zugehörige Zustände sind in Abb. 6.13 dargestellt. Auch hier
können bei Bedarf die zur Zustandsbestimmung angewandten Vergleichsoperatoren oder de-
ren Verknüpfungen gegenüber den Zustandsschablonen angepasst werden, wenn ein Zustand
einer Eigenschaft zugeordnet wird oder auch wenn im nächsten Schritt über das Einfügen
einer Eigenschaft in ein Modell eines Objektes ein Zustand einem Objekt zugeordnet wird.
6.5 Zusammenfassung
In diesem Kapitel wurde die im Rahmen der vorliegenden Arbeit entwickelte Spezifikation
der Domäne Küche vorgestellt, die auch zur praktischen Anwendung und Evaluation der
Arbeit herangezogen wird. Hierzu wurden zunächst einige grundlegende Begriffe des Onto-
logieentwurfs geklärt und Entwurfsentscheidungen erläutert. Nach einigen grundsätzlichen
Überlegungen zu den Besonderheiten der Domäne wurden beispielhaft einige interessante
Ausschnitte aus der eigentlichen Taxonomie von Begrifflichkeiten vorgestellt, gegliedert nach
den Bestandteilen der oben vorgestellten semantischen Objektrepräsentation. Das Kapitel
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füllen [ist befüllbar, Tasse]
Vorbed.: aktueller Füllstand ≤ 50%
Nachbed.: aktueller Füllstand ≥ 80%
aktueller Füllstand ≤ max. Füllstand
abstellen [ist transportierbar, Tasse]
Vorbed.: stabile Fläche ist unten
Nachbed.: stabile Fläche auf Abstellfläche
stapeln [ist stapelbar, Tasse]
Vorbed.: akt. Stapelhöhe < max. Stapelhöhe
Nachbed.: akt. Stapelhöhe > vorh. Stapelhöhe
Abbildung 6.12: füllen, abstellen und stapeln als Beispiele für Handlungen der Objektklasse
Tasse
voll [ist befüllbar, Tasse]
VOP: aktueller Füllstand ≥ 90%
halbvoll [ist befüllbar, Tasse]
VOP: akt. Füllstand ≥ 40% ∧ akt. Füllstand ≤ 60%
leer [ist befüllbar, Tasse]
VOP: aktueller Füllstand = 0%
Abbildung 6.13: voll, halbvoll und leer als Beispiele für Zustände der Objektklasse Tasse





Eine Evaluation und Bewertung der vorgestellten Arbeiten erfolgt aufgrund des Systemscha-
rakters der Arbeit sowie der nicht durch Messungen vergleichbaren Ergebnisse überwiegend
qualitativ bzw. durch eine Auswertung von Benutzereinschätzungen. Zur Bewertung heran-
zuziehende Kriterien sind somit zum einen die Qualität der Objektrepräsentation bezüglich
Flexibilität, Praxistauglichkeit, Anwendbarkeit auf andere Kontexte etc. (vgl. Diskussion der
Anforderungen an die Objektrepräsentation in Abschnitt 3.2), zum anderen die Qualität der
interaktiven Modellierung und dabei vor allem deren Benutzerfreundlichkeit, Intuitivität,
die Qualität der erstellten Modelle und die Kombination aus autonomen und interaktiven
Modellierungsschritten (vgl. hierzu auch die Ausführungen in den Abschnitten 4.1 und 5.2).
Bei der Evaluation und Bewertung der Ergebnisse der vorliegenden Arbeit ist insbesondere
zu berücksichtigen, ob die Stichhaltigkeit der in Abschnitt 1.3 vorgestellten Thesen in dieser
Arbeit überzeugend belegt werden konnte.
7.1 Evaluation der semantischen Objektrepräsentation
Eine Untersuchung und Bewertung der semantischen Objektrepräsentation kann nicht quan-
titativ durchgeführt werden, sondern ist nur qualitativ anhand potentieller Einsatzgebiete
möglich. Eine Betrachtung der in Abschnitt 3.2 herausgearbeiteten Anforderungen an die
semantische Objektrepräsentation ergibt folgende Ergebnisse:
Verständlichkeit für den Menschen
Dieser Punkt hängt auch von den gewählten Interaktionsmodi ab (vgl. Diskussion
unten), da diese die Objektrepräsentation und somit die grundlegende Struktur von
Objektmodellen vermitteln. Es lässt sich allerdings beobachten, dass selbst nicht fach-
lich vorgebildete Benutzer nach einer kurzen Erläuterung das Konzept der semanti-
schen Strukturierung von Objekten durch deren Eigenschaften schnell erfassen und ei-
genständig auf andere Objekte und Eigenschaften übertragen können. Für das mensch-
liche Verständnis zu erstellender Objektmodelle ist es daher vorteilhaft, dass die Struk-
tur gegenüber der weit verbreiteten Attribut-Wert-Paar-Struktur vordergründig kom-
plexer gestaltet wurde, um somit auch semantische Informationen und funktionale
Verwendungsmöglichkeiten der Objekte einfach und übersichtlich zu erfassen.
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Abbildung funktionaler Objekteigenschaften
Die gewünschte Abbildung funktionaler Objektinformationen in der Objektrepräsen-
tation ergibt sich direkt aus den gewählten Objekteigenschaften mit ihren funktionalen
Bestandteilen sowie aus der Verbindung zur Handlungsmodellierung über die Integra-
tion von Wissen über ausführbare Handlungen.
Erweiterbarkeit und Flexibilität
Die Erweiterbarkeit und Flexibilität der resultierenden Objektmodelle wurde im Ver-
lauf der interaktiven Modellierung hinreichend bestätigt, indem alle Objektinformatio-
nen, die für einen Serviceroboter im Haushalt wichtig waren, im Rahmen verschiedener
Projekte mit der hier vorgestellten Objektrepräsentation modelliert, nach Bedarf er-
weitert und abgerufen werden konnten.
Formalisierbarkeit
Eine abstrakte Formalisierung der semantischen Objektrepräsentation wurde bereits in
Abschnitt 3.3 dargestellt. Die Wahl des Schlussfolgerungssystems ist dabei relativ frei,
möglich wäre z. B. die Verwendung von Beschreibungslogiken (engl.: description logics,
DL) bei entsprechender Formulierung der Inhalte.
Abbildung von Objektmodellen auf Sensordaten und umgekehrt
Die gestellte Anforderung, dass sowohl Ergebnisse der sensorischen Verarbeitung ein-
fach in die Objektmodelle integriert werden können, als auch die Objektmodelle zur
Unterstützung der sensorischen Verarbeitung verwendet werden können, wurde im Ver-
lauf der interaktiven Ermittlung von Objektattributen in Kap. 5 belegt, wo einerseits
unterschiedlichste Formen von Sensorinformationen in die Objektmodelle aufgenom-
men werden, andererseits aber auch Objektinformationen wie Wissen über die Eigen-
schaften eines Objekts zur Bestimmung der adäquaten sensorischen Verarbeitungs-
schritte herangezogen wird. Die Einbindung der auf der Grundlage dieser Objektre-
präsentation erstellten Objektmodelle in eine Roboterarchitektur und damit auch die
Verbindung von sensorischer Verarbeitung und Objektmodellen wird ausführlich auch
in Abschnitt 7.3.2 diskutiert.
Übertragbarkeit auf andere Kontexte
Die Übertragbarkeit der semantischen Objektrepräsentation auf andere Kontexte ist
aufgrund der Flexibilität der Objektrepräsentation und ihrer Anpassungsfähigkeit (in-
dem beispielsweise kontextadäquate Werttypen und eine passende Ontologie ausgewählt
werden) möglich. Durch die menschenverständliche Repräsentation und die Erfassung
von semantischen Informationen sind in allen menschenzentrierten Kontexten und An-
wendungen Vorteile zu erwarten.
Zusammenfassend lässt sich festhalten, dass die gewählte Objektrepräsentation mit ihren
semantischen und funktionalen Bestandteilen Möglichkeiten bietet, die durch eine rein geo-
metrische oder auf andere einfache Objektattribute beschränkte Repräsentation, wie sie in
anderen Arbeiten häufig verwendet wird, nicht realisiert werden können. Neben der besseren
Verständlichkeit für den Menschen, die die Kommunikation in realen Umgebungen erleich-
tert, wird auch eine Integration von Robotersystemen in eine menschenzentrierte Umgebung
erleichtert, da die Bedeutungen der dort vorhandenen Objekte und ihre Einsatzmöglichkeiten
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erfasst werden können. Dies ist eine Grundvoraussetzung z. B. für eine gelungene Handlungs-
planung, die auf nicht semantisch angereicherten Modellen nur eingeschränkt möglich ist. Die
hier vorgeschlagene semantische Objektrepräsentation führt somit zu Anwendungsmodellen
von Objekten, die deutlich erweiterte Möglichkeiten bieten.
7.2 Evaluation des multimodalen interaktiven Model-
lierungssystems
Um das interaktive Modellierungssystem IOMOS zu bewerten, erfolgen hier zunächst einige
grundsätzliche Überlegungen zur Realisierung des Systems, danach werden exemplarisch zwei
Interaktionsmodi zur Modellierung von Objektattributen evaluiert.
7.2.1 Grundsätzliche Überlegungen
Zur Bewertung des multimodalen interaktiven Modellierungssystems IOMOS ist zum einen
zu untersuchen, ob die in Abschnitt 4.1 ermittelten Anforderungen an das interaktive Mo-
dellierungssystem umgesetzt, zum anderen ob im Verlauf der Arbeit Evidenz für die in
Abschnitt 1.3 formulierten Aussagen aufgezeigt werden konnte. Dies sind insbesondere die
Annahmen, dass eine semantische Objektmodellierung in menschenzentrierten Umgebungen
nur in Interaktion mit dem Benutzer erreichbar ist; dass die Mensch-Maschine-Schnittstelle
hierbei so gestaltet werden kann, dass interaktive Objektmodellierung auch für ungeübte
Benutzer möglich ist; und dass durch bestmögliche automatische Ausnutzung von sensoriell
gewonnener Information der Benutzer weitestgehend vor Routineaufgaben bei der Objekt-
modellierung bewahrt werden kann, so dass er nur noch überwachend tätig wird oder um
dem System semantische Informationen anzubieten, die nur mit dem Hintergrundwissen
des Benutzers zu erschließen sind. Als Anforderungen an das System ergaben sich aus dem
gewählten Szenario:
Grad der Interaktivität
Die Objektmodellierung in IOMOS erfolgt benutzergesteuert, d. h. der Benutzer ent-
scheidet darüber, welche Objektteile modelliert werden. Das System schlägt dabei sinn-
volle Schritte vor, wie das gleichzeitige Einbinden voneinander abhängiger Attribute
in eine Eigenschaft. Attributwerte, die voraussichtlich korrekt und fehlerfrei autonom
bestimmt werden können, werden durch das System auch autonom erfasst. Allerdings
erfolgt der Anstoß zu diesem Modellierungsschritt ebenfalls durch den Benutzer, und
die erzielten Ergebnisse werden dem Benutzer zur Kontrolle bzw. gegebenenfalls zur
Ergänzung dargestellt. Hierdurch wird erreicht, dass der Mensch sich auf diejenigen
Schritte des Modellierungsprozesses konzentrieren kann, die seiner besonderen Auf-
merksamkeit bedürfen bzw. wo seine Kenntnisse und sein Wissen notwendig sind.
Intuitive Verständlichkeit auch für ungeschulte Benutzer
Zu berücksichtigen waren hier insbesondere die Zielgruppe und die technischen und in-
haltlichen Vorkenntnisse dieser Benutzer. Da im späteren Einsatzgebiet ein hohes Maß
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an Interaktion mit Laien zu erwarten ist, wurden die Interaktionsmöglichkeiten intuitiv
gestaltet, um auch dieser Zielgruppe eine einfache und schnell erlernbare Benutzung
des Modellierungssystems zu ermöglichen (vgl. auch die detaillierteren Untersuchungen
in den Abschnitten 7.2.2 und 7.2.3).
Ergonomische Kriterien und Bedienbarkeit
Bei der Entwicklung der Interaktionsschnittstelle wurde darauf geachtet, diese möglichst
an allgemein anerkannten Grundkriterien der Ergonomie auszurichten, wie sie in Ab-
schnitt 5.1 zusammenfassend dargestellt werden, und somit eine möglichst hohe Be-
dienbarkeit zu erreichen.
Flexibilität und Erweiterbarkeit der Objektmodelle
Dieser Anforderung wurde durch die Verwendung der eigens entwickelten semantischen
Objektrepräsentation als Grundstruktur für die Objektmodelle Rechnung getragen.
Qualität der Ergebnisse
Durch die Verwendung hochwertiger Sensorsysteme mit entsprechend hoher Genauig-
keit und Auflösung konnte eine entsprechende Qualität bei den sensoriell erfassten
Objektdaten erreicht werden.
Flexibilität und Einbindung weiterer Interaktionsmodi
Die Möglichkeit, jederzeit weitere Interaktionsmodi in IOMOS einzubinden, wird durch
eine flexible und erweiterbare Grundstruktur und entsprechende Verfahren zum Daten-
austausch gewährleistet. Für weitere interaktiv zu ermittelnde Objektattribute müssen
nur entsprechende neue Unterapplikationen erstellt und an das Hauptfenster der GUI
angebunden werden. Die flexible Objektrepräsentation ermöglicht ein problemloses
Einfügen weiterer Objektinformationen.
In IOMOS werden innovative, intuitive Interaktionsformen eingesetzt sowie Kombinationen
von intuitiven Interaktionsmodi, die spezifisch auf die zu modellierenden Objektattribute
abgestimmt sind. Nach erfolgter Modellierung werden die Attributwerte als Information für
den Benutzer wertklassenspezifisch dargestellt. Eine rein autonome Modellierung, wie sie
in manchen anderen Systemen angestrebt wird, bringt demgegenüber keinen Vorteil, da
entscheidende Teile der semantischen Objektmodelle vom Benutzer beigesteuert werden,
insbesondere Wissen über Eigenschaften und funktionales Objektwissen. Zusätzlich ist die
semi-autonome, benutzergesteuerte Modellierung einzelner Objektattribute an vielen Stellen
einem rein autonomen Ansatz überlegen, da auch hier durch Einsatz des Hintergrundwissens
des Benutzers viele Verarbeitungsschritte eingespart werden können, wie bei der Erstellung
einer vollständigen 3D-Punktwolke bei unregelmäßig geformten Objekten. Auch erlaubt es
die enge Interaktion mit dem Benutzer, speziell diejenigen Objektinformationen zu erfassen,
die für eine konkrete Anwendung in einer realen Umgebung auch benötigt werden. In diesem
Sinne können die zu Beginn der Arbeit formulierten Behauptungen im Rahmen dieser Arbeit
empirisch begründet werden.
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7.2.2 Interaktive Modellierung stabiler Flächen mit dem Inertial-
Joystick
Die Evaluierung des Moduls zur interaktiven Modellierung stabiler Flächen unter Verwen-
dung des Inertial-Joysticks umfasst zum einen den Inertial-Joystick als Interaktionsmodus
an sich, zum anderen seine Nutzung zur Modellierung stabiler Flächen (vgl. auch Kasper
(2007)). Zur ersten Frage zeigte sich bei Verwendung des Gerätes, dass zwar der Inertialsen-
sor an sich ausreichend schnell und präzise für die gewünschte Anwendung ist, dass aber die
Befestigung dieses Sensors an einem Joystick zu praktischen Problemen führt. Insbesondere
fiel manchen Versuchspersonen die präzise Steuerung des Joysticks und seine Drehung um
die jeweils gewünschte Achse schwer. Zudem führte ein Drücken der Knöpfe am Joystick,
z. B. um eine ausgewählte Orientierung zu bestätigen, immer wieder zu einem Verziehen
des Geräts und damit zur Auswahl einer gegenüber der Zielorientierung leicht verschobe-
nen Orientierung. Diese Probleme verschwanden, wenn der Inertialsensor separat verwendet
wurde und die Auswahl der gewünschten Orientierung per Mausklick erfolgte. Für zukünfti-
ge Anwendungen ist daher eine Verbesserung des Gerätes geplant, indem der Inertialsensor
möglichst kabellos in ein entsprechend verbessertes, beispielsweise kugelförmiges, Gehäuse
eingebunden wird.
Zur interaktiven Modellierung stabiler Flächen mit dem Inertialsensor wurde eine Evaluie-
rung mit Versuchspersonen durchgeführt, bei der ausschließlich diese Unterapplikation un-
tersucht und bewertet wurde. Eine beispielhafte Modellierungssequenz der stabilen Flächen
eines Objektes wurde bereits in Abb. 5.21 dargestellt. Zur Evaluation wurden insgesamt acht
Probanden gebeten, die stabilen Flächen einer quaderförmigen Lebensmittelpackung (also
insgesamt sechs Flächen) interaktiv zu modellieren, wobei aufgrund der kleinen Zahl an Ver-
suchspersonen statistisch nur Tendenzen aufgezeigt werden können. Alle Versuchsteilnehmer
verfügten über Erfahrungen im Umgang mit Rechnern und zusätzlich über unterschiedlich
umfangreiche Kenntnisse auf dem Gebiet der Objektmodellierung. Die Probanden wurden
in zwei Gruppen aufgeteilt. Beiden Gruppen wurde die Problemstellung erläutert, eine der
beiden Gruppen erhielt zusätzlich eine Einführung in die graphische Oberfläche zur Mo-
dellierung stabiler Flächen. Diese Subapplikation wurde für den Versuch getrennt von der
Haupt-GUI betrieben, um diesen Interaktionsmodus ohne störende Nebeneffekte zu unter-
suchen. Jeder Proband modellierte die stabilen Flächen des Objektes jeweils drei Mal mit
dem Inertialsensor. Aufgezeichnet wurden jeweils die zur Modellierung benötigte Zeit und
die ermittelten stabilen Flächen. Zusätzlich wurde jede Versuchsperson nach Ablauf der Mo-
dellierungsphase mit einem Fragebogen nach ihrer Einschätzung zu den folgenden Punkten
befragt:
• Inhalt der graphischen Oberfläche: Vollständigkeit, Verständlichkeit der Präsentation
• Strukturierung der graphischen Oberfläche: Übersichtlichkeit, gelungene Aufteilung
• Ergonomie der verwendeten Geräte, unabhängig von der gestellten Aufgabe
• Einsatz der Geräte für diese Aufgabe: prinzipielle Eignung, gelungene tatsächliche Ein-
bindung
• Intuitivität der graphischen Oberfläche
• Intuivität der Geräte
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Die Bewertung war dabei in Schulnoten von 1 bis 6 abzugeben. Zusätzlich wurden frei for-
mulierte Kommentare und Verbesserungsvorschläge abgefragt.
Bei der Versuchsdurchführung ergaben sich gravierende Unterschiede zwischen den beiden
Gruppen nur hinsichtlich des Ausmaßes, in dem die Möglichkeiten der graphischen Ober-
fläche zur Unterstützung eingesetzt wurden. Probanden ohne Einführung in die Bedienung
der graphischen Oberfläche waren oft nicht in der Lage, sich die unterschiedlichen Anzeige-
und Nutzungsvarianten der graphischen Oberfläche zu erschließen. Zusätzlich gab es einzelne
Probanden, die große Probleme mit der Erfassung einer dreidimensionalen Objektdarstellung
und der Zuordnung der angezeigten stabilen Flächen hatten. Hierbei handelt es sich vermut-
lich um grundsätzliche Defizite in der räumlichen Orientierung. Eine einfache Lösung hierfür
in Form einer geeigneten verständlichen Darstellung dreidimensionaler Daten existiert dabei
nicht, durch häufige Benutzung solcher Darstellungen treten aber Gewöhnungseffekte auf,
die die Benutzung erleichtern.
Bearbeitungszeit [min] 1. Modellierungs 2. Modellierungs 3. Modellierungs
durchlauf durchlauf durchlauf
Durchschnitt 7,9 5,15 3,15
Standardabweichung 5,33 2,88 2,00
Tabelle 7.1: Bearbeitungszeiten für die Modellierung der stabilen Flächen
Bei den Bearbeitungszeiten für die Modellierungsaufgabe (vgl. Tab. 7.1) zeigten sich kei-
ne offensichtlichen Unterschiede zwischen den beiden Versuchpersonengruppen. Eine Per-
son benötigte auffällig lange für die Bearbeitung, dies erklärt auch die relativ hohen Stan-
dardabweichungen. Hier wäre eine größere Zahl von Versuchspersonen notwendig, um eine
verlässliche Statistik zu erhalten. Da alle anderen Versuchspersonen aber relativ ähnliche
Bearbeitungszeiten benötigten, ist davon auszugehen, dass der Durchschnitt insgesamt aus-
sagekräftig ist und es sich bei dieser Person um einen vernachlässigbaren Ausreißer handelt.
Deutlich zu sehen ist, wie die durchschnittliche Bearbeitungszeit mit der Zahl an Durchläufen
abnimmt. Hier zeigt sich somit ein hoher Lerneffekt bei den Versuchspersonen und eine
Gewöhnung an das Interaktionsgerät. Gleichzeitig nimmt die Standardabweichung mit der
Zahl der Durchläufe stark ab. Dies lässt darauf schließen, dass Versuchspersonen, die am
Anfang besonders lang zur vollständigen Modellierung der stabilen Flächen benötigten, be-
sonders stark von einem Lern- und Gewöhnungseffekt profitierten. Falls diese Beobachtung
sich bei einer größeren Zahl von Probanden bestätigen sollte, würde dies besonders für die
Eignung des Gerätes bei Verwendung durch wenig technisch vorgebildete Benutzer spre-
chen, da hier entsprechend ein großer Lerneffekt zu erwarten wäre. Diese Benutzer sollten
in diesem Fall innerhalb weniger Modellierungsdurchläufe so geübt werden, dass sie in etwa
den Stand von besser vorgebildeten Benutzern erreichen. Die gemessenen Bearbeitungszei-
ten können allerdings nur mit Vorsicht als absolute Zeitdauern interpretiert werden, da die
Versuchspersonen aufgrund der fehlenden Vorgaben für die zu erreichende Zielgenauigkeit
der Modellierung Unterschiede in der angestrebten Bearbeitungsgenauigkeit und damit auch
der Bearbeitungszeit aufwiesen.
Bei der Beurteilung der Korrektheit der ermittelten stabilen Flächen ist zum einen die Rich-
tung der ermittelten Normalenvektoren zu betrachten, die aufgrund der Quaderform des
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Abbildung 7.1: Bezugspunkte der von den Probanden ermittelten stabilen Ebenen, farblich
getrennt nach Probanden aufgetragen (aus: Kasper (2007), S. 79)
Objektes im Idealfall jeweils parallel zu den Achsen bzw. negativen Achsenrichtungen lie-
gen müssen. Zum zweiten können die Bezugspunkte der Ebenen zwischen den Versuchs-
personen verglichen werden. Hier ergibt sich eine relativ große Variation der Bezugspunkte
(vgl. Abb. 7.1). Dies bedeutet, dass die zur Ermittlung der stabilen Flächen herangezo-
genen Punktemenge sich stark von Versuchsperson zu Versuchsperson unterschieden hat.
Ob dies die Qualität der Ergebnisse in nennenswertem Maße beeinträchtigt, müsste durch
weitere Untersuchungen geklärt werden. Die durchschnittliche Abweichung der ermittelten
Normalenvektoren von den Achsenrichtungen betrug 7,66◦ (Standardabweichung 4,69) ge-
mittelt über alle Versuchspersonen (vgl. Darstellung der ermittelten Ebenennormalen pro
Versuchsperson in Abb. 7.2). Dies ist als Grundlage für praktische Anwendungen ein gutes
Ergebnis, insbesondere da die Streuung über die Versuchspersonen relativ gering war, d. h.
es gelang allen Probanden, eine ausreichend gute Modellierung der stabilen Flächen zu er-
reichen. Auffällig war, dass die Modellierung der Stirnseiten des Quaders insgesamt deutlich
bessere Ergebnisse brachte als die Modellierung der anderen Seiten. Dies war zum Teil der
Ausgangsstellung des dreidimensionalen Quadermodells zuzuschreiben, die die Erfassung ei-
ner der beiden Stirnseiten besonders vereinfachte. Zum anderen begünstigte die Form des
Interaktionsgeräts die Modellierung dieser beiden Seiten und zudem waren die kleineren
Stirnseiten für die Versuchspersonen leichter zu halten als die vergleichsweise größeren ande-
ren Seiten. Mit einer verbesserten Version des Interaktionsgerätes sollten solche Unterschiede
geringer werden.
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Abbildung 7.2: Normalenvektoren der von den Probanden ermittelten stabilen Ebenen, farb-
lich getrennt nach Probanden aufgetragen (aus: Kasper (2007), S. 79)















Durchschnitt 2 1,875 2,875 2,25 1,625 1,5
Standardabweichung 0,53 0,83 1,36 1,39 0,74 0,53
Tabelle 7.2: Bewertung der Modellierung der stabilen Flächen durch die Versuchpersonen
Die Bewertung dieses Modellierungsverfahrens durch die Versuchspersonen ist divergent (vgl.
Darstellung der Ergebnisse in Tab. 7.2). Einerseits wurde die Intuitivität der Modellierung
mit dem Inertialsensor gelobt und in Freitext-Aussagen auch sein Einsatz zur Modellierung
von stabilen Flächen als intuitiv hervorgehoben. Andererseits wurde diese Form der Interak-
tion auch wiederholt kritisiert, da es vielen Versuchspersonen schwer fiel, den Inertialsensor
so ruhig in der Hand zu halten, wie dies für eine genaue Modellierung der stabilen Flächen
notwendig ist. Dies spiegelt sich auch in der vergleichsweise schlechten Durchschnittsnote
für die Ergonomie des Interaktionsgerätes. Hier besteht also wie oben bereits angemerkt der
Bedarf, die Interaktion mit dem Inertialsensor zu verbessern und in eine geeignetere Hard-
ware einzubinden. Insgesamt waren die Kommentare der Versuchspersonen bezüglich der
Verwendung eines Inertialsensors zur Modellierung stabiler Flächen jedoch so ermutigend,
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dass diese Interaktionsmöglichkeit mit den notwendigen Verbesserungen unbedingt weiter
angeboten werden sollte. Obwohl das Gerät als solches noch Raum für Verbesserungen lässt,
wurde sein Einsatz zur Bedienung und Modellierung der stabilen Flächen doch als einleuch-
tend und intuitiv hervorgehoben. Die graphische Oberfläche dieses Moduls wurde insgesamt
positiv bewertet, auch hier nannten die Probanden jedoch Verbesserungsvorschläge wie das
Anzeigen der Objekte als Dreiecksnetz anstatt als Punktwolke zur besseren Übersichtlich-
keit, oder die Anpassung der Form und Größe der eingeblendeten stabilen Flächen an das
tatsächliche Objekt.
7.2.3 Interaktive Modellierung von Manipulationseinschränkun-
gen mit dem magnetfeldbasierten Positionssensor
Die Evaluation der interaktiven Modellierung von Manipulationseinschränkungen mit dem
auf dem Handrücken befestigten magnetfeldbasierten Positionssensor wurde analog zur Eva-
luation der Modellierung von stabilen Flächen durchgeführt, wie sie im vorhergehenden Ab-
schnitt beschrieben wurde (vgl. auch Kasper (2007)). Hier konnten allerdings die erzielten
Ergebnisse nicht bewertet werden, da die Anwendung eine freie Wahl der vorgeführten Ma-
nipulationseinschränkungen zulässt. Im Gegensatz zur Modellierung der stabilen Flächen
konnten hier bei der Vorführung keine Unterschiede zwischen den Versuchspersonengruppen
festgestellt werden: Bei der Auswertung der Bearbeitungszeiten und bei der Beurteilung des
Systems durch die Versuchspersonen ergaben sich keine offensichtlichen Unterschiede zwi-
schen den beiden Gruppen von Versuchspersonen, so dass im Folgenden nicht mehr zwischen
ihnen unterschieden wird.
Bearbeitungszeit [min] 1. Modellierungs 2. Modellierungs 3. Modellierungs
durchlauf durchlauf durchlauf
Durchschnitt 3,75 1 1
Standardabweichung 0,89 0 0
Tabelle 7.3: Bearbeitungszeiten für die Modellierung von Manipulationseinschränkungen
Die durchschnittlichen Bearbeitungszeiten pro Durchlauf und deren Standardabweichungen
sind in Tab. 7.3 wiedergegeben. Es zeigt sich hierbei ein relativ schneller und großer Ler-
neffekt, bereits nach dem ersten Durchlauf benötigen alle Versuchspersonen nur noch ca.
1 Minute, um die gewünschten Manipulationseinschränkungen zu modellieren. Dieser Lern-
effekt ist zum einen dadurch bedingt, dass die Versuchspersonen nach dem ersten Durchlauf
den Versuchsablauf bereits kannten, zum anderen durch einen geübteren Umgang mit der
interaktiven Schnittstelle zur Datenaufnahme.
Bei der Bewertung durch die Versuchspersonen schnitt das Modellierungsverfahren durchweg
sehr gut ab. Die Ergebnisse der Befragung der Versuchspersonen sind in Tab. 7.4 abgebil-
det. Hervorzuheben sind hier vor allem die Intuitivität der Hardware sowie ihre Verwendung
zur Modellierung der Manipulationseinschränkungen – beide Aspekte wurden von den Ver-
suchspersonen äußerst positiv bewertet. Auch die graphische Oberfläche zur Modellierung
von Manipulationseinschränkungen wird als intuitiv und gut strukturiert empfunden. Dies
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Durchschnitt 1,5 1,375 1,5 1,375 1,25 1,125
Standardabweichung 0,53 0,52 0,76 0,74 0,46 0,35
Tabelle 7.4: Bewertung der Modellierung von Manipulationseinschränkungen durch die Ver-
suchpersonen
ist möglicherweise mit auf die Assistentenform zurückzuführen, die die Nutzung der gra-
phischen Oberfläche auch ohne explizite Einführung erleichtert. Dies würde auch erklären,
warum bei diesem Versuch sowohl die Personengruppe mit Einführung in die Benutzerober-
fläche als auch die Gruppe ohne Einführung etwa mit den gleichen Ergebnissen abschnitten.
Die Versuchspersonen merkten außerdem an, dass klarere Vorgaben bezüglich der durch-
zuführenden Bewegungen möglicherweise die Modellierung erleichtern könnten. Angesichts
der Tatsache, dass der Aufbau ansonsten als intuitiv und verständlich gelobt wurde, genügt
hier vermutlich die Erfahrung von wenigen Durchläufen pro Benutzer, um diese Unsicher-
heit zu beseitigen. Insgesamt lässt sich festhalten, dass der gewählte Interaktionsmodus und
die graphische Benutzerschnittstelle intuitiv und gut verständlich sind, und dass die Wahl
dieser Interaktionsmöglichkeit zur Modellierung von Manipulationseinschränkungen sich als
sinnvoll und vielversprechend erwiesen hat.
7.3 Evaluation der resultierenden Objektmodelle
Um die Qualität der hier erstellten Objektmodelle zu bewerten, muss zunächst die Frage
nach einem geeigneten Qualitätsmaß beantwortet werden. Erst wenn dieses bestimmt ist,
können Aussagen über die erreichten Ergebnisse vorgenommen werden.
7.3.1 Bewertung der Qualität der Objektmodelle
Generell bieten sich zur Bewertung von Objektmodellen unterschiedliche Qualitätsmaße an,
die je nach Hintergrund und Zielsetzung der Modellierung mehr oder weniger aussagekräftige
Ergebnisse liefern. Mögliche Bewertungskriterien können dabei sein:
Genauigkeit
Die Genauigkeit von Objektmodellen bezieht sich in der Regel auf einzelne Objektat-
tribute, z. B. die Auflösung eines 3D-Modells. Eine Bewertung nach diesem Kriterium
ist also in hohem Maße spezifisch für die verwendeten Sensorsysteme und Methoden
der Sensordatenverarbeitung und kann sich somit nur auf einzelne Details eines Ob-
jektmodells beziehen, aber nicht auf ein Objektmodell bzw. eine Objektrepräsentation
als Ganzes. Somit kommt dieses Kriterium vor allem dann zur Verwendung, wenn
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bestimmte Sensorsysteme oder innovative Vorgehensweisen zur Bestimmung von Ob-
jektattributen bewertet werden sollen. Die Evaluation von komplexen semantischen
Objektmodellen, wie sie in der vorliegenden Arbeit erstellt wurden, anhand dieses
Gütekriteriums ist daher nicht sinnvoll.
Zugriffszahlen
Eine weiteres mögliches Bewertungskriterium für Objektmodelle, die für Forschungs-
projekte zur Verfügung gestellt werden, sind die Zugriffs- bzw. Verwendungszahlen der
Modelle. Diese sind jedoch höchstens dann aussagekräftig, wenn die Verwendung direkt
quantitativ gemessen werden kann, und nur zum Vergleich verschiedener Modelle in
der gleichen Ausgangssituation. Bei unterschiedlichen Ausgangssituationen oder Ein-
satzzwecken bzw. zur grundsätzlichen Bewertung eines Typs von Objektmodellen ist
dieses Kriterium nicht geeignet, da hier die Zugriffszahlen nicht in geeigneter Relation
betrachtet werden können.
Einsatzmöglichkeiten und qualitative Verwendung
Weiterhin können als Maß für die Güte von Objektmodellen deren Einsatzmöglichkei-
ten herangezogen werden. Je mehr unterschiedlichen anderen Komponenten beispiels-
weise in einem Robotersystem die Objektmodelle wichtige Informationen liefern und
von je mehr anderen Komponenten die Modelle mit Informationen angereichert wer-
den, umso vielfältiger und flexibler sind die Objektmodelle. Es handelt sich hierbei
allerdings um ein rein qualitatives Bewertungskriterium, das insbesondere im Hinblick
auf das jeweilige Ziel der Modellierung gesehen werden muss. Es sind durchaus Ein-
satzgebiete vorstellbar, in denen möglichst einfache Objektmodelle von Nutzen sind,
die nicht mehr Information enthalten als für eine sehr spezielle Aufgabe benötigt wird.
Im Hinblick auf den Einsatz in menschenzentrierten, komplexen Umgebungen können
allerdings solche Objektmodelle als positiv bewertet werden, die möglichst vielfälti-
ge Informationen enthalten und daher für möglichst viele andere Systembestandteile
relevant sind.
Im Hinblick auf die Ziele der vorliegenden Arbeit, d. h. insbesondere auf die propagierte in-
teraktive semantische Modellierung, und auf die angestrebte Verwendung der Objektmodelle
in einem Robotersystem in einer menschenzentrierten Umgebung, ist das erste Bewertungs-
kriterium hier nicht aussagekräftig. Die Genauigkeit der Sensordaten, z. B. die Auflösung des
3D-Modells, kann nicht zur Bewertung herangezogen werden, da die eingesetzten Sensoren
hier nur exemplarisch verwendet wurden und jederzeit durch andere Sensorsysteme ersetzt
werden können. Für die semantischen und interaktiv angelegten Anteile der Objektmodelle
ist eine Bewertung nach quantitativen Maßstäben ebenfalls nicht möglich, da hier der Mo-
dellierungsvorgang an sich im Mittelpunkt der Arbeit stand (vgl. auch die Untersuchung der
interaktiven Modellierungsmodi in den Abschnitten 7.2.2 und 7.2.3). Die Ergebnisse dieses
Modellierungsvorgangs sind wiederum sehr stark abhängig vom Benutzer, vom Kontext und
von der gewünschten Anwendung, so dass hier eine qualitative Evaluation wenig sinnvoll ist.
Eine Bewertung der Objektmodelle nach den Zugriffszahlen auf die Objektmodelle ist im
Rahmen der vorliegenden Arbeit ebenfalls wenig aussagekräftig, da im Rahmen der überge-
ordneten Roboterarchitektur nicht direkt auf die Objektmodelldatenbank zugegriffen wur-
de, sondern indirekt über das aktuelle Szenenmodell (vgl. Darstellung der Architektur in
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Abb. 7.3). Gleichzeitig werden die erzeugten Objektmodelle auch über eine Internetseite
anderen Forschungsgruppen zur Verfügung gestellt. Auch hier erscheint die Angabe von Zu-
griffszahlen relativ willkürlich, da diese z. B. durch gezielte Werbung stark beeinflusst werden
können.
Somit bleibt als aussagekräftige Evaluationsmöglichkeit eine qualitative Bewertung der er-
zielten Objektmodelle im Hinblick auf ihre Verwendung und Nutzungsmöglichkeiten. Dies
erfolgt im nächsten Abschnitt sowohl in Bezug auf die konkrete eingesetzte Roboterarchi-
tektur als auch im Hinblick auf eine Verwendung der Objektmodelle, wie sie beispielsweise
über das Internet zur Verfügung gestellt werden, in anderen Arbeiten.
7.3.2 Verwendungsmöglichkeiten und Nutzung der erstellten Ob-
jektmodelle
In Kap. 4 wurden bereits die Details der IOMOS-Architektur und des Datenflusses zu und
von anderen Systemkomponenten eines Robotersystems erläutert. Hier soll daher insbeson-
dere die Verwendung der erstellten semantischen Objektmodelle innerhalb eines komplexen
Robotersystems und damit deren Bedeutung innerhalb eines solchen Systems dargestellt
werden. Die im Rahmen dieser Arbeit erstellten Objektmodelle wurden in zwei Projek-
ten aus dem Bereich Humanoide Robotik bzw. Servicerobotik eingesetzt, der
”
Deutschen
Servicerobotik Initiative“ DESIRE (gefördert vom Bundesministerium für Bildung und For-
schung) und dem Sonderforschungsbereich 588
”
Humanoide Roboter – Lernende und ko-
operierende multimodale Roboter“ (gefördert von der Deutschen Forschungsgemeinschaft
DFG). Während IOMOS im Rahmen von DESIRE hauptsächlich einzelne Objektattribute
lieferte, z. B. Objektansichten zur Erzeugung von SIFT-Features für die Objekterkennung,
wird im SFB Humanoide Roboter ein komplexeres Objektmodell eingesetzt, das für viele
anderen Systemkomponenten Bedeutung hat. Im folgenden wird daher die Verwendung der
erzeugten semantischen Objektmodelle im SFB Humanoide Roboter detailliert betrachtet.
Wie in Abb. 7.3 dargestellt, ist in der zugrundeliegenden Prozesskette des Robotersystems
das Szenenmodell das Bindeglied zwischen den in IOMOS angelegten Objektklassen und
-instanzen und den darauf zugreifenden anderen Systemkomponenten. Im Szenenmodell wird
ein Modell der jeweils aktuellen Szene aufgebaut und vorgehalten, das auch die in der Szene
vorhandenen Objekte beinhaltet. Diese werden vom Szenenmodell aus der Objektmodell-
datenbank ausgelesen und mittels einer eindeutigen Objekt-Identifikationskennung in die
aktuelle Szene eingefügt. Alle anderen Komponenten können dann bei Bedarf die gewünsch-
ten Objektinformationen über das Szenenmodell und die Objekt-Kennung auslesen. Hierbei
ist zu beachten, dass nicht alle Komponenten auf alle Objektinformationen zugreifen. Wie in
der Grafik dargestellt, werden im Gegenteil sehr unterschiedliche Informationen von den ein-
zelnen Komponenten berücksichtigt. Die Vielfältigkeit, Flexibilität und Erweiterbarkeit der
Objektrepräsentation erlaubt dabei die Modellierung dieser und weiterer sehr verschiedener
Objektinformationen. Gleichzeitig können andere Systemkomponenten auch Ergänzungen
an den Objektinstanzen in der aktuellen Szene vornehmen, beispielsweise wenn eine Kom-
ponente detektiert hat, dass sich der aktuelle Füllstand eines Objektes verändert hat (vgl.
auch Darstellung der Datenverwaltung in den Abschnitten 4.3.2 und 4.3.3). Wesentliche
Systemkomponenten, die auf die Objektmodelle zugreifen, sind:
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Abbildung 7.3: Einbindung der Objektmodelle in die Gesamtarchitektur eines Robotersy-
stems im Sonderforschungsbereich SFB 588
”
Humanoide Roboter“
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Perzeption
Die Perzeption eines Robotersystems ist eng mit seinen Objektmodellen verknüpft. De-
taillierte Objektinformationen wie die in DESIRE aus den Objektansichten abgeleite-
ten SIFT-Features sind beispielsweise für die Objekterkennung unabdingbar. Von den
Perzeptionskomponenten benötigte objektspezifische Detailinformationen wie Parame-
tersätze oder Rankings für Algorithmen können von diesen Komponenten wiederum
bei den einzelnen Objektklassen und -instanzen nach Bedarf ergänzt und später mit
diesen Objektmodellen wieder abgerufen werden.
Dialogmanager
Im Dialogmanager sind vornehmlich diejenigen Objektinformationen von Bedeutung,
die eine effiziente und erfolgreiche Kommunikation mit dem menschlichen Benutzer
ermöglichen. Da beim Entwurf der Objektrepräsentation besonderes Augenmerk darauf
gelegt wurde, die Struktur der Objektmodelle möglichst verständlich für den Menschen
zu halten, bieten sich die vorliegenden Objektmodelle hierfür geradezu an. Wesentliche
Informationen sind in diesem Zusammenhang die Namen, Eigenschaften und Attribute
von Objekten.
Intentionserkennung
Um die Intention des menschlichen Benutzers zu erkennen und adäquat zu reagieren,
muss das Robotersystem Zugriff auf Informationen wie interne Objektzustände und
potentiell mit Objekten ausführbare Handlungen haben, wie sie im Rahmen der Ob-
jektmodelle zur Verfügung gestellt werden.
Handlungsplanung
Für die Planung der Roboterhandlungen von besonderer Bedeutung sind funktionale
Informationen über die beteiligten Objekte wie z. B. mit Objekten ausführbare Hand-
lungen mit ihren Vor- und Nachbedingungen in Bezug auf Objektattribute.
Bahnplanung/Navigation
Eine erfolgreiche Bahnplanung zur Navigation ist nur möglich, wenn eine gewissen Men-
ge an geometrischen Informationen und Informationen über die Objektform vorliegt. Je
nach Situation und eingesetztem Bahnplanungsalgorithmus werden hier beispielsweise
Bounding Boxen oder 3D-Geometrien aus den Objektmodellen verwendet.
Bahnplanung/Manipulation
Die Bahnplanung zur Manipulation beinhaltet insbesondere die Planung von Arm-
bewegungen z. B. zum Greifen. Hierzu stellen die Objektmodelle Informationen zur
Verfügung wie Bewegungseinschränkungen für Objekte, d. h. maximale Geschwindig-
keiten, maximale Beschleunigungen und maximale Kippwinkel.
Greifplaner
Zur detaillierten objektspezifischen Greifplanung werden neben in Frage kommen-
den Grifftypen auch Greif-Ansatzpunkte, Greifkräfte und Anrücktrajektorien benötigt.
Diese wurden nicht im Rahmen der vorliegenden Arbeit bestimmt, da hierzu be-
reits einige Arbeiten existierten. Die in anderen Komponenten des Robotersystems
ermittelten diesbezüglichen Ergebnisse können über die oben beschriebenen Mecha-
nismen ergänzend bei den Objektmodellen abgelegt werden. Zusätzlich wurde ein Da-
tenhandschuh bereits in die Objektmodellierungsumgebung aufgenommen und somit
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die Grundlage für die Einbindung von Methoden zum Lernen von Greifinformationen
gelegt.
Abbildung 7.4: Im Internet zur Verfügung gestellte Objektmodelle mit 3D-Vorschau, Home-
page erstellt von A. Kasper
Um die im Rahmen dieser Arbeit erzielten Ergebnisse einer möglichst breiten Forschungsöffent-
lichkeit zugänglich zu machen, werden die erstellten Objektmodelle anderen Forschungspro-
jekten auch auf einer Homepage zur Verfügung gestellt.1 Auf dieser Homepage finden sich
neben Informationen zu der verwendeten Sensorik und der Modellierungsumgebung die Ob-
jektmodelle in unterschiedlicher Form. Zum Speichern bzw. zur Ansicht zur Verfügung stehen
die erzielten XML-Repräsentationen, Objektansichten, Punktwolken und Dreiecksnetze so-
wie eine Vorschau auf das dreidimensionale Objekt als Quicktime VR (aus Kameransichten
zusammengesetzt) und als VRML-Darstellung. Abb. 7.4 zeigt einen Ausschnitt aus der Ho-
mepage mit den zur Verfügung stehenden Formaten.
1http://wwwiaim.ira.uka.de/ObjectModels, Homepage erstellt von Alexander Kasper.
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7.4 Anwendungsbeispiel: Interaktive Modellierung der
Objektklasse TASSE
Im Folgenden wird der Ablauf einer vollständigen Modellierungssequenz in IOMOS anhand
einiger interessanter Ausschnitte dargestellt und erläutert (vgl. Abbildungen 7.5 bis 7.9).
Erstellt wird hier ein Objektmodell für die Objektklasse Tasse. Hierzu werden vom Be-
nutzer zunächst Schablonen für die relevanten Attribute, Handlungen und Zustände in der
graphischen Oberfläche erstellt. Diese dienen wiederum als Grundlage für das Erstellen von
Eigenschaftsschablonen, in die die jeweils passenden Attribute, Handlungen und Zustände
eingebunden werden. Dabei werden die Standardattributwerte falls notwendig angepasst. Da-
nach wird in der graphischen Benutzeroberfläche die Objektklasse Tasse mit grundlegenden
Informationen wie ihrem Namen angelegt. Dies kann bequem direkt neben der Modellie-
rungsumgebung auf dem Plasmabildschirm mit berührungssensitivem Aufsatz geschehen.
Der Objektklasse werden nun ebenfalls im Hauptfenster der GUI ihre Eigenschaften hin-
zugefügt. Hierdurch werden ihr automatisch auch die Attribute, Handlungen und Zustände
zugewiesen, die diese Eigenschaften mit sich bringen. Dabei können noch Korrekturen an
den Standard-Attributwerten erfolgen, soweit dies notwendig ist.
Anschließend wird das zu modellierende Objekt in der Modellierungsumgebung auf dem
Drehteller platziert, damit es von den dort vorhandenen Sensoren erfasst werden kann.
Grundsätzlich wird, wie oben beschrieben, diese sensorielle Erfassung immer vom Menschen
angestoßen, der auch entscheidet, welche Attributwerte in welcher Reihenfolge zu erfassen
sind. In der Praxis bewährt es sich allerdings, einige grundlegende Attributwerte wie die
dreidimensionale Punktwolke und Objektansichten zuerst zu bestimmen, da aus ihnen viele
andere Attributwerte berechnet werden. Der Benutzer legt in einem Unterfenster der GUI die
Parameter zur Aufnahme der dreidimensionalen Objektgeometrie und der Objektansichten
fest. Dies sind hier insbesondere die Winkelabstände des Drehtellers und des Kamerabügels,
in denen Aufnahmen gemacht werden sollen, sowie die gewünschten Beleuchtungssituatio-
nen. Nach Beendigung der Aufnahmen kann das Ergebnis vom Benutzer korrigiert und falls
erforderlich noch weitere Aufnahmen aus anderen Rotationswinkeln gemacht werden.
Auch die Modellierung aller weiteren Attributwerte wird zunächst im Hauptfenster der GUI
vom Benutzer angestoßen. Teilweise können die Werte direkt textuell in diesem Hauptfen-
ster eingegeben werden, wie dies oben bereits für den Objektklassennamen erfolgte. Bei
komplexeren Attributwerten öffnen sich jeweils eigene Unterdialoge, in denen eine Model-
lierung erfolgt. Dies ist beispielsweise der Fall bei der Modellierung der Hauptachsen des
Objektes (vgl. Abschnitt 5.5.5) sowie der Modellierung der stabilen Flächen, die wie in
Abschnitt 5.5.4 beschrieben abläuft. Dieser Modellierungsschritt erfolgt mit dem Inertial-
Joystick, einem neuartigen, intuitiven Interaktionsgerät. Auch die Modellierung der Mani-
pulationseinschränkungen wurde oben bereits detailliert beschrieben. Hier erfolgt nach der
Auswahl der zu betrachtenden Objektachsen eine Modellierung unter Verwendung eines ma-
gnetfeldbasierten Positionssensors. Nach Abschluss aller gewünschten Modellierungsschritte
liegt das Objekt dann vollständig im Hauptfenster der GUI vor, wo die Attributwerte soweit
als möglich direkt angezeigt werden. Das Objektklassenmodell und die Schablonen können
jederzeit in der Objektmodelldatenbank gespeichert werden und aus dieser auch später wie-
der abgerufen werden, um in der GUI erneut angezeigt, verändert oder ergänzt zu werden.
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Abbildung 7.5: Anwendungsbeispiel: Interaktive Modellierung der Objektklasse Tasse (1).
Oben: Erstellen von Attributschablonen, Mitte: Erstellen von Eigenschaftsschablonen, und
unten: Benutzerin beim Anlegen der Objektklasse auf dem berührungssensitiven Bildschirm
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Abbildung 7.6: Anwendungsbeispiel: Interaktive Modellierung der Objektklasse Tasse (2).
Oben: Hinzufügen von Eigenschaften zur Objektklasse, Mitte: Platzieren des Objektes in der
Modellierungsumgebung und unten: Auswählen der Parameter zur Erfassung der dreidimen-
sionalen Objektgeometrie und der Objektansichten und -silhouetten
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Abbildung 7.7: Anwendungsbeispiel: Interaktive Modellierung der Objektklasse Tasse (3).
Oben: Einsatz von Drehbügel, Drehteller und Beleuchtungsvariationen zur Objektmodellie-
rung, Mitte: Resultierende Punktwolke und unten: Beispiel für erfasste Objektansicht und
-silhouette
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Abbildung 7.8: Anwendungsbeispiel: Interaktive Modellierung der Objektklasse Tasse (4).
Oben: Interaktive Modellierung der Hauptachsen, Mitte: Modellierung der stabilen Flächen
durch eine Benutzerin und unten: Resultierende stabile Flächen
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Abbildung 7.9: Anwendungsbeispiel: Interaktive Modellierung der Objektklasse Tasse (5).
Oben: Auswahl der zu modellierenden Manipulationseinschränkungen, Mitte: Modellierung
dieser Attribute durch eine Benutzerin und unten: Anzeige des Objektmodells nach Ab-
schluss der Modellierung
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7.5 Bewertung der Ergebnisse
Zusammenfassend lässt sich aus den obigen Evaluierungen folgern, dass sowohl die hier ent-
wickelte semantische Objektrepräsentation als auch das interaktive Objektmodellierungssy-
stem IOMOS den an sie gestellten Erwartungen gerecht werden und gute Ergebnisse zeigen.
Zudem gelang es, die zu Beginn der Arbeit aufgestellten Thesen durch die hier erzielten
Ergebnisse zu untermauern. Die semantische Objektrepräsentation eignet sich nicht nur für
Anwendungen im Rahmen von IOMOS, sondern auch als Grundlage für andere Objektmo-
dellierungssysteme, bei denen die Repräsentation semantischer Information erforderlich ist
oder die für menschenzentrierte Umgebungen verwendet werden sollen. Mit IOMOS gelang
es nicht nur, ein vollständiges System zur interaktiven Objektmodellierung zu entwerfen
und aufzusetzen, es konnte auch die hierfür gut geeignete semantische Objektrepräsentation
integriert werden. Zudem wurden neue, intuitive Interaktionsmodi entwickelt und im Rah-
men von IOMOS mit vielversprechenden Ergebnissen eingesetzt und evaluiert. Das System
erlaubt eine äußerst flexible Objektmodellierung für unterschiedlichste Kontexte, und die
hierin erstellten Objektmodelle werden im Rahmen unterschiedlicher Projekte im Bereich
Servicerobotik, insbesondere für Anwendungen von Servicerobotern im Haushalt, eingesetzt.
Die sich aus der Evaluation und der praktischen Anwendung des Systems ergebenden wei-
terführenden Verbesserungs- und Erweiterungsmöglichkeiten werden in Abschnitt 8.3 noch
einmal zusammenfassend dargestellt. Insgesamt aber lassen die hier erzielten Ergebnisse er-
folgreiche Einsatzmöglichkeiten für die interaktive Objektmodellierung nicht nur im Bereich
der Servicerobotik erhoffen.
7.6 Zusammenfassung
Im Hinblick auf die in den vorhergehenden Kapiteln aufgestellten Kriterien und aufgezeigten
Anforderungen an die Arbeit wurden in diesem Kapitel sowohl die semantische Objektre-
präsentation als auch das interaktive Objektmodellierungssystem IOMOS untersucht und
bewertet. Hierbei ergab sich, dass die gestellten Anforderungen im Rahmen der Arbeit erfüllt
werden konnten und es zudem gelang, Evidenz für die zu Beginn der Arbeit aufgestellten
Thesen zu schaffen. Besonders detailliert wurden zwei intuitive, teilweise neuartige, Interak-
tionsmodi im Rahmen ihrer Verwendung zur interaktiven Objektmodellierung untersucht.
Auch hierbei ergaben sich hervorragende Ergebnisse und sehr ermutigende Rückmeldungen
durch die Versuchspersonen. In einer abschließenden Bewertung konnte festgehalten werden,
dass sowohl die semantische Objektrepräsentation als auch das interaktive Modellierungssy-





Bei der Modellierung von menschenzentrierten Umgebungen beispielsweise im Bereich Ser-
vicerobotik stellen sich besondere Probleme, die mit den Anforderungen, wie sie z. B. an
die Modelle eines Industrieroboters gestellt werden, nicht vergleichbar sind. Die vorliegende
Arbeit geht davon aus, dass die Objekte in einer solchen Umgebung nur dann sinnvoll mo-
delliert werden können, wenn die Modelle auch semantische Objektinformationen enthalten.
Ein zweiter Grundgedanke der Arbeit ist es, dass semantische Objektmodelle nur in Interak-
tion mit einem menschlichen Benutzer erstellt werden können. Ziel der Arbeit war es somit
zum einen, eine adäquate semantische Objektrepräsentation zu entwerfen, zum anderen ein
interaktives Modellierungssystem zu konzipieren und aufzusetzen, in dem Mensch und Ma-
schine gemeinsam Objekte auch semantisch modellieren können. Hierbei ergeben sich dann
auch spezifische Anforderungen. So soll der Benutzer unter anderem nicht mit unnötigen
Routineaufgaben überfrachtet werden, sondern sein Wissen nur dort einbringen müssen, wo
dies auch sinnvoll oder notwendig ist.
Um diese Ziele zu erreichen, wurde zunächst der Stand der Forschung in den Bereichen
semantische und interaktive Objektmodellierung sowie beim Lernen von Objektmodellen
betrachtet. Hierbei konnte festgestellt werden, dass keines der bereits existierenden Syste-
me die sich hier stellenden Anforderungen erfüllt. Im Gegenteil werden häufig nur stark
reduzierte, anwendungsspezifische Objektmodelle eingesetzt, beispielsweise rein geometri-
sche Objektmodelle. Bei der Untersuchung der gängigen Arbeiten stellte sich heraus, dass
kein umfassender Ansatz existiert, der alle notwendigen Bereiche im gleichen Maße berück-
sichtigt, insbesondere keine Arbeit zur interaktiven semantischen Objektmodellierung, die
vergleichbar umfassend ist wie der hier verfolgte Ansatz.
Ausgehend von den grundlegenden Überlegungen in Kapitel 1 wurde danach eine semantische
Objektrepräsentation entworfen, die eine flexible und für den Menschen intuitiv verständ-
liche Objektmodellierung unter Einbeziehung funktionaler Aspekte erlaubt. Ein Kernbe-
standteil dieser Repräsentation sind die so genannten Eigenschaften von Objekten, die dem
menschlichen Verständnis von Objekten und ihren Nutzungsweisen entsprechen. Objekte
im Haushalt können hierdurch mit Eigenschaften wie ist befüllbar, ist stapelbar oder
ist transportierbar belegt werden. Aus den Eigenschaften eines Objektes ergeben sich
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unmittelbar die ihm zugeordneten Attribute, Zustände und Handlungen. Attribute sind da-
bei die kleinste Modellierungseinheit, in der die gängigen Objektbeschreibungen wie 3D-
Geometrie, Bounding Box oder Ansichten modelliert werden. Zustände sind kontextabhängi-
ge natürlichsprachliche Beschreibungen von Attributwertbereichen. So kann der Zustand
heiß eine Objekttemperatur von über 50◦C bezeichnen. Handlungen schließlich bilden die
Verbindung zwischen Objektmodellen und Handlungsmodellierung, indem den Objekten po-
tentiell mit ihnen ausführbare Handlungen zugewiesen sowie deren Vor- und Nachbedingun-
gen auf Attributbasis definiert werden.
Diese semantische Objektrepräsentation bildet die Grundlage für das im Rahmen dieser Ar-
beit entwickelte Interaktive ObjektMOdellierungsSystem IOMOS. Nach Klärung der Anfor-
derungen an ein solches System, wie sie sich aus den vorhergehenden Überlegungen ergeben,
wurde zunächst die IOMOS zugrunde liegende Struktur erläutert, bevor die Besonderheiten
der Datenhaltung in IOMOS und die Implementierung der semantischen Objektrepräsenta-
tion im Detail vorgestellt wurden.
Danach wurde die sensorgestützte interaktive Objektmodellierung in IOMOS als eine weitere
wesentliche Errungenschaft der Arbeit ausführlich vorgestellt. Hierzu wurden zunächst eini-
ge wichtige allgemeine Grundlagen der Mensch-Maschine-Interaktion dargelegt und hieraus
Anforderungen an die interaktiven Komponenten in IOMOS abgeleitet. Eine Beschreibung
des Aufbaus der in dieser Arbeit entworfenen und aufgesetzten Objektmodellierungsumge-
bung und ihrer technischen Bestandteile bildete dann die Grundlage sowohl für die Vor-
stellung der vorhandenen Interaktionsmodi und ihrer potentiellen Anwendungen als auch
für die interaktive Objektmodellierung auf der Basis von zu bestimmenden Attributwerten.
Besonders hervorzuheben ist hier die Modellierung von stabilen Objektflächen mittels des
Inertial-Joysticks, eines eigens entwickelten Interaktionsgerätes, sowie die intuitive, interak-
tive Modellierung von Manipulationseinschränkungen unter Verwendung eines magnetfeld-
basierten Positionssensors. Eine kurze Darstellung zur Systemintegration schloss diesen Teil
der Arbeit ab.
Als Anwendungsbeispiel für die interaktive semantische Objektmodellierung wurde die Do-
mäne Küche betrachtet. Nach einer kurzen einleitenden Darstellung zu den Grundfragen des
Ontologieentwurfs und detaillierten Überlegungen zu den Besonderheiten dieser Domäne
wurde dann Ausschnitte aus einer im Rahmen der vorliegenden Arbeit entwickelten Taxo-
nomie von Begrifflichkeiten für Serviceroboter in der Küche vorgestellt. Dies ermöglicht zum
einen einen Einblick in die Anwendung der hier entwickelten Objektrepräsentation, zum an-
deren dient diese Domänenspezifikation aber auch als Grundlage für die Systemevaluation
im darauf folgenden Kapitel.
Zur Evaluation und Bewertung der Ergebnisse der Arbeit wurden die semantische Objekt-
repräsentation und das interaktive Objektmodellierungssystem IOMOS separat untersucht.
Für die semantische Objektrepräsentation ergab sich dabei, dass die aus den Zielen der Arbeit
heraus entwickelten Anforderungen an eine solche Repräsentation erfüllt werden konnten.
Ebenso erfüllte auch IOMOS die im Verlauf der Arbeit herausgearbeiteten Anforderungskri-
terien. Zusätzlich wurden die beiden oben genannten, besonders interessanten Interaktions-
modi einen näheren Betrachtung unterzogen: die interaktive Modellierung stabiler Flächen
mit dem Inertial-Joystick und die interaktive Modellierung von Manipulationseinschränkun-
gen mit dem magnetfeldbasierten Positionssensor. In der Evaluation mit Versuchspersonen
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ergaben sich dabei sehr gute Ergebnisse für die Intuitivität und Angemessenheit dieser inter-
aktiven Modellierungsformen sowie sehr gute Modellierungsergebnisse durch die Versuchs-
personen. Auch die Nutzungsmöglichkeiten und die Verwendung der im Rahmen der Arbeit
erstellten semantischen Objektmodelle wurden hier dargestellt und diskutiert. Abschließend
wurde hier ein Anwendungsbeispiel für eine Modellierungssequenz in IOMOS präsentiert,
die Modellierung der Objektklasse Tasse. Eine kritische Bewertung der erzielten Ergebnisse
rundete die Evaluation ab.
8.2 Diskussion
Wie im vorhergehenden Abschnitt bereits erläutert, ergab sich bei der Evaluation der einzel-
nen Bestandteile dieser Arbeit ein sehr gutes Resultat. Insbesondere konnten die semantische
Objektrepräsentation und das interaktive Objektmodellierungssystem IOMOS die gestellten
Anforderungen erfüllen. Hierbei bewährten sich auch die untersuchten Interaktionsmodi, die
teilweise für diese Arbeit neu konzipiert wurden.
Es konnten aber bei der kritischen Betrachtung der Ergebnisse der Arbeit nicht nur die
getroffenen Entwurfs- und Implementierungsentscheidungen bestätigt werden, sondern auch
Evidenz für die zu Beginn der Arbeit aufgestellten Thesen gefunden werden. Festhalten lässt
sich hierbei:
• Die Flexibilität der semantischen Objektrepräsentation und ihre intuitive Zugänglich-
keit für den menschlichen Benutzer machen einen sinnvollen Einsatz in menschenzen-
trierten, dynamischen Umgebungen wie Haushalten erst möglich. Es wurde hierbei
bewusst eine umfassende Modellierung gewählt, die sich nicht nur auf einzelne Objekt-
parameter beispielsweise für die Objekterkennung beschränkt, sondern die ein Objekt
möglichst als Ganzes mit seiner semantischen Struktur und seinen funktionalen Aspek-
ten abbildet. Das resultierende Objektmodell kann dabei immer nur in Abhängigkeit
vom gegebenen Kontext und den gestellten Anforderungen erstellt und betrachtet wer-
den.
• Aufgrund der angesprochenen Dynamik der Einsatzumgebungen müssen die Objekt-
modelle nicht nur flexibel die jeweils erforderlichen Objektbestandteile abbilden können,
sondern es müssen gegebenenfalls auch neue Informationen integriert oder bereits be-
kannte Informationen an neues Wissen angepasst werden können. Dies ist in der hier
entwickelten semantischen Objektrepräsentation ebenfalls gegeben.
• Eine Modellierung von semantischen Objektinformationen kann nur in Interaktion mit
dem Menschen erfolgen, da viele dieser Informationen für ein maschinelles System nur
schwer oder überhaupt nicht zugänglich sind. Hierzu gehören beispielsweise benutzer-
spezifisches Wissen, komplexes Handlungswissen oder kontextabhängiges Wissen.
• Die Interaktion mit dem Benutzer wird wesentlich erleichtert, wenn die Objektrepräsen-
tation an dessen Erfordernisse und Denkstrukturen angepasst wird. Durch die Abbil-
dung von Objekteigenschaften in den Objektmodellen und deren zentrale Stellung wird
das Verständnis des Benutzers für das jeweilige Objektmodell und dessen Grundstruk-
tur wesentlich erleichtert.
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• Die Integration funktionaler Objektbestandteile erweist sich für den Einsatz der Ob-
jektmodelle in realen Kontexten als unabdingbar, um z.B. eine Handlungsplanung
durchzuführen. Dabei muss Objektinformation zwingend integriert werden, gleichzeitig
ist aber die Verbindung zwischen Objekten und Handlungen in vielen gängigen Objekt-
modellen nur schwer zu bewerkstelligen. Die Verknüpfung von potentiell ausführbaren
Handlungen mit Eigenschaften erleichtert die Anbindung von Handlungsmodellen an
Objektmodelle, und die Vor- und Nachbedingungen der Handlungen im Objektmo-
dell können direkt bei der Handlungsplanung eingesetzt und über die Objektmodelle
sensorisch abgeprüft werden.
• Durch den Einsatz von innovativen, intuitiven Interaktionsmodi können auch nicht
speziell vorgebildete Benutzer Objektinformationen erfolgreich an ein interaktives Ob-
jektmodellierungssystem übermitteln. Hierbei können durch geschickte Ausnutzung
der sensoriell ermittelten Objektinformationen Routinetätigkeiten weitestgehend ver-
mieden werden, indem beispielsweise die bereits erfasste dreidimensionale Objektgeo-
metrie als Grundlage für die Ermittlung weiterer Objektattributwerte eingesetzt wird.
Dem Benutzer verbleibt hierdurch die Eingabe der semantischen Grundstruktur von
Objekten, von maschinell nicht oder nur schwer zu ermittelnder Information sowie die
vollständige Kontrolle über das System mit der Möglichkeit, Informationen jederzeit
zu löschen, zu korrigieren oder zu ergänzen.
Das solcherart ermittelte Objektwissen kann dann nutzbringend in praktischen Anwendun-
gen wie einem Serviceroboter im Haushalt integriert werden. In der vorliegenden Arbeit ge-
lang es daher, die Bedeutung sowohl einer semantischen Objektmodellierung als auch einer
gelungenen Mensch-Maschine-Interaktion zum Lernen von Objektinformationen für den Ein-
satz in realen, entsprechend komplexen und dynamischen, menschenzentrierten Umgebungen
deutlich zu machen.
8.3 Ausblick
Bei der Arbeit mit IOMOS und den daraus resultierenden Objektmodellen ergaben sich
einige wünschenswerte Verbesserungen und Ergänzungen, die im Folgenden kurz dargestellt
werden:
• Bisher können die Objektgeometrie oder Objektansichten nur durch weitere Aufnah-
men ergänzt werden, solange die Position des Objektes in der Modellierungsumgebung
noch nicht verändert wurde. Insbesondere muss, wenn das Objekt nachträglich erneut
auf dem Drehteller platziert wurde, um einzelne Aufnahmen zu ergänzen, jeweils die
komplette Aufnahmeserie neu gestartet werden, da eine Registrierung der neuen Ob-
jektposition und -rotation gegenüber der alten nicht möglich ist. Dies ist keine größere
Einschränkung, da das System die spezifizierten Aufnahmen automatisch abarbeitet,
kostet aber doch gelegentlich unnötig Zeit. Hier wäre es wünschenswert, mit Methoden
zur Registrierung von Punktwolken bzw. von Texturen veränderte Objektpositionen
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und -rotationen automatisch zu erfassen und die Winkel der neuen Aufnahmen ent-
sprechend zu korrigieren. Derzeit wird bereits an der Implementierung eines Algorith-
mus zur Punkteinpassung (engl.: Iterative Closest Point Algorithm, ICP) gearbeitet,
der diese Problematik teilweise abdecken wird.
• Bisher werden Objektattribute nur objektspezifisch abgelegt. In realen Anwendungen
ergeben sich allerdings situations- bzw. kontextabhängige oder zustandsspezifische At-
tributwerte. Hierzu gehören unter anderem Manipulationseinschränkungen wie der ma-
ximale Kippwinkel eines Behälters, der vom aktuellen Füllstand des Objektes abhängt,
oder die bereits angesprochene Auswahl valider stabiler Objektflächen, die stark mit
dem Kontext variieren kann. Ein gefülltes Glas z. B. sollte in der Regel nicht kopfüber
abgestellt werden, beim Einräumen in die Spülmaschine ist dies aber die bevorzugt
auszuwählende stabile Fläche. Hier ergibt sich Raum für Erweiterungen des Systems
und der Objektmodelle, durch deren flexibel angelegte Struktur solche ergänzenden
Informationen aber zukünftig leicht eingebunden werden können.
• Bei Bedarf können weitere Interaktionsmodi in die Modellierungsumgebung integriert
werden, so z. B. die Nutzung von Greifinformationen aus dem Datenhandschuh, für
dessen Integration bereits die Grundlagen gelegt wurden. Weiterhin bieten die be-
reits vorhandenen Interaktionsmodi Potential für andere Modellierungsanwendungen,
so sollen zukünftig anhand der mit dem Inertial-Joystick bestätigten Position wie oben
schon erläutert auch der Drehteller und der Drehbügel in die gewünschte Stellung für
die weiteren Objektaufnahmen gebracht werden.
• Gleiches gilt für die Einbindung ergänzender Sensorsysteme, die aufgrund der erweiter-
baren Struktur von IOMOS jederzeit möglich ist. Denkbar ist hier beispielsweise eine
digitale, an das Modellierungssystem angebundene Waage zur automatischen Erfas-
sung des Objektgewichts.
• Bereits in Betrieb genommene Interaktionsmodi können ebenfalls teilweise noch ver-
bessert werden, indem sie unter Ausnutzung der bisher gemachten Erfahrungen mit
der interaktiven Modellierungsumgebung noch intuitiver und benutzerfreundlicher ge-
staltet werden. Dies betrifft vor allem den eigens entwickelten Inertial-Joystick, der
von Versuchspersonen zwar als intuitiv und für die gegebene Aufgabe sehr geeignet
gelobt wurde, aber teilweise nicht mit der nötigen Präzision gedreht werden konnte.
Insbesondere das Drücken der Joystick-Knöpfe zum Bestätigen einer Position führt re-
gelmäßig zu Ungenauigkeiten. Hier ist der Aufbau eines verbesserten Gerätes geplant,
in das die bisher gemachten Erfahrungen einfließen. Zusätzlich ist an dieser Stelle auch
eine Kombination mit der Spracheingabe denkbar, um das Drücken eines Knopfes zur
Bestätigung gänzlich zu vermeiden.
Insgesamt ergaben sich im Rahmen dieser Arbeit sehr vielversprechende Ergebnisse, die
nicht nur die konzeptuelle Bedeutung einer interaktiven semantischen Objektmodellierung
belegen, sondern eine solche auch für den praktischen Einsatz empfehlen. Aufgrund dieser
Erkenntnisse bleibt zu hoffen, dass zukünftig nicht nur die aus einer solchen Modellierung
resultierenden Objektmodelle auf Servicerobotern in Haushalten und vielfältigen anderen
menschenzentrierten Umgebungen zum Einsatz kommen, sondern dass auch der Vorgang
158 Kapitel 8. Abschließende Betrachtungen
der interaktiven semantischen Modellierung selbst auf längere Sicht auf solchen Roboter-
systemen integriert werden kann. Sowohl die entsprechenden Objektmodelle als auch der
Modellierungsvorgang an sich werden der Benutzer-Akzeptanz und den Einsatzmöglichkei-
ten eines Serviceroboters sehr zugute kommen.
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Anhang A
Technische Daten der verwendeten
Hardware
A.1 Farbkameras Marlin 145C2 von Allied Vision
Technologies
Abbildung A.1: Allied Vision Technologies Marlin 145C2, aus: Allied Vision Technologies
(2007)
Technische Merkmale Marlin 145C2
Aufnahmeeinheit Progressive Scan CCD
max. Bildgröße 1392 × 1040 Pixel
Schnittstelle IEEE 1394
max. Framerate 10 Hz
Abmessungen (L × B × H) 72 mm × 44 mm × 29 mm
Gewicht < 120 g (ohne Linse)
Tabelle A.1: Technische Daten der Allied Vision Technologies Marlin 145C2 nach Allied
Vision Technologies (2007)
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A.2 Laserscanner Minolta VI-900
Abbildung A.2: Minolta VI-900, aus: Konica Minolta (2007)
Technische Merkmale VI-900
Messmethode Lasertriangulation
Objektive tele f = 25,5 mm; mittel f = 14,5 mm; weit f = 8 mm
Entfernung zum Objekt 60 cm bis 120 cm
Objektgröße max. 130 cm × 110 cm
geometrische Genauigkeit x = 0,17 mm, y = 0,17 mm, z = 0,047 mm (bei 60 cm Entfernung)
Auflösung 640 × 480
Anzahl der Messpunkte 76800 (schnell) bzw. 307200 (fein)
Messdauer 0,3 s (schnell) bzw. 2,5 s (fein)
Schnittstelle SCSI II
Abmessungen 213 mm × 413 mm × 271 mm
Gewicht ca. 11 kg
Tabelle A.2: Technische Daten des Minolta VI-900 nach Konica Minolta (2007)
A.3 Rotationseinheit Isel RF-1
Abbildung A.3: Isel RF-1, aus: Isel Automation (2007)




Min. Schrittweite (Positioniergenauigkeit) 2 arcmin
Schnittstelle seriell
Abmessungen 27,5 cm × 40 cm × 20 cm
Gewicht 14,6 kg
Tabelle A.3: Technische Daten des Isel RF-1 nach Isel Automation (2007)
A.4 Rotationsgelenk Amtec PowerCube PR 090
Abbildung A.4: Amtec PowerCube PR 090, aus: Amtec Robotics (2007)
Technische Merkmale PowerCube PR 090
Abtriebs-Nennmoment 72 Nm
Max. Abtriebsmoment 206 Nm




Abmessungen 9 cm × 9 cm × 18 cm
Gewicht 3,2 kg
Tabelle A.4: Technische Daten des Amtec PowerCube PR 090 nach Amtec Robotics (2007)
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A.5 Inertialsensor Intersense InertiaCube2









Abmessungen 28,89 mm × 24,38 mm × 33,91 mm
Gewicht 25 g
Tabelle A.5: Technische Daten des Intersense InertiaCube2 nach InterSense (2007)
A.6 Plasmadisplay Panasonic TH-50PF9EK mit
berührungssensitivem Aufsatz TY-TP50P8-S
Technische Merkmale TH-50PF9EK
Bildschirmgröße (B × H) 1106 mm × 622 mm
Anzahl Pixel 1920 x 1080
Abmessungen (B × H × T) 1210 mm × 724 mm × 95 mm
Gewicht ca. 42 kg
Tabelle A.6: Technische Daten des Panasonic TH-50PF9EK nach Panasonic (2007)




Effektiver Erkennungsbereich (B × H) 1106 mm × 622 mm
Auflösung (B × H) 2209 × 1241 Pixel
Minimale Stiftgröße (B × H) 6 mm × 6 mm
Schnittstelle USB
Abmessungen (B × H × T) 1257 mm × 773 mm × 69 mm
Gewicht ca. 5,8 kg (ohne Halterungen)
Tabelle A.7: Technische Daten des Panasonic TY-TP50P8-S nach Panasonic (2007)
A.7 Datenhandschuh Immersion CyberGlove





Datenrate 150 Hz (ungefiltert)
max. Übertragungsrate 115 kBaud
Schnittstelle RS-232
Kabellänge 3,0479 m (10 ft)
Tabelle A.8: Technische Daten des Immersion CyberGlove nach Immersion (2004)
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A.8 Magnetfeldbasierter Positionssensor Polhemus
Fastrack




Effektive Positionsgenauigkeit 0,03 in
Effektive Orientierungsgenauigkeit 0,15◦
Positionsauflösung 0,0002 in pro in Transmitter-Empfänger-Entfernung
Orientierungsauflösung 0,025◦
Verzögerung 4 ms
max. Entfernung vom Stationärteil 1,52 m
Schnittstelle RS-232, USB
Tabelle A.9: Technische Daten des Polhemus Fastrack nach Polhemus (2007)
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2.4 Repräsentation eines Objektes und seiner Funktionalitäten bei Bogoni und
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5.19 Potentielle stabile Flächen einer Tasse, aus: Kasper (2007) . . . . . . . . . . 100
5.20 Unterschiedliche Objektansichten in der graphischen Oberfläche zur interak-
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6.4 Wichtige Werttypen in der Domäne Küche . . . . . . . . . . . . . . . . . . . 126
7.1 Bearbeitungszeiten für die Modellierung der stabilen Flächen . . . . . . . . . 136
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