This study deals with the small sample likelihood based inference for the ratio of two normal variances. The small sample likelihood inference is an approximation method. The signed log-likelihood ratio statistic and the modified signed log-likelihood ratio statistic, which converge to standard normal distribution, are proposed for the normal variance ratio. Through the simulation study, the coverage probabilities of confidence interval and power of the exact, the signed log-likelihood and the modified signed loglikelihood ratio statistic will be compared. A real data example will be provided.
Introduction
The normal distribution plays an important role in statistical inference, and there are so many studies about this distribution. The statistical inference for the ratio of two normal variances arises in the areas for comparing the precision of two independent normal populations. About the ratio of two normal variances, there also exists an exact statistical inference with F statistic. This problem is simple, obvious and important.
When comparing the dispersion of two normal population, one can use the distribution table of F statistic. Since F distribution depends on degrees of freedom, the distribution table of F distribution is more than several pages. For the degrees of freedom exceed 30, the table does not have the value. In this case, one must use an interpolation to obtaining the quantile.
An approximation of a statistic to standard normal distribution has been developed in many statistical models. Since the percentile of standard normal distribution is well known, a statistic, which distributes as standard normal distribution asymptotically, may be very useful. But these statistics have the error rate depending on sample size. When the sample size is small, these approximation to standard normal distribution is quite inaccurate. For example, a signed log-likelihood ratio statistic converges to standard normal distribution with an error of O(n −1/2 ), when the sample size is small, this statistic is inaccurate.
A modified signed log-likelihood ratio statistic of Barndorff-Nielsen and Cox (1994) converges to standard normal distribution with an error of O(n −3/2 ). This statistic converges to standard normal distribution fastly, so even in small sample size, it gives accurate approximation. Wu et al. (2002) developed signed log-likelihood statistic and modified signed log-likelihood statistic for the ratio of means in two independent log-normal distributions. And they showed that the modified signed log-likelihood statistic worked well in a small sample size. Wu and Jiang (2007) studied confidence interval of effect size of paired study in normal distribution, and they developed signed log-likelihood statistic and modified signed loglikelihood statistic. They compared the length and coverage of confidence interval based on those statistics to the other approximate confidence interval. Lee et al. (2006) studied a confidence intervals for the common scale parameer in the inverse Gaussian distributions. developed a likelihood based inference for the shape parameter of Pareto distribution. proposed a likelihood based inference for the shape parameter of inverse Gaussian distribution. They developed modified signed log-likelihood statistic and showed that this statistic performed well when the sample size is small. Kang et al. (2012) developed a likelihood based inference for the ratio of parameters in two Maxwell distributions. Wong and Wu (2009) considered interval estimation of stress-strength reliability based on likelihood based inference in generalized exponential distribution. They proposed likelihood based statistic for reliability and compared coverage probabilities of confidence interval based on likelihood based statistic with exact confidence interval.
When the parameter of interest is normal variance ratio, this paper devotes to develop a signed log-likelihood statistic and a modified signed log-likelihood statistic for the parameter of interest. Even though there exists an exact statistic for this inference, to develop the highly accurate statistic which converges to standard normal distibution has a practical meaning. This paper is arranged as follows. In Section 2, the signed log-likelihood statistic and the modified signed log-likelihood statistic for normal variance ratio are developed. In Section 3, through simulation study, the coverage probabilities of proposed statistics are compared. And a real data example is given. Concluding remarks are given in Section 4.
Likelihood based statistics for normal variance ratio
Let X 1 , X 2 , · · · , X m be a random sample of size m from N (µ 1 , σ 2 1 ) and Y 1 , Y 2 , · · · , Y n be a random sample of size n from N (µ 2 , σ 2 2 ). Assume that X i and Y j are independent. The parameter of interest is σ 2 2 /σ 2 1 . Statistical inference for this parameter of interest is well known. The F statistic is used for interval estimation or testing.
Based on observations x = (x 1 , · · · , x m ) and y = (y 1 , · · · , y n ), the likelihood function for µ 1 , µ 2 , σ 2 1 and σ 2 2 is given by
To develop a statistic for normal variance ratio which converges to standard normal dis-tribution, let
and θ=(θ 1 , θ 2 , θ 3 , θ 4 )=(ψ, λ), where ψ = θ 1 and λ = (θ 2 , θ 3 , θ 4 ). Then ψ = θ 1 is a parameter of interest and λ = (θ 2 , θ 3 , θ 4 ) is a nuisance parameter. The likelihood function for θ is given by
2), the log-likelihood function for θ is given by
In the above log-likelihood (2.3), t = (t 1 , t 2 , t 3 , t 4 ) is a minimal sufficient statistic for θ.
From now on, some notations for developing likelihood based statistic is introduced. Let for i, j = 1, 2, 3, 4
the sample space derivatives
for i, j = 1, 2, 3, 4
and for i, j = 2, 3, 4
The signed log-likelihood ratio statistic of Cox and Hinkely (1974) is given by
where θ = ( ψ, λ) is the maximum likelihood estimator of θ, which is obvious, λ ψ is the constrained maximum likelihood estimator of λ = (θ 2 , θ 3 , θ 4 ) for a fixed ψ. The elements of constrained maximum likelihood estimator of λ with fixed ψ is
This signed log-likelihood ratio statistic r distributes as standard normal distribution asymptotically. According to Cox and Hinkely (1974) , r converges to standard normal distribution with the rate of O(n −1/2 ). For testing the null hypothesis of H 0 : ψ = ψ 0 with known value of ψ 0 , the null hypothesis is rejected if |r(ψ 0 )| ≥ z α/2 , where z α/2 is the upper α/2 quantile of standard normal distribution. A two-sided p-value for testing H 0 is approximately 2{1 − Φ(|r(ψ 0 )|)}, where Φ(·) is the distribution function of standard normal distribution. And the approximate 100(1 − α)% confidence interval for ψ can be obtained from
The advantage of r is that this statistic is invariant under reparametrization of ψ. However, r does not give accurate approximation to standard normal distribution, especially when the sample size is small. There exist various ways to improve the accuracy of this approximation by adjusting the signed log-likelihood ratio statistic. From now on, the modified signed log-likelihood ratio statistic, known as the r * , introduced by Barndorff-Nielsen (1986 , 1991 is considered. The modified signed log-likelihood ratio statistic, r * , has the form
where r(ψ) is given in (2.4) and
In the above u(ψ), following Barndorff-Neilsen (1991), the sample-space derivatives are defined as
and j( θ) is the observed information matrix and j λλ (ψ, λ ψ ) is the observed nuisance information matrix with ψ and constrained maximum likelihood estimate, λ ψ . From the likelihood function of θ given in (2.2), we know that this model is a full rank exponential model. Also, the log-likelihood function based on data (x, y), given in (2.3) is only related to a minimum sufficient statistic t. There is a one-to-one transformation between θ and t, and the Jacobian matrix of this transformation is ∂ θ/∂t. Therefore, the sample space derivatives with respect to θ in (2.7) can be derived based on the sample-space derivatives with respect to t. By using the fact that j( θ) = l θ; θ ( θ) and by canceling the determinant of the transformation Jacobian matrix, u in (2.7) reduces to the following form:
, where the sample-space derivatives l ;t (θ) is a column vector with the following elements :
The mixed derivatives l λ;t (θ) and l θ;t (θ) are given by 
and
Since u(ψ) can be calculated from the above results, one can obtain r * (ψ). According to Barndorff-Neilsen (1986 , 1991 , r * is approximately distributed as a standard normal distribution to the third order. Hence the p-value and confidence intervals based on r * are highly accurate. The two-sided p-value for testing H 0 : ψ = ψ 0 is approximately 2{1 − Φ(|r * (ψ 0 )|)}. The 100(1 − α)% confidence interval for ψ can be obtained from
Simulation studies and example
Simulation studies were performed to investigate the performance of the proposed methods for small sample sizes. The aim of simulation is to assess the coverage probabilities of the confidence intervals based on r, r * and exact F statistic. Moreover, the probability of type I error and powers of these three tests are also investigated.
The estimated coverage probabilities of confidence intervals produced by r, r * and F are given in Table 3 .1. In Table 3 .1, the sample size (m, n) is assumed to (3, 3), (5, 5), (5, 7), (7, 5), (10, 10), (30, 20) , (20, 30) and (40, 40) . This design of sample sizes has intention to know the performance of proposed statistics when the sample size is small or large. The value of parameter of interest is assumed to θ 1 = 0.25, 1, 4, 9. For each of possible combinations of sample size and parameter values, 10,000 random samples from two independent normal distributions were generated to calculate estimated coverage probabilities of 90% and 95% confidence interval for θ 1 with equal tail probabilities based on r, r * and F . When the sample size is large (m, n) = (40, 40), given nominal levels 0.025, 0.05, 0.95 and 0.975, the estimated coverage probabilities of r, r * and F are close to nominal levels. But when the sample size is small, the estimated coverage probabilities based on r do not achieve nominal levels. This means r is inaccurate when the sample size is small. This phenomenon is continued until the sample size reaches to (30, 30) . In contrast, the coverage probabilities of F and r * are close to nominal level even in small sample sizes such as (3, 3) or (5, 5). In some cases, the coverage probabilities of r * is closer to nominal probabilities than that of the exact F statistic. These results do not depend on the assumed values of θ 1 or nuisance parameters.
About the null hypothesis H 0 : θ 1 = 1, the probability of the type I error and the power of the test based on F , r and r * are given in Table 3 .2. In this table, the significance level α = 0.05. When the value of parameter of interest differs from 1 or the sample size become large, the power of the test increases constantly.
The power of r is the largest of them all. But the probability of the type I error of r when the sample size is small is serious. Until the sample size increases from (3, 3) to (30, 20) , the probability of type I error of r is too big. Specially, when (m, n) = (3, 3), (5, 5), (5, 7), (7, 5), the probability of type I error is almost two times of significance level.
But the behaviors of type I error and power based on F and r * are almost similar. The probability of type I error of r * , when the sample size (m, n) = (3, 3) or (5, 5), differs only two decimal points below from given significance level. Conclusively, one can use r * instead of F even in small sample size.
The real data example is a bioavailability study of parallel-group experiment of 20 subjects to compare a new test formulation (m = 10) with a reference formulation (n = 10) of a drug product. This data is called as C max data and was analyzed by Wu et al. (2002) . They assumed the distribution of the data as a lognormal distribution. The C max data is given below. For the above data, the Shapiro-Wilk tests for the nomality on the log-transformed data give a p-value of 0.595 for the "New" group and a p-value of 0.983 for "Reference" group. The exact F test for equality of variances of the log-transformed data between two groups results in acception of H 0 : θ 1 = 1 with a p-value of 0.068. The signed log-likelihood ratio statistic for the equality of two variances is r = 1.943439 and the p-value is 0.052. So there is no evidence for rejection of H 0 . The modified log-likelihood ratio statistic is r * = 1.716538 and the p-value is 0.086. So, the three tests give a same result for testing H 0 : θ 1 = 1. 
Conclusions
Two small sample likelihood based inference methods for testing equality of two independent normal variances are proposed. When the parameter of interest is the ratio of two variances, the signed log-likelihood ratio statistic, r, and the modified signed log-likelihood ratio statistic, r * , are developed. The estimated coverage probabilities of conficence intervals, type I error and power of testing H 0 : θ 1 = 1 based on r, r * and F statistic are obtained. Simulation results show that the modified signed log-likelihood ratio statistic gives exact coverage probability and is almost an exact test even for small sample. As a real data example, C max data is analyzed using the proposed test statistics.
Conclusively, the modified signed log-likelihood ratio statistic is comparable to the F statistic. This fact suggests that normal approximation like r * is a good alternative instead of using F . Using quantile of standard normal distribution, one can perform the test of equality of two normal variances without resorting F test.
