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In this paper we characterize the set of all right-hand sides h ∈ C for which
the boundary value problem
pu+ λ1up−2u = h in  u = 0 on ∂
has at least one weak solution u ∈ W 1 p0 . Here 1 < p < 2, and λ1 > 0 is the
ﬁrst eigenvalue of the p-Laplacian. In particular, we prove that for
∫

hϕ1 = 0 this
problem is solvable and the energy functional
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p
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λ1
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
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1. INTRODUCTION AND PRELIMINARIES
In this paper we deal with the solvability of the boundary value problem
pu+ λ1up−2u = hx in 
u = 0 on ∂
(1)
where  is a bounded domain in RN with sufﬁciently smooth boundary
∂, pu = div∇up−2∇u is the p-Laplacian operator with 1 < p < 2,
and h ∈ C.
Here u is said to be a (weak) solution of (1) if u belongs to W 1 p0 
and satisﬁes ∫

∇up−2∇u · ∇v − λ1
∫

up−2uv +
∫

hv = 0 (2)
for all v ∈ W 1 p0 .
By λ1 we denote the ﬁrst eigenvalue of the related eigenvalue problem,
pu+ λup−2u = 0 in 
u = 0 on ∂
(3)
As for its known properties (see [2, 8]), let us mention that λ1 is posi-
tive, simple, and isolated, and the corresponding eigenfunction ϕ1 satisﬁes
ϕ1 > 0 in , ∂ϕ1/∂n < 0 on ∂, where n denotes the exterior unit normal
to ∂. Also ϕ1 ∈ C1 ν with some ν ∈ 0 1 (see, e.g., [6, Lemma 2.1,
p. 115]). Moreover, λ1 can be characterized as the best (the greatest) con-
stant C in the Lp-Poincare´ inequality,∫

∇up ≥ C
∫

up for all u ∈ W 1 p0  (4)
where
∫
 ∇up − λ1
∫
 up equals zero exactly for the multiples of the ﬁrst
eigenfunction ϕ1.
Let us recall (see, e.g., [6, pp. 114, 115]) that, for every h ∈ L∞, the
problem
pu = hx in 
u = 0 on ∂
(5)
has a unique solution u ∈ W 1 p0  ∩ C1 ν for some ν > 0. Moreover,
since C1 ν is compactly imbedded into C1, we can introduce the
compact operator −1p  L∞ → C1 such that u = −1p h is the unique
solution of (5). In particular, every solution of (1) belongs to C10.
In our further considerations we will use the standard spaces W 1 p0 ,
C, and C1 (or C10, respectively), with corresponding norms
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u1 p = 
∫
 ∇up1/p, uC = maxx∈ ux, uC1 = uC + maxx∈
∇ux, respectively (here |·| denotes the Euclidean norm in R or RN).
Moreover, for the element h of any of the above-mentioned spaces we
use the decomposition
hx = h˜x + h¯ϕ1x
where h¯ ∈ R and ∫ h˜xϕ1xdx = 0. The particular subspaces formed by
h˜x will be denoted by W˜ 1 p0 , C˜, and C˜10, respectively.
By BXv ρ we denote the open ball in the space X with the center v
and radius ρ, where X = C or X = C10.
Now, we introduce the energy functional associated with (1):
Ehu =
1
p
∫

∇up − λ1
p
∫

up +
∫

hu u ∈ W 1 p0 
This functional is continuously differentiable on W 1 p0 , and its critical
points correspond to solutions of (1).
Our main result is the following.
Theorem 1.1. Let 1 < p < 2. Then for any h˜ ∈ C˜ there exist real
numbers H± = H±h˜, H− < 0 < H+, such that (1) with hx = h˜x +
h¯ϕ1x has
(i) no solutions for h¯ /∈ H−H+,
(ii) at least one solution for h¯ ∈ H−H+.
Moreover, for given h˜ ∈ C˜ there exists ρ > 0 such that (1) with hx =
h˜x + h¯ϕ1x ∈ BCh˜ ρ has at least one solution.
First of all, notice the difference with the case p = 2. For p = 2 the
p-Laplacian is the classical Laplace operator for which the Fredholm alter-
native says that (1) is solvable only for right-hand sides perpendicular to
the ﬁrst eigenfunction. In case 1 < p < 2 the set  of all right-hand sides
h for which (1) is solvable is much richer. Moreover,  is homogeneous;
i.e., for any h ∈  and t ∈ R we have th ∈ .
Second, recall the corresponding result in one dimension. Placing
reliance in the results of [4], in [5, Theorem 1.3], the authors prove that
if p > 1 p = 2, then for any h˜ ∈ C˜10 πp there exist real numbers
H− < 0 < H+ such that the problem (1) with hx = h˜x + h¯ϕ1x has
(i) no solutions for h¯ /∈ H−H+,
(ii) at least two solutions for h¯ ∈ H− 0 ∪ 0H+,
(iii) at least one solution for h¯ ∈ H− 0H+.
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Unfortunately, in higher dimensions, we are not able to obtain the mul-
tiplicity result or to describe the behavior for h¯ = H±. Moreover, we have
to reduce our considerations to p ∈ 1 2. Our proof is variational and
a different type of variational argument is expected to work in the case
p > 2.
Another result proved in [4] (maybe the most surprising one for authors
of [4]) states that for  = 0 1 h ∈ C10 1 ∫ 10 hϕ1 = 0, the energy
functional Eh is bounded from below on W
1 p
0 0 1 for p > 2 and
unbounded from below on W 1 p0 0 1 for 1 < p < 2. In this paper we
prove, as a “by-product,” that for h ∈ C ∫ hϕ1 = 0 1 < p < 2,
the energy functional Eh is unbounded from below on W
1 p
0  for
 ∈ RNN ≥ 1.
The assumption h ∈ C is technical, and one can expect that similar
results hold also for h ∈ L∞. However, in that case, the choice of w in
the proof of Lemma 2.1 has to be done in a more sophisticated way.
The aim of this paper is to follow the lines of [5] and to extend their
results to the higher dimensional case whenever it is possible. The particular
similarities as well as differences will be clearly indicated.
The authors are grateful to the referee for encouraging them to write in
more detail several parts of this paper as well as for some references.
2. AUXILIARY ASSERTIONS
Before we formulate our ﬁrst series of results, we need to deﬁne the
following notion.
Deﬁnition 2.1. We say that the functional E W 1 p0  → R has a local
saddle point geometry if we can ﬁnd u v ∈ W 1 p0  which are separated
by W˜ 1 p0 in the sense that
Eu < inf
w∈W˜ 1 p0 
Ew Ev < inf
w∈W˜ 1 p0 
Ew
and any continuous path from u to v in W 1 p0  has a nonempty intersec-
tion with W˜ 1 p0 .
Lemma 2.1. Let h˜ ∈ C˜ h˜ = 0. Then Eh˜ has a local saddle point geom-
etry for 1 < p < 2. In particular, Eh˜ is unbounded from below on W
1 p
0 .
Proof. Our proof will be carried out in two steps. At ﬁrst, we prove that
Eh˜ is bounded from below on W˜
1 p
0 , and, second, we show the existence
of two points which are separated by W˜ 1 p0 , i.e., the local saddle point
geometry of Eh˜.
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Step 1. Boundedness from below on W˜ 1 p0 . This part can be
proved in a way similar to that of the corresponding assertion in the
one-dimensional case (cf. [5, Proposition 1.1]). We prove ﬁrst that there
exists η > 0 such that for any u˜ ∈ W˜ 1 p0 ,
1
p
∫

∇u˜p − λ1
p
∫

u˜p ≥ η
∫

∇u˜p
Indeed, assume the contrary. Then there exist u˜n ∈ W˜ 1 p0  u˜n1 p = 1,
n = 1 2     and
1
p
∫

∇u˜np −
λ1
p
∫

u˜np −→ 0
as n → ∞. This fact, closedness of W˜ 1 p0 , and compactness of the
imbedding W 1 p0  ↪→ Lp imply that there exists u˜0 ∈ W˜ 1 p0 ,
u˜01 p = 1, such that
1
p
∫

∇u˜0p −
λ1
p
∫

u˜0p = 0
This is a contradiction of the variational characterization and simplicity
of λ1. Hence
Eh˜u˜ =
1
p
∫

∇u˜p − λ1
p
∫

u˜p +
∫

h˜u˜ ≥ η
∫

∇u˜p −
∣∣∣ ∫

h˜u˜
∣∣∣
i.e., Eh˜ is bounded from below on W˜
1 p
0 .
Step 2. The local saddle point geometry. Here we have to change the
strategy and to argue in a completely different way than in [5].
First of all, let us denote
Ju = 1
p
∫

∇up − λ1
p
∫

up
i.e., Eh˜u = Ju+
∫
 hu, and have a look at the behavior of the functional
J at the points ut = tϕ1 +w, where t ∈ R. We have
Jut = tpJ
(
ϕ1 +
w
t
)
= t
p
p
[∫

∣∣∣∣∇ϕ1 + 1t ∇w
∣∣∣∣
p
− λ1
∫

∣∣∣∣ϕ1 + wt
∣∣∣∣
p]

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Now, we choose t large enough and w such that w = const. on some small
neighborhood Uc of the set x ∈  ∇ϕ1 = 0, and w = 0 on some small
neighborhood Ub of the boundary ∂. This is possible due to the properties
of ϕ1. Thus we can use the Taylor expansion to get
J
(
ϕ1 +
w
t
)
= Jϕ1︸ ︷︷ ︸
= 0
+
(
J ′ϕ1
w
t
)
︸ ︷︷ ︸
= 0
+1
2
(
J ′′ϕ1 ·
w
t

w
t
)
+ · · · 
In particular,
Jut= tp
[
1
2
∫

p−2∇ϕ1p−2
( ∇ϕ1
∇ϕ1
·∇
(
w
t
))2
+ 1
2
∫

∇ϕ1p−2
∣∣∣∣∇
(
w
t
)∣∣∣∣
2
−λ1
2
∫

p−1ϕ1p−2
(
w
t
)2
+o
(
1
t2
)]

Now, for any h˜ ∈ C˜, it is possible to ﬁnd w− such that it satisﬁes all
of the previous assumptions and
∫
 h˜w− = C1 < 0.2 Then we choose
u1t = t2−p/2put with ut = tϕ1 +w−
and obtain
Eu1t = t2−p/2Jut+t2−p/2p
∫

h˜w−
= 1
2
tp−2/2︸ ︷︷ ︸
→0
[∫

p−2∇ϕ1p−2
( ∇ϕ1
∇ϕ1
·∇w−
)2
+
∫

∇ϕ1p−2∇w−2
−λ1
∫

p−1ϕ1p−2w−2
]
+o(tp−2/2)︸ ︷︷ ︸
→0
+ t2−p/2pC1︸ ︷︷ ︸
→−∞
−→−∞
for t →∞ and 1 < p < 2. Similarly, we ﬁnd w+ such that
∫
 h˜w+ = C2 >
0, and choose
u2t = −t2−p/2put with ut = tϕ1 +w+
and obtain again
Eu2t  −→ −∞
for t →∞ and 1 < p < 2.
2Indeed, realize that the set x ∈  ∇ϕ1x = 0 is closed and its interior is empty. Thus
the neighborhoods UcUb can be chosen such that the set x ∈ \Uc ∪Ub h˜x = 0 has a
nonempty interior. This fact makes it possible to choose w− with the desired properties.
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Thus we found two points u1t  u
2
t such that for t large we have
Eu1 2t  < inf
W˜
1 p
0
Eu˜
and any continuous path connecting them intersects W˜ 1 p0 . This is
exactly what we wanted to prove.
Lemma 2.2. Let hx = h˜x + h¯ϕ1x with h¯ = 0. Then Eh satisﬁes a
Palais–Smale (PS) condition; i.e., if Ehun → c ∈ R E′hun → 0, then un
contains a strongly convergent subsequence in W 1 p0 .
Proof. We can use the same approach as in the proof of the correspond-
ing Proposition 2.1 in [5] for the one-dimensional case. We sketch the main
steps here for the reader’s convenience.
Let un satisfy the assumptions of (PS) and un1 p →∞. Then
1
p
∫

∇unp −
λ1
p
∫

unp +
∫

hun → c (6)∫

∇unp − λ1
∫

unp +
∫

hun = oun1 p (7)
If follows from (6) and (7) that
(
1− 1
p
) ∫

hun = oun1 p (8)
Set vn = un/un1 p. Then (8) implies
lim
n→∞
∫

hvn = 0 (9)
and we may assume vn ⇀ v0 (weakly) in W
1 p
0  and vn → v0 (strongly)
in Lp. Dividing (7) by unp1 p, we get
lim
n→∞
[∫

∇vnp − λ1
∫

vnp
]
= 0 (10)
But the weak lower semicontinuity of the norm in W 1 p0 , (10), and the
variational characterization of λ1 imply that
v01 p ≤ lim
n→∞ inf vn1 p = limn→∞vn1 p = λ1v0p ≤ v01 p
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i.e., vn1 p → v01 p. Hence vn → v0 in W 1 p0 , and, applying again
the variational characterization and the simplicity of λ1, we obtain that
v0 = kϕ1 with k = 0. Hence (9) and the Lebesgue theorem imply that
h¯ =
∫

hxϕ1x = 0
which is a contradiction. This proves that un must be bounded in
W
1 p
0 . Finally, a standard compactness argument together with (7)
implies that un contains strongly convergent subsequence in W 1 p0 .
Now, we are in a position to conclude the following.
Proposition 2.1. For any h˜ ∈ C˜ there exists ρ > 0 such that the
problem (1) with the right-hand side h = h˜ + h¯ϕ1 ∈ BCh˜ ρ\C˜ and
1 < p < 2 has at least one solution.
Proof. For any h˜ ∈ C˜ and 1 < p < 2 the energy functional Eh˜ has
a local saddle point geometry. Moreover, the geometry of Eh˜ is invariant
under small perturbations of h˜ in C. Thus, for any ﬁxed h˜ ∈ C˜,
there exists ρ > 0 small enough that the functional Eh with h ∈ BCh˜ ρ
preserves its local saddle point geometry.
According to Lemma 2.2 the functional Eh satisﬁes the (PS) condition
for any h = h˜ + h¯ϕ1 with h¯ = 0. Hence, by a standard variational argu-
ment (Saddle Point Theorem [9, 10]), the functional Eh has for any h ∈
BCh˜ ρ\C˜ at least one critical point which corresponds to a solution
of the original problem (1).
The second series of results is based on the theory of upper and lower
solutions. Here we can exploit some ideas from [3].
Deﬁnition 2.2. A function u ∈ C1 is a lower solution of (1) if

− ∫ ∇up−2∇u · ∇v
+λ1
∫
 up−2uv ≥
∫
 hv ∀ v ∈ W
1 p
0  v ≥ 0,
u ≤ 0 on ∂
In an analogous way we deﬁne an upper solution u¯ of (1).
Deﬁnition 2.3. Let u v ∈ C1. We say that u ≺ v if ux < vx on
, and for x ∈ ∂ either ux < vx, or ux = vx and ∂u/∂nx >
∂v/∂nx.
Deﬁnition 2.4. A lower solution u of (1) is said to be strict if every
solution u of (1) such that u ≤ u on  satisﬁes u ≺ u. In an analogous way
we deﬁne a strict upper solution of (1).
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For h ∈ C we deﬁne an operator Th C10 → C10 by
Thv = u if and only if
pu = hx − λ1vp−2v in 
u = 0 on ∂
The operator Th is compact, and its ﬁxed points, i.e., u ∈ C10 u = Thu,
correspond to solutions of the original problem (1).
Lemma 2.3. (Well-Ordered Lower and Upper Solutions). Let u and u¯
be lower and upper solutions, respectively, of (1) such that u ≤ u¯. Then the
problem (1) has at least one solution u satisfying
u ≤ u ≤ u¯ in 
If, moreover, u and u¯ are strict and satisfy u ≺ u¯, then there exists R0 > 0
such that for all R > R0
degI − Th1 0 = 1
where 1 = u ∈ C10 u ≺ u ≺ u¯ ∩ BC10 0 R.
Proof. Here we can use a process analogous to that of the proofs of the
corresponding results in [3, Theorem 8.1] or [5, Proposition 2.2], which is
why we do not go into detail.
Set f u x = hx − λ1up−2u and
f˜ u x =


f u t if ux ≤ ux ≤ u¯x
f u t if ux ≤ ux
f u¯ t if ux ≥ u¯x
We study the modiﬁed problem,
pu = f¯ u x in 
u = 0 on ∂ (11)
and proceed in three steps.
Step 1. Every solution u of (11) is such that u ≤ u ≤ u¯ on ; i.e., u
is a solution of the original problem (1).
Step 2. Let T˜h C10 → C10 be deﬁned by T˜hv = u if and only
if
pu = f˜ v x in 
u = 0 on ∂
Since T˜h is a uniformly bounded compact operator, we can ﬁnd R0 large
enough, such that for all R > R0,
degI − T˜hBC10 0 R 0 = 1
and the problem (11) has at least one solution.
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Step 3. In the case where u and u¯ are strict, Th has no ﬁxed points
on the boundary of 1 = u ∈ C10  u ≺ u ≺ u¯ ∩ BC10 0 R. Moreover, Th
and T˜h coincide on 1, and
degI − Th1 0 = degI − T˜hBC10 0 R 0 = 1
Lemma 2.4. (Non-Ordered Lower and Upper Solutions). Let u and u¯
be lower and upper solutions, respectively, of (1) and ux0 > u¯x0 for some
x0 ∈ . Then (1) has at least one solution in the closure (with respect to the
C1-norm) of the set
S = u ∈ C10x1 x2 ∈ :ux1 < ux1 ux2 > u¯x2
Set 2 = S ∩ BC10 0 R and assume that there is no solution of (1) on ∂2.
Then there exists R0 > 0 such that for all R > R0,
degI − Th2 0 = −1
Proof. We follow the ideas of the proofs of corresponding assertions
in [3, Theorem 8.2] or [5, Proposition 2.3] with a modiﬁcation where it is
necessary.
If (1) has a solution on ∂S the proof is ﬁnished, so let us assume that (1)
has no solution on ∂S.
Step 1. A priori bound on the solutions. For r > 0, let us deﬁne
fru x =


f u t if |u| < r,
1+ r − uf u t if r < u < r + 1,
0 if u > r + 1.
We will show that there exists K > 0 such that for all r > 0 and all u ∈ S
solution of
pu = fru x in 
u = 0 on ∂ (12)
we have uC1 ≤ K.
We argue via contradiction. If this is not the case, then for any k ∈ N
there exist rk > 0 and uk ∈ S solution of (12) with r = rk such that ukC1 ≥
k. We denote vk = uk/ukC1 and divide (12) by ukp−1C1 to obtain
pvk =
frk ukx
ukp−1C1
in 
vk = 0 on ∂
(13)
Due to boundedness of the right-hand side of (13) and compactness of −1p
we get
vk → v in C10
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(passing to a suitable subsequence denoted again by vk).
Moreover, using Poincare´ inequality, we conclude that the limit function
v satisﬁes
pv + λ1vp−2v = 0 in 
v = 0 on ∂
and thus v = kϕ1 k = 0. But this means that ukx → +∞ (or −∞
respectively) for any x ∈  which contradicts the fact that uk ∈ S.
Step 2. Creation of ordered lower and upper solutions. We choose
R > R0 = maxK uC u¯C + 1 and consider (12) with r = R, i.e.,
pu = fRu x in 
u = 0 on ∂
(14)
Then α = −R − 2 and β = R + 2 are strict lower and upper solutions,
respectively, associated to (14). (Their strictness follows from the Maximum
Principle for p; see, e.g., [6].) Moreover, α ≺ u¯ u ≺ β.
Step 3. Degrees. Now, we deﬁne an operator TRh  C10 → C10
by TRh v = u if and only if
pu = fRv x in 
u = 0 on ∂
and the sets
Sαβ = u ∈ C10α ≺ u ≺ β
Suβ = u ∈ C10u ≺ u ≺ β
Sαu¯ = u ∈ C10α ≺ u ≺ u¯
Due to the fact that TRh and Th coincide in the ball BC10 0 R, the excision
property of the degree, and Lemma 2.3, we obtain
1 = degI − TRh BC10 0 R ∩ Sαβ 0
= degI − TRh BC10 0 R ∩ Sαu¯ 0
+ degI − TRh BC10 0 R ∩ Suβ 0 + degI − TRh 2 0
= 2 + degI − Th2 0
which completes the proof.
Now, we are ready to formulate our second important conclusion (cf. [5,
Corollary 2.1]).
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Proposition 2.2. Let (1) be solvable for hix = h˜x + h¯iϕ1x i =
1 2 h¯1 < h¯2. Then it is solvable also for any hx = h˜x + h¯ϕ1x with
h¯ ∈ h¯1 h¯2.
Proof. Let ui be a solution of (1) with hi i = 1 2. Then u = u2 and
u¯ = u1 are lower and upper solutions, respectively, of (1) with h. Then
either Lemma 2.3 or Lemma 2.4 applies to get a solution.
Combining Propositions 2.1 and 2.2, we get
Corollary 2.1. For h˜ ∈ C˜ there exists ρ > 0 such that the problem
(1) with the right-hand side h = h˜+ h¯ϕ1 ∈ BCh˜ ρ 1 < p < 2, has at least
one solution.
Proof. According to Proposition 2.1, for any h˜ ∈ C˜ there exists ρ > 0
such that the problem (1) with h ∈ BCh˜ ρ\C˜ and 1 < p < 2 has at
least one solution. But from Proposition 2.2 it follows that the problem (1)
has also a solution for any h ∈ BCh˜ ρ ∩ C˜. In particular, it means
that (1) has a solution for any h˜ ∈ C˜.
3. PROOF OF THEOREM 1.1
Let us ﬁx h˜ ∈ C˜ and consider hx = h˜x + h¯ϕ1x. Deﬁne
H− = H−h˜ = inf h¯ H+ = H+h˜ = sup h¯
where the inﬁmum and the supremum are taken over all h¯ for which (1)
(with ht given above) has a solution. Considerations from the previous
paragraph yield H− < 0 < H+. Let us prove that H± are ﬁnite. We argue
in the same way as in [5]. We suppose that there exist sequences h¯n ⊂
R un ⊂ C10, such that h¯n → ∞ and un is a solution to (1) with the
right-hand side hnx = h˜x + h¯nϕ1x. Dividing the equation in (1) by h¯n,
setting vn = h¯−1/p−1n un, and using the compactness of −1p , we ﬁnd that
vn → v0 in C10, and v0 satisﬁes
pv + λ1vp−2v = ϕ1 in 
v = 0 on ∂
But this is a contradiction of the nonexistence result proved in [1, 7]. This
means that H+ <∞. Similarly we prove H− > −∞.
From the deﬁnition of H±, it follows that (1) has no solution if h¯ /∈
H−H+. On the other hand, from Proposition 2.2, it follows that (1) is
solvable for any h¯ ∈ H−H+.
The second part of Theorem 1.1 follows from Corollary 2.1.
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