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17 ON TWO CONJECTURES OF MURTHY
MRINAL KANTI DAS
ABSTRACT. This article concerns two conjectures ofM. P. Murthy. ForMurthy’s conjec-
ture on complete intersections, the major breakthrough has still been the result proved
by Mohan Kumar in 1978. In this article we improve Mohan Kumar’s bound when the
base field is Fp, and illustrate some applications of our result. Murthy’s other conjecture
is on a ‘splitting problem’, which is roughly about finding the precise obstruction for
a projective R-module P of rank dim(R) − 1 to split off a free summand of rank
one, where R is a smooth affine algebra over an algebraically closed field k. Asok-
Fasel achieved the initial breakthrough, by settling it for 3-folds and 4-folds when
char(k) 6= 2. For k = Fp (p 6= 2) and dim(R) ≥ 3 we define an obstruction group
and an obstruction class for P (whose determinant is trivial). As application we obtain:
P splits if and only if it maps onto a complete intersection ideal of height dim(R)− 1.
1. INTRODUCTION
In this article we address two conjectures of M. P. Murthy. One of them is on the
number of generators of an ideal in a polynomial ring over a field, and the other one
is about splitting of a projective module defined over an affine algebra. We also study
projective modules defined over certain threefolds. We discuss them one by one.
1. Murthy’s conjecture on complete intersections: From a question of Murthy in [26],
the following conjecture has been formulated. Recall that µ(−) stands for the minimal
number of generators.
Conjecture 1.1. (Murthy) Let k be a field and let A = k[T1, · · · , Td] be the polynomial ring in
d variables. Let n ∈ N and I ⊂ A be an ideal such that ht(I) = n = µ(I/I2). Then µ(I) = n.
The conjecture is still open in general. The best known result on this conjecture is
due to Mohan Kumar [23, Theorem 5], stated below. It was proved in 1978.
Theorem 1.2. [23] Let k be a field and let A = k[T1, · · · , Td]. Let I ⊂ A be an ideal such that
µ(I/I2) = n ≥ dim(A/I) + 2. Then µ(I) = n.
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Let p be a prime and Fp be the algebraic closure of the field consisting of p elements.
When k = Fp, we improve Mohan Kumar’s result in the following way (see (3.2), (3.3)
in the text).
Theorem 1.3. Let I be an ideal in A = Fp[X1, · · · ,Xd] with µ(I/I2) = n ≥ 2. Assume that
n ≥ dim(A/I) + 1. Then µ(I) = n.
One can easily replace Fp by a PID R which is of finite type over Fp in the above
theorem. We now indicate one immediate application of (1.3).
Theorem 1.4. Let φ : Fp[X1, · · · ,X5]։ Fp[Y1, Y2] be a surjective Fp-algebra morphism and
let I be the kernel of φ. Then I is generated by 3 elements.
One may wonder whether Fp can be replaced by an arbitrary algebraically closed
field in (1.4). It is in fact, a part of a famous open problem (see Section 3 and [11]).
2. Murthy’s splitting conjecture: Based on a question asked by Murthy in [27], Asok-
Fasel formulated the following conjecture in [2] and termed it as Murthy’s splitting
conjecture.
Conjecture 1.5. (Murthy) If X = Spec(R) is a smooth affine algebra of dimension d over an
algebraically closed field k and P is a projective R-module of rank d − 1, then P splits off a
free summand of rank one (i.e., P
∼→ Q⊕R for some R-module Q) if and only if the (d− 1)th
Chern class cd−1(P ) of P vanishes in the Chow group CH
d−1(X).
The case d = 2 being trivial, we may focus on d ≥ 3. The major breakthroughs on
this conjecture have been achieved by Asok-Fasel for d = 3 in [1], and for d = 4 in
[2], provided the characteristic of k is unequal to 2 in both the cases. Their methods
involve A1-homotopy theory. The conjecture is open for d ≥ 5.
According to the conjecture stated above, CHd−1(X) should serve as the obstruction
group and cd−1(P ) as the obstruction class for such splitting of P . In this article we
investigate such splitting when k = Fp, and P has trivial determinant. Let X =
Spec(R) be a smooth affine variety of dimension d ≥ 3 over Fp (with no restriction
on p). Let P be a projective R-module of rank d− 1, together with an isomorphism χ :
R
∼→ ∧d−1(P ). In spirit of Conjecture 1.5, and following the footsteps of Bhatwadekar-
Sridharan [4, 6, 7], we define a group Ed−1(R) and associate to the pair (P, χ) an
element ed−1(P, χ) in E
d−1(R) and prove the following result (see (5.12) for a detailed
statement):
Theorem 1.6. The element ed−1(P, χ) = 0 in E
d−1(R) if and only if P splits a free summand
of rank one.
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The group Ed−1(R) is called the (d − 1)th Euler class group of R and ed−1(P, χ) the
(d − 1)th Euler class of (P, χ). Our definition of Ed−1(R) is built on such a definition
given in [7], with a vital modification. It will be interesting to explore the relation
between the groups Ed−1(R) and CHd−1(X).
As an application of the Euler class theory developed in Section 5, combined with
the cancellation theorem of Fasel-Rao-Swan [13, 7.5], we are able to give the splitting
problem a more tangible form by relating it to complete intersection ideals of height
d − 1 in R. More precisely, we prove the following theorem (see (6.6)). Note that this
answers a weaker form of (1.5).
Theorem 1.7. Let p 6= 2, and R be a smooth affine algebra of dimension d ≥ 3 over Fp, and
P be a projective R-module of rank d − 1 with trivial determinant. Then P ∼→ Q⊕R for some
R-module Q if and only if there is a surjection α : P ։ J such that J ⊂ R is an ideal of height
d− 1 and µ(J) = d− 1.
We use the smoothness of R only to apply the 3-fold case of [13, 7.5]. However, Ravi
Rao has recently informed us (private communication) that the smoothness assump-
tion in op. cit. has since been removed. Here in this article, we are able to show that we
do not need any smoothness assumption in (1.7) if d ≥ 5 and gcd(p, (d − 1)!) = 1 (see
(6.9) in the text).
3. A question on threefolds: Let k be an algebraically closed field and R be an
affine k-algebra of dimension 3. Let P be a projective R-module of rank 2 with trivial
determinant. By a theorem of Eisenbud-Evans [12], there is a surjection α : P ։ J ,
where J ⊂ R is an ideal of height 2. We shall call such J to be a generic section of P .
Obviously, any R-module in the isomorphism class of P has the same generic sections
as P . In this context, we may pose the following question.
Question 1.8. Does a generic section of P uniquely determine the isomorphism class of P? In
other words, ifQ is another projective R-module of rank two with trivial determinant such that
P and Q have a common generic section J , then is P isomorphic to Q?
We answer this question affirmatively when k = Fp, p 6= 2, and R is smooth. Again,
smoothness might be a superfluous assumption. We would also like to point out to
the reader that apart from [13], we have not used any other cancellation results (e.g.,
those due to Asok-Fasel from [1]). On the other hand, as an application of our results
we easily derive that the projective R-modules of rank 2 with trivial determinant are
cancellative, where R is a smooth affine 3-fold over Fp and p 6= 2.
As it turns out, as opposed to [1, 2], we need much lighter machinery to prove the
results in this paper. It is unlikely that the methods of this paper can be extended
to the case when Fp is replaced by an arbitrary algebraically closed field. The great
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advantages of working with Fp are the following: (1) For a one dimensional affine Fp-
algebra A, the group SK1(A) is trivial by a result due to Krishna-Srinivas [17]. (2) For a
two-dimensional affine Fp-algebra A, any projective A-module with trivial determinant is free
(2.9). We exploit these two results heavily in this article. Note that by [28, 2.5], (1) is
no longer valid if Fp is replaced by C, whereas (2) is well-known to be false for affine
surfaces over C.
2. SOME ASSORTED RESULTS
The purpose of this section is to collect various results from the literature. Quite
often we would tailor them or improve them a little bit to suit our requirements in
subsequent sections. We start with a result from [17] which is crucial to this paper.
Theorem 2.1. Let R be an affine algebra of dimension one over Fp. Then, SK1(R) is trivial.
Proof. See the last two paragraphs of the proof of [17, Theorem 6.4.1, page 274]. 
The next result is due to Swan.
Proposition 2.2. [39, 9.10] Let A be a ring and I be an ideal. Let γ ∈ Sp2t(A/I), t ≥ 1. If
the class of γ is trivial inK1Sp(A/I) and if 2t ≥ sr(A)−1 (where sr(−)means stable range),
then γ has a lift α ∈ Sp2t(A).
The following corollary (of (2.1) and (2.2)) must be well-known but we did not find
any suitable reference.
Corollary 2.3. Let A be an affine algebra over Fp, and let I ⊂ A be an ideal such that
dim(A/I) ≤ 1. Then, we have the following assertions.
(1) The canonical map SLn(A) −→ SLn(A/I) is surjective for n ≥ 3.
(2) If dim(A) = 3, then the canonical map SL2(A) −→ SL2(A/I) is surjective.
Proof. If dim(A/I) = 0, thenSLn(A/I) = En(A/I), andwe are done becauseEn(A) −→
En(A/I) is surjective for n ≥ 2. Therefore, we assume that dim(A/I) = 1.
Let n ≥ 3. Then, applying (2.1) on A/I , together with Vaserstein’s stability results
[40], we have SLn(A/I) = En(A/I) for n ≥ 3 and we have thus proved (1).
To prove (2), we need some additional arguments. Let dim(A) = 3, dim(A/I) =
1, and let γ ∈ SL2(A/I) be arbitrary. By the remark following [38, 16.2], we have
K1Sp(A/I) = SK1(A/I) and therefore, by (2.1), K1Sp(A/I) is trivial. Note that γ ∈
SL2(A/I) = Sp2(A/I). By [38, 17.3], we have sr(A) ≤ max {2,dim(A)} = 3. We can
now apply (2.2) with t = 1 to obtain α ∈ Sp2(A)(= SL2(A)) which is a lift of γ. This
completes the proof. 
The next theorem is essentially an accumulation of results of various authors.
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Theorem 2.4. Let R be an affine algebra of dimension d ≥ 2 over Fp and I ⊂ R be an ideal
such that µ(I/I2) = d. Suppose it is given that I = (a1, · · · , ad) + I2. Then, there exist
b1, · · · , bd ∈ I such that I = (b1, · · · , bd) with bi − ai ∈ I2 for i = 1, · · · , d.
Proof. This result was proved in [21] when R is reduced and in addition, R is smooth
if d = 2. Let us first assume that R is reduced. In this case, we need only remove the
smoothness assumption when d = 2. But it has been proved in [17] that F 2K0(R) is
trivial even when R is singular and therefore we can follow the proof of [21].
It is not difficult to prove that we can take R to be reduced to start with. To see this,
let n be the nilradical of R and let bar denote reduction modulo n. Note that,
I = (a1, · · · , ad) + I2 in R.
By the above paragraph, there exist c1, · · · , cd such that I = (c1, · · · , cd) with ci − ai ∈
I
2
. One can now follow the proof of [16, 4.13] (the ‘injectivity’ part) to see that there
exist b1, · · · , bd ∈ I such that I = (b1, · · · , bd)with bi − ai ∈ I2 for i = 1, · · · , d. 
Some immediate corollaries are in order. For the definition of the ‘top’ Euler class
group, see [6]. Here we abbreviate the d th Euler class group Ed(R,R) as Ed(R). From
(2.4) and the definition of Ed(R), we have:
Corollary 2.5. Let R be an affine algebra of dimension d ≥ 2 over Fp. The d th Euler class
group Ed(R) is trivial.
Let us recall the definition of reduction of an ideal.
Definition 2.6. Let A be a ring . Let J ⊆ I be ideals. J is said to be a reduction of I if
there exists a non-negative integer t such that It+1 = JIt.
Corollary 2.7. Let R be an affine algebra of dimension d ≥ 2 over Fp and I ⊂ R be an ideal of
height d. Then I is a set-theoretic complete intersection.
Proof. It follows from a theorem of Katz [15] (see the proof of [14, 8.73 (2)]) that I has a
reduction J such that J/J2 is generated by d elements. Since J is a reduction of I , we
have
√
J =
√
I and ht(J) = ht(I). By (2.4), J is generated by d elements. Therefore, I
is set-theoretically generated by d elements. 
Corollary 2.8. Let R be an affine algebra of dimension d ≥ 2 over Fp and P be a projective
R-module of rank d with trivial determinant. Then P
∼→ Q⊕R for some R-module Q.
Proof. For d ≥ 3, this is proved in [25]. Let d = 2. In this case, R is assumed to be
smooth in [25]. We can remove this assumption, as follows.
It is easy to see following the proof of [6, 3.1] that for any two-dimensional Noether-
ian ring A and a projective A-moduleM with trivialization χ : A
∼→ ∧2(M), the Euler
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class e(M,χ) is a well-defined element of E2(A). Recall from [6, 4.4] that e(M,χ) = 0
if and only ifM splits a free summand.
By (2.5), E2(R) is trivial and therefore, the proof is complete by [6, 4.4]. 
We shall see repeated use of the following corollary in this article.
Corollary 2.9. Let R be a two-dimensional affine algebra over Fp, and P be a projective R-
module of rank 2 with trivial determinant. Then P is free. In fact, any projective R-module
with trivial determinant is free.
Proof. Let rank(P ) = n ≥ 2. By a classical result of Serre [33], P ∼→ P ′⊕Rn−2 for some
projective R-module P ′ of rank 2. Note that the determinant of P ′ is trivial. Now, P ′ is
free by (2.8). 
The following is a standard result. For a proof, the reader may see [16, 2.17].
Lemma 2.10. Let A be a Noetherian ring and P a finitely generated projective A-module.
Let P [T ] denote projective A[T ]-module P ⊗ A[T ]. Let α(T ) : P [T ] ։ A[T ] and β(T ) :
P [T ] ։ A[T ] be two surjections such that α(0) = β(0). Suppose further that the projective
A[T ]-modules kerα(T ) and kerβ(T ) are extended fromA. Then there exists an automorphism
σ(T ) of P [T ] with σ(0) = id such that β(T )σ(T ) = α(T ).
The next lemma follows from the well known Quillen Splitting Lemma [29, Lemma
1], and its proof is essentially contained in [29, Theorem 1].
Lemma 2.11. Let A be a Noetherian ring and P be a finitely generated projective A-module.
Let s, t ∈ A be such that As + At = A. Let σ(T ) be an Ast[T ]-automorphism of Pst[T ] such
that σ(0) = id. Then, σ(T ) = α(T )sβ(T )t, where α(T ) is an At[T ]-automorphism of Pt[T ]
such that α(T ) = id modulo the ideal (sT ) and β(T ) is an As[T ]-automorphism of Ps[T ] such
that β(T ) = id modulo the ideal (tT ).
We shall need the following “moving lemma”. The version given below can easily be
proved following [7, 2.4], which in turn is essentially based on [6, 2.14].
Lemma 2.12. Let A be a Noetherian ring of dimension d and let J ⊂ A be an ideal of height n
such that 2n ≥ d + 1. Let P be a projective A-module of rank n and α : P/JP ։ J/J2 be a
surjection. Then, there exists an ideal J ′ of A and a surjection β : P ։ J ∩ J ′ such that:
(1) J + J ′ = A,
(2) β⊗A/J = α,
(3) ht(J ′) ≥ n.
Given any ideal K ⊂ A of height n, the map β can be chosen so that J ′ +K = A.
We need the following result from [7].
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Lemma 2.13. [7, 5.1] Let A be a Noetherian ring and P a projective A-module of rank n. Let
α : P ։ J and β : P ։ J ′ be two surjections, where J, J ′ are ideals of A of height at least n.
Then, there exists an ideal I ⊂ A[T ] of height ≥ n and a surjection φ(T ) : P [T ]։ I such that
I(0) = J , φ(0) = α and I(1) = J ′, φ(1) = β.
Next we state a remarkable result of Rao [32, 3.1]. Rao proved it when A is local.
The following version can be deduced from [32] by applying Quillen’s local-global
principle [29].
Theorem 2.14. Let A be a Noetherian ring of dimension 3 such that 2A = A. Take any
unimodular row (f1(T ), f2(T ), f3(T )) over A[T ]. Then there is θ(T ) ∈ GL3(A[T ]) such that
(f1(T ), f2(T ), f3(T ))θ(T ) = (f1(0), f2(0), f3(0)). Replacing θ(T ) by θ(T )θ(0)
−1 we can
actually conclude that θ(T ) ∈ SL3(A[T ]) and θ(0) = id.
The above theorem will enable us to cover the case d = 4 in Sections 4 and 5 as it
facilitates certain patching arguments. We illustrate one such instance in the following
theorem, which is a variant of [7, 5.2].
Theorem 2.15. Let A be a Noetherian ring of dimension d ≥ 3 with the following additional
assumptions: (i) 2A = A if d = 4, (ii) A is regular containing a field if d ≥ 5. Let P be a
projective A-module of rank d− 1 and let α(T ) : P [T ]։ I be a surjection where I is an ideal
of height d− 1. Assume that J = I(0) is a proper ideal, and further that P/NP is free, where
N = (I ∩ A)2. Let p1, · · · , pd−1 ∈ P be such that their images in P/NP form a basis. Let
a1, · · · , ad−1 ∈ J be such that α(0)(pi) = ai. Then, there exists an ideal K ⊂ A of height
≥ d− 1 such that K +N = A and:
(1) I ∩K[T ] = (F1(T ), · · · , Fd−1(T )),
(2) Fi(0) − Fi(1) ∈ K2, i = 1, · · · , d− 1,
(3) α(T )(pi)− Fi(T ) ∈ I2,
(4) Fi(0) − ai ∈ J2.
Proof. This is essentially contained in [7], withA regular (containing a field). Therefore,
for d ≥ 5, we are done. For the remaining cases, retaining the notations from [7] we
give a sketch of the necessary modification in [7, page 151, second paragraph].
We have (from the proof of [7, 5.2]), I ′ = I ∩ K[T ]. An element a ∈ N is obtained
so that I ′1+a = I1+a = (G1(T ), · · · , Gd−1(T )). On the other hand, I ′a = KAa[T ] =
(a1 + cb1, · · · , ad−1 + cbd−1) such that Gi(0) = ai + cbi for i = 1, · · · , d− 1.
We now split the cases.
Case 1. d = 3. Let b = 1 + a. The rows (G1(T ), G2(T )) and (a1 + cb1, a2 + cb2) are
unimodular over the ring Aab[T ], and they agree when T is set to zero. As any uni-
modular row of length two over any ring can be completed to a 2×2with determinant
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one, we can find θ(T ) ∈ SL2(Aab[T ]) such that (G1(T ), G2(T ))θ(T ) = (1, 0). Then
(G1(0), G2(0))θ(0) = (1, 0), implying that (a1 + cb1, a2 + cb2)θ(0) = (1, 0). Taking
σ(T ) := θ(T )θ(0)−1, we observe that σ(0) = id, and (G1(T ), G2(T ))σ(T ) = (a1 +
cb1, a2 + cb2) = (G1(0), G2(0)). The rest of the arguments are the same as [7, 5.2].
Case 2. d = 4 and 2A = A. Consider the unimodular rows (G1(T ), G2(T ), G3(T )) and
(a1 + cb1, a2 + cb2, a3 + cb3) over the ring Aa(1+aA)[T ]. Note that dim(Aa(1+aA)) ≤ 3. By
(2.14) there exists σ′(T ) ∈ SL3(Aa(1+aA)[T ]) such that σ′(0) = id and
(G1(T ), G2(T ), G3(T ))σ
′(T ) = (a1 + cb1, a2 + cb2, a3 + cb3).
We can find some b of the form 1+λa such that b is a multiple of 1+a, and some σ(T ) ∈
SL3(Aab[T ]) such that σ(0) = id and (G1(T ), G2(T ), G3(T ))σ(T ) = (a1 + cb1, a2 +
cb2, a3 + cb3) over the ring Aab[T ]. The rest is same as [7, 5.2]. 
Remark 2.16. The assumption 2A = A is not required for d = 4 if A is regular contain-
ing a field.
3. RESULTS ON CONJECTURE 1.1 AND THEIR APPLICATIONS
We start with a lemma of Mohan Kumar [22], recast slightly to suit our needs.
Lemma 3.1. Let A be commutative Noetherian ring and J ⊂ A be an ideal. Assume that
J = K + L, where K,L are ideals and L ⊂ J2. Then, there exist e ∈ L such that:
(1) J = (K, e) and e(1− e) ∈ K ,
(2) If J ′ = (K, 1 − e), then J ∩ J ′ = K (note also that J ′ + L = A),
(3) For any a ∈ A, we have (J, a) = (K, e + (1− e)a).
We first prove a result on ideals containing monic polynomials. Compare it with
the results of Mohan Kumar and Mandal [23, 19]. I learned slightly simplified proofs
of their results from Raja Sridharan during my graduate days, and I mimic those
arguments here.
Theorem 3.2. Let R be an affine algebra over Fp and n ≥ 2 be an integer. Let I ⊂ R[T ] be
an ideal containing a monic polynomial such that µ(I/I2) = n ≥ dim(R[T ]/I) + 1. Then I
is generated by n elements. Moreover, any set of n generators of I/I2 can be lifted to a set of n
generators of I in the following cases:
(1) n = 2 = µ(I/I2) = ht(I) = dim(R) and p 6= 2,
(2) n ≥ 3.
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Proof. Let f ∈ I be a monic polynomial and assume that I = (f1, · · · , fn)+ I2. We treat
two cases separately.
Case 1. Let n = 2. We have I = (f1, f2)+ I
2. By Lemma 3.1 there exists e ∈ I2 such that
e(1−e) ∈ (f1, f2). Therefore, I1−e = (f1, f2)1−e. On the other hand, Ie = R[T ]e = (1, 0).
Note that the unimodular row (f1, f2)e(1−e) over R[T ]e(1−e) can be completed to a 2× 2
matrix with determinant 1. Using a standard patching argument we obtain a projective
R[T ]-module P of rank 2 with trivial determinant such that P maps onto I . Since I
contains the monic polynomial f , the module Pf has a unimodular element and hence
becomes free. The Affine Horrocks Theorem implies that P is free. Consequently, I is
generated by 2 elements, say, I = (g1, g2).
We now show that if p 6= 2, then we can actually find f ′1, f ′2 ∈ I such that I = (f ′1, f ′2)
with f ′i−fi ∈ I2, i = 1, 2. We have, I = (f1, f2)+I2 and I = (g1, g2) thus far. By [3, 2.2],
there exists amatrix σ ∈ GL2(R[T ]/I) such that (f1, f2) = (g1, g2)σ. Let det(σ) = u. Let
v ∈ R[T ] be such that uv − 1 ∈ I . Then (v, g2,−g1) is a unimodular row over R[T ] and
since p 6= 2, this row is completable by [31, 2.5]. By [35, 2.3], there are generators h1, h2
of I and δ ∈ GL2(R[T ]/I) such that det(δ) = u and (h1, h2) = (g1, g2)δ. Consequently,
(f1, f2) = (h1, h2)τ for some τ ∈ SL2(R[T ]/I). We can now apply (2.3) and lift τ
to some τ ∈ SL2(R[T ]). Write (h1, h2)τ = (f ′1, f ′2). Then f ′1, f ′2 is the desired set of
generators for I .
Case 2. Let n ≥ 3. Adding f t to f1 for suitable t we can assume that f1 is monic. Let
J = I ∩R and B = R[T ]/(J2[T ], f1). Then,
I = (f2, · · · , fn) + I2,
where bar means modulo (J2[T ], f1). Note that B is an affine algebra over Fp and as
B →֒ R[T ]/I is integral, we have dim(B) = dim(R[T ]/I) ≤ n− 1. By (2.4), there exist
h2, · · · , hn ∈ I such that I = (h2, · · · , hn). Then,
I = (f1, h2, · · · , hn) + J2[T ].
Applying (3.1) we find an ideal I ′ ⊂ R[T ] such that I ∩ I ′ = (f1, h2, · · · , hn) with
I ′+J2[T ] = R[T ]. As I ′ contains a monic (namely, f1), by [18, Lemma 1.1, Chapter III],
I ′ ∩R+ J2 = R. Let s ∈ J be such that 1 + s ∈ I ′. Then,
I1+s = (f1, h2, · · · , hn)1+s.
Let φ : R1+s[T ]
n
։ I1+s be the corresponding surjection. On the other hand, we have
Is = Rs[T ] and we have the surjection ψ : Rs[T ]
n
։ Is = Rs[T ] which sends the first
basis vector to 1 and the rest to zero. Now, overRs(1+s)[T ]we have the unimodular row
(f1, h2, · · · , hn) whose one entry is monic. Since this row is elementarily completable
by [30], a standard patching argument completes the proof. 
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Some immediate applications follow. We first record the following improvement on
Mohan Kumar’s result on Murthy’s conjecture.
Theorem 3.3. Let I be an ideal in A = Fp[X1, · · · ,Xd] with µ(I/I2) = n ≥ dim(A/I) + 1.
Then µ(I) = n.
Proof. After a change of variables, I contains a monic polynomial in one of the vari-
ables, say,Xd. Write R = Fp[X1, · · · ,Xd−1] and apply the above theorem. 
Remark 3.4. In (3.3) we can replace Fp by a PID which is of finite type over Fp.
Remark 3.5. In the above theorem, if n ≥ 3, then any given set of n generators of
I/I2 can be lifted to a set of n generators of I . If p 6= 2, and n = 2 = µ(I/I2) =
ht(I) = dim(R), then also we can lift generators of I/I2 to generators of I as in (3.2). In
contrast, Bhatwadekar-Sridharan showed in [4, 3.15] that for the complete intersection
ideal I = (X31 +X
3
2 − 1,X3 − 1) ⊂ C[X1,X2,X3], there is a set of 2 generators of I/I2
which cannot be lifted to a set of two generators of I . The crux of the matter in their
example is that SK1(C[X1,X2]/(X
3
1 +X
3
2 − 1)) is non-trivial by [28, 2.5].
Example 3.6. In this example we show that assertion (1) in (3.2) for n = 2 (or a similar
assertion in (3.3) as described in (3.5)) is not valid if dim(R) ≥ 3. In this sense, these
results cannot be improved. The idea of this example is the same as [4, 3.15]. Let k be
any algebraically closed field of characteristic unequal to 2. Let
B =
k[X,Y,Z]
(Z2 −XY ) .
Srinivas [36] proved that SK1(B) 6= 0 (In fact, he gave example of an explicit matrix in
SL2(B) which is not even in the image of SL2(k[X,Y,Z]) −→ SL2(B). His example
is related to Cohn’s example [8]). Write f = Z2 − XY , R = k[X,Y,Z], and consider
the ideal I = (f, T − 1) ⊂ R[T ], where T is an indeterminate. Let bar denote reduction
modulo I . We have, R[T ]/I = B. By the aforementioned result of Srinivas [36], there
is a σ ∈ SL2(R[T ]/I) such that it is not stably elementary. Let (f , T − 1)σ = (G,H).
Then, (i) I is an ideal of height 2, (ii) I = (G,H) + I2, and (iii) I contains a monic,
namely, T − 1. Assume, if possible, that there exist g, h ∈ I such that I = (g, h) with
g −G ∈ I2, and h−H ∈ I2. Then, by [4, 2.14 (iv)] there exists a matrix σ ∈ SL2(R[T ])
which is a lift of σ, and (f, T − 1)σ = (g, h). But σ ∈ SL2(R[T ]) = SL2(k[X,Y,Z, T ]).
As SK1(R[T ]) = 0, the image σ of σ cannot be a non-trivial element of SK1(B). This
is a contradiction. Therefore, the generators G,H of I/I2 cannot be lifted to a set of
generators of I .
Corollary 3.7. Let I be a non-zero ideal in Fp[X1, · · · ,Xd] with µ(I/I2) = n. Then, µ(I) =
n if n ≤ 2 or n ≥ d− 1.
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Let us now address the following question:
Question 3.8. Let k be a field and φ : k[X1, · · · ,Xn] ։ k[Y1, · · · , Ym] be a surjective
k-algebra morphism and let I be the kernel of φ. Then is I generated by n−m elements?
When k is an algebraically closed field of characteristic zero, this is a famous open
problem in Affine Algebraic Geometry (see [11, Question 2.1] and the discussion sur-
rounding it for an excellent survey).
For any field k, there are affirmative answers when: (1) n = m+2, or (2) n ≥ 2m+2.
Let us quickly indicate the solutions below. Before proceeding, note that under the
hypothesis of (3.8), µ(I/I2) = n−m.
Proof of (1). n = m + 2. Then µ(I/I2) = n −m = 2. Exactly the same argument as in
(3.2) (Case 1), shows that I is surjective image of a projective k[X1, · · · ,Xn]-module P
of rank 2. But P is free by the Quillen-Suslin Theorem. 
Proof of (2). n ≥ 2m+2. Note that µ(I/I2) = n−m ≥ m+2 = dim(k[X1, · · · ,Xn]/I)+2.
Apply Mohan Kumar’s result ((1.2) above). 
When k = Fp, we can do a little better, as the following theorem shows.
Theorem 3.9. Let φ : Fp[X1, · · · ,Xn] ։ Fp[Y1, · · · , Ym] be a surjective Fp-algebra mor-
phism and let I be the kernel of φ. Assume that n ≥ 2m+ 1. Then µ(I) = n−m.
Proof. µ(I/I2) = n−m ≥ m+ 1 = dim(Fp[X1, · · · ,Xn]/I) + 1. Apply (3.3). 
Remark 3.10. Let k = Fp andm = 2. Then (3.8) has an affirmative answer for all n ≥ 3.
4. ADDITION AND SUBTRACTION PRINCIPLES
Adapting the arguments from [6, 3.2, 3.3], in this section we prove the following
“addition” and “subtraction” principles. We shall need them in the next section.
Theorem 4.1. (Addition principle) Let R be an affine algebra of dimension d ≥ 3 over Fp. Let
I, J be two comaximal ideals of R, each of height d− 1. Assume that I = (a1, · · · , ad−1) and
J = (b1, · · · , bd−1). Then, I ∩ J = (c1, · · · , cd−1) such that ci − ai ∈ I2 and ci − bi ∈ J2 for
i = 1, · · · , d− 1.
Proof. For d ≥ 5, one may appeal to [7, 3.1]. The following proof works for d ≥ 3.
Let ‘bar’ denote reduction modulo J . Note that (a1, · · · , ad−1) is a unimodular row
in R/J and can be completed to a matrix τ ∈ SLd−1(R/J). Since SLd−1(R) −→
SLd−1(R/J) is surjective by (2.3), we can lift τ to γ ∈ SLd−1(R), replace (a1, · · · , ad−1)
by γ(a1, · · · , ad−1) and assume that (a1, · · · , ad−2) + J = R and ad−1 ∈ J . Adding
suitable multiples of ad−1 to a1, · · · , ad−2, we can further ensure that ht(a1, · · · , ad−2) =
d− 2.
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LetK = (a1, · · · , ad−2) and let ‘tilde’ denote reductionmoduloK . AsK+J = R, the
row (˜b1, · · · , b˜d−1) is unimodular over R/K . As dim(R/K) ≤ 2, the stably free R/K-
module defined by this unimodular row is free by (2.9). In otherwords, (˜b1, · · · , b˜d−1) is
completable over R/K . As a consequence, the unimodular row (b1, · · · , bd−1)1+K over
the ring R1+K is completable to a matrix in SLd−1(R1+K). We can clear denominators
and find a suitable s of the form 1+ t, where t ∈ K , and some α ∈ SLd−1(Rs) such that
(b1, · · · , bd−1)sα = (1, 0, · · · , 0). Clearly, we can adjust so that s ∈ J .
We have (I ∩ J)s = Is = (a1, · · · , ad−1)s. Also, (I ∩ J)t = Jt = (b1, · · · , bd−1)t.
As t ∈ K = (a1, · · · , ad−2), the unimodular row (a1, · · · , ad−1)t contains a subrow
of shorter length, namely, (a1, · · · , ad−2)t. Therefore, (a1, · · · , ad−1)t is elementarily
completable. In other words, there is σ ∈ Ed−1(Rt) such that (a1, · · · , ad−1)tσ =
(1, 0, · · · , 0).
Over the ring Rst we have (a1, · · · , ad−1)σsα−1t = (b1, · · · , bd−1) and therefore,
(a1, · · · , ad−1)α−1t (αtσsα−1t ) = (b1, · · · , bd−1).
Write θ = αtσsα
−1
t . Note that σs is isotopic to identity and consequently so is θ. By
(2.11), θ = θ′tθ
′′
s , where θ
′ ∈ SLd−1(Rs) and θ′′ ∈ SLd−1(Rt). Let (a1, · · · , ad−1)α−1θ′ =
(x1, · · · , xd−1) and (b1, · · · , bd−1)θ′′−1 = (y1, · · · , yd−1). Then we have (I ∩ J)s =
(x1, · · · , xd−1) and (I ∩ J)t = (y1, · · · , yd−1). As these generators agree over Rst, we
can patch them to obtain a set of generators of I ∩ J , say, I ∩ J = (z1, · · · , zd−1).
Recall that ‘tilde’ denotes reduction modulo I and ‘bar’ denotes that modulo J .
Observe that by the above construction, (a˜1, · · · , a˜d−1) and (z˜1, · · · , z˜d−1) differ by
an element of SLd−1(R/I). Similarly, (b1, · · · , bd−1) and (z1, · · · , zd−1) differ by an
element of SLd−1(R/J). Now we use SLd−1(R) ։ SLd−1(R/I ∩ J) ∼→ SLd−1(R/I) ×
SLd−1(R/J) to get a suitable β ∈ SLd−1(R) and observe that if (z1, · · · , zd−1)β =
(c1, · · · , cd−1), then these are the generators of I ∩ J we were looking for. 
Theorem 4.2. (Subtraction principle) Let R be an affine algebra of dimension d ≥ 3 over Fp
(with the additional assumption p 6= 2 if d = 4). Let I, J be two comaximal ideals of R such
that ht(I) = d−1 and ht(J) ≥ d−1. Let P be a projective R-module of rank d−1 with trivial
determinant and χ : R
∼→ ∧d−1P be an isomorphism. Let α : P ։ I ∩ J and β : Rd−1 ։ I
be surjections. Suppose that there exists an isomorphism δ : (R/I)d−1
∼→ P/IP such that:
(1) ∧d−1δ = χ⊗R/I ,
(2) (α⊗R/I)δ = β⊗R/I .
Then, there exists a surjection γ : P ։ J such that γ⊗R/J = α⊗R/J .
Proof. We first remark that since J is locally generated by d − 1 elements, either it is
proper of height d− 1, or J = R.
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Let β correspond to I = (a1, · · · , ad−1). As before, we first note that we can always
make changes up to SLd−1(R) in our arguments. We can make similar reductions as
in the above proof and assume that: (1) (a1, · · · , ad−2) + J2 = R, (2) ad−1 ∈ J2, and (3)
ht(a1, · · · , ad−2) = d − 2. Once these are done, we pick some λ ∈ (a1, · · · , ad−2) such
that λ ≡ 1modulo J2, replace ad−1 by λ+ ad−1 and obtain ad−1 ≡ 1modulo J2.
Consider the following ideals inR[T ]: K ′ = (a1, · · · , ad−2, T +ad−1),K ′′ = J [T ], and
K = K ′∩K ′′. We aim to show that there is a surjection θ : P [T ]։ K such that θ(0) = α.
If we can achieve so thenwe can specialize at 1−ad−1 to obtain γ := θ(1−ad−1) : P ։ J .
As ad−1 ≡ 1 modulo J2, we have γ⊗R/J = θ(1 − ad−1)⊗R/J = θ(0)⊗R/J =
α⊗R/J , and we will be done. Rest of the proof is about finding such a θ, and we
break it into two cases.
Case 1. Assume that d ≥ 5. As dim(R[T ]/K ′) ≤ 2, the module P [T ]/K ′P [T ] is free of
rank d − 1 by (2.9). We choose an isomorphism κ(T ) : (R[T ]/K ′)d−1 ∼→ P [T ]/K ′P [T ]
such that ∧d−1κ(T ) = χ⊗R[T ]/K ′. Therefore, ∧d−1κ(0) = χ⊗R/I = ∧d−1δ and we
conclude that κ(0) and δ differ by an element a ∈ SLd−1(R/I). By (2.3), we can find a
lift of a in SLd−1(R) and use this to alter κ(T ) so that κ(0) = δ.
Sending the canonical basis vectors to a1, · · · , ad−2, T + ad−1 respectively, we have
a surjection from R[T ]d−1 to K ′, which will induce a surjection ǫ(T ) : (R[T ]/K ′)d−1 ։
K ′/K ′2. Composing with κ(T )−1 we have:
π(T ) := ǫ(T )κ(T )−1 : P [T ]/K ′P [T ]։ K ′/K ′2.
Observe that π(0) = ǫ(0)κ(0)−1 = (β⊗R/I)δ−1 = α⊗R/I (see hypothesis (2) above).
We can now apply [20, 2.3] to obtain a surjection θ(T ) : P [T ]։ K so that θ(0) = α.
Case 2. Assume that d = 3 or 4. Write L = (a1, · · · , ad−2). Note that dim(R/L) = 2,
and therefore, P/LP is free by (2.9). Consequently, P1+L is a free R1+L-module of rank
d− 1. We choose an isomorphism ξ : Rd−11+L
∼→ P1+L such that ∧d−1ξ = χ⊗R1+L. Note
that ξ induces isomorphism ξ(T ) : R1+L[T ]
d−1 ∼→ P1+L[T ].
We have K1+L = K
′
1+L. Sending the canonical basis vectors to a1, a2, · · · , ad−2, T +
ad−1, respectively, we have a surjection π(T ) : R1+L[T ]
d−1
։ K1+L. We therefore have
γ(T ) := π(T )(ξ(T ))−1 : P1+L[T ]։ K1+L.
Recall that we have surjections α : P ։ I ∩ J and β : Rd−1 ։ I . We would like to
compare γ(0) and α1+L : P1+L ։ I1+L.
Note that γ(0) = π(0)ξ−1 = β1+Lξ
−1 and I1+L/I
2
1+L = I/I
2. We have induced
surjections:
βξ
−1
: P/IP
∼→ (R/I)d−1 ։ I/I2
βδ−1 : P/IP
∼→ (R/I)d−1 ։ I/I2
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We have, ∧d−1δ = χ⊗R/I and ∧d−1ξ = χ⊗R1+L. Further,
(1) γ(0)⊗R/I = (β⊗R/I)(ξ−1⊗R/I),
(2) α1+L⊗R/I = (β⊗R/I)δ−1.
It follows that γ(0)⊗R/I and α1+L⊗R/I differ by an element a ∈ SL(P/IP ). As
P/IP is free and dim(R/I) = 1, by (2.3), SL(P/IP ) = E(P/IP ) for d = 4. As
E(P1+L) −→ E(P1+L/(IP )1+L) = E(P/IP ) is surjective, we can find a lift of a in
E(P1+L). On the other hand, if d = 3, applying [6, 2.3] we conclude that γ(0) and α1+L
differ by an automorphism in SL(P1+L). In either case, we can alter γ(T ) and assume
that γ(0) = α1+L. We can find a suitable t ∈ L such that: (a) 1 + t ∈ J , (b) P1+tR is free,
and (c) there is a surjection γ(T ) : P1+tR[T ]։ I1+tR such that γ(0) = α1+tR.
On the other hand, αt : Pt ։ Jt will induce αt(T ) : Pt[T ] ։ Kt (note that Kt =
K ′′t = Jt[T ]). Now, the two surjections
γ(T )t : Pt(1+tR)[T ]։ Kt(1+tR)[T ] = Rt(1+tR)[T ]
αt(1+tR) : Pt(1+tR)[T ]։ Kt(1+tR) = Rt(1+tR)[T ]
are such that they agree when T = 0, and both their kernels are:
(1) free, if d = 3 (as any unimodular row of length 2 is completable),
(2) extended, if d = 4 and 2R = R (by (2.14)).
A standard patching argument using (2.11) yields a surjection θ : P [T ] ։ K such
that θ(0) = α. 
Taking P = Rd−1 in (4.2), we get the following corollary.
Corollary 4.3. (Subtraction principle) Let R be an affine algebra of dimension d ≥ 3 over
Fp (with the additional assumption p 6= 2 if d = 4). Let I, J be two comaximal ideals of R,
each of height d − 1. Assume that I = (a1, · · · , ad−1) and I ∩ J = (c1, · · · , cd−1) such that
ci − ai ∈ I2 for i = 1, · · · , d − 1. Then, J = (b1, · · · , bd−1) such that ci − bi ∈ J2 for
i = 1, · · · , d− 1.
Taking J = R in (4.2), we get the following corollary.
Corollary 4.4. Let R be an affine algebra of dimension d ≥ 3 over Fp (with the additional
assumption p 6= 2 if d = 4). Let I be an ideal of R such that ht(I) = d − 1. Let P be
a projective R-module of rank d − 1 with trivial determinant and χ : R ∼→ ∧d−1P be an
isomorphism. Let α : P ։ I and β : Rd−1 ։ I be surjections. Suppose that there exists an
isomorphism δ : (R/I)d−1
∼→ P/IP such that:
(1) ∧d−1δ = χ⊗R/I ,
(2) (α⊗R/I)δ = β⊗R/I .
Then, there exists a surjection γ : P ։ R.
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Remark 4.5. When p 6= 2 and R is smooth, later in (6.4) we prove: If I, J ⊂ R are
comaximal ideals of height d − 1, and if two of I , J , I ∩ J are complete intersections,
then so is the third.
5. AN OBSTRUCTION GROUP AND AN OBSTRUCTION CLASS
LetR be an affine algebra of dimension d ≥ 3 over Fp. Let I ⊂ R be an ideal of height
d− 1 such that I/I2 is generated by d− 1 elements. Two surjections α, β : (R/I)d−1 ։
I/I2 are said to be related if there exists σ ∈ SLd−1(R/I) such that ασ = β. This defines
an equivalence relation on the set of surjections from (R/I)d−1 to I/I2.
Lemma 5.1. Let R be an affine algebra of dimension d ≥ 3 over Fp. Let I ⊂ R be an ideal of
height d− 1 such that µ(I/I2) = d− 1. Let a surjection α : (R/I)d−1 ։ I/I2 be such that it
has a surjective lift θ : Rd−1 ։ I . Then the same is true for any β related to α.
Proof. Let σ ∈ SLd−1(R/I) be such that ασ = β. By the hypothesis, there is a surjection
θ : Rd−1 ։ I such that θ⊗R/I = α. Applying Theorem 2.3 we can find a lift σ ∈
SLd−1(R) of σ. Then θσ : R
d−1
։ I is a surjective lift of β. 
Definition 5.2. An equivalence class of surjections from (R/I)d−1 to I/I2 will be called
a local orientation of I . A local orientation ωI of I will be called a global orientation if a
surjection (hence all) in the class of ωI can be lifted to a surjection from R
d−1 to I .
Remark 5.3. Let R be an affine algebra of dimension d ≥ 3 over Fp. We now define the
(d − 1)th Euler class group of R. Recall that for any commutative Noetherian ring A
of dimension d and any integer n with 2n ≥ d + 3, there is a notion of the nth Euler
class group En(A) of A in [7]. Our definition is modeled on their definition but there
is a difference: we consider the action of SLd−1(R/I) as defined above, whereas they
consider the action of Ed−1(R/I). This difference is crucial.
Definition 5.4. The Euler class group Ed−1(R): Let R be an affine algebra of dimension
d ≥ 3 over Fp. Let G be the free abelian group on the set B of pairs (I, ωI) where
I ⊂ R is an ideal of height d − 1 with the property that Spec (R/I) is connected,
µ(I/I2) = d− 1, and ωI : (R/I)d−1 ։ I/I2 is a local orientation.
Let I be any ideal of R of height d− 1 such that I/I2 is generated by d− 1 elements.
Then I has a unique decomposition, I = I1 ∩ · · · ∩ Ik, where each of Spec(R/Ii) is
connected, Ii are pairwise comaximal, and ht Ii = d−1 (for a proof see [6] or [9]). Now
if ωI is a local orientation of I , then it naturally gives rise to ωIi : (R/Ii)d−1 ։ Ii/Ii2
for 1 ≤ i ≤ k. By (I, ωI)we mean the element
∑
(Ii, ωIi) ∈ G.
LetH be the subgroup ofG generated by the set S of pairs (I, ωI) inG such that ωI is
a global orientation. We define the (d−1)th Euler class group ofR as Ed−1(R) := G/H .
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Remark 5.5. In view of (5.1), we would not distinguish between a surjection ωI :
(R/I)d−1 ։ I/I2 and the equivalence class it represents.
We now state a lemma from [16, 4.1].
Lemma 5.6. Let G be a free abelian group with basis B = (ei)i∈I . Let ∼ be an equivalence
relation on B. Define x ∈ G to be “reduced” if x = e1 + · · ·+ er and ei 6= ej for i 6= j. Define
x ∈ G to be “nicely reduced” if x = e1 + · · ·+ er is such that ei 6∼ ej for i 6= j. Let S ⊂ G be
such that
(1) Every element of S is nicely reduced.
(2) Let x, y ∈ G be such that each of x, y, x+ y is nicely reduced. If two of x, y, x+ y are
in S, then so is the third.
(3) Let x ∈ G \ S be nicely reduced and let J ⊂ I be finite. Then there exists y ∈ G with
the following properties : (i) y is nicely reduced; (ii) x + y ∈ S; (iii) y + ej is nicely
reduced ∀j ∈ J .
Let H be the subgroup of G generated by S. If x ∈ H is nicely reduced, then x ∈ S.
We are now ready to prove:
Theorem 5.7. Let R be an affine algebra of dimension d ≥ 3 over Fp (with the additional
assumption p 6= 2 if d = 4). Let I be any ideal of R of height d− 1 such that µ(I/I2) = d− 1,
and ωI : (R/I)
d−1
։ I/I2 be a local orientation. Assume that the image of (I, ωI) is trivial in
Ed−1(R). Then ωI is global. In other words, there is an R-linear surjection θ : (R/I)
d−1
։ I
such that θ lifts ωI .
Proof. We takeG to be the free abelian group generated byB, as defined in (5.4). Define
a relation ∼ on B as: (K,ωK) ∼ (K ′, ωK ′) ifK = K ′. Then it is an equivalence relation.
Let S ⊂ G be as in (5.4). In view of the above lemma, it is enough to show that the
three conditions in (5.6) are satisfied. Condition (1) is clear, almost from the definition.
The addition and subtraction principles (4.1, 4.3) will yield condition (2). Finally,
applying the moving lemma (2.12), it is clear that (3) is also satisfied. 
Notation. Let σ ∈ GLd−1(R/I) and let det(σ) = u. As we are dealing with the action
of SLd−1(R/I) on surjections from (R/I)
d−1 to I/I2 in the definitions above, there will
be no ambiguity if we write ωσ as uω and the corresponding element in Ed−1(R) as
(I, uω).
Remark 5.8. Let ω, ω′ be two surjections from (R/I)d−1 to I/I2. With the above nota-
tions in mind, (I, ω′) = (I, uω) for some unit u in R/I by [3, 2.2].
We shall need the following result in Section 6.
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Proposition 5.9. Let R be as in (5.4) and (I, ω) ∈ Ed−1(R). Let u in R/I be a unit. The
following assertions hold:
(1) (I, ω) = 0 if and only if (I, u2ω) = 0 in Ed−1(R).
(2) (I, ω) = (I, u2ω) in Ed−1(R).
Proof. Statement (1) is needed to prove (2). The proofs are the same as in [6, 5.3, 5.4]
and we do not repeat them. One has to simply apply (2.3) at the appropriate places to
lift automorphisms. 
Definition 5.10. The (d− 1)th Euler class of a projective module: LetR be an affine algebra
of dimension d ≥ 3 over Fp, with the following additional assumptions: (i) p 6= 2 if
d = 4, (ii) R is smooth if d ≥ 5. Let P be a projectiveR-module of rank d−1with trivial
determinant. Fix an isomorphism χ : R
∼→ ∧d−1(P ). Let α : P ։ J be a surjection
where J ⊂ R is an ideal of height d− 1. Note that P/JP is a free R/J-module. Choose
an isomorphism σ : (R/J)d−1
∼→ P/JP such that ∧d−1σ = χ⊗R/J . Let ωJ be the
composite:
(R/J)d−1
σ
∼→ P/JP α։ J/J2
We define the (d − 1)th Euler class of the pair (P, χ) as ed−1(P, χ) := (J, ωJ ) (we show
below that this association does not depend on the chosen surjection α : P ։ J). We
shall simply call it the Euler class here.
Theorem 5.11. Let R be an affine algebra of dimension d ≥ 3 over Fp, with the following
additional assumptions: (i) p 6= 2 if d = 4, (ii) R is smooth if d ≥ 5. Let P be a projective
R-module of rank d − 1 with trivial determinant. Fix an isomorphism χ : R ∼→ ∧d−1P . The
Euler class ed−1(P, χ) is well-defined.
Proof. Let β : P ։ J ′ be another surjection such that J ′ is an ideal of R of height d− 1.
By (2.13) there exists an ideal I ⊂ R[T ] of height d−1 and a surjection φ(T ) : P [T ]։
I such that I(0) = J , φ(0) = α and I(1) = J ′, φ(1) = β.
Let N = (I ∩ R)2. Then ht(N) ≥ d − 2 and therefore, dim(R/N) ≤ 2. By (2.9),
P/NP is a free R/N -module of rank d− 1. On the other hand, by the same reasoning,
P [T ]/IP [T ] is a free R[T ]/I-module of rank d− 1.
We can choose an isomorphism τ : (R/N)d−1
∼→ P/NP such that ∧d−1τ = χ⊗R/N .
This choice of τ gives us a basis of P/NP , which in turn induces a basis of the free
module P [T ]/IP [T ]. Using this basis of P [T ]/IP [T ] and the surjection φ(T ) : P [T ] ։
I , we obtain a surjection ω : (R[T ]/I)d−1 ։ I/I2. Note that, due to the choice of the
basis, ω(0) = ωJ : (R/J)
d−1
։ J/J2, and ω(1) = ωJ ′ : (R/J
′)d−1 ։ J ′/J ′2.
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Now using (2.15), we obtain an ideal K of height d − 1 with K + J = R = K + J ′,
and a surjection ωK : (R/K)
d−1
։ K/K2 such that
(J, ωJ) + (K,ωK) = (J
′, ωJ ′) + (K,ωK) in E
d−1(R).
This proves that ed−1(P, χ) is well-defined. 
We now prove that ed−1(P, χ) is the precise obstruction for P to split off a free
summand of rank one.
Theorem 5.12. Let R be an affine algebra of dimension d ≥ 3 over Fp, with the following
additional assumptions: (i) p 6= 2 if d = 4, (ii) R is smooth if d ≥ 5. Let P be a projective
R-module of rank d− 1 with trivial determinant. Fix an isomorphism χ : R ∼→ ∧d−1P . Then
P
∼→ Q⊕R for some R-module Q if and only if ed−1(P, χ) = 0 in Ed−1(R).
Proof. Let α : P ։ J be a surjection such that J ⊂ R is an ideal of height d− 1. Choose
an isomorphism σ : (R/J)d−1
∼→ P/JP such that ∧d−1σ = χ⊗R/J . Let ωJ be the
composite:
(R/J)d−1
σ
∼→ P/JP α։ J/J2
Then, by definition (5.10), ed−1(P, χ) = (J, ωJ) in E
d−1(R).
Assume first that P
∼→ Q⊕ R for some R-module Q. Write α = (β, a). Applying an
elementary automorphism of P , we may assume that height of K := β(Q) is at least
d− 2. Note that J = (K,a).
As the determinant of Q is also trivial, we may assume that χ is induced by χ′ :
R
∼→ ∧d−2Q. As dim(R/K) ≤ 2, by (2.9) the R/K-module Q/KQ is free of rank d− 2.
Choose an isomorphism γ′ : (R/K)d−2
∼→ Q/KQ such that ∧d−2γ′ = χ′⊗R/K . We
have a surjection (β⊗R/K)γ′ : (R/K)d−2 ։ K/K2. Suppose that this induces K =
(α1, · · · , αd−2) +K2. Then, by (3.1) there exists e ∈ K2 such thatK = (α1, · · · , αd−2, e)
where e(1 − e) ∈ (α1, · · · , αd−2). As J = (K,a), it follows from (3.1 (3)) that J =
(α1, · · · , αd−2, b), where b = e + (1 − e)a. Note that b − a = e − ea ∈ K2 ⊂ J2. It is
now easy to see that ωJ is induced by α1, · · · , αd−2, b. In other words, (J, ωJ) = 0 in
Ed−1(R).
Conversely, assume that ed−1(P, χ) = 0. Then (J, ωJ) = 0 in E
d−1(R) and therefore
by (5.7) there exists θ : Rd−1 ։ J which is a lift of ωJ . Let ωJ correspond to J =
(a1, · · · , ad−1) + J2 and θ correspond to J = (b1, · · · , bd−1). We have bi − ai ∈ J2 for
1 ≤ i ≤ d− 1. Now apply (4.4). 
Theorem 5.13. Let R be an affine algebra of dimension d ≥ 3 over Fp, with the following
additional assumptions: (i) p 6= 2 if d = 4, (ii) R is smooth if d ≥ 5. Let P be a projective
R-module of rank d − 1 with trivial determinant. Fix an isomorphism χ : R ∼→ ∧d−1P . Let
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ed−1(P, χ) = (J, ωJ) for some (J, ωJ) ∈ Ed−1(R). Then there is a surjection α : P ։ J such
that (J, ωJ) is induced by (α, χ).
Proof. We choose an isomorphism σ : (R/J)d−1
∼→ P/JP such that ∧d−1σ = χ⊗R/J .
We have the composite:
P/JP
σ−1
∼→ (R/J)d−1 ωJ։ J/J2,
let us call it θ. Applying (2.12), we can find an ideal J ′ ⊂ R and a surjection η : P ։
J ∩ J ′ such that: (i) J + J ′ = R, (ii) ht(J ′) ≥ d− 1, and (iii) η⊗R/J = θ. If J ′ = R, we
are done. Let ht(J ′) = d − 1. It is easy to see that the pair (η, χ) induces ed−1(P, χ) =
(J, ωJ)+(J
′, ωJ ′) inE
d−1(R). As ed−1(P, χ) = (J, ωJ), we have (J
′, ωJ ′) = 0 inE
d−1(R).
By (5.7), there is a surjection β : Rd−1 ։ J ′ which is a lift of ωJ ′ . Now apply (4.2). 
Remark 5.14. We reiterate that for the definition and the results involving onlyEd−1(R),
we do not need any smoothness assumption. We need smoothness whenever we talk
about the Euler class of a projective module and d ≥ 5. We could have imposed a
blanket assumption that R is smooth throughout this section (or the article) but we
decided against it as some subtle (and perhaps useful) points will be lost.
6. APPLICATIONS I: SPLITTING PROBLEM VIS-A`-VIS COMPLETE INTERSECTIONS
In the preceding section we have established that the Euler class ed−1(P, χ) is the
precise obstruction for P to split off a free summand of rank one. In this section we
refine the conclusion further and give it a much more simplified and tangible form.
Let R be an affine algebra of dimension d over Fp and P be a projective R-module
of rank d − 1 with trivial determinant. Without getting into the Euler class theory, we
(re)prove the following basic result, whose idea is essentially from [24, Theorem 1].
Theorem 6.1. Let R be an affine algebra of dimension d ≥ 3 over Fp and P be a projective
R-module of rank d − 1 with trivial determinant. Let α : P ։ J be an R-linear surjection
such that ht(J) = d− 1. Assume that P ∼→ Q⊕R for some R-moduleQ. Then µ(J) = d− 1.
Proof. Note that the case d = 3 is trivial. Therefore, assume that d ≥ 4. Let α|Q = β,
and α(0, 1) = a. Using a standard general position argument we may assume that
β(Q) = K is such that dim(R/K) ≤ 2.
We have the induced surjection Q/KQ։ K/K2. As the determinant of Q is trivial,
by (2.9) Q/KQ is free of rank d − 2. Therefore, µ(K/K2) = d − 2, and by (3.1 (3)) we
have µ(J) = d− 1. 
In this context, we can naturally ask the following question.
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Question 6.2. Let R be an affine algebra of dimension d ≥ 3 over Fp and P be a projective
R-module of rank d − 1 with trivial determinant. Let α : P ։ J be an R-linear surjection
such that ht(J) = d− 1. Assume that µ(J) = d− 1. Then, is P ∼→ Q⊕R for some R-module
Q?
To answer this question we first need the following result.
Theorem 6.3. Let p 6= 2 and R be a smooth affine algebra of dimension d ≥ 3 over Fp.
Let J ⊂ R be an ideal of height d − 1 such that µ(J) = d − 1. Suppose, it is given that
J = (b1, · · · , bd−1) + J2. Then, there exist c1, · · · , cd−1 ∈ J such that J = (c1, · · · , cd−1)
and bi ≡ ci mod J2 for i = 1, · · · , d− 1.
Proof. Let J = (a1, · · · , ad−1). By [3, 2.2], there is a matrix δ ∈ GLd−1(R/J) such that
(a1, · · · , ad−1)δ = (b1, · · · , bd−1). Let u ∈ R be such that u =det (δ)−1. Using Swan’s
Bertini Theorem [5, 2.11], we may assume thatB = R/(a3, · · · , ad−1) is a smooth affine
three-fold over Fp. By [13, 7.5], the unimodular row (u˜, a˜1, a˜2) ∈ Um3(B) is com-
pletable. Applying [35, 2.4] we have a set of generators of J , say J = (β1, · · · , βd−1),
and a matrix θ ∈ SLd−1(R/J) such that (β1, · · · , βd−1)θ = (b1, · · · , bd−1). We can
now apply (2.3) and lift θ to a matrix θ ∈ SLd−1(R). Suppose that (β1, · · · , βd−1)θ =
(c1, · · · , cd−1). Then J = (c1, · · · , cd−1), as desired. 
The addition and subtraction principles (4.1, 4.3) proved earlier now take the fol-
lowing form.
Corollary 6.4. Let p 6= 2, and let R be a smooth affine algebra of dimension d ≥ 3 over Fp.
Let I , J be two comaximal ideals of R, each of height d− 1. If two of I, J, I ∩ J are generated
by d− 1 elements, then so is the third.
The following corollary will be used in the next section.
Corollary 6.5. Let p 6= 2, and let R be a smooth affine algebra of dimension d ≥ 3 over Fp. Let
J ⊂ R be an ideal of height d − 1 such that µ(J/J2) = 2. Let ω1, ω2 be two surjections from
(R/J)d−1 to J/J2. Then (J, ω1) = (J, ω2) in E
d−1(R).
Proof. If (J, ω1) = 0, then the conclusion follows from the above theorem. Assume that
(J, ω1) 6= 0. Applying (2.12) we can find an ideal J ′ ⊂ R and a surjection η : Rd−1 ։
J∩J ′ such that J+J ′ = R, ht(J ′) ≥ d−1, and η⊗R/J = ω1. We have ht(J ′) = d−1. Let
ωJ ′ = η⊗R/J ′. Then, (J, ω1) + (J ′, ωJ ′) = 0 in Ed−1(R). By the Chinese Remainder
Theorem, ω2 and ωJ ′ will induce ωJ∩J ′ : (R/J ∩ J ′)d−1 ։ J ∩ J ′/(J ∩ J ′)2. Then,
(J ∩ J ′, ωJ∩J ′) = (J, ω2) + (J ′, ωJ ′). As µ(J ∩ J ′) = d − 1, by the above theorem,
(J ∩ J ′, ωJ∩J ′) = 0, and we are done. 
We answer Question 6.2 in the following form.
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Theorem 6.6. Let p 6= 2 and R be a smooth affine algebra of dimension d ≥ 3 over Fp and P
be a projective R-module of rank d − 1 with trivial determinant. Then P ∼→ Q⊕R for some
R-module Q if and only if there is a surjection α : P ։ J such that J ⊂ R is an ideal of height
d− 1 and µ(J) = d− 1.
Proof. Follows from (5.12), (6.3), and (5.7). 
Remark 6.7. If d ≥ 5, we can actually drop the smoothness assumption in the above
theorem. But this will come at the expense of a restrictive hypothesis on p, as we will
soon see below.
We need the following variant of (6.3). In this version we shall use the cancellation
theorem of Dhorajia-Keshari [10, 3.5] instead of [13, Theorem 7.5], thus avoiding the
restriction of smoothness. In the proof of (6.8) belowwe use some computations inside
the Euler class group Ed−1(R). We remind the reader that in Section 5 we only need
smoothness to prove that the Euler class of a projective module is well-defined.
Theorem 6.8. Let R be an affine algebra over Fp of dimension d ≥ 5 such that p and (d − 1)!
are relatively prime. Let J ⊂ R be an ideal of height d − 1 such that µ(J) = d − 1. Suppose,
it is given that J = (b1, · · · , bd−1) + J2. Then, there exist c1, · · · , cd−1 ∈ J such that J =
(c1, · · · , cd−1) and bi ≡ ci mod J2 for i = 1, · · · , d− 1.
Proof. Let J = (a1, · · · , ad−1). These generators will induce ω : (R/J)d−1 ։ J/J2.
Note that (J, ω) = 0 in Ed−1(R) by definition.
Let the data J = (b1, · · · , bd−1) + J2 define ω′ : (R/J)d−1 ։ J/J2. By (5.8), (J, ω) =
(J, uω) for some u ∈ R which is a unit modulo J . Let v ∈ R be such that uv ≡ 1
modulo J . Note that (v, a1, · · · , ad−1) is a unimodular row over R and by [10, 3.5] it is
completable.
We can follow the arguments as in [34, Proposition, page 956, second proof] to
conclude that there is a matrix σ ∈ Md−1(R) with determinant ud−2 modulo J such
that, if (a1, · · · , ad−1)σ = (f1, · · · , fd−1), then J = (f1, · · · , fd−1). Let the generators
f1, · · · , fd−1 induce ω′′ : (R/J)d−1 ։ J/J2. Clearly, 0 = (J, ω′′) = (J, ud−2ω).
Case 1. Let d be odd. Then, (J, ω′) = (J, uω) = (J, ud−2ω) = 0 by (5.9). Therefore, we
are done by (5.7).
Case 2. Let d be even. We are required to prove that (J, uω) = 0 and for that purpose,
we may assume that uω is induced by J = (ua1, a2, · · · , ad−1) + J2. We may further
assume by some standard arguments that ad−1 is not a zero-divisor. Let A = R/(ad−1)
and ‘tilde’ denote reduction mod (ad−1). It is easy to check that there is a group
homomorphismEd−2(A) −→ Ed−1(R) (for an idea of proof, see [6, 7.4]). Then, inAwe
have J˜ = (a˜1, · · · , a˜d−2). Also, J˜ = (u˜a1, a˜2, · · · , a˜d−2)+J˜2, and it is enough to lift these
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to generators of J˜ . We now apply Case 1 and the morphism Ed−2(A) −→ Ed−1(R) to
conclude. 
It is now easy to prove the following result.
Theorem 6.9. Let R be an affine algebra over Fp of dimension d ≥ 5 such that p and (d − 1)!
are relatively prime. Let P be a projective R-module of rank d − 1 with trivial determinant.
Then P
∼→ Q⊕R for some R-module Q if and only if there is a surjection α : P ։ J such that
J ⊂ R is an ideal of height d− 1 and µ(J) = d− 1.
Proof. By a theorem of Eisenbud-Evans [12], there is a surjection β : P ։ J such that
J ⊂ R is an ideal of height d− 1.
Let P
∼→ Q⊕R for some R-module Q. We have proved in (6.1) that µ(J) = d− 1.
Conversely, assume that there is a surjection α : P ։ I such that I ⊂ R is an ideal
of height d − 1 and µ(I) = d − 1. Fix χ : R ∼→ ∧d−1P . The R/I-module P/IP is free.
Choose σ : (R/I)d−1
∼→ P/IP such that ∧d−1σ = χ⊗R/I . Let ωI be the composite:
(R/I)d−1
σ
∼→ P/IP α։ I/I2.
Let ωI correspond to I = (f1, · · · , fd−1) + I2.
By the hypothesis, µ(I) = d− 1. We can apply (6.8) and obtain a1, · · · , ad−1 ∈ I such
that I = (a1, · · · , ad−1)where ai−fi ∈ I2 for 1 ≤ i ≤ d−1. Nowwe can apply (4.4). 
7. APPLICATIONS II: PROJECTIVE MODULES OVER THREEFOLDS
In this section we apply the Fasel-Rao-Swan cancellation theorem [13, 7.5] to the
results obtained in the previous sections to answer Question 1.8 raised in the intro-
duction. Throughout this section we assume that p 6= 2 and R is smooth, although as
remarked earlier in the introduction, the smoothness assumptionmay not be necessary.
Theorem 7.1. Let p 6= 2, and let R be a smooth affine algebra of dimension 3 over Fp and
P,Q be projective R-modules of rank 2, each with trivial determinant. Fix isomorphisms χP :
R
∼→ ∧2P and χQ : R ∼→ ∧2Q. Then, e2(P, χP ) = e2(Q,χQ) in E2(R) if and only if P is
isomorphic to Q.
Proof. Let us first assume that P is isomorphic toQ. Let γ : P
∼→ Q be an isomorphism.
Let α : Q ։ J be a surjection, where J is an ideal of height 2. Suppose that (α, χQ)
induces e2(Q,χQ) = (J, ω). Note that ∧2(γ) : ∧2P ∼→ ∧2Q is basically multiplication by
a unit u ∈ (R/J)∗. It then easily follows that (αγ, χP ) will induce e(P, χP ) = (J, uω).
But (J, ω) = (J, uω) by (6.5).
Conversely, assume that e2(P, χP ) = e2(Q,χQ) in E
2(R). Let e2(P, χP ) = (J, ωJ ) =
e2(Q,χQ). Then, by (5.13), there exist surjections α : P ։ J , β : Q ։ J such that
(α, χP ) and (β, χQ) both induce ωJ . In other words, we have a commutative diagram:
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(R/J)2
δ1
//
σ

P/JP
α
// J/J2

(R/J)2
δ2
// Q/JQ
β
// J/J2
where σ ∈ SL2(R/J), ∧2δ1 = χP ⊗R/J , ∧2δ2 = χQ⊗R/J , and the right vertical map
is the identity. Let θ = δ2σδ
−1
1 . Then we have θ : P/JP
∼→ Q/JQ, α = βθ, and
∧2θ = (∧2δ2)(∧2δ1)−1 (as σ ∈ SL2(R/J)). We can now apply [3, 3.5] to complete the
proof. 
We can now answer Question 1.8 raised in the introduction.
Corollary 7.2. Let p 6= 2, and let R be a smooth affine algebra of dimension 3 over Fp, and
P,Q be projective R-modules of rank 2, each with trivial determinant. Then, P
∼→ Q if and
only if there is an ideal J ⊂ R of height 2 such that both P and Q map onto J .
Proof. One way it is trivial. So let there exist an ideal J of height 2 such that there are
surjections α : P ։ J and β : Q ։ J . Fix χP : R
∼→ ∧2P and χQ : R ∼→ ∧2Q. Let
(α, χP ) induce e2(P, χP ) = (J, ω1) and (β, χQ) induce e2(Q,χQ) = (J, ω2). The proof is
complete by applying (6.5) and (7.1). 
Corollary 7.3. Let p 6= 2, and let R be a smooth affine algebra of dimension 3 over Fp and P
be a projective R-module of rank 2 with trivial determinant. Then, P is cancellative.
Proof. Let Q be an R-module of rank two such that P⊕Rn ∼→ Q⊕Rn for some n. As
P⊕R is cancellative by [37], we have P⊕R ∼→ Q⊕R. By [6, 6.7], there is an ideal J ⊂ R
of height at least two such that bothP andQmap onto J . Applying the above corollary,
we have P
∼→ Q. 
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