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Introduction {#sec1}
============

Three-dimensional (3D) neural cultures recapitulate the cell-cell and cell-extracellular matrix (ECM) interactions of the native brain tissue more accurately than conventional 2D cultures ([@bib58]). Because they express *in vivo*-like gene, protein and biomarker expression patterns of development, diseases, and network firing, 3D tissue cultures are useful systems to study brain-like functions at the cellular and tissue level ([@bib30]). In the brain, adhesion contacts and axonal pathfinding are isotropically distributed in a 3D microenvironment, with neurons synapsing with their immediate neighbors as well as distant neurons in all three dimensions to form extensive neural networks. These interactions are not recapitulated in 2D cultures, where neuronal connections are restricted unnaturally to the x-y plane ([@bib54]).

Several 3D culture platforms have been developed to model brain tissues in the laboratory. These platforms generally utilize self-assembly and self-organization principles (e.g., spheroids and organoids) ([@bib8]; [@bib20]; [@bib28]; [@bib43]), with or without biomaterial support (e.g., hydrogels or scaffolds) ([@bib23]; [@bib51]; [@bib54]). One example is our versatile composite scaffold consisting of silk and ECM components for 3D *in vitro* culture. These systems accommodate the long-term growth and function of rodent primary neurons as well as human neurons derived from induced pluripotent stem cells (iPSCs), induced neural stem cells (iNSCs), or other cell types isolated from patient brain or tumor explants ([@bib13]; [@bib14]; [@bib30]; [@bib44]; [@bib49], [@bib50]; [@bib51]).

One of the key challenges with using 3D *in vitro* cultures is the functional analysis of the engineered brain-like circuitry. Among the neural network analysis technologies, multi-electrode arrays (MEA) and optical-based approaches such as calcium (Ca^++^) and voltage imaging provide investigators detailed information on the spatial-temporal aspects of brain network development and function of rodent and human neurons *in vitro* ([@bib2]; [@bib42]; [@bib53]). Brain network architecture is a hierarchical entity at multiple spatial scales ranging from connections between synapses to connections between brain regions ([@bib4]; [@bib7]). Although MEA offer excellent temporal resolution, cells needs to be in proximity to the electrodes to be detected, and the spatial resolution is physically fixed to the number and spacing of electrodes (typically in the tens to hundreds of μm) ([@bib10]; [@bib38]; [@bib48]; [@bib52]). In contrast to MEA, optical-imaging-based approaches using dyes or genetically encoded reporter constructs have the spatial resolution as high as the microscope equipment allows (typically sub-μm) and have the potential to record contribution of all cells, enabling researchers to conduct analysis at different spatial scales. An optical approach can also be more widely used than MEA due to MEA\'s requirement of dedicated equipment. Optical analyses of neural networks generally focus on cellular activity patterns at a fraction of 3D space (100--500 μm field width at a single x-y plane) due to the technical limitations of imaging equipment ([@bib9]; [@bib25]; [@bib27]; [@bib46]; [@bib54]), with few exceptions ([@bib19]; [@bib31]; [@bib40]; [@bib57]). There is a demand for tools to evaluate functional networks at larger, millimeter-scale in 3D cultures.

The objective of the present study was to develop an experimental 3D *in vitro* system that addressed this need through the incorporation of bioengineering principles, genetically encoded calcium indicators (GECIs), widefield microscopy image acquisition, and computational analysis. The output of this experimental system is a set of mathematical parameters describing the functional neural networks that investigators can use to quantitatively compare networks formed under different conditions. Primary mouse cortical neurons were cultured in 3D scaffolds and virally infected with genetic constructs expressing the calcium reporter GCAMP6f ([@bib16]) to monitor activity. Network analysis showed functionally connected neural networks in the 3D cortical cultures. We demonstrated the utility of this experimental system with pharmacological perturbation of glutamatergic excitatory inputs (treatment with D-2-amino-5-phosphonovalerate, AP5; or 2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzo\[f\]quinoxaline-7-sulfonamide, NBQX) or γ-aminobutyric acid (GABA) inhibitory inputs (treatment with bicuculline or picrotoxin) and presented quantitative outcomes in the network descriptors. Bicuculline and picrotoxin increased neuronal activity, NBQX greatly reduced neuronal activity and impaired the functional network, and AP5 reduced neuronal activity to an even greater degree than NBQX. Interestingly, between the two GABA receptor antagonists, only bicuculline resulted in changes in the functional network properties at the scale we analyzed. Collectively, these data demonstrate the applicability of our 3D *in vitro system* for understanding the links between neurotransmission and network connectivity and for further investigation of the function and disruption of neural networks in a pathophysiological context.

Results {#sec2}
=======

3D *In Vitro* Biomimetic Cortical Culture System to Study Neural Network Structure and Function {#sec2.1}
-----------------------------------------------------------------------------------------------

To investigate neural network formation in 3D microenvironments, we adapted our previously published *in vitro* composite (silk and collagen) scaffold culture system that mimics the softness of native brain tissue and allows for growth and interaction of neurons and glial cells in three dimensions ([@bib18]; [@bib51]). Additional elements incorporated into the system in this study were (1) expression of a GECI, GCaMP6f ([@bib16]), as a reporter of neuronal activity, (2) widefield epifluorescence microscopy to record activity at micrometer- and millimeter-scales, and (3) computational tools adapted from published algorithms to investigate functional connectivity of the neural network ([@bib35]; [@bib37]; [@bib39]; [@bib41]). The scaffolds were fabricated following established protocols, with dimensions optimized for high density cell seeding and for imaging the neural network in one single field of view (scaffold diameter = 3 mm, height = 1.5 mm, volume = 10.6 mm^3^ and pore size = 425--500 μm) ([Figures 1](#fig1){ref-type="fig"} and [S1](#mmc1){ref-type="supplementary-material"}). Two million cells were seeded per scaffold ([Figure S1](#mmc1){ref-type="supplementary-material"}). The seeding efficiency was approximately 60%--70%, determined by amount of DNA in the 3D culture relative to a 2 x 10^6^ cell pellet with a PicoGreen DNA quantification assay ([Figure S2](#mmc1){ref-type="supplementary-material"}). The cell density in the 3D culture was approximately 1.2---1.3 x 10^6^ cells/mm^3^.Figure 1Schematic of the 3D Bioengineered Experimental Platform for Investigating Functional Neural Networks

Development of Neural Networks in the Biomimetic Cortical Culture {#sec2.2}
-----------------------------------------------------------------

Confocal z stack images at 1, 2, and 3 weeks of culture showed that neurons formed extensive 3D structural networks ([Figures 2](#fig2){ref-type="fig"}A and 2B, and [Video S1](#mmc2){ref-type="supplementary-material"}). Using a custom MATLAB code to quantify the 3D neurite density (([@bib29]) and detailed in [Transparent Methods](#mmc1){ref-type="supplementary-material"}), we observed an increase in neurite density over the course of development ([Figure 2](#fig2){ref-type="fig"}C). To provide further evidence of structural network formation, quantitative real-time PCR (qRT-PCR) was used to analyze the expression of genes known to change during neural development. As anticipated, we observed a downregulation in mRNA expression levels of the neural progenitor marker (*Pax6*) and the immature neuron marker (*Dcx*) ([Figure 2](#fig2){ref-type="fig"}D) ([@bib22]; [@bib33]). We detected a significant upregulation of mRNA encoding proteins with roles in presynaptic vesicle trafficking (*Syn1*), postsynaptic scaffolding (*Shank3*), glutamatergic neurotransmission (*Slc17a7, Gria1, Grin1*), and GABAergic neurotransmission (*GAD2, Gabra1*) ([Figure 2](#fig2){ref-type="fig"}D). The increased gene expression of the *Slc3a1* excitatory amino acid transporter together with immunofluorescence imaging of the astrocyte marker glial fibrillary acidic protein (GFAP) indicated the presence of astrocytes in the 3D cultures ([Figure 3](#fig3){ref-type="fig"}). Taken together, the data suggest neuronal maturation and synapse formation in the 3D culture model ([@bib5]).Figure 2Structural Neural Network Development of the 3D *In Vitro* Biomimetic Cortical Culture(A) Representative 3D projections of confocal z stack images of RFP-expressing neurons at 1, 2, and 3 weeks. Scale bar, 20 μm.(B) Representative 3D rendering of side (x-z) view of RFP-expressing neurons at 3 weeks.(C) Neurite density in the 3D cortical culture (mean ± SEM). n = 6--8 samples from three independent experiments.(D) mRNA expression over time (mean ± SEM) of proteins associated with neural progenitors (*Pax6*), immature neurons (*Dcx*, doublecortin), presynaptic vesicles (*Syn1*, synapsin 1), postsynaptic scaffolding protein (*Shank3*), glutamatergic transmission (*Slc17a7*, vesicular glutamate transporter 1; *Gria1*, AMPA receptor subunit 1;*Grin1*, NMDA receptor subunit 1), and GABAergic transmission (*GAD2*, glutamate decarboxylase 2; Gabra1, GABA~A~ receptor subunit ɑ1). Expressions were normalized to housekeeping gene 18s. n = 7--11 samples from three to four independent experiments. For (C) and (D), ANOVA and post-hoc Tukey tests were used for statistical significance among groups. ∗p \< 0.05; ∗∗p \< 0.001. See also [Video S1](#mmc2){ref-type="supplementary-material"}. See also [Table S2](#mmc1){ref-type="supplementary-material"}.Figure 3Astrocyte Markers in the 3D Cortical Culture(A) Relative mRNA expressions at 1, 14, and 21 DIV of *Slc1a3*, excitatory amino acid transporter 1, marker of astrocytes. n = 7--11 samples from three to four independent experiments ANOVA with post-hoc Tukey test was used for statistical significance. ∗∗p \< 0.001. Scale bar, 100 μm.(B) Confocal image showing the presence of astrocytes identified by the expression of glial fibrillary acidic protein (GFAP). n = 3 samples from three independent experiments.

Video S1. Neurons Formed Extensive 3D Networks in the Biomimetic Cortical Culture, Related to Figure 2Cultures were infected with AAV1-hSyn1-TurboRFP at 1 day *in vitro* and confocal z-stack images were taken at 21 days *in vitro*.

3D Cultures Display Spontaneous Neuronal Activities Recorded with a Genetically Encoded Calcium Indicator {#sec2.3}
---------------------------------------------------------------------------------------------------------

For functional analysis of network activity in our 3D biomimetic cortical culture, a GCaMP6f ([@bib16]) genetic construct was expressed in neurons for recording temporal calcium (Ca^++^) concentration changes, called Ca^++^ transients. The cultures were infected at 1 day *in vitro* (DIV) with adeno-associated virus serotype 1 (AAV1) driving expression in neurons of GCaMP6f under the control of the synapsin 1 promoter ([Figure S1](#mmc1){ref-type="supplementary-material"}). A standard widefield fluorescence microscope with a 4× objective (field size = 4.15× 3.51 mm^2^) was used to record the activity patterns from projection of the 3D culture ([Figure 4](#fig4){ref-type="fig"}A). Imaging was done for 1-min duration at 5 Hz, the temporal resolution that was sufficient to detect Ca^++^ events in a time-lapse series ([@bib2]).Figure 4Spontaneous Neuronal Activity in the 3D *In Vitro* Biomimetic Cortical Culture(A) Representative fluorescence time-lapse image stacks of 3-week-old 3D cultures expressing GCaMP6f. Images are pseudo-colored to highlight Ca^++^ transients. Scale bar, 500 μm.(B) Mask with 37 hexagonal ROIs (dimensions: area = 0.22 mm^2^, side to side and center-to-center distances = 500 μm) is applied to the time-lapse image stack.(C) Extraction of time-series trace of average fluorescence intensity from the projection of 3D culture in each ROI.(D) Representative traces of spontaneous Ca^++^ transients from individual ROIs at 2 weeks, 3 weeks, and 3 weeks post-tetrodotoxin (TTX, 40 μM) treatment. Fluorescence changes are normalized to the basal fluorescence intensity (dF/F~0~).(E) Percentage of all ROIs containing Ca^++^ event(s) (mean ± SEM). Each data point represents a unique 3D tissue culture sample.(F) Ca^++^ event frequency at 2 and 3 weeks (mean ± SEM). Each data point represents average frequency of non-zero event ROIs of a sample. For (E) and (F), n = 23 samples from 3 to 4 matched experiments for 2-week and 3-week samples. An unpaired t test was used for statistical significance. ∗∗p \< 0.001. See also [Figure S5](#mmc1){ref-type="supplementary-material"} and [Video S2](#mmc3){ref-type="supplementary-material"}.

Neuronal activity was recorded at 2 and 3 weeks of culture, concurrent with the time frame in which rodent neurons grown in conventional 2D culture demonstrate increased activity ([@bib17]). At 2 and 3 weeks of culture, Ca^++^ transients were observed in individual neurons that synchronized within small, local clusters of neurons (size 30--100 μm) as well as larger clusters (\>1 mm) ([Figure 4](#fig4){ref-type="fig"}A, [Video S2](#mmc3){ref-type="supplementary-material"}). To perform quantitative analysis of the neural networks, the image areas were segmented into equal-size hexagonal regions of interest (ROIs) in a honeycomb configuration that covered the complete projection of the 3D culture sample ([Figure 4](#fig4){ref-type="fig"}B). We chose an ROI size of side-to-side distance of 500 μm for long-distance analysis based on previous studies, suggesting cortical neuron axon length *in vitro* ([@bib55]). It should be noted that the ROI size is user-defined, and computational analyses presented below were dependent on this initial ROI determination. Once an ROI mask was applied, fluorescence signal intensity from the projected image in each ROI was averaged to produce a time-series trace ([Figure 4](#fig4){ref-type="fig"}C). For each of the ROIs, Ca^++^ event detection was performed with the open-source software FluoroSNNAP ([@bib41]). Spontaneous Ca^++^ events were present at both 2 and 3 weeks of culture in the majority (range 89--100%) of ROIs ([Figures 4](#fig4){ref-type="fig"}D, 4E, [S3](#mmc1){ref-type="supplementary-material"}A, and S3B). The frequency of Ca^++^ events increased from 2 to 3 weeks (7.1 ± 0.7 events/min at 2 weeks, 12.9 ± 0.8 events/min at 3 weeks; mean ± SEM) ([Figure 4](#fig4){ref-type="fig"}F), correlating with the increased expression of markers of synaptic neurotransmission ([Figure 2](#fig2){ref-type="fig"}D). The Ca^++^ transients were abolished after tetrodotoxin (TTX) treatment, reflecting the action-potential-dependent nature of the neuronal activities ([Figure 4](#fig4){ref-type="fig"}D).

Video S2. Baseline Ca^++^ Transients of a 3D Biomimetic Cortical Culture at 3 Weeks, Related to Figures 5 and 6Cultures were infected with AAV-hSyn1-GCaMP6f at 1 day *in vitro*. Time-lapse images were taken at 5 Hz for 1-min duration. Video is displayed at 4X speed. Size of scaffold = 3 mm. This culture sample is the same one as in Video S3.

Pharmacological Perturbations in Excitatory and Inhibitory Neurotransmission Alters Neuronal Activity of 3D Cultures {#sec2.4}
--------------------------------------------------------------------------------------------------------------------

To validate the responsiveness of our experimental system to network perturbations, a pharmacological strategy was employed to disrupt excitatory or inhibitory synaptic transmissions. The 3D cultures were treated with bicuculline (BIC, a competitive antagonist of inhibitory GABA~A~ receptors), picrotoxin (PTX, a non-competitive antagonist of inhibitory GABA~A~ and GABAρ receptors), NBQX (a competitive antagonist of excitatory AMPA receptors), or AP5 (a competitive antagonist of excitatory NMDA receptors). Experiments were conducted on 3-week cultures because of their higher baseline activity ([Figure 4](#fig4){ref-type="fig"}F).

Spontaneous neuronal activities of each 3D culture sample were recorded and analyzed pre- ("baseline") and post-treatment ([Figures 5](#fig5){ref-type="fig"} and [S3](#mmc1){ref-type="supplementary-material"}, [Videos S3](#mmc4){ref-type="supplementary-material"}, [S4](#mmc5){ref-type="supplementary-material"}, and [S5](#mmc6){ref-type="supplementary-material"}, and [Table S1](#mmc1){ref-type="supplementary-material"} for detailed numbers and p values). Following treatments with BIC or PTX, Ca^++^ events were present in 100% ROIs. Treatment with NBQX and AP5 significantly reduced the number of ROIs containing Ca^++^ events (post-NBQX, 57 ± 11.8%; post-AP5, 30 ± 10.2%; mean ± SEM). In the AP5-treatment group, 5 of 11 samples (n = 4 experiments) had complete loss of neuronal activity ([Figure 5](#fig5){ref-type="fig"}B). Treatment with equivalent concentrations of DMSO, used to dissolve BIC and PTX, had no measurable effects on all the parameters reported in this study ([Figure S4](#mmc1){ref-type="supplementary-material"}).Figure 5Drug Treatments Induced Neuronal Activity Changes in the 3D Cortical Culture(A) Representative traces of Ca^++^ transients from individual ROIs in 3-weeks-old 3D cortical culture samples at baseline condition and post-treatments of GABA~A~ receptor antagonist bicuculline (BIC, 10 μM), GABA~A~ and GABAρ receptors antagonist picrotoxin (PTX, 50 μM), NMDA receptor antagonist AP5 (50 μM), or AMPA receptor antagonist NBQX (5 μM). Fluorescence changes were normalized to the basal fluorescence intensity (dF/F~0~).(B) Percentage of ROIs in each culture sample containing at least one Ca^++^ event at baseline and post-treatments.(C) Average Ca^++^ events of all ROIs per sample.(D) Global synchronization index of Ca^++^ transients across all ROIs in a sample. For (B--D), gray data points and lines show baseline and post-treatment measurements of the same 3D tissue culture samples, and color lines show mean ± SEM. n = 9--12 per group from three to four independent experiments. Paired t tests were used for statistical significance comparing baseline and post-treatment of the same sample. ∗p \< 0.05, ∗∗p \< 0.001. See also [Figure S3](#mmc1){ref-type="supplementary-material"}, [Table S1](#mmc1){ref-type="supplementary-material"}, and [Videos S2](#mmc3){ref-type="supplementary-material"}, [S3](#mmc4){ref-type="supplementary-material"}, [S4](#mmc5){ref-type="supplementary-material"}, and [S5](#mmc6){ref-type="supplementary-material"}.

Video S3. Post-bicuculline Ca^++^ Transients of a 3D Biomimetic Cortical Culture at 3 Weeks, Related to Figures 5 and 6Cultures were infected with AAV-hSyn1-GCaMP6f at 1 day *in vitro*. Time-lapse images were taken at 5 Hz for 1-min duration. Video is displayed at 4X speed. Size of scaffold = 3 mm. This culture sample is the same one as in Video S2.

Video S4. Post-picrotoxin Ca^++^ Transients of a 3D Biomimetic Cortical Culture at 3 Weeks, Related to Figures 5 and 6Cultures were infected with AAV-hSyn1-GCaMP6f at 1 day *in vitro*. Time-lapse images were taken at 5 Hz for 1-min duration. Video is displayed at 4X speed. Size of scaffold = 3 mm.

Video S5. Post-AP5 Ca^++^ Transients of a 3D Biomimetic Cortical Culture at 3 Weeks, Related to Figures 5Cultures were infected with AAV-hSyn1-GCaMP6f at 1 day *in vitro*. Time-lapse images were taken at 5 Hz for 1-min duration. Video is displayed at 4X speed. Size of scaffold = 3 mm.

Both GABA receptor blockers resulted in an increase in Ca^++^ event frequency (BIC group: baseline 10.9 ± 1.1, post-treatment 15.4 ± 0.7; PTX group: baseline 12.3 ± 1.2, post-treatment 17.8 ± 1.1 events/min; mean ± SEM) ([Figure 5](#fig5){ref-type="fig"}C). AMPA receptor blocker NBQX reduced the neuronal activity (baseline 10.5 ± 1.0, post-NBQX 2.7 ± 0.9 events/min). Treatment with the NMDA blocker AP5 resulted in greater reduction than NBQX (baseline 11.5 ± 1.6, post-treatment 0.4 ± 0.1 events/min) ([Figure 5](#fig5){ref-type="fig"}C). Together, these data show the presence of inhibitory and excitatory transmissions in the 3D tissue cultures and the differential responses of neurons to selective antagonists.

Synchronization of neuronal activity in local clusters (5--50 neurons) has been observed *in vivo* during early development, with the level of synchronization changing in a brain-region-dependent manner as neural circuits become more complex ([@bib24]). For *in vitro* studies of networks, a numerical index is used to describe the degree of global synchronization. Here, the global synchronization index was computed by comparing the timing of events in all of the ROIs in each individual 3D culture using FluoroSNNAP software ([@bib41]). An average index of 0.29 ± 0.02 (mean ± SEM) was observed for the 3-week culture baseline conditions. No changes were observed with BIC or PTX treatments (BIC, 0.26 ± 0.04; PTX, 0.29 ± 0.05). In contrast, application of NBQX reduced the global synchronization index (0.14 ± 0.04), suggesting a reduction of global connectivity ([Figure 5](#fig5){ref-type="fig"}D). Global synchronization index was not computed for the AP5 group due to lack of neuronal activity.

Functional Neural Network Characterization Using Graph Theory Models: Functional Connectivity, Clustering, Path Length, and Community Structure {#sec2.5}
-----------------------------------------------------------------------------------------------------------------------------------------------

A fundamental goal of the field of network neuroscience is to understand brain networks as a complex web of interactions between functional units ([@bib4]; [@bib32]). Graph theory is utilized extensively as a mathematical approach to analyze neural network functionality. To demonstrate the applicability of our 3D experimental system for evaluating functional neural networks, we applied previously published graph-theory-based network analyses to evaluate key attributes of the neural networks formed in our 3D cortical cultures at baseline and post-drug treatment conditions ([@bib35]; [@bib37]; [@bib39]). The basic principle of graph theory is to represent the network as a graph with each user-defined neural unit as a "node" and the connection between two nodes as an "edge" ([Figure 6](#fig6){ref-type="fig"}A). In this study, each of the 37 hexagonal ROIs is the equivalent of a node. The functional connectivity (edge) is defined as the statistical similarity of activity patterns of the two nodes, regardless of physical locations or the underlying structural connections.Figure 6Graph Theory Model-Based Characterizations of Functional Neural Networks in 3D Biomimetic Cortical Cultures(A) The ROI was designated as a node in the graph-theory-based network analysis.(B) Representative matrices of cross-correlation coefficients of the 3-week-old 3D cortical culture samples at baseline and post-treatment of bicuculline (BIC; 10 μM), picrotoxin (PTX; 50 μM), or NBQX (5 μM). Self-correlations were removed. The cross-correlation coefficients were then used as edge weight.(C--F) (C) Average edge weights, (D) average clustering coefficient, (E) average path length, and (F) community structure---number of modules (top) and modularity (bottom) at baseline and post-treatments, as indicated. Post-NBQX samples that lost community structure (1 module and modularity = 0, dotted lines) were excluded from the average modularity calculation.(G) Frequency distribution of normalized weighted node degree. For (C--F), gray data points and lines represent baseline and post-treatment measurements of individual 3D culture sample. Colored lines show mean ± SEM. (n = 9--12 samples from three to four independent experiments per group). Paired t tests were used for statistical significance comparing baseline and post-treatment of the same sample. ∗p \< 0.05, ∗∗p \< 0.001. See also [Figures S3](#mmc1){ref-type="supplementary-material"} and [S5](#mmc1){ref-type="supplementary-material"}, and [Table S1](#mmc1){ref-type="supplementary-material"}.

The functional connectivity between node pairs in the 3D culture was assessed using cross-correlation analysis ([Figure 6](#fig6){ref-type="fig"}B). The cross-correlation coefficient of the paired nodes was used as the edge weight, a value to indicate the level of connectivity. These data were then used to compute average clustering coefficient, average path length, community structure, and node degree, which are each described in greater detail below ([Figures 6](#fig6){ref-type="fig"}C--6G and see [Table S1](#mmc1){ref-type="supplementary-material"} for detailed numbers and p values). Average edge weight of all node pairs at baseline and post-BIC, PTX, and NBQX treatments was calculated, but network analysis was not conducted for the AP5 group due to low level of activity. Average edge weight was significantly decreased by the AMPA receptor antagonist NBQX, suggesting a reduction in overall functional connectivity ([Figure 6](#fig6){ref-type="fig"}C). Interestingly, between the two GABA receptor antagonists, BIC treatment increased the average edge weight, whereas no significant changes were observed with PTX treatment. These results suggest that BIC, but not PTX, strengthened the overall functional connectivity of the 3D culture.

The average clustering coefficient, a measure of the intensity of functional connectivity among triplets of nodes (detailed in [Transparent Methods](#mmc1){ref-type="supplementary-material"}), was evaluated for our cultures. A network with a high average clustering coefficient is thought to be better at local information integration and more robust to disruption ([@bib11]; [@bib39]). In our cultures, an increase in the average clustering coefficient was observed with BIC treatment, whereas no significant changes were observed with PTX treatment. NBQX treatment resulted in a reduction in the average clustering coefficient ([Figure 6](#fig6){ref-type="fig"}D). This suggests that acute modulation of GABA and NMDA neurotransmission may alter information integration in our 3D neural networks ([@bib11]).

We similarly investigated path length as a descriptor of neural network functionally in our 3D cultures. Inversely proportional to edge weight, the path length is the shortest distance to traverse from one node to another node in the network. In classical network studies, a short average path length suggests that information can be efficiently shared across the network ([@bib35]). However, it is important to mention the disagreements with this interpretation in the field ([@bib21]), and here we use path length as an indication of statistical dependence and not necessarily to characterize information routes. Average path length was calculated from all node pairs and normalized to the number of active nodes (detailed in [Transparent Methods](#mmc1){ref-type="supplementary-material"}). BIC treatment reduced the average path length, whereas PTX had no significant effect ([Figure 6](#fig6){ref-type="fig"}E). Because average path length becomes artificially short when only a small portion of nodes remain active ([Figure 6](#fig6){ref-type="fig"}B), this descriptor was not calculated for the NMDA-treated cultures.

Many complex networks have community structures in which the network divides naturally into communities, or modules, containing densely interconnected nodes ([@bib37]). It is hypothesized that community structures play an important role in functional specialization. Examining the community structures can thus provide insights to the specialization of the network ([@bib11]). The measurement that describes the strength of segregation of different parts of network into modules is called the modularity (detailed in [Transparent Methods](#mmc1){ref-type="supplementary-material"}). A higher modularity indicates that the network is more strongly divided and the nodes are more interconnected within modules than connected to nodes in other modules. At baseline conditions after 3 weeks of culture, two to three modules formed in the 3D neural network ([Figure 6](#fig6){ref-type="fig"}F, top panel) with low modularity ([Figure 6](#fig6){ref-type="fig"}F, bottom panel), suggesting a relatively weak community structure. BIC treatment reduced the modularity, whereas PTX had no significant effects. In the NBQX-treated 3D cultures, two different outcomes of community structures were observed. In cultures with fewer than 50% remaining active nodes (3 of 9 cultures), a single module with modularity of 0 was observed, suggesting that the network was deprived of a community structure after losing activity in the majority of nodes. In contrast, in cultures with 75%--100% active nodes, the modularity increased (6 of 9 cultures), suggesting that the network was more strongly divided ([Figure 6](#fig6){ref-type="fig"}F, bottom panel). Possible explanations to the variation among samples could be attributed to potential differences in expression level of AMPA receptors and relative level of AMPA receptor- and NMDA receptor-mediated glutamatergic neurotransmissions in each culture at this stage.

Another characteristic of complex networks is the presence of hubs, which facilitate efficient communication by shortening path lengths and bridging modules in a network ([@bib3]; [@bib11]). Hubs are nodes with a node degree (sum of edge weights touching the node) that greatly exceeds the average. The presence of hub nodes in a network can be inferred by the presence of a non-Gaussian distribution with a long right tail in a frequency distribution plot of node degrees ([@bib47]). We computed the node degree for all of the individual nodes and graphed the frequency distribution. The absence of a long right tail in the frequency plots, combined with a normal distribution, indicate the absence of hub nodes under baseline conditions. Neither BIC nor PTX treatments resulted in the emergence of hub nodes. NBQX treatments resulted in a left shift of the node degree distribution because of the observed reduction in functional connectivity of the network, with 49% of the nodes having a node degree of zero (i.e. no remaining functional connectivity) ([Figure 6](#fig6){ref-type="fig"}G).

The above analyses were based on ROIs of side-to-side distances of 500 μm. To demonstrate that this model can be used at different spatial scales with other ROI sizes, we repeated the network analyses with smaller ROIs with side-to-side distance of 250 μm on BIC and PTX experiments ([Figure S5](#mmc1){ref-type="supplementary-material"}). Our analyses showed that modifying ROI size from 500 μm to 250 μm changed the raw values of the network descriptors. It did not affect the pre- and post-treatment trends for synchronization, average edge weight, average path length, and modularity. At this scale of analysis, the increase of average clustering coefficient from pre- to post-PTX became statistically significant. This emphasizes that the network analysis is dependent on the initial determination of ROI, which should be chosen based on the question of interest.

In summary, the network analysis indicated that millimeter-sized, functional neural networks developed in the 3D biomimetic cortical cultures. The networks responded to pharmacological perturbations in neurotransmission with measurable changes in the network descriptors. The average edge weight and average clustering coefficient increased with BIC treatment and decreased with NBQX treatment. The average path length decreased with BIC treatment. The networks at 3 weeks of culture had a weak community structure (modularity) and were reduced by BIC treatment. This, combined with the lack of hubs, suggested that unspecialized networks developed in our 3D cultures. These results demonstrate the utility of this 3D culture system for the study of functional neural networks *in vitro*.

Discussion {#sec3}
==========

Functional connection of a neural network is an important field of study for brain function and disorders. Conventional 2D culture with both rodent and human iPSC-derived neurons have been used to investigate neural networks using MEA and optical assays. For example, the correlation patterns of 2D rat cortical neuron cultures over the time frame of 7--35 DIV were evaluated with MEA of 60 electrodes with 200-μm spacing ([@bib17]). The emergency of hub structures in 2D mouse hippocampal neuron cultures were assessed with MEA of 64 electrodes with 200-μm spacing ([@bib47]). In the past, network analysis has primarily been done with in-house, customized computer algorithms. FluoroSNNAP software, initially intended for 2D cellular scale analysis, was developed to facilitate the computational analysis in the field ([@bib41]). Since that time, 3D *in vitro* cultures have become increasingly popular to investigate the development, functions, and disorders of brain networks as they better represent key features of the brain tissue ([@bib30]; [@bib58]). One of the first studies demonstrating network activities in months-old human cortical organoids using MEA (200-μm spacing) and observing changes in synchronized network activities over time was reported ([@bib53]). With the increasing popularity of 3D cultures, the field will benefit from tools designed for examining neural networks in greater detail in 3D.

Among the techniques for functional recordings and analysis, optical approaches have the advantages of contact-free, high and flexible spatial resolution, and cell-type-specific targeting ([@bib2]). Here we present an *in vitro* experimental system that allows for interrogation of functional networks that form in a 3D biomimetic microenvironment, with graph-theory-based network analysis that had not been widely utilized by the 3D culture field. The use of a GECI driven by a neuron-specific promotor in combination with observation using widefield microscopy allows for imaging of spatiotemporal patterns in neuronal activity at the millimeter-scale ([Figure 1](#fig1){ref-type="fig"}). To describe the functional neural network characteristics and topological properties of our 3D biomimetic cortical culture, we computed several mathematical descriptors (edge weight, clustering coefficient, path length, number of modules, modularity, and node degree). Ca^++^ imaging has been widely used in tissues, both *in vivo* and *ex vivo*, and in other forms of 3D cultures, including organoids. With user-optimized ROI size and Ca^++^ event detection parameters according to the culture\'s neuronal activities, our network analysis methods can be readily adapted to a wide range of other culture models. We compiled MATLAB algorithms into a user-friendly code and made this available to researchers (<https://github.com/yutingdingle/network-analysis>) so that it can be applied to other *in vitro* culture models. Additional network descriptors (e.g., shortcuts, core-periphery) ([@bib32]) can potentially be quantified by plugging in other available open source codes and software ([@bib26]; [@bib45]).

In our 3D experimental system, dense structural networks and spontaneous neuronal activities were detected within 2 weeks of culture. In the neonatal rodent brain, AMPA receptors are initially "silent," and glutamatergic synaptic transmission is purely driven by NMDA receptors. In contrast, activation of AMPA receptor is required for the opening of NMDA receptors in the adult brain ([@bib6]). At 3 weeks of our 3D culture, a large portion of NMDA receptor activity (blocked by AP5) was independent of AMPA receptors (blocked by NBQX). NMDA receptors were also observed to drive a higher percentage of excitatory activities than AMPA receptors. The glutamatergic neurotransmission of the 3D cultures thus appears to fall within the developmental stage of immature brains at the postnatal stage. In addition, we noticed variations among the 3D cultures\' susceptibility to NMDA and AMPA receptors blockers, with one hypothesis being that differences in the expression levels of AMPA and NMDA receptors and the functionality of AMPA receptors among individual 3D samples during neural network formation is the underlying basis for this observation.

Functional networks were established by 3 weeks in the 3D cortical culture. The lack of hubs and weak community structures observed in the networks at this time point can be interpreted as an indication of an unspecialized network ([@bib11]; [@bib32]; [@bib47]). It is plausible that our 3D mouse cortical network may develop more specialized features with extended culture time and/or after application of external stimuli in the form of optogenetic actuators (such as channelrhodopsins) and/or biochemical stimuli, such as brain-derived neurotrophic factor (BDNF) ([@bib1]; [@bib34]).

A functional, balanced neural network relies on the highly regulated integration of the flow of information from both excitatory and inhibitory inputs. We demonstrated that this experimental system can model disruptions in excitatory and inhibitory neurotransmissions and network dysfunctions. Blocking excitatory AMPA receptors with NBQX reduced neuronal activity and disrupted the functional neural network with reductions in edge weight, clustering coefficient, and community structure. Blocking inhibitory GABA receptors with antagonists BIC and PTX increased neuronal activity (indicated by the increase of Ca^++^ event frequency). Interestingly, only BIC treatment resulted in significant changes to functional network descriptors such as increased average edge weight, increased average clustering coefficient, decreased average path length, and decreased modularity, at our chosen spatial scale of analysis. In-depth examination of GABA receptor subtype expressions and distributions are needed to further address the mechanistic differences in network responses. However, possible explanations for these discrepancies include the differences in targets and mechanisms-of-action of BIC and PTX (i.e., competitive GABA~A~ receptor antagonist versus non-competitive, allosteric antagonist of both GABA~A~ and GABAρ, respectively). Considering that the brain undergoes critical changes of GABA, NMDA, and AMPA receptor isoforms and functions during development *in vivo*, our 3D culture system may provide a useful *in vitro* tool to further examine how changes in receptor expressions shape functional network formation.

The inherent flexibility of our bioengineering approach allows for expression of other genetically encoded constructs to induce (e.g., optogenetic tools) and record cell and network activities (e.g., voltage sensitive and glutamate reporters) ([@bib1]; [@bib36]). Furthermore, high-speed recording of large 3D networks with cellular resolution may be possible using light-sheet confocal microscopy. Another distinct advantage of our scaffold-based bioengineering approach is the possibility of tailoring the organization, compartmentalization, and mechanical properties of the 3D culture to better match that of the native brain. For instance, specific cell-types (e.g., astrocytes, microglia, oligodendrocytes, or other neural subtypes), as well as their ratio and density, can be customized in our 3D cultures to mimic white and gray matter structure ([@bib51]), to create specific cellular interactions (e.g., neural circuits), and/or to study interactions between cells and varied ECM compositions ([@bib49]). We hypothesize that systematic testing of these input parameters will advance the bioengineering of 3D *in vitro* biomimetic models to more closely mimic the network density and functional connectivity of the brain.

The 3D *in vitro* biomimetic culture approach would be particularly useful to study the many human brain disorders that are thought to be caused by dysfunction in the structure and function of synapses and neural circuits ([@bib12]; [@bib14]; [@bib15]; [@bib56]). For instance, we recently observed Alzheimer-disease-related changes in our long-lived 3D human, iPSC-derived neuron-astrocyte co-cultures grown in silk scaffolds ([@bib44]). This suggests that our 3D experimental system has utility as a model for long-term studies to the onset and progression of neurodegenerative and neurodevelopmental disorders. In summary, our interdisciplinary experimental system consisting of a 3D *in vitro* biomimetic neural culture, genetically encoded neuronal activity reporter, widefield imaging acquisition, and graph-theory-based network analysis adds a valuable new tool for investigating development, function, and disorders of brain networks.

Limitations of the Study {#sec3.1}
------------------------

The brain is organized into circuits in which diverse types of neurons connect over multiple spatial scales in a 3D space, ranging from synaptic connections to connections between brain regions. In the present study, we utilized readily accessible standard widefield microscopy to conduct millimeter-scale analysis of 3D mouse cortical cultures at the expense of resolution and the analysis in the third dimension. In comparison to 2D cultures, where all the information flow within the field of view is captured, our platform integrated the 3D information onto a projection and information flow in the Z-dimension is lost. In order to capture Ca^++^ transients with high spatial resolution and at multilayers at the necessary speed for single-cell and/or 3D analysis, advanced microscopy technologies such as high-speed light-sheet confocal or two-photon microscopy will be crucial. These functional neural networks change dynamically during one\'s lifespan. Our functional network characterization was conducted in mouse cultures at a 3-week time point. Future studies could incorporate human iPSC-derived cultures to investigate time-dependent development of neural network functions and the biology of brain disease.
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### Data and Code Availability {#sec3.2.3}

The code generated during this study is available at <https://github.com/yutingdingle/network-analysis>.

Methods {#sec4}
=======

All methods can be found in the accompanying [Transparent Methods supplemental file](#mmc1){ref-type="supplementary-material"}.
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