Schur function at generic points and limit shape of perfect matchings on
  contracting square hexagon lattices with piecewise boundary conditions by Li, Zhongyang
SCHUR FUNCTION AT GENERIC POINTS AND LIMIT SHAPE OF
PERFECT MATCHINGS ON CONTRACTING SQUARE HEXAGON
LATTICES WITH PIECEWISE BOUNDARY CONDITIONS
ZHONGYANG LI
Abstract. We obtain a new formula to relate the value of a Schur polynomial with
variables (x1, . . . , xN ) with values of Schur polynomials at (1, . . . , 1). This allows to study
the limit shape of perfect matchings on a square hexagon lattice with periodic weights
and piecewise boundary conditions. In particular, when the edge weights satisfy certain
conditions, asymptotics of the Schur function imply that the liquid region of the model in
the scaling limit has multiple connected components, while the frozen boundary consists
of disjoint cloud curves.
1. Introduction
Schur polynomials, named after Issai Schur, are a class of symmetric polynomials indexed
by decreasing sequences of non-negative integers, which form a linear basis for the space
of all symmetric polynomials; see [26]. Besides their applications in representation theory,
Schur polynomials also play an important role in the study of integrable lattice models
in statistical mechanics (see [1, 2]). One example of such a model is the dimer model, or
equivalently, random tiling model.
A dimer configuration, or a perfect matching, is a subset of the set of edges of a graph
in which each vertex is incident to exactly one edge. A two-dimensional dimer model is
a probability measure on dimer configurations of a plane graph. Two-dimensional dimer
models are exactly solvable models, in the sense that one can exactly compute the number
of configurations and the local statistics by algebraic methods. Such a property and the
connection of this model with several other models in statistical mechanics, including the
Ising model ([9, 23, 21]) and the 1-2 model ([22, 24, 11, 12]) put the dimer model at the
intersection of several branches of mathematics (probability, combinatorics, representation
theory, algebraic geometry), as well as statistical physics and computer science.
The weighted dimer model has been studied extensively by developing the techniques
initiated by Temperley, Fisher and Kasteley ([13, 14]) and analyzing the weighted adjacency
matrix of the underlying graph, and spectacular results were obtained including the phase
transition ([20, 18]), conformal invariance ([15, 16, 17, 25]), and the limit shape ([29, 19]).
Recently the uniform dimer models on the hexagonal lattice or the square grid were studied
by analyzing Schur polynomials. As a determinantal process, the correlation kernel for the
uniform dimer model can be computed explicitly as a double integral (see [27, 31]) - this
implies the limit shape result (Law of Large Numbers; see [30]) and the convergence of
height fluctuations to a Gaussian free field (Central limit theorem; see [31]) in the scaling
limit. The asymptotics of Schur polynomials in a neighborhood of (1, . . . , 1) was studied
in ([10, 7, 6]), and the limit shape and height fluctuations were obtained for the uniform
dimer model on the hexagonal lattice, the uniform dimer model on the square grid ([8]),
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and certain periodic dimer model on the square-hexagon lattice with period of edge weights
1× n ([5]).
The main aim of this paper is to study questions concerning limit shapes of two-
dimensional dimer models. More precisely, to each random perfect matching we associate
a height function - a function that assigns an integer to each face of the plane graph. When
the plane graphs become larger and larger, we rescale these graphs such that the rescaled
graphs approximate a certain simply-connected domain in the plane, then evidence has
been amassed that the rescaled height functions are governed by “laws of large numbers”,
and converge to some naturally defined shapes. These questions have origins from the ob-
servations that the uniform random domino tilings of a large Aztec diamond (a subgraph
of the 2D square grid consisting of all squares whose centers (x, y) satisfy |x| + |y| ≤ n)
tends to be non-random outside a circle tangent to the boundary of the graph. This circle
is called the “arctic circle”, which is an example of a frozen boundary.
This paper is a continuation of [5]. In [5], we studied the 1 × n periodic dimer model
on the square-hexagon lattice where the boundary condition is also periodic in the sense
that each remaining vertex on the boundary is followed by (m−1) removed vertices, where
m ≥ 1 is a fixed positive integer. One difference between the uniform and the 1 × n
periodic dimer model is when computing their partition function (weighted sum of all the
configurations), the former can computed by the value of Schur functions at (1, . . . , 1), and
the later can be computed by the value of Schur function at a point depending on edge
weights. When the boundary condition satisfies the condition that each remaining vertex
on the boundary is followed by (m − 1) removed vertices, there is an explicit formula to
compute the corresponding Schur function at a generic point. The dimer model on similar
graphs were also studied in [3, 4].
In this paper, we study the dimer model on a contracting square-hexagon lattice with
piecewise boundary conditions. More precisely, the boundary can be divided into finitely
many segments; each segment consists of either only remaining vertices or only removed
vertices; the segments consisting of only remaining vertices and the segments consisting of
only removed vertices are alternate; the length of each segment grows linearly as the size
of the graph grows. The main tool used to study such a model is a formula we obtained to
relate the value of a Schur function at a generic point to the values of Schur functions at
(1, . . . , 1), which gives the asymptotics of the Schur function at a generic point when the
boundary condition is piecewise and the edge weights are periodic by finding a leading term
in the formula. When the edge weights satisfy certain conditions, from the asymptotics of
the Schur function, we obtain the surprising results that the liquid region of the model in
the scaling limit has multiple connected components, whose boundary consists of disjoint
cloud curves.
The organization of the paper is as follows: in Section 2, we review the definitions and
summarize the main results proved in the paper. In Section 3, we prove a combinatorial
formula which relate the value of a Schur function at a generic point to the values of Schur
functions at (1, . . . , 1). In Section 4, we study the asymptotics of Schur polynomials at a
generic point by analyzing the combinatorial formula proved in Section 3. In Section 5,
we obtain an explicit integral formula for the moments of the limit of counting measure
for the 1× n periodic dimer model on a contracting square-hexagon lattice with piecewise
boundary conditions. In Section 6, we obtain the limit shape of the height function of
the model. In Section 7, we discuss the existence of the frozen region, which is the region
where each type of edges has either probability 0 or probability 1 to occur. For certain
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special cases, we find explicitly the parametric equation of frozen boundary (which is the
boundary of the frozen region), and show that the frozen boundary is a union of n disjoint
cloud curves, where n is the size of a period. In Section 8, we give concrete examples to
illustrate combinatorial formulas to compute Schur functions proved in Section 3.
2. Main Results
In this section, we define the main objects studied in this paper, including the Schur
function, the square-hexagon lattice and the perfect matching. Then we state the main
results proved in this paper.
2.1. Partitions, counting measure and Schur functions.
Definition 2.1. A partition of length N is a sequence of nonincreasing, nonnegative in-
tegers µ = (µ1 ≥ µ2 ≥ . . . ≥ µN ≥ 0). Each µk is a component of the signature µ. The
length N of the partition µ is denoted by l(µ). The size of a non-negative signature µ is
|µ| =
N∑
i=1
µi.
We denote by GT+N the subset of length-N partitions.
A graphic way to represent a non-negative signature µ is through its Young diagram Yµ,
a collection of |µ| boxes arranged on non-increasing rows aligned on the left: with µ1 boxes
on the first row, µ2 boxes on the second row,. . .µN boxes on the Nth row. Some rows may
be empty if the corresponding µk is equal to 0. The correspondence between non-negative
signatures of length N and Young diagrams with N (possibly empty) rows is a bijection.
Definition 2.2. Let Y,W be two Young diagrams. We say that Y ⊂ W differ by a
horizontal strip if the collection of boxes in Z = W \ Y contains at most one box in every
column. We say that they differ by a vertical strip if Z contains at most one box in every
row.
We say that two non-negative signatures λ and µ interlace, and write λ ≺ µ if Yλ ⊂ Yµ
differ by a horizontal strip. We say they cointerlace and write λ ≺′ µ if Yλ ⊂ Yµ differ by
a vertical strip.
Definition 2.3. Let λ ∈ GT+N . The rational Schur function sλ associated to λ is the
homogeneous symmetric function of degree |λ| in N variables defined by:
sλ(u1, . . . , uN ) =
deti,j=1,...,N (u
λj+N−j
i )∏
1≤i<j≤N (ui − uj)
.
Let λ ∈ GT+N be a partition of length N . We define the counting measure m(λ) corre-
sponding to λ as follows.
(2.1) m(λ) =
1
N
N∑
i=1
δ
(
λi +N − i
N
)
.
Let λ(N) ∈ GT+N . Let ΣN be the permutation group of N elements and let σ ∈ ΣN . Let
X = (x1, . . . , xN ).
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Let x1, . . . , xn be all the distinct elements in {x1, . . . , xN}. For 1 ≤ j ≤ N , let
ησj (N) = |{k : k > j, xσ(k) 6= xσ(j)}|.(2.2)
For 1 ≤ i ≤ n, let
Φ(i,σ)(N) = {λj(N) + ησj (N) : xσ(j) = xi}(2.3)
and let φ(i,σ)(N) be the partition obtained by decreasingly ordering all the elements in
Φ(i,σ)(N). Let ΣXN be the subgroup ΣN that preserves the value of X; more precisely
ΣXN = {σ ∈ ΣN : xσ(i) = xi, for 1 ≤ i ≤ N}
Let [Σ/ΣXN ]
r be the collection of all the right cosets of ΣXN in ΣN . More precisely,
[Σ/ΣXN ]
r = {ΣXNσ : σ ∈ ΣN},
where for each σ ∈ ΣN
ΣXNσ = {ξσ : ξ ∈ ΣXN}
and ξσ ∈ ΣN is defined by
ξσ(k) = ξ(σ(k)), for 1 ≤ k ≤ N.
Below is a combinatorial formula which relates the value of a Schur function at a generic
point to the values of Schur functions at (1, . . . , 1). The formula will be used to study limit
shape of perfect matchings on a square-hexagon lattice, and moreover, the formula may
also be of independent interest.
Theorem 2.4. Under the assumptions above, the Schur function can be computed by the
following formula
sλ(x1, . . . , xN ) =
∑
σ∈[ΣN/ΣXN ]r
(
n∏
i=1
x
|φ(i,σ)(N)|
i
)(
n∏
i=1
sφ(i,σ)(N)(1, . . . , 1)
)
(2.4)
×
 ∏
i<j,xσ(i) 6=xσ(j)
1
xσ(i) − xσ(j)

where σ ∈ σ ∩ ΣN is a representative.
Theorem 2.4 will be proved in Section 3; it can also lead to the following asymptotic
results for Schur functions at a generic point (x1, . . . , xN ).
For simplicity, we make the following assumptions.
Assumption 2.5. Let (x1, . . . , xN ) be an N -tuple of real numbers at which we evaluate
the Schur polynomial.
• x1 > x2 > . . . > xn; and
• N is an integral multiple of n; and.
• {xi}Ni=1 are periodic with period n, i.e., xi = xj for 1 ≤ i, j ≤ N and [i mod n] = [j
mod n].
We may further make the assumptions below
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Assumption 2.6. Assume x1,N = x1 > 0 and (x2,N , . . . , xn,N ) changes with N . Assume
that for each fixed N , (x1,N , . . . , xn,N ) satisfy Assumption 2.5. Moreover, assume that
lim inf
N→∞
log
(
min1≤i<j≤n
xi,N
xj,N
)
logN
≥ α > 0,
where α is a sufficiently large positive constant independent of N .
Let σ0 ∈ [ΣN/ΣXN ]r be the unique element in [ΣN/ΣXN ]r satisfying the condition that for
any representative σ0 ∈ σ0, we have
xσ0(1) ≥ xσ0(2) ≥ . . . ≥ xσ0(N).(2.5)
Let mi be the limit of the counting measures for φ
(i,σ0)(N) as N →∞.
Assumption 2.7. Assume x1, . . . , xN satisfy Assumption 2.5.
Let Ai, Bi be given as in (2.13). For 1 ≤ i ≤ s, let
Bi −Ai + 1 = Ki.
By (2.13), we may assume
λ1 = λ2 = . . . = λKs = µ1;
λKs+1 = λKs+2 = . . . = λKs+Ks−1 = µ2;
. . .
λ∑s
t=2Kt
= λ1+
∑s
t=2Kt
= . . . = λ∑s
t=1Kt
= µs;
and note that
µ1 > . . . > µs(2.6)
are all the distinct elements in {λ1, λ2, . . . , λN}Let
Ji = {t : 1 ≤ p ≤ N, 1 ≤ t ≤ s, [σ0(p) mod n] = i, λp = µt}(2.7)
• If 1 ≤ i < j ≤ n, l ∈ Ji, and t ∈ Jj, then l < t.
• For any p, q satisfying 1 ≤ p ≤ s and 1 ≤ q ≤ s, and q > p
C1N ≤ µp − µq ≤ C2N
where C1, C2 are constants independent of N .
We may also interpret, heuristically, the first assumption in Assumption 2.7 as follows:
we may decreasingly order λ1 ≥ λ2 ≥ . . . λN , and also decreasingly order xσ0(1) ≥ xσ0(2) ≥
. . . ≥ xσ0(N). We introduce a new notation x˜i := xσ0(i). Then whenever x˜i 6= x˜j , we obtain
λi 6= λj .
Let
Hmi(u) =
∫ ln(u)
0
Rmi(t)dt+ ln
(
ln(u)
u− 1
)
(2.8)
and Rmi is the Voiculescu R-transform of mi given by
Rmi =
1
S
(−1)
mi (z)
− 1
z
;
Where Smi is the moment generating function for mi given by
Smi(z) = z +M1(mi)z
2 +M2(mi)z
3 + . . . ;
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Mk(mi) =
∫
R x
kmi(dx); and S
−1
mi(z) is the inverse series of Smi(z). See also Section 2.2 of
[7] for details.
Theorem 2.8. Under Assumptions 2.6 and 2.7, for each given {ai, bi}ni=1, when α in
Assumption 2.6 is sufficiently large and k ≤ n we have
lim
N→∞
1
N
log
sλ(N)(u1x1,N , . . . , ukxk,N , xk+1,N , . . . , xN,N )
sλ(N)(x1,N , . . . , xN,N )
=
k∑
i=1
[Qi(ui)](2.9)
where for 1 ≤ i ≤ k,
(1) if [i mod n] 6= 0,
Qi(u) =
Hmi mod n(u)
n
− (n− [i mod n]) log(u)
n
.
and the convergence of (2.9) is uniform when u1, . . . , uk are in an open complex
neighborhood of 1.
(2) if [i mod n] = 0,
Qi(u) =
Hmn(u)
n
.
2.2. Square-hexagon lattice. Consider a doubly-infinite binary sequence indexed by
integers Z = {. . . ,−2,−1, 0, 1, 2, . . .}.
(2.10) aˇ = (. . . , a−2, a−1, a0, a1, a2, . . .) ∈ {0, 1}Z.
The whole-plane square-hexagon lattice associated with the sequence aˇ, is a bipartite
plane graph SH(aˇ) defined as follows. Its vertex set is a subset of Z2 × Z2 . Each vertex of
SH(aˇ) is either black or white, and we identify the vertices with points on the plane. For
m ∈ Z, the black vertices have y-coordinate m; while the white vertices have y-coordinate
m− 12 . We will label all the vertices with coordinate m as vertices in the (2m)th row, and
all the vertices with coordinate m− 12 as vertices in the (2m−1)th row. We further require
that
• each black vertex on the (2m)th row is adjacent to two white vertices in the (2m+
1)th row; and
• if am = 1, each white vertex on the (2m−1)th row is adjacent to exactly one black
vertex in the (2m)th row; if am = 0, each white vertex on the (2m − 1)th row is
adjacent to two black vertices in the (2m)th row.
See Figure 2.1.
Such a graph is also related to the rail-yard graph; see [4].
We shall assign edge weights to the whole-plane square-hexagon lattice SH(aˇ) as follows.
Assumption 2.9. For m ≥ 1, we assign weight xm > 0 to each NE-SW edge joining the
(2m)th row to the (2m+ 1)th row of SH(aˇ). We assign weight ym > 0 to each NE-SW edge
joining the (2m− 1)th row to the (2m)th row of SH(aˇ), if such an edge exists. We assign
weight 1 to all the other edges.
It is straightforward to check that in the graph SH(aˇ), either all the faces on a row are
hexagons, or all the faces on a row are squares, depending on the corresponding entry of
aˇ. A contracting square-hexagon lattice is built from a whole-plane square-hexagon lattice
as follows:
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m+ 12
m
xj+1 xj+1 xj+1 xj+1
(a) Structure of SH(aˇ) between the (2m)th
row and the (2m + 1)th row
m
m− 12
ym ym ym ym
(b) Structure of SH(aˇ) between the (2m−1)th
row and the (2m)th row when am = 0
m
m− 12
(c) Structure of SH(aˇ) between the
(2m−1)th row and the (2m)th row when
am = 1
Figure 2.1. Graph structures of the square-hexagon lattice on the (2m−
1)th, (2m)th, and (2m + 1)th rows depend on the values of (am). Black
vertices are along the (2m)th row, while white vertices are along the (2m−
1)th and (2m+ 1)th row.
Definition 2.10. Let N ∈ N. Let Ω = (Ω1, . . . ,ΩN ) be an N -tuple of positive integers,
such that 1 = Ω1 < Ω2 < · · · < ΩN . Set m = ΩN − N . The contracting square-hexagon
lattice R(Ω, aˇ) is a subgraph of SH(aˇ) built of 2N or 2N+1 rows. We shall now enumerate
the rows of R(Ω, aˇ) inductively, starting from the bottom as follows:
• The first row consists of vertices (i, j) with i = Ω1 − 12 , . . . ,ΩN − 12 and j = 12 . We
call this row the boundary row of R(Ω, aˇ).
• When k = 2s, for s = 1, . . . N , the kth row consists of vertices (i, j) with j = k2
and incident to at least one vertex in the (2s− 1)th row of the whole-plane square-
hexagon lattice SH(aˇ) lying between the leftmost vertex and rightmost vertex of the
(2s− 1)th row of R(Ω, aˇ)
• When k = 2s+ 1, for s = 1, . . . N , the kth row consists of vertices (i, j) with j = k2
and incident to two vertices in the (2s)th row of of R(Ω, aˇ).
The transition from an odd row to the next even row in a contracting square-hexagon
lattice can be of two kinds depending on whether vertices are connected to one or two
vertices of the row above them.
Definition 2.11. Let I1 (resp. I2) be the set of indices j such that vertices of the (2j−1)th
row are connected to one vertex (resp. two vertices) of the (2j)th row. In terms of the
sequence aˇ,
I1 = {k ∈ {1, . . . , N} | ak = 1}, I2 = {k ∈ {1, . . . , N} | ak = 0}.
The sets I1 and I2 form a partition of {1, . . . , N}, and we have |I1| = N − |I2|.
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x1 x1 x1 x1 x1
y2 y2 y2 y2 y2
x2 x2 x2 x2 x2
x3 x3 x3 x3
Figure 2.2. Contracting square-hexagon lattice with N = 3, m = 3, Ω =
(1, 3, 6), (a1, a2, a3) = (1, 0, 1).
2.3. Dimer model.
Definition 2.12. A dimer configuration, or a perfect matching M of a contracting square-
hexagon lattice R(Ω, aˇ) is a set of edges ((i1, j1), (i2, j2)), such that each vertex of R(Ω, aˇ)
belongs to an unique edge in M . The set of perfect matchings of R(Ω, aˇ) is denoted by
M(Ω, aˇ).
Definition 2.13. The partition function of the dimer model of a finite graph G with edge
weights (we)e∈E(G) is given by
Z =
∑
M∈M
∏
e∈M
we,
whereM is the set of all perfect matchings of G. The Boltzmann dimer probability measure
on M induced by the weights w is thus defined by declaring that probability of a perfect
matching is equal to
1
Z
∏
e∈M
we.
Definition 2.14. Let M ∈ M(Ω, aˇ) be a perfect matching of R(Ω, aˇ). We call an edge
e = ((i1, j1), (i2, j2)) ∈M a V -edge if max{j1, j2} ∈ N (i.e. if its higher extremity is black)
and we call it a Λ-edge otherwise. In other words, the edges going upwards starting from
an odd row are V -edges and those ones starting from an even row are Λ-edges. We also
call the corresponding vertices-(i1, j1) and (i2, j2) V -vertices and Λ-vertices accordingly.
Definition 2.15. Let
X = (x1, x2, . . . , xN ) ∈ RN(2.11)
Let ρN be a probability measure on GTN . The the Schur generating function with
respect to ρN , X is given by
SρN ,X(u1, . . . , uN ) =
∑
λ∈GTN
ρN (λ)
sλ(u1, . . . , uN )
sλ(x1, . . . , xN )
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We shall associate to each perfect matching in M(Ω, aˇ) a sequence of non-negative
signatures, one for each row of the graph.
Construction 2.16. To the boundary row Ω = (Ω1 < · · · < ΩN ) of a contracting square-
hexagon lattice is naturally associated a non-negative signature ω of length N by:
ω = (ΩN −N, . . . ,Ω1 − 1).
Let j ∈ {2, . . . , 2N + 1}. Assume that the jth row of R(Ω, aˇ) has nj V-vertices and mj
Λ-vertices. The a dimer configuration at the jth row of R(Ω, aˇ) corresponds to a signature
µ ∈ GT+nj , such that
• µ = (µ1, . . . , µnj );
• We label all the V -vertices on the jth row by the 1st V -vertex, the 2nd V -vertex,
. . . , the njth V -vertex, such that the 1st V -vertex is the rightmost V -vertex on the
jth row. for 1 ≤ k ≤ nj, µk is the number of Λ-vertices to the left of the kth
V -vertex.
Then we have
Theorem 2.17 ([5] Theorem 2.13). For given Ω, aˇ, let ω be the signature associated to Ω.
Then the construction 2.16 defines a bijection between the set of perfect matchingsM(Ω, aˇ)
and the set S(ω, aˇ) of sequences of non-negative signatures
{(µ(N), ν(N), . . . , µ(1), ν(1), µ(0)}
where the signatures satisfy the following properties:
• All the parts of µ(0) are equal to 0;
• The signature µ(N) is equal to ω;
• For 0 ≤ i ≤ N , µ(i) ∈ GT+i .
• The signatures satisfy the following (co)interlacement relations:
µ(N) ≺′ ν(N)  µ(N−1) ≺′ · · ·µ(1) ≺′ ν(1)  µ(0).
Moreover, if am = 1, then µ
(N+1−k) = ν(N+1−k).
For N ≥ 1, let λ(N) ∈ GT+N . We consider the following special asymptotical case of
λ(N) as N →∞. Let
Ω = (Ω1 < Ω2 < . . . < ΩN ) = (λN (N) + 1, λN−1(N) + 2, . . . , λ1(N) +N)
Indeed, Ω1, . . . ,ΩN are the locations of the N remaining vertices on the bottom boundary
of the contracting square-hexagon lattice. Assume
Ω = (A1, A1 + 1, . . . .B1 − 1, B1,(2.12)
A2, A2 + 1, . . . , B2 − 1, B2, . . . , As, As + 1, . . . , Bs − 1, Bs).(2.13)
where
s∑
i=1
(Bi −Ai + 1) = N.
and s is a fixed positive integer independent of N . Suppose as N →∞,
Ai(N) = aiN + o(N), Bi(N) = biN + o(N), for 1 ≤ i ≤ s,
and a1 < b1 < . . . < as < bs are fixed parameters independent of N and satisfy
∑s
i=1(bi −
ai) = 1. Assume {xi}Ni=1 are periodic with period n, i.e., xi = xj if 1 ≤ i, j ≤ N and [i
mod n] = [j mod n].
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Here are the main theorems concerning the limit counting measure of partitions corre-
sponding to the dimer configuration on a certain horizontal level of a contracting square
hexagon lattice.
Theorem 2.18. Suppose Assumptions 2.5 and 2.6 hold. Let κ ∈ (0, 1) be a positive
number. Let ρb(1−κ)Nc be a probability measure on GT+b(1−κ)Nc, which is the probability
measure for partitions corresponding to the random V -edges incident to the b(1 − κ)Ncth
row (counting from the top) of white vertices in a dimer configuration of a contracting
square-hexagon lattice R(Ω, aˇ). Let m[ρb(1−κ)Nc] be the corresponding random counting
measure. Then as N →∞, m[ρb(1−κ)Nc] converge in probability, in the sense of moments
to a deterministic measure mκ, whose moments are given by∫
R
xpmκ(dx) =
1
2n(p+ 1)pii
n∑
i=1
∮
C1
dz
z
(
zQ′i,κ(z) +
n− i
n
+
z
n(z − 1)
)p+1
where for 1 ≤ i ≤ n
Qi,κ(z) =
{
1
(1−κ)n
[
Hmi(z)− (n− i) log z + κ
∑
r∈{1,2,...,n}∩I2 log
1+yrzx1
1+yrx1
]
if i = 1
1
(1−κ)n [Hmi(z)− (n− i) log z] otherwise
and for i ≥ n+ 1,
Qi,κ(z) =
{
Q(i mod n),κ(z), if (i mod n) 6= 0
Qn,κ(z), if (i mod n) = 0
}
.
The frozen boundary of the limit shape is the boundary curve of the region where
each type of edge has probability 0 and 1 to occur in the perfect matching (frozen region).
The algebraic curve we obtain for the frozen boundary has special properties, that can be
read from its dual curve, as described in the definition and the theorem below:
Definition 2.19 ([19]). A degree d real algebraic curve C ⊂ RP 2 is winding if:
(1) it intersects every line L ⊂ RP 2 in at least d− 2 points counting multiplicity; and
(2) there exists a point p0 ∈ RP 2 called center, such that every line through p0 intersects
C in d points.
The dual curve of a winding curve is called a cloud curve.
Theorem 2.20. Suppose Assumptions 2.5 and 2.6 hold. If |I2 ∩ {1, 2, . . . , n}| = {0, 1},
then the frozen boundary consists of n disjoint cloud curves.
Theorem 2.20 is proved in Section 7.
2.4. Height function. The planar dual graph SH∗(aˇ) of the square-hexagon lattice SH(aˇ)
is obtained by placing a vertex of SH∗(aˇ) inside each face of SH(aˇ); two vertices of SH∗(aˇ)
are adjacent, or joined by an edge in SH∗(aˇ), if and only if the two corresponding faces of
SH(aˇ) share an edge of SH(aˇ).
By placing a vertex of SH∗(aˇ) at the center of each face of SH(aˇ), we obtain an embedding
of SH∗(aˇ) into the plane. Each face of SH∗(aˇ) is either a triangle or a square, depending
on whether the corresponding vertex of SH(aˇ) inside the dual face in SH∗(aˇ) is degree-3 or
degree-4.
Consider the contracting square-hexagon latticeR(Ω, aˇ). LetR∗(Ω, aˇ) be a finite triangle-
square lattice such that
• R∗(Ω, aˇ) is a finite subgraph of SH∗(aˇ) as constructed above; and
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• R(Ω, aˇ) is the interior dual graph of R∗(Ω, aˇ).
In other words, R∗(Ω, aˇ) is the subgraph of SH∗(aˇ) consisting of all the faces of SH∗(aˇ)
corresponding to vertices of R(Ω, aˇ); see Figure 2.3.
Definition 2.21. Let M ∈M(Ω, aˇ) be a perfect matching of a contracting square-hexagon
lattice R(Ω, aˇ). We color the vertices of R(Ω, aˇ) by black and white such that vertices of the
same color cannot be adjacent and the boundary row of R(Ω, aˇ) consists of white vertices.
A height function hM is an integer-valued function on vertices of R∗(Ω, aˇ) that satisfies
the following property.
Let f1, f2 be a pair of adjacent vertices of R∗(Ω, aˇ). Let (f1, f2) denote the non-oriented
edge of R∗(Ω, aˇ) with endpoints f1 and f2; and let [f1, f2〉 (resp. [f2, f1〉) denote the oriented
edge starting from f1 (resp. f2) and ending in f2 (resp. f1).
• if (f1, f2) is a dual edge crossing a NW-SE edge or a NE-SW edge of SH(aˇ),
– if the oriented dual edge [f1, f2〉 crosses an absent edge e of SH(aˇ) in M then
hM (f2) = hM (f1) + 1 if [f1, f2〉 has the white vertex or e on the left, and
hM (f2) = hM (f1)− 1 otherwise.
– if an oriented dual edge [f1, f2〉 crosses a present edge e of SH(aˇ) in M then
hM (f2) = hM (f1) − 3 if [f1, f2〉 has the white vertex of e on the left, and
hM (f2) = hM (f1) + 3 otherwise.
• if (f1, f2) is a dual edge crossing a vertical edge of SH(aˇ).
– If an oriented dual edge [f1, f2〉 crosses an absent edge e of SH(aˇ) in M , then
hM (f2) = hM (f1) + 2 if [f1, f2〉 has the white vertex of e on the left, and
hM (f2) = hM (f1)− 2 otherwise.
– If an oriented dual edge [f1, f2〉 crosses a present edge e of SH(aˇ) in M then
hM (f2) = hM (f1) − 2 if [f1, f2〉 has the white vertex of e on the left, and
hM (f2) = hM (f1) + 2 otherwise.
• hM (f0) = 0, where f0 is the lexicographic smallest vertex of R∗(Ω, aˇ).
It is straightforward to verify that the height function above is well-defined, by checking
that around either a degree-3 vertex or a degree-4 vertex, the total height change is 0.
Moreover, since none of the boundary edges of R(Ω, aˇ) (by boundary edges we mean edges
of SH(aˇ) joining exactly one vertex of R(Ω, aˇ) and one vertex outside R(Ω, aˇ)) are present
in any perfect matching of R(Ω, aˇ), the height function restricted on the boundary vertices
of R∗(Ω, aˇ) is fixed and independent of the random perfect matching; see Figure 2.3.
We will prove the following limit shape theorem concerning the height function in Section
6.
Theorem 2.22. (Law of large numbers for the height function.) Consider N →∞ asymp-
totics such that all the dimensions of a contracting square-hexagon lattice R(Ω(N), aˇ) lin-
early grow with N . Assume that
• the edge weights are assigned as in Assumption 2.9 (see Figure 2.2 for an example)
and satisfy the Assumption 2.5 and 2.6 and 2.7, such that for each 1 ≤ i ≤ n and
i ∈ I2, yi > 0 are fix and independent of N , while for 1 ≤ i ≤ n xi,N > 0 satisfies
(2.6).
Let ρkN be the measure on the configurations of the kth row, and let κ ∈ (0, 1), such that
k = [2κN ], Then m(ρkN ) converges to m
κ in probability as N → ∞, and the moments of
mκ is given by Theorem 2.18.
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Figure 2.3. Contracting square-hexagon lattice R(Ω, aˇ), dual graph
R∗(Ω, aˇ) and height function on the boundary. The black lines represent
the graph R(Ω, aˇ), the gray lines represent boundary edges of R(Ω, aˇ), the
red lines represent the dual graph R∗(Ω, aˇ), and the height function is de-
fined on vertices of the dual graph. The values of the height function on
the boundary vertices of R∗(Ω, aˇ) are also shown in the figure.
Define
h(χ, κ) := 2
2(1− κ) ∫ χ− κr2n1−κ
0
dmκ − 2χ+ 2κ

Then the random height function hM associate to a random perfect matching M , as defined
by Definition 2.21, has the following law of large numbers
hM ([χN ], [κN ])
N
→ h(χ, κ), a.s.,when N →∞
where χ, κ are new continuous parameters of the domain.
3. Schur Polynomial at (x1, . . . , xN ) and Schur polynomials at (1, . . . , 1):
combinatorial results
In this section, we prove the combinatorial formula to compute the Schur function at a
generic point by the values of Schur functions at (1, . . . , 1), as stated in Theorem 2.4. We
also prove a corollary of Theorem 2.4 a corollary that will be used to study the asymptotics
of the Schur function and the limit shape of the dimer model on the square-hexagon lattice.
We shall start with the following lemma.
Lemma 3.1. For any ξ ∈ ΣXN and σ ∈ ΣN and 1 ≤ j ≤ N , we have
ηξσj (N) = η
σ
j (N).
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Proof. Since ξ ∈ ΣXN , we have
ηξσj (N) = |{k : k > j, xξσ(k) 6= xξσ(j)}| = |{k : k > j, xσ(k) 6= xσ(j)}| = ησj (N).

Lemma 3.2. For any ξ ∈ ΣXN , σ ∈ ΣN and 1 ≤ i ≤ n, we have
φ(i,σ)(N) = φ(i,ξσ)(N),
as elements in GTN .
Proof. By Lemma 3.1, we have
Φ(i,σ)(N) = {λj(N) + ησj (N) : xσ(j) = xi} = {λj(N) + ηξσj (N) : xξσ(j) = xi} = Φ(i,ξσ)(N).
Then the lemma follows from the fact that φ(i,σ)(N) (respectively. φ(i,ξσ)(N)) is the parti-
tion obtained by decreasingly ordering all the elements in Φ(i,σ)(N) (respectively. Φ(i,ξσ)(N))

Proof. First of all, by Lemma 3.2, the right hand side of (2.4) is independent of the choice
of the representative in σ ∈ [ΣN/ΣXN ]r.
Recall the well-known formula to compute the Schur function
sλ(x1, . . . , xN ) =
∑
σ∈ΣN
xλ1σ(1) · · ·xλNσ(N)∏
i<j
xσ(i)
xσ(i) − xσ(j)
(3.1)
Note that when xi = xj for some i 6= j, the right hand side is computed as the limit
limxi→xj .
For 1 ≤ i ≤ n, let
Ii = {j : 1 ≤ j ≤ N, xj = xi}.
Let SIi be the subgroup of ΣN consisting of all the permutations within Ii while pre-
serving all the elements outside Ii. Note that
SIi ∩ SIj = {id}, for i 6= j,
where id is the identity in ΣN . Then
σ = SInSIn−1 · . . . · SI1σ.
We have
sλ(x1, . . . , xN ) =
∑
σ∈[ΣN/ΣXN ]r
∑
σ∈σ
xλ1σ(1) · · ·xλNσ(N)∏
i<j
xσ(i)
xσ(i) − xσ(j)

To prove (2.4), it suffices to show that for each σ ∈ [ΣN/ΣXN ]r∑
σ∈σ
xλ1σ(1) · · ·xλNσ(N)∏
i<j
xσ(i)
xσ(i) − xσ(j)
(3.2)
=
(
n∏
i=1
x
|φ(i,σ)(N)|
i
)(
n∏
i=1
sφ(i,σ)(N)(1, . . . , 1)
)
×
 ∏
i<j,xσ(i) 6=xσ(j)
1
xσ(i) − xσ(j)

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We have∑
σ∈σ
xλ1σ(1) · · ·xλNσ(N)∏
i<j
xσ(i)
xσ(i) − xσ(j)

=
∑
ξn∈SI1
· . . . ·
∑
ξ1∈SIn
xλ1ξn...ξ1σ(1) · · ·xλNξn...ξ1σ(N)∏
i<j
xξn...ξ1σ(i)
xξn...ξ1σ(i) − xξn...ξ1σ(j)

=
∑
ξn∈SI1
· . . . ·
∑
ξ1∈SIn
xλ1ξn...ξ1σ(1) · · ·xλNξn...ξ1σ(N) ∏
i<j,xσ(i) 6=xσ(j)
xξn...ξ1σ(i)
xξn...ξ1σ(i) − xξn...ξ1σ(j)

×
 n∏
k=1
∏
i<j,xσ(i)=xσ(j)=xk
xξn...ξ1σ(i)
xξn...ξ1σ(i) − xξn...ξ1σ(j)

=
∏
i<j,xσ(i) 6=xσ(j)
1
xσ(i) − xσ(j)
 n∏
k=1
 ∑
ξk∈SIk
x
|φ(k,σ)|
ξn...ξ1(k)
∏
i<j,xσ(i)=xσ(j)=xk
xξn...ξ1σ(i)
xξn...ξ1σ(i) − xξn...ξ1σ(j)

By (3.1), we have ∑
ξk∈SIk
x
|φ(k,σ)|
ξn...ξ1(k)
∏
i<j,xσ(i)=xσ(j)=xk
xξn...ξ1σ(i)
xξn...ξ1σ(i) − xξn...ξ1σ(j)
= x
|φ(k,σ)|
k sφ(k,σ)(1, . . . , 1).
Then (3.2) follows. 
Note that evaluating the Schur function sφ(i,σ)(N) at (1, . . . , 1) can be done by using the
Weyl character formula
sφ(i,σ)(N)(1, . . . , 1) =
∏
1≤j<k≤|Ii|
φ
(i,σ)
j (N)− φ(i,σ)k (N) + k − j
k − j
Let k be a positive integer such that 1 ≤ k ≤ N . Let
wi =
{
ui if 1 ≤ i ≤ k
xi if k + 1 ≤ i ≤ N
and let
W = (w1, . . . , wN )
Let ΣWN be the subgroup of ΣN consisting of all the elements of ΣN that preserve W , i.e.
wi = wσ(i).
Obviously we have ΣWN ⊂ ΣXN .
Assume
k = qn+ r, where r < n,
and q, r are positive integers.
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Lemma 3.3. Let σ ∈ [ΣN/ΣXN ]r. Assume that σ1, σ2 ∈ σ be two distinct representatives,
where σ1, σ2 ∈ ΣN . Then we have
∏
i<j,xσ1(i) 6=xσ1(j)
1
wσ1(i) − wσ1(j)
=
∏
i<j,xσ2(i) 6=xσ2(j)
1
wσ2(i) − wσ2(j)
(3.3)
Proof. Assume σ1 = ξσ2, where ξ ∈ ΣXN . Then ξ is a product of transpositions in ΣXN . It
suffices to show that for each transposition η ∈ ΣXN , we have
∏
i<j,xησ2(i) 6=xησ1(j)
1
wησ2(i) − wησ2(j)
=
∏
i<j,xσ2(i) 6=xσ2(j)
1
wσ2(i) − wσ2(j)
(3.4)
If η is a transposition of two elements not in {u1, u2, . . . , uk}, then η ∈ ΣWN , then (3.4)
obviously holds. It is straightforward to check that if η is a transposition involving elements
in {u1, . . . , uk}, the identity (3.4) still holds. Then the lemma follows. 
Corollary 3.4. Under the assumptions above, the Schur function can be computed by the
following formula
sλ(w1, . . . , wN )(3.5)
=
∑
σ∈[ΣN/ΣXN ]r
(
n∏
i=1
x
|φ(i,σ)(N)|
i
)(
r∏
i=1
sφ(i,σ)(N)
(
ui
xi
,
un+i
xi
. . . ,
uqn+i
xi
, 1, . . . , 1
))
×
(
n∏
i=r+1
sφ(i,σ)(N)
(
ui
xi
,
un+i
xi
. . . ,
u(q−1)n+i
xi
, 1, . . . , 1
))
×
 ∏
i<j,xσ(i) 6=xσ(j)
1
wσ(i) − wσ(j)

where σ ∈ σ ∩ ΣN is a representative.
Proof. First of all, by Lemmas 3.2 and 3.3, the right hand side of (??) is independent of
the choice of the representative in σ ∈ [ΣN/ΣXN ]r.
Let Ii, SIi be defined as in the proof of Proposition 2.4. We have
sλ(w1, . . . , wN ) =
∑
σ∈[ΣN/ΣXN ]r
∑
σ∈σ
wλ1σ(1) · · ·wλNσ(N)∏
i<j
wσ(i)
wσ(i) − wσ(j)

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To prove (3.5), it suffices to show that for each σ ∈ [ΣN/ΣXN ]r, we have
∑
σ∈σ
wλ1σ(1) · · ·wλNσ(N)∏
i<j
wσ(i)
wσ(i) − wσ(j)

=
(
n∏
i=1
x
|φ(i,σ)(N)|
i
)(
r∏
i=1
sφ(i,σ)(N)
(
ui
xi
,
un+i
xi
. . . ,
uqn+i
xi
, 1, . . . , 1
))
×
(
n∏
i=r+1
sφ(i,σ)(N)
(
ui
xi
,
un+i
xi
. . . ,
u(q−1)n+i
xi
, 1, . . . , 1
))
×
 ∏
i<j,xσ(i) 6=xσ(j)
1
wσ(i) − wσ(j)

We have
∑
σ∈σ
wλ1σ(1) · · ·wλNσ(N)∏
i<j
wσ(i)
wσ(i) − wσ(j)

=
∑
ξn∈SI1
· . . . ·
∑
ξ1∈SIn
wλ1ξn...ξ1σ(1) · · ·wλNξn...ξ1σ(N)∏
i<j
wξn...ξ1σ(i)
wξn...ξ1σ(i) − wξn...ξ1σ(j)

=
∑
ξn∈SI1
· . . . ·
∑
ξ1∈SIn
wλ1ξn...ξ1σ(1) · · ·wλNξn...ξ1σ(N) ∏
i<j,xσ(i) 6=xσ(j)
wξn...ξ1σ(i)
wξn...ξ1σ(i) − wξn...ξ1σ(j)

×
 n∏
h=1
∏
i<j,xσ(i)=xσ(j)=xh
wξn...ξ1σ(i)
wξn...ξ1σ(i) − wξn...ξ1σ(j)

=
∏
i<j,xσ(i) 6=xσ(j)
1
wσ(i) − wσ(j) n∏
h=1
 ∑
ξh∈SIh
∏
xσ(g)=xh
w
λg+ησg
ξn...ξ1σ(g)
∏
i<j,xσ(i)=xσ(j)=xh
wξn...ξ1σ(i)
wξn...ξ1σ(i) − wξn...ξ1σ(j)

By (3.1), we have∑
ξh∈SIh
∏
xσ(g)=xh
w
λg+ησg
ξn...ξ1σ(g)
∏
i<j,xσ(i)=xσ(j)=xh
wξn...ξ1σ(i)
wξn...ξ1σ(i) − wξn...ξ1σ(j)
= x
|φ(h,σ)(N)|
h sφ(h,σ)(N)
(
uh
xh
,
un+h
xh
. . . ,
utn+h
xh
, 1, . . . , 1
)
.
where
t =
{
q if 1 ≤ i ≤ r
q − 1 if r + 1 ≤ i ≤ n
Then the proposition follows.. 
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4. Asymptotics of the Schur polynomial at a generic point
In this section, we use Corollary 3.4 to study the asymptotics of Schur functions at a
generic point.
The formula (2.4) can also be written as
sλ(x1, . . . , xN ) =
∑
σ∈[ΣN/ΣXN ]r
(
N∏
i=1
x
λi(N)
σ(i)
) n∏
i=1
∏
1≤j<k≤|Ii|
φ
(i,σ)
j − φ(i,σ)k + k − j
k − j

×
 ∏
i<j,xσ(i) 6=xσ(j)
xσ(i)
xσ(i) − xσ(j)

For any σ /∈ σ0, we have∣∣∣∣∣x
λ1
σ0(1)
· · ·xλNσ0(N)
xλ1σ(1) · · ·xλNσ(N)
∣∣∣∣∣
=
∣∣∣∣∣∣
[∏Ks
i=1 xσ0(i)
]µ1 [∏Ks+Ks−1
i=Ks+1
xσ0(i)
]µ2 · . . . · [∏∑st=1Kt
i=1+
∑s
t=2Kt
xσ0(i)
]µs[∏Ks
i=1 xσ(i)
]µ1 [∏Ks+Ks+1
i=Ks+1
xσ(i)
]µ2 · . . . · [∏∑st=1Kt
i=1+
∑s
t=2Kt
xσ(i)
]µs
∣∣∣∣∣∣(4.1)
For 1 ≤ i, j ≤ n, 1 ≤ t ≤ s, σ ∈ ΣN , define
Iσi,j,t(4.2)
= {p : 1 ≤ p ≤ N, [σ0(p) mod n] = i, [σ(p) mod n] = j, λp = µt}.
We shall use
∣∣∣Iσi,j,t∣∣∣ to denote the cardinality of the set Iσi,j,t.
Lemma 4.1. Let Ji be defined as in (2.7). Then for any 1 ≤ i < j ≤ n, l ∈ Ji and t ∈ Jj,
we have l ≤ t.
Proof. By Assumption 2.5, if i < j, then xi > xj . For any l ∈ Ji and t ∈ Jj , there exists
1 ≤ p ≤ N and 1 ≤ q ≤ N , such that
xσ0(p) = xi > xj = xσ0(q);
and
λp = µl; λq = µt
By the definition of σ0 in (2.5), we obtain p < q. By the definition of partition we have
λp ≥ λq, and therefore µl ≥ µt. By (2.6) l ≤ t. 
Let
Iσi,j = ∪t∈JiIσi,j,t(4.3)
Since the right hand side of (4.3) is a disjoint union, we obviously have∣∣Iσi,j∣∣ = ∑
t∈Ji
∣∣Iσi,j,t∣∣
Lemma 4.2. The quantities Iσi,j,t, defined by (4.2), satisfy the following properties
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(1) Let P be a nonempty, proper subset of {1, 2, . . . , n}, i.e.
P ⊂ {1, 2, . . . , n}; P 6= ∅; P 6= {1, 2, . . . , n}.
Let Pc = {1, 2, . . . , n} \ P. Then∑
i∈P
∑
j∈Pc
[
s∑
t=1
∣∣Iσi,j,t∣∣
]
=
∑
i∈P
∑
j∈Pc
[
s∑
t=1
∣∣Iσi,j,t∣∣
]
.(4.4)
(2) ∑
1≤i≤n
∑
1≤j≤n,j 6=i
Iσi,j(j − i) = 0.
Proof. Let
XP = {xi : i ∈ P}; XPc = {xi : i ∈ Pc}
By (4.2), the left hand side of (4.4) is equal to
|{p : 1 ≤ p ≤ N, xσ0(p) ∈ XP , xσ(p) ∈ XPc}|;(4.5)
= |{p : 1 ≤ p ≤ N, xσ0(p) ∈ XP}| − |{p : 1 ≤ p ≤ N, xσ0(p) ∈ XP , xσ(p) ∈ XP}|
while the right hand side of (4.4) is equal to
|{p : 1 ≤ p ≤ N, xσ0(p) ∈ XPc , xσ(p) ∈ XP}|;(4.6)
= |{p : 1 ≤ p ≤ N, xσ(p) ∈ XP}| − |{p : 1 ≤ p ≤ N, xσ0(p) ∈ XP , xσ(p) ∈ XP}|
Both (4.5) and (4.6) are equal to
N |P|
n
− |{p : 1 ≤ p ≤ N, xσ0(p) ∈ XP , xσ(p) ∈ XP}|;
then Part (1) of the lemma follows.
Now we prove Part (2). Note that any permutation σ ∈ ΣN is the product of disjoint
cycles. Let ξ = (l1, . . . , lk) be one such cycle. Then for 1 ≤ i ≤ k − 1, we have
ξ(li) = li+1; ξ(lk) = l1.
Moreover, for each 1 ≤ i ≤ k,
xξ(li) = x([ξ(li)] mod n).
Obviously we have
([ξ(1)] mod n)− ([ξ(lk)] mod n) +
[
k−1∑
i=1
([ξ(li+1)] mod n)− ([ξ(li+1)] mod n)
]
= 0.
Summing over all the disjoint cycles in σ we establish Part (2). 
Lemma 4.3. Assume (2.6) and (4.4) hold, and assume that σ /∈ σ0. For 1 ≤ p ≤ n, let
mp = max{l : l ∈ Jp}
Then we have
L : =
∑
1≤i<j≤n
s∑
t=1
µt
[∣∣Iσi,j,t∣∣− ∣∣Iσj,i,t∣∣] (j − i)
=
n∑
p=1
 p∑
i=1
n∑
j=p+1
∑
t∈Ji
(µt − µmp)
∣∣Iσi,j,t∣∣+ n∑
i=p+1
p∑
j=1
∑
t∈Ji
(µmp − µt)
∣∣Iσi,j,t∣∣

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In particular L ≥ 0. Moreover, if Assumption 2.7 holds, then
L ≥ 1
2
min
p<q
(µp − µq)
n∑
i=1
∑
1≤j≤n,j 6=i
|Iσi,j |.(4.7)
≥ C1
2
N
n∑
i=1
∑
1≤j≤n,j 6=i
|Iσi,j |
Proof. We shall rewrite the left hand side of (4.7) as follows:
L :=
s∑
t=1
µt
 ∑
1≤i<j≤n
∣∣Iσi,j,t∣∣ (j − i)− ∑
1≤j<i≤n
∣∣Iσi,j,t∣∣ (i− j)
 ,
which is also equal to
L =
n∑
p=1
 p∑
i=1
n∑
j=p+1
s∑
t=1
µt
∣∣Iσi,j,t∣∣− n∑
i=p+1
p∑
j=1
s∑
t=1
µt
∣∣Iσi,j,t∣∣

=
n∑
p=1
 p∑
i=1
n∑
j=p+1
∑
t∈Ji
µt
∣∣Iσi,j,t∣∣− n∑
i=p+1
p∑
j=1
∑
t∈Ji
µt
∣∣Iσi,j,t∣∣

By Lemma 4.1, we have
L ≥
n∑
p=1
µmp
 p∑
i=1
n∑
j=p+1
∑
t∈Ji
∣∣Iσi,j,t∣∣− n∑
i=p+1
p∑
j=1
∑
t∈Ji
∣∣Iσi,j∣∣

Let
P = {1, 2, . . . , p}.
By Part (1) of Lemma 4.2, we obtain
p∑
i=1
n∑
j=p+1
∑
t∈Ji
∣∣Iσi,j,t∣∣ = n∑
i=p+1
p∑
j=1
∑
t∈Ji
∣∣Iσi,j,t∣∣
Therefore L ≥ 0.
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Moreover, we have
L = L− 0(4.8)
=
n∑
p=1
 p∑
i=1
n∑
j=p+1
s∑
t=1
µt
∣∣Iσi,j,t∣∣− n∑
i=p+1
p∑
j=1
s∑
t=1
µt
∣∣Iσi,j,t∣∣

−
n∑
p=1
µmp
 p∑
i=1
n∑
j=p+1
s∑
t=1
∣∣Iσi,j,t∣∣− n∑
i=p+1
p∑
j=1
s∑
t=1
∣∣Iσi,j,t∣∣

=
n∑
p=1
 p∑
i=1
n∑
j=p+1
s∑
t=1
(µt − µmp)
∣∣Iσi,j,t∣∣
+
n∑
i=p+1
p∑
j=1
s∑
t=1
(µmp − µt)
∣∣Iσi,j,t∣∣

Under the assumption that σ /∈ σ0, there exists i, j ∈ {1, 2, . . . , n}, i 6= j and t ∈
{1, 2, . . . , s}, such that
∣∣∣Iσi,j,t∣∣∣ > 0. The following cases might occur
• there exist i < j such that ∑st=1 ∣∣∣Iσi,j,t∣∣∣ > 0, then by (4.4) we have for any positive
integer p satisfying i ≤ p < j,
p∑
i=1
n∑
j=p+1
s∑
t=1
∣∣Iσi,j,t∣∣ = n∑
i=p+1
p∑
j=1
s∑
t=1
∣∣Iσi,j,t∣∣
Then there exists i′ > j′, such that
∑s
t=1
∣∣∣Iσi′,j′,t∣∣∣ > 0.
• there exist i > j such that ∑st=1 ∣∣∣Iσi,j,t∣∣∣ > 0, and for any i < j, l ∈ Ji, t ∈ Jj , we
have l < t, then by (4.8), we obtain
L ≥ min
p<q
(µp − µq)
n∑
r=1
n∑
i=r+1
r∑
j=1
s∑
t=1
∣∣Iσi,j,t∣∣
= min
p<q
(µp − µq)
n∑
r=1
n∑
i=r+1
r∑
j=1
∣∣Iσi,j∣∣
= min
p<q
(µp − µq)
n∑
r=1
r∑
i=1
n∑
j=r+1
∣∣Iσi,j∣∣
=
minp<q(µp − µq)
2
 ∑
1≤j<i≤n
∣∣Iσi,j∣∣ (i− j) + ∑
1≤i<j≤n
∣∣Iσi,j∣∣ (j − i)

≥ minp<q(µp − µq)
2
n∑
i=1
∑
1≤j≤n,j 6=i
|Iσi,j |
≥ C1N
2
n∑
i=1
∑
1≤j≤n,j 6=i
|Iσi,j |
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where the last inequality follows from Assumption 2.7. Then the Lemma follows.

Then ∣∣∣∣∣x
λ1
σ0(1)
· · ·xλNσ0(N)
xλ1σ(1) · · ·xλNσ(N)
∣∣∣∣∣(4.9)
=
∏
1≤i<j≤n
s∏
t=1
(
xi
xj
)µt[|Iσi,j,t|−|Iσj,i,t|]
=
∏
1≤i<j≤n
(
xi
xi+1
· xi+1
xi+2
· . . . · xj−1
xj
)∑s
t=1 µt[|Iσi,j,t|−|Iσj,i,t|]
≥
(
min
1≤i<j≤n
xi
xj
)∑
1≤i<j≤n
∑s
t=1 µt
[∣∣∣Iσ(i,j,t)∣∣∣−∣∣∣Iσ(j,i,t)∣∣∣](j−i)
If for any i < j, l ∈ Ji, t ∈ Jj , we have l < t, then by (4.7), we have∣∣∣∣∣x
λ1
σ0(1)
· · ·xλNσ0(N)
xλ1σ(1) · · ·xλNσ(N)
∣∣∣∣∣ ≥
(
min
1≤i<j≤n
xi
xj
)minp<q(µp−µq)
Lemma 4.4. Let σ0 be defined as in (2.5) and σ ∈ ΣN . Then∣∣∣∣∣∣
∏
i<j,xσ0(i) 6=xσ0(j)
xσ0(i)
xσ0(i)−xσ0(j)∏
i<j,xσ(i) 6=xσ(j)
xσ(i)
xσ(i)−xσ(j)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∏
xi 6=xj ,σ−10 (i)>σ−10 (j),σ−1(i)<σ−1(j)
xj
xi
∣∣∣∣∣∣ ≥ 1
Proof. Note that∣∣∣∣∣∣
∏
i<j,xσ0(i) 6=xσ0(j)
xσ0(i)
xσ0(i)−xσ0(j)∏
i<j,xσ(i) 6=xσ(j)
xσ(i)
xσ(i)−xσ(j)
∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
∏
xi 6=xj ,σ−10 (i)<σ−10 (j)
(
1− xjxi
)−1
∏
xi 6=xj ,σ−1(i)<σ−1(j)
(
1− xjxi
)−1
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣
∏
xi 6=xj ,σ−10 (i)>σ−10 (j),σ−1(i)<σ−1(j)
(
1− xjxi
)
∏
xi 6=xj ,σ−10 (i)<σ−10 (j),σ−1(i)>σ−1(j)
(
1− xjxi
)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∏
xi 6=xj ,σ−10 (i)>σ−10 (j),σ−1(i)<σ−1(j)
xj
xi
∣∣∣∣∣∣
≥ 1
where the last inequality holds because σ−10 (i) > σ
−1
0 (j), by (2.5), we obtain xj ≤ xi 
Now we consider ∣∣∣∣∣∣∣
∏n
i=1
∏
1≤j<k≤|Ii|
φ
(i,σ0)
j −φ
(i,σ0)
k +k−j
k−j∏n
i=1
∏
1≤j<k≤|Ii|
φ
(i,σ)
j −φ(i,σ)k +k−j
k−j
∣∣∣∣∣∣∣
We first prove the following elementary lemma.
Let
U (i,σ) = {λj : 1 ≤ j ≤ N, j ∈ σ−1(Ii)};(4.10)
V (i,σ) = {ησj : 1 ≤ j ≤ N, j ∈ σ−1(Ii)};(4.11)
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and let u(i,σ) (resp. v(i,σ)) be the partition obtained by decreasingly ordering all the elements
in U (i,σ) (resp. V (i,σ)). For each integer j satisfying 1 ≤ j ≤ N and j ∈ σ−1(Ii), let ti(j)
be the index of λj in u
(i,σ). By Lemma 4.6, the integer ti(j) is also the index of η
σ
j in v
(i,σ).
Let t−1i be the inverse of the mapping ti.
Lemma 4.5. Let σ0 ∈ ΣN satisfy (2.5). Under Assumption 2.5, we have
n∏
i=1
∏
1≤j<k≤|Ii|
φ
(i,σ0)
j − φ(i,σ0)k + k − j
k − j
≥
n∏
i=1
 ∏
(a∈Ji)
∏
(b∈Ji,b≤a)
∏
[j∈Iσi,i,a]
∏
[k∈Iσi,i,b,k>j]
µa − µb + ti(k)− ti(j)
ti(k)− ti(j)

Proof. We have
n∏
i=1
∏
1≤j<k≤|Ii|
φ
(i,σ0)
j − φ(i,σ0)k + k − j
k − j ≥
n∏
i=1
∏
1≤j<k≤|Ii|
u
(i,σ0)
j − u(i,σ0)k + k − j
k − j
= S1S2.
where
S1 =
n∏
i=1
∏
[1≤p≤n,1≤q≤n,(p,q)6=(i,i)]
∏
a∈Ji
∏
(b∈Ji,b≤a)
×
∏
[j∈Iσi,p,a]
∏
[k∈Iσi,q,b,k>j]
µa − µb + ti(k)− ti(j)
ti(k)− ti(j)

S2 =
n∏
i=1
 ∏
(a∈Ji)
∏
(b∈Ji,b≤a)
∏
[j∈Iσi,i,a]
∏
[k∈Iσi,i,b,k>j]
µa − µb + ti(k)− ti(j)
ti(k)− ti(j)

Obviously we have S1 ≥ 1. Then the lemma follows. 
By Lemma 4.5 we have∣∣∣∣∣∣∣
∏n
i=1
∏
1≤j<k≤|Ii|
φ
(i,σ0)
j −φ
(i,σ0)
k +k−j
k−j∏n
i=1
∏
1≤j<k≤|Ii|
φ
(i,σ)
j −φ(i,σ)k +k−j
k−j
∣∣∣∣∣∣∣ ≥ S2
n∏
i=1
∏
1≤j<k≤|Ii|
k − j
φ
(i,σ)
j − φ(i,σ)k + k − j
We may also write Φ(i,σ) as follows:
Φ(i,σ) = {λj + ησj : 1 ≤ j ≤ N, j ∈ σ−1(Ii)};
see (2.3).
Lemma 4.6. Let i be a fixed integer such that 1 ≤ i ≤ n. Let j1, j2 ∈ σ−1(Ii). If j1 < j2,
then
λj1 + η
σ
j1 ≥ λj2 + ησj2
SCHUR FUNCTION AND LIMIT SHAPE 23
Proof. Since λ is a partition, obviously we have
λj1 ≥ λj2 .(4.12)
Since j1, j2 ∈ σ−1(Ii), we have xσ(j1) = xσ(j2) = xi. Therefore
ησj1 ≥ ησj2 .(4.13)
by (2.2). Then the lemma follows from (4.12) and (4.13). 
Then we have
n∏
i=1
∏
1≤j<k≤|Ii|
k − j
φ
(i,σ)
j − φ(i,σ)k + k − j
(4.14)
≥
n∏
i=1
∏
1≤j<k≤|Ii|
k − j
u
(i,σ)
j − u(i,σ)k + k − j
· k − j
v
(i,σ)
j − v(i,σ)k + k − j
Lemma 4.7. Assume 1 ≤ j < k ≤ |Ii| and σ ∈ ΣN . If there exists i, p, q ∈ {1, 2, . . . , n}
and a, b ∈ {1, 2, . . . , s}, such that t−1i (j) ∈ Iσp,i,a, and t−1i (k) ∈ Iσq,i,b, then
p ≤ q; and a ≤ b
Proof. Since u(i,σ) is a partition of length |Ii|, and 1 ≤ j < k ≤ |Ii|, we have
u
(i,σ)
j ≥ u(i,σ)k .
By (4.10), we obtain
λt−1i (j)
≥ λt−1i (k).
Since λ is a partition, j 6= k and ti is a bijection, we have t−1i (j) < t−1i (k). By (2.5), we
have
xσ0(t−1i (j))
≥ xσ0(t−1i (k)).(4.15)
By (4.2), we have
p = σ0(t
−1
i (j)) mod n; q = σ0(t
−1
i (k)) mod n
By (4.15) and Assumption 2.5, we obtain p ≤ q. Since
µa = λt−1i (j)
≥ λt−1i (k) = µb
we have a ≤ b, and the lemma follows. 
Lemma 4.8. Assume 1 ≤ j, k ≤ |Ii|, j 6= k and σ ∈ ΣN . If there exists i, p, q ∈
{1, 2, . . . , n} and a, b ∈ {1, 2, . . . , s}, such that t−1i (j) ∈ Iσp,i,a, and t−1i (k) ∈ Iσq,i,b, if p ≤ q,
then j < k and t−1i (j) < t
−1
i (k).
Proof. The lemma can be proved by a simple adaptation of the proof of Lemma 4.7. 
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Therefore,
n∏
i=1
∏
1≤j<k≤|Ii|
k − j
u
(i,σ)
j − u(i,σ)k + k − j
(4.16)
=
n∏
i=1
∏
(1≤p≤n)
 ∏
(1≤q≤n,q≥p)
∏
(a∈Jp)
∏
(b∈Jq ,b≥a)
×
∏
[j∈Iσp,i,a]
∏
[k∈Iσq,i,b,k>j]
ti(k)− ti(j)
µa − µb + ti(k)− ti(j)

= P1P2P3P4
where
P1 =
n∏
i=1
∏
(1≤p≤n,p 6=i)
 ∏
(1≤q≤n,q≥p,q 6=i)
∏
(a∈Jp)
∏
(b∈Jq ,b≤a)
×
∏
[j∈Iσp,i,a]
∏
[k∈Iσq,i,b,k>j]
ti(k)− ti(j)
µa − µb + ti(k)− ti(j)
(4.17)
P2 =
n∏
i=1
 ∏
(i<q≤n)
∏
(a∈Ji)
∏
(b∈Jq ,b≤a)
×
∏
[j∈Iσi,i,a]
∏
[k∈Iσq,i,b,k>j]
ti(k)− ti(j)
µa − µb + ti(k)− ti(j)
(4.18)
P3 =
n∏
i=1
∏
(1≤p<i)
 ∏
(a∈Jp)
∏
(b∈Ji,b≤a)
×
∏
[j∈Iσp,i,a]
∏
[k∈Iσi,i,b,k>j]
ti(k)− ti(j)
µa − µb + ti(k)− ti(j)
(4.19)
P4 =
n∏
i=1
 ∏
(a∈Ji)
∏
(b∈Ji,b≤a)
∏
[j∈Iσi,i,a]
∏
[k∈Iσi,i,b,k>j]
ti(k)− ti(j)
µa − µb + ti(k)− ti(j)
(4.20)
We shall give a lower bound to each one of P1, P2, P3 and P4.
Note that in each one of the expressions P1, P2, P3, P4, if b = a, then the corresponding
factor is 1, which does not contribute to the product at all. All the factors that actually
contribute to the product must satisfy b < a.
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Under Assumption 2.7, we have
P1(4.21)
≥
n∏
i=1
∏
1≤p≤n,p 6=i
∏
p≤q≤n,q 6=i
∏
(a∈Jp)
∏
(b∈Jq ,b<a)

[∣∣∣Iσq,i,b∣∣∣]![(
C2 +
1
n
)
N
]|Iσq,i,b|
|I
σ
p,i,a|
Note that for any p, q, i ∈ {1, 2, . . . , n} and a, b ∈ {1, 2, . . . , s}
0 ≤ ∣∣Iσq,i,b∣∣ ≤ Nn ; 0 ≤ ∣∣Iσp,i,a∣∣ ≤ Nn .(4.22)
and
|Ji| ≤ s.
The following cases might occur
(1)
lim sup
N→∞
∣∣Iσq,i,b∣∣ =∞.
By the Stirling’s formula, we have[∣∣∣Iσq,i,b∣∣∣]![(
C2 +
1
n
)
N
]Iσq,i,b ∼ 1√
2
∣∣∣Iσq,i,b∣∣∣pi

∣∣∣Iσq,i,b∣∣∣
e
(
C2 +
1
n
)
N
|I
σ
q,i,b|
Let
f(t) = t log
(
t
X
)
,(4.23)
where X > 0 is a constant. Then
f ′(t) = log
(
t
X
)
+ 1.
If 0 < t < Xe , f
′(t) < 0, and f(t) is monotone decreasing in t. If t > Xe , f
′(t) > 0,
and f(t) is monotone increasing in t. Therefore f achieves its minimal value at Xe .
Consider t =
∣∣∣Iσq,i,b∣∣∣ and X = e (C2 + 1n)N . By (4.22) we have
1√
2
∣∣∣Iσq,i,b∣∣∣pi

∣∣∣Iσq,i,b∣∣∣
e
(
C2 +
1
n
)
N
|I
σ
q,i,b|
≥
√
n
2Npi
1
e(C2+
1
n)N
(2) for all N , we have
C3 ≤
∣∣Iσq,i,b∣∣ ≤ C4
where C3 and C4 are constants independent of N , then we have(∣∣∣Iσq,i,b∣∣∣)![(
C2 +
1
n
)
N
]|Iσq,i,b| ≥ 1[(C2 + 1n)N]C4
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For any 1 ≤ p ≤ q ≤ n, let
Ap,q = {a ∈ Jp : there exists b ∈ Jq, such that b > a}.
Then we obtain
n∏
i=1
∏
1≤p≤n,p 6=i
∏
p≤q≤n,q 6=i
∏
(a∈Jp)
∏
(b∈Jq ,b<a)

[∣∣∣Iσq,i,b∣∣∣]![(
C2 +
1
n
)
N
]|Iσq,i,b|
|I
σ
p,i,a|
(4.24)
≥
(√
n
2Npi
1
e(C2+
1
n)N
)s∑ni=1∑1≤p≤n,p 6=n∑p≤q≤n,q 6=i∑a∈Ap,q |Iσp,i,a|
Hence we have the following lemma:
Lemma 4.9. Let P1 be defined by (4.17). Then
P1 ≥
(√
n
2Npi
1
e(C2+
1
n)N
)s∑ni=1∑1≤p≤n,p6=i∑p≤q≤n,q 6=i∑a∈Ap,q |Iσp,i,a|
.
Proof. The lemma follows from (4.21) and (4.24). 
For any 1 ≤ p ≤ q ≤ n, let
Bp,q = {b ∈ Jq : there exists a ∈ Jp, such that b > a}.
Similarly we have
P2 ≥
n∏
i=1
∏
i+1≤q≤n
∏
(a∈Ji)
∏
(b∈Jq ,b<a)

(∣∣∣Iσi,i,a∣∣∣)![(
C2 +
1
n
)
N
]|Iσi,i,a|
|I
σ
q,i,b|
and the following lemma
Lemma 4.10. Let P2 be defined by (4.18). Then
P2 ≥
(√
n
2Npi
1
e(C2+
1
n)N
)s∑ni=1∑i+1≤q≤n∑b∈Bp,q |Iσq,i,b|
.
Moreover,
P3 ≥
n∏
i=1
∏
1≤p≤i−1
∏
(a∈Jp)
∏
(b∈Ji,b<a)

(∣∣∣Iσi,i,b∣∣∣)![(
C2 +
1
n
)
N
]|Iσi,i,b|
|I
σ
p,i,a|
and the following lemma holds:
Lemma 4.11. Let P3 be defined by (4.19). We have
P3 ≥
(√
n
2Npi
1
e(C2+
1
n)N
)s∑ni=1∑1≤p≤i−1∑a∈Ap,q |Iσp,i,a|
.
We now consider P4. Note that P4 · S2 = 1. Next we shall give a lower bound to
n∏
i=1
∏
1≤j<k≤|Ii|
k − j
v
(i,σ)
j − v(i,σ)k + k − j
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By definition, for 1 ≤ j < k ≤ |Ii| we have
v
(i,σ)
j − v(i,σ)k = |{t−1i (j) < l ≤ t−1i (k) : xσ(l) 6= xi}| ≤
(n− 1)N
n
Hence by similar arguments as above, we obtain
n∏
i=1
∏
1≤j<k≤|Ii|
k − j
v
(i,σ)
j − v(i,σ)k + k − j
(4.25)
= Q1Q2Q3Q4;
where
Q1 =
n∏
i=1
∏
[1≤p≤n,p 6=i]
∏
[p≤q≤n,q 6=i]
∏
j∈Iσpi
∏
k∈Iσqi
ti(k)− ti(j)
v
(i,σ)
ti(j)
− v(i,σ)ti(k) + ti(k)− ti(j)
;(4.26)
Q2 =
n∏
i=1
∏
i+1≤q≤n
∏
j∈Iσii
∏
k∈Iσqi
ti(k)− ti(j)
v
(i,σ)
ti(j)
− v(i,σ)ti(k) + ti(k)− ti(j)
;(4.27)
Q3 =
n∏
i=1
∏
1≤p≤i−1
∏
j∈Iσpi
∏
k∈Iσii
ti(k)− ti(j)
v
(i,σ)
ti(j)
− v(i,σ)ti(k) + ti(k)− ti(j)
;(4.28)
Q4 =
n∏
i=1
∏
j∈Iσii
∏
k∈Iσii,k>j
ti(k)− ti(j)
v
(i,σ)
ti(j)
− v(i,σ)ti(k) + ti(k)− ti(j)
(4.29)
Again we will give lower bound for each one of Q1, . . . , Q5. We have
Q1 ≥
[∏n
i=1
∏
1≤p≤n,p 6=i
∏
p≤q≤n,q 6=i[(I
σ
qi)!]
Iσpi
]
N
∑n
i=1
∑
1≤p≤n,p 6=i
∑
p+1≤q≤n,q 6=i I
σ
piI
σ
qi
By similar arguments as in the proof of Lemma 4.9, we obtain[∏n
i=1
∏
1≤p≤n,p 6=i
∏
p≤q≤n,q 6=i[(I
σ
qi)!]
Iσpi
]
N
∑n
i=1
∑
1≤p≤n,p6=i
∑
p+1≤q≤n,q 6=i I
σ
piI
σ
qi
≥
(√
n
2Npi
1
eN
)∑n
i=1
∑
1≤p≤n,p 6=i
∑
p≤q≤n,q 6=i I
σ
pi
Therefore we have the following lemma
Lemma 4.12. Let Q1 be defined by (4.26). Then
Q1 ≥
(√
n
2Npi
1
eN
)∑n
i=1
∑
1≤p≤n,p 6=i
∑
p≤q≤n,q 6=i I
σ
pi
.
We also have
Q2 ≥
[∏n
i=1
∏
i+1≤q≤n[(I
σ
ii)!]
Iσqi
]
N
∑n
i=1
∑
i+1≤q≤n I
σ
iiI
σ
qi
Q3 ≥
[∏n
i=1
∏
1≤p≤i−1[(I
σ
ii)!]
Iσpi
]
N
∑n
i=1
∑
1≤p≤i−1 I
σ
iiI
σ
pi
and the following lemma
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Lemma 4.13. Let Q2, Q3 be defined as in (4.27), (4.28). Then
Q2 ≥
(√
n
2Npi
1
eN
)∑n
i=1
∑
i+1≤q≤n I
σ
qi
Q3 ≥
(√
n
2Npi
1
eN
)∑n
i=1
∑
1≤p≤i−1 I
σ
pi
By (4.29), we have
Q4 ≥
[∏n
i=1
∏Iσii−1
t=1 (t!)
]
N
∑n
i=1
Iσ
ii
(Iσ
ii
−1)
2
The following cases might occur
(1) there exists a constant C6 > 0 independent of N such that for all N ,
|Iσii| ≤ C6
Then we have ∏n
i=1
∏|Iσii|−1
t=1 (t!)
N
∑n
i=1
|Iσii|(|Iσii|−1)
2
≥ 1
N
nC26
2
(2)
lim
N→∞
Iσii =∞.
Then we have
log
Iσii−1∏
t=1
(t!) =
Iσii−1∑
t=1
(Iσii − t) log t
∼ (Iσii − 1)2
∫ 1
0
(1− s)[log s+ log(Iσii − 1)]ds
=
1
2
[Iσii]
2 log[Iσii] + o([I
σ
ii]
2 log[Iσii])
We infer that ∏Iσii−1
t=1 (t!)
N
Iσ
ii
(Iσ
ii
−1)
2
∼
(
Iσii
N
) 1
2
[Iσii]
2
Let C7 > 0 be a fixed constant. The following cases might occur
(a)
|Iσii|
N
≤ 1
n
− C7
logN
;
Since ∑
1≤p≤n
∣∣∣Iσpi∣∣∣
N
=
1
n
then ∑
[1≤p≤n,p 6=i]
∣∣∣Iσpi∣∣∣
N
≥ C7
logN
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When N is sufficiently large, we have
|Iσii|∑
[1≤p≤n,p 6=i]
∣∣∣Iσpi∣∣∣ ≤
logN
C7n
− 1.(4.30)
Let
g(x) = x log x− x logN,
then
g′(x) = log x− logN + 1.
When x > 0, g′(x) = 0 if and only if x = Ne . When x ∈
(
0, Ne
)
, g(x) decreases
when x increases; when x ∈ (Ne ,∞), g(x) increases as x increases. We consider
the case x = Iσii, and obtain( |Iσii|
N
) 1
2
[|Iσii|]2
=
[( |Iσii|
N
)|Iσii|] |Iσii|2
≥ e−
N|Iσii|
2e ≥ e−
N logN
2nC7
∑
1≤p≤n,p6=i |Ipi|,
where to obtain the last inequality, we use (4.30).
(b)
|Iσii|
N
≥ 1
n
− C7
logN
;
the obviously ∑
[1≤p≤n,p 6=i]
∣∣∣Iσip∣∣∣
N
≤ C7
logN
(4.31)
Let
Hi :=
∑
[1≤p≤n,p 6=i]
∣∣Iσip∣∣
In this case we have∏
j∈Iσii
∏
k∈Iσii,k>j
ti(k)− ti(j)
v
(i,σ)
ti(j)
− v(i,σ)ti(k) + ti(k)− ti(j)
=
∏
j∈Iσii
∏
k∈Iσii,k>j
1∑
p 6=i,1≤p≤n
∑
k<l<j,l∈Iσip
1
ti(k)−ti(j) + 1
≥
N
n∏
j=1
N
n∏
k=j+1
k − j
Hi + k − j ≥
N
n∏
j=1
(
N
n − j
)
! (Hi)!(
N
n − j +Hi
)
!
≥
[(
N
n
)
! (Hi)!(
N
n +Hi
)
!
]N
n
∼
(
1− 1
1 + NnHi
)(Nn )2 (
1 +
N
nHi
)−NHi
n
(
N
n +Hi
2piNHi
N
) N
2n
.
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Given (4.31), we have limN→∞ HiN = 0. Therefore,
(
1− 1
1 + NnHi
)(Nn )2
=
(1− 1
1 + NnHi
) N
nHi
+1

N2Hi
n(N+nHi)
∼ e−C8NHi ,
when N is sufficiently large, where C8 > 0 is a constant independent of N .
Hence we obtain∏
j∈Iσii
∏
k∈Iσii,k>j
ti(k)− ti(j)
v
(i,σ)
ti(j)
− v(i,σ)ti(k) + ti(k)− ti(j)
≥ e−C9NHi logN
Proposition 4.14. Suppose Assumptions 2.6 and 2.7 hold, and let α be given as in As-
sumption 2.6. For each given {ai, bi}ni=1, when α is sufficiently large, for any σ /∈ σ0 we
have ∣∣∣∣∣∣
(∏n
i=1 x
|φ(i,σ0)(N)|
i,N
)(∏n
i=1 sφ(i,σ0)(N)(1, . . . , 1)
)
(∏n
i=1 x
|φ(i,σ)(N)|
i,N
)(∏n
i=1 sφ(i,σ)(N)(1, . . . , 1)
)
∣∣∣∣∣∣(4.32)
×
∣∣∣∣∣∣
(∏
i<j,xσ0(i),N 6=xσ0(j),N
1
xσ0(i),N−xσ0(j),N
)
(∏
i<j,xσ(i),N 6=xσ(j),N
1
xσ(i),N−xσ(j),N
)
∣∣∣∣∣∣
≥ eCN
where C > 0 is a constant independent of N and σ, and increases as α increases. Indeed,
we have
lim
α→∞C =∞.
Proof. Let R denote the left hand side of (4.32). By (4.10), we have
R ≥
(∏N
i=1 x
λi
σ0(i),N
)(∏n
i=1 sφ(i,σ0)(N)(1, . . . , 1)
)
(∏N
i=1 x
λi
σ(i),N
)(∏n
i=1 sφ(i,σ)(N)(1, . . . , 1)
)(4.33)
By (4.14), (4.16), (4.25) and Lemma 4.9, we have∏n
i=1 sφ(i,σ0)(N)(1, . . . , 1)∏n
i=1 sφ(i,σ)(N)(1, . . . , 1)
≥
3∏
i=1
Pi
4∏
j=1
Qj
≥ e−C10N logN(
∑
1≤i≤n
∑
1≤j≤n,j 6=i |Iσij |),(4.34)
where c10 > 0 is a constant independent of N . Under Assumption 2.6 and Assumption 2.7,
we have ∣∣∣∣∣x
λ1
σ0(1),N
· · ·xλNσ0(N),N
xλ1σ(1),N · · ·xλNσ(N),N
∣∣∣∣∣ ≥
(
min
1≤i<j≤n
xi,N
xj,N
)C1N
2 (
∑
1≤i≤n
∑
1≤j≤n,j 6=i |Iσij |)
(4.35)
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If α in Assumption 2.6 satisfies
α >
2C10
C1
,
we obtain
R ≥ e−
(
C1α
2
−C10
)
N logN(
∑
1≤i≤n
∑
1≤j≤n,j 6=i |Iσij |)
Since σ /∈ σ0, there exists at least one pair (p, i) such that all the following conditions hold
• 1 ≤ p ≤ n and 1 ≤ i ≤ n; and
• p 6= i; and
• |Iσpi| ≥ 1.
Choose C = C1α2 − C10, then the lemma follows. 
Lemma 4.15. Let σ0 satisfy (2.5), and let σ0 ∈ [ΣN/ΣXN ]r. For 1 ≤ i ≤ k, assume uixi is
in an open complex neighborhood of 1. For any σ ∈ ΣN , let
Gσ =
(
n∏
i=1
x
|φ(i,σ)(N)|
i
)(
r∏
i=1
sφ(i,σ)(N)
(
ui
xi
,
un+i
xi
. . . ,
uqn+i
xi
, 1, . . . , 1
))
×
(
n∏
i=r+1
sφ(i,σ)(N)
(
ui
xi
,
un+i
xi
. . . ,
u(q−1)n+i
xi
, 1, . . . , 1
))
×
 ∏
i<j,xσ(i) 6=xσ(j)
1
wσ(i) − wσ(j)

Suppose that Assumption 2.6 holds. When α in Assumption 2.6 is sufficiently large, we
have ∣∣∣∣Gσ0Gσ
∣∣∣∣ ≥ eCN
where C > 0 is a constant independent of σ, N and (u1, . . . , uk).
Proof. First of all note that∣∣∣∣∣∣
∏
i<j,xσ(i) 6=xσ(j)
1
wσ(i)−wσ(j)∏
i<j,xσ0(i) 6=xσ0(j)
1
wσ0(i)−wσ0(j)
∣∣∣∣∣∣ = 1
We can express the quotient of two Schur polynomials as an HCIZ integral as follows
sφ(i,σ)(N)
(
ui
xi
, un+ixi . . . ,
uqn+i
xi
, 1, . . . , 1
)
sφ(i,σ)(N) (1, . . . , 1)
=
 ∏
1≤j<l≤q+1
log
(
u(j−1)n+i
xi
)
− log
(
u(l−1)n+i
xi
)
u(j−1)n+i
xi
− u(l−1)n+ixi
 ∏
1≤t≤q+1
∏
q+2≤j≤N
log
(
u(t−1)n+i
xi
)
u(t−1)n+i
xi
− 1

×
∫
U(N)
etr(U
∗ANUBN )dU
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where
AN = diag
[
log
(
ui
xi
)
, log
(
un+i
xi
)
, . . . , log
(
uqn+i
xi
)
, 0, . . . , 0
]
BN = diag
[
φ
(i,σ)
1 (N) +N − 1, φ(i,σ)2 (N) +N − 2, . . . , φ(i,σ)N (N)
]
Under Assumptions 2.5 and 2.7, we have
|φ(i,σ)j (N) +N − j| ≤ CN∣∣∣∣log(usn+ixi
)∣∣∣∣ ≤ C, for 0 ≤ s ≤ q
for all 1 ≤ j ≤ N and 1 ≤ i ≤ n, where C > 0 is a constant independent of i, j and N . We
obtain∣∣∣∣∣
∫
U(N)
etr(U
∗ANUBN )dU
∣∣∣∣∣ =
∣∣∣∣∣
∫
U(N)
e
∑
1≤i≤N,1≤j≤q+1 AN (i,i)U(i,j)BN (j,j)U(i,j)dU
∣∣∣∣∣
≤ e(q+1)C2N
Then there exists a constant C > 0 (which might be different from the C above, we abuse
the notation here, and similar below), such that∣∣∣∣∣∣
sφ(i,σ)(N)
(
ui
xi
, un+ixi . . . ,
uqn+i
xi
, 1, . . . , 1
)
sφ(i,σ)(N) (1, . . . , 1)
∣∣∣∣∣∣ ≤ eCN .(4.36)
Note also that for each 1 ≤ i ≤ n, as N →∞, the counting measure for φ(i,σ0)(N) converges
to a measure mi. By Theorem 4.2 of [7], we have
lim
N→∞
1
N
log
sφ(i,σ0)(N)
(
ui
xi
, un+ixi . . . ,
uqn+i
xi
, 1, . . . , 1
)
sφ(i,σ0)(N) (1, . . . , 1)
=
1
n
[
Hmi
(
ui
xi
)
+Hmi
(
un+i
xi
)
+ . . .+Hmi
(
uqn+i
xi
)]
where Hmi is a function defined by (2.8). In particular, Hmi(u) is an holomorphic function
of u when u is in an open complex neighborhood of 1. Therefore there exists constant
C > 0, such that
e−CN ≤
∣∣∣∣∣∣
sφ(i,σ0)(N)
(
ui
xi
, un+ixi . . . ,
uqn+i
xi
, 1, . . . , 1
)
sφ(i,σ0)(N) (1, . . . , 1)
∣∣∣∣∣∣ ≤ eCN(4.37)
when uixi ,
un+i
xi
, . . . ,
uqn+i
xi
are in an open complex neighborhood of 1. Then∣∣∣∣∣∣
sφ(i,σ0)(N)
(
ui
xi
, un+ixi . . . ,
uqn+i
xi
, 1, . . . , 1
)
sφ(i,σ)(N)
(
ui
xi
, un+ixi . . . ,
uqn+i
xi
, 1, . . . , 1
)
∣∣∣∣∣∣ = D · E · F
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where
D =
∣∣∣∣∣∣
sφ(i,σ0)(N)
(
ui
xi
, un+ixi . . . ,
uqn+i
xi
, 1, . . . , 1
)
sφ(i,σ0)(N) (1, . . . , 1)
∣∣∣∣∣∣
E =
∣∣∣∣∣sφ(i,σ0)(N) (1, . . . , 1)sφ(i,σ)(N) (1, . . . , 1)
∣∣∣∣∣
F =
∣∣∣∣∣∣ sφ(i,σ)(N) (1, . . . , 1)sφ(i,σ)(N) (uixi , un+ixi . . . , uqn+ixi , 1, . . . , 1)
∣∣∣∣∣∣
For some constant C > 0, we have D ≥ e−CN by (4.37), F ≥ e−CN by (4.36), and a lower
bound for E can be obtained by (4.34). Then the lemma follows from (4.35).

Recall that Ji was defined as in Lemma 4.1. Under Assumption 2.6, we may assume
that
Ji =
{ {di, di + 1, . . . , di+1 − 1} if 1 ≤ i ≤ n− 1
{dn, dn + 1, . . . , s} if i = n
where for 1 ≤ i ≤ n,
1 = d1 < d2 < . . . < dn ≤ s
Lemma 4.16. Let Hmi be defined by (2.8). Under Assumptions 2.5, 2.6 and 2.7, we have
Rmi =
1
S
(−1)
mi (z)
− 1
z
.
and
Smi(z) =
 log
[∏di+1−di−1
j=0
1−βi,jz
1−γi,jz
]
1 ≤ i ≤ n− 1
log
[∏s−dn
j=0
1−βn,jz
1−γn,jz
]
i = n
where
• if 1 ≤ i ≤ n− 1, for 0 ≤ k ≤ di+1 − di − 1, let
β˜i,k =
s−di−k+1∑
l=2
(al − bl−1) + n− i
n
+ 1−
∑
s−di−k+1≤l≤s
(bl − al)
γ˜i,k =
s−di−k+1∑
l=2
(al − bl−1) + n− i
n
+ 1−
∑
s−di−k+2≤l≤s
(bl − al).
and
βi,k =
β˜i,k∑
0≤k≤di+1−di−1[γi,k − βi,k]
γi,k =
γ˜i,k∑
0≤k≤di+1−di−1[γi,k − βi,k]
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• for 0 ≤ k ≤ s− dn, let
β˜n,k =
s−dn−k+1∑
l=2
(al − bl−1) + 1−
∑
s−dn−k+1≤l≤s
(bl − al)
γ˜n,k =
s−dn−k+1∑
l=2
(al − bl−1) + 1−
∑
s−dn−k+2≤l≤s
(bl − al).
and
βn,k =
β˜n,k∑
0≤k≤s−dn [γn,k − βn,k]
γn,k =
γ˜n,k∑
0≤k≤s−dn [γn,k − βn,k]
Proof. For 1 ≤ i ≤ n, let mi is the limit of counting measures for the partition φ(i,σ0) as
N →∞, where the counting measure for a partition is defined by (2.1). Under Assumption
2.5, 2.6 and 2.7, the components in φ(i,σ0) takes finitely many values for all N . Note that
if σ0(j) ∈ Ii, then
ησ0j = N −
iN
n
.
Then
• if σ0(j) ∈ Ii, 1 ≤ i ≤ n− 1, we have
λj = µdi+k =
s−di−k+1∑
l=2
(Al −Bl−1 − 1),
for 1 +
∑
s−di−k+1≤l≤s
(Bl −Al + 1) ≤ j ≤
∑
s−di−k≤l≤s
(Bl −Al + 1) and 0 ≤ k ≤ di+1 − di − 1
• if σ0(j) ∈ In, we have
λj = µdn+k =
s−dn−k+1∑
l=2
(Al −Bl−1 − 1),
for 1 +
∑
s−dn−k+1≤l≤s
(Bl −Al + 1) ≤ j ≤
∑
s−dn−k≤l≤s
(Bl −Al + 1) = N and 0 ≤ k ≤ s− dn
Then
• if 1 ≤ i ≤ n − 1, for 0 ≤ k ≤ di+1 − di − 1, the limit counting measure mi is a
probability measure on [βi,1, γi,di+1−di−1] with density given by
dmi
dx
=
{
1, if βi,k ≤ x ≤ γi,k;
0, if γi,k ≤ x ≤ βi,k+1.
• for 0 ≤ k ≤ s − dn, the limit counting measure mi is a probability measure on
[βn,1, γn,s−dn ] with density given by
dmi
dx
=
{
1, if βn,k ≤ x ≤ γn,k;
0, if γn,k ≤ x ≤ βn,k+1.
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Then the k-th moment Mk(mi) of mi is
Mk(mi) =

∑di+1−di−1
j=0
γk+1i,j −βk+1i,j
k+1 if 1 ≤ i ≤ n− 1∑s−dn
j=0
γk+1n,j −βk+1n,j
k+1 if i = n.
Then the Stieljes transformation for mi is
Stmi(t) =
1
t
+
M1(mi)
t2
+
M2(mi)
t3
+ . . .
=
{ ∑di+1−di−1
j=0 log
t−βi,j
t−γi,j 1 ≤ i ≤ n− 1∑s−dn
j=0 log
t−βn,j
t−γn,j i = n
Then the lemma follows from the fact that Smi(z) = Stmi
(
1
z
)
. 
By (2.8), we can also compute
H ′mi(u) =
1
uS
(−1)
mi (log u)
− 1
u− 1
By Lemma 4.16, we obtain
H ′mi(u) =
1
uz
− 1
u− 1;
where z and u satisfy the following condition:
u =
{ ∏di+1−di−1
j=1
1−βi,jz
1−γi,jz 1 ≤ i ≤ n− 1∏s−dn
j=1
1−βn,jz
1−γn,jz i = n
Proof of Theorem 2.20. By Proposition 2.4, both sλ(N)(u1x1,N , . . . , ukx1,N , xk+1,N , . . . , xN,N )
and sλ(N)(x1,N , . . . , xN,N ) can be expressed as a sum of
∣∣[ΣN/ΣXN ]r∣∣ terms. Under Assump-
tion 2.6, we have ∣∣[ΣN/ΣXN ]r∣∣ = N ![(N
n
)
!
]n
By Stirling’s formula we obtain
lim
N→∞
∣∣[ΣN/ΣXN ]r∣∣ 1N = n.(4.38)
By Proposition 4.14 and (4.38), when α in Assumption 2.6 is sufficiently large,
sλ(N)(x1, . . . , xN )
=
(
n∏
i=1
x
|φ(i,σ0)(N)|
i
)(
n∏
i=1
sφ(i,σ0)(N)(1, . . . , 1)
) ∏
i<j,xσ0(i) 6=xσ0(j)
1
xσ0(i) − xσ0(j)
 (1 + o(1))
For 1 ≤ i ≤ N , let
wi,N =
{
uixi,N for 1 ≤ i ≤ k
xi,N for k + 1 ≤ i ≤ N
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Similarly, when each one of u1, . . . , uk is in an open complex neighborhood of 1, respec-
tively, by Proposition 3.4 and Lemma 4.15, we have
sλ(N)(w1,N , . . . , wN,N )
=
(
n∏
i=1
x
|φ(i,σ0)(N)|
i,N
)(
r∏
i=1
sφ(i,σ0)(N) (ui, un+i, . . . , uqn+i, 1, . . . , 1)
)
×
(
n∏
i=r+1
sφ(i,σ0)(N)
(
ui, un+i, . . . , u(q−1)n+i, 1, . . . , 1
))
×
 ∏
i<j,xσ0(i) 6=xσ0(j)
1
wσ0(i),N − wσ0(j),N
 (1 + o(1))
where w1, . . . , wN is defined as in Lemma 4.15.
Therefore,
lim
N→∞
1
N
log
sλ(N)(u1x1,N , . . . , ukxk,N , xk+1,N , . . . , xN,N )
sλ(N)(x1,N , . . . , xN,N )
= lim
N→∞
1
N
log
[∏r
i=1 sφ(i,σ0)(N) (ui, un+i . . . , uqn+i, 1, . . . , 1)∏n
i=1 sφ(i,σ0)(N)(1, . . . , 1)∏n
i=r+1 sφ(i,σ0)(N)
(
ui, un+i . . . , u(q−1)n+i, 1, . . . , 1
) (∏
i<j,xσ0(i),N 6=xσ0(j),N
1
wσ0(i),N−wσ0(j),N
)
(∏
i<j,xσ0(i),N 6=xσ0(j),N
1
xσ0(i),N−xσ0(j),N
)

= S1 + S2,
where
S1 = lim
N→∞
1
N
log[∏r
i=1 sφ(i,σ0)(N) (ui, un+i . . . , uqn+i, 1, . . . , 1)
∏n
i=r+1 sφ(i,σ0)(N)
(
ui, un+i . . . , u(q−1)n+i, 1, . . . , 1
)∏n
i=1 sφ(i,σ0)(N)(1, . . . , 1)
]
S2 = lim
N→∞
1
N
log
 ∏
i<j,xσ0(i),N 6=xσ0(j),N
xσ0(i),N − xσ0(j),N
wσ0(i),N − wσ0(j),N

Note that for each 1 ≤ i ≤ n, φ(i,σ0)(N) ∈ GT+N
n
. By Theorem 4.2 of [7], for each 1 ≤ i ≤ r,
we obtain
lim
N→∞
1
N
log
sφ(i,σ0)(N) (ui, un+i . . . , uqn+i, 1, . . . , 1)
sφ(i,σ0)(N)(1, . . . , 1)
=
1
n
[
q∑
t=0
Hmi (ui+tn)
]
For each r + 1 ≤ i ≤ n, we obtain
lim
N→∞
1
N
log
sφ(i,σ0)(N)
(
ui, un+i . . . , u(q−1)n+i, 1, . . . , 1
)
sφ(i,σ0)(N)(1, . . . , 1)
=
1
n
[
q−1∑
t=0
Hmi (ui+tn)
]
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Therefore we have
S1 =
1
n
 ∑
1≤i≤k,[i mod n] 6=0
Hm[i mod n] (ui) +
∑
1≤i≤k,[i mod n]=0
Hmn (ui)

Moreover,
S2 = lim
N→∞
1
N
log
 r∏
i=1
q∏
t=0
n∏
j=i+1
xi,N − xj,N
ui+tnxi,N − xj,N
 n−1∏
i=r+1
q−1∏
t=0
n∏
j=i+1
xi,N − xj,N
ui+tnxi,N − xj,N
Nn
= lim
N→∞
1
n
∑
{1≤i≤k,[i mod n] 6=0.}
n∑
{j=[i mod n]+1}
log
x[i mod n],N − xj,N
uix[i mod n],N − xj,N
= − 1
n
∑
{1≤i≤k,[i mod n] 6=0.}
n∑
{j=[i mod n]+1}
log (ui)
then the theorem follows. 
5. Periodic dimer model on contracting square-hexagon lattice with
piecewise boundary conditions: limit of the moments of the counting
measure
In this section, we study the periodic dimer model on contracting square-hexagon lattice
with edge-weight period 1× n and piecewise boundary conditions by analyzing the Schur
function at a generic point using the formula in Theorem 2.4 and Corollary 3.4. We first
recall a few lemmas proved in [5].
Proposition 5.1. ([5])Let R(Ω, aˇ) be a contracting square-hexagon lattice, such that for
each 1 ≤ i ≤ N
• each NE-SW edge joining the (2i)th row to the (2i+ 1)th row has weight xi; and
• each NE-SW edge joining the (2i − 1)th row to the 2ith row has weight yi, if such
an edge exists;
• All the other edges have weight 1.
Then the partition function for perfect matchings on R(Ω, aˇ) is given by
Z =
∏
i∈I2
Γi
 sω(x1, . . . , xN )
where ω is the N -tuple corresponding to the boundary row of R(Ω, aˇ), and for i ∈ I2, Γi is
defined by
Γi =
N∏
t=i+1
(1 + yixt) .(5.1)
.
To the boundary row Ω = (Ω1 < · · · < ΩN ) of a contracting square-hexagon lattice is
naturally associated a partition ω ∈ GT+N of length N by:
ω = (ΩN −N, . . . ,Ω1 − 1).
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Let j ∈ {1, . . . , 2N + 1}. Assume that in a perfect matching M ∈ M(Ω, aˇ) the jth
row of R(Ω, aˇ) has nj V-vertices and mj Λ-vertices. We label the V -vertices on the jth
row by 1, 2, . . . ,mj , starting from the right. Then the configuration in M on the jth row
naturally corresponds to a partition in λ ∈ GT+nj , where for 1 ≤ k ≤ nj , λk is the number
of Λ-vertices on the left of the kth V -vertex.
For a positive integer s, write s = s mod n.
Lemma 5.2. Let i = i mod n. Assume that the edge weights xi (1 ≤ i ≤ N), yj (j ∈ I2)
changes periodically with period n; i.e.
xi = xi;(5.2)
yj = yj(5.3)
for 1 ≤ i ≤ n. Let
X(N−t) = (xt+1, . . . , xN ),
Y (t) = (x1, . . . , xt)
for each integer t satisfying 0 ≤ t ≤ N − 1. Let ω be the signature corresponding to the
configuration on the boundary row, let ρk be the probability measure on GT+N−t which is
the distribution of partitions corresponding to the dimer configuration on the kth row of
vertices of R(Ω, aˇ), counting from the bottom. We have
Sρk,X(N−t)(u1, . . . , uN−t) =
sω
(
u1, . . . , uN−t, Y (t)
)
sω(X(N))
∏
i∈{1,...,t}∩I2
N−t∏
j=1
(
1 + yiuj
1 + yixt+j
)
,
for k = 2t+ 1, t = 0, 1, . . . , N − 1. Here y1 > 0 (i ∈ {1, . . . , n}∩ I2) are weights of NE-SW
edges joining the (2i− 1)th row to the (2i)th row of the contracting square-hexagon lattice,
see Figure 2.2.
Moreover,
Sρk,X(N−t)(u1, . . . , uN−t) =
sω
(
u1, . . . , uN−t, Y (t)
)
sω(X(N))
∏
i∈{1,...,t+1}∩I2
N−t∏
j=1
(
1 + yiuj
1 + yixt+j
)
,
for k = 2t+ 2, t = 0, 1, . . . , N − 1.
Proof. See Lemma 3.17 of [5] 
Let
X
(N−t)
N = (xt+1,N , . . . , xN,N )
Y
(t)
N = (x1,N , . . . , xt,N ).
By Lemma 5.2, we have
S
ρk,X
(N−t)
N
(u1xt+1,N , . . . , uN−txN,N )
=
sλ(N)(u1xt+1,N , . . . , uN−txN,N , x1,N , . . . , xt,N )
sλ(N)(x1,N , . . . , xN,N )
∏
i∈{1,2,...,t/t+1}∩I2
N−t∏
j=1
(
1 + yiujxt+j,N
1 + yixt+j,N
)
.
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for k = 2t+ 1 or k = 2t+ 2. Let
s =
{
t mod n if 1 ≤ [t mod n] ≤ n− 1
n if [t mod n] = 0.
;(5.4)
j =
{
(i+ t) mod n if 1 ≤ [(i+ t) mod n] ≤ n− 1
n if [(i+ t) mod n] = 0
.(5.5)
When the edge weights are assigned periodically and satisfy Assumptions 2.6, letting N →
∞, tN → κ ∈ [0, 1), we have
lim
(1−κ)N→∞
1
(1− κ)N logSρk,X(N−t)N (u1xt+1,N , . . . , ulxt+l,N , xt+1+l,N , . . . , xN−t,N )
=
∑
1≤i≤l
[Qj,κ,s(ui)] ,
where j and s are given by (5.5) and (5.4), respectively; and
Qj,κ,s(u) =
{
1
1−κ
[
Qj(u) +
κ
n
∑
r∈{1,2,...,n}∩I2 log
1+yrux1
1+yrx1
]
if [j mod n] = 1
Qj(u)
1−κ otherwise
Let p ≥ 1 be a positive integer. Let ρb(1−κ)Nc := ρ2(N−b(1−κ)N)c)+1 be a probability
measure on GT+b(1−κ)Nc(Indeed, we will obtain exactly the same result in the limit as N →
∞ if we define ρb(1−κ)Nc := ρ2(N−b(1−κ)N)c)+2), and let mρb(1−κ)Nc be the corresponding
random counting measure. Let N = b(1− κ)Nc. Let
U = (u1, . . . , uN );
XN = (x1,N , . . . , xN,N );
UX,N = (u1x1,N , . . . , uNxN,N ).
U
(N−t)
X,N = (u1xt+1,N , . . . , uN−txN,N ).
Suppose that XN satisfies Assumption 2.6.
For a positive integer p, let
Dp,N = 1∏
1≤i<j≤N (uixi,N − ujxj,N )
◦
(
N∑
i=1
(
ui
∂
∂ui
)p)
◦
∏
1≤i<j≤N
(uixi,N − ujxj,N )
Let λ ∈ GT+N . Explicit computations show that
Dp,Nsλ(UX,N ) =
N∑
i=1
(λi +N − i)psλ(UX,N )(5.6)
The following computations are adaptations of the proof of [7, Theorem 5.1]. We write
the Schur generating function as defined by Definition 2.15 as
S
ρb(1−κ)Nc,X
(N−t)
N
(
U
(N−t)
X,N
)
= exp
(
N∑
i=1
NQj,κ,s(ui)
)
TN,κ
(
U
(N−t)
X,N
)
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Since S
ρb(1−κ)Nc,X
(N−t)
N
(
X
(N−t)
N
)
= 1, the definition of Qj,κ,s implies that Qj,κ,s(1) = 0 for
all 1 ≤ j, s ≤ N and 0 < κ < 1. Therefore TN,κ
(
X
(N−t)
N
)
= 1 and
lim
N→∞
1
N
log [TN,κ (u1xt+1,N , . . . , ulxt+l,N , xt+l+1,N , . . . , xN,N )] = 0.
for any l and uniformly when (u1, . . . , ul) is in an open complex neighborhood of (1, . . . , 1).
Therefore any partial derivative of TN,κ (u1xt+1,N , . . . , ulxt+l,N , xt+l+1,N , . . . , xN,N ) with
respect to (u1, . . . , ul), divided by NTN,κ (u1xt+1,N , . . . , ulxt+l,N , xt+l+1,N , . . . , xN,N ) tends
to 0 uniformly when (u1, . . . , ul) is in a certain complex neighborhood of (1, . . . , 1).
We write
Dp,b(1−κ)Nc
=
1∏
1≤i<j≤N−t(uixi+t,N − ujxj+t,N )
◦
(
N−t∑
i=1
(
ui
∂
∂ui
)p)
◦
∏
1≤i<j≤N−t
(uixi+t,N − ujxj+t,N )
By (5.6) we have
E
(∫
R
xpmρb(1−κ)Nc(dx)
)m
=
1
Nm(p+1) lim(u1,...,uN )→(1,...,1)
(Dp,b(1−κ)Nc)m Sρb(1−κ)Nc,X(N−t)N (U (N−t)X,N )
S
ρb(1−κ)Nc,X
(N−t)
N
(
X
(N−t)
N
) .
Using Leibnitz rule to expand
(Dp,b(1−κ)Nc)m Sρb(1−κ)Nc,X(N−t)N (U (N−t)X,N ), we obtain a
linear combination of terms of the following form
(ug1 · · ·ugγ ) ·
( ∂
∂ut1
· · · ∂∂utτ
∏
1≤i<j≤N−t(uixi+t,N − ujxj+t,N )∏
1≤i<j≤N−t(uixi+t,N − ujxj+t,N )
)
(5.7)
×
(
∂
∂ua1
· · · ∂
∂uaα
exp
(
N−t∑
i=1
NQj,κ,s(ui)
))
·
(
∂
∂ub1
· · · ∂
∂ubβ
TN,κ
(
U
(N−t)
X,N
))
,
where γ ≤ mp and α+ β + τ ≤ mp.
Further expanding the second term in (5.7) we obtain
(ug1 · · ·ugγ )(xt1+t · · ·xtτ+t) ·
 ∏
(a,b)∈P
1
uaxa+t − ubxb+t
(5.8)
×
(
∂
∂ua1
· · · ∂
∂uaα
exp
(
N∑
i=1
NQj,κ,s(ui)
))
·
(
∂
∂ub1
· · · ∂
∂ubβ
TN,κ
(
U
(N−t)
X,N
))
,
where P ⊂ {(a, b)|1 ≤ a < b ≤ N − t}.
Note that in each derivation of the exponent in (5.8), a multiple of N appears. Also
recall that for any β ≥ 1,
∂
∂ub1
· · · ∂
∂ubβ
TN,κ
(
U
(N−t)
X,N
)
= o(N).
Therefore when m = 1 and N large, the leading term for
N p+1E
∫
R
xpmρb(1−κ)Nc(dx)
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is the same as that of(
1∏
1≤i<r≤N (uixi+t,N − urxr+t,N )
)
×
( N∑
a=1
upa
∂p
∂upa
[
exp
(
N
( N∑
i=1
Qj,κ,s(ui)
))∏
b<r
(ubxb+t,N − urxr+t,N )
])∣∣∣∣∣
(u1,...,uN )=(1,...,1)
.
The latter has the same leading term as
Mp,N :=
p∑
l=0
N∑
i=1
(
p
l
)
N p−lupi
∂l
∂uli
∏
1≤b<r≤N (ubxb+t,N − urxr+t,N )∏
1≤b<r≤N (ubxb+t,N − urxr+t,N )
Q′j,κ,s(ui)
p−l
∣∣∣∣∣∣
(u1,...,uN )=(1,...,1)
=
p∑
l=0
N∑
i=1
(
p
l
)
N p−lupi
×
 ∑
1≤j1<...<jl≤N ,js 6=i(1≤s≤l)
xli+t,N∏l
s=1(uixi+t,N − ujsxjs+t,N )
Q′j,κ,s(ui)p−l
∣∣∣∣∣∣
(u1,...,uN )=(1,...,1)
=
N∑
i=1
upi
NQ′j,κ,s(ui) + ∑
r∈{1,2,...,N},r 6=i
xj,N
uixj,N − urxr+t,N
p∣∣∣∣∣∣
(u1,...,uN )=(1,...,1)
.
Let
SN (i) = {j ∈ {1, 2, . . . ,N} : j mod n = i} = {an+ i; 0 ≤ a ≤ bN/nc}.
Then
Mp,N = lim
(u1,...,uN )→(1,...,1)
N∑
i=1
p∑
l=0
N p−l
(
p
l
)
upi [Q
′
j,κ,s(ui)]
p−l
[
l∑
k=0
(
l
k
)
×
 ∑
r∈{1,2,...,N}\SN (i)
xj,N
uixj,N − urxr+t,N
l−k ∑
r∈SN (i)\{i}
xj,N
uixj,N − urxr+t,N
k

= lim
(u1,...,uN )→(1,...,1)
N∑
i=1
p∑
k=0
p∑
l=k
p!
k!(l − k)!(p− l)!
×
 ∑
j1,...,jk∈SN (i)\{i}
upi
[
NQ′j,κ,s(ui)
]p−l (∑
r∈{1,2,...,N}\SN (i)
xj,N
uixj,N−urxr+t,N
)l−k
xkj,N∏k
r=1(uixj,N − ujrxjr+t,N )

= lim
(u1,...,uN )→(1,...,1)
N∑
i=1
p∑
k=0
p!
k!(p− k)!
×
 ∑
j1,...,jk∈SN (i)\{i}
upi
[
NQ′j,κ,s(ui) +
∑
r∈{1,2,...,N}\SN (i)
xj,N
uixj,N−urxr+t,N
]p−k
xkj,N∏k
s=1(uixj,N − ujsxjs+t,N )

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We then apply the following Lemma slightly adapted from [7] after a change of variables,
to compute the limit as (u1, . . . , uN ) approaches (1, . . . , 1):
Lemma 5.3 ([7], Lemma 5.5). Let ξ ∈ C \ {0} be a nonzero complex number; and n > 0
be a positive integer. Assume g(z) is analytic in a neighborhood of ξ. Then
lim
∀ i,zi→ξ
n∑
j=1
g(zj)∏
i 6=j(zj − zi)
=
∂n−1
∂zn−1
(
g(z)
(n− 1)!
)∣∣∣∣
z=ξ
.
Given xi mod n = xi, by Lemma 5.3 and Assumption 2.6 we have:
lim
N→∞
Mp,N
N p+1 = limN→∞ lim(u1,...,uN )→(1,...,1)
1
n
n∑
i=1
p∑
k=0
p!
k!(p− k)!
1
nk(k + 1)!
×
∂k
[
upi
(
Q′j,κ,s(ui) +
1
n
∑
1≤r≤n,r 6=i
xj,N
uixj,N−urxr+t,N
)p−k]
∂kui
∣∣∣∣∣∣∣∣
ui=1
= lim
(u1,...,uN )→(1,...,1)
1
n
n∑
i=1
p∑
k=0
p!
k!(p− k)!
1
nk(k + 1)!
×
∂k
[
upi
(
Q′j,κ,s(ui) +
n−j
nui
)p−k]
∂kui
∣∣∣∣∣∣∣∣
ui=1
Using residue we obtain
E
[∫
R
xpmκ(dx)
]
=
1
2n(p+ 1)pii
n∑
i=1
∮
C1
dz
z
(
zQ′i,κ,s(z) +
n− i
n
+
z
n(z − 1)
)p+1
,
where C1 is a small contour enclosing 1 and no other singularities of the integrand. Since
both the left hand side and the right hand side are indeed independent of s, we may write
Qi,κ(z) := Qi,κ,s(z) from now on.
Now we need to show that the moments of random measures mκ become deterministic
as N →∞. It suffices to show that
lim
N→∞
E
[(∫
R
xpmκ(dx)
)2]
= lim
N→∞
[
E
(∫
R
xpmκ(dx)
)]2
(5.9)
For 1 ≤ i, i′ ≤ N , define sets A,B,C ∈ {1, 2, . . . ,N}2 as follows.
Ai,i′ : =
{
M,M ′ ∈ {1, 2, . . . ,N} : |M | = l, |M ′| = l′, i /∈M, i′ /∈M ′; i 6= i′;
if i ∈M ′, then i′ /∈M ; if i′ ∈M, then i /∈M ′}
Bi,i′ : = {M,M ′ ∈ {1, 2, . . . ,N} : |M | = l, |M ′| = l′, i /∈M, i′ /∈M ′; i = i′;M ∩M ′ = ∅}
Ci,i′ : = {M,M ′ ∈ {1, 2, . . . ,N} : |M | = l, |M ′| = l′, i /∈M, i′ /∈M ′; }
Let
j′ =
{
(i′ + t) mod n if 1 ≤ [(i′ + t) mod n] ≤ n− 1
n if [(i′ + t) mod n] = 0 .
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Note that the right hand side of (5.9) is
p∑
l=0
N∑
i=1
(
p
l
)
N−l−1upi ×
 ∑
1≤j1<...<jl≤N ,js 6=i(1≤s≤l)
(5.10)
xli+t,N∏l
s=1(uixi+t,N − ujsxjs+t,N )
]
Q′j,κ(ui)
p−l
∣∣∣∣∣
(u1,...,uN )=(1,...,1)

2
;
Expanding (5.10), we obtain
p∑
l=0
p∑
l′=0
N∑
i=1
N∑
i′=1
(
p
l
)(
p
l′
)
N−l−l′−2upi upi′ ×
∑
Ci,i′
xli+t,N∏
r∈M (uixi+t,N − urxr+t,N )
(5.11)
xl
′
i′+t,N∏
r′∈M ′(ui′xi′+t,N − ur′xr′+t,N )
]
Q′j,κ(ui)
p−lQ′j′,κ(ui′)
p−l′
∣∣∣∣∣
(u1,...,uN )=(1,...,1)
while the leading term for the left hand side is
p∑
l=0
p∑
l′=0
N∑
i=1
N∑
i′=1
(
p
l
)(
p
l′
)
N−l−l′−2upi upi′ ×
 ∑
Ai,i′∪Bi,i′
xlj,N∏
r∈M (uixj,N − urxr+t,N )
(5.12)
xl
′
j′,N∏
r′∈M ′(ui′xj′,N − ur′xr′+t,N )
]
Q′j,κ(ui)
p−lQ′j′,κ(ui′)
p−l′
∣∣∣∣∣
(u1,...,uN )=(1,...,1)
It is not hard to see that
N∑
i=1
N∑
i′=1
|(A ∪B)4C| = o(N l+l′+2)
Therefore the leading term for (5.11) and (5.12) when N is large are the same. Then (5.9)
follows.
6. Periodic dimer model on contracting square-hexagon lattice with
piecewise boundary conditions: limit shape of the height function
In this section, we prove the limit shape of the height function defined in Section 2 from
the moment formulas of the limit counting measure proved in Section 4.
Let
r = n− |I2 ∩ {1, 2, . . . , n}|.
In other words, r is the number of rows of white vertices in a fundamental domain such
that each white vertex in the row is adjacent to exactly one black vertex in the row above.
Let V ∗j (resp. Vi) be the collection of all the vertices in R∗(Ω, aˇ) (resp. R(Ω, aˇ)) with
y-coordinate j (resp. i).
Lemma 6.1. Define the height function hM associated to a perfect matching M of the
contracting square-hexagon lattice R(Ω, aˇ) as in Definition 2.21. Assume that j ∈ R+ is
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such that V ∗j 6= ∅. Then the value of hM at the leftmost vertex of V ∗j lies in the following
interval [(⌊
j
n
⌋
− 1
)
(2n− r),
(⌊
j
n
⌋
+ 1
)
(2n− r)
]
Proof. By Definition 2.21, the value of hM at the lexicographic smallest vertex of R∗(Ω, aˇ)
is 0. Starting from the lexicographic smallest vertex of R∗(Ω, aˇ) and moving up along the
left boundary of R∗(Ω, aˇ), each time we move from a vertex (p, q) to an above vertex (p′, q′)
of R∗(Ω, aˇ) on the left boundary, the following cases might occur.
• If we cross an absent NE-SW edge e1 of SH(aˇ) and an absent NW-SE edge e2 of
SH(aˇ) with the write vertices of both e1 and e2 on the left, and e1 and e2 are
incident to a common black vertex of R(Ω, aˇ) which has degree 4 in SH(aˇ), then
hM (p
′, q′)− hM (p, q) = 2.
• if we cross one absent NW-SE edge e of SH(aˇ) with the write vertex on the left,
and e is incident to a black vertex of R(Ω, aˇ) which has degree 3 in SH(aˇ), then
hM (p
′, q′)− hM (p, q) = 1.
When the edge weights of SH(aˇ) are assigned periodically as in Assumption 2.5, the length
of each fundamental domain is n. Moving up by n units in a fundamental domain, there
are r rows of black vertices with degree 3, and n− r rows of black vertices with degree 4.
Hence moving up by n units along the left boundary of R∗(Ω, aˇ), the height increases by
(2n− r). Moreover, moving from the lexicographic smallest vertex of R∗(Ω, aˇ) to a vertex
of R∗(Ω, aˇ) with y-coordinate j, we move across at least
(⌊
j
n
⌋
− 1
)
fundamental domains,
and at most
(⌊
j
n
⌋
+ 1
)
fundamental domains. Then the lemma follows. 
Lemma 6.2. Let (i, j) be a vertex of R∗(Ω, aˇ).
• If (i, j) is the center of a hexagon face of SH(aˇ), then the number of vertices in
Vj+ 1
4
to the left of (i, j) lies in the following interval[
i−
(⌊
j
n
⌋
+ 1
)
· r
2
− 1, i−
(⌊
j
n
⌋
− 1
)
· r
2
+ 1
]
• If (i, j) is the center of a square face of SH(aˇ), then the number of vertices in Vj
to the left of (i, j) lies in the following interval[
i−
(⌊
j
n
⌋
+ 1
)
· r
2
− 1, i−
(⌊
j
n
⌋
− 1
)
· r
2
+ 1
]
Proof. First of all, if the leftmost vertex of V ∗j is the lexicographic smallest vertex of
R∗(Ω, aˇ), then the number of vertices with y-coordinate j, on the right of the leftmost
vertex in V ∗j (including the leftmost vertex of V
∗
j ) and to the left of (i, j) lies in the interval
[i− 1, i+ 1].
and j ∈ {12 , 34}, depending on whether a1 = 1 or a1 = 0.
Moving along the left boundary of R∗(Ω, aˇ) from a vertex (p, q) of SH∗(Ω, aˇ) to an above
vertex (p′, q′) of SH∗(Ω, aˇ), the following cases might occur.
• If we cross an absent NE-SW edge e1 of SH(aˇ) and an absent NW-SE edge e2 of
SH(aˇ), and e1 and e2 are incident to a common black vertex of R(Ω, aˇ) which has
degree 4 in SH(aˇ) then p′ = p.
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• If we cross one absent NW-SE edge e of SH(aˇ), and e as adjacent to a black vertex
of R(Ω, aˇ) which has degree 3 in SH(aˇ), then p′ = p+ 12 .
Moving up by n units in a fundamental domain, there are r rows of black vertices with
degree 3, and n−r rows of black vertices with degree 4. Hence moving up by n units along
the left boundary of R∗(Ω, aˇ), the leftmost vertex along the row of R∗(Ω, aˇ) moves to the
right by r2 units. Then the lemma follows. 
Lemma 6.3. Let (i, j) ∈ Vj be a vertex of R(Ω(N), aˇ). Let L(i) be the number of vertices
in Vj to the left of (i, j). Then for each perfect matching M ∈M(Ω(N), aˇ), the number of
V -vertices in Vj not to the right of (i, j) (including (i, j) if (i, j) itself is a V -vertex) is
(N + 1− dje)
∫
1[
0,
L(i)
N+1−dje
]dm [µM,j] ,(6.1)
where µM,j =
(
µM,j1 ≥ µM,j2 ≥ . . . ≥ µM,jN+1−dje
)
is the signature corresponding to the dimer
configuration M restricted on the row of vertices with y-coordinates j, and m
[
µM,j
]
is the
counting measure for µM,j.
Proof. The vertex (i, j) ofR(Ω(N), aˇ) is a vertex on the (2j)th row of vertices ofR(Ω(N), aˇ)
by construction. The total number of V -vertices on the (2j)th row is N + 1− dje.
We define
∆NM (i, j) = |{1 ≤ s ≤ N + 1− dje : µM,js + (N + 1− dje)− s ≤ L(i)}|
Note that µM,js is the number of Λ-vertices to the left of the sth V -vertex in the dimer
configuration M , where the V -vertices are counted from the right; (N + 1 − dje) − s is
the number of V -vertices to the left of the sth V -vertex. Hence µM,js + (N + 1− dje)− s
is the total number of vertices to the left of s-th V -vertex in the (2j)th row of vertices
of R(Ω(N), aˇ). Therefore ∆NM (i, j) is exactly the total number of V -vertices in Vj not to
the right of (i, j), which contains (i, j) if (i, j) itself is a V -vertex. From the definition
of the counting measure, it is straightforward to check that expression (6.1) is equal to
∆NM (i, j). 
Lemma 6.4. Let M ∈M(Ω(N), aˇ) be a perfect matching of the contracting square-hexagon
lattice R(Ω, aˇ). Let (i, j) be a vertex of R∗(Ω, aˇ). Then the value of the height function
hM ((i, j)) lies in the following interval
hM ((i, j)) ∈(6.2) [
4(N − dje)
∫
1[
0,
L1(i,j)
N+1−dje
]dm [µM,j]− 2L2(i, j) + (⌊ j
n
⌋
− 1
)
(2n− r),
4(N + 1− dje)
∫
1[
0,
L2(i,j)
N+1−dje
]dm [µM,j]− 2L1(i, j) + (⌊ j
n
⌋
+ 1
)
(2n− r)
]
where
L1(i, j) = i−
(⌊
j
n
⌋
+ 1
)
· r
2
− 1;
L2(i, j) = i−
(⌊
j
n
⌋
− 1
)
· r
2
+ 1.
Proof. The vertex (i, j) of R∗(Ω, aˇ) may be either the center of a hexagon face of SH(aˇ),
or the center of a square face of SH(aˇ). Consider a path consisting of edges of R∗(Ω, aˇ),
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passing through every vertex in V ∗j to the left of (i, j) and joining the leftmost vertex in
V ∗j and (i, j), constructed as follows. It is allowed to go from the vertex (i, j) to the vertex
(i+ 1, j) along one or two edges of R∗(Ω, aˇ) whose dual edges are not present in M .
By Definition 2.21, the height function along this path changes by 2 when moving from
(i, j) to (i+ 1, j). When (i, j) is the center of a hexagon face (resp. square face) of SH(aˇ),
the sign of hM ((i+ 1, j))− hM ((i, j)) depends on whether the vertex (i+ 12 , j + 14) (resp.
(i+ 12 , j) of SH(aˇ) is a V -vertex or a Λ-vertex. More precisely,
• if the vertex (i+ 12 , j + 14) (resp. (i+ 12 , j)) is a V -vertex, then hM ((i + 1, j)) −
hM ((i, j)) = 2;
• if the vertex (i+ 12 , j + 14) (resp. (i+ 12 , j)) is a Λ-vertex, then hM ((i + 1, j)) −
hM ((i, j)) = −2.
We shall use / to denote “or”. From the leftmost vertex v0 of V
∗
j to (i, j), the total
increment of height function is equal to
2
(
#
{
V − vertices in Vj+ 1
4
/j to the left of
(
i, j +
1
4
/j
)
−#{Λ− vertices in Vj+ 1
4
/j to the left of
(
i, j +
1
4
/j
)})
= 2
(
2#
{
V − vertices in Vj+ 1
4
/j to the left of
(
i, j +
1
4
/j
)
−#{vertices in Vj+ 1
4
/j to the left of
(
i, j +
1
4
/j
)})
Note that hM ((i, j)) = h(v0) + (hM (i, j) − h(v0)). Then the lemma follows from Lemmas
6.1, 6.2 and 6.3. 
Proof of Theorem 2.22. Assume i = [χN ] and j = [κN ]. Dividing both the left hand
side of (6.2) and the right hand side of (6.2) by N and letting N → ∞, we obtain the
theorem. 
7. Existence of frozen region
In this section, we prove the existence of the frozen region. This is obtained by analyzing
the density of the limit measure obtained in Section 4, and find explicitly the region where
the density is 0 or 1. This turns out to be related to the real and complex roots of a
sequence of equations. In the special case when I2 ∩ {1, 2, . . . , n} = ∅, for which the graph
is a hexagonal lattice, or when |I2∩{1, 2, . . . , n}| = 1, we explicitly write down the equation
of frozen boundary, and showed that the frozen boundary is a union of n disjoint cloud
curves, where n is the size of a period. Similar approaches were used in [8, 5].
Let
Fi,κ(z) = zQ
′
i,κ(z) +
n− i
n
+
z
n(z − 1) .
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We can compute the Stieltjes transform of the measure mκ when x is in a neighborhood
of infinity by
Stmκ(x) =
∞∑
j=0
∫
R y
jmκ(dy)
xj+1
=
n∑
i=1
∞∑
j=0
1
2n(j + 1)pii
∮
C1
(
Fi,κ(z)
x
)j+1 dz
z
= − 1
2npii
n∑
i=1
∮
C1
log
(
1− Fi,κ(z)
x
)
dz
z
Integration by parts we have
Stmκ(x) =
1
2npii
n∑
i=1
∮
C1
log z
d
dz
(
1− Fi,κ(z)x
)
1− Fi,κ(z)x
dz −
∮
Cx1,...,xn
d
(
log z log
(
1− Fi,κ(z)
x
))
We claim that when |x| is sufficiently large, Fi,κ(z) = x has exactly one root in a
neighborhood of 1 for 1 ≤ i ≤ n. Indeed, Fi,κ(z) has a Laurent series expansion in a
neighborhood of 1 given by
Fi,κ(z) =
1
n(z − 1) +
∞∑
k=0
αk(z − 1)k.
We can find a unique composite inverse Laurent series of Fi,κ(z) given by
Gi,κ(w) = 1 +
∞∑
k=1
βk
wk
,
such that Fi,κ(Gi,κ(w)) = w when w is in a neighborhood of infinity. Then
(7.1) zi(x) = Gi,κ(x)
is the unique root of Fi,κ(z) = x in a neighborhood of 1.
Since 1− Fi,κx has exactly one zero zi(x) and one pole 1 in a neighborhood of 1, we have∮
C1
d
(
log z log
(
1− Fi,κ(z)
x
))
= 0;
and therefore
Stmκ(x) =
n∑
i=1
log(zi(x))(7.2)
when x is in a neighborhood of infinity. By the complex analyticity of both sides of (7.2),
we infer that (7.2) holds whenever x is outside the support of mκ.
Recall that if a measure µ has a continuous density f with respect to the Lebesgue
measure, then
f(x) = − lim
→0+
1
pi
= [Stµ(x+ i)] ;(7.3)
see Lemma 4.2 of [8].
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Let (χ, κ) be the continuous coordinates in the limit of rescaled square-hexagon lattice
1
NR(Ω, aˇ) as N →∞. The frozen region is the region consisting of all points (χ, κ) where
the density of the counting measure mκ is 0 or 1.
Proposition 7.1. If the following equation
Fi,κ(z) =
χ
1− κ(7.4)
only has real roots for all 1 ≤ i ≤ n; then (χ, κ) is in the frozen region.
Proof. The proposition follows directly from (7.2), (7.3) and the definition of the frozen
region. 
Proposition 7.2. For any x > 0, and 1 ≤ i ≤ n the equation Fi,κ(z) = x has at most one
pair of complex conjugate roots.
Proof. For 2 ≤ i ≤ n, we can write down the equation Fi,κ(z) = x explicitly as follows
zH ′mi(z)
n
− κ(n− i)
n
+
(1− κ)z
n(z − 1) = x(1− κ);
and we have
zH ′m1(z)
n
+
κz
n
∑
r∈{1,2,...,n}∩I2
yrx1
1 + yrx1z
− κ(n− 1)
n
+
(1− κ)z
n(z − 1) = x(1− κ).
where mi is a probability measure on an interval which is divided to finitely many sub-
intervals, and each sub-interval has probability density 0 or 1; for 1 ≤ i ≤ n; and
H ′mi(z) =
St
(−1)
mi (log(z))
z
− 1
z − 1 .
By introducing additional variables ti such that Stmi(ti) = log(z) for 1 ≤ i ≤ n, one can
then write for κ ∈ (0, 1) , 2 ≤ i ≤ n:
Fi,κ(z, ti) :=
z
(1− κ)n
(
ti
z
− 1
z − 1 −
n− i
z
)
+
z
n(z − 1) +
n− i
n
.
and
F1,κ(z, t1) :=
z
(1− κ)n
 t1
z
− 1
z − 1 −
n− 1
z
+ κ
∑
r∈I2∩{1,2,...,n}
yrx1
1 + yrx1z
+ z
n(z − 1)+
n− 1
n
.
As a consequence, injecting the expression of the moments of the limiting measure into
the definition of the Stieltjes transform, one gets implicit equations to be solved: for any
x ∈ C, finding (z, ti) ∈ (C \ R−)× C \ Support(mi) such that
(7.5)
{
Fi,κ(z, ti) = x,
Stmi(ti) = log(z)
.
Let x 7→ zκi (x) be the composite inverse of u : z 7→ Fi,κ
(
z,St
(−1)
mi (log z)
)
as given
by (7.1). Note that zκi (x) is a uniformly convergent Laurent series in x when x is in a
neighborhood of infinity, and
zκi
(
Fi,κ
(
z, St
(−1)
mi (log z)
))
= z;
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See Section 4.1 of [8].
By (7.2) The following identity holds when x is in a neighborhood of infinity
Stmκ(x) =
n∑
i=1
log(zκi (x)),
The first equation of the system (7.5) is linear in t for given x and z, which gives with
cr =
1
yrx1
:
t1(z, κ, x) = nx(1− κ) + κz
z − 1 + κ(n− 1)− κz
∑
r∈I2∩{1,2,...,n}
1
z + cr
and for 2 ≤ i ≤ n
ti(z, κ, x) = nx(1− κ) + κ(n− i) + κz
z − 1 .
For a given value y ∈ R, and fixed x (and κ), we investigate properties of the complex
numbers z such that t(z, κ, x) = y. In particular, we have the following:
Lemma 7.3. Let cr > 0, for r ∈ I2 ∩ {1, 2, . . . , n}. Let κ ∈ (0, 1), and x, y ∈ R. Then
• the the following equation in z
(7.6) t1(z, κ, x) = y
has m+1 roots on the Riemann sphere C∪{∞}, where m is the number of distinct
values of cr, and all these roots are real and simple.
• For 2 ≤ i ≤ n, the equation ti(z, κ, x) = y has exactly one root on the Riemann
sphere C ∪ {∞}.
Proof. Let 0 < γ1 < · · · < γm be all the possible distinct values for the ci, and n1, . . . , nm
be their respective multiplicities among the ci’s. Let
l = |I2 ∩ {1, 2, . . . , n}|.
For 2 ≤ i ≤ n, let
Ki = nx(1− κ) + κ(n− i+ 1)− y
and let
K1 = nx(1− κ) + κ(n− l)− y
Define
(7.7) H1(z;x, y) = t(z, κ, x)− y = K1 +
 κ
z − 1 + κ
m∑
j=1
njγj
z + γj

and for 2 ≤ i ≤ n, define
(7.8) Hi(z;x, y) = t(z, κ, x)− y = Ki + κ
z − 1
When writing H1(z;x, y) (resp. Hi(z;x, y) for 2 ≤ i ≤ n) as a single rational fraction
by bringing all the terms onto the same polynomial denominator (of degree m + 1), the
polynomial on the numerator has degree at most m + 1 (resp. 1). So there are at most
m+ 1 (resp. 1) roots in C (and exactly m+ 1 (resp. 1) if we add roots at infinity). Notice
that the denominator does not depend on x and y, but just on the γj ’s.
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Moreover, each factor of the form 1z−b with b = −γj or 1 is a decreasing function of z on
any interval where it is defined. As a consequence, on each of the intervals (−γj+1,−γj),
j = 1, . . . ,m − 1 and (−γ1, 1), H1 realizes a bijection with R. In particular, the equation
H1(z;x, y) has a unique solution in every such interval. It is also decreasing on (∞,−γm)
and (1,+∞). Since the limits of H1(z;x, y) when z goes to ±∞ coincide, and
lim
z→1+
H1(z;x, y) = +∞, lim
z→−γ−m
H1(z;x, y) = −∞,
the equation H1(z;x, y) = 0 has a unique solution in (−∞,−γm) ∪ (1,+∞) ∪ {∞}, which
is in fact infinite if and only if the limits of H1 at infinity is zero, that is, when K1 = 0.
This gives thus m+ 1 real roots (with possibly one at infinity). Similar arguments hold for
Hi when 2 ≤ i ≤ n. 
Remark 7.4. Let
L1 = nx(1− κ) + κ(n− l).(7.9)
For 2 ≤ i ≤ n, let
Li = nx(1− κ) + κ(n− i+ 1).(7.10)
Increasing the value of y translates downward the graph of the function z ∈ R 7→
H1(z;x, y). Since H1(z;x, y) is decreasing with respect to z in any interval of definition,
the roots present in the bounded intervals decrease. The one in (−∞,−γm)∪(1,+∞)∪{∞}
moves also to the left, and if it started in R−, when it reaches −∞, it jumps to the right
part of (1,+∞) and then continues to decrease. In particular, it means that if y < y′, the
respective roots z1 < · · · < zm+1 and z′1 < · · · < z′m+1 are interlaced:
• if y < y′ < L1,
z′1 < z1 < −γm < z′2 < z2 < −γm−1 < · · · < −γ1 < z′m+1 < zm+1 < 1,
• if y < L1 < y′,
z1 < −γm < z′1 < z2 < −γm−1 < · · · < −γ1 < z′m < zm+1 < 1 < z′m+1,
• if L1 < y < y′,
−γm < z′1 < z1 < −γm−1 < z′2 < z2 < −γm−1 < · · · < 1 < z′m+1 < zm+1,
The limiting case when y or y′ is equal to x(1− κ) + κrn is obtained by sending the corre-
sponding root in (−∞,−γm) ∪ (1,+∞) to ∞.
For 2 ≤ i ≤ n, we have
• if y < y′ < Li, z′1 < z1 < 1.
• if y < Li < y′, z1 < 1 < z′1.
• if Li < y < y′, 1 < z′1 < z1.
Rational fractions where zeros of the numerator and denominator interlace have interest-
ing monotonicity properties, already used for example in [28], which are straightforwardly
checked by induction using the decomposition of R(z) into the sum of simple fractions:
Lemma 7.5. (1) Let
R(z) =
(z − u1)(z − u2) · · · (z − uh)
(z − v1)(z − v2) · · · (z − vh) ,
where {ui} and {vi} are two sets of real numbers, and h is a positive integer.
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• If {ui} and {vi} satisfy
v1 < u1 < v2 < u2 < · · · < vh < uh.
Then R(z) is monotone increasing in each one of the following intervals
(−∞, v1), (v1, v2), . . . , (vh−1, vh), (vh,∞).
• If {ui} and {vi} satisfy
u1 < v1 < u2 < v2 < · · · < uh < vh.
Then R(z) is monotone decreasing in each one of the following intervals
(−∞, v1), (v1, v2), . . . , (vh−1, vh), (vh,∞).
(2) Let
R(z) =
(z − u1) · · · (z − uh−1)
(z − v1) · · · (z − vh) with v1 < u1 < · · · < uh−1 < vh
Then R(z) is monotone decreasing in each one of the following intervals
(−∞, v1), (v1, v2), . . . , (vh−1, vh), (vh,∞).
(3) Let
R(z) =
(z − u1) · · · (z − uh+1)
(z − v1) · · · (z − vh) with u1 < v1 < · · · < vh < uh+1.
Then R(z) is monotone increasing in each one of the following intervals
(−∞, v1), (v1, v2), . . . , (vh−1, vh), (vh,∞).
This is helpful to determine the number of solutions of Equation (7.4), as shown in the
following lemma:
Lemma 7.6. Let di, βi,k, γi,k be defined as in Lemma 4.16. Let
Di =
{
di+1 − di − 1 if 1 ≤ i ≤ n− 1
s− dn if i = n
Then mi is a measure with a density with respect to the Lebesgue measure equal to the
indicator of a union of intervals
⋃Di
r=0[βi,k, γi,k], with
βi,0 < γi,0 < βi,1 < γi,1 < · · · < βi,Di < γi,Di and
Di∑
k=0
(γi,k − βi,k) = 1;
Then the system of equations (7.4) has at most one pair of complex conjugate solutions.
Moreover, let m is the number of distinct cj’s, for j ∈ I2 ∩ {1, 2, . . . , n}.
• when i = 1, if for any 0 ≤ k ≤ D1, γ1,k 6= L1, then for each fixed x ∈ R, (7.4) has
at least (m+ 1)(D1 + 1)− 1 distinct real roots;
• when i = 1, if γ1,k = L1 for some k ∈ {0, 1, . . . , D1}, then for each fixed x ∈ R,
(7.4) has at least (m+ 1)(D1 + 1)− 2 distinct real roots.
• when 2 ≤ i ≤ n, if for any 0 ≤ k ≤ Di, γi,k 6= Li, then for each fixed x ∈ R, (7.4)
has at least Di distinct real roots;
• when 2 ≤ i ≤ n, if γi,k = Li for some k ∈ {0, 1, . . . , Di}, then for each fixed x ∈ R,
(7.4) has at least (Di − 1) distinct real roots;
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Proof. The Stieltjes transform can be computed explicitly from the definition:
(7.11) Stmi(ti) = log
Di∏
k=0
ti − βi,k
ti − γi,k .
We use the second expression from (7.5) and (7.11), we obtain
z =
Di∏
k=0
ti − βi,k
ti − γi,k
By (7.7) and (7.8) get (after exponentiation)
(7.12) z =
Di∏
k=0
Hi(z;x, βi,k)
Hi(z;x, γi,k)
.
Let us suppose that
{βi,0, . . . , βi,Di , γi,0, . . . , γi,Di} ∩ {Li} = ∅;
where Li’s, for 1 ≤ i ≤ n, are defined by (7.9) and (7.10).
The rational fractions
∏Di
k=0Hi(z;x, βi,k) and
∏Di
k=0Hi(z;x, γi,k) have the same poles
m+ 1 poles (of same order s) when i = 1; and they have the same pole 1 of order s when
2 ≤ i ≤ n. According to Lemma 7.3 they have s(m+ 1) distinct real roots when i = 1; and
s distinct real roots when 2 ≤ i ≤ n. These roots interlace. Therefore, the ratio:
Di∏
r=0
Hi(z;x, βi,k)
Hi(z;x, γi,k)
is a rational fraction of the form described in the hypotheses of Lemma 7.5; with h = m+1
for i = 1 and h = 1 for 2 ≤ i ≤ n. Therefore, when i = 1 on each bounded interval between
two consecutive poles, by monotonicity, the graph of the rational fraction will cross the
first diagonal exactly once and there are (m+ 1)s− 1 such intervals.
If (no γ1,k, and exactly) one β1,k is equal to L1, the same argument is applicable. The
only difference is that the rational fraction on the right hand side of Equation 7.12 has
only (s− 1)(m+ 1) +m = s(m+ 1)− 1 zeros, but still s(m+ 1) poles. Therefore we still
get the same number s(m+ 1)− 1 of intersection with the first diagonal, one on each finite
interval between two consecutive poles.
If (no β1,k and exactly) one γ1,k is equal to L1, then this time the rational fraction has
s(m + 1) − 1 finite real poles. Therefore, there is only s(m + 1) − 2 roots found by this
approach between two successive poles.
Similar arguments apply when 2 ≤ i ≤ n. 
Note that when rewriting Equation 7.12 as a polynomial equation in z, it has degree
• When i = 1, {
s(m+ 1) + 1 when no br equals L1,
s(m+ 1) when a br is equal to L1
• When 2 ≤ i ≤ n, {
s+ 1 when no br equals L1,
s when a br is equal to L1
SCHUR FUNCTION AND LIMIT SHAPE 53
Indeed, in all the cases, the leading coefficients of the numerator and denominator of the
rational fraction are distinct, thus there is no cancellation of the monomials of higher degree
when multiplying both sides by the denominator. In both case, it is exactly the number
of real roots we found plus 2. Which means that Equation (7.12), and thus Equation (7.4)
has at most a pair of complex conjugated roots. 
Proposition 7.7. For 1 ≤ i ≤ n, the boundary of the region such that (7.4) has only real
roots and the region such that (7.4) has a pair of complex conjugate roots is a rational
algebraic curve Ci with an explicit parametrization (χi(ti), κi(ti)) defined as follows:
χi(ti) =
1
n
[
ti − Ji(ti)
J ′i(ti)
]
, κi(ti) =
1
J ′i(ti)
,
where
J1(t1) =
1
Ψ1(t1)− 1 + (n− l) +
m∑
j=1
njγj
Ψ1(t1) + γj
;(7.13)
for 2 ≤ i ≤ n,
Ji(ti) = (n− i+ 1) + 1
Ψi(ti)− 1;(7.14)
and
(7.15) Ψi(ti) =
(ti − βi,0)(ti − βi,1) · · · (ti − βi,Di)
(ti − γi,0)(ti − γi,1) · · · (ti − γi,Di)
.
Proof. According to Proposition 7.2, the boundary of the region such that (7.4) has only
real roots and the region such that (7.4) has a pair of complex conjugate is given by the
condition that
z =
Di∏
k=0
Hi(z;
χ
1−κ , βi,k)
Hi(z;
χ
1−κ , γi,k)
has double roots; where Hi(z;x, y) is defined by Equation (7.8). We can also rewrite the
system of equations (7.5) as follows
• if 2 ≤ i ≤ n,{
Ψi(ti) = z;
n(1− κ)Fi,κ(z) = ti − κ
[
(n− i+ 1) + 1z−1
]
= nχ.
• if i = 1,{
Ψ1(t1) = z;
n(1− κ)Fi,κ(z) = t1 − κ
[
1
z−1 + (n− l) +
∑m
j=1
njγj
z+γj
]
= nχ.
In each one of the two system of equations above, we plug the expression of z from the first
equation into the second equation; and for 1 ≤ i ≤ n, let Ji(ti) be defined as in (7.13) and
(7.14). Note that the condition that the resulting equation has a double root is equivalent
to the following system of equations (where 1 ≤ i ≤ n){
χi =
ti−κJi(ti)
n ,
1 = κJ ′i(ti).
Then the parametrization of the curve separating the region with a pair of complex conju-
gate roots and the region with only real roots follows. 
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Proposition 7.8. The curve C1 (resp. Ci, for 2 ≤ i ≤ n) is a cloud curve of class
(m+1)(D1+1) (resp. (Di+1)), where (Di+1) is the number of segments in the measure mi
for 1 ≤ i ≤ n, and m is the number of distinct values of cr = 1yrx1 for r ∈ |I2∩{1, 2, . . . , n}|
in one period. Moreover, the curve Ci has the following properties
(1) it is tangent to the line κ = 1 with a unique tangent point for 1 ≤ i ≤ n.
(2) it is tangent to the line κ = 0 with (m + 1)(D1 + 1) − 1 points of tangency when
i = 1, and with Di points of tangency when 2 ≤ i ≤ n.
Proof. We recall that the class of a curve is the degree of its dual curve. So we need to
show that the dual curve C∨1 (resp. C∨i , for 2 ≤ i ≤ n) has degree (m + 1)(D1 + 1) (resp.
(Di + 1)) and is winding.
We apply the classical formula to obtain from a parametrization (x(t), y(t)) of the curve
Ci for the frozen boundary one for its dual C
∨
i , (x
∨(t), y∨(t)):
x∨ =
y′
yx′ − xy′ , y
∨ = − x
′
yx′ − xy′ .
and obtain that the dual curve C∨i given in the following parametric form
(7.16) C∨i =
{(
−n
ti
,−Ji(ti)
ti
)
; t ∈ C ∪ {∞}
}
.
from which we can read that its degree is (m + 1)(D1 + 1) for i = 1 and (Di + 1) for
2 ≤ i ≤ n. To show that C∨i is winding, we need to look at real intersections with straight
lines.
First, from Equation (7.16), one sees that the first coordinate x of the dual curve C∨
and the parameter t are linked by the simple relation xti = −1.
Using this relation to eliminate t from the expression of the second coordinate, we obtain
that the points (x, t) on the dual curve satisfy the following implicit equation:
y =
x
n
Ji
(
−n
x
)
.
The points of intersection (x(ti), y(ti)) of the dual curve with a straight line of the form
y = cx+ d have a parameter ti satisfying:
(7.17) cn− dti = Ji(ti).
the exact same argument as in Lemma 7.6 (but with the role of s and (m+ 1) exchanged)
shows that the (7.17) has at least (m+ 1)(D1 + 1)− 2, if i = 1, (resp. Di− 1, if 2 ≤ i ≤ n)
distinct real solutions, yielding (m+ 1)(D1 + 1)−2, when i = 1, (resp. Di−1, if 2 ≤ i ≤ n)
points of intersections for the dual curve and the line y = cx + d. Moreover, if t0 doesn’t
lie in a compact interval containing all the zeros of Ji, then any non vertical straight line
passing through (t0, 0) will have (m+1)(D1 +1)−1, when i = 1, (resp. Di, when 2 ≤ i ≤ n)
intersections with the graph of Ji. This means that x0 in some closed interval, there are at
least (m+ 1)(D1 + 1)− 1, when i = 1, (resp. Di, when 2 ≤ i ≤ n) real intersections of the
dual curve with a line y = cx + d passing through (x0, y), thus exactly (m + 1)(D1 + 1),
when i = 1, (resp. (m+ 1)(Di + 1), when 2 ≤ i ≤ n) real intersections, since there cannot
be a single complex one. Such points (x0, y) are candidates to be the center of the dual
curve.
To consider the vertical lines x = d, we rewrite the equations in homogeneous coordinate
[x : y : z] and get that the line x = dz intersects the curve at the point [0 : 1 : 0] with
multiplicity (m + 1)(D1 + 1) − 1 when i = 1 (resp. Di when 2 ≤ i ≤ n) so again, by the
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same argument as above, (m + 1)(D1 + 1), when i = 1, (resp. Di + 1, when 2 ≤ i ≤ n,)
real intersections. The case of the line z = 0 is similar.
Recall that each point on the dual curve C∨i corresponds to a tangent line of Ci. For
1 ≤ i ≤ n, let
Ui = (ti − βi,0)(ti − βi,1) · · · (ti − βi,Di)
Vi = (ti − γi,0)(ti − γi,1) · · · (ti − γi,Di).
When ti =∞, we have
lim
ti→∞
Ji(ti)
ti
= lim
ti→∞
Vi
ti(Ui − Vi) .
The leading term in Vi is t
Di+1
i , while the leading terms for ti(Ui−Vi) is
[∑Di
k=0(γi,k − βi,k)
]
tDi+1i ,
therefore we have limti→∞
Vi
ti(Ui−Vi) = 1. Therefore we have (0,−1) ∈ C∨i , which corre-
sponds to the tangent line κ = 1 of C∨i . The unique tangent point is given by limti→∞ (χi(ti), κi(ti)).
Those ti such that Ji(ti) =∞ corresponds to tangent points with the tangent line κ = 0.
When i = 1, the tangent points with the tangent line κ = 0 are solutions of[
Ψ1
(
−1
x
)
− 1
] m∏
j=1
[
Ψ1
(
−1
x
)
− 1
]
= 0
There are (m+ 1)(D1 + 1)− 1 such points. When 2 ≤ i ≤ n, the tangent points with the
tangent line κ = 0 are solutions of
Ψ1
(
−1
x
)
= 1
and there are Di such points. 
7.1. Hexagonal lattice. When I2 = ∅, the square-hexagon lattice we constructed is ac-
tually a hexagonal lattice. In this case we shall show that when I2 = ∅, for each 1 ≤ i ≤ n,
if a pair of complex conjugate roots exist for (7.5), then the root zi(x) as used to compute
the density of the limit counting measure, can not be real. This follows from an adaptation
of Lemma 4.5 in [8], in which the uniform perfect matching on a square grid is considered.
When I2 = ∅, for each 1 ≤ i ≤ n we can write (7.5) as follows{
ti
1−κ − κ1−κ zz−1 = nx+ κ(n−i)1−κ .
Stmi(ti) = log(z).
(7.18)
Then we have
z =
∏Di
k=0
[
κz
z−1 + nx(1− κ) + κ(n− i)− βi,k
]
∏Di
k=0
[
κz
z−1 + nx(1− κ) + κ(n− i)− γi,k
] := Gi(z, x)(7.19)
Lemma 7.9. Assume x0 > 0 is such that equation (7.19) has a pair of complex conjugate
roots. Let si(x) be a real root of (7.19). Then
∂si(x)
∂x
∣∣∣∣
x=x0
≥ 0.
It is equal to 0 if and only if si(x0) = 1.
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Proof. The derivative s′i(x) can be computed explicitly from (7.19) as follows
s′i(x) =
∂Gi(z,x)
∂x
1− ∂Gi(z,x)∂z
First we claim that ∂Gi(z,x)∂x ≤ 0. Note that
Gi(z, x) =
∏Di
k=0
[
x−
(
βi,k
n(1−κ) − κzn(z−1)(1−κ) − κ(n−i)n(1−κ)
)]
∏Di
k=0
[
x−
(
γi,k
n(1−κ) − κzn(z−1)(1−κ) − κ(n−i)n(1−κ)
)]
where
βi,k
n(1− κ) −
κz
n(z − 1)(1− κ) −
κ(n− i)
n(1− κ) <
γi,k
n(1− κ) −
κz
n(z − 1)(1− κ) −
κ(n− i)
n(1− κ)
<
βi+1,k
n(1− κ) −
κz
n(z − 1)(1− κ) −
κ(n− i)
n(1− κ) .
By Lemma 7.5 that for each fixed z ∈ R \ {1}, Gi(z, x) is strictly decreasing in x whenever
it is defined. Hence ∂Gi(z,x)∂x < 0 whenever z 6= 1, and ∂Gi(z,x)∂x = 0 if z = 1.
Now we show that ∂Gi(z,x)∂z > 1. Let
pi,k = nx(1− κ) + κ(n− i)− βi,k
qi,k = nx(1− κ) + κ(n− i)− γi,k
We have
Gi(z, x) =
(
Di∏
k=0
κ+ pi,k
κ+ qi,k
)
Di∏
k=0
z − pi,kκ+pi,k
z − qi,kκ+qi,k
Let f(t) = tκ+t , then f
′(t) = κ
(κ+t)2
> 0, so pi,k > qi,k > pi+1,k implies that
pi,k
κ+ pi,k
>
qi,k
κ+ qi,k
>
pi+1,k
κ+ pi+1,k
;
when pi+1,k + κ and pi,k + κ have the same sign.
The following cases might occur
(1)
∏Di
k=0
κ+pi,k
κ+qi,k
> 0.
(2)
∏Di
k=0
κ+pi,k
κ+qi,k
< 0.
(3) there exists 0 ≤ k ≤ Di, such that κ+ pi,k = 0.
(4) there exists 0 ≤ k ≤ Di, such that κ+ qi,k = 0.
First we consider case (1). There exists some 0 ≤ k0 ≤ Di − 1, such that
κ+ pi,k0 > κ+ qi,k0 > 0 > κ+ pi,k0+1 > κ+ qi,k0+1
Then we have
f(pi,k0+1) > f(qi,k0+1) > . . . > f(pi,Di) > f(qi,Di) > f(p1,1) > f(q1,1) > . . . > f(pi,k0) > f(qi,k0)
By Lemma 7.5, for each fixed x ∈ R, Gi(z, x) is strictly increasing in z whenever it is defined.
On each bounded interval z ∈
(
pi,k+1
κ+pi,k+1
,
pi,k
κ+pi,k
)
for k 6= k0 or z ∈
(
pi,1
κ+pi,1
,
pi,Di
κ+pi,Di
)
, Gi(z, x)
increases from −∞ to ∞, hence the equation z = Gi(z, x) has at least one root on each
such bounded interval. There are Di such bounded intervals, therefore z = Gi(z, x) has
at least Di distinct real roots. Moreover, the roots z = Gi(z, x) is those of a polynomial
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of degree at most Di + 2, therefore when it has a pair of complex conjugate roots, each
bounded interval z ∈
(
pi+1,k
κ+pi+1,k
,
pi,k
κ+pi,k
)
has exactly one real root, counting multiplicities.
At the real root we have ∂Gi(z,x)∂z > 1.
All the other cases can be proved using similar arguments. 
Now let us consider a contracting hexagon lattice with boundary partition given by
φ(i,σ0)(N) ∈ GT+N
n
. Let κ ∈ (0, 1), and mκi be the limit counting measure for the partitions
on the
⌊
2κN
n
⌋
th row, counting from the bottom. Then using the same arguments as before,
we obtain that
Stmκi
(
nx+
κ(n− i)
1− κ
)
= log(zκi (x))
Hence we have
zκi (x) = exp
(∫
R
mκi [ds]
nx+ κ(n−i)1−κ − s
)
;
and
zκi (x+ i) = exp
∫
R
(
nx+ κ(n−i)1−κ − s− i
)
mκi [ds](
nx+ κ(n−i)1−κ − s
)2
+ 2

There =[zκi (x+ i)] < 0 when  is a small positive number. However, when complex roots
exists for (7.19), for real root si(x), Lemma 7.9 implies that =[si(x + i)] > 0 when  is a
small positive number. This implies that when complex roots exists for (7.19), zκi (x + i)
cannot be real. Then we have the following theorem
Theorem 7.10. Assume I2 = ∅. For the contracting hexagon lattice, (χ, κ) is in the
frozen region if and only if (7.4) only has real roots for all 1 ≤ i ≤ n. The frozen boundary
consists of n disjoint cloud curve C1, . . . , Cn, where for 1 ≤ i ≤ n, Ci is a cloud curve of
class Di + 1 with an explicit parametrization given by
χi(ti) =
1
n
[
ti − Ji(ti)
J ′i(ti)
]
, κi(ti) =
1
J ′i(ti)
,
where
Ji(ti) = (n− i+ 1) + 1
Ψi(ti)− 1;
and Ψi is given by (7.15). Moreover, each Ci is tangent to κ = 0 with Di tangent points,
and is tangent to κ = 1 with a unique tangent point. The curve Cn is tangent to χ = 0,
and the curve C1 is tangent to χ− rd1 + κ− 1 = 0.
Proof. For each 1 ≤ i ≤ n, given the parametrization of Ci, the fact that Ci is a cloud
curve of class Di + 1 follows from Proposition 7.8. We need to show that C1, . . . , Cn are
disjoint. Note that Ci is characterized by the condition that the system (7.18) of equations
have double roots (note that x = χ1−κ). We make a change of variables in (7.18){
χ˜i = nχ+ κ(n− i)
κ˜i = κ
,
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and let C˜i be the corresponding curve in the new coordinate system χ˜i, κ˜i. Then C˜i is the
frozen boundary of a uniform dimer model on contracting hexagon lattice with boundary
condition given by mi. For 1 ≤ j ≤ s, let rj = limN→∞ µj(N)N .
By the results in [10, 7, 8, 5], C˜i satisfies the following conditions
(1) It is tangent to κ˜i = 0 with Di tangent points;
(2) It is tangent to κ˜i = 1 with a unique tangent point;
(3) It is tangent to χ˜i = nrdi+1−1 + (n− i);
(4) It is tangent to κ˜i = −χ˜i + nrdi + n− i+ 1;
(5) It is in the bounded region bounded by the curves κ˜i = 0, κ˜i = 1, χ˜i = 0, κ˜i =
−χ˜i + nrdi + n− i+ 1.
Then Ci satisfies the following conditions
(1) It is tangent to κi = 0 with Di tangent points;
(2) It is tangent to κi = 1 with a unique tangent point;
(3) It is tangent to n(χ− rdi+1−1) + (κ− 1)(n− i) = 0;
(4) It is tangent to n(χ− rdi) + (n− i+ 1)(κ− 1) = 0;
(5) It is in the bounded region Ri bounded by the curves κi = 0, κi = 1, n(χ−rdi+1−1)+
(κ− 1)(n− i) = 0, n(χ− rdi) + (n− i+ 1)(κ− 1) = 0.
Under the assumption that r1 > r2 > . . . > rs, it is straightforward to check that Ri∩Rj =
∅. Then the theorem follows. 
To illustrate Theorem 7.10, let us see the following example.
Example 7.11. Consider a contracting hexagon lattice with period 1× 2. Let x1 = 1, and
x2
x1
≤ N−α. Assume N is an integer multiple of 6.
λ1(N) = λ2(N) = . . . = λN
4
(N) = µ1(N)
λN
4
+1(N) = λN
4
+2(N) = . . . = λN
2
(N) = µ2(N)
λN
2
+1(N) = λN
2
+2(N) = . . . = λ 2N
3
(N) = µ3(N)
λ 2N
3
+1(N) = λN
2
+2(N) = . . . = λ 5N
6
(N) = µ4(N)
λ 5N
6
+1(N) = λN
2
+2(N) = . . . = λN (N) = µ5(N) = 0.
For 1 ≤ j ≤ 5, let
rj = lim
N→∞
µj(N)
N
.
Note that r5 = 0. Then we have φ
(1,σ0)(N) ∈ GT+bN
2
c is given by
φ
(1,σ0)
i (N) =
{
µ1(N) +
N
2 , if 1 ≤ i ≤ N4
µ2(N) +
N
2 , if
N
4 + 1 ≤ i ≤ N2
.
and φ(2,σ0)(N) ∈ GT+bN
2
c is given by
φ
(2,σ0)
i (N) =

µ3(N), if 1 ≤ i ≤ N6
µ4(N), if
N
6 + 1 ≤ i ≤ N3
0, if N3 + 1 ≤ i ≤ N2
.
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Figure 7.1. Frozen boundary for a contracting hexagonal lattice when
n = 2, (r1, r2, r3, r4) = (12, 8, 5, 2), represented by the union of the red
curve and the blue curve.
Hence m1 is the uniform measure on
[
2r2 + 1, 2r2 +
3
2
] ∪ [2r1 + 32 , 2r1 + 2]; and m2 is
the uniform measure on
[
0, 13
] ∪ [2r4 + 13 , 2r4 + 23] ∪ [2r3 + 23 , 2r3 + 1]. Then we have the
following two systems of linear equationst1 −
κz
z−1 = 2χ+ κ
z =
(t1−2r1− 32)(t1−2r2−1)
(t1−2r1−2)(t1−2r2− 32)
and t2 −
κz
z−1 = 2χ
z =
t2(t2−2r4− 13)(t2−2r3− 23)
(t2− 13 )(t2−2r4− 23)(t2−2r3−1)
Then
Ψ1(t1) =
(
t1 − 2r1 − 32
)
(t1 − 2r2 − 1)
(t1 − 2r1 − 2)
(
t1 − 2r2 − 32
) ; Ψ2(t2) = t2 (t2 − 2r4 − 13) (t2 − 2r3 − 23)
(t2 − 13)
(
t2 − 2r4 − 23
)
(t2 − 2r3 − 1)
.
J1(t1) =
1
Ψ1(t1)− 1 + 2; J2(t2) =
1
Ψ2(t2)− 1 + 1.
The boundary separating the region where the first system has only real roots and the first
system has a pair of complex conjugate roots is given byχ1(t1) = 12
[
t1 − J1(t1)J ′1(t1)
]
κ1(t1) =
1
J ′1(t1)
The boundary separating the region where the second system has only real roots and the
second system has a pair of complex conjugate roots is given byχ2(t2) = 12
[
t2 − J2(t2)J ′2(t2)
]
κ2(t2) =
1
J ′2(t2)
For (r1, r2, r3, r4) = (12, 8, 5, 2); see Figure 7.1 for a picture of the frozen boundary.
7.2. Square-hexagonal lattice with |I2 ∩ {1, 2, . . . , n}| = 1. Now we consider the case
when
|I2 ∩ {1, 2, . . . , n}| = {r},
where r is a positive integer satisfying 1 ≤ r ≤ n. Heuristically, there is exactly one row
with the structure of a square grid in each period; and all the other rows in the period has
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the structure of a hexagon lattice. In this case, for each 2 ≤ i ≤ n we can write (7.5) as
follows {
ti
1−κ − κ1−κ zz−1 = nx+ κ(n−i)1−κ .
Stmi(ti) = log(z).
When i = 1, (7.5) can be written as{
t1
1−κ − κ1−κ zz−1 + κ1−κ zz+cr = nx+
κ(n−1)
1−κ .
Stmi(ti) = log(z).
where cr =
1
yrx1
.
Then we have for 2 ≤ i ≤ n,
z =
∏Di
k=0
[
κz
z−1 + nx(1− κ) + κ(n− i)− βi,k
]
∏Di
k=0
[
κz
z−1 + nx(1− κ) + κ(n− i)− γi,k
] := Gi(z, x)(7.20)
and for i = 1,
z =
∏Di
k=0
[
κz
z−1 − κzz+cr + nx(1− κ) + κ(n− 1)− βi,k
]
∏Di
k=0
[
κz
z−1 − κzz+cr + nx(1− κ) + κ(n− i)− γi,k
] := Gi(z, x)(7.21)
Lemma 7.12. Assume x0 > 0 is such that equation (7.21) (resp. (7.20)) has a pair of
complex conjugate roots when i = 1 (resp. 2 ≤ i ≤ n). Let si(x) be a real root of (7.19).
Then
∂si(x)
∂x
∣∣∣∣
x=x0
≥ 0.
It is equal to 0 if and only if si(x0) = 1.
Proof. When 2 ≤ i ≤ n, the lemma follows from lemma 7.9. When i = 1, (7.21) is the same
as the equation for rectangular Aztec diamond with period 1 × 1 and parameter q = cr,
boundary condition given by mi; see equation (8.6) of [8]. Then the lemma follows from
the same argument as the proof of Lemma 4.5 in [8]. 
Now let us consider a rectangular Aztec diamond (resp. contracting hexagon lattice)
with boundary partition given by φ(i,σ0)(N) ∈ GT+N
n
when i = 1 (resp. 2 ≤ i ≤ n). Let
κ ∈ (0, 1), and mκi be the limit counting measure for the partitions on the
⌊
2κN
n
⌋
th row,
counting from the bottom. Then using the same arguments as before, we obtain that
Stmκi
(
nx+
κ(n− i)
1− κ
)
= log(zκi (x))
Hence we have
zκi (x) = exp
(∫
R
mκi [ds]
nx+ κ(n−i)1−κ − s
)
;
and
zκi (x+ i) = exp
∫
R
(
nx+ κ(n−i)1−κ − s− i
)
mκi [ds](
nx+ κ(n−i)1−κ − s
)2
+ 2

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There =[zκi (x+ i)] < 0 when  is a small positive number. However, when complex roots
exists for (7.19), for real root si(x), Lemma 7.9 implies that =[si(x + i)] > 0 when  is a
small positive number. This implies that when complex roots exists for (7.19), zκi (x + i)
cannot be real. Then we have the following theorem
Theorem 7.13. Assume I2 ∩ {1, 2, . . . , n} = {r}, where r is a positive integer satisfying
1 ≤ r ≤ n. For the contracting hexagon lattice, (χ, κ) is in the frozen region if and only if
(7.4) only has real roots for all 1 ≤ i ≤ n. The frozen boundary consists of n disjoint cloud
curve C1, . . . , Cn, where for 2 ≤ i ≤ n, Ci is a cloud curve of class Di + 1; C1 is a cloud
curve of class 2(D1 + 1). The curve Ci has an explicit parametrization given by
χi(ti) =
1
n
[
ti − Ji(ti)
J ′i(ti)
]
, κi(ti) =
1
J ′i(ti)
,
where for 2 ≤ i ≤ n;
Ji(ti) = (n− i+ 1) + 1
Ψi(ti)− 1;
for i = 1
J1(t1) =
1
Ψi(ti)− 1 + n− 1 +
cr
ψ1(t1) + cr
and Ψi is given by (7.15). Moreover, for 2 ≤ i ≤ n, each Ci is tangent to κ = 0 with
Di tangent points, and C1 is tangent to κ = 0 with 2Di + 1 points. For 1 ≤ i ≤ n, Ci is
tangent to κ = 1 with a unique tangent point. The curve Cn is tangent to χ = 0, and the
curve C1 is tangent to χ− rd1 + 12(κ− 2) = 0.
To illustrate Theorem 7.13, let us see the following example.
Example 7.14. Consider a contracting square-hexagon lattice with period 1×2. Let x1 = 1,
and x2x1 ≤ N−α. Assume N is an integer multiple of 6. Let λ(N), µ(N), rj (1 ≤ j ≤ 5),
φi,σ0 (1 ≤ i ≤ 2), mi be given as in Example 7.11. Then we have the following two systems
of linear equations t1 −
κz
z−1 = 2χ+ κ
z =
(t1−2r1− 32)(t1−2r2−1)
(t1−2r1−2)(t1−2r2− 32)
and t2 −
κz
z−1 +
κz
z+cr
= 2χ
z =
t2(t2−2r4− 13)(t2−2r3− 23)
(t2− 13 )(t2−2r4− 23)(t2−2r3−1)
Then
Ψ1(t1) =
(
t1 − 2r1 − 32
)
(t1 − 2r2 − 1)
(t1 − 2r1 − 2)
(
t1 − 2r2 − 32
) ; Ψ2(t2) = t2 (t2 − 2r4 − 13) (t2 − 2r3 − 23)
(t2 − 13)
(
t2 − 2r4 − 23
)
(t2 − 2r3 − 1)
.
J1(t1) =
1
Ψ1(t1)− 1 + 1 +
cr
Ψ1(t1) + cr
; J2(t2) =
1
Ψ2(t2)− 1 + 1.
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Figure 7.2. Frozen boundary for a contracting square hexagon lattice with
n = 2, |I2∩{1, 2}| = 1 when (r1, r2, r3, r4) = (12, 8, 5, 2), cr = 12 , represented
by the union of the red curve and the blue curve.
The boundary separating the region where the first system has only real roots and the first
system has a pair of complex conjugate roots is given byχ1(t1) = 12
[
t1 − J1(t1)J ′1(t1)
]
κ1(t1) =
1
J ′1(t1)
The boundary separating the region where the second system has only real roots and the
second system has a pair of complex conjugate roots is given byχ2(t2) = 12
[
t2 − J2(t2)J ′2(t2)
]
κ2(t2) =
1
J ′2(t2)
For (r1, r2, r3, r4) = (12, 8, 5, 2), cr =
1
2 ; see Figure 7.2 for a picture of the frozen boundary.
8. Appendix
In this section, we give concrete examples to illustrate the combintorial formula to com-
pute the Schur functions. Example 8.1 is to illustrate Theorem 2.4; and Example 8.2 is to
illustrate Corollary 3.4.
Example 8.1. Let N = 4, λ = (3, 3, 3, 1), and X = (x1, x2, x1, x2). Assume x1 6= x2 Then
sλ(x1, x2, x1, x2) = x
4
1x
4
2(3x
2
1 + 4x1x2 + 3x
2
2)(8.1)
Moreover,
|[Σ4/ΣX4 ]r| =
4!
2!2!
= 6.
We find an representative for each right cosets in [Σ4/Σ
X
4 ]
r, as follows:
σ1 = id; σ1 = (12); σ3 = (34);
σ4 = (23); σ5 = (14); σ6 = (12)(34).
Then we can compute
(ησk1 , η
σk
2 , η
σk
3 , η
σk
4 ) =
{
(2, 1, 1, 0). if k = 1, 2, 3, 6
(2, 2, 0, 0) if k = 4, 5
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and
φ(1,σ1) = (5, 4), φ(2,σ1) = (4, 1)
φ(1,σ2) = (4, 4), φ(2,σ2) = (5, 1)
φ(1,σ3) = (5, 1), φ(2,σ3) = (4, 4)
φ(1,σ4) = (5, 5), φ(2,σ4) = (3, 1)
φ(1,σ5) = (3, 1), φ(2,σ5) = (5, 5)
φ(1,σ6) = (4, 1), φ(2,σ6) = (5, 4)
Computing the right hand side of (2.4), we obtain exactly the right hand side of (8.1).
Example 8.2. Let N = 4, λ = (3, 3, 3, 1), and X = (x1, x2, x1, x2). Assume x1 6= x2 Then
sλ(u1, x2, x1, x2)
= u1x1x
2
2(3u
2
1x
2
1x
2
2 + 2u
2
1x1x
3
2 + u
2
1x
4
2 + 2u1x
2
1x
3
2 + u1x1x
4
2 + x
2
1x
4
2);(8.2)
sλ(u1, u2, x1, x2)
= u1u2x1x2(u
2
1u
2
2x
2
1 + u
2
1u
2
2x1x2 + u
2
1u
2
2x
2
2 + u
2
1u2x
2
1x2 + u
2
1u2x1x
2
2
+u21x
2
1x
2
2 + u1u
2
2x
2
1x2 + u1u
2
2x1x
2
2 + u1u2x
2
1x
2
2 + u
2
2x
2
1x
2
2);(8.3)
sλ(u1, u2, u3, x2)
= u1u2u3x2(u
2
1u
2
2u
2
3 + u
2
1u
2
2u3x2 + u
2
1u
2
2x
2
2 + u
2
1u2u
2
3x2 + u
2
1u2u3x
2
2 + u
2
1u
2
3x
2
2
+u1u
2
2u
2
3x2 + u1u
2
2u3x
2
2 + u1u2u
2
3x
2
2 + u
2
2u
2
3x
2
2)(8.4)
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For i ∈ {1, 2} and j ∈ {1, 2, 3, 4, 5, 6}, φ(i,σj) can be computed as in Example 8.1. We
have
sφ(1,σ1)
(
u1
x1
, 1
)
= s(5,4)
(
u1
x1
, 1
)
=
(
u1
x1
)4(u1
x1
+ 1
)
.
sφ(1,σ1)
(
u1
x1
,
u3
x1
)
= s(5,4)
(
u1
x1
,
u3
x1
)
=
(
u1
x1
)4(u3
x1
)4 u1 + u3
x1
.
sφ(2,σ1) (1, 1) = s(4,1) (1, 1) = 4
sφ(2,σ1)
(
u2
x2
, 1
)
= s(4,1)
(
u2
x2
, 1
)
=
(
u2
x2
)[(
u2
x2
)2
+ 1
] [
u2
x2
+ 1
]
sφ(1,σ2)
(
u1
x1
, 1
)
= s(4,4)
(
u1
x1
, 1
)
=
(
u1
x1
)4
sφ(1,σ2)
(
u1
x1
,
u3
x1
)
= s(4,4)
(
u1
x1
,
u3
x1
)
=
(
u1
x1
)4(u3
x1
)4
sφ(2,σ2) (1, 1) = s(5,1) (1, 1) = 5
sφ(2,σ2)
(
u2
x2
, 1
)
= s(5,1)
(
u2
x2
, 1
)
=
(
u2
x2
)[(
u2
x2
)4
+
(
u2
x2
)3
+
(
u2
x2
)2
+
(
u2
x2
)
+ 1
]
sφ(1,σ3)
(
u1
x1
, 1
)
= s(5,1)
(
u1
x1
, 1
)
=
(
u1
x1
)[(
u1
x1
)4
+
(
u1
x1
)3
+
(
u1
x1
)2
+
(
u1
x1
)
+ 1
]
.
sφ(1,σ3)
(
u1
x1
,
u3
x1
)
= s(5,1)
(
u1
x1
,
u3
x1
)
=
(
u1
x1
)(
u3
x1
)[(
u1
x1
)4
+
(
u1
x1
)3(u3
x1
)
+
(
u1
x1
)2(u3
x1
)2
+
(
u1
x1
)(
u3
x1
)3
+
(
u3
x1
)4]
sφ(2,σ3) (1, 1) = s(4,4) (1, 1) = 1
sφ(2,σ3)
(
u2
x2
, 1
)
= s(4,4)
(
u2
x2
, 1
)
=
(
u2
x2
)4
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and
sφ(1,σ4)
(
u1
x1
, 1
)
= s(5,5)
(
u1
x1
, 1
)
=
(
u1
x1
)5
.
sφ(1,σ4)
(
u1
x1
,
u3
x1
)
= s(5,5)
(
u1
x1
,
u3
x1
)
=
(
u1
x1
)5(u3
x1
)5
.
sφ(2,σ4) (1, 1) = s(3,1) (1, 1) = 3
sφ(2,σ4)
(
u2
x2
, 1
)
= s(3,1)
(
u2
x2
, 1
)
=
(
u2
x2
)[(
u2
x2
)2
+
(
u2
x2
)
+ 1
]
sφ(1,σ5)
(
u1
x1
, 1
)
= s(3,1)
(
u1
x1
, 1
)
=
(
u1
x1
)[(
u1
x1
)2
+
(
u1
x1
)
+ 1
]
sφ(1,σ5)
(
u1
x1
,
u3
x1
)
= s(3,1)
(
u1
x1
)(
u3
x1
)[(
u1
x1
)2
+
(
u1
x1
)(
u3
x1
)
+
(
u3
x1
)2]
sφ(2,σ5) (1, 1) = s(5,5) (1, 1) = 1
sφ(2,σ5)
(
u2
x2
, 1
)
= s(5,5)
(
u2
x2
, 1
)
=
(
u2
x2
)5
sφ(1,σ6)
(
u1
x1
, 1
)
= s(4,1)
(
u1
x1
, 1
)
=
(
u1
x1
)[(
u1
x1
)2
+ 1
] [
u1
x1
+ 1
]
.
sφ(1,σ6)
(
u1
x1
,
u3
x1
)
= s(4,1)
(
u1
x1
,
u3
x1
)
=
(
u1
x1
)(
u3
x1
)[(
u1
x1
)2
+
(
u3
x1
)2] [u1
x1
+
u3
x1
]
sφ(2,σ6) (1, 1) = s(5,4) (1, 1) = 2
sφ(2,σ6)
(
u2
x2
, 1
)
= s(5,4)
(
u2
x2
, 1
)
=
(
u2
x2
)4(u2
x2
+ 1
)
Computing the right hand side of (3.5), we obtain exactly the right hand side of (8.2)-
(8.4).
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