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We analyze two models of subdiffusion with stochastic resetting. Each of them consists of two parts: subdif-
fusion based on the continuous-time random walk (CTRW) scheme and independent resetting events generated
uniformly in time according to the Poisson point process. In the first model the whole process is reset to the
initial state, whereas in the second model only the position is subject to resets. The distinction between these
two models arises from the non-Markovian character of the subdiffusive process. We derive exact expressions
for the two lowest moments of the full propagator, stationary distributions, and first hitting times statistics. We
also show, with an example of a constant drift, how these models can be generalized to include external forces.
Possible applications to data analysis and modeling of biological systems are also discussed.
PACS numbers: 05.40.Fb, 05.40.Jc, 05.10.Gg
I. INTRODUCTION
Recently a simple model of diffusion with stochastic reset-
ting has been proposed [1]. In its basic form it is a Brown-
ian motion interrupted by reset events, which instantaneously
bring the process back to the initial position. Resets happen
randomly in time, according to the Poisson point process with
intensity r. In contrast to standard, symmetric diffusion, dif-
fusion with resetting leads to a finite mean first arrival time
(MFAT) to any fixed position [1]. Moreover, it has been shown
that resetting may be beneficial for search in a variety of mod-
ified scenarios, e.g. when the initial random walk process is
superdiffusive [2, 3], when the space is higher-dimensional
[4] and/or bounded [5], and when the resetting intensity is in-
homogeneous in time [6–13]. The combination of a random
walk process with stochastic resetting events leads to many
nontrivial features: A non-local character of resets results
in a current-carrying non-equilibrium steady states (NESS),
i.e. stationary distributions in which detailed balance does
not hold [1, 8, 14–16]. When analyzed as a search process
involving a mixture of local steps with resets, the mean first
passage time to find a target has been computed exactly and
has been found to have a minimum at an optimal resetting rate
[1], indicating that the search process is more efficient in the
presence of resetting. This non-equilibrium search is more
efficient than a corresponding (leading to the same shape of
the stationary distribution) conservative-force-induced equi-
librium dynamics [14] and in some cases more efficient than
any conservative-force-induced equilibrium dynamics [17].
When instead of the Brownian motion the search is performed
by long range Le´vy moves combined with resets, the motion
generates a bifurcation in the optimal search strategy (i.e. bi-
furcation in the shortest mean first-time to reach a target). The
bifurcation is discontinuous [3] or continuous [2], depending
on whether the process is performed in discrete or continuous
time. Stochastic resets can modify the splitting probabilities
leading to a higher success rate in Bernoulli trials [18]. A
one-dimensional version of the walk where the walker, at each
time step, resets to the maximum of the already visited posi-
tions with a certain probability leads to a dynamical transition
in the temporal relaxation [19]. The stochastic resetting model
is related to reinforced random walks [20], a version of which
has recently been proposed as a model of large-scale move-
ment of free-ranging capuchin monkey and shown to lead to
super-slow (logarithmic) diffusion [21]. It can also lead to a
localization transition similar to Anderson localization if sup-
plemented by a simple model of non-homogeneous learning
[22].
Here we explore another generalization of diffusion with re-
setting, wherein the diffusive process between resets is substi-
tuted with a process generated by the continuous-time random
walk (CTRW) scheme [23–26]. In contrast to recent works
that combine stochastic resets with the CTRW with exponen-
tially distributed waiting times between jumps [16, 27, 28],
we assume that the waiting times are distributed according to a
power law p(t) ∝ t−µ−1, where t  1 and µ ∈ (0, 1). Due to the
infinite mean waiting time the primary process (i.e. without
resetting) is subdiffusive with the mean square displacement
(MSD) growing sublinearly with time, 〈X2(t)〉 ∝ tµ, and the
Brownian diffusion is recovered in the limit µ→ 1. A subdif-
fusive CTRW process is non-Markovian [29] and shows weak
egodicity breaking [30, 31], i.e. time and ensemble averages
of physical observables do not coincide.
In addition to the CTRW process there are several distinct
mathematical models of subdiffusion [32], differing signifi-
cantly in the details of dynamics. Two most popular are frac-
tional Brownian motion (FBM) [33–37] and diffusion on frac-
tals [38–40]. Each of these models corresponds to a differ-
ent physical mechanism leading to the subdiffusive behavior.
While all of them share the sublinear growth of the variance,
they exhibit many dissimilarities in other features. Impor-
tantly, in contrast to the subdiffusive CTRW, the other two pro-
cesses are ergodic (but see [37]). Recently, statistical methods
of discriminating between FBM and CTRW [41], diffusion on
fractals and CTRW [42], and diffusion on fractals and FBM
[43] have been proposed.
Subdiffusion has been observed in a number of distinct
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2physical phenomena [44–47]. Many experiments have shown
that the transport in living cells is subdiffusive [48–50], but
the underlying mechanism is not yet fully understood. In this
context, some recent works report non-ergodic CTRW-like be-
havior [51–54], whereas others are in favor of ergodic FBM
or diffusion on fractals [55–58]. In view of those findings, we
study how the statistical properties of a subdiffusive CTRW
process are altered under random relocations. The overall
process is a combination of a CTRW and independent resets.
In subsequent Sections we define two models of the resetting
mechanism when either relocation event erases memory about
the past motion (Model I) or, otherwise resets do not interfere
with waiting for the next step of the random motion (Model
II). As we will show, non-trivial features of such processes
may not only provide a descriptive model of natural phenom-
ena, such as dynamics of molecular motors in the crowded
cytoplasm, but also may be helpful in designing resampling-
based statistical inference methods aiming at detecting trap-
ping and associated ergodicity breaking.
Some of our results can be considered to be special cases of
previous more general considerations [7, 13, 59]. In contrast
to these works, we focus almost exclusively on the CTRW
subdiffusion with exponential resetting and analyze the pos-
sible outcomes in depth, uncovering intriguing effects that, to
best of our knowledge, have not yet been reported. Power-
law waiting times have also been recently explored in [12, 60]
in the context of refractory periods/residence times that fol-
low resets. Such trapping at the resetting position is related
to, but distinct from the space-homogeneous trapping which
happens in our Model I. Interestingly, our Model II also has
a net effect of trapping at the resetting position. Notice, how-
ever, that the underlying mechanism is different from models
in [12, 60] and is driven by the power-law distributed waiting
times between steps.
Throughout the paper we use the following nota-
tion. The propagator of a process of interest is writ-
ten as W(x, t|x0) ≡ W(x, t|x0, 0), with the initial condition
W(x, 0|x0) = δ(x − x0). Partial derivatives with respect to time
and space are written as ∂t and ∂x, respectively. The parame-
ter r, called resetting intensity, gives the expected number of
reset events in unit time. We denote the space Fourier trans-
form and the time Laplace transform implicitly, by changing
the argument(s) of the transformed function (x→ k and t → s,
respectively).
II. SUBDIFFUSION AND FRACTIONAL
FOKKER-PLANCK EQUATION
Here we list basic results related to CTRW subdiffusion that
we will use throughout the paper. For a complete description,
see e.g. [26]. In our derivations of quantities related to the
process with resetting we will often employ the function
W0(x, s|x0) = s
µ
2−1
2
√
D
e−
√
sµ
D |x−x0 |, (1)
which is the (Laplace transformed) solution of a time-
fractional Fokker-Planck (FFPE) equation
∂tW0(x, t|x0) = 0D1−µt D∂2xxW0(x, t|x0), (2)
where 0D
1−µ
t denotes the Riemann-Liouville fractional deriva-
tive operator [26, 61, 62] with 0 < µ < 1. Function W0(x, t|x0)
is the propagator of the process without resetting, i.e. proba-
bility density function (PDF) of the CTRW subdiffusion start-
ing from x0 at time t0 = 0. Multiplying (1) by (x− x0)2 and in-
tegrating over x we obtain the variance (in this case equivalent
to the MSD) evolution in the Laplace space 〈X2(s)〉 = 2D/s1+µ
which translates to
〈X2(t)〉 = 2D
Γ(µ + 1)
tµ. (3)
The FFPE (2) can be derived as follows. The movement of
a particle is generated via jumps generated from a PDF g(x).
The time between two consecutive jumps is generated from
a non-negative random variable, called waiting times, that is
described by a PDF ψ(t) or, equivalently, by the probability
that the time before the next jump happened is longer than t,
Ψ(t) =
∫ ∞
t dτψ(τ). Between subsequent jumps the particle is
immobile and, importantly, jumps and waiting times are inde-
pendent. It is well known that the propagator of such process
is given by the Montroll-Weiss formula [23, 26, 63]
W0(k, s|x0) = Ψ(s)e
ikx0
1 − ψ(s)g(k) . (4)
In the case of the subdiffusive CTRW, we assume that
g(k) ≈ 1 − D0k2 and ψ(s) ≈ 1 − Aµsµ and perform the limit
Aµ → 0, D0 → 0 with D0/Aµ → D, which leads to (1) and
(2). Most results obtained in this paper will have two forms: a
general CTRW form generalizing (4) and a subdiffusive form
that follows from taking the described limit. In some cases
this will allow us to write a modified fractional Fokker-Planck
equation. Nevertheless, our derivations are based on the re-
newal approach that can be used in the very general setting of
the CTRW.
It is easy to calculate the Laplace transform of the survival
probability S 0(t) of the subdiffusive search process without re-
setting in the presence of a single target located at x = 0. The
corresponding unnormalized density G0(x, t|x0) is the solution
of the equation
∂tG0(x, t|x0) = 0D1−µt D∂2xxG0(x, t|x0), (5)
which has the same form as (2) except for the boundary con-
ditions. The target is introduced by imposing the absorption
condition G0(x = 0, t|x0) = 0. We can construct such a solu-
tion from the solution (1) of (2) via the method of images,
leading to
G0(x, s|x0)) = s
µ/2−1
2
√
D
(
e−
√
sµ/D|x−x0 | − e−
√
sµ/D|x+x0 |) . (6)
The corresponding survival probability reads
S 0(s) =
∞∫
0
dxG0(x, s|x0) = 1s
(
1 − e−
√
sµ/D|x0 |) , (7)
3which shows that, despite the trapping, in the lomg time limit
limt→∞ S 0(t) = 0, i.e. the target is almost surely (with prob-
ability 1) reached. The first arrival times (FAT) probability
density function
ρ0(s) = 1 − sS 0(s) = exp
(
−√sµ/D|x0|) (8)
behaves like ∝ t−(1+µ/2) for large t, which generalizes the well-
known Sparre Andersen scaling ∝ t−3/2, which holds for sym-
metric Markovian processes with stationary increments [64–
66].
III. FIRST MODEL: RESETTING OF THE PROCESS
Resets in the first model bring the position to the origin
and delete all memory about the past. In the CTRW scheme
waiting times for the diffusive jump and for the reset are drawn
independently. Whenever the latter is shorter, the position is
reset to 0 and both waiting times are generated again. Thus,
the aging effect of subdiffusion is also subject to reset. In the
following we will refer to such events as hard resets. Although
we assume that resetting brings the process back to the initial
position, it is convenient to perform calculations for any initial
position x0, with the resetting position kept at the origin. At
the end we set x0 = 0.
Given these assumptions the propagator of the process sub-
ject to random resets can be written in terms of the propagator
of the process without resetting via renewal equation ([3, 67])
W(x, t|x0) = e−rtW0(x, t|x0) +
t∫
0
dτre−rτW0(x, τ|0), (9)
which in the Laplace space reads
W(x, s|x0) = W0(x, r + s|x0) + rsW0(x, r + s|0). (10)
We can therefore use the known propagator of the CTRW pro-
cess (4) to construct the propagator of the process with hard
resets, which reads
W(k, s|x0) =
Ψ(r + s)
(
eikx0 + r/s
)
1 − ψ(r + s)g(k) . (11)
Expression (11) is very general and can be used to study any
CTRW process with hard resets. In fact, it would be straight-
forward to generalize it further to include spatio-temporal
coupling between the jump distribution and waiting times, as
in the case of Le´vy walks [63]. As announced, here we focus
on the special case of subdiffusive CTRW.
We note in passing that, for any g(x) that is continuous
at x = 0, the propagator (11) has a singular part that be-
haves like Ψ(r + s)(eikx0 + r/s). However, if we assume that
g(k) ≈ 1 − D0k2 and ψ(s) ≈ 1 − Aµsµ with Aµ → 0, D0 → 0,
and D0/Aµ → D, the singular part disappears. As we will
show later, this is one of the features that discriminates hard
from soft (Model II) resets.
Taking such limit is equivalent to plugging the subdiffusive
W0 given by (1) into (10). The corresponding propagator with
hard resets in the Fourier-Laplace space W(k, s|x0) solves the
following algebraic equation(
D (s + r)1−µ k2 + s + r
)
W(k, s|x0) = eikx0 + rs . (12)
Eq. (12) corresponds to the following integro-differential
equation in (x, t) space
∂tW(x, t|x0) = De−rt0D1−µt ert∂2xxW(x, t|x0)−rW(x, t|x0)+rδ(x).
(13)
The operator e−rt0D
1−µ
t e
rt corresponds to a version of trun-
cated Riemann-Liouville fractional operator [68–70]. The
same operator was previously proposed in the context of
reaction-subdiffusion [71] and, interestingly, it also appears
in the context of subdiffusion with a constant external force
that affects waiting times [72]. In our case, it emerges be-
cause the resets induce two effects: the position of the particle
is set to 0 and the waiting times are generated anew. The latter
phenomenon introduces an effective truncation on the wait-
ing times, which is realized in the Fractional Fokker-Planck
equation through the described modification of the Riemann-
Liouville fractional operator. From Eq. (12) we obtain the
stationary distribution
fs(x) = lim
t→∞W(x, t|x0) = lims→0 sW(x, s|x0) =
1
2
√
rµ
D
e−
√
rµ
D |x|.
(14)
Recently the same formula has been independently derived in
[13]. As expected, for µ = 1 we recover formula derived for
diffusion with stochastic resetting [1]. For any µwe obtain the
Laplace distribution. The difference lies in the dependence of
its mean value on the resetting intensity, which could also be
deduced from dimensional analysis.
In order to examine the transient behavior of the process
we calculate first and second moments. First, we focus on the
general case of a process starting from some position x0. By
inspecting Eq. (12) it is easy to check that 〈X(t)〉 = x0e−rt,
i.e. relaxation of the expected position is exponential and is
driven purely by the resetting events. Relaxation of the vari-
ance incorporates two distinct processes. The first of them is
related to relaxation of the position, and is described by the
expression (e−rt − e−2rt)x20. As announced before, we focus on
the second relaxation process, which is strictly related to the
width change, and thus we set x0 = 0, i.e. we assume that the
process starts from the resetting position. From Eq. (12) we
obtain the MSD in the Laplace space
〈X2(s)〉 = 2D
s(s + r)µ
. (15)
Inverting the Laplace transform leads to the integral expres-
sion
VarX(t) = 〈X2(t)〉 = 2D
Γ(µ)
t∫
0
dττµ−1e−rτ =
2D
rµΓ(µ)
γ(µ, rt),
(16)
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FIG. 1. Comparison of the mean first arrival time (MFAT≡ 〈Tr〉)
obtained with analytical prediction (Eq. (21), lines) and stochastic
simulations (points with 99% confidence intervals) as a function of
resetting intensity (from (a) to (c), red, µ = {0.25, 0.5, 0.75}) and
target position ((d), green, µ = 0.5).
where γ(s, x) stands for the lower incomplete gamma func-
tion. Asymptotically
〈X2(t)〉 ≈ 2D
rµ
(
1 − e
−rt
Γ(µ)(rt)1−µ
)
, (17)
as t → ∞, i.e. the stationary state is approached exponentially
fast.
In the following we calculate the first arrival time (FAT)
statistics. We follow the general strategy introduced in [7].
Due to the renewal structure of the resetting, we can link the
FAT distribution of the process with resetting with S 0. We in-
troduce a random variables R (time to the next reset), T0 (FAT
of the process without resetting), and Tr (FAT of the process
with resetting). The resets can be introduced as follows: first
draw T0 and R. If T0 ≤ R then the reset was supposed to hap-
pen after the target was found, thus Tr = T0. If, on the other
hand, T0 > R, then the reset came before the target was sup-
posed to be found, thus the search has to start anew. In that
case Tr = R + T ′r , where T ′r is a new realization of the FAT
of the process with resetting, which in turn depends on the in-
dependent realizations of the resetting times and FATs of the
process without resetting. We can summarize this procedure
with the equation
Tr = I[T0 ≤ R]T0 + I[T0 > R](R + T ′r)
= min(T0,R) + I[T0 > R]T ′r ,
(18)
where the indicator function I[a > b] = 1 if a > b and
I[a > b] = 0 if a ≤ b. Since T ′r is independent from T0 and R,
we can easily average both sides of (18) leading to the known
general formula for the MFAT of the process subject to reset-
ting [7]
〈Tr〉 = 〈min(T0,R)〉〈I[T0 ≤ R]〉 , (19)
where averaging is performed over independent R and T0.
In the case of exponential (i.e. constant rate) resetting
〈min(R,T0)〉 = S 0(r) and 〈I[T0 ≤ R]〉 = 1 − rS 0(r), thus
〈Tr〉 = S 0(r)1 − rS 0(r) , (20)
where S 0(r) ≡ S 0(s = r). Combining (7) and (20) we arrive
at
〈Tr〉 = 1r
(
e
√
rµ/D|x0 | − 1
)
. (21)
Equation (21) is consistent with a more general formula de-
rived with different methods in [59]. In the limit of µ → 1 it
simplifies to the well-known formula for the MFAT of diffu-
sion with stochastic resetting [1]. In contrast to superdiffusive
Le´vy flights with resetting [2, 3], the CTRW subdiffusion with
resetting preserves the exponential form of of the dependence
of the MFAT on the distance to the target. Interestingly, for a
fixed |x0| > 0, there is no local minimum in parameter space
(r, µ). The infimum of the MFAT is 0,
lim
r= 1µ→∞
〈Tr〉 = 0, (22)
because subdiffusion is slow at large time-scales, but ex-
tremely fast at short time-scales. This can be seen from the
following formula, which holds for pure subdiffusion without
resetting (r = 0)
∂t〈X2(t)〉 ∝ tµ−1. (23)
Note, however, that at short time-scales this formula cannot
describe physical phenomena for which the speed is bounded.
For a fixed µ there is exactly one minimum of the MFAT as
a function of r. The optimal resetting intensity is given by the
expression
r∗ =
 z2µDx2

1
µ
, (24)
where zµ is the solution of the transcendental equation
µ
2
zµ = 1 − e−zµ . (25)
When zµ is large, the exponential element on the RHS of Eq.
(25) is negligible, thus we can write an approximate solution
zµ ≈ 2
µ
, (26)
which is valid for µ  1. This leads to the following depen-
dence of the optimal resetting intensity on µ
r∗ ∝
(
2
µ
) 2
µ
. (27)
How is Tr distributed around its mean value? We square
both sides of (18) and calculate averages
〈min(T0,R)2〉 = −2∂rS 0(r) (28)
5and
〈I[T0 > R] min(T0,R)〉 = −r∂rS 0(r), (29)
arriving at
VarTr = 〈T 2r 〉 − 〈Tr〉2 = −
2∂rS 0(r) + S 0(r)2
1 − rS 0(r) . (30)
Combining (7) and (30) we obtain
VarTr = r−2
(
e2y − µyey − 1
)
, (31)
where y = rµ/2|x0|/
√
D. Let us analyze the squared coefficient
of variation.
CV2 =
VarTr
〈Tr〉2 = 1 +
2
(ey − 1)2
((
1 − µ
2
y
)
ey − 1
)
, (32)
At r = r∗ (and thus y = zµ), i.e. when the intensity of resetting
is optimal, the coefficient of variation is equal to 1 (see Fig. 2),
in line with the universal result obtained recently [6]. The
resetting intensity at which CV admits its minimum is given
by
r∗∗ =
y2µDx2

1
µ
, (33)
where yµ is the solution of the transcendental equation
yµ
1 + 2
µ
= tanh
yµ
2
. (34)
Note that r∗∗ > r∗ for any µ ∈ (0, 1] (cf. Fig. 2). For small µ
we can approximate the solution of the transcendental equa-
tion (34) by assuming tanh yµ2 ≈ 1, leading to
yµ ≈ 1 + 2
µ
(35)
and thus
r∗∗ ∝
(
1 +
2
µ
) 2
µ
. (36)
Combining Eqs. (27) and (36) we can calculate the limit
lim
µ→0
r∗∗
r∗
= e, (37)
which gives the upper bound on the relative separation be-
tween r∗ and r∗∗. We now show an alternative derivation of
the FPT statistics, which should shed some light on the fea-
tures of the CTRW subdiffusion with stochastic resetting. For
a process starting at t0 = 0 from x0 = 0 we can link the distri-
bution of the FAT to a position of the target x, denoted in the
following as ρ, with the free propagator W (without absorbing
boundaries) [3, 73–76]
W(x, t|x0) =
t∫
0
dτρ(τ)W(x, t − τ|x). (38)
1 2 3 4 5
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FIG. 2. The squared coefficients of variation (solid lines, (32)) and
the (scaled) mean first arrival times dashed lines, (21)) of subdif-
fusion with hard resets as functions of y = rµ/2|x|/√D for different
values of µ (increasing from left to right).
In the time-Laplace space (38) simplifies to an algebraic equa-
tion
W(x, s|0) = ρ(s)W(x, s|x). (39)
We can now combine (10) and (39) to obtain the following
formula for the Laplace transform of the FAT’s probability
density function in the process with hard resets
ρ(s) =
s + r
s(ρ0(r + s))−1 + r
, (40)
with ρ0(s) standing for the (Laplace-transformed) PDF of first
arrival times in the (corresponding) process free of resets.
Equation (40) has previously been derived [6, 7] using the
same general technique that we used here to derive formu-
las for 〈Tr〉 and VarTr and one can easily verify that it leads to
the same expressions (plug in (8) and compare with (21) and
(31)).
IV. SECOND MODEL: RESETTING OF THE POSITION
In our second model we assume that resets bring the parti-
cle back to x = 0, but do not affect the waiting times, i.e. after
the reset the particle still waits for the next jump as scheduled
by the previously generated waiting time. We will refer to
this resetting mechanism as soft resets. If the process is space
homogeneous (invariant under translations), one can first gen-
erate the trajectory of the process without resets, and then in-
troduce the resets by shifting the trajectory from the times of
resets onward.
Similarly to the standard CTRW scenario, we derive the
formula for the evolution of the PDF of the process W(x, t)
by considering a set of renewal integral equations linking the
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FIG. 3. Comparisons of variances (left) and porigin (right) as a functions of time obtained with analytical prediction (Eqs. (53) and (61), dashed
black lines. Calculations of 1F1 were performed with the help of the code published in [77]) and with stochastic simulations (colored lines).
Details of the simulations: Waiting times were generated from a power-law distribution with µ = {0.25, 0.5, 0.75} and cut-off time scales
τ0 = {10−9, 10−8, 10−7}, where Aµ = τµ0 . Steps were generated from a normal distribution with σ2 = 2Dτµ0 . Trajectories were sampled every
∆t = 10−3 and resets were introduced at each time step with probability r∆t. Number of sample trajectories: 105. Other parameters: D = r = 1.
propagator and an auxiliary function Q(x, t), which describes
the density of particles jumping from the position x at time
t. We assume that initially the distribution of the particles
is described by P0(x) ≡ W(x, t = 0) and all particles have
their waiting times generated at t = 0 (no history). Re-
sets are generated from the exponential distribution, thus the
probability that resets do not happen up to time t is given by
ΨR(t) = exp(−rt).
W(x, t) = P0(x)Ψ(t)ΨR(t) + δ(x)Ψ(t) (1 − ΨR(t)) +
+
∞∫
−∞
dy
t∫
0
dτg(y)Q(x − y, t − τ)Ψ(τ)ΨR(τ)+
+δ(x)
∞∫
−∞
dz
∞∫
−∞
dy
t∫
0
dτg(y)Q(x−y, t−τ)Ψ(τ) (1 − ΨR(τ)) ,
(41)
where the four terms correspond to the following cases: 1) no
jumps and and no resets up to time t, 2) no jumps and at least
one reset up to time t, 3) last jump at time t− τ, no resets from
t − τ up to t, 4) last jump at time t − τ, at least one reset from
t − τ up to t. Similarly, the equation for Q(x, t) reads
Q(x, t) = P0(x)ψ(t)ΨR(t) + δ(x)ψ(t) (1 − ΨR(t)) +
+
∞∫
−∞
dy
t∫
0
dτg(y)Q(x − y, t − τ)ψ(τ)ΨR(τ)+
+δ(x)
∞∫
−∞
dz
∞∫
−∞
dy
t∫
0
dτg(y)Q(x− y, t−τ)ψ(τ) (1 − ΨR(τ)) .
(42)
Notice that the only change on the RHS is the usage of the
waiting times PDF ψ instead of the survival probability Ψ.
We can rewrite (41) and (42) in the Fourier-Laplace space
W(k, s) = P0(k)Ψ(s + r) + g(k)Q(k, s)Ψ(s + r)+
+ (1 + Q0(s)) (Ψ(s) − Ψ(s + r)) (43)
Q(k, s) = P0(k)ψ(s + r) + g(k)Q(k, s)ψ(s + r)+
+ (1 + Q0(s)) (ψ(s) − ψ(s + r)) (44)
where we have introduced
Q0(t) =
∞∫
−∞
dxQ(x, t), (45)
which describes the total flow of particles at time t indepen-
dently from the position. Since resets do not affect waiting
times, we can write a simple renewal equation
Q0(t) = ψ(t) +
∫ t
0
dτψ(τ)Q0(t − τ), (46)
which immediately leads to
Q0(s) =
ψ(s)
1 − ψ(s) . (47)
Algebraic equations (43), (44), and (47) lead to the following
general solution
W(k, s) =
P0(k)Ψ(s + r)
1 − g(k)ψ(s + r)+
1
s
(
1 − Ψ(s + r)
Ψ(s)
1 − g(k)ψ(s)
1 − g(k)ψ(s + r)
)
(48)
7As before, we assume that ψ(s) ≈ 1−Aµsµ and g(k) ≈ 1−D0k2,
take the limits Aµ → 0 and D0 → 0 with Aµ/D0 → D, and
arrive at
W(k, s) =
P0(k) + (1 + r/s)µ − 1
r + s + D(r + s)1−µk2
+
1
s
− 1
sµ(r + s)1−µ
, (49)
which is our central result in this section.
As we will now show, the process posses rather peculiar
qualities. The stationary probability is given simply by
fs(x) = lim
t→∞W(x, t) = lims→0
sW(x, s) = δ(x), (50)
and is the same as the initial distribution if x0 = 0 (i.e.
P0(k) = 1). It does not, however, imply that the process is
trivial (Xt = 0). In order to show this we calculate the vari-
ance as a function of time. As in the previous example we
assume that x0 = 0 and obtain the following expression for
the MSD in the Laplace space
〈X2(s)〉 = 2D
sµ(s + r)
. (51)
Inverting the Laplace transform leads to the integral expres-
sion
〈X2(t)〉 = 2D
Γ(µ)
e−rt
t∫
0
dττµ−1erτ, (52)
which can be represented in terms of the confluent hypergeo-
metric function of the first kind
〈X2(t)〉 = 2D
Γ(µ + 1)
tµe−rt 1F1(µ, µ + 1, rt). (53)
The MSD as a function of time admits maximum value at t∗ =
z0/r, where z0 is the positive solution of the equation
z0∫
0
zµ−1ezdz = zµ−10 e
z0 , (54)
which can rewritten in terms of a zero of the confluent hyper-
geometric function
1F1(µ − 1; µ; z0) = 0. (55)
The maximum value of the MSD takes the form
max
t
〈X2(t)〉 = 2D
rµΓ(µ)
z0(µ)µ−1. (56)
By expanding (51) we see that 〈X2(s)〉 ∝ s−µ for s  r, which
translates to 〈X2(t)〉 ∝ 1/t1−µ for large t. The stationary state
is approached with a slow, algebraic decay, which gets slower
with larger values of µ, see Fig. 3.
To sum up, the initial and the stationary distribution are the
same, with a nontrivial transient behavior. This bears a resem-
blance to homoclinic orbits in dynamical systems [78] and is
related to the stationary state splitting observed recently in a
similar model [59]. One may think that this non-monotonic
behavior is induced by subdiffusion. In order to show that this
is not the case let us modify the model by introducing a power-
law, heavy-tailed distribution of jumps, i.e. g(k) ≈ 1 − D0|k|α,
with α ∈ (0, 2). The corresponding process without resets is
described by the following FFPE
∂tW0(x, t|x0) = 0D1−µt D∂α|x|W0(x, t|x0), (57)
where ∂α|x| denotes the Riesz fractional space operator [26].
Sample paths of the process are discontinuous, and its incre-
ments are described by Le´vy α-stable distribution [79], hence
the name Le´vy flights [80, 81]. Additionally, the variance
of the position is infinite for any α < 2. Nevertheless, one
can still differentiate between superdiffusive and subdiffusive
cases using quantiles (we could avoid this difficulty by using
Le´vy walks, but we choose Le´vy flights for the sake of sim-
plicity of the calculations). In the case of the process with soft
resets, the same calculations as before lead to the following
formula
W(k, s) =
P0(k) + (1 + r/s)µ − 1
r + s + D(r + s)1−µ|k|α +
1
s
− 1
sµ(r + s)1−µ
, (58)
The underlying process without resets is self-similar and its
quantiles scale with time as µ/α. Therefore the process be-
haves subdiffusively for 2µ < α and superdiffusively for
2µ > α. However, it is easy to show that the non-monotonic
behavior of the process with position resets appears indepen-
dently of α, since the stationary probability
fs(x) = lim
t→∞W(x, t) = δ(x), (59)
which holds for µ < 1 and any α. This time we cannot use
the MSD as a proxy to see the dispersion in time, but we can
plot quantile lines to confirm the non-monotonic behavior, see
Fig. 4. Thus, it is evident that the non-monotonic behavior
of the process relies on the trapping with power-law waiting
times. For the same reason no such non-monotonic behav-
ior is observed in the case of subdiffusion with hard resets,
wherein power-law waiting times are effectively exponentially
truncated. We hypothesize that this is related to the weak er-
godicity breaking, i.e. we expect the non-monotonic behavior
will not appear in the fractional Brownian motion or random
walks on fractals. If this is the case, one could use the reset-
ting as a computational method to assess whether the process
at hand is weakly non-ergodic.
Fig. 4 illustrates another interesting feature of the CTRW
with soft resets: Quantile lines converge to zero in a finite
time, which means that even for t < ∞ there is a finite prob-
ability porigin(t) that the particle is exactly at the origin. This
probability corresponds to the singular part of W(x, t) and can
be calculated as limk→∞W(k, s), which for any g(x) that is
continuous at x = 0 reads
porigin(s) =
1
s
− 1
sµ(r + s)1−µ
, (60)
which can be represented in terms of the confluent hypergeo-
metric function
porigin(t) = 1− 1F1(1−µ; 1;−rt) = 1−e−rt 1F1(µ; 1; rt). (61)
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FIG. 4. Quantile lines of Le´vy flights with power-law waiting times
corresponding to (58) with α = 1 and different values of µ (increas-
ing from left to right). Results were obtained by means of stochastic
simulations. Steps were generated from a Cauchy distribution. Tra-
jectories were sampled every ∆t = 0.01 and resets were introduced at
each time step with probability r∆t. Number of sample trajectories:
106. Other parameters: D = r = 1.
Fig. 3 shows the behavior of porigin(t) for different values of µ.
Our analytical predictions (61) are fully corroborated by the
stochastic simulations. Note that for any value of µ < 1 the
density is concentrated in the atom in the limit of t→ ∞. How-
ever, the closer the value of µ to 1, the slower the convergence,
in line with the asymptotic (t  1/r) formula
1 − porigin(t) ∝ 1/t1−µ. (62)
We now turn our attention to the FAT statistics in the model
of subdiffusion with soft resets. Since resets do not affect
waiting times for random jumps and for µ < 1 these waiting
times have infinite expected value, we expect the MFAT to be
infinite for µ < 1. Moreover, since at any given moment some
particles are trapped at the origin and the proportion of trapped
particles increases with time, one may expect that there is a fi-
nite probability that the target will never be found. This is,
surprisingly, not the case. By means of the general formula
for the first passage times density (39) together with (49) we
find
ρ(s) =
1
1 +
(
s
s+r
)µ (
exp
(
(r + s)µ/2|x0|/
√
D
)
− 1)
) , (63)
which can be rewritten as
ρ(s) =
1(
s
s+r
)µ
(ρ0(s + r))−1 + 1 −
(
s
s+r
)µ , (64)
compare to (40). In contrast to hard resets, soft resets do not
lead to finite MFAT–as expected 〈Tr〉 = ∞ for µ < 1. How-
ever, limt→∞ S (t) = 0, i.e. the particle reaches the target al-
most surely. The tail of ρ(t) behaves like 1/t1+µ and is lighter
than the tail of the process without resets 1/t1+µ/2.
V. EXTERNAL POTENTIALS: DRIFT-SUBDIFFUSION
WITH RESETS
We can introduce external potentials into the subdiffusive
CTRW and the corresponding FFPE in different ways: trap-
ping (waiting times) may directly affect both random and
potential-dependent terms [26, 61]. The FFPE takes the form
∂tW0(x, t|x0) = 0D1−µt
(
D∂2xxW0(x, t|x0) + ∂x
(
U′(x)W0(x, t|x0))) ,
(65)
where U(x) is the time-independent external potential and
F(x) ∝ −U′(x) is the corresponding external force (for a time-
dependent generalization see [82]). In an alternative ap-
proach, waiting times may be affected by the external force,
leading to another, more complicated form of the FFPE, in
which both terms depend on the external force [72].
Here we explore (65) with a constant force f = −U′(x), i.e.
g(k) ≈ 1 + ik f0 − D0k2, where f0 → 0, D0 → 0, f0/Aµ → f ,
and D0/Aµ → D. The corresponding free propagator (without
absorbing boundaries) takes the form
W0(k, s|x0) = e
ikx0
s + Ds1−µk2 − ik f s1−µ . (66)
In order to calculate the FAT statistics we again place an ab-
sorbing target at x = 0 and apply the method of images with a
linear combination of solutions (66) of (65) starting from ±x0.
For simplicity of the notation and without loss of generality
we assume that the process starts from x0 > 0. The formula
G0(x, s) =
c2e f¯ (x−x0)
2s
√
c2 + f¯ 2
(
e−
√
f¯ 2+c2 |x−x0 | − e−
√
f¯ 2+c2 |x+x0 |
)
,
(67)
with c =
√
sµ/D, is a straightforward generalization the
known case of diffusion [79]. The corresponding survival
probability reads
S 0(s) =
1
s
(
1 − exp
(
−
(
f¯ +
√
f¯ 2 + c2
)
x0
))
. (68)
The infinite-time survival depends on the sign of f and is
equal to 0 if f < 0 (target is found with probability 1),
whereas for positive force the target is found with probability
exp(−2 f¯ x0). The MFAT is finite if and only if f < 0 and µ = 1
and in this case is given by the ballistic time 〈Tr〉 = x0/| f |.
The propagator of the corresponding model with hard resets
to the origin can be calculated from (10), and the correspond-
ing stationary distribution reads
fs(x) =
1
2
a2√
a2 + f¯ 2
exp
(
f¯ x −
√
f¯ 2 + a2|x|
)
, (69)
where f¯ = f2D and a =
√
rµ/D. The corresponding MFAT in
the process with hard resets to the initial position x0 can be
calculated with (20) and reads
〈Tr〉 = 1r
(
exp
((
f¯ +
√
f¯ 2 + a2
)
x0
)
− 1
)
(70)
9It has recently been shown that whether or not resets can lower
the MFAT of diffusion with drift is controlled by the Pe´clet
number [83]. Our results show that hard resets can always
help for µ < 1, since in this case the process without resetting
has infinite MFAT.
The propagator of the model with soft resets takes the form
W(k, s|x0) = exp(ikx0) + (1 + r/s)
µ − 1
r + s + D(r + s)1−µk2 − i f (r + s)1−µk +
+
1
s
− 1
sµ(r + s)1−µ
. (71)
As before, Model II exhibits trivial stationary distribution
fs(x) = δ(x) with nontrivial transient. In this case the non-
monotonic behavior can be already observed in the first mo-
ment
〈X(s)〉 = x0
r + s
+
f
sµ(r + s)
, (72)
where the second term behaves like the variance in the model
without the drift term (51). One can easily verify that in
the case of soft resets drift does not change the main con-
clusions regarding the FAT statistics: yet again the particle
almost surely reaches the target, but the MFAT is infinite.
VI. CONCLUSIONS
Two models of subdiffusion with stochastic resetting have
been presented. Their statistical properties, including station-
ary distributions, transient behavior of the probability distri-
bution functions, as well as first two moments of first arrival
time have been calculated. While the subdiffusion with hard
resets provide a rather straightforward generalization of diffu-
sion with stochastic resetting, soft resets lead to quite peculiar
features of the process, including non-monotonic behavior of
the MSD and non-intuitive properties of the first passage time
statistics. In the following we list a few possible applications
of these results.
A number of models of molecular motors dynamics based
on ratchet mechanism in a thermally fluctuating environment
have been proposed before [84–91]. Since the cytoplasm in
the living cells is crowded, the transport inside of them is ob-
served to be subdiffusive (cf. Section I). Therefore, some au-
thors have devised molecular motors models in subdiffusive
environments [92–96]. Our first model of subdiffusion with
stochastic resetting may provide an useful building block in
such models, wherein resetting would describe binding and
unbinding of molecular motors from microtubules or disap-
pearance and appearance of particles due to chemical reac-
tions [6, 97].
The second model introduced in this work may be used as
a starting point to construct novel resampling statistical meth-
ods [98–104], e.g. for an estimation of the tail index or testing
hypothesis whether the observed trajectories are subdiffusive
[105]. The idea is to create auxiliary trajectories by randomly
resetting positions in the original data, with the hope of the
new data being easier to handle, especially when a limited
number of trajectories is given. The details of the algorithm
and whether this hope is justified will be the subject of further
research.
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