Time-frequency analysis is central to signal processing, with standard adaptation to higher dimensions for imaging applications, and beyond. However, although the theory, methods, and algorithms for stationary signals are well developed, mathematical analysis of non-stationary signals is almost nonexistent. For a real-valued signal defined on the time-domain R, a classical approach to compute its instantaneous frequency (IF) is to consider the amplitude-frequency modulated (AM-FM) formulation of its complex (or analytic) signal extension, via the Hilbert transform. In a popular paper by Huang et.al., the so-called empirical mode decomposition (EMD) scheme is introduced to separate such a signal as a sum of finitely many intrinsic mode functions (IMF's), with a slowly oscillating signal as the remainder, so that more than one IF's of the given signal can be computed by extending each IMF to an AM-FM signal component. Based on the continuous wavelet transform (CWT), the notion of synchrosqueezing transform (SST), introduced by Daubechies and Mae in 1996, and further developed by Daubechies, Lu, and Wu (DLW) in a 2011 paper, provides another approach to extract more than one IF's of the signal on R. Furthermore, by introducing a list of fairly restrictive conditions on the adaptive harmonic (AHM) signal model, the DLW paper also derives a theory for estimating the signal components according to this model, by using the IF's with estimates from the SST.
Introduction
Time-frequency analysis is central to practically all areas of "signal processing"; and extensions of time-frequency representations, methods, and algorithms to higher dimensions are also used in most applications on imagery analysis and processing. In addition, time-frequency representation in terms of (discrete) cosine polynomials is adopted by audio, image, and video industry standards for (lossy) data compression, including: MP3 audio, JPEG image, as well as MPEG and H.264 videos. When a signal (or function) is represented by a cosine polynomial, such as
a k cos(2πkt), (1.1) it is clear that G is a superposition of the signal components f k (t) = a k cos(2πkt), for k = 1, . . . , K, where the frequency of the component f k is ω k = kHz. Such signals are called stationary signals, meaning that the frequencies ω k = k of G(t), with k = 1, . . . , K, do not change with the time variable t, where K may be considered as (an upper bound of) the bandwidth of the signal. However, real-world signals are mainly non-stationary, meaning that their frequencies may change with time. Unfortunately, while the mathematical theory of stationary signals is well developed, mathematical analysis of non-stationary signals is almost nonexistent. Although the concept of "time-varying frequencies" was already disclosed in the Bell System Technical Report [3] , the pioneering work on non-stationary signal analysis is often attributed to the landmark paper [17] of Dennis Gabor, along with the paper [26] of Van der Pol, published in the same volume of J.IEE in 1946. In [17] , for a given real-valued signal
f j (t) = A j (t) cos (2πφ j (t)), j = 1, . . . , K,
(see (1.14) later in this section for a brief description of the EMD scheme, where T K (t) = T (t) in (1.2)). In another development, by applying the continuous wavelet transform (CWT) of G, defined by the inner product (W ψ G)(b, a) :=< G, ψ (b,a) >, a > 0, (1.4) where ψ is a Meyer-like wavelet, with Fourier transform satisfyingψ(ω) = 0 for all ω ≤ 0, and ψ (b,a) (t) := 1 a ψ t − b a , Daubechies, et.al. [13] introduce the notion of synchrosqueezing transform (SST) for audio signal processing as follows: first they compute the frequency re-assignment (FRA) reference value: approximates the delta distribution when β tends to 0. In [12] , Daubechies et.al. develops a rigorous theory of the SST in (1.6) for extracting more than one instantaneous frequencies of the given signal G(t) at any desired time instant t = b, by choosing some vector (a [1] , . . . , a[K]) of positive scales, for some K > 1, and applying each component a[k] = a of this vector in (1.6), along with a suitable choice of noise thresholding parameter Γ > 0, for each k = 1, . . . , K, to obtain a (2-dimensional) image, that often shows (at most) K clusters, from which a curve fitting scheme can be applied to extract approximations of the IF's.
In this paper, we will consider T (t) in (1.2) as a small perturbation of some polynomial P (t) (of unknown degree), namely:
T (t) = P (t) + (t), (1.7) with | (t)| < for a (sufficiently) small > 0, and call T (t) the "trend" of the signal G(t) in (1.2). For convenience, we will also call the polynomial P (t) the "polynomial trend" of G(t), and set F (t) = f (t) + (t), (1.8) so that G(t) = F (t) + P (t).
(1.9)
The objective of our paper is to adopt the formulation (1.2)-(1.3) as our signal model for G(t), and introduce a mathematically rigorous approach to recover from the (blind source) signal G(t) the following: firstly the polynomial trend P (t), then the number K of signal components, then the instantaneous frequencies (IF's) φ j (t), and finally the instantaneous amplitudes (IA's) A j (t) and the signal components f j (t), for j = 1, . . . , K. In the literature (see, for example, [5] and [11] ), the class of functions described by (1.3) for the (unknown) signal f (t) is called the adaptive harmonic model (AHM). It is the extension of the stationary model (1.1), with the constant coefficients a 0 , a 1 , . . . , a K replaced by the functions T (t), A 1 (t), . . . , A K (t), respectively, and with jt in cos(2πjt) replaced by some continuously differentiable functions φ j (t), with φ j (t) > 0, for j = 1, . . . , K.
It is important to point out that for the recovery of φ j (t) and f j (t) from a source signal G(t), some restrictions must be imposed on the IF's and IA's. We will list the specifications of the AHM model in the next section (see Definition 2.1). On the other hand, it is very rare that the EMD scheme (and any modification or improvement of EMD in the literature) would have the capability of finding the value of K (that is, the number of signal components) and recovering the same signal components f j (t) and their IF's φ j (t) from a source signal G(t) governed by the AHM model (1.3) . In other words, the functions f j of an AHM model (1.3) are not necessarily IMF's. In fact, even for a bi-tone (stationary) signal f (t) = a 1 cos 2πc 1 t + a 2 cos 2πc 2 t, where a 1 , a 2 = 0 and c 1 = c 2 , the EMD is not capable of recovering the frequencies c 1 and c 2 , unless these two constants c 1 and c 2 are sufficiently far apart (see the examples two freq and three freq in Section 3). The research that leads to our present paper was motivated by the pioneering work [12] of Daubechies, Lu, and Wu and the joint research effort [11] of the first author with H.T. Wu. We would first like to point out, however, that the significant departure of our method from the SST approach in [12] and [5] , as follows. Our approach is first to remove (or extract) the polynomial trend P (t) from the blind source signal G(t) in (1.9); then to apply a signal separation operator (SSO) to some discrete samples of F = G − P in (1.8) near t and to threshold the SSO output appropriately to obtain precisely K clusters, where K is the number of signal components in (1.3); and finally to estimate each IF φ j (t), IA A j (t), and signal component f j (t) individually, for j = 1 . . . , K.
On the other hand, the SST approach is to first compute a single frequency-reassignment reference value ω G (b, a) as defined in (1.5); then to apply this value for the SST, as defined in (1.6) for extracting the data information with the goal of estimating all the desired IF's, φ j (t); and finally to apply these IF estimates to compute the signal components by applying the formula 10) for some sufficiently small constant ∆ > 0, where
For real-time implementation of the SST, we may use a complex-valued wavelet ψ = ψ c + iH(ψ c ), with compactly supported real part ψ c , particularly the (spline) VM wavelets, with vanishing moments of sufficiently high order and minimum support, and with rapidly decaying Hilbert transform Hψ c , as introduced in our recent paper [11] . In this case, the real part must be applied to the definition of f Γ,∆ k (t) in (1.10). The functions f Γ,∆ k (t) in (1.10) can be used as approximants of the desired signal components f k (t) of the AHM model (1.3) , where the reciprocal of the IF φ k (t) is used in both the upper and lower limits of the integral. The estimation of the IF's φ k (t), as disclosed in the later work [5] , (see also [25] and [27] by Wu, et al), is to apply an appropriate smoothing curve fitting scheme to obtain each "IF curve". Since the number K of IF curves is unknown for the SST approach, curve fitting may be carried out by estimating one IF curve at a time, till there appears to be no curve is left behind. This process usually requires supervision. We remark that since the signal component recovery formula (1.10) depends on the IF, the function f Γ,∆ k (t) so obtained could not be a reliable approximation of f k (t), if the estimate of the IF φ k (t) is not sufficiently accurate. For example, consider the non-stationary signal f (t) = cos(2π(2t + 0.2 cos t)) + cos(2π(3t + 0.2t
2 )), (1.11) (without additive noise and P (t) = 0) as the source signal G(t). In Figure 1 , we display, on the right, a digital image obtained by applying SST to G(t) = f (t) with a suitable thresholding parameter Γ > 0. Observe that although there are lots of non-zero pixels in the digital image, two "curves" are quite prominent. Indeed, by applying the smoothing cubic spline curve fit, we observe that while the oscillating spline curve shown on the right in Figure 1 is very close to the target (unknown) IF function
(after certain suitable rescaling), the straight-line spline curve is not a good estimate of the target IF function φ 2 (t) = 3 + 0.4t, (1.13) particularly for t ≥ 10. In addition, in plotting the spline curve to approximate the IF function φ 1 (t), we have to (manually) ignore the pixels that are seemingly far away from the pixels which constitute the target curve. After this spline curve has been drawn, the pixels around it are to be removed before the second spline curve is determined. The key to the EMD scheme in [19, 18] , as briefly mentioned above, is the sifting process, which requires the given real-valued signal G(t) to have sufficiently many local maxima and local minima. Unfortunately, with an unknown polynomial trend P (t), which may be rapidly increasing or decreasing in some sub-intervals of the time domain, there may be very few, if any, local maxima and local minima in these intervals to work with. In this case, the EMD scheme has to be modified, as has been studied in a vast amount of literature on improved EMD. Assuming that an appropriate modification has been incorporated with the EMD, we set h 1,0 := G and compute the two cubic spline interpolants of the local maxima and of the local minima of h 1,0 , called its upper and lower envelopes, respectively. Then compute h 1,1 := h 1,0 − m 1,1 , where m 1,1 denotes the average of the upper and lower envelopes. Repeat this procedure of computing upper and lower envelopes, and of subtracting their average from the previous difference, namely h 1, = h 1, −1 − m 1, , till arriving at the first intrinsic mode function (IMF), f 1 , defined by two properties: that the upper envelope and lower envelope are (at least approximately) symmetric to each other about the time-axis, and that the difference of the number of local extrema of f 1 and the number of zeros of f 1 is equal to −1, 0, or 1. This procedure is called the sifting process. Now, for j = 2, · · · , n, repeat the sifting process on the function h j,0 := h 1,0 − f 1 − · · · − f j−1 to compute the j th IMF f j . The stopping criterion depends on the choice by the user. This yields the decomposition of the given signal G(t) into an hierarchy of K IMF's f 1 , . . . , f K , namely: 14) for some slowly oscillating function T K (t) Next, we briefly outline our methods of polynomial trend extraction, finding the number K of signal components, IF estimation, and recovery of all K signal components, as governed by the adaptive harmonic model (1.3). This procedure is described by the flowchart in Figure 2 . The first step of the procedure of our approach, as outlined in Figure 2 , is a polynomial trend removal operation (PRTO). In Sub-section 2.1, we describe three methods for this purpose. One is based on the continuous wavelet transform (CWT), using a sufficiently high-order VM analysis wavelet, of the scaled forward difference operator applied to G, followed by the recovery of F from this CWT to extract P . The second method is again based on the difference operation, but applied as the high-frequency filter of some filter pair to carry out the iterative wavelet decomposition process. The dual wavelet reconstruction filter pair is used to recover F (t), after the polynomial trend P (t), attached to the multiresolution approximation (MRA), generated by some cardinal B − −spline of sufficiently high order, is removed from the lowest level of the nested sequence of the MRA subspaces. The third method, described in Theorem 2.3 is elementary, requiring only that F be bounded on R and a limiting operation. In Theorem 2.3, we give the exact details about the limiting operation.
The second step of our procedure is to introduce and apply the "signal separation operator" (SSO) T a,δ with suitable lowpass window width a > 0 and sampling rate δ > 0 (see Definition 2.3 of Section 2) to F (t) = G(t)-P (t), with output (T a,δ F )(t, θ) for thresholding with some appropriate parameter µ > 0 that depends on the restriction on the amplitudes A 1 (t), · · · , A K (t) of the adaptive harmonic model in (1.3) . This allows us to separate the thresholded set
into precisely K clusters by using a suitable choice of the parameter η that depends on the time variable at t. Next, by taking the maximum over θ for each cluster, we obtain the estimates of the IF s : φ 1 (t), · · · , φ K (t). Then, by applying the SSO with the same window width a > 0, we obtain both the instantaneous amplitudes A 1 (t), · · · , A K (t) and signal components f 1 (t), · · · , f K (t), by taking the absolute values and real parts, respectively, of the output of the SSO evaluation. Finally, the trend T (t) = P (t) + (t) in (1.7) is also recovered by subtracting f 1 (t) + · · · + f K (t) from the source signal G(t). To illustrate our algorithm, we consider the (unknown) target polynomial trend
the same (unknown) target signal f (t) as in the previous example (1.11), and some uniform noise in the range [−0.1, 0.1], and consider the source signal G(t), given by (1.2). In the first row of Figure 3 , the graph of the data G(t) is displayed in the left, the graph of the data, after the unknown polynomial P (t) is removed, is displayed in the middle, and the two clusters, resulting from threshholding the output of the SSO, is shown in the right. In the second row of Figure 3 The paper is organized as follows. In Section 2, we introduce three methods for the polynomial trend removal (or extraction), and for each method, we state the theorem for the recovery F (t) from G(t). In this same section, we also introduce the necessary notation and a list of restrictions on the adaptive harmonic model, and state the main results of this paper. In Section 3, computational schemes and numerical examples are given and discussed; and in Section 4, detailed proofs of our results are given. In Section 5, the main results of this paper are extended to the multivariate setting, and we end the paper by relaxing the constraints of the adaptive harmonic model.
Main results
In this section, we formulate and state the results on polynomial trend extraction, instantaneous frequency estimation, and non-stationary signal decomposition according to the adaptive harmonic model (AHM). This section is divided into two subsections. In Sub-section 2.1, we propose three methods for polynomial trend extraction, and in Sub-section 2.2, we compile a list of specifications for the AHM, introduce the signal separation operator (SSO) that allows us to determine the number K of components, and formulate Theorem 2.4 which explains how a thresholding of SSO leads to the determination of the IF's and IA's in the signal.
Polynomial trend extraction
In this subsection, we describe three methods for separating the target signal F and the unknown polynomial trend P from the source signal G in (1.9), where the degree of the polynomial P is assumed to be less than some positive integer n (to be fixed throughout our discussion). The first two methods are based on wavelet analysis, where we assume that F ∈ L 2 (R), while the third method is an elementary algebraic approach, where we assume instead that F is bounded on R.
Polynomial removal by differencing: CWT
The most effective and efficient way to remove P from G in (1.9) is by taking n-th order difference. For example, for a > 0, consider the forward difference (∆ 1 a f )(t) = (∆ a f )(t) = f (t + a) − f (t), and for n = 2, 3, · · · , we define the n-th order difference operator
In other words,
so that, when applied to G(t) in (1.9), we have
To recover F (t) from (∆ n a G)(t), we introduce the integral convolution kernels
where m ≥ 1 is an arbitrarily chosen integer, and for any integer s ≥ 1, N s (x) denotes the s-th order cardinal B-spline defined by the s-fold convolution of the characteristic function χ [0,1) (x) of the unit interval [0, 1); that is, ) . The spline kernels ψ * n,2m in (2.3) were coined VM wavelets in [11] , since for any integers n, m ≥ 1, ψ * n,2m is the unique cardinal spline function of order 2m (up to integer translations and multiplication by non-zero constants) that has minimum support and n-th order vanishing moments:
In this paper, we will establish the following result in Section 4.1. Here, and in the rest of this paper, log denotes the natural logarithm.
and P is a polynomial with degree < n. Then for any positive integer m,
provided that F is continuous at t, where 6) and the notation of the wavelet transform introduced in (1.4) is used.
It follows from (2.5) that the polynomial trend P can be extracted from the source signal G by subtracting F in (2.5) from G. Observe that
by applying the derivative formula ([6, Theorem 4.
n times, with s = 2m + n, 2m + n − 1, · · · , 2m + 1, consecutively. For computational efficiency, we may choose m = 1, so that in view of (2.7), the formula (2.5) can be written as 9) where the last expression is obtained by making the substitutions a = 2 s , x = 2 s (y + j) in the first integral expression.
Polynomial removal by differencing: DWT
The n-the order difference operation is the most effective and economical way to remove polynomials P of degree < n in (1.9). Although the scale parameter a > 0 in (2.1) does not play any role in removing P , it is essential for recovering F in (1.9) from ∆ n a G by integrating the continuous wavelet transform (CWT) of ∆ n a G with respect to the Haar measure da/a, as in (2.5) of Theorem 2.1. In this subsection, while engaging the same n-th order difference operation for removing polynomials P of degree < n, we only use discrete scales a = 2 j , for integers j, with −M ≤ j ≤ N , whereM , N > 0 are sufficiently large for "recovering" F from the scaled differencing of G. Although F cannot be recovered perfectly as in the continuous-scale setting in Theorem 2.1, we will show that the approximation of F is as close as desired in L 2 (R) by allowingM , N → ∞. Furthermore, by applying the wavelet decomposition/reconstruction algorthim, the approximate recovery of F is very efficient and effective.
It is well-known that for each 0 < n ∈ Z, the n-th order cardinal B-spline defined in (2.4) generates a multiresolution approximation (MRA) of L 2 (R), meaning that the spline spaces
, and
where the MRA is governed by the B-spline two-scale relation
To extend this multi-level approximation to a multiresolution analysis (also denoted by MRA) architecture, we introduce the (corresponding spline) wavelet ψ n ∈ V 1 , defined by
where the two-scale {q k } is defined in [7] by
Here, for even n = 2 , the polynomial R n is given by
and for odd n = 2 + 1, it is defined in terms of R 2 by
(see [7, Theorem 2.1] ). The wavelet ψ n in (2.12) is used to generate the subspaces
Then the multi-level approximation property (2.10) of the nested sequence {V j } of spline subspaces of L 2 (R) is incorporated with the direct-sum property V j+1 = V j ⊕ W j , defined by
To decompose the singal G = P + F in (1.2), where P is an unknown polynomial of degree < n, so that F is also unknown, we may apply any bounded linear local operator Q N +1 : L 2 (R) → V N +1 that preserves polynomials of degree < n, so that Q N +1 P ≡ P . Such operators are called "quasi-interpolation" operators (see [14] ). Hence, for the unknown function F ∈ L 2 (R), by writing 17) and applying Marsden's identity [8, p. 64 and p. 66]) to write 19) where Q N +1 G is the input data function. In Sub-section 3.1, we will formulate a quasi-interpolation operator Q N +1 that only requires equally spaced samples of G(x) in a "small" neighborhood of x. More specifically, this Q N +1 will be formulated as a discrete convolution filter with the shortest filter length. We remark that ({p k }, {q k }), as defined in (2.11) and (2.13) is called a wavelet reconstruction filter pair. By using the polynomials P n (z) and R n (z) in (2.11) and (2.14)-(2.15), we introduce another filter pair ( 20) together with the highpass filter sequence {b k } defined by
By using polynomial symbols, it is proved in [7] that the two filter pairs ({p k }, {q k }) and ({a k }, {b k }) are biorthogonal dual of each other, meaning that
and
The significance of the fileter {b j } defined in (2.21) is that it is the (normalized) n-th order difference filter
for j = −2 n/2 + 1, · · · , n − 2 n/2 + 1, and b j = 0 otherwise. Hence, when applied to the data sequence {v 25) which allows us to define the wavelet function 26) in terms of the data function. Hence, by applying the filter {a j } defined in (2.20) to introduce the discrete polynomials v
(of degree < n), we may extend (2.25) to define 27) with c
Observe that in view of (2.25), (2.26), and (2.27), the wavelet functions
can be computed from the data function Q N +1 G. In addition, by applying the second duality property in (2.22), we have
which recovers Marsden's identity (2.18) and extends it from j = N + 1 to arbitrary j. Therefore, by setting
F , we may apply the polynomial preservation property Q N +1 P = P to obtain the decomposition formula
Since g −M , · · · , g N , as defined in (2.30), can be computed from the data function Q N +1 G, we have the following polynomial trend removal and extraction result, to be proved in Sub-section 4.1.
Polynomial trend removal by elementary method
In the following, we propose a more elementary approach to the recovery of F approximately, up to a small amplitude perturbation with frequencies outside the band-width of the components of F . In consideration of the polynomial trend P in (1.9), we may assume that P (0) = 0, since our signal separation operator is able to detect the constant trends in a signal (see Theorem 4.1). In order to define this third polynomial trend removal operator, we first define a set of weights depending upon a parameter R > 0 by means of the recurrence relation
Then the polynomial trend removal operator is defined using the parameter R by
Theorem 2.3 Let n ≥ 1 be an integer, G = P + F as in (1.9) where P is a polynomial of degree < n, P (0) = 0. Furthermore, assume that F is bounded on R. Let β ∈ (0, 1). If
37)
then the signal F without the polynomial trend satisfies F (t) ≈ (V n,R G)(t), and the trend P itself is recovered from
38)
In particular, for t ∈ R, lim
with the limit being uniform on R and,
The operator V n,R plays the role of the n-th order difference operator in this context, except that it does not annihilate constants and it is based on dilates rather than translates. The weights w n, ,R are independent of the data.
Remark 2.2 We note that the instantaneous frequencies in
in addition to (2.37), then none of these extra frequencies can coincide with those in F . Thus, the trend removal operation with R satisfying both (2.42) and (2.37) leaves all the instantaneous amplitudes and frequencies in F intact, contributing only to a noise term. The condition (2.53) in Theorem 2.4 suggests the choice of R as in Theorem 2.3, so that the accuracy of the resulting estimations of the IF's and IA's in F after the trend removal operation in this way continue to be accurate.
Separation of signal components
The primary objective of this paper is to introduce a mathematical theory and effective method for separating the signal
where f j (t) = A j (t) cos(2πφ j (t)), j = 1, . . . , K, as in (1.3), from the source signal G(t). In view of the results in Sub-section 2.1, we may treat F (t) = f (t) + (t) as the input signal. Of course, it is clear that this signal component separation problem cannot be solved without imposing certain conditions on the amplitude and phase functions A j (t) and φ j (t), respectively. In the following, we list a set of specifications that allow us to determine the number K of signal components, to compute the instantaneous frequencies (IF's), φ j (t), and to find both the instantaneous amplitudes (IA's), A j (t) and signal components f j (t), for all j = 1, . . . , K. In the remainder of this paper, we will consider t ∈ R to be fixed.
Definition 2.1 For each t ∈ R, let A(t) denote the sub-collection of functions f of the AHM defined by (1.3); i.e.,
43)
there exists α = α(t) > 0 with the following property: For any u with |u| ≤ α −1 (8πB) −1/2 , and j = 1, · · · , K,
Remark 2.3 Since the AHM (1.3) is focussed on non-negative IA's and IF's, absolute values of φ j and A j in Definition 2.1 are not necessary for our discussion in this section. On the other hand, to prepare for our derivation of Theorem 2.4, and its extension in Theorem 4.1 to the general setting with A j (t) ∈ C, φ j (t) ∈ R, for j = 1, . . . , K, we apply the absolute value signs in the above definition and the notation (2.45), (2.46) below.
Also, with φ 0 (t) := 0, we will assume that η := η(t) is chosen so that
Central to the notion of signal separation operators (SSO) to be introduced in Definition 2.3 below, we need a lowpass window function with the following properties.
Definition 2.2 A real-valued function h(u), defined for all u ∈ R, is said to be an admissible window function, if
Observe that since h is continuous, h(u 0 ) > 0 implies that h(u) > 0 in some neighborhood of u 0 , so that
for all sufficiently large values of a > 0. In the remainder of this paper, let T denote the quotient space of R with equivalence relation u ≈ v defined by (u − v) ∈ 2πZ, so that |u − v| = |(u − v) mod 2π|. Definition 2.3 (Signal separation operator, SSO) For θ ∈ T and u ∈ R, the signal separation operator T a,δ , applied to functions F in (1.8), is defined by
49)
where h is an admissible window function and δ, a > 0 are parameters, with a so chosen that a , as defined in (2.48), is positive.
The main result of this paper to be stated in Theorem 2.4 below applies to any value t ∈ R. Since t will be fixed throughout the proof of this theorem, we introduce the notation
to facilitate the statement of the theorem and the presentation of our proof. Observe that if the parameter δ of the SSO T a,δ is chosen to satisfy
where B = B(t) is defined by (2.43), it follows from (2.43) and (2.46) that ω * k ∈ (0, π/2] for each k = 1, · · · , K, and min
Here, in view of (2.47), the distance |ω * k − ω * | may be interpreted as the distance between points on T.
Theorem 2.4 Let t ∈ R be fixed, and F (u) = f (u) + (u) as defined in (1.8), with f ∈ A(t) and
for some constant E > 0. Also, let
Then the following statements hold for all sufficiently small α > 0.
can be expressed as a disjoint union of exactly K non-empty sets
, with the following properties:
There exists γ > 0 (to be defined in (4.32) of Section 4), such that if
(c) Let α be small enough to satisfy both the conditions (4.31) and (4.44), and Φ a (to be defined in (4.15)) be non-negative valued function. Then
Remark 2.4 In [12] , the assumptions on the class A(t) are somewhat different from ours in Definition 2.1. For example, in place of the positivity specification of the IF's (which implies B(t) > 0 in (2.43)), it is assumed in [12] that 0 < inf
and in place of the second inequality in (2.44), it is assumed in [12] that
Observe that the assumptions (2.61)-(2.62) imply (2.44) by setting
and analogously for the amplitudes.
Implementation and numerical experiments
In this section, we discuss the implementation of the various algorithms in Section 2, as well as several numerical examples. The algorithms given in Sub-section 2.1 will be discussed in Sub-section 3.1. In Sub-section 3.2, we discuss the implementation of the signal separation operator, and illustrate using many numerical examples.
3.1 Implementation of polynomial trend removal operation
Wavelet-based approaches
For the CWT approach discussed in Sub-section 2.1.1, the integrals in (2.5) and (2.9) can be calculated using standard numerical integration schemes such as the trapezoidal rule or a Gaussian quadrature rule. For the DWT approach, as discussed in Sub-section 2.1.2, we must first compute the data function
In the spline literature, various quasi-interpolation operators Q N +1 are available. If derivative data of the given signal G can be acquired, the original de Boor and Fix quasi-interpolant in [14] can be used. In this paper, we are only concerned with equally spaced values G(k/2 N +1 ), k ∈ Z. Hence, we will assume that F is a continuous function on R. Although such operators Q N +1 , as discussed in [6, pp. 100-109], can be used, we give the following convolution filter {u j }, with shortest filter length, to formulate Q N +1 , by using the polynomial coefficient sequences {s k } and {r j,k }, k = 0, · · · , n, defined by
Then the quasi-interpolation operator Q N +1 is defined by
with
and u j = 0 otherwise, introduced in [8, pp. 184-185] , is most economical and efficient, assuming that G ∈ C(R). Next, by using the data
as in (2.19) and (3.1)quasiintdef, apply the wavelet decomposition scheme (2.29) and (2.27) to compute
iteratively. This is a simple operation of discrete convolution followed by downsampling. Note that the coefficient sequence {d
3) already determine the desired approximant,
But this is not an efficient way to recoverF N +1 , since both ψ n (2 j x − k) and the double sums in (3.4) have to be computed. The most efficient computational scheme is to apply the wavelet reconstruction algorithm
again computed iteratively, for j = −M , · · · , N , with the initial value
(observe that since {v −M } is replaced by 0, the polynomial P is removed from the data function) by using only the decomposed sequence {d
. We point out that (3.5) is again a simple convolution operator after the sequence {c j } and {d j } are up-sampled. The result is the desired approximatioñ
(3.6)
Elementary approach
For the elementary method in Section 2.1.3, the implementation of the formula (2.36) is straightforward. The choice of R can be made according to (2.37) depending upon the level of desired accuracy in the recovery. A possibly larger choice of R as in (2.42) ensures that none of the existing frequecies in F are removed due to the fact that the recovery is only an approximation. In turn, the desired level of accuracy is determined keeping in mind the effect of condition (2.53), since the error in the approximation process is absorbed in ; in particular, one may choose β in Theorem 2.3 to be a multiple of the parameter α in Theorem 2.4. The weights (2.35) can be implemented using a single array just as the usual binomial coefficients are computed.
The signal separation operator
The second step, as disclosed in the flowchart diagram in Figure 2 , is to apply the signal separation operator (SSO) in (2.49) to selected samples
of the output F (u) of the PTRO at u = t − jδ for each (fixed) t ∈ R, where a = a(t) > 0 is used to adjust the width of the window function h(u), yielding the weights h(j/a)/ a as in (2.48) of SSO T a,δ introduced in (2.49); and δ = δ(t) > 0 is the sample spacing that also depends on t. Then by applying an appropriate thresholding parameter µ = µ(t) > 0 to the output of SSO, we obtain precisely K clusters, where K is the number of signal components f , = 1, . . . , K, of f , as described by the AHM (1.3). Furthermore, the K clusters can be fine-tuned by using the minimum-separation parameter η = η(t) > 0 introduced in (2.46). The result is a collection of K disjoint clusters G , = 1, . . . , K, each of which contains a unique ω * that gives the desired IF φ (t), namely
as in the definition of ω * in (2.50). Unfortunately, finding the precise value of ω * is not a simple task. Our current solution is to approximate ω * by ω , obtained by solving the extremal problem (2.57) of Theorem 2.4, with error estimate given by (2.58).
The third step is to evaluate the SSO T a,δ F (u, θ), introduced in (2.49) of Definition 2.3, with u = t and θ = ω , and to compute (the approximations of ) the IA's and signal components:
for = 1, · · · , K. Finally, the trend T (t) as defined in (1.2) by T (t) = G(t) − f (t), where G(t) is the source signal, is given by
by using the approximations in (3.9).
In the following, we consider six examples and present the numerical results from our experiment, by using the admissible window function:
Since the SSO defined in (2.49) is a windowed discrete Fourier transform (DFT) with variable window width in terms of the parameter a = a(t) > 0, we apply DFT to 4096 points on the interval [−π, π) to compute (T a,δ F )(t, θ) at t = t k , with
and δ as indicated in Table 2 . The six examples are listed under "signal" in the center column of Table 1 , with signal names labeled under "name" in the first column. The time intervals considered are listed under "interval" in the last column. Hence, the spacing between t k and t k+1 is
with L = 100, 30, 30, 30, 25, 30 for the signals: two freq, three freq, sin freq, const trend, exp amplitude, variable freq, respectively. The function two freq is a variant of the example considered in [28] term cos(2π(0.99t)), they considered the term cos(2π(0.9t)), and the interval in question was [0, 10]. We consider our example to be more challenging, since the difference between the frequencies in our example is far smaller than that in the example in [28] . The estimated frequencies are shown in Figure 4 . The function three freq illustrates the case when both low and high frequency signals are present, and two of the frequencies are very close to each other as in the case of two freq. The estimated frequencies are shown in Figure 4 .
The function sin freq includes both sine and cosine terms at the same frequencies, in addition to a pure sine term. This conforms to the generalized model, to be studied in Section 4.2, but not to the adaptive harmonic model. We are not aware of other papers where similar signals are analyzed. The estimated frequencies are shown in Figure 4 .
The function const trend is a bench mark example studied, for example, in [16, 21, 20, 23] . In the context of the present paper, it illustrates a constant trend in addition to a strong periodic signal and a relatively weak signal. We note that in spite of the very strong signal 300 cos(πt/4), both the presence of the trend and the other signal is detected accurately, in accordance with the generalized model in Sub-section 4.2. The estimated frequencies are shown in Figure 4 .
The function exp amplitude illustrates the case when the amplitude can decrease very fast. It is to be noted that at t = 25, the high frequency signal has the amplitude 1.2577 which is 661.94 times greater than the amplitude of the low frequency signal, 0.0019. Nevertheless, the frequencies are found very accurately, as shown in Figure 5 .
The function variable freq is studied in [25] . Figure 5 demonstrates an accurate detection of each of the frequencies present in the signal.
We show the numerical details of the various errors in Table 2 below. In each example, we chose the parameters a, δ, µ, and η * = Bηδ by trial and error, partly because we wanted to simulate the situation where we do not know these parameters in advance, and partly because it was felt that the theoretical estimates might be too conservative. At each of the 1024 points, we take the maximum error between the predicted and actual frequencies (respectively, amplitudes). The quantities fmaxerr, fmeanerr, and fstderr (respectively, cmaxerr, cmeanerr, cstderr) denote the maximum, average, and standard deviation of all these errors in frequencies (respectively components) over 1024 points in the interval.
It is important to point out that although the parameters a = a(t), δ = δ(t), µ = µ(t), and η = η(t) are timedependent, our experiments show that the dependence is not quite sensitive for reasonably well-behaved signals in A(t). In fact, we use the constant parameters a, 1/δ, µ/2, η for all of the six examples, as listed under the first four columns in Table 1 . Observe that although the IF's of "two freq", "three freq", "sin freq", "const trend", and "exp amplitude" are constants, the two IA's of "exp amplitude" example decay at different rates. What is more surprising is that constant parameters can be used to obtain very precise results of the IF's for the non-stationary signal "variable freq".
On the other hand, although the IF estimates at t = t k , k = 0, · · · , 1023, are quite accurate with maximum and mean errors shown in the 5 th and 6 th columns of Table 2 , respectively, for all the six examples, the small but different errors introduce "oscillating" artifacts, which can be observed by zooming-in to the graphs in Figures 4-5 .
To avoid such visual artifacts and to significantly accelerate the computational process, we may choose to use less than 10% of the 1024 (T a,δ F )(t k , θ) values and apply an effective interpolation scheme to plot the IF curves y = φ (t) (where φ := φ , 1 ≤ ≤ K), for t on the time interval of interest, such as [0, L] for L = 25, 30, 100 in the above examples. One of the most efficient interpolation schemes is "curve subdivision", and the most economic curve subdivision scheme can be easily derived from the interpolation process, introduced by Deslauriers and Dubuc [15] . To apply the DD stencils in Figure 6 to IF curve interpolation, we may set Table 2 : Columns 2-4 show the different parameters used; columns 5-7 show the maximum error, the mean error, and the standard deviation for these, respectively, for the frequencies; and columns 8-10 show the corresponding quantities for the components themselves.
for j = 1, . . . , 2 n−1 N − 2, and and setting y
The values of y
In other words, from the values φ (t k ) = y k , 0 ≤ k ≤ N in (3.12), the weighted average formulas (3.13)-(3.15) can be applied to compute
with φ (t k ) = y k , k = 0, · · · , N , precisely. Note that n does not have to be very large to display the subdivision curve φ (t) = φ (t) ≈ φ (t), = 1, . . . , K, on any digital display screen. At the time of this writing, the most popular screen resolution is 1366 × 768. Hence, with N = 64 (instead of 1024 in (3.11)) values of (T a,δ F )(t k , θ), it only takes n = 4 iterations to achieve 1024 pixels to display the full-resolution IF functions φ (t) on about 3/4 of the display screen area. Observe that the iterative operation (3.13) can also be implemented as an up-sampled discrete convolution for j = 1, . . . , 2 n−1 N − 2, namely:
16 , and p = 0 for = ±1, ±3. Of course the iteration scheme (3.14) is for computing the two new values next to the two endpoints.
The approximating IF function φ = φ (for any fixed = 1, . . . , K) is in C 1 [0, L] with derivative in Lip1; that is,
for some constant C, but φ is not in C 2 [0, L). This result was proved by Rioul [24] . To obtain a C 2 approximant φ of φ which also guarantees the O
order of approximation, we may use the "local interpolating cubic spline" scheme introduced in [9] , by "blending" a compactly supported cubic spline quasi-interpolant with a completely local cubic spline interpolant. An example (with B-spline coefficients) is given in [6, p. 117] . These coefficients can be used to write out the interior subdivision stencil, while the boundary ones can be constructed by using the "open curve rendering" schemes in [8, p. 106 ].
Proofs
In this section, we first establish Theorem 2.1 -Theorem 2.3 on polynomial trend extraction stated in Subsection 4.1. We then present the proof of Theorem 2.4 on instantaneous frequency estimation and signal decomposition. The proof of Theorem 2.4 is separated into three subsections to facilitate our presentation and to extend Theorem 2.4 to the more general signal models by allowing complex-valued amplitudes and real-valued instantaneous frequencies that may have negative values. This generalization is necessary for our proof of Theorem 2.4, since our SSO is a windowed discrete Fourier transform and the phase functions in the formulation exp(2πiφ k (t)) are much easier to manipulate than those in the formulation cos(2πφ k (t)). In view of this, the AHM (1.3) is replaced by the (generalized) Hilbert-spectrum model to be introduced in Sub-section 4.2, where the class A(t) in Section 2 is replaced, analogously, by the class H(t), and Theorem 4.1, that can be considered as an extension of Theorem 2.4, is formulated. In Section 4.3, we will derive the necessary results that prepare for our proof of Theorem 4.1 and Theorem 2.4 in Section 4.4.
Proofs of the results in Sub-section 2.1
Proof of Theorem 2.1. First, we introduce another wavelet by
where n, m ≥ 1 are integers, and the second equation follows by a repeated application of the derivative formula (2.8). Therefore,
where the interchange of summation and integration is allowed because F ∈ L 2 (R) and N m is a bounded, compactly supported function, so that all the integrals exist as finite numbers. Making the change of variables u − ak = v, we deduce
we have deduced that
Now, we use the wavelet inversion formula [10, pp. 388-389], which states that
Let a > 0 be fixed. Since N m is square integrable, we see using Schwarz inequality that
Since ψ n,m is integrable, this shows that
Writing y = (t − b)/a, x = (v − t)/a, and using (4.1), we obtain
We now use the facts (cf. [6, Theorem 4.
to conclude that
Thus, (4.4) can be written in the form 5) and (4.3) leads to
The last expression in (2.5) is obtained from the first integral expression with the substitution a = 2 s .
Proof of Theorem 2.2. By using the notations introduced in (2.17) and (3.1) with F N +1 := Q N +1 F , and (3.4), it follows from (3.6) that
which tends to 0 for N,M → ∞ in view of the MRA property (2.10) of the B-spline N n . This establishes (2.34).
In order to prove Theorem 2.3, we first summarize certain properties of the weights w n, ,R in the following lemma.
In particular, w n, ,R > 0, = 0, · · · , n − 1, and
Proof. If n = 1, then in view of (2.35), w 1,0,R = 1, and the left hand side of (4.7) is an empty product, which is 1 by convention. Hence, the equation (4.7) is trivially true if n = 1. The definition (2.35) gives also that w 2,0,R = 1, w 2,1,R = R −1 , so that (4.7) is true non-trivially also when n = 2. We assume that (4.7) is proved for some n ≥ 2. Then using (2.35) again,
This completes the proof of (4.7). The equation (4.8) is clear by putting y = −R k in (4.7). Since log(1 + x) ≤ x for all x ≥ 0, (4.7) used with y = 1 shows that for any R > 1 and n ≥ 1,
Since w n,0,R = 1, this proves (4.9).
We are now in a position to prove Theorem 2.3. Proof of Theorem 2.3.
Using (4.9), we deduce that for any t ∈ R,
The condition (2.37) is equivalent to the condition that
Hence, if this condition is satisfied, then (4.10) implies (2.38).
Central ideas
Motivated by the EMD procedure, we observe that the AHM (1.3) can be considered as the real part of the Hilbert spectrum model;
where each signal component f j (t) for j = 0 is called an AM-FM signal, provided that A j (t) ≥ 0 for t ∈ R, for all j = ±1, . . . , ±K. More generally, we introduce the generalized Hilbert-spectrum model HSM by
for some J < 1 ≤ K, where A j (t) may be complex-valued, and φ j (t) ∈ R may be negative or zero. We make the convention that φ k (t) = 0 if k = 0. The analogue of the class A(t) is defined in the following manner.
Definition 4.1 For each t ∈ R, the class H(t) denotes sub-collection of functions f in the generalized Hilbertspectrum model (4.12) that satisfies all the conditions of Definition 2.1, except with the range of the index j extended from 1 ≤ j ≤ K to J ≤ j ≤ K, and except that we no longer require A j (t) > 0, φ j (t) > 0 for all j; the functions A j being complex-valued.
In this subsection, we will formulate a more general Theorem 4.1 to extend from the signal model A(t) in Theorem 2.4 to the Hilbert spectrum model H(t).
In the sequel, we will overload the notation in (2.45) and (2.46), as well as use the notation in (2.50) with the range of the indices j, extended to J ≤ j, ≤ K. Under the condition (2.51), the quantities ω * ∈ [−π/2, π/2] for = J, · · · , K, and (2.52) is satisfied with J ≤ j = ≤ K.
Remark 4.1 In our model H(t), we allow a signal component of the form A 0 (t) = 0 (with φ 0 (t) = 0) provided that (2.44) is satisfied. On the other hand, we do not wish to require that A 0 (t) = 0 either. Therefore, in the case when A 0 (t) = 0, the definition of µ in (2.45) is interpreted to be valid only for j = 0. We note that since φ 0 (t) := 0, A 0 (t) = 0 means that the constant phase signal is absent altogether. This does not alter either the statement or proof of our results. To avoid unnecessary complications, we will simply continue to use the definition of (2.45) with the caveat with respect to A 0 (t) understood implicitly. 13) and 14) respectively.
The main idea behind our proof of Theorem 4.1 (to be given in Sub-section 4.4) is to approximate F (t + u), for |u| ≤ α, and fixed t, treating u as the variable, by a quantity of the form
which is simply of the form
for constant α k = f k (t) and β k = φ k (t) (since t is fixed). Next, defining Φ a as in (4.15), we will conclude that the SSO (T a,δ F )(t, θ) is well approximated by
Lemma 4.2 shows that Φ a is well localized; i.e., an approximation to the Dirac delta at 0. Therefore, for a suitably large value of a, σ(θ) is approximately equal to f k (t) when θ is close to 2πδφ k (t), in particular, |σ(θ)| ≥ µ/2 (cf. Lemma 4.3 for details) and σ(θ) is small for other values of θ. By assuming a to be sufficiently large, one can ensure that for any θ, there is at most one frequency 2πδφ k (t) close enough to θ. By a careful book-keeping, these arguments will lead to Theorem 4.1.
Preparatory results
In this section, we review some basic facts needed in the Sub-section 4. 
Remark 4.2 In order to obtain a non-negative kernel |Φ a (h; •)| 2 , one needs to replace h(j/a) by
where the sum is finite because h has compact support.
Lemma 4.3 Let D > 0, {Φ a } a≥D be the family of kernels as in (4.15) 
) min 1≤j =k≤K |x j − x k |, and |x − x | ≤ d for some , then is uniquely determined, and
Proof. Let Λ ⊂ {1, · · · , K}, and |x − x k | > d for each k ∈ Λ. In light of (4.16), we obtain
We obtain (4.17) by using this estimate with Λ = {1, · · · , K}, and (4.18) by using this estimate with Λ = {1, · · · , K} \ { }. We observe that the stated conditions of part (b) imply that is uniquely defined.
Next, we recall the Bernstein inequality for trigonometric polynomials [22] . For any a > 0, a trigonometric polynomial of degree < a is a function of the form x → k∈Z:|k|<a c k exp(ikx) for some complex scalars c k . The Bernstein inequality for a trigonometric polynomial T of degree < a states that
For the convenience of reference, we record an observation based on this in the following lemma.
Lemma 4.4 Let a > 0, and T be a trigonometric polynomial of degree < a. Then 
Proof of Theorem 2.4
We will prove Theorem 4.1, and indicate how Theorem 2.4 follows. In Theorem 4.1, we will simplify our notation somewhat by re-indexing the HSM model by changing the summation index
and abusing the notation to use K in place of K − J + 1. Thus, until the end of the proof of Theorem 4.1 we write our model in the form
We begin this section with a fundamental proposition that reduces the problem of source signal component separation to one with separation of mixtures of signals with constant frequencies and amplitudes. 
In view of the mean value theorem, (2.44) and (2.43), it follows that 23) for some ξ between 0 and u. Using the fact that
we obtain by applying (4.23) and (2.45),
Further, using (2.44) and (2.45), we have
Together with (4.25) , this implies that
(4.26)
Since |u| ≤ (α √ 8πB) −1 and α ≤ √ 2πB,
Together with (4.26), this shows that if α ≤ √ 2πB then
Together with (2.53), this leads to (4.22) .
The next lemma describes in a greater detail the relationship between the magnitude of the SSO and the neighborhoods of the frequencies ω * k . We remark first that under the assumption (2.51), (2.43) and (2.46) imply that ω * k ∈ [−π/2, π/2], and min
where the distance may well be interpreted as distance between points of T. In the sequel, we assume that t ∈ R is fixed, a, δ satisfy the conditions of Lemma 4.2, and adopt the shorthand notation
and 
. Proof. In view of the fact that 4δB ≤ 1 (cf. (2.51)), the condition that
implies that a ≥ D, so that T is well defined and the localization estimate (4.16) holds. In view of Theorem 4.2, the condition that α ≤ √ 2πB ensures that (cf. (4.22)) for |j| ≤ a,
Observe that in view of (2.45), (2.53), (4.33), and the condition that α ≤ 1, we have
Also from the definition (2.54) of a, it is clear that We observe that the condition
Consequently, there can be at most one for which |θ − ω * | ≤ γαδ. This proves part (a). In order to prove part (b), we note first that
Hence, if if 0 < d ≤ η * , and |θ − ω * | ≤ d, then is unique, and in view of (4.34) and Lemma 4.3(b)
We use this fact with d = η * , and observe using (4.35) and the condition
(4.40)
Since (M + E)α ≤ µ/16 as well, we may conclude from (4.39) that
and in particular,
Next, we apply the Bernstein inequality (4.20) , with the trigonometric polynomial T of degree < a. By (4.34), we deduce that
In view of the condition that 
This completes the proof of part (b).
We are now in a position to prove Theorem 4.1. Proof of Theorem 4.1. In this proof, let G = {θ ∈ T : |T (θ)| ≥ µ/2}, and for = 1, · · · , K, G = {θ ∈ G : |θ − ω * | ≤ γαδ}, where γ is defined in (4.32). In view of Lemma 4.5(a), we have G = K =1 G ; and in view of Lemma 4.5(b), we have ω * ∈ G for each . Therefore, each G is non-empty. Obviously, the diameter of G does not exceed 2γαδ. In view of (4.38), this proves that To prove the analogue of Theorem 2.4 (c), we need to assume in addition to (4.31), the following condition on α:
(4.45)
Since ω ∈ G , we have | ω − ω * | ≤ η * . Then using (4.39) with η * in place of d, and estimating the resulting estimates using (4.45), we obtain
Since ω * ∈ G , this implies that
Since h(u) ≥ 0 for all u and h is symmetric, Φ a is real valued, and |Φ a (ω)| ≤ Φ a (0) = 1 for all ω ∈ T. Therefore, (4.47) yields
We have thus proved that ||T ( ω )| − |f * || ≤ (2M + E)α; (4.48)
i.e., (4.13) is established. In the remainder of this proof, we fix , and write
We will write ψ = φ * − φ. Then (4.47), (4.48) can be rewritten in the form
Using the fact that B * = |f * | ≥ µ, we obtain
Thus,
Consequently,
This implies (4.14).
Remark 4.3
In the proof of Theorem 4.1, the convention φ 0 (t) = 0 plays no role. When one adapts the model HSM to the model AHM, then one has to keep in mind that φ 0 (t) = 0 and A 0 (t) = 0 as well. As mentioned already in Remark 4.1, we will prove Theorem 2.4 with this assumption made tacitly without affecting the definition of the minimal amplitude µ, which is justified technically because the definition of the model HSM allows us to re-index the model without affecting the results.
Proof of Theorem 2.4.
We note that if f ∈ A(t), then 
Extensions
In this section, we discuss an extension of the model H(t) in Defintion 4.1 to a multivariate setting. We will also discuss the possibility of relaxing some of the conditions in that definition, that lead to relaxing the specifications of A(t) in Definition 2.1.
Separation of multivariate signals
The definitions and theorems in Section 4.2 generalize easily to the multivariate setting. We describe this generalization in this sub-section.
In the remainder of this paper, let q ≥ 1 be an integer and | · | denote the ∞ norm on R q . Also, let T q denote the quotient space of R q where u ∼ v if u − v = 2πk for some k ∈ Z q . In the context of T q , | · | will denote the ∞ norm on T q . Thus, for θ = (−π/2, −π/2) and ω = (π, π), |θ − ω| = 3π/2 if the points are viewed as elements of R 2 , and |θ − ω| = π/2 if the points are viewed as elements of T 2 . We do not expect this to cause any confusion to warrant a separate complicated notation.
The analogue of the model HSM is the model MHSM (multi-variate Hilbert-spectrum model) defined by f (u) = K j=J f j (u); f j (u) = A j (u) exp(2πiφ j (u)); (5.1) for some J < 1 ≤ K, where A j 's are complex-valued functions on R q , φ j 's are real-valued functions on R q .
Definition 5.1 For each x ∈ R q , let H q (x) the sub-collection of functions f of the model MHSM:
where for each j = J, · · · , K, A j is a complex-valued function in C(R q ), φ j is a real-valued function in C 1 (R q Remark 5.1 We note that for t ∈ R, H 1 (t) = H(t).
In the sequel, we will overload the notation in ( The definition of admissible window functions in this setting is the following.
Definition 5.2 A function h : R q → R is called an admissible mulitvariate window function if 0 ≤ h ∈ C q+2 (R q ), h(t 0 ) > 0 for some t 0 ∈ R q , h is supported on {t : |t| ≤ 1}, and h is symmetric in the sense that for every t = (t 1 , · · · , t q ) ∈ R q , h(t) = h(|t 1 |, · · · , |t q |).
Next, we discuss the analogue of Theorem 4.1. Analgous to (2.50), we define For θ ∈ T q , u ∈ R q , the Multi-variate Signal Separation Operator (MSSO) T a,δ applied to F : R q → C is defined by (T a,δ F )(u, θ) := 1
where both a and δ can be adapted to the point u.
Finally, Theorem 4.1 generalizes to the following theorem.
Theorem 5.1 Let x ∈ R q , f ∈ H q (x). Further, choose δ so that (2.51) is satisfied. Let F be as in (5.7), with satisfying (a) The set {θ ∈ T q : |(T a,δ F )(x * , θ)| ≥ µ/2} is a disjoint union of exactly K − J + 1 non-empty sets G , = J, · · · , K, with the following properties:
(i) Each G contains (a unique) ω * .
(ii) diam(G ) ≤ Bηδ, J ≤ ≤ K. The proof of this theorem is a straightforward extension of that of Theorem 4.1. In the context of the multivariate kernels which are needed in this proof, the analogue of the localization estimates as in Lemma 4.2 were obtained in [4, Theorem 6.1].
Relaxation of the class of source signals
It is possible to relax the conditions in Definition 5.1 (see also (5.5)) somewhat. In this sub-section, we describe some ideas toward this goal in the multivariate setting. Clearly, the same will hold in the univariate setting as well, just by letting q = 1.
First, we discuss the relaxation of the condition on the minimal separation among the instantaneous frequencies. Instead of the frequencies ∇φ k themselves to be separated, one can allow closely knit clusters of frequencies, such that the clusters are separated. We treat η to be a thresholding parameter. We need another parameter C > 0 to define the clusters. In order to define these clusters, we first define a set of frequencies around which these clusters are formed, and assume that these clusters are well separated by 2Bη/π. Thus, we assume that there exists Λ ⊂ {1, · · · , K} such that min 
