ABSTRACT An image can be described in terms of appearance frequency of visual words. This representation is implemented in bag-of-visual-words (BoVW)-based loop closure detection for its efficiency and effectiveness. However, traditional BoVW-based approaches are strongly affected by false positive loops due to scene ambiguity caused by redundant words in the vocabulary and fail to detect bidirectional loops in monocular mode. Aiming at overcoming these problems, we propose a novel vocabulary construction algorithm named hierarchical sequential information bottleneck (HsIB) by leveraging the maximization of mutual information (MMI) mechanism. First, feature descriptors are extracted from training images for visual vocabulary construction. Second, HsIB extracts discriminative yet informative visual words through the MMI mechanism in vocabulary construction, which treats feature descriptors clustering as a process of data compression. Finally, the clustering process reaches a tradeoff between compactness and discrimination and improves the performance of traditional BoVW-based loop closure detection. The proposed method is compared with state-of-the-art methods on publicly available datasets. We also create a challenging dataset to further evaluate the performance of HsIB on bidirectional loops. To the best of our knowledge, we are the first to implement information bottleneck (IB) method in visual-SLAM (vSLAM) loop closure detection, and we obtain impressive results.
I. INTRODUCTION
Recognizing a place that has already been visited is referred to loop closure detection in simultaneous localization and mapping (SLAM) [1] . The detected loops help mapping and pose estimation algorithms obtain more accurate and consistent results in a SLAM system. Various popular technologies have been applied to perform loop closure detection, such as 3-D mapping model [2] and deep neural networks [3] . Recently, the usage of visual data, including images and videos, have yielded promising results in visual-SLAM (vSLAM) systems, especially in loop closure detection [4] . Visual data have a significant advantage in the information richness, which can be utilized to match images in loop closure detection.
Bag-of-visual-words (BoVW) [5] is a popular and representative approach to characterize visual data, such as images and videos, as visual words. This approach contributes to loop
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closure detection and helps to reduce the accumulated error in vSLAM systems. Traditional BoVW-based approaches adopt an unsupervised clustering algorithm to group the extracted feature descriptors into a set of visual words. Then these words are organized into a visual vocabulary, which represents texture features in training images. Finally the BoVW-based approach for loop closure detection converts the images into co-occurrence vectors by representing images in terms of word appearance frequencies. As a result, the comparison between two images is achieved by comparing two co-occurrence vectors. Therefore, the loop detection task will be transformed into a content-based image retrieval task in which a loop closure occurs when a current view matches one of the keyframes under the current map.
DBoW2 [6] is a state-of-the-art BoVW-based approach for loop closure detection, which constructs a visual vocabulary offline. It is an open source C++ repository which is used to extract features from training images and convert them to word appearance frequencies. During this process, visual features, which are spatially adjacent, are grouped together VOLUME 7, 2019 This with the k-means algorithm in vocabulary construction. The vocabulary consists of an image database composed of a hierarchical BoVW representation [7] and direct and inverse indexes which enable fast image retrieval and comparison. However, BoVW-based approaches also have limitations due to the redundant words in the vocabulary. First, false positive loops (similar observations in different places) may seriously corrupt the estimated map and lead to a totally erroneous result. It is often observed in real environments that there are many scattered objects (e.g., trees, buildings and roads) with similar texture features in a scenario. These texture features repeatedly emerge in the consecutive training images set and take large part of the extracted feature descriptors. These similar feature descriptors have larger chance to be quantized into different clusters in vocabulary construction when the pre-defined vocabulary size is high. In this case, visual words describing the same texture feature are regarded as similar visual words. They dominate the image characterization in BoVW representation and increase the likelihood of encountering scene ambiguity [8] as illustrated in Fig. 1 . Second, the detection of bidirectional loops is crucial for realworld autonomous driving scenes, in which vehicles usually travel a place in different directions. The current image and the loop candidate share the same location and orientation form a unidirectional or standard loop. A pair of images forms a bidirectional loop when they share the same location but have opposite orientations. Traditional BoVW-based approaches identify bidirectional loops only on panoramic image sequences [9] . Unfortunately, panoramic cameras generate several times more visual data than monocular cameras and it is unacceptable for devices that have low computational capability. Moreover, the installation of a panoramic camera requires an unshielded space, which limits the application scenarios of loop closure detection.
To cope with the problems discussed above, we propose a novel visual vocabulary construction algorithm named hierarchical sequential information bottleneck (HsIB) that performs maximization of mutual information (MMI) for loop closure detection. First, a set of feature descriptors are generated from training images as the input of the vocabulary construction algorithm. Second, feature descriptors are clustered into a vocabulary tree with pre-defined number of branches according to the MMI mechanism. The MMI mechanism has several available implementations [10] , of which we adopt the information bottleneck (IB) [11] that performs feature descriptor clustering via a data compression process. In the HsIB framework, we conduct several rounds of clustering to construct a visual vocabulary. Feature descriptors that correspond to objects which have similar textures are grouped together for the first round. The output partitions of the first round clustering serve as input of the next round, and we can deduce the rest of the vocabulary tree by iteratively calling the clustering algorithm. HsIB terminates when a branch of the vocabulary tree has no features to calculate or reaches the pre-defined depth. The rich set of feature descriptors from training images are compressed effectively for more efficient loop detection. During the clustering, relevant information that has high discriminative power is maximally preserved to reduce the number of false positive detections using more discriminative comparisons. The constructed visual vocabulary will eventually reach a balance between compactness and discrimination. The vocabulary tree is constructed level by level in a hierarchical manner, as illustrated in Fig. 2 . The cluster centers of leaf nodes are recognized as visual words. HsIB clusters feature descriptors correspond to a group of visual objects that are similar in appearance and preserves as much relevant information as possible with minimum visual words. We evaluate the algorithm on publicly available datasets: KITTI [12] , Bovisa [13] , EuRoC MAV [14] and Malaga Parking 6L [15] . To further evaluate the performance in detecting bidirectional loops and on highly dynamic scenes, we create a challenging dataset ''CBD'', which contains images that were captured in a commercial area of a large city that has a population of ten million people. The experiment results demonstrate the effectiveness of MMI-based approach in detection of bidirectional loops in highly dynamic scenes.
The major contributions of this study can be summarized as follows: 1) We implement the MMI mechanism into vocabulary construction in the BoVW-based loop closure detection to extract visual words with more discriminative power.
To the best of our knowledge, this is the first time that MMI mechanism has been implemented in the task of loop closure detection; 2) We propose a novel vocabulary construction algorithm HsIB, which aims to find a balance between FIGURE 2. Illustration of the HsIB vocabulary tree construction with quantization of k clusters and a pre-defined depth. The left part depicts feature extraction process, in which feature descriptors are extracted via oriented FAST and rotated BRIEF (ORB) [16] algorithm. The right part illustrates the construction of a visual vocabulary, which is implemented via the clustering operation by HsIB. The cluster centers of leaf nodes are visual words.
compactness and discrimination in the process of vocabulary construction; 3) The built vocabulary helps to detect bidirectional loops using only visual information and extends the functional range of vSLAM systems; 4) We create a dataset that contains dynamic moving objects and bidirectional loops to verify our algorithm on a dynamic scene and in the detection of loops with different orientations. The dataset is available to the public on Harvard Dataverse. 1 The rest of the paper is organized as follows: Section 2 reviews the literature and recent advancements in vocabulary construction. Section 3 describes the HsIB vocabulary construction and loop closure detection in detail. Section 4 presents experiment results and Section 5 concludes the paper.
II. LITERATURE REVIEW
Currently, the appearance-based method has been the golden standard in the field of place recognition and loop closure detection [17] . Built on top of the scale-invariant features (such as SIFT [18] and SURF [19] ) or affine covariant features (such as MSER [20] ), several representative algorithms achieved impressive results, such as FAB-MAP [21] and its upgrade version FAB-MAP 2.0 [22] . In this work, a probabilistic framework was proposed based on a Chow Liu tree of co-occurrence vectors. However, the individual pair-wise matching for all the information contained in 1 https://doi.org/10.7910/DVN/NZETVT images is unacceptably slow and the loop closure detection should be designed to work in real-time. Consequently, typical appearance-based algorithms are usually based on the BoVW representation, which involves in extracting a set of descriptors and assigning each descriptor to the closest entry in a visual vocabulary. The visual vocabulary is a codebook learned offline by clustering a large set of descriptors with k-means. To improve the performance in real-time applications, Tardos [6] took the advantage of BRIEF descriptor [23] and FAST corner detection [24] and proposed DBoW3. Their method offered considerable accuracy and efficiency improvements and soon became a very popular loop closure detection method. But it still suffers from false positive detection and is unable to mitigate into large scale scenario. In order to describe images of different scenes, Giveki et al. [25] presented a new methodology by using SIFT and local derivative pattern (LDP) for highly discriminative features. This technology was also implemented in to scene classification in a multi-resolution manner [26] . In order to describe the newly coming features, Garciafidalgo and Ortiz [27] used an incremental scheme based on binary descriptors to retrieve previously seen similar images, which avoids the offline vocabulary construction process. Han et al. [28] formulated the robust place recognition problem as a convex optimization problem with structured sparsity regularization to achieve long-term loop closure detection. Gao et al. [29] extended Direct Sparse Odometry (DSO) to a monocular vSLAM system with conventional BoVW-based loop closure detection and achieved promising precision with acceptable recall rate. Later they VOLUME 7, 2019 extended the previous work to semi-direct monocular visualinertial SLAM with loop closure detection [30] . But they did not report any solution to bidirectional loop detection and their experiments lacked of high dynamic scenarios.
Since the establishment of the deep learning technology in computer vision becomes popular, a variety of approaches have been proposed to address the loop closure detection through CNN-derived descriptor vectors. Sünderhauf et al. [31] investigated the functionality of CNN features for viewpoints and condition invariance. They concluded that the mid-level convolutional layer outperforms all other layers without significantly affecting the performance. Arroyo et al. [32] concatenated and treated features from several CNN layers as an individual description vector. As a result, they ended up with a vast feature vector of higher appearance and viewpoint robustness, which was subsequently compressed while notably preserving most of the achieved performance. Kenshimov et al. [33] extracted the full output of an intermediate layer and built an image descriptor of lower dimension by omitting the activation of filters corresponding to environmental changes. However, the computation complexity is unacceptable in devices with ARM architecture and most programs need GPU assistance in function [34] . There are also some place recognition technologies to address the complexity issue [35] . The BoVW-based methods are still useful in devices with low computation capabilities since the vocabulary can be built offline. We believe that changing the vocabulary construction algorithm outperforms improving the feature extraction approach, which is directly learned from raw sensor data in real vSLAM applications. This is particularly true when BoVW-based approaches are dealing with high-dimensional sparse features.
Originating from rate-distortion theory, the IB method is an information-theoretic framework. It aims at extracting a compressed representation of source data while preserving as much information about relevant variable as possible [36] . The IB method is an effective data mining technique and has been applied in many fields, such as document clustering [37] , object recognition [38] and action clustering [39] - [43] . It is often used to balance compactness and discrimination in data clustering, in which lies the principle of the MMI mechanism [44] .
Although this is the first time that the MMI mechanism is implemented in the task of loop closure detection in vSLAM, similar technologies have been utilized for contentbased image retrieval [45] and image representation [46] . Datta et al. [47] applied mutual information to textualfeature-based multimodal retrieval in query reformulation. Recently, Shlezinger et al. [48] used mutual information to design the measurement matrix in phase retrieval. Jing et al. [44] improved k-means via entropy weighting to improve its poor performance in clustering high-dimensional sparse data. Chang et al. [49] researched the use of a penalty for high-dimensional data clustering via sparse k-means. Due to the high dimensional and sparse features of visual descriptors, there is significant compression and lost of information with traditional approaches. Liu and Wu [50] introduced mutual information concept into loop closure detection without extracting the local feature descriptors in images or constructing a vocabulary. The visual features are naturally high dimensional and sparse, so information measurement works better than distance measurement [51] .
III. MMI LOOP CLOSURE DETECTION
In BoVW-based loop closure detection, an image is characterized by the appearance frequency of the visual words in the visual vocabulary. This process is performed by mapping the local feature descriptors to visual vocabulary, which is constructed through clustering feature descriptors. Thus, the quality of the vocabulary is crucial in the comparison process and plays a key role in the task of loop closure detection. However, the visual vocabulary constructed via traditional approaches contains redundant visual words, which results in false positive detection due to scene ambiguity. Moreover, the feature descriptors that are generated by feature extraction techniques are high-dimensional and sparse. Aiming at overcoming these problems, we propose a novel vocabulary construction algorithm named HsIB, which can achieve a balance between compactness and discrimination in the process of vocabulary tree construction.
In the offline vocabulary construction, first we extract a rich set of feature descriptors from the training images. Then we construct the vocabulary tree using HsIB algorithm. In the construction process, we define the branch factor and depth of the vocabulary tree and partition the feature descriptor set into pre-defined branches. For every single node in the vocabulary tree, we cluster it until the pre-defined depth is reached or there is no feature descriptors to be clustered. For every round of clustering, we apply optimization algorithm until the partitions converge to a stable status. As a result, each node consists of a particular cluster center of a group of feature descriptors. The leaf nodes are regarded as visual words and each of them is assigned a weight via the inverse document frequency (IDF) strategy [52] . In the online loop closure detection, the co-occurrence vectors are generated by counting appearance frequencies of visual words. The similarity between two images is measured by comparing their corresponding vectors. Finally, a potential loop is detected when the similarity of two images reaches a pre-defined threshold α and it is accepted as a loop closure after a geometrical verification process.
A. BOVW REPRESENTATION
BoVW-based approaches are easy to implement and effective for place recognition and loop closure detection tasks. In a typical implementation of BoVW-based approach, it usually consists of extracting a set of feature descriptors and assigning each descriptor to the closest visual word in a visual vocabulary. The vocabulary is learned offline by clustering a rich set of feature descriptors with HsIB, which will be discussed in the following subsections. The occurrence counting on visual words leads to a co-occurrence vector that represents an image. Comparison between two images can be achieved through investigating the similarity between the corresponding two co-occurrence vectors. The whole BoVW representation process can be summarized as the following steps:
1) FEATURE EXTRACTION
In this paper, X is a set of feature descriptors, which is extracted from the training images using the algorithm proposed in [16] :
where x i denotes the i-th feature descriptor, n denotes the number of feature descriptors and m denotes the dimension of a single feature descriptor, each of which is a 256-dimensional ORB feature descriptor in our implementation.
2) VOCABULARY CONSTRUCTION
A vocabulary tree is used to discretize the feature descriptors and speed up the correspondences for geometrical verification. The branch factor k and depth d is defined and initialized as 0 before the vocabulary construction. The extracted feature descriptors set X is partitioned into k clusters and stored in the first level of the tree. Subsequent levels are created by repeating the clustering operation with the descriptors associated to each node. Every round of clustering is optimized and the clustering terminates when the tree reaches the predefined depth of d or there is no features to be clustered. As a result, the tree contains k d leaf nodes and the cluster centers of them are regarded as visual words, which form the visual
where k d is the number of visual words and m is the dimension of a single word vector. During the vocabulary construction, each visual word w j is weighted with its IDF:
where N denotes the number of training images and N j denotes the number of images that contain the word w j .
3) CO-OCCURRENCE VECTOR GENERATION
During the online loop closure detection, we extract ORB feature descriptors from an input image. Specifically, a set of feature descriptors is extracted from input image I . Each feature descriptor is associated with its closest visual word by comparing the Euclidean distance between the feature descriptor x i and the corresponding visual word w j . The co-occurrence vector of image I can be generated by counting the appearance frequency of w j ∈ V , which is denoted as:
All the vectors have the identical magnitude in the generation process with the same vocabulary, which facilitates the similarity measurement. In this process, the term-frequency (TF)
of each visual word in image I is calculated as tf (w j , I ) = n jI n I , where n jI denotes the appearance frequency of the word w j and n I denotes the number of appeared words in image I . The j-th entry of co-occurrence vector v is given the value of v j = tf (w j , I ) × idf (w j ), which is the TF-IDF weight as proposed in [52] .
4) SIMILARITY MEASUREMENT
In the task of loop closure detection, we have the current image I c and the loop candidate I l for comparison. They are converted to co-occurrence vector representation as v c and v l in BoVW representation, respectively. The similarity between two images is investigated by calculating the L1-score between two vectors. The similarity score between v c and v l is calculated as:
where |·| stands for L1-norm and the value of similarity score lies in [0, 1] . The calculation will result in positive correlation between similarity score and similarity in appearance: The higher value of s, the higher similarity in appearance.
From the definitions and discussions above we can see that all input images are represented by co-occurrence vectors that have the same magnitude as a particular visual vocabulary V . The tf value is the weight component in the generation of the co-occurrence vectors and the idf value is the weight component in the generation of the visual vocabulary. The latter is an attribute of the vocabulary which can represent the discrimination and differentiation degrees of visual words. Although the weight of less discriminative words are decreased for weak domination in co-occurrence vectors, the descriptive ability of vocabulary constructed by traditional algorithm is limited since more discriminative visual words are less likely to be extracted during vocabulary construction in traditional algorithms [6] . Since the BoVW-based approach can only describe the features that can be characterized by existing visual words in the visual vocabulary, which is constructed offline. The quality of the visual vocabulary strongly affects the accuracy of the similarity measurement on the images and affects the performance of BoVW-based loop closure detection.
B. HSIB OBJECTIVE FUNCTION AND OPTIMIZATION CRITERIA
HsIB draws on the principles of the IB method and treats the clustering of feature descriptors as a data compression task. HsIB compresses feature descriptors to their clusters as much as possible. Moreover, HsIB preserves as much relevant information as possible during the compression. As a result, HsIB preserves the most relevant information in data compression and generates discriminative visual words that affect the image comparison process. Finally, HsIB achieves high recall rate with high precision in loop closure detection.
A set of feature descriptors is denoted by the source variable X = {x i |i = 1, 2, ..., n} ∈ R n×m and the relevant VOLUME 7, 2019 variable that describes the local features of the images is denoted by Y . The value of Y is determined by the feature extraction algorithm. HsIB utilizes the ORB features as its input and the feature extraction algorithm uses FAST keypoints detected by comparing the gray-scale intensity of some pixels in a Bresenham circle to compute a BRIEF descriptor [24] . The feature descriptor of an image is a binary vector where each bit is the intensity comparison result between two of the pixels of pre-divided patch in the image [6] . As a result, Y describes the texture information of the training images. The compression variable T = {t 1 
(x, y). The mutual information (MI) between
X and Y is defined as:
I (X ; Y ) is a natural statistical measure of the information that variable X contains about variable Y . This definition is compatible with the computation of MI among random variables X , Y and T . HsIB seeks an optimal mapping of X into a more compact representation T such that the MI between X and T , namely I (T ; X ), which represents compactness of the new representation, is minimized. A lower value of MI corresponds to a more compact representation. The preservation of relevant information is enforced by the constraint on the MI between T and Y , which is denoted by I (T ; Y ). A higher value corresponds to a larger amount of preserved information. HsIB aims to find the optimal tradeoff between the compactness and the discrimination in the vocabulary construction. This problem can be expressed mathematically as:
where λ is the Lagrange multiplier, which is used to balance between data compression and relevant information preservation. In a typical vocabulary construction process, the size of feature descriptors from training images is usually very large and the number of clusters k is much less than the size of feature descriptors |X |, which means a significant compression. Consequently, we concentrate on maximally preserving the relevant information and reduce the effect of data compression in objective function optimization. According to the discussions in literature [42] , [53] and our tests, we set λ = 100 in vocabulary construction of HsIB. HsIB implements the draw-and-merge strategy to optimize Eq.6. First, feature descriptors X from the training images are randomly partitioned into k clusters. Then, every individual element x is sequentially ''drawn'' from the current cluster and recognized as a single cluster {x}. We have to ''merge'' {x} into another cluster to guarantee that the number of clusters remains k. Let L bef and L aft denote the values of objective function before and after the merging process, respectively. To maximize the objective function, we must merge x into a new cluster t new , which satisfies t new = argmin(L bef − L aft ). In other words, the element x that was drawn from the current cluster is merged into another cluster to minimize the information loss of the objective function. We refer to the difference between the values of the objective function before and after the merger as the ''merger cost'', which is expressed as:
According to the definitions and proofs in [54] , we have
where JS denotes the Jensen-Shannon divergence and t is the new cluster which {x} merged to. To find thet that the objective function is optimized, we calculate the merger cost in every assignment. The assignment with minimum merger cost is chosen and {x} is merged to it. The draw-andmerge operation terminates when every drawn x is merged to its current cluster and the cluster assignment reaches a convergent status. In that case, the ORB feature descriptors are compressed and texture information is preserved as much as possible. We repeat the draw-and-merge strategy that is described above for different initializations and choose the solution that maximizes L max = I (T ; Y ) − λ −1 I (T ; X ). The draw-andmerge operation clusters similar data elements into the same group and represents them with a single cluster center. Since the cluster centers of the leaf nodes are regarded as visual words in visual vocabulary, the number of redundant words is reduced as much as possible. HsIB will find a distinctive cluster center and finally produce a stable visual vocabulary. We convert the images into co-occurrence vectors by counting the appearance frequencies of visual words in BoVW representation. The MI between two distributions measures the shared information between them; the similarity between two images is defined as the correlation degree of the two corresponding vectors. The vectors that are generated by mapping to a more discriminative vocabulary have a larger likelihood of characterizing distinctive texture information. In other words, unnecessary details are ignored in this process. This approach enables the vSLAM algorithm to recognize the features of higher importance, results in a higher recall rate with higher precision, and facilitates the detection of bidirectional loops.
C. HSIB VOCABULARY CONSTRUCTION
To construct a vocabulary that contains more discriminative and less redundant words, we propose a vocabulary construction algorithm named HsIB, which is based on the MMI mechanism. HsIB utilizes hierarchical principles to construct a visual vocabulary tree level by level. The vocabulary tree is not only used to cluster the feature descriptors in a stratified manner [7] , but also used to speed up the correspondence for geometrical verification.
The algorithm defines the vocabulary tree as k branches and d levels, we first extract all the feature descriptors of the training image set and cluster them into k sets of descriptors. Then, we perform the clustering on every set individually and acquire k branches of the previous node until a depth of d is reached. Last, we recognize all the cluster centers of leaf nodes as visual words and all the visual words form the visual vocabulary V . In the optimization of clustering process on individual nodes, HsIB utilizes draw-and-merge strategy to guarantee the objective function is optimized. Finally, the vocabulary tree is constructed level by level through hierarchically calling the clustering process and every round of clustering is optimized with draw-and-merge strategy. The clustering process terminates when the pre-defined level d is reached or no features remain to be clustered. The construction of the visual vocabulary V is described as in Algorithm 1. The input of Algorithm 1 includes the ORB feature descriptors of the training image set and the vocabulary tree parameters. Elements x i (1 i n) in X represent a set of feature descriptors from the training images, k indicates the number of clusters that form the branches of one node in the vocabulary tree and d indicates the depth of the vocabulary tree. HsIB calls the draw-and-merge strategy iteratively to optimize the objective function and returns a partition V of X for the visual vocabulary. This sequential procedure is guaranteed to converge in the sense that no additional assignment updates can further improve L max . This process guarantees that as many redundant words as possible are removed.
Let's make the construction process of a typical vocabulary tree with 10 branches and 3 levels as an example. A large set of representative feature descriptors are used in the unsupervised clustering of the feature descriptors. Upon visual feature extraction, an initial HsIB clustering process is performed on the training data. Instead of defining the final number of clusters or quantization cells, k defines the branch factor (the number of children of each node) of the tree. As a result, the training data are partitioned into 10 groups, and the draw-and-merge strategy is applied to each group of descriptors. When the partition converges, each node consists of a particular cluster center of a group of feature descriptors. The same process is iteratively applied to each group of feature descriptors, which defines quantization cells by splitting each of them into 10 new parts. The tree is determined level by level until there is no features to be clustered or the depth of 2 is reached. Each division into 10 parts depends only on the feature descriptors that belong to the parent node. According to the initialization, the constructed vocabulary tree contains 10 2 leaf nodes (100 visual words) and 3 levels (depth of 2).
D. LOOP CLOSURE DETECTION
The detection on loop closures can be achieved by investigating the similarity between two co-occurrence vectors generated according to the HsIB-constructed visual vocabulary. Loop closure detection requires a co-occurrence vector of the current image to be compared with several other co-occurrence vectors of loop candidates. The image pairs with highest similarity score is a potential loop closure. This approach is usually adequate to establish a match in traditional applications, e.g., image retrieval. However, it is insufficient in our implementation because we have consecutive frames in vSLAM application. In many cases, there are many very similar images since they are collected over a short time period. The matched vector that has the highest similarity score may not be the vector for which we are looking. Moreover, it is impossible to determine the range of the similarity score since it varies substantially depending on the query image frame and the words within it.
A similarity metric is defined in Section III-D.1 to deal with the issues described above. In addition to the error avoidance requirement, we require verification because the vSLAM system tolerates undetected loops rather than erroneously detected loops. To determine whether the detected image pair is the most accurate one, we must perform verification to determine whether they are captured from the VOLUME 7, 2019 revisited place or not. Even if all the problems are solved, the query process is time-consuming and slows down the entire loop closure detection process. To accelerate the query and facilitate the calculation on TF-IDF weight, an inverse index is maintained to store all the appeared words and the images that contain them. This index avoids unnecessary oneby-one search of the visual vocabulary V . In addition, a direct index that accelerates the matching of the feature point pairs between the current image and the loop candidate is added into the final geometrical verification procedure.
1) NORMALIZED SIMILARITY SCORE
The similarity score is related to the visual vocabulary and the image frames. Two identical image frames may have different similarity scores under different vocabularies. To reduce the impact of the two factors, we adopt a normalization method in the database query procedure. Suppose an image frame I f is acquired, it is converted to co-occurrence vector v f . The image database is searched for v f , thereby resulting in j matches and their associated similarity scores s(v f , v f j ). These scores are normalized with the best score that we expect to obtain in this sequence for the vector v f to obtain the normalized similarity score:
where s(v f , v f j ) denotes the scores for a list of matches from the image database, s(v f , v f − τ ) is the expected score of the previous image frame and v f − τ is the co-occurrence vector of the image frame from the previous time interval. According to the equation above, I f has the highest similarity with the previous adjacent frame I f − τ . As a result, we can normalize the similarity scores between two images frames by calculating the normalized similarity score η. Extremely low s(v f , v f − τ ) scores will cause very high values of η and are abandoned in the loop closure detection process. The normalized similarity score is compatible with any type of similarity measurement.
2) TEMPORAL CONSISTENCY
Suppose that the BoVW-based loop closure detection system receives an image at time τ and that the image, which is denoted as I τ , is converted to a co-occurrence vector v τ , which is stored in a set W . Simultaneously, an inverse table is maintained to keep track of the images in which each visual word w j is present. The set W and the inverse table compose the inverse index, which stores all the words that have appeared and the corresponding images that contain them. When a current image frame is converted to a vector, it is compared with all the vectors that are stored in W that have at least one word in common with it. In the worstcase scenario, the complexity of this operation is linear with respect to the number of stored vectors. In addition to avoid the recognition of adjacent frames as loops, we must prevent images that are close in time from competing when the vocabulary is queried. We set a tolerance as a margin for loop closure detection. The margin allows certain level of tolerance by recognizing several loop candidates as one loop candidate for the current image. That is, we allow one-to-many mappings when evaluating the recall performance. Suppose I f and I f represent a real loop. I f is also very likely to be similar to I f ± τ , I f ±2 τ , and so on. For a short time interval τ = 2s, 60 pairwise consistent frames are captured in the test set of CBD. The temporal value is set according to the movement speed and expected reliability of the method.
Finally, the matched vectors < v f , v f > with normalized similarity score η(v f , v f ) is checked by a threshold α. In the experiment, we take α = 0.43, which is usually acceptable for most cases. If the normalized similarity score is high enough (η(v f , v f ) 0.43), the match is very likely to be true, so the candidate is accepted and we move onto the verification step.
3) GEOMETRICAL VERIFICATION
Since the BoVW representation is unordered and contains no spatial information, two different image frames can be converted to the same co-occurrence vector and recognized as a loop. We need a geometrical verification procedure to eliminate falsely detected loops since the vSLAM system cannot accept any incorrect detection. We define an epipolar constraint on the geometrical structure that determines the unchanged location of the feature point.
A geometrical verification procedure between the candidate matching frames is applied to evaluate the loop closure. It can only be performed upon loop candidate selection. This validation procedure consists of finding via RANSAC a fundamental matrix between I f and I f that is supported by at least 12 correspondences [55] . The local feature pairs of the current image frame, along with their loop candidates, are compared in the computation of these correspondences. We reuse our HsIB-constructed vocabulary to approximate the nearest neighbors. For this reason, when adding an image to the database, we store the list of pairs of words and features in the direct index. Therefore, we look up I f in the direct index and perform the linear search only with the features that are associated with the same word to obtain correspondences between I f and I f . We could provide the data associations between the matched scenes and only the fundamental matrix is necessary for verification. The loop closure detection process is complete after geometrical verification. The whole process is summarized as in Algorithm 2.
E. COMPLEXITY ANALYSIS
The visual vocabulary is trained offline before the loop closure detection and we select a high end workstation to accelerate the process. The hardware configuration includes two Xeon E5-2620 CPU, which has a basic frequency of 2.0 Ghz with 128GB random access memory. In every draw-andmerge operation, we need to calculate the merger costs with respect to each cluster in T , the complexity of which is on the order of O(|T ||Y |). Thus, the time complexity of HsIB is Although the computational cost of increasing the size of the vocabulary in a hierarchical manner would be very high, the computational cost in the hierarchical approach is logarithmic in the number of leaf nodes. The memory usage is linear in the number of leaf nodes k d . The total number of feature descriptors that must be represented is denoted as:
Vocabulary construction is time-consuming [56] . However, this is not a main concern since the vocabulary is constructed only once and can be reused. Although the space complexity of HsIB is of exponential order, the memory requirement is acceptable in range of d, which is typically set as smaller than 4. The representations of N-dimensional descriptors of dual precision variables in the tree form require approximately Nk d bytes storage space. With our current implementation, a tree with depth of 3 and 10 branches, thereby resulting in 1.4 MB of leaf nodes, uses 200 MB of memory.
IV. EXPERIMENTS
In this section, we conduct several experiments to compare the performance of HsIB with DBoW3 algorithm, which is employed in various vSLAM systems and considered to be the state-of-the-art BoVW-based loop closure detection algorithm. We also compare HsIB with PREVIeW [57] , which represents the latest advancement of BoVW-based loop closure detection method. It contains a pipeline that combines the visual information from multiple frames to describe a physical scene as a whole. PREVIeW has a mechanism to segment the input image frames into image sequences and signal the existence of loop closure. Their results are also impressive comparing with other state-of-the-art techniques.
First, we compare the performances of HsIB with DBoW3 and PREVIeW on KITTI [12] , Bovisa [13] and EuRoC MAV [14] datasets, which are three datasets widely used in the literature of loop closure detection. Second, we evaluate the detection on bidirectional loops of the three algorithms on Malaga Parking 6L [15] dataset, which contains bidirectional loops during navigation in a parking lot. Besides, we construct a new dataset named CBD to further evaluate the detection of bidirectional loops on roads with high traffic flow. Third, we evaluate the impact of the vocabularies constructed with different datasets on the performance of the three algorithms. Finally, we investigate the performance of HsIB and DBoW3 on different vocabulary sizes by varying the branch factor in the vocabulary construction. PREVIeW is not involved in this test since the author only provides a vocabulary that contains branch factor of 10 and level of 6.
The KITTI dataset is designed for evaluation of autodriving, which is a typical implementation of vSLAM system. The Bovisa dataset contains comprehensive texture details, which is suitable for constructing discriminative visual words. The EuRoC dataset contains visual-inertial measurement collected on a micro aerial vehicle (MAV) in a machine hall building, which is ideal for evaluating the algorithm in 3D environment. The Malaga Parking 6L dataset contains bidirectional loops, i.e., two frames that are captured from inverse locations may correspond to the same place. The constructed CBD dataset in this study contains not only orientation challenges, but also dynamic factors. The attributes of the five datasets are presented in Table 1 . The dynamic and overlap degrees are considered as two vital factors related to the performance of loop closure detection in vSLAM systems. The dynamic degree is measured by the percentage of dynamic images that contain salient non-rigid objects, while the overlap degree is determined by percentage of images that contain mixed texture details. The two factors are challenging for vocabulary construction. For more specified descriptions on datasets, please refer to the experiment discussion sections.
A. PRE-PROCESSING OF THE DATASETS
The KITTI, Bovisa, EuRoC MAV and Malaga datasets provide trajectory ground truth from laser radar, GPS, and inertial measurement unit (IMU) data. Therefore, we calculate the loop closure ground truth of loop detection from the trajectory ground truth as:
VOLUME 7, 2019 where P i ∈ se(3) and P j ∈ se(3) represent the Lie algebra [3] forms of the poses of image i and image j, respectively. The functions trans(·) and rotate(·) denote the translation and rotation differences. If D i,j is sufficiently small, this image pair will be labeled as a true loop. After each image pair of the dataset has been calculated, we will use this ground truth to compute the precision-recall curve to evaluate our algorithm and DBoW3. We labeled the benchmark loops manually when creating the CBD dataset, as a result, this dataset does not need pre-processing.
B. EVALUATION METRICS
Typical vSLAM systems are evaluated in terms of precision and recall as well as their relationship via a precision-recall curve. A system selects matches based on a specified confidence measure. The correct matches are referred to as true positives (TP), the incorrect matches as false positives (FP), and matches that the system erroneously discards as false negatives (FN). Precision is defined as the proportion of the selected matches that are true positive matches, and recall is the ratio of the number of true positives to the total number of actual matches, which can be expressed as:
Besides the three indexes included in the calculation, there is another index called true negative (TN) that denotes the matches that the system correctly discards. The evaluation is performed in terms of precision-recall curves, which implies the trend of precision with recall rate increase. We obtain the precision-recall curves by scanning the maximized possibility threshold while holding all other parameters at their default values. Beside the curves, we are particularly interested in the maximum recall that can be achieved with 100% precision. Because the loop closures in vSLAM system require to be zero false positive matches since such matches may cause catastrophic failure.
C. KITTI AND BOVISA DATASETS
We conduct a set of experiments on KITTI and Bovisa datasets with two different vocabularies. The KITTI dataset contains 11 sequences from a car that was driven around tranquil residential areas at relatively high moving speed. All 11 sequences are used for vocabulary construction and the constructed vocabulary is named as ''KITTI Vocabulary''. Only sequences 00, 02, 05, 06, 07, and 09 contain loops and we conduct loop closure detection test on them. The Bovisa dataset contains 9 sequences from a multisensor robot that traveled around a campus. We select sequences Bovisa 2008-10-04, Bovisa 2008-10-06 and Bovisa 2008-10-07 for evaluations, which cover static and dynamic scenes that depict comprehensive scenarios. The Bovisa 2008-10-06 sequence includes more than 30000 images that were captured from both indoor and outdoor scenes and is ideal for use as training data from which to extract rich and discriminative visual words. The constructed vocabulary is named as ''Bovisa Vocabulary''.
The results of loop closure detection are shown in Table 2 . The first column indicates the loop closure test dataset and the later five columns show the highest recall rate at 100% precision, which are obtained by HsIB and DBoW3 with KITTI Vocabulary and the three algorithms with Bovisa Vocabulary. The results for PREVIeW with KITTI Vocabulary is unavailable since there is only a K10L6 vocabulary provided in the repository [57] . In the test on KITTI dataset, HsIB yields 100% precision on all 6 sequences and maintains the highest recall rate in KITTI00/02/06/09 with KITTI Vocabulary. It achieves the highest recall with 100% precision in KITTI05/07 with Bovisa Vocabulary. DBoW3 has better performance in KITTI00/02/06 with KITTI Vocabulary and KITTI05/07 with Bovisa Vocabulary. It does not achieve 100% precision in KITTI09. We detect the loop closure and achieve a recall rate of higher than 0.97 in this sequence. PREVIeW has favorable performance on KITTI00 and KITTI05, but it does not detect any image matches in the other four sequences. However, PREVIeW achieves a recall rate of 97.28 with 100% precision in KITTI05. The reason is that there is only one place where loop closure occurs and contains a lot of border trees with mixed texture details, which take large part of the image frames. The repeated texture feature is very difficult to appearance-based approaches. HsIB focuses on clustering discriminative features as visual words and the repeated texture details are reduced in vocabulary construction. The critical objects are characterized in BoVW representation and the loop closure detection algorithm benefits from the representations. It demonstrates that our algorithm has better characterization on images with more discriminative visual words while PREVIeW has potentials in place recognition when the executed trajectory includes long loop closing tracks.
When it comes to the Bovisa dataset, which contains a larger visual displacement and higher dynamic level. The highest recall rate at 100% precision of the two algorithms decreases simultaneously. HsIB achieves slightly higher recall rate with 100% precision in Bovisa04/06 with KITTI vocabulary. But when we switch the vocabulary to Bovisa, the recall rate improves to 42.5 since there is a larger chance in characterizing the texture features in image frames during image matches. The only exception is the performance in Bovisa07 sequence, where DBoW3 and PREVIeW achieve slightly higher recall rates with 100% precision. The result suggests that HsIB is more tolerable in dynamic scenes (e.g. moving from indoor to outdoor), while the effect of vocabulary variation in DBoW3 is less obvious. The possible reason is that some critical texture information is missed during the vocabulary construction of DBoW3 and the texture information preserved by it does not change a lot in different training image set. HsIB can preserve relevant information with the help of draw-and-merge optimization in vocabulary construction and the BoVW-based loop closure detection benefits from critical texture information in characterizing images. The sharp and rapid turning movements in Bovisa dataset causes over-segment of scenarios, PREVIeW descends to traditional BoVW-based approach and achieves similar recall rate with DBoW3. But it demonstrates its priority again in the sequence of Bovisa07, which contains long loop closing tracks.
Some may argue that a better result could be easily gained by just using a larger vocabulary, e.g., a higher k value in vocabulary construction. In order to test the performance under different vocabulary sizes, we try different branch factors in vocabulary construction with Bovisa06 while holding the depth value as 3. Fig. 3 shows the precision-recall curves for KITTI and Bovisa with different branch factors during vocabulary construction. The solid lines depict loop closure detection with HsIB and the dashed lines depict DBoW3. The red and green colors depict vocabulary tree of k = 15 and blue and black colors depict vocabulary tree of k = 10.
In the test on KITTI dataset, the experimental results suggest that HsIB maintains a longer time in 100% precision with smaller vocabulary in all sequences. DBoW3 achieves similar performance except KITTI02/05 and is more adaptable to larger vocabulary. The two algorithms achieve relatively high precision with high recall rate even in sequences of KITTI07, which is labeled as ''dynamic''. But HsIB is more robust to branch factor variation and the recall rate with a 100% precision is higher than DBoW3 with different vocabulary sizes in most cases. The main reason is that the complexity and dynamic level of KITTI are relatively low since the cameras are always facing towards the moving direction and in a comparatively low speed. The variation in texture features is not obvious and most images are able to be characterized by a few visual words.
In the test on Bovisa dataset, a larger visual displacement occurs and the dynamic level of scenes increases when comparing with KITTI. This is challenging to appearance-based loop closure detection. Fig. 3f suggests that HsIB achieves a longer duration in 100% precision with increase in recall rate, especially with smaller branch factor in Bovisa04. The performance of HsIB with vocabulary of k = 10 is slightly better than that of DBoW3 with vocabulary of k = 15. The advantage of HsIB becomes obvious in Bovisa06, which contains more loops with more complicated scene. We maintain longer time on 100% precision and detect more loops with the same size of vocabulary. Our performance is better with larger vocabulary, where the highest recall rate is 0.425 when k = 15. HsIB decreases slower in precision with increase in recall rate with vocabulary of k = 10 while the phenomenon is similar in DBoW3. But DBoW3 has zero precision when recall rate is greater than 0.8 in Bovisa06. The possible reason is a larger vocabulary has finer division of feature space compared to a smaller one, but it is more likely to have completely different co-occurrence vectors when two marginal different images are compared. The curves suggest that a larger vocabulary is not always better in loop closure detection and the vocabulary size should be determined by the performance of the specific task as well as the characteristics of the data. HsIB has superiority in larger vocabulary with more comprehensive scenarios.
D. EUROC MAV AND MALAGA 6L DATASETS
The previous two datasets were captured from outdoor static scenarios, which have stable illumination conditions and horizontal movement with one direction. But the working environment of vSLAM may also contain movements in vertical direction with reverse directions. In order to test the three algorithms in 3D environment and bidirectional loops detection, we conduct a set of experiments in recently proposed EuRoC MAV dataset and Malaga Parking 6L dataset.
The EuRoC MAV dataset contains 11 sequences captured by an MAV flying around a machines hall and two office rooms. Depending on the MAV's speed, illumination and scene texture complexity, the sequences are categorized into easy, medium and difficult groups. The working environment of loop closure detection is usually placed at large scale, so we choose three sequences from machine hall. The summary of dataset characteristics is shown in Table 3 .
The Malaga Parking dataset is captured at the parking lot of the University of Malaga, where the most frequently appeared objects are trees and vehicles. Depending on the number of loop closures, it has three sequences available. The length of the Parking 6L dataset is the longest, which accounts for 1222m. We select this dataset to evaluate our algorithm since it contains the most meaningful loop closure events and long-term operational conditions. The red line in Fig. 4 depicts the top view of the vehicle path. We can see that quite a few loop closures share the same location but different orientations. The image frames captured in the reverse direction form bidirectional loops, which are particularly interesting in testing the algorithms on vSLAM systems for auto-driving and navigation.
The results of loop closure detection are shown in Fig. 5 . The horizontal coordinate indicates the tested sequences and the vertical coordinate indicates recall rate at 100% precision. MH01, MH03, MH05 are the three most representative sequences in EuRoC dataset, which are increasingly difficult to process in terms of flight dynamics and lightening conditions. PREVIeW achieves the highest recall rate at 100% precision, which is 62.3 in sequence MH01. But the recall rate is higher with HsIB in sequences MH03 and MH05, which is 63.2 and 42.9, respectively. It is also notable that the recall rates of PREVIeW and DBoW3 are similar in MH05, which contains less loop closures. When it comes to Malaga 6L dataset, the recall rate for DBoW3 is the lowest due to the incapable of detection on bidirectional loops. The recall rate of PREVIeW is 88.53 and ours is 92.41. The possible reason is that the trajectory segmentation in PREVIeW is more suitable to sequences with long loop closing tracks and the algorithm descends to traditional BoVW-based approach with less loop closures. Due to the low-quality vocabulary, the distinctive features are ignored and the performance of the two competitors are not as good as ours. HsIB reaches the balance between compactness and discrimination in vocabulary construction, which leads to higher recall rate with high precision.
Since the result of PREVIeW is a list of image matches, which can be calculated as TP and FP detection directly. We compare the TP and FP results out of the total detection for the three algorithms. The result is shown in Table 4 . The left two columns indicate the test sequences and algorithms. The later five columns indicate TP, FP, FN, total detected loop closures and the benchmark, respectively. Because the number of TN is usually very large comparing with the other three indexes, it is not involved in the summation. The table suggests that the performance of PREVIeW is the best in sequence MH01 of EuRoC dataset, which contains the most meaningful loop closure events in long-term operational conditions. It is also notable that the performances of DBoW3 and PREVIeW in sequence MH05 is roughly the same. A possible explanation is that the length of tracks where occur loop closure is not long enough for the segmentation mechanism to take effect and the PREVIeW descends to traditional BoVW-based algorithm. HsIB performs the best in medium and difficult sequences in EuRoC dataset. We can see that both PREVIeW and HsIB are able to detect bidirectional loops in Malaga 6L according to a manual check. But HsIB generates much fewer FP detections than PREVIeW in most of the sequences, which indicates higher precision. It demonstrates again that our algorithm has superiority in larger vocabulary with comprehensive scenarios. In order to illustrate the results in a more intuitive way, we select some representations of the detected image pairs in Fig. 4 .
E. DYNAMIC DATASET
The previous four datasets were captured from tranquil scenes that have relatively low dynamic activity. However, it is not always the case for most vSLAM applications. These applications not only work on roads with heavy traffic, but also need to cope with the detection of loops that have different orientations, which we call bidirectional loops. Therefore, we create a dataset on roads with heavy traffic in a large city that has a population of ten million people. This dataset is used to further evaluate the performances of the three algorithms. The dynamic scene dataset CBD is captured by traveling through circular road in business district; the trajectory of such a trip is shown in Fig. 6 . The blue line indicates up-bound trip from start to terminus and red line indicates down-bound trip in reverse direction. There six loops in the CBD dataset are shown as bidirectional loop samples for different orientations.
The scenes in loops 1, 2, 4 and 5 are quite similar in appearance, and there are obvious illuminance and texture variations in loops 3 and 6. The bidirectional loops account for nearly 1/5 of the total loops in CBD dataset. These loops are extremely challenging for vSLAM systems, even for human beings who are not familiar with that place.
We conduct a set of tests on CBD dataset with vocabularies constructed by Bovisa dataset. We summarize the loop closure detection results in Table 5 . According to the manual check on the detected loops with labeled 1534 image pairs, DBoW3 can only recognize isolate image frames from bidirectional loops as loop closures and detect a lot of false positive results. PREVIeW is able to detect some bidirectional loops in loop location 1, 2 and 5. HsIB detects nearly all loops in loop locations 1, 2, 4 and 5, but fails with some loops in the reverse direction of loop locations 3 and 6. The possible reason is that landmark buildings are clearly observed when traveling backward, whereas the constructions occupy large parts of the images and there are no corresponding objects in current images. However, the performance of HsIB is still acceptable in these scenarios since critical objects are characterized in the BoVW representation with the preserved relevant information in visual vocabulary. Our method is robust to texture complexity and orientation variation. Although PREVIeW detects roughly the same number of TP detection in the test, it generates much more FP detection than HsIB. The results suggest that HsIB will be in higher precision under the same recall rate.
The precision-recall curves of HsIB and DBoW3 with different vocabulary sizes in CBD are shown in Fig. 7 . DBoW3 cannot achieved 100% precision with any recall rate due to the incapable detection on bidirectional loops. The performance of DBoW3 improves as the vocabulary size increases and reaches its maximal value when k = 12. In the follow on tests, the performance variation is not obvious with increase on branch factor. It is noticeable that the precision of DBoW3 declines dramatically when the recall rate is greater than 0.6. This is because the CBD dataset contains considerable number of bidirectional loops, which is difficult to detect with vocabulary constructed by traditional algorithm. As illustrated in Fig. 7a , HsIB obtains the highest recall rate of 0.52 at 100% precision when k is set to 12 during vocabulary construction. We surmise that HsIB will perform better with a large vocabulary and test the loop closure detection by varying k values. Unlike our assumptions, the performance of HsIB reduces with the expansion of vocabulary size. The curves in Fig. 7b suggest that the highest recall rate at 100% precision is around 0.4 and 0.3 when the branch factor is set to 15 and 20, respectively. The possible reason is that HsIB extracts discriminative words and constructs vocabulary of high quality. Consequently, the critical texture features are characterized in BoVW representation and the bidirectional loops are detected. But the background textures dominate the comparison when we switch to larger vocabulary. Conversely, the visual vocabulary that was constructed by the k-means algorithm in DBoW3 is strongly affected by the repeatedly emerged texture features, which result in incorrect decisions. Our algorithm has superiority in loop closure detection in dynamic scenes, especially in scenes contain bidirectional loops.
Both of the two sets of curves suggest that HsIB maintains a higher precision under the same condition and makes fewer false positive detections as the recall rate increases. Larger vocabulary may include redundant words that indicate the same texture information. When performing loop closure detection, objects that have similar textures in the input frames are converted to similar vectors in the BoVW representation. The loop closure detection tends to recognize them as loops when comparing the vectors that were generated in the previous step, which result in false positive detections. We can clearly see that besides the clustering algorithm, the number of words is also important in vocabulary construction. Meanwhile, the discrimination of visual words determines the quality of visual vocabulary, and in turn, determine the discrimination of co-occurrence vector and finally affect the performance of BoVW-based loop closure detection. The size of visual vocabulary should be set by the features of the training dataset and the requirement of loop closure detection.
V. CONCLUSIONS
In this paper, we present an algorithm for constructing a vocabulary of visual words by utilizing MMI mechanism, which is named HsIB. In the proposed algorithm, local features in video frames is fully exploited to construct visual words and detect loops. The full pipeline of HsIB starts with feature extraction and compression, and a compact yet distinctive vocabulary is constructed by hierarchically clustering the feature descriptors. The relevant information is preserved as much as possible when data compression is performed and words that describe objects with similar textures are compressed as much as possible. We also create a challenging dataset CBD, which contains dynamic moving objects and bidirectional loops, to further evaluate the performance of our method. The experimental results demonstrate that HsIB can reduce redundant words in vocabularies, restores the dominance of discriminative features in loop closure detection and reduces the number of false positive detections in loop closure detection. The precision of loop closure detection is increased by using the vocabulary that is built by HsIB under dynamic scenes, and this approach can detect loops that have reverse orientations using visual data only.
