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Abstract
Operational weather prediction systems do not currently make full use of infra-red
satellite observations that are affected by the presence of cloud. Observations that
are affected by cloud are routinely discarded during pre-processing. This is because
cloud causes large, unpredictable, and nonlinear changes in the observed radiances,
and obscures the atmosphere underneath from view. This disrupts the finely-balanced
calculations used to convert small changes in observed radiance into temperature
and humidity profiles of the atmosphere. Areas that contain cloud are likely to be
meteorologically interesting, so where information on the state of the atmosphere is
most desired, it is also in shortest supply. This thesis explores the possibility of using
the large changes over time of cloud-affected infra-red satellite observations to calculate
the vertical component of wind.
In order to explore the mathematical and practical issues of assimilating data
from cloudy radiances, a study has been performed using an idealised single column
atmospheric model developed for this purpose. The model simulates cloud development
in an atmosphere with vertical motion and the effects on simulated infra-red satellite
observations. An empirical method and a variational data assimilation system have
been developed to process sequences of observations over a six hour time with the goal
of calculating vertical velocity. These two methods combined allow vertical velocity to
be determined with an RMS error of approximately 0.8 cm s−1 in 80% of cases. The
system is capable of detecting the remaining cases where there is insufficient information
in the observations to constrain vertical velocity.
This result is the first step in the long term goal of using cloud-affected satellite
imagery more effectively in operational weather prediction systems. The ability to use
these observations in this way would improve the forecasting of severe weather events,
helping to protect lives and property from loss or damage.
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Chapter 1
Executive Summary
1.1 Introduction
Infra-red satellite-based sounders provide extremely valuable observations of the Earth’s
atmosphere, allowing temperature and humidity structure to be retrieved (Hilton et al.,
2009). The presence of cloud prevents the sounder from observing the lower part of the
atmosphere, as the cloud is opaque to infra-red radiation. It is particularly unfortunate
that the observations are reduced in areas that have cloud, as these areas are likely
to be meteorologically active and strongly affect the future weather (McNally, 2002).
Most of the work on cloudy infra-red imagery has focused on dealing with the effect of
cloud as a nuisance that interferes with the normal process of assimilating observations
(Bauer, 2007; Errico et al., 2007; Pavelin et al., 2008; McNally, 2009). Further progress
has been made to assimilate carefully filtered cloud-affected observations, with positive
results (Stengel et al., 2013).
There are currently no observations assimilated in operational weather prediction
systems that directly constrain vertical velocity in the atmosphere. Instead, vertical
velocity is updated purely as a consequence of balancing the horizontal wind convergence
as a diagnostic variable (Panofsky, 1946; Lorenc et al., 2003). Vertical motion causes
a change in cloud quantity, through adiabatic cooling/heating of the air mass. This
research investigates the premise that it should be possible to work backwards from an
observed change in cloud quantity and cloud top temperature to determine the vertical
motion.
1
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1.2 Sustainability
The importance of weather forecasting to sustainability cannot be understated. The
techniques used to forecast weather are used to generate and improve our record of
the recent climate from historical records of weather observations. An accurate recent
climate record is used to calibrate other climate records that contain information from
much further in the past, such as ice core analyses (Hanna et al., 2011). Improvements
in analysis techniques have improved this climate record significantly.
This project focusses on data that is likely to be of use in forecasting extreme
weather events (such as storms). The events of the last few years have shown that
infrastructure in the UK is especially vulnerable to damage caused by flooding and
high winds. The rail network in particular would benefit from improved forecasts in
order to predict damage, protect infrastructure by diverting floodwaters, and minimise
disruption to the rail system. This research will improve the ability of society to
answer critical questions, such as when to evacuate buildings and other areas, how to
protect buildings and equipment, whether to encourage people to work from home,
and whether to prepare hospitals to respond. Any improvement in prediction of snow
storms would have a huge impact on the economy as a whole, as it affects commuting,
freight, supermarket stock planning, and air travel.
The ability to use dynamical data from cloudy satellite imagery to determine vertical
velocity would also have a significant impact on the forecasting of day to day weather.
Accurate weather forecasts are vital for the food production sector, which has a huge
impact on society’s sustainability. This has the potential to improve the ability of
farmers to produce local food, reducing emissions due to imports, or in a more fragile
economy protect the ability of a poor society to feed itself. Ground temperature and
moisture predictions help with choosing the right time to sow seeds to maximise the
chances of germination.
1.3 Data Assimilation
Accurately forecasting the weather depends on two main tasks. The most obvious of
these is the task of taking the current atmospheric state and calculating what will
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happen in the future. This is performed by a forecast model, which is created to
model as accurately as possible the various processes in the atmosphere, as proposed
by Lewis Fry Richardson in 1922 (Richardson, 1922). The other task is determining
the current state of the atmosphere. This is performed by a data assimilation system,
which attempts to convert observation data into the regular grid of atmospheric values
suitable for use by the forecast model.
Data assimilation is used in many fields of study, and is especially useful where
the relationship between the underlying data required and the measurements obtained
is complex. Data assimilation attempts to solve three related problems. The first of
these is that the observations may be insufficient in quantity to uniquely identify the
underlying state, which is called underdeterminacy. For example, for the Met Office
UK forecast model, the atmospheric state consists of around 108 values in a 3D grid
over the country, but only 106 measurements are input into the system on each data
assimilation cycle. This underdeterminacy is mitigated by providing extra information
(called a priori constraints), such as the previous forecast, or using models to eliminate
the implausible results. The second problem that data assimilation attempts to solve is
that the function to calculate measurements from state cannot easily be inverted to
calculate state from measurements. Most of the observations taken depend on the state
of the atmosphere with very complex functions. For example a pixel on a satellite image
is affected by the atmospheric state at every point along a line between the satellite and
the ground. Thirdly, all input data (observations and previous forecast) are imperfect,
having random error added to their true values. Data assimilation searches for an
atmospheric state that is most probable given all the data which is available (Rodgers,
1976).
Variational data assimilation (or Var) attempts to find an atmospheric state for
the observations by minimising the sum of square errors between predicted and true
observations and between the atmospheric state and a prior forecast. If observations
predicted from the analysed atmospheric state match the true observations, then the
analysed atmospheric state is likely to match the true atmospheric state. This is a
least squares fit, as used in many other fields of study, but multidimensional and with
complicated nonlinear functions between the control variables and the error calculations.
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The least squares fit is justified by Bayesian probability theory—minimising the sum of
square errors is equivalent to maximising the probability that an atmospheric state is
correct (Lorenc, 1986).
A large amount of information can be calculated about the structure of the atmo-
spheric state using Var, although there are components of the atmospheric state for
which the observations provide no input, which are called null spaces. For example,
the volume underneath a cloud does not affect the radiances observed by a satellite
because the cloud blocks the radiation, so these satellite observations cannot be used
to determine the state of this part of the atmosphere*.
Current data assimilation systems do not attempt to adjust the vertical component
of wind velocity, and no satellite-based instruments are available to measure this directly.
Determining vertical velocity is important in certain circumstances, particularly in the
forecast of extreme storms developing above the Atlantic Ocean before landing in the
UK. Such a storm is usually indicated by strong upwards motion, which can be clearly
seen on satellite images as a build-up of cloud over time (Rudd et al., 2012). In fact, a
rapid build-up of cloud can only be explained by upwards motion, which reduces air
temperature and causes the condensation that is the cloud.
3D-Var is a form of Var that analyses the atmosphere as a three-dimensional system,
fixed in time, with all observations assumed to happen at the same time. This cannot
take account of a sequence of satellite images, as these happen at different times,
and useful information is conveyed by the changes over time. 4D-Var adds the time
component to the analysis, using the forecast model to account for the difference in
observations between different times, which should make it possible to use sequences of
cloud images to determine vertical motion. This has so far not been achieved, as the
functions linking vertical motion to observations are particularly nonlinear, which can
cause the data assimilation process to fail (Errico et al., 2007).
This thesis describes a study examining the mathematical and practical issues
of utilising high temporal resolution infra-red imagery from simulated geostationary
satellites to retrieve vertical velocity in an idealised atmosphere using variational
*The state of the atmosphere under the cloud layer will be updated, but only because the area
above the cloud has been observed, and the area underneath is assumed to correlate with it.
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methods. The study consists of a single-column atmospheric model, which is used both
to generate the true atmospheric states and as the forecast model in a 2D-Var data
assimilation scheme, which works on a single-dimensional physical space plus the time
dimension.
1.4 Brief description of atmospheric model
The research in this thesis is based around a computer simulation of an atmosphere
developed to investigate the capabilities of various methods to work out the state of
the simulation from the observations it produces. The simulation was a single column
atmospheric model, with 40 separate layers evenly spaced in altitude. Vertical wind
was represented with a single velocity variable, but horizontal wind was not simulated.
Each layer of the model had a value for temperature and humidity. Therefore, the
atmospheric state modelled in the simulation comprised 81 variables.
A forecast operator was developed which performed calculations on an atmospheric
state, and produced a new atmospheric state that the existing atmospheric state would
evolve into over a given period of time. This was achieved by advecting the temperature
and humidity variables in the direction of the vertical motion, and adjusting the
temperature according to the change in atmospheric pressure. Other effects, such as
rain formation, were not simulated—the condensed water remains in situ.
Cloud quantities were calculated for each layer based on relative humidity, which
was calculated from the temperature and humidity. An observation operator calculated
the radiance that a satellite instrument would receive, based on the temperature of the
layers of the atmosphere and the opacity due to the presence or lack of cloud. If cloud
was present, then it obscured the layers below. The observation was a measurement of
radiation intensity, which was a function of the temperature of the medium emitting
the radiation. Clouds were assumed to overlap maximally for nearby cloud layers, but
randomly for layers that are separated by distance.
A typical set of observations consisted of a brightness temperature measurement
every 15 minutes for a period of 6 hours. The aim of this research project was to
investigate methods for calculating the vertical velocity from this sequence of brightness
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temperature measurements. Two such methods are described—an empirical method
(section 1.5) and a variational method (section 1.6).
1.5 Empirical method
Vertical motion in the atmospheric model causes a change in observation over time,
with upwards motion causing a reduction in observation brightness temperature over
time. The total change in brightness temperature over the six hours of the observation
window is therefore correlated with the vertical velocity, and this nonlinear correlation
can be used as a predictor for vertical velocity. The skill of this predictor was found to
be low, calculating vertical velocity with an RMS error of 2.1 cm s−1 between the range
−2 to 10 cm s−1.
This technique was extended to use multiple indicator values from the observations
and the prior forecast. The vertical velocities for a set of indicators were estimated
by finding the values in a large database of previously calculated values that are most
similar, and calculating the average vertical velocity. Vertical velocity estimated with
this technique using six indicator values had an RMS error of 1.5 cm s−1.
The standard deviation was also calculated along with the average vertical velocity
of the collection of similar entries from the database. This was an indication of the
accuracy of an individual vertical velocity estimate. A proportion of the results with the
worst accuracy were discarded. The remaining entries were then more accurate (RMS
error of 1.2 cm s−1), which verified that the estimated accuracy is a useful indication of
actual accuracy.
The empirical method produces an estimate of vertical velocity with reasonable
accuracy with a small amount of computational cost—the process runs a hundred times
faster than variational data assimilation.
1.6 Variational method
As described in section 1.3, Var finds the most probable atmospheric state given the
prior forecast and the observations. This is done by finding the atmospheric state which
minimises the value of a cost function. The minimum was found using the conjugate
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gradients minimisation algorithm, which uses the gradient of the cost function found
using computational differentiation. The minimisation was started from a first guess
of the atmospheric state, which was formed from the prior forecast with the vertical
velocity set to the result of the empirical method. Several values from the results
of minimisation were used, which were the vertical velocity, the value of the cost
function, and the estimated standard deviation of the error in the vertical velocity. The
estimated standard deviation was calculated by inverting the second derivative of the
cost function.
1.6.1 Minimising the cost function
Minimisation was performed on a large collection of cost functions, created by taking
13495 realistic atmospheric profiles and using each one with 31 different vertical velocity
values. The prior forecast was simulated by adding correlated Gaussian error to the
true atmospheric profile, and the observations were generated with Gaussian error
added.
The minimised cost had a mean of 25, although a small number of minimisations
had a minimised cost much greater than this. A high minimised cost is an indication
of minimisation failure. 0.9% of the minimisations had a minimised cost above 60, and
were discarded.
The condition number of the second derivative of the cost function is an indication
of how difficult the cost function is to minimise. When the condition number is high, the
minimum of the cost function has an elongated narrow shape. Minimisation algorithms
are slower to converge on the minimum in this case, because the gradient is no longer
the direction towards the minimum. The condition number of the cost function in this
experiment varied between 104 and 1010, and was reduced using preconditioning to
between 10 and 107. High condition number was associated with a large change in
observation brightness temperature during the observation window.
The estimated standard deviation of the error in vertical velocity had a bimodal
distribution, where the majority of minimisations had an estimated standard deviation
below 1 cm s−1 with a cluster at 10 cm s−1, which is the accuracy provided by the prior
forecast. The estimated standard deviation was a reasonably realistic indication of the
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accuracy of the vertical velocity, under-estimating the RMS error in vertical velocity by
approximately 30%. The minimisations with a high estimated standard deviation were
those where the observations did not provide any useful information on vertical velocity,
so the data assimilation scheme reverted back to the vertical velocity value provided
by the prior forecast. Estimated standard deviation was inversely correlated with the
condition number. 21% of the minimisations had an estimated standard deviation
above 1 cm s−1, and were discarded.
The proportion of results that were discarded varied with the true vertical velocity.
When the vertical velocity was zero or downwards, the observations often contained only
clear-sky radiances with no cloud. There was no signal for the data assimilation system
to use to determine vertical velocity, and the discard rate was high (approximately
70%). When vertical velocity was upwards, the discard rate was low (approximately
6%). The RMS error of vertical velocity also depended on the true vertical velocity.
When motion was upwards, the RMS error was approximately 0.8 cm s−1, but when
motion was downwards the RMS error increased with faster motion.
The error in retrieved vertical velocity was a non-Gaussian distribution, with a
central peak and extreme outliers. The RMS error of all the minimisation results
was 3.7 cm s−1. This dropped to 0.929 cm s−1 after discarding 22% of the results, as
discarding removes most of the inaccurate retrievals.
Three further improvements in the filtering of results were developed. The first
of these was to add a third filter—retrievals were discarded if the value produced by
the variational method was more than 4 cm s−1 different to the value produced by the
empirical method. The second was to add values from the empirical method back
where the value from the variational method was discarded. Values were added if the
estimated standard deviation of the value from the empirical method was less than
1.35 cm s−1. The third improvement was to optimise the four thresholds for the best
RMS error to retain a chosen proportion of the results. To retain 80% of the results,
an RMS error of 0.795 cm s−1 was achieved.
An improvement in the realism of the estimated standard deviation of the vertical
velocity from the variational method would improve the filtering and reduce the RMS
error significantly.
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Minimising the cost function also improved the accuracy of the temperature and
humidity profile. On average, the error in temperature and humidity in the middle of
the atmosphere were reduced by 9%, while the error in temperature near the ground
was reduced by 15%. The errors in temperature and humidity in the prior forecast were
uncorrelated, but after minimisation were correlated. As a result, the error in relative
humidity in the atmosphere was reduced by 18% in the middle of the atmosphere.
1.6.2 Improved minimisation methods
Several techniques were investigated to improve the results of the variational method.
Experiments indicated that the nonlinearity in the observation operator was the main
cause of the difficulty of minimising the cost function reliably, as the minimisation
results improved significantly when this nonlinearity was reduced. In reality there was
little scope for reducing the nonlinearity, as the observation operator must closely match
real physical processes—making the observation operator more linear while keeping the
true observations static degraded the minimisation results.
To similarly investigate the effects of nonlinearity in the forecast operator, the
minimisation algorithm was run in stages with progressively longer observation windows,
as in Pires et al. (1996). No significant improvement in minimisation was observed.
Fixing the vertical velocity in the first guess to 4 cm s−1 was tested, which produced
similar results to using the value from the empirical method, but introduced bias in
the resulting vertical velocity. Improved preconditioning was tested, which improved
the minimised cost but did not significantly improve the vertical velocity results.
Lastly, an experiment was performed with each minimisation performed eight
times, with eight randomly-generated first guesses. The lowest-cost result was then
selected, as this was assumed to be the most accurate minimisation. The experiment
demonstrated that the cost function contains multiple minima. Minimising several times
increases the chances of discovering the global minimum, which is the most probable
atmospheric state. This technique improves the accuracy of the retrieved vertical
velocity significantly, improving the RMS error from 0.795 cm s−1 to 0.762 cm s−1, but
at the cost of eight times as much computational resources consumed.
Version with corrections 9 Matthew Wakeling
Thesis CHAPTER 1. EXECUTIVE SUMMARY
1.6.3 Summary of variational method
The standard formulation of Var produced a valid estimate of vertical velocity ap-
proximately 80% of the time. Var may fail to produce a valid measurement due to
problems with conditioning or nonlinearity, but also due to a lack of useful information
in the observations. Invalid estimates differed from the true vertical velocity by tens of
centimetres per second, so the RMS error of vertical velocity including all results was
11.1 cm s−1. A filtering system to determine which estimates were valid was essential.
Discarding estimates with minimised cost or expected standard deviation above set
thresholds reduced the RMS error to 1.16 cm s−1, discarding 20% of the retrievals.
Using the result of the empirical method improves the results in three ways: by
improving the first guess; by improving the filtering of the results; and by providing a
substitute value for when the result of Var was discarded. Using these techniques, the
RMS error was further reduced to 0.795 cm s−1, for 80% of the values.
Minimising from multiple first guesses improved the RMS error further, but at the
cost of greater computing resources.
1.7 Sensitivity of data assimilation to varying parameters
Reducing the magnitude of error in the first guess by using the vertical velocity value
from the empirical method improves the success rate of the minimisation method of
Var. Another set of experiments analysed this further by varying the magnitude of
error in the first guess, prior forecast, and observations.
Increasing the error in any part of the first guess increased the proportion of
minimisations that fail. An increase of more than a factor of 1.5 significantly degraded
the retrievals.
Varying the magnitude of error in the prior forecast and observations without
changing the way the error is modelled in Var altered the magnitude of error in the
retrieved vertical velocity. An increase in input error universally caused an increase
in retrieved vertical velocity error and minimised cost, as expected. The output error
was most sensitive to error in the temperature profile of the prior forecast, and least
sensitive to error in the observations and the vertical velocity in the prior forecast.
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Varying the way that error in the prior forecast and observations is modelled along
with matching actual magnitude of error caused some unexpected effects. When the
accuracy of the observations was improved, the nonlinearity in the cost function became
more pronounced, causing an increase in minimisation failure and RMS error.
Var assumes that the observations and prior forecast are unbiased. When bias
was introduced into this data, a bias appeared on the retrieved vertical velocity, with
bias in the temperature profile of the prior forecast having the greatest effect. Bias in
the vertical velocity from the prior forecast had little effect on the retrieved vertical
velocity.
The length of the observation window (by default 25 observations over 6 hours)
affects the accuracy of vertical velocity that Var produces. Reducing the frequency
of observations to 2 observations over 6 hours degraded the accuracy of retrieval
by a small amount from 0.749 cm s−1 to 1.05 cm s−1, comparable to the skill of the
empirical method which also uses few observations. More frequent observations did
not significantly improve the accuracy further. Changing the length of the observation
window has a significant effect on the accuracy. Reducing the observation window to
15 minutes increases the RMS error to approximately 7 cm s−1, and increasing it to 250
hours reduces the RMS error to approximately 0.2 cm s−1. This improvement is possible
because the atmospheric model is not a chaotic system. Using a long observation
window for a chaotic system such as a full weather prediction model is problematic
because large changes in observation at the end of the observation window are caused
by small changes in atmospheric state at the beginning.
1.8 Conclusion
In this study, an idealised atmospheric simulation was used to investigate the feasibility
of retrieving vertical motion from sequences of satellite data, in the context of a strongly
nonlinear observation operator modelling cloud formation. The results demonstrated
that an empirical method was capable of determining vertical velocity with an RMS
error of 1.5 cm s−1 over a measurement range of −2 to 10 cm s−1. The method had a
low computational cost.
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The variational method was capable of greater accuracy (RMS error approximately
0.8 cm s−1) without limiting the range of resulting values. This method was capable of
detecting cases where the observations are insufficient to enable the vertical velocity to
be determined accurately. The use of the result of the empirical method in the first
guess was important in reducing the rate of minimisation failure from 4.9% to 0.9%.
In current operational weather prediction, the presence of cloud both reduces the
quantity of data available from infrared satellite observation systems, due to its opacity,
and increases the importance of new data, due to the likelihood of the area being
meteorologically active. The wind field under the cloud layer of a developing storm
changes rapidly and in these areas error growth rates in weather prediction models tend
to be large. In combination with the lack of observations from satellites, this allows the
departure between the true atmosphere and the model atmospheric state to become
large. Usually, vertical motion is inferred from horizontal motion, but if measurements
of vertical motion are available then they could be used to improve the representation
of horizontal motion underneath the cloud layer.
This research is a fundamental step towards the goal of utilising high temporal
resolution infrared imagery from geostationary satellites to retrieve vertical motion
using variational methods. The results indicate that the difficulties associated with a
strongly nonlinear observation operator can be overcome to allow the minimisation of
a cost function to be completed successfully. It is beyond the scope of this project to
investigate the behaviour in three dimensions, where the horizontal drift of clouds must
also be taken into account.
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Introduction
Weather prediction depends on the collection of large quantities of data on the state of
the atmosphere, in order to allow the current state of the atmosphere to be estimated,
and the future state of the atmosphere to be predicted. This data is collected in many
forms of observations, which include ground and ship based weather stations, aircraft,
weather balloons, and satellite measurements (Met Office, 2011). All these observations
improve the representation of the current state of the atmosphere in a computer
model, using a technique called data assimilation, which is the focus of this thesis.
Different observations constrain the state of the atmosphere in different ways. For
instance, the surface-based weather stations record several atmospheric variables such
as temperature, humidity, wind speed, and rainfall. However, atmospheric conditions
near the surface are usually very different from the conditions in the higher parts of
the atmosphere. Aircraft provide measurements along parts of the atmosphere that
are frequently travelled, but leave a large part of the atmosphere unsampled. Weather
balloons (radiosondes) are released at hundreds of locations around the world on a daily
or twice daily basis, and provide very accurate soundings through the atmosphere as
they rise. For large parts of the atmosphere, the only observations available are taken
by satellite instruments, of which there are several types.
13
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2.1 Satellite observations
Satellite instruments measure the radiation emitted from the atmosphere towards space,
which is affected by several variables of the atmosphere, including temperature and
humidity. Polar orbiting satellites such as MetOp operated by EUMETSAT sample
the radiation emitted from the atmosphere on a track that covers the whole globe.
The MetOp satellites orbit at an altitude of 817 km in a sun-synchronous orbit, where
they pass over the equator at 9:30 am local time on every orbit (ESA, 2012). These
satellites carry the IASI instrument, which uses a spectrometer to measure the intensity
of radiation emitted upwards in 8461 different wavelengths from 3.7 to 15.5𝜇m. This
level of detail is useful, because there are spectral absorption/emission lines of various
gases (such as water vapour and carbon dioxide) in the atmosphere in this range
(Houghton, 1986). Many of the instrument channels observe wavelengths on the edge
of an absorption band, which makes the atmosphere opaque to a greater or lesser
degree for the different channels. This means that the different channels each observe a
different depth into the atmosphere, and the amount of radiation emitted is a function
of the temperature of the atmosphere at that depth. From this, the temperature and
humidity profiles through the atmosphere can be calculated, which adds a huge amount
of information to the atmospheric state (Hilton et al., 2009). In addition to infra-red
radiation, microwave radiation is also observed by instruments such as AMSU with
similar effect (Aumann et al., 2003). Infra-red satellite observations provide atmospheric
information with much greater detail than microwave observations.
While microwave radiation passes through clouds, infra-red radiation does not.
Clouds change the depth to which each infra-red channel penetrates the atmosphere in
an unpredictable way, and obscure the atmosphere underneath (Bauer, 2007; Errico
et al., 2007). Instead of multiple channels observing a slightly different depth into the
atmosphere, most of the radiation in many of the infra-red channels will originate at the
top of the cloud, which reduces the amount of information that the multiple channels
convey. Until recently, all infra-red observations in areas with cloud were discarded,
which was unfortunate since areas with cloud are likely to meteorologically active
and strongly affect the future weather (McNally, 2002). Further developments have
allowed additional data to be used. At the Met Office, the altitude and cloud fraction
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of the cloud top is calculated for each observation, and then the clouds’ effect on each
channel is estimated. Channels with no more than 10% of the radiation estimated to
originate from the cloud are used (in other words, channels that sample the atmosphere
mainly above the cloud), which improves the accuracy of the atmospheric analysis
above the cloud layers (Pavelin et al., 2008). At the European Centre for Medium-
range Weather Forecasting (ECMWF), variables for the height and fraction of clouds
are pre-calculated for each observation. These variables are then included as control
variables in 4D-Var allowing them to be calculated at the same time as the temperature
and humidity profiles from the observations. Observations are assimilated only if they
are either completely unaffected by cloud or if the observed area is completely overcast
(McNally, 2009). Even with these refinements, the amount of information available
from these satellite observations is reduced when clouds are present, especially in the
area underneath the cloud.
The presence of cloud itself conveys information—that the atmosphere has a high
relative humidity. Absence of cloud indicates a low relative humidity, with a sharp
transition between clear air and cloud. A change in the quantity of cloud over time
indicates that there must be a change in the atmospheric state over time. A rapid
change in the quantity of cloud is usually caused by vertical motion in the atmosphere.
Upwards motion moves air from a region of high atmospheric pressure to a region with
lower atmospheric pressure, which causes that air to cool while expanding. Cooler air
cannot hold as much water vapour as warm air, so its relative humidity rises, possibly
high enough to cause the creation of clouds. Conversely, downwards motion increases
the pressure of a parcel of air, heating it and reducing the relative humidity, causing
clouds to disappear.
In order to observe the presence of clouds, satellite observations using an infra-red
wavelength that passes through clear air is chosen. This is called a window channel,
as it allows observations to be made of the earth’s surface through the atmosphere.
Infra-red radiation with a wavelength between 8 and 14𝜇m mostly passes through
the atmosphere with minimal attenuation in clear air. The SEVIRI instruments on
the Meteosat Second Generation satellites provide images of the earth in three useful
window channels, ranging from 8.7 to 12.0𝜇m (EUMETSAT, 2004). These satellites
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are geostationary, allowing the images to be taken every 15 minutes (which is not
possible with polar orbiting satellites). All opaque materials emit infra-red radiation
according to their temperature. Clouds are almost completely black in the infra-red,
so the radiation emitted is governed by Planck’s law (Planck, 1900). Since the only
opaque objects in the satellite view in these channels are the ground and the cloud top,
the satellite observations are effectively a measure of the temperature of the uppermost
of these.
The direct assimilation of cloud-affected satellite infrared radiances is discussed by
McNally (2009). When the atmosphere is completely overcast, the window channel
provides a good observation of the temperature of the part of the atmosphere that
contains the top of the cloud. This can be used as a very localised and accurate
temperature observation, assuming that the altitude of the top of the cloud can be
accurately determined. This altitude can be obtained using other infra-red channels
available from satellites, but only in some conditions (for example only over ocean, and
with a cloud top above 900 hPa).
It has been suggested that the progression over time of these observations which are
related to vertical motion provides valuable information that can be used to calculate
the vertical motion in the atmosphere (Rudd et al., 2012). Hansen and Thomson (1965)
noted that the presence of clouds lags behind the presence of upwards motion (calculated
from the convergence/divergence of the horizontal wind). However, the relationship
between the observations and the vertical velocity is sufficiently nonlinear to potentially
cause difficulties for operational weather prediction systems. Operational systems do
not adjust vertical velocity in response to observations. Instead, vertical velocity is
updated as a diagnostic variable as a consequence of balancing the horizontal wind
convergence (Panofsky, 1946; Lorenc et al., 2003). Muschinski et al. (1999) describes a
trial of an upward-pointing Doppler radar that was capable of measuring large-scale
vertical velocity with an accuracy of about 1 cm s−1. However it is unlikely that there
will be an extensive network of these instruments in the foreseeable future.
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2.2 Thesis objectives
This thesis examines the mathematical and practical issues of making use of the satellite
observations to estimate vertical velocity in the atmosphere. An atmospheric model and
a data assimilation scheme were developed for this purpose. The atmospheric model
was a simulation of a one-dimensional column of air with similar characteristics to an
operational atmospheric model. The model was simplified compared to an operational
model, removing all complicating factors except those required for an investigation into
issues of nonlinearity and retrieving vertical velocity. This makes it easier to isolate
the effects of nonlinearity for study. A small atmospheric model was used to allow a
large number of data assimilation runs to be performed, giving greater insight into
the characteristics of retrieval error. The true state of the atmosphere is computer-
generated, which allows the results of data assimilation to be directly compared with
the truth, which would not be possible in an operational setting.
Table 2.1 shows the objectives of this thesis. Achieving these objectives constitutes
a contribution to knowledge, as retrieving vertical motion from a sequence of cloud-
affected infra-red satellite images has not been previously achieved.
The ability to determine the vertical velocity of the atmosphere at the level of clouds
in an operational setting would prove to be valuable in improving the forecasting of
severe weather events. As previously mentioned, the quantity of data from observations
is reduced in locations that contain a large amount of cloud, as the satellites cannot
Table 2.1: Objectives of this thesis
1. Improve understanding of the mathematical and practical issues of assimilating
vertical motion using sequences of satellite imagery.
2. Design and implement an atmospheric model and data assimilation scheme.
3. Analyse the characteristics (for example accuracy, bias, reliability, operational
limits, and computational cost) of the results of data assimilation.
4. Determine whether there are any fundamental impediments to assimilating vertical
velocity.
5. Investigate measures to improve accuracy and reliability of the assimilation of
data in this project.
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see through the clouds to observe the processes occurring underneath them. Although
vertical velocity is normally calculated from horizontal wind, a measurement of vertical
velocity can instead be used to improve the accuracy of the horizontal wind underneath
the cloud layer. This has the potential to significantly improve the representation in
the forecast models of the future development and track of storms, allowing them to be
predicted more accurately and further in advance.
Modern operational weather prediction systems are good at forecasting the state of
the middle of the atmosphere in terms of temperature, pressure, humidity, and wind. In
contrast, most uses of weather prediction are limited to a forecast of the conditions on
the surface. The presence of cloud greatly affects these conditions in a way that is hard
for weather forecasting systems to predict. For example, the surface temperature is
strongly affected by cloud—during the day the lack of cloud allows the sun to heat the
land surface and the air immediately above it, while cloud prevents this from happening
causing a perceived cold day, all else being equal. Similarly, clear skies at night can
cause a rapid drop in temperature near the ground while a cloud layer keeps the heat in.
The presence of upwards motion and cloud are also linked to the presence of rain. An
improvement in the forecast of clouds and vertical motion would lead to a significant
improvement in the weather forecasts that are used by many people, improving the
public perception of weather forecasting.
2.3 Sustainability
The relevance of this research to sustainability lies in the improvement in the ability
to make remote measurements in challenging situations. Sustainability is linked with
sustainable development, which is “development that meets the needs of the present
without compromising the ability of future generations to meet their own needs”
(Brundtland, 1987). Sustainability is a broad concept that covers environmental, social,
and economic/technical issues (United Nations General Assembly, 2005; Clift, 2007),
each of which are important for society’s future prospects.
• The limit of the ability of the environment to provide the resources that society
requires without damaging its ability to continue providing sufficient resources
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must be respected.
• Social equality must be achieved in order for the needs of people in the present
to be met—extreme poverty must be eradicated for this to be the case.
• Economics and technology can be used as a tool to work towards this goal,
although they often enable greater resource usage.
The outcomes of this research project are relevant to all three areas of sustainability.
This research project investigates improvements in the assimilation of data from
satellites for the purposes of weather prediction. Weather forecasting has advanced over
the last 40 years by an extra day of forecasting skill per decade, so a four day forecast
now is as good as a one day forecast 30 years ago (Met Office, 2012a). This has been
due to improvements in both the collection of observations and the processing of those
observations with improved data assimilation techniques and models. An improvement
in data assimilation that arises from the research in this thesis will result in more
accurate weather forecasts, particularly of severe storms, allowing improved preparation
by emergency services and preventing environmental and property damage, and loss of
life. For example, the forecast of the track of Hurricane Sandy was remarkably accurate
up to five days before it landed on the coast of the USA, allowing significant preparation
to be undertaken, including evacuation, readying of shelters, public communication,
and emergency service mobilisation. It is likely that many more people would have lost
their lives if the hurricane had been poorly forecast.
People undertake many activities that are dangerous during severe storms, such
as mountain walking and other outdoor sports, flying, sailing, and commercial boat
use. Timely warnings of such events helps save lives, not only by informing people and
allowing them to avoid danger, but also by priming the emergency services to respond.
Accurate weather forecasts are vital for the food production sector, which has a
huge impact on society’s sustainability. This can be by improving the ability of farmers
to produce local food, reducing emissions due to imports, or in a more fragile economy
protecting the ability of a poor society to feed itself. Ground temperature and moisture
predictions help with choosing the right time to sow seeds to maximise the chances
of germination. Weather forecasts are particularly important at harvest time, where
a grain farmer (for example) will attempt to harvest during a dry spell to obtain dry
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grain that is suitable for storage and sale. The alternative is to harvest the product
wet, and dry it out using an energy-intensive process (BBC News, 2008). On the other
hand, when a severe storm is forecast that could destroy a grain crop by beating it to
the ground, it may be appropriate to harvest the crop early even if it is less dry than
ideal.
The events of the last few years have shown that infrastructure in the UK is
vulnerable to damage caused by flooding and other extreme weather, of the type that
this research aims to improve the prediction for. The rail network in particular would
benefit from improved forecasts in order to predict damage, protect infrastructure by
diverting floodwaters, and minimise disruption to the rail system. The outcome of this
research, and of other improvements in data assimilation will improve the ability of
society to answer critical questions, such as when to evacuate areas such as the bottom
floor of a building, how to protect buildings and equipment, and whether to encourage
people to work from home. Any improvement in prediction of snow storms would have
a huge impact on the economy as a whole, as it affects commuting, freight, supermarket
stock planning, and air travel.
Improvements in the accuracy of vertical motion would also improve the predictabil-
ity of surface temperature and rainfall. Public weather forecasts are used in many
different situations where an accurate forecast has the potential to improve efficiency.
For example, smart heating systems in buildings can use real time temperature predic-
tions to optimise their energy use. Commuters can make use of forecasts—if someone is
able to trust a prediction of a good weather day, they are more likely to walk or cycle
to work instead of driving.
2.4 Climate change
Extensive examination of all relevant information shows that the world’s temperature
is rising in an unprecedented manner. The global average temperature for the year
range 2003–2012 was approximately 0.78K higher than years 1850–1900 (IPCC, 2013).
The amount of snow and ice has been reduced, sea levels have risen, and concentrations
of greenhouse gases have increased. Warmer air is capable of carrying more humidity,
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so this warming leads to increased frequency of severe storms and an increase in the
risk of flooding.
An increase in the global average temperature does not imply that all areas of the
world experience warmer temperatures and increased precipitation. Climate modelling
and observations have shown that more extreme weather is becoming more common,
including both floods and droughts. For example, the areas that already have a low
rainfall quantities (for instance in Africa) are predicted to have further decreasing
rainfall, leading to drought and famine. Other areas of the world such as the UK are
seeing an increased frequency and strength of severe storms. This research targets the
forecasting of these extreme weather events which are likely to become more frequent
in the future.
A more accurate data assimilation technique can be applied to past records of
observations in a weather data reanalysis to produce data on past weather for climato-
logical studies (Dee et al., 2011). For example, the ERA-20C reanalysis is a data set
covering the years 1900–2010 produced using modern data assimilation techniques, but
restricting the observations to just surface pressure and marine surface winds (Stickler
et al., 2014). This restriction is used as these are the observations that are available and
consistent over the entire analysis period, allowing an unbiased snapshot of the change
in climate over that time. This improved data set helps researchers and policy-makers
make decisions on future action to tackle and prepare for climate change.
2.4.1 Climate change adaptation
The more extreme nature of future weather makes accurate weather forecasting more
valuable to society. With increased human population, our vulnerability to severe
weather events is increased. The importance of predicting flooding is greater when
houses are built in increasing density, and when food crops are relied upon for food
security.
The planning of new housing is an important issue in the UK. New houses must be
located and designed in such a way as to reduce the impact on the environment, but
also to reduce the impact of the environment on them. In particular, a more accurate
prediction of future climate will inform the construction sector in designing buildings
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that are suitable for the long term, and planning defences against climate change such
as coastal and river flood defences.
The health care sector also requires climate predictions in order to facilitate planning
for the future and combat emerging threats to human health, like the reintroduction
and spread of diseases common in hotter countries such as malaria (Kuhn et al., 2003),
and temperature-related illnesses in vulnerable people (Met Office, 2010b).
2.4.2 Climate change mitigation
The Met Office provides services to the building sector, providing advice on the prevailing
weather conditions and probabilities of severe weather events, in order to enable the
planning of buildings that are appropriate. Short range forecasts also assist in the
reduction of waste during construction, as certain activities are weather-dependent, such
as operating cranes, pouring concrete, and laying bricks (Met Office, 2014). Climate
predictions are vital in the planning of renewable energy facilities, for example ensuring
that long-term wind levels are suitable for wind turbines for the lifetime of the equipment
(Met Office, 2010c).
An improvement in satellite data assimilation in particular will particularly benefit
people in developing countries, as those countries have fewer surface-based weather
observation systems, and the accuracy of weather forecasts in those regions depends
heavily on satellite observations (Met Office, 2012b). An improved forecast of flooding
or drought in these areas has the potential to save lives and minimise displacement and
social upheaval.
Data assimilation is used in several fields of study other than weather forecasting,
such as atmospheric pollution monitoring. Some of these applications are limited
by problems associated with nonlinearity in the cost function, in the same way as
the observations in this research. An improvement in the handling of nonlinearity in
the retrieval of vertical velocity from satellite observations will also help these other
applications. This will allow more effective monitoring, helping to prevent environmental
damage.
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Data Assimilation
This chapter describes the key components of variational data assimilation, which is the
process used in weather centres to calculate the current state of the atmosphere from
the set of weather observations that are available. Later chapters cover the specifics of
how data assimilation is implemented in this particular project, and the innovations
from the traditional techniques that were required.
3.1 Basic weather prediction
Weather prediction is a topic that has seen incredible advances in its lifetime. Beginning
with simple pattern recognition rules thousands of years ago (such as a red sunset fore-
telling good weather), major advances have been the barometer (to measure air pressure
which correlates with weather conditions in the near future) and the telegraph (which
allows observations to be brought together where they can contribute to a big picture).
In 1922, Lewis Fry Richardson proposed (Richardson, 1922) a method of numerical
weather prediction using mathematical equations for the physical characteristics of air
on a grid system over the world, where grid columns were separated by about 200 km
and had five separate altitude levels. His attempt to perform a retrospective forecast for
two single columns on the grid for a single day took six weeks of manual calculations,
and produced quite incorrect results, but were an amazing feat. Subsequent analysis
has determined that if Richardson had used a simple smoothing filter on the input
data, the forecast would have been remarkably accurate (Lynch, 2006). Richardson
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described the emergence of the first computers (such as ENIAC in America) as “an
enormous scientific advance,” since it took ENIAC only 24 hours to calculate a forecast
24 hours in the future (Lynch, 2008).
The invention of the electronic computer transformed the nature of weather pre-
diction, allowing huge amounts of data to be processed in order to produce a weather
prediction. Computing power has approximately doubled every 18 months, with the
result that the Met Office now runs weather prediction models on a 25 km grid globally
and a 1.5 km grid locally over the UK, with each grid column containing 70 separate
altitude levels (Met Office, 2010a). This improvement in computing power, coupled
with ongoing research, has resulted in a significant improvement in weather prediction
accuracy, so that today’s four-day forecast is about as accurate as the one-day forecast
was 20 years ago (Met Office, 2012a).
3.1.1 Producing a forecast
Richardson’s method was to obtain a snapshot view of the air pressure, wind direction,
humidity, and temperature on each of the points of his grid, and then use mathematical
equations representing physical processes to move forward in time. This is essentially
what a forecast model is today. Richardson described and quantified in equations a huge
number of physical processes that govern the progress of the state of the atmosphere.
It is theoretically possible to predict absolutely the state of a closed system given the
state of the system at one time (ignoring randomness introduced by quantum physics).
However, practically it is not possible to either have sufficient knowledge of the state of
the system, or the exact rules that govern it. These two problems are quite separate,
but advances in either will improve a prediction. A large part of the problem of weather
prediction is in determining the state of the atmosphere, as it is not possible to have
a sensor at each of the grid points in the model, and besides the atmosphere is a
continuous entity, only represented approximately by a grid.
Once a satisfactory estimate of the state of the atmosphere is obtained, it can be
run forwards in time using the forecast model. However, there are many examples
in weather where a small difference in state can be amplified to cause a very great
difference in weather. Consider rolling a ball along the top of the length of a horizontal
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cylinder. A very small change in the initial state (a millimetre move to one side, for
example) can result in the ball rolling in a completely different direction. For this
reason, weather can only be forecast a certain time into the future — beyond that,
neither the initial state nor the forecast model are accurate enough to give reliable
results.
3.1.2 Challenges in the Numerical Method — Underdeterminacy
The increase in detail afforded by modern computing definitely produces a better
forecast. A weather prediction model can only represent weather features that are
bigger than the grid separation, or rather the Nyquist frequency of the grid. For
example, the 2004 Boscastle floods were caused by a very localised downpour, such
that four rain gauges each within nine miles of Boscastle recorded less than 3 mm of
rain (Forrabury and Minster Parish Council, 2005), while Otterham (four miles from
Boscastle) recorded 200 mm in 24 hours (Met Office, 2010b). Such an event was not
predictable using the computer model, which at the time had a grid separation of 12 km
(and therefore a Nyquist frequency of one cycle per 24 km).
However, a more detailed forecast model will also require more detailed observations
to inform it, and the information available needs to be of a comparable amount of
detail to the amount of information the model is intending to predict. The 1.5km local
UK model has a grid size of 744×928×70, with each point describing several different
values such as wind direction, temperature, pressure, and humidity, giving a total
number of variables in the model around 108. However, observations are much more
limited in number. The traditional weather stations’ observations obviously provide
a much lower number of values, about 103. A much greater number of observations
are made by satellite imagery, on the order of 106, but it is clear on the face of it that
trying to determine the state of the atmosphere at each point on the grid directly is not
possible (Lorenc, 1986). The problem is described as “ill-posed” or “under-determined,”
and extra information is necessary in order to find a single solution. Without extra
information, many possible valid solutions exist.
It is possible to make use of atmospheric physics to determine a set of atmospheric
states that are considered “likely.” We know that it is unlikely for a bank of hot air to
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be sitting underneath a bank of cold air — the hot air would rise due to buoyancy if the
temperature difference is greater than the adiabatic lapse rate. Such an atmospheric
state is considered unstable, and will not last. This knowledge of likely atmospheric
states is called “a priori constraints,” as they are known before the observations
are made. This extra information allows the possible states of the atmosphere to
be narrowed down, until hopefully the quantity of information from observations is
sufficient to produce an estimate of the state of the atmosphere. It is possible to
reconstruct a remarkable amount of detail given a limited amount of input, using
knowledge of the physics of atmospheres, for instance deducing humidity patterns from
wind data, however it is not generally possible to deduce small-scale weather features
without observations on a similar small scale (Lorenc, 1986).
3.1.3 The forecast operator
The forecast operator 𝑀𝑚→𝑛 takes an atmospheric state x at time 𝑚 and transforms
it forwards in time to produce a prediction of a future atmospheric state x𝑛 at time 𝑛:
x𝑛 =𝑀𝑚→𝑛(x𝑚) (3.1)
where x is a vector containing the state of the atmosphere, containing various values of
atmospheric characteristics across a grid over the forecast area.
The forecast operator can be repeatedly applied to an atmospheric state, to produce
predictions further and further in the future, although error in the original state, the
realism of the forecast operator, and chaotic processes in the real atmosphere mean that
error is greater the further in the future the prediction is made. This is why forecasts
beyond a few days are difficult to get right. While all sources of forecast error are
subjects of considerable research, this thesis is applied specifically to determining the
initial conditions of the atmosphere.
3.1.4 Inverting the observation operator
Another function that can be worked out from physical processes is the observation
operator 𝐻. This operator takes the atmospheric state as an input, and produces the
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set of observations that would be expected from that state. Observations operators have
been developed for every kind of observation that can be used in weather prediction.
For example, much effort has been invested into developing radiative transfer models to
predict the radiation emitted from the top of a particular atmosphere. The LBLRTM
(Line By Line Radiative Transfer Model) system (Clough et al., 2005) is a radiative
transfer model that simulates the individual absorption and emission spectral lines of
the gases in the atmosphere, which consumes a considerable amount of computing time.
The RTTOV (Radiative Transfer for TOVS) model (NWP SAF, 2010; Eyre, 1991)
calculates the radiance emitted from the atmosphere for a specific set of satellite sensor
channels using a performance-optimised algorithm, taking atmospheric temperature,
humidity, and some trace gases into account.
The observation operator is useful not only to translate the forecast produced by
the forecast operator into a prediction of observations, but also to check the current
best guess of the atmospheric state (the “analysis”) against the real observations.
Running the observation operator on a correct analysis would be expected to produce
observations that match the real observations being made. This is shown in the following
equation:
𝑦1, 𝑦2 . . . 𝑦𝑛 = 𝐻(x) (3.2)
where 𝑦 is an observation.
It would be appealing to be able to invert the observation operator to produce a
function that takes observations and produces an atmospheric state. Directly solving
equation 3.2 for x is not possible for three related reasons, except in the most trivial
of cases. Firstly, the observation operator may be a complex function with strongly
nonlinear behaviour, which prevents analytical solutions from being used. Secondly, the
amount of data in the atmospheric state (108 variables in a typical operational model)
is significantly greater than the amount of data in the observations (106 variables), so
the observations are incapable of fully constraining the atmospheric state. This means
that this problem is under-determined, and extra data is required. Thirdly, all the
observations are imperfect, so some smoothing of the error is required.
Rodgers (1976) wrote the definitive review of methods for determining atmospheric
state from observations. He describes finding state from observations as an inverse
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problem, as the function H to go from state x to expected observations y can be
derived from physics, whereas the reverse function can not. A large proportion of the
review examines the solution to the inverse of linear functions, although H is usually
not linear. The review settles on Newtonian Iteration as a method of finding x given y
for a non-linear function H .
Directly solving equation 3.2 for x ignores the data which is available from a previous
forecast (the a priori constraints), which can be used to influence the new analysis and
improve its accuracy. In fact, the previous forecast is often more accurate than the
observations—it is only the combination of the two data sources that can create a more
accurate analysis. The previous forecast contains as many variables as the analysis,
eliminating problems of underdeterminacy.
The process of calculating x from all the available observations y is called data
assimilation, which Lorenc (1986) defines as “the resolution of underdeterminacy by
the use of observations for a period of time together with knowledge of the equations
governing evolution of model states with time.”
3.1.5 Bayesian probabilities
The goal of data assimilation is not to find any state which matches the observations,
or even the state that matches the observations most accurately, but it is to find the
most likely atmospheric state given the information provided. All observations, and
the a priori constraints, have associated probability density functions, which peak at
the most likely values. The most likely atmospheric state is the value of x for which
𝑝𝑑𝑓(x | 𝑦1, 𝑦2 . . . 𝑦𝑛) (which is the probability density of x given the values 𝑦1, 𝑦2 . . . 𝑦𝑛)
is at a maximum.
Following Lorenc (1986), Bayes’ theorem states that:
𝑃 (𝐴 |𝐵) = 𝑃 (𝐵 |𝐴)𝑃 (𝐴)
𝑃 (𝐵) (3.3)
which can be applied to probability density functions and reformulated to produce:
𝑝𝑑𝑓(x | 𝑦1, 𝑦2 . . . 𝑦𝑛) = 𝑝𝑑𝑓(𝑦1 |x) 𝑝𝑑𝑓(𝑦2 |x) . . . 𝑝𝑑𝑓(𝑦𝑛 |x) 𝑝𝑑𝑓(x)
𝑝𝑑𝑓(𝑦1) 𝑝𝑑𝑓(𝑦2) . . . 𝑝𝑑𝑓(𝑦𝑛)
(3.4)
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where 𝑝𝑑𝑓(x) is the prior probability density function of x, which represents the a priori
constraints, provided by the previous forecast. 𝑝𝑑𝑓(𝑦𝑛 |x) is the probability density
function that the observation 𝑦𝑛 is correct given an atmospheric state x. The term
𝑝𝑑𝑓(𝑦𝑛) is not useful in this equation because the observations are constant, so this
term can be assumed to be constant.
The true probability density functions may have complicated shapes, but they
are usually approximated with Gaussian distributions, which are formed from the
expected value and standard deviation. The probability density function of a Gaussian
distribution with regard to an observation 𝑦𝑖 assuming a certain atmospheric state x is:
𝑝𝑑𝑓(𝑦𝑖 |x) = 1
𝜎𝑦
√
2𝜋
exp
(︃
−(𝐻𝑖(x)− 𝑦𝑖)
2
2𝜎2𝑦
)︃
(3.5)
where 𝑦𝑖 is the expected value of an observation (the measured value), and 𝜎𝑦 is the
standard deviation of the measurement.
The probability density function for x is similar, but instead of a scalar value 𝑦𝑖
and a standard deviation 𝜎𝑦, has a vector value x𝑏 (the previous forecast) and a matrix
covariance B:
𝑝𝑑𝑓(x) ∝ exp
(︂
−12(x− x𝑏)
𝑇B−1(x− x𝑏)
)︂
(3.6)
Where observations are correlated, a similar approach is made, using an observation
vector y and observation covariance matrix R*.
Therefore:
𝑝𝑑𝑓(x | 𝑦1, 𝑦2 . . . 𝑦𝑛) ∝ exp
(︂
−12(x− x𝑏)
𝑇B−1(x− x𝑏)
)︂
·
𝑛∏︁
𝑖=1
exp
(︃
−(𝐻𝑖(x)− 𝑦𝑖)
2
2𝜎2𝑦
)︃
∝ exp
(︃
−12
(︃
(x− x𝑏)𝑇B−1(x− x𝑏) +
𝑛∑︁
𝑖=1
(𝐻𝑖(x)− 𝑦𝑖)2
𝜎2𝑦
)︃)︃
(3.7)
*𝑝𝑑𝑓(y |x) ∝ exp
(︀
− 12 (𝐻(x)− y)𝑇R−1(𝐻(x)− y)
)︀
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It is useful to take the negative logarithm of both sides of this*:
−2 ln(𝑝𝑑𝑓(x | 𝑦1, 𝑦2 . . . 𝑦𝑛))− 𝐶 = (x− x𝑏)𝑇B−1(x− x𝑏) +
𝑛∑︁
𝑖=1
(𝐻𝑖(x)− 𝑦𝑖)2
𝜎2𝑦
= 𝐽(x)
(3.8)
where 𝐶 is a constant. 𝐽(x) is called the cost function, as described by Ide et al.
(1997). Taking the negative logarithm converts the problem from one of finding the
maximum probability density (involving lots of multiplication) into a problem of finding
the minimum cost (using addition instead), which is a least squares fit.
3.2 Variational data assimilation
Equation 3.8 describes Variational Data Assimilation (Var). A solution is found by
finding the value of x that minimises the value of 𝐽(x).
Equation 3.8 hides a detail, which is that it assumes that the different observations
are all taken at the same time. This is effectively 3D-Var, which is still used in many
weather prediction systems, such as the Met Office UK model (Met Office, 2010a). In
the real world, observations are taken throughout an observation window, which is
usually 6 hours long. The progression of an observation over time may reveal important
dynamical information, and this can only be extracted if the time the observation was
taken is used correctly. 4D-Var is an improvement over 3D-Var, as it uses this timing
information. The difference between these two is illustrated in figure 3.1. Much of the
improvement in weather forecasts in recent years can be attributed to the introduction
of 4D-Var (Rabier, 2005).
Because 4D-Var does not assume that the observations are all taken at the same
time, the forecast operator (𝑀𝑚→𝑛) must be used to integrate the current best guess
forward in time to produce estimated observations in multiple time-frames to match
real observations. Whereas equation 3.8 produces expected observations from 𝐻(x)
(which doesn’t take timing into account), expected observations must be produced from
the atmospheric state that matches the time of the observation. The atmospheric state
*Where there are multiple correlated observations,
𝐽(x) = (x− x𝑏)𝑇B−1(x− x𝑏) + (𝐻(x)− y)𝑇R−1(𝐻(x)− y)
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Figure 3.1: The difference between 3D-Var and 4D-Var.
at the time of observation 𝑖 is 𝑀0→𝑖(x), so the expected observation is 𝐻(𝑀0→𝑖(x)).
𝐽(x) = (x− x𝑏)𝑇B−1(x− x𝑏) +
𝑛∑︁
𝑖=1
(𝐻(𝑀0→𝑖(x))− 𝑦𝑖)2
𝜎2𝑦
(3.9)
This cost function* takes a vector x and returns a scalar value indicating how far
from correct it is. Minimising this value will produce a value for x that is the best
estimate of the correct state of the atmosphere.
There are various styles of Var. Many implementations use incremental Var, where
the control variable that is optimised is 𝛿x = (x− x𝑏) instead of x. This permits the
use of faster approximate methods of calculating the observational part of the cost
function, which assumes that the system is near linear. Ensuring that the B and R
matrices are well representative of the error distributions they model is important,
and complicated by the fact that these error distributions vary with changing weather
conditions. Various methods of doing this are investigated by Fairbairn et al. (2014).
In this project, these techniques are not necessary, as the error distributions are already
well-defined.
*Where there are multiple correlated observations,
𝐽(x) = (x− x𝑏)𝑇B−1(x− x𝑏) +
∑︀𝑛
𝑖=1(𝐻(𝑀0→𝑖(x))− y𝑖)𝑇R−1(𝐻(𝑀0→𝑖(x))− y𝑖)
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3.3 Minimisation
As it is not possible to solve equation 3.9 directly for x when the problem is nonlinear,
a minimisation algorithm must be used instead to find the minimum. There are several
minimisation algorithms that can be used to find the value of x that produces the
lowest cost value. Most of them involve making a “first guess” at the solution, and
descending in a downwards direction until the minimum is reached. The first guess of
x is usually the prior forecast x𝑏, as it will usually be reasonably close to the solution.
The gradient of the cost function (and sometimes the second derivative) are required
by most minimisation algorithms, in order to find the direction of the next increment.
3.3.1 Gradient of the cost function
The gradient of the cost function is a vector of the same size as x, and can be found
either by finite differences (which would be impractical in an operational setting, as x
may contain 106 variables) or using calculus.
𝜕𝐽(x)
𝜕x = 2B
−1(x−x𝑏)+2
𝑛∑︁
𝑖=1
(︂
𝜕𝐻(𝑀0→𝑖(x))
𝜕𝑀0→𝑖(x)
𝜕𝑀0→𝑖(x)
𝜕x
)︂𝑇 𝐻(𝑀0→𝑖(x))− 𝑦𝑖
𝜎2𝑦
(3.10)
In this equation, 𝜕𝐻(𝑀0→𝑖(x))𝜕𝑀0→𝑖(x) is a row vector of size 𝑚, where 𝑚 is the number
of variables in x, and can be written H′. It is the first derivative of the observation
operator linearised around an atmospheric profile of 𝑀0→𝑖(x). Similarly, 𝜕𝑀0→𝑖(x)𝜕x is
an 𝑚×𝑚 matrix, and can be written M′0→𝑖. This is the first derivative of the forecast
operator linearised around the atmospheric profile x. Therefore*:
𝜕𝐽(x)
𝜕x = 2B
−1(x− x𝑏) + 2
𝑛∑︁
𝑖=1
M′𝑇0→𝑖H′𝑇
𝐻(𝑀0→𝑖(x))− 𝑦𝑖
𝜎2𝑦
(3.11)
The second derivative of the cost function can be approximated by omitting the
*Where there are multiple correlated observations,
𝜕𝐽(x)
𝜕x = 2B
−1(x− x𝑏) + 2
∑︀𝑛
𝑖=1M
′𝑇
0→𝑖H′𝑇R−1(𝐻(𝑀0→𝑖(x))− y𝑖)
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higher order terms of the second differentiation step*:
∇2𝐽(x) = 2B−1 + 2
𝑛∑︁
𝑖=0
M′𝑇0→𝑖H′𝑇H′M′0→𝑖
𝜎2𝑦
+ higher order terms (3.12)
Note that the second derivative does depend on x, as the values of H′ and M′0→𝑖
vary with the value of x. The higher order terms also depend on the observations, but
since these values are omitted, the approximation does not depend on them.
3.3.2 Tangent Linear and Adjoint
H′ and M′0→𝑖 are a vector and a matrix containing entries that are functions of x, but
in a full operational system these would be too large to represent in a computer system
(and H′ would also be a matrix, as there are multiple observations). Instead a function
is written which performs the equivalent operation to the vector/matrix multiplication.
The function that performs the transformation z ↦→M′0→1(z) (and similarly for H′) is
called the tangent linear, as it is the linear form of the first derivative of the forecast (or
observation) operator. The function that performs the transformation z ↦→M′𝑇0→1(z)
(and similarly for H′𝑇 ) is called the adjoint. Both these functions require the value of
x or 𝑀0→𝑖(x) to linearise around. Computer code for these functions can be created
by directly processing the computer code of the forecast operator and observation
operator with automated tools such as TAPENADE (Hascoët and Pascual, 2013) or
manually. Alternatively, the model equations can be processed by hand to produce the
first derivative, and then coded. The advantages and disadvantages of these different
methods are described in Lawless et al. (2003). As described in section 4.4, in this
project automatic code generation is used.
The calculation of the gradient of the cost function can be sped up by integrating
forwards using the forecast operator M0→1(x) in steps and storing the value of x for
each time step, and then integrating backwards with the adjoint M′𝑇0→1 for each step,
adding each contribution with each step. The computational cost of generating the
gradient of the cost function using this method is approximately three times the cost
of calculating the value of the cost function (Hoffman et al., 1992).
*Where there are multiple correlated observations,
∇2𝐽(x) = 2B−1 + 2∑︀𝑛
𝑖=0M
′𝑇
0→𝑖H′𝑇R−1H′M′0→𝑖 + higher order terms
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3.3.3 Minimisation algorithms
The simplest minimisation technique is Gradient Descent. In this method, the gradient
of the cost function is evaluated at the point of the current best guess. This is then
negated to produce a direction in which to travel which is “downhill” in the direction
of lower cost. The best guess is then altered in that direction to produce a better value,
and the technique is repeated.
The distance travelled in each iteration is usually determined by performing a line
search to find the point along the line with the lowest cost.
The disadvantage of this method is that it tends to zig-zag towards a solution, as
illustrated in figure 3.2, and can approach the solution very slowly if the problem is very
ill-conditioned, that is if the shape of the cost function is a very narrow ellipse. When
using a line search, each direction travelled will be at a right angle to the previous
direction, so if this is at an angle from the narrow “valley,” then very short zig-zags
will be used.
The aim of the Conjugate Gradients method is to avoid the zig-zag behaviour of
Gradient Descent by performing each descent in a transformed geometry constructed
from the directions of the previous descents (Shewchuk, 1994). This is illustrated in
figure 3.3. Although in the figure the solution is reached in two steps, for a more
nonlinear function it will not minimise as quickly. An implementation of Conjugate
Gradients is available as library code (Press et al., 1996; GNU, 2012).
Some alternative minimisation algorithms that can be used are Newton’s Method
Figure 3.2: Minimising a function using
Gradient Descent.
Figure 3.3: Minimising a function using
Conjugate Gradients.
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(which requires the second derivative), Quasi-Newton methods and Gauss-Newton
(which approximate the second derivative), and Levenberg-Marquart (which limits the
step size using a trust region) (Conn et al., 2000; Ranganathan, 2004).
3.3.4 Preconditioning
If the cost function is poorly conditioned, then most minimisation algorithms will
find it difficult to approach the correct minimum, instead becoming stuck in a narrow
valley. Gradient Descent will zig-zag along the valley, requiring a very large number of
iterations. Conjugate Gradients performs better, but with very bad conditioning the
precision of the floating point numbers used in the model becomes an issue, with the
width of the valley being very small compared to the values describing its position. To
help with this problem, it is useful to transform the variable space, using a mapping
between the control variables of the model and a new set of control variables that
describe a better-conditioned system. A useful mapping is to use matrix multiplication,
so:
x = Pz z = P−1x (3.13)
where P is a matrix, and z is a vector containing the transformed control variables.
Using this, the goal is now to find the value for z that minimises the cost function:
𝐽(x) = 𝐽(Pz) (3.14)
using the first derivative:
𝜕𝐽(Pz)
𝜕z = P
𝜕𝐽(Pz)
𝜕Pz (3.15)
The convenient thing about this transformation is the Hessian:
𝜕2𝐽(Pz)
𝜕z2 = P
𝜕2𝐽(Pz)
𝜕(Pz)2 P (3.16)
which gives a clue as to a suitable value to choose for P. The condition number of the
Hessian is the conditioning of the problem, which we wish to be as close to unity as
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possible. This will be the case if we choose:
P =
(︃
𝜕2𝐽(Pz)
𝜕(Pz)2
)︃− 12
=
(︃
𝜕2𝐽(x)
𝜕(x)2
)︃− 12
(3.17)
It is common to ignore the observational part of the cost function when determining
P, and precondition using purely the B matrix, so P = B 12 . This decreases the
computational cost in time of performing the preconditioning, because the P matrix
can be calculated once in advance, rather than several times for each minimisation.
3.4 Summary
Variational data assimilation (Var) is the technique used by most weather centres
around the world to determine the state of the atmosphere. This atmospheric state can
be fed into a forecast operator 𝑀𝑚→𝑛 to produce an atmospheric state representing a
future time. Var uses this operator combined with an observation operator 𝐻 to find
an atmospheric state x that matches most closely both the previous forecast x𝑏 and
the observations 𝑦1, 𝑦2 . . . 𝑦𝑛. The matching is performed by minimising the sum of
square errors between x and x𝑏, and between observations 𝑦𝑖 and their corresponding
predicted observations 𝐻(𝑀0→𝑖(x)) calculated from the atmospheric state x. This sum
is called the cost, calculated by a cost function 𝐽(x). It is shown that this is equivalent
to finding the atmospheric state that is most likely to be true, according to Bayesian
probabilities. All the information input into the data assimilation system has error,
which is modelled by the standard deviation of observations 𝜎𝑦, and the covariance of
the previous forecast B.
The minimum is found by adjusting x using a minimisation algorithm such as
conjugate gradients. Minimisation may be a poorly-conditioned problem, where the
solution with low cost is a narrow valley, which makes minimisation difficult, but this
can be improved by preconditioning the problem and minimising in a transformed
coordinate space.
Once the cost function is minimised, the value of x is called the analysis, which
is the best estimate of the true atmospheric state. This can then be used to make
predictions for the future atmospheric state.
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This is the standard method for weather prediction that is used in weather centres
around the world, but it makes assumptions about the nature of the cost function
that are not true for the calculations in this thesis. Chapter 4 describes the specifics
of the model that is used to investigate this problem. Chapter 6 investigates the
application of variational data assimilation to the retrieval of vertical velocity from
infra-red satellite sensor measurements. The parts that make up the cost function
contain strong nonlinearities, and the conditioning of the minimisation process is poor,
which has prevented these measurements from being assimilated in the past. This
thesis shows how the standard techniques have been extended to permit a reliable and
accurate retrieval of vertical velocity.
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Chapter 4
Model development
4.1 Model design
A simplified atmospheric simulation was developed for this project to investigate the
effects of the nonlinearity of cloud formation on the feasibility of retrieving vertical
motion from sequences of satellite images. The simulation is used both to calculate
how the true atmospheric state evolves, and as the model used for variational data
assimilation (Var). This means that the model used in Var is a perfect description of
“reality”, which is called the perfect model assumption.
The model simulates a single one-dimensional column of air, and the changes that
occur due to vertical motion, along with a simplified simulated satellite observation
calculated from the state of the whole atmosphere. Simplifying the atmospheric process
to a single column in this way eliminates many of the complicating factors of real-
life data assimilation, making it easier to isolate the effects of nonlinearity for study.
The results of assimilating the observations can be compared directly to the true
atmospheric state, as this is known, which would not be the case in a study using
real-world observations. The small size of the model allows many data assimilation runs
to be performed rapidly, giving greater insight into the characteristics of the retrieval
error.
This chapter describes the development of the atmospheric model. This section
describes the overall layout of the model and how temperature, humidity, vertical
velocity, atmospheric pressure, and cloud fraction are represented. Section 4.2 describes
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the forecast operator, which is used to calculate the atmospheric state at a future time
given the state now. The observation operator used to generate observations from
atmospheric state is described in section 4.3. The tangent linear and adjoint functions
of both the forecast and observation operators are described and tested in section 4.4.
Section 4.5 explores the sensitivity of the model to changes in resolution, demonstrating
that the model converges and is sufficiently detailed with 40 levels.
4.1.1 Model grid
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Figure 4.1: A diagram showing
the structure of the atmospheric
model.
The atmosphere simulated by the model is a
single column, so there is no horizontal wind to
simulate. Forty grid points are spaced equally
along the vertical column, covering the whole
atmosphere from the ground to the top (at
height 𝑧𝑡𝑜𝑝, 15 km). The layers are numbered
from zero (at the ground) to 𝑛𝑡𝑜𝑝, 39.
Each grid point holds a value for tempera-
ture (𝑇 , stored in Kelvin) and humidity (stored
as the logarithm of the total water content mass
fraction, or specific humidity ln(𝑞)). Specific
humidity is invariant to compression and tem-
perature changes. Humidity is not stored as
relative humidity or water vapour pressure, as
this would vary according to temperature and
ambient air pressure. Potential temperature
(the temperature that a parcel of dry air would have if it was transported adiabatically
to sea level pressure) is not used in this simulation because the air is not dry, especially
when clouds are present. The model also has a single variable for the vertical velocity
𝑤, which is described in section 4.2.1. Figure 4.1 shows the layout of the atmospheric
model. Therefore, there are 81 variables in the model, which are stored in a column
vector x:
x =
(︂
𝑇𝑠 · · · 𝑇𝑡𝑜𝑝 ln(𝑞𝑇𝑠) · · · ln(𝑞𝑇𝑡𝑜𝑝) 𝑤
)︂𝑇
(4.1)
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4.1.2 Atmospheric pressure
The air pressure at ground level (𝑃0) is set to 1013.25 hPa. The atmospheric pressure at
each level above this must be calculated from the temperature profile. For the purposes
of this simulation:
𝑃𝑛+1 = 𝑃𝑛exp
(︃
− 𝑔𝑧𝑡𝑜𝑝
𝑛𝑡𝑜𝑝𝑅𝑑𝑇
)︃
= 𝑃𝑛exp
(︃
− 2𝑔𝑧𝑡𝑜𝑝
𝑛𝑡𝑜𝑝𝑅𝑑 (𝑇𝑛+1 + 𝑇𝑛)
)︃
(4.2)
where 𝑔 is the acceleration due to gravity (set to 9.80665m s−2 in this model, although
in reality it varies), and 𝑅𝑑 is the gas constant for dry air (287.0 J kg−1K−1). This is
an approximation, as the air is not always dry. A more exact calculation would adjust
the gas constant to take account of the humidity, or use virtual temperature instead of
absolute temperature, however this approximation is sufficient for the model. The air
pressure needs to be recalculated at each time step, as it changes when the temperature
profile changes.
4.1.3 Relative humidity and cloud fraction
Some or all of the water in the atmosphere will be present in the form of water vapour,
while some will often be in the form of liquid water in clouds. This simulation does not
model ice clouds, which have a different water vapour pressure. The vapour pressure of
the water 𝑃𝑣, assuming it is all in vapour form, can be calculated from:
𝑃𝑣 =
𝑞𝑃
𝜖
(4.3)
where 𝜖 is the ratio of the molecular masses of water vapour and dry air (set to 0.622
in this model), and 𝑃 is the atmospheric pressure at the location.
Relative humidity can be calculated by dividing the vapour pressure of water by
the vapour pressure of water in saturated air 𝑃𝑠𝑎𝑡, which can be approximated using
the CIMO Guide Annex 4B (WMO, 2008):
𝑃𝑠𝑎𝑡 =
⎧⎪⎨⎪⎩ 611.2 exp(17.62𝑇°𝐶/(243.12 + 𝑇°𝐶)) for liquid water611.2 exp(22.46𝑇°𝐶/(272.62 + 𝑇°𝐶)) over ice (4.4)
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Figure 4.2: Saturation vapour pressure of liquid water as a function of temperature.
where 𝑇°𝐶 is in Celsius and 𝑃𝑠𝑎𝑡 is in pascals. For this simulation, the vapour pressure
over liquid water is used, and this is illustrated in figure 4.2. All other temperatures in
this document are in Kelvin.
Adjusting the temperature units, the saturation water content mass fraction 𝑞𝑠𝑎𝑡
can be calculated:
𝑞𝑠𝑎𝑡 =
𝜖𝑃𝑠𝑎𝑡
𝑃
= 611.2𝜖 exp(17.62(𝑇 − 273.15)/(𝑇 − 30.03))
𝑃
(4.5)
with 𝑇 in Kelvin. Therefore, relative humidity is found using the following equation:
𝑅𝐻 = 𝑞𝑃611.2𝜖 exp(17.62(𝑇 − 273.15)/(𝑇 − 30.03)) (4.6)
Clouds develop when the relative humidity rises to near or above 100%. From
Wood and Field (2000), the cloud fraction of a parcel of air can be approximated by
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Figure 4.3: Cloud fraction as a function of relative humidity.
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the following function:
𝐶 = 12 (1 + tanh [17.0 (𝑅𝐻 − 0.95)]) (4.7)
where 𝑃𝑣 is the total water content, and 𝑃𝑠𝑎𝑡 is the saturation water content. This is
illustrated in figure 4.3.
4.1.4 Generating a truth
The model was initialised with two different types of atmospheric state, which are
illustrated in figure 4.4. The first of these is a simple atmospheric profile with a
constant relative humidity of 65%, and a linear temperature gradient from the ground
at 288.15K upwards getting colder at a rate of 6.5× 10−3Km−1. This was used to test
the simulation and demonstrate the effects of vertical motion on humidity and cloud
development.
More realistic tests demanded a more realistic atmospheric profile. The ECMWF
provides a set of 13495 atmospheric profiles for this purpose, covering a wide variety
of the atmospheric profiles seen in the real world (Chevallier, 2001). This set formed
the second type of atmospheric state. Most of the results in this thesis are formed by
running the same experiment against all 13495 atmospheric states. This reveals the
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Figure 4.4: The temperature, humidity, and cloud fraction profiles of two atmospheric
states. The realistic profile is profile number 937 from the ECMWF dataset.
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spread of results that can be expected with a realistic atmospheric profile, and allows
the proportion of results that produce a useful value to be calculated, as well as the
expected error. The types of atmospheric profile that produce useful results can also
be examined.
In this set of atmospheric profiles, 40% of the profiles contain cloud above 500m
altitude. The profile temperatures range widely, as can be expected with a data set
that contains samples ranging from the equator to the polar regions.
4.2 Forecast operator
The forecast operator evolves the state of the model from one time step to a future
time step. In this model, this is limited to simulating vertical motion. As shown in
section 3.1.3, the forecast operator is written:
x𝑛 =𝑀𝑚→𝑛(x𝑚) (4.8)
There is one single vertical motion variable (𝑤) in the model, rather than one value
for each level in the atmosphere. This is appropriate because it is likely that only one
degree of freedom in vertical velocity can be retrieved from the observations, which
measure the cloud top and do not measure parts of the atmosphere above or below.
It also has the advantage that it reduces the number of degrees of freedom that data
assimilation has to deal with. Using a single vertical velocity variable also results in a
minimisation problem with better conditioning than using multiple vertical velocity
values. It is possible that this is why minimisation was not able to correct the vertical
velocity in the model used by Rudd et al. (2012). It is the goal for the data assimilation
system to correctly determine the value of this variable purely from the simulated
satellite observations.
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4.2.1 Vertical motion
The vertical velocity at a given altitude is determined by a sine function, allowing the
velocity to be zero at the ground and the top while maximum at mid-altitudes.
𝑤(𝑧) = 𝑤sin
(︃
𝜋𝑧
𝑧𝑡𝑜𝑝
)︃
(4.9)
While the atmospheric dynamics of a real atmosphere are complex, the dynamics of
this simulation are limited to the effects of vertical motion, applied by semi-Lagrangian
advection. In order to evolve the model from the present time step to the future time
step, each grid point in the model has to be updated. The air at a grid point in the
future time step will have moved from another location in the atmosphere in the present
time step. This location is determined, and the characteristics of a parcel of air from
that location are copied in to the future grid point, adjusting for any side effects of
the move. Figure 4.5 shows the process of calculating new values for a level. The
adjustment of temperature is covered later in section 4.2.3.
It is therefore necessary to calculate for each level for the next time step where its
parcel of air came from in the old time step. This is found by solving the first-order
ordinary differential equation:
d𝑧
d𝑡 = 𝑤(𝑧) = 𝑤sin
(︃
𝜋𝑧
𝑧𝑡𝑜𝑝
)︃
(4.10)
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Figure 4.5: Semi-Lagrangian Advection process.
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Figure 4.6: The movement of various particles in the atmosphere under a constant
𝑤 = 1m s−1 upwards.
the solution for which is:
𝑧 = 2𝑧𝑡𝑜𝑝
𝜋
atan
(︃
𝐾exp
(︃
𝜋𝑤𝑡
𝑧𝑡𝑜𝑝
)︃)︃
(4.11)
where 𝐾 is a constant of integration that controls the value of 𝑧 when 𝑡 is zero. In this
case, the value of 𝑧 is known to be the position of the model level 𝑧𝑑𝑒𝑠𝑡 that the parcel
of air is moving to, so the value of 𝐾 can be calculated.
𝐾 = tan
(︃
𝜋𝑧𝑑𝑒𝑠𝑡
2𝑧𝑡𝑜𝑝
)︃
(4.12)
The position of the parcel 𝑧𝑠𝑜𝑢𝑟𝑐𝑒 when 𝑡 is −𝑡𝑠𝑡𝑒𝑝 can then be calculated:
𝑧𝑠𝑜𝑢𝑟𝑐𝑒 =
2𝑧𝑡𝑜𝑝
𝜋
atan
(︃
tan
(︃
𝜋𝑧𝑑𝑒𝑠𝑡
2𝑧𝑡𝑜𝑝
)︃
exp
(︃
−𝜋𝑤𝑡𝑠𝑡𝑒𝑝
𝑧𝑡𝑜𝑝
)︃)︃
(4.13)
the results of which are shown in figure 4.6.
The new data for the destination grid point is interpolated from the source position
using a bilinear filter. The temperature must be adjusted according to the change in
altitude as explained below in section 4.2.2. Specific humidity does not need adjusting
because the mass ratio of total water (ice, water, and vapour) to air is not affected by
expansion or contraction.
A brief study to determine a reasonable range of vertical velocity values and the
average accuracy of these values in the Met Office operational system was undertaken.
This is described in full in appendix A. It was found that the majority of vertical velocity
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values in the operational system are less than 10 cm s−1 upwards or downwards, with a
small number of outliers with large vertical velocity up to 3m s−1. The RMS difference
between a 6 hour and 12 hour forecast of the same time was 4 cm s−1. The atmospheric
model in this thesis was tested with vertical velocities ranging from −2 cm s−1 to
10 cm s−1, and the accuracy of the vertical velocity in the prior forecast was assumed
to be 10 cm s−1.
4.2.2 Saturated adiabatic lapse rate
The rate at which a parcel of air changes temperature as it is lifted in the atmosphere is
called the adiabatic lapse rate, and this varies depending on whether the atmosphere is
dry or saturated. The dry adiabatic lapse rate Γ𝑑𝑟𝑦 is 9.8× 10−3Km−1. The saturated
adiabatic lapse rate Γ𝑠𝑎𝑡 is lower than this, because as air is lifted and its temperature
decreases, water vapour condenses, releasing its latent heat of vaporisation, which
decreases the temperature drop. The equation from Houghton (1986) for the saturated
adiabatic lapse rate is used, which depends on temperature and pressure:
Γ𝑠𝑎𝑡 = Γ𝑑𝑟𝑦
(︂
1 + 𝐿𝑣𝑃𝑠𝑎𝑡𝜖
𝑃𝑅𝑑𝑇
)︂
(︃
1 + 𝐿
2
𝑣𝑃𝑠𝑎𝑡𝜖
2
𝑃𝑅𝑑𝐶𝑝𝑇 2
)︃ (4.14)
where 𝐿𝑣 is the latent heat of vaporisation (about 2.5× 106 J kg−1 at 273K), and 𝑃𝑠𝑎𝑡
is the saturation vapour pressure (which depends on 𝑇 according to equation 4.4). This
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Figure 4.7: Adiabatic lapse rate at various pressures in both dry and saturated condi-
tions.
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is illustrated in figure 4.7.
4.2.3 Transforming variables due to pressure
As the air parcels move, their pressure will change. No adjustment of the total water
content 𝑞𝑇 is needed, as it is invariant to pressure and temperature changes. The
temperature 𝑇 will need adjusting by the adiabatic lapse rate multiplied by the vertical
distance travelled. When dry, this is the dry adiabatic lapse rate, but when clouds have
formed, this is the saturated adiabatic lapse rate. The cloud fraction from equation 4.7
is used as a weighting factor to switch between the two lapse rates:
Γ = (1− 𝐶)Γ𝑑𝑟𝑦 + 𝐶Γ𝑠𝑎𝑡 (4.15)
In order to properly transform the temperature variable, the above equation is
integrated with respect to 𝑧:
d𝑇
d𝑧 = (1− 𝐶)Γ𝑑𝑟𝑦 + 𝐶Γ𝑠𝑎𝑡 (4.16)
taking into account that 𝐶 depends on 𝑃𝑠𝑎𝑡 by equation 4.7, which depends on 𝑇 by
equation 4.4, and Γ𝑠𝑎𝑡 also depends on 𝑇 by equation 4.14.
However, we can assume that the time step of the model is reasonably small, so
the cloud fraction does not change much across the integral. Also, we can assume
that the temperature does not change too much, so the saturated adiabatic lapse rate
changes very little over the integral. Therefore, 𝐶 and Γ𝑠𝑎𝑡 from equation 4.16 can be
taken as constant. If these values are calculated at the source of the parcel of air, then
equation 4.16 can be simply integrated:
𝑇 = 𝑇𝑠𝑜𝑢𝑟𝑐𝑒 − (𝑧 − 𝑧𝑠𝑜𝑢𝑟𝑐𝑒) (Γ𝑑𝑟𝑦 + 𝐶(𝑇𝑠𝑜𝑢𝑟𝑐𝑒, 𝑃𝑣𝑠𝑜𝑢𝑟𝑐𝑒)(Γ𝑠𝑎𝑡(𝑇𝑠𝑜𝑢𝑟𝑐𝑒)− Γ𝑑𝑟𝑦)) (4.17)
This scheme will have a very small systematic bias due to this approximation, but this
is not an issue for the validity of this model. In this simulation, the dynamics do not
need to be an accurate representation of the real world as long as they are well-defined.
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4.2.4 Results of running the forecast operator
Figure 4.8 shows the result of initialising the model with two atmospheric profiles, as with
figure 4.4, and advecting the atmosphere upwards with a velocity of 2 cm s−1 for 6 hours.
The air temperature decreases a small amount, because the lapse rate (the gradient of air
temperature as altitude increases, which in this case is approximately 6.5×10−3Km−1)
is lower than the adiabatic lapse rate (which for dry air is 9.8× 10−3Km−1, but for
saturated air can be much lower). This means that the air which has moved upwards
has cooled adiabatically to a lower temperature than the air it has replaced. The
absolute humidity profile is shifted upwards, but is otherwise unaffected. The relative
humidity of a parcel of air increases because its temperature decreases, which is often
sufficient to raise the relative humidity above the threshold at which cloud develops,
causing cloud to appear around 9 km altitude. Note that the cloud at 1 km altitude
in the realistic profile is reduced in figure 4.8. This is because the upwards motion
has the effect of blurring the thin cloud layer which started in a single layer into two
separate layers. Modelling the atmosphere with a greater vertical resolution would
improve the representation in this situation, however this does not affect the validity of
the simulation.
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Figure 4.8: The temperature, humidity, and cloud fraction profiles of two atmospheric
states, before (dashed lines) and after (solid lines) upwards motion of 2 cm s−1 for 6
hours.
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Figure 4.9: Advecting a fine-scale feature with varying resolution
Figure 4.9 demonstrates the effect of advecting small-scale features. With a low
resolution, the height of the peak is reduced as a result of the blurring, while this is
preserved at a higher resolution. The smallest resolvable feature is usually regarded as
a feature at least two grid points across or larger. This is a major reason why the storm
which caused flooding at Boscastle in 2004 was poorly forecast (Golding et al., 2005).
It is notable that in figure 4.8, the air moves upwards only a small amount (a
maximum of 432m), but cloud develops over a large proportion of the atmospheric
column (approximately 6 km thick). This is because on a large scale, parts of the
atmosphere that were previously unsaturated are reduced in temperature by the
upwards movement and become saturated, causing clouds to develop.
4.3 The Observation Operator
The observation operator calculates the expected observations given an atmospheric
profile, as described in section 3.1.4. There is only one observation per time slot in the
model used in this thesis, so the observation operator is written:
𝑦 = 𝐻(x) (4.18)
where 𝑦 is the observation, x is the atmospheric state, and 𝐻 is the observation operator.
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4.3.1 Brightness temperature
It is assumed that the gases in the atmosphere are completely transparent to the
radiation detected for the observation (so the observations are in a perfect window
channel), but clouds are not transparent. The ground, and any clouds in the atmosphere,
act as perfect black body emitters. Planck’s law for the spectral radiance of a black
body with respect to wavelength 𝜆 is (Planck, 1900):
𝐵𝜆(𝑇 ) =
2ℎ𝑐2
𝜆5
1
exp
(︁
ℎ𝑐
𝜆𝑘𝐵𝑇
)︁
− 1
(4.19)
where ℎ is Planck’s constant (6.62606957×10−34 J s), 𝑐 is the speed of light in a vacuum
(299792458m s−1), 𝑘𝐵 is the Boltzmann constant (1.3806488× 10−23 JK−1), and 𝑇 is
the temperature of the black body. The relationship between temperature and spectral
radiance is shown in figure 4.10 for three infra-red wavelengths that correspond to
the three window channels on the SEVIRI (Spinning Enhanced Visible and Infrared
Imager) instrument on the Meteosat Second Generation satellites (EUMETSAT, 2004).
The temperature of the observed body can be calculated from the radiance received at
the satellite. This temperature is used as the measurement, and is called the brightness
temperature, measured in Kelvin. This is the only measurement that is assimilated in
this simulation.
To a large extent, the temperature of the top of the cloud provides a good idea
of the height of the top of the cloud. At least, a decrease in brightness temperature
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Figure 4.10: The spectral radiance of a black body for three wavelengths of infrared
radiation corresponding to the three SEVIRI window channels as temperature is varied.
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should indicate the cloud top is moving upwards.
4.3.2 Cloud overlap schemes
Since the model has multiple layers, each with a cloud fraction, the observed brightness
temperature is likely to be formed from a combination of multiple layers. 100% cloud
fraction in a layer will obscure all the layers below. Although the simulation is one-
dimensional, it is more realistic for each grid point to cover an area rather than just
a single point. The measurements in the finest of operational weather model grids
cover multiple square kilometres, with a single pixel in a high resolution global model
being 16 km × 16 km. There is often a lot of variation of cloud quantity inside this
area, which is represented in this model as the cloud fraction. In order to calculate a
satellite observation, it is essential to model the manner in which clouds in the multiple
atmospheric layers overlap. For example, if cloud is present with a cloud fraction of
25% in four layers, and they are assumed to overlap minimally, then the cloud will
completely cover the area and obscure the view of the ground, which will lead to a very
low brightness temperature being calculated for the observation. Likewise, if the clouds
are assumed to overlap maximally, then only the top cloud will be visible, covering
25% of the area, with ground visible over 75% of the area, which will lead to a high
brightness temperature being calculated.
Rudd et al. (2012) used a random alignment scheme, where clouds in different layers
are placed independently and randomly. In this scheme, the topmost cloud covers
25% of the area, with the second cloud obscuring 25% of the remainder, and so on,
leaving ground visible over 31.6% of the area. Random overlap has the merit of being
very simple to implement and reasonably realistic (Tian and Curry, 1989). It has the
unfortunate characteristic of making the effective total cloud fraction a function of the
number of layers in the model, which is not acceptable.
A more realistic scheme is maximum-random overlap, where the cloud in any layers
that are connected by layers containing cloud are maximally overlapping, but cloud in
layers that are separated by layers without cloud will be randomly aligned (Sundqvist
et al., 1989). However, in the case where a cloud is continuous over a large range of levels,
this may not be realistic, as even when cloud is continuous the overlap tends towards
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Figure 4.11: Five different cloud overlap schemes.
random for larger separations. In fact, cloud presence between layers separated by 4 km
can be negatively correlated in some parts of the world due to frontal systems that have
a diagonal structure (Hogan and Illingworth, 2000; Illingworth et al., 2007; Mace and
Benson-Troth, 2002). Monte-Carlo methods have also been used to approximate cloud
overlap in some other papers (Barker et al., 2003; Pincus et al., 2003, 2005).
Figure 4.11 shows the way some of these overlap schemes work. In this figure each
atmosphere is identical, with four layers that each contain 25% cloud fraction. The
top three layers are contiguous, but the lowest cloud layer is separated from the others.
Different overlap schemes make different assumptions about the positioning of the
different layers as illustrated.
The cloud overlap scheme developed for this model is decay-based, where maximum
overlap dominates for nearby levels, but becomes random for widely-separated levels,
with a decay constant of 2 km. The decay ratio between neighbouring layers in the
model (𝜆) is:
𝜆 = exp(− 𝑧𝑡𝑜𝑝
𝑛𝑡𝑜𝑝 · 2 km) (4.20)
From the top down, the effective covered sky for each level (𝑉𝑛) is calculated from the
quantity of cloud in each level (𝐶𝑛):
𝑉𝑛 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 where 𝑛 = 𝑛𝑡𝑜𝑝 + 1,
𝜆𝑉𝑛+1 where 𝐶𝑛 < 𝜆𝑉𝑛+1,
𝐶𝑛−𝜆𝑉𝑛+1
1−𝜆𝑉𝑛+1 otherwise.
(4.21)
Version with corrections 52 Matthew Wakeling
Thesis CHAPTER 4. MODEL DEVELOPMENT
From this, the effective exposed cloud for each level (𝐷𝑛) is calculated:
𝐷𝑛 =
⎧⎪⎨⎪⎩ 0 where 𝐶𝑛 < 𝜆𝑉𝑁+1,𝑉𝑛 otherwise. (4.22)
Working upwards, the brightness temperature at each level (𝐼𝑛) is:
𝐼𝑛 =
⎧⎪⎨⎪⎩ 𝑇𝑛 where 𝑛 = 0,𝐼𝑛−1 +𝐷𝑛(𝑇𝑛 − 𝐼𝑛−1) otherwise. (4.23)
The simulated satellite observation is the brightness temperature at the top of the
atmosphere (𝐼𝑛𝑡𝑜𝑝). The model assumes that the radiance and brightness temperature
are related linearly, which (as shown in figure 4.10) is an approximation. This simplifies
the calculation of the satellite observation without affecting the nature of the data
assimilation problem (Rudd et al., 2012).
4.3.3 Observational error
The observation 𝑦 is generated by adding error to the brightness temperature calculated
by the observation operator:
𝑦 = 𝐼𝑛𝑡𝑜𝑝 + 𝜎𝑦𝜀 (4.24)
where 𝜎𝑦 is the standard deviation of the error to add to the observations (1K), and
𝜀 is a random number taken from a Gaussian distribution with a mean of zero and a
standard deviation of 1. Error with these characteristics can be approximated very
closely by summing twelve random numbers with a uniform distribution between 0 and
1, then subtracting 6, due to the central limit theorem (Muller, 1959; Pólya, 1920):
𝜀 ≃
12∑︁
1
𝑈(0, 1)− 6.0 (4.25)
This error is added to simulate the expected amount of error in the observation,
and in the observation operator. The errors in observations taken at different times are
assumed to be independent. An error of 1K was chosen as it is close to the average
departure of observations from expected observations (called O-B, Observations Minus
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Background) in the Met Office system for satellite window channels. For example, the
standard deviations of O-B for SEVIRI channels 7, 9, and 10 are 0.70K, 0.76K, and
0.82K for clear sky radiances (Saunders et al., 2013). The observational error is a
combination of radiometric noise from the satellite instrument (which is usually small)
and inaccuracy in the radiative transfer model. This simulation models cloudy skies,
which may cause larger errors to occur in the observation operator than this, but there
is currently no published material that the author is aware of suggesting the magnitude
of these errors.
4.3.4 Results of running the observation operator
Figure 4.12 shows the progression over six hours of the state of two atmospheres with
the same two profiles as figure 4.8. Vertical velocity is 4 cm s−1 in the upwards direction.
The upper part of the figure shows the relative humidity of the atmospheric profile,
with brighter blue colours indicating higher relative humidity and white indicating
cloud. The lower part of the figure shows the satellite observation calculated with the
observation operator. The red line shows the brightness temperature emerging from the
top of the atmosphere, while the blue points show observations at 15 minute intervals
including observation error.
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(b) Realistic atmospheric profile
Figure 4.12: The progression of atmospheric state and observations over six hours.
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Figure 4.13: Comparison of observations using different cloud overlap assumptions.
Figure 4.13 shows the same progression of observations, but with all of the above
described cloud overlap assumptions for comparison. The minimum and random overlap
assumptions show a very early brightness temperature drop in the observations. This is
because a small amount of cloud that is spread over a significant depth of altitudes is
assumed to cover a large horizontal area since the separate layers have zero or minimal
overlap. This has the effect that the calculated observation using these two schemes
depends on the vertical resolution of the model. A higher vertical resolution results in
the observed brightness temperature dropping earlier.
The maximum overlap scheme is the last to create a drop in observation brightness
temperature, but it completely ignores the overall thickness of the cloud, especially if
there are multiple separated cloud layers. The maximum-random and decay overlap
assumptions take multiple separated cloud layers into account, although only the
decay overlap assumption adjusts for the thickness of a single cloud layer. When
the cloud fraction in any cloud layer approaches 1, then the difference between the
overlap assumptions disappears, as the observed brightness temperature measures the
temperature of the cloud top.
4.4 The tangent linear and adjoint models
As described in section 3.3.2, a requirement for the implementation of variational data
assimilation is the implementation of the tangent linear and adjoint functions of both
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the forecast and observation operators. The tangent linear is a function that performs
the equivalent operation to the matrix multiplication by the first derivative of the
original function. For example, the tangent linear of the forecast operator performs the
transformation z ↦→M′0→1(z). The adjoint is a function that performs the equivalent
operation to the matrix multiplication with the transpose of the first derivative of the
original function. The computer code for the forecast and observation operators of
the model were processed using the TAPENADE automatic differentiation software
package (Hascoët and Pascual, 2013) to create the tangent linear and adjoint models
of these functions. Standard tests were performed to ensure that these functions are
correctly implemented. These tests are described in the following sections.
4.4.1 Tangent Linear Test
In order to determine whether the tangent linear is correct, a standard test is used,
which compares the value returned from the tangent linear model with the difference
between two runs of the full model. If the tangent linear is correct, then:
lim
𝛾→0𝑀0→1(x+ 𝛾𝛿x)−𝑀0→1(x)−M
′
0→1(𝛾𝛿x) = 0 (4.26)
where 𝛿x is a perturbation on the atmospheric analysis, which is generated at random.
This operation is linearised around a particular atmospheric analysis x which is also
selected at random.
The standard test is to treat the calculated value in equation 4.26 as an error, and
compare it to the result of the tangent linear operator M′0→1(𝛾𝛿x) by taking the L2
norm of both.
𝐸(𝛾) = ‖𝑀0→1(x+ 𝛾𝛿x)−𝑀0→1(x)−M
′
0→1(𝛾𝛿x)‖
‖M′0→1(𝛾𝛿x)‖
(4.27)
If the tangent linear is coded correctly, then 𝐸(𝛾) will tend linearly towards zero as
𝛾 is reduced (Lawless et al., 2003).
This test was performed for both operators with several random values of x and 𝛿x,
and the results plotted in figures 4.14 and 4.15. As can be seen in these two figures, the
relative error did decrease linearly with 𝛾 to the point that machine precision played a
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Figure 4.14: Results of the tangent linear
test for the forecast model.
 1e-08
 1e-06
 0.0001
 0.01
 1
 1e-08  1e-06  0.0001  0.01  1
R
el
at
iv
e 
er
ro
r
γ
Results
Linear slope
Figure 4.15: Results of the tangent linear
test for the observation operator.
part. This indicates that both tangent linear functions were correct.
4.4.2 Adjoint Test
The adjoint function is tested by comparing its results with the tangent linear function.
As both the tangent linear and adjoint operators mimic a matrix multiplication, this is
used in the following way:
x𝑇1 (M′0→1x0) = (x𝑇1M′0→1)x0 = (M′𝑇0→1x1)𝑇x0 (4.28)
due to matrix multiplication associativity and transpose rules. Note thatM′0→1x0 is the
tangent linear operator and M′𝑇0→1x1 is the adjoint operator. Therefore, by assigning
values for x0 and x1 at random, we can calculate two sides of equation 4.28 that must
be equal. The same operation can be performed for the adjoint of the observation
operator.
These tests were run with several randomly selected values, indicating that the
adjoint was correct for both the forecast model and the observation operator, as the
two sides of the equation matched within 15 significant figures.
4.5 Model stability
This section shows the results of changing the horizontal and temporal resolution of
the model. If the model is correctly specified, increasing the resolution should have
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minimal effect on the results it produces. The results should converge towards a fixed
result as resolution is increased. Lowering the resolution can result in less accurate
results.
4.5.1 Spatial resolution
Figure 4.16a shows the atmospheric state initialised with a realistic atmospheric profile,
and advected upwards at 2 cm s−1 for 6 hours, with different vertical resolutions. The
normal vertical resolution is 40 levels (the dark blue lines). It is clear that the lower
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(a) Atmospheric profile after advection
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(b) Observations using decay cloud overlap as-
sumption
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(c) Observations using random cloud overlap as-
sumption
Figure 4.16: Atmospheric state and observations from a realistic profile with a varying
vertical model resolution. The key indicates the number of vertical levels in the model.
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resolution models neglect details in the atmospheric profile, while the high resolution
models manage to resolve thin layers of cloud better. The improvement from a 40 level
model to a 500 level model is small, which indicates that the model does converge on a
fixed result as resolution is increased, and that 40 levels is sufficient for this study.
Figures 4.16b and 4.16c show the progression of observations over a 6 hour time
period with the same atmospheric profile, with a range of vertical resolutions. The
observations from the decay cloud overlap assumption converge towards a fixed result
as the resolution is increased, and the observations calculated from the 40 level model
are close to this result. However, if the model were to use the random cloud overlap
assumption, as shown in figure 4.16c, the observations would not converge. Instead, the
brightness temperature would drop earlier for higher resolutions with no limit. This is
because with the random cloud overlap assumption, the visibility of the ground is the
product of the clear fraction of all the model layers:
Ground visibility using random overlap =
𝑛𝑡𝑜𝑝∏︁
𝑛=0
(1− 𝐶𝑛) ≃ (1− 𝐶)𝑛𝑡𝑜𝑝 (4.29)
This means that if there are 500 levels in the model, a constant cloud fraction of only
0.14% will produce an effective total cloud cover of 50%. The minimum cloud overlap
assumption is even worse, with only 0.1% cloud fraction needed over 500 levels to
produce the same total cloud cover.
The maximum-random overlap assumption partly alleviates this problem, but still
permits such behaviour in contrived situations. For example, alternate layers with 0%
and 0.28% cloud fraction will produce an effective total cloud cover of 50% with 500
levels using the maximum-random scheme, as each alternate level is counted as a new
separate cloud.
In contrast, the decay overlap assumption limits the power to which (1 − 𝐶) is
raised through its use of a decay constant. As vertical resolution approaches infinity,
the total cloud cover approaches a limit:
lim
𝑛→∞Ground visibility using decay overlap = (1− 𝐶)
1+ 𝑧𝑡𝑜𝑝2 km (4.30)
where the decay constant is 2 km. This means that a constant cloud fraction of 7.87%
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Figure 4.17: Relative humidity of the atmosphere required to produce a total cloud
coverage of 50% using four cloud overlap schemes.
is required with an atmosphere top 𝑧𝑡𝑜𝑝 of 15 km to produce a total cloud cover of 50%.
Figure 4.17 shows the relative humidity across the whole atmosphere required to
produce an overall cloud fraction of 50% using different cloud overlap schemes. As the
number of levels in the model is increased, the minimum and random overlap schemes
become increasingly unrealistic, while the decay overlap scheme is asymptotic to a
realistic value.
In essence, the model using the decay cloud overlap scheme behaves well with
changes in vertical resolution. Higher resolutions produce a more accurate result, but
not significantly different behaviour.
4.5.2 Temporal resolution
Figure 4.18a shows the atmospheric state initialised with a realistic atmospheric profile,
and advected upwards at 2 cm s−1 for 6 hours, with different temporal resolutions. The
normal temporal resolution is 24 time steps of 15 minutes each (the dark blue lines). It
is clear that changes to the temporal resolution have very little effect on the progression
of the atmospheric profile under advection, unless the temporal resolution is extremely
coarse. The reason for this is that the advection that is simulated is very small. At
2 cm s−1, the atmosphere would move 18m in a 15-minute time step, which is much
less distance than the distance between model levels (which are spaced 385m apart).
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(a) Atmospheric profile after advection for 6 hours at 2 cm s−1.
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(b) Observations with 4 cm s−1 motion.
Figure 4.18: Atmospheric state and ob-
servations from a realistic profile with a
varying temporal model resolution. The
key indicates the number of time steps
in a six hour observation window
When the temporal resolution is reduced to 2 time steps (the red lines), the air moves
upwards by 216m in each time step, which is still less than the model level spacing.
The model uses Semi-Lagrangian Advection, which copes well with movement in
each time step larger than the grid spacing. With very small movement in each step, the
Semi-Lagrangian scheme behaves similarly to an Eulerian scheme, which alters variables
by calculating their rate of change and multiplying by the time step. Semi-Lagrangian
schemes can be more accurate with a larger time step, assuming that the transformation
of variables (such as adjusting temperature for the effects of pressure change) is a linear
process. This is because small time steps inevitably cause mixing of values between
neighbouring grid points, which can blur small features, as shown in section 4.2.4.
Larger time steps reduce this mixing, allowing small features to be translated from one
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part of the model grid to another relatively intact. Since the step size is small for all
resolutions tested, this particular effect of temporal resolution is not significant.
The adjustment of temperature for changes in pressure is not a linear process in
this model, because the adiabatic lapse rate Γ depends on the cloud fraction, which
depends on the relative humidity, which depends on the temperature, according to
equation 4.14. Using a higher temporal resolution adjusts the temperature in finer
steps, which will take into account the changes in adiabatic lapse rate. It appears
from figure 4.18a that the temporal resolution of 9 time steps is sufficient to model
this correctly. This is also shown in figure 4.18b which shows that observations with 9
time steps are indistinguishable from observations with more time steps. A temporal
resolution of 24 time steps is used in order to match the frequency of measurements
available from typical geostationary satellites.
4.6 The prior forecast
In real-world data assimilation, the previous forecast is available as a reasonable estimate
of the current state of the atmosphere. The observations in combination with this prior
forecast provide the information used to determine the new analysis of the atmosphere.
A covariance matrix B is used to describe the expected accuracy of the prior forecast,
and this plays a part in the calculations involved in variational data assimilation.
In some toy models, such as the Lorenz 95 model (Lorenz, 1995), data assimilation
can be cycled, with the analysis of the previous assimilation being used to generate
a forecast which is used in the new assimilation. However, the model used in this
experiment cannot be cycled, as it does not have repetitive behaviour—the vertical
velocity does not change over time, so the atmosphere continues to progress in a single
direction. Therefore, an alternative source of a “prior forecast” is required. This is
provided by adding error as modelled by the B matrix to the true atmospheric state.
4.6.1 The B matrix
Since there are 81 variables in the atmospheric state, the B matrix is an 81 × 81
matrix. The diagonal elements of the matrix are the variances of the 81 variables in
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the prior forecast. The first 40 are the variances of the temperature variables for the 40
levels in the atmosphere, and these are set to (1K)2. The next 40 are the variances of
the humidity variables, and are set to (0.1)2, which as the humidity is stored as the
logarithm of the specific humidity represents an error of (exp(±0.1)− 1) or 10.52% up
and 9.52% down. The 81st diagonal element is the variance of the vertical velocity
variable, and is set to (0.1m s−1)2, which represents an error of 10 cm s−1.
The elements off the diagonal are the covariances between two variables in the prior
forecast, and these are zero where the errors in the two variables are not expected to
correlate. For instance, elements representing the covariance between a temperature
variable and a humidity variable are zero (which is a reasonable approximation).
Elements representing the covariance between a temperature variable and a nearby
temperature variable are non-zero, in order to represent the limited resolution of the
prior forecast. The value of a non-diagonal element is set to the corresponding diagonal
value, divided by exp(𝛿𝑧/2 km) where 𝛿𝑧 is the vertical separation between the layers.
That is, the covariance decays with a decay constant of 2 km. Figure 4.19 shows the B
matrix. The top left block contains the covariances for temperature, while the bottom
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Figure 4.19: The 81 × 81 B matrix, containing the covariances of error in the prior
forecast of the 81 model variables.
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right block contains the covariances for humidity. The very bottom right element
contains the variance for vertical velocity. All other elements have a value of zero.
4.6.2 Creating realistic error
To generate a fake prior forecast x𝑏, error 𝛿x is added to the true atmospheric profile
x𝑡, with the same character as described by the B matrix. In order to do this, the
eigenvectors and eigenvalues of the B matrix are found.
B = VΛVT (4.31)
where Λ is diagonal, consisting of the eigenvalues (𝜆0 . . . 𝜆𝑛), and V is orthonormal,
consisting of the eigenvectors (v0 . . .v𝑛). Library code is available to perform this task
(Press et al., 1996).
An example of V is shown in figure 4.20, where each column is an eigenvector. This
shows how some eigenvectors represent large scale structure in the atmospheric column,
such as the right-most eigenvectors in both blocks of figure 4.20 which represent the
average value for the entire column. Other eigenvectors represent fine details in the
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Figure 4.20: The matrix V containing the eigenvectors (v0 . . .v𝑛) of the B matrix.
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Figure 4.21: The matrix (𝜆0v0 . . . 𝜆𝑛v𝑛) containing the eigenvectors of the B matrix
multiplied by their corresponding eigenvalues.
atmospheric profile.
The error 𝛿x is generated by finding the sum of eigenvectors v𝑖, each multiplied by
its corresponding eigenvalue 𝜆𝑖 and by a random value with a Gaussian distribution
with a mean of zero and a standard deviation of 1, which are generated as in section
4.3.3. Figure 4.21 shows the eigenvectors multiplied by their corresponding eigenvalues,
which shows that the error in the fine detail has a lower magnitude than the error in
the large scale features.
x𝑏 = x𝑡 + 𝛿x = x𝑡 +
𝑛∑︁
𝑖=0
𝜀𝜆𝑖v𝑖 (4.32)
The distribution of the error 𝛿x can be checked for correctness by checking the approxi-
mation:
𝑁∑︁
1
𝛿x · 𝛿xT ≃ 𝑁B (4.33)
Figure 4.22 shows the result of adding error to the two atmospheric profiles seen in
figure 4.4. The error of 1K applied to temperature is small compared to the temperature
variation across the atmosphere, however the 10% error applied to the humidity has a
strong effect on the quantity of cloud in the atmosphere.
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Figure 4.22: Two atmospheric profiles, before (dashed lines) and after (solid lines)
adding error.
4.6.3 Inverting the B matrix
It is possible to calculate any power of the B matrix using the eigenvalues Λ and
eigenvectors V:
B𝑛 = VΛ𝑛VT (4.34)
where Λ𝑛 is easy to calculate as Λ is a diagonal matrix. This is particularly interesting
when 𝑛 = −1, as this gives the inverse ofB, which is used in variational data assimilation.
However, in order for this inverse to be accurate (due to the precision of computer
floating point numbers), the condition number of the matrix must be acceptable. The
condition number is the ratio of the smallest and largest eigenvalues, and must be below
about 105. For the B matrix described above, this condition number is approximately
104, which is acceptable.
4.7 Summary
This chapter has defined the computer model that is used in the investigations in this
thesis. The following chapters will describe how this model was used to pursue the
research goals of this project, which are to determine if it is feasible to calculate the
vertical velocity of air in the atmosphere from a sequence of satellite measurements.
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Chapters 5 and 6 describe two methods of achieving this. Chapter 5 describes an
empirical method which uses a large database of atmospheric states to model the
probability density of vertical velocity after matching values from the prior forecast and
the observations. Chapter 6 describes a variational method which uses a minimisation
algorithm to find the highest posterior probability atmospheric state given the known
input data.
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Chapter 5
Empirical method
Atmospheric state is normally determined in operational weather centres using varia-
tional data assimilation (Var), but other methods are also possible. Rodgers (1976)
mentions that ad hoc methods may be used to obtain an estimate of the desired values.
In some cases this will produce an acceptably-accurate result, and in other cases the
value retrieved can be used as an input to a variational method to improve its accuracy
or reduce the computing resources required. Full Var is very CPU-intensive and, like
all minimisation problems, benefits from a first guess that is close to the solution.
This chapter describes a family of such ad hoc methods developed for this project
to determine vertical velocity from the prior forecast and observation values that are
available. The development of these methods is described, culminating in an empirical
method capable of determining vertical velocity with an RMS error less than twice that
of the variational method, but which uses much less computing resource to perform.
Section 5.1 introduces the concept of using the correlation between vertical velocity
and the total change in observed brightness temperature to obtain a crude estimate of
vertical velocity. This is expanded on in section 5.2 to the use of two variables from
the observations and prior forecast, which improves the accuracy of the estimate. A
generalisation of the scheme is given in section 5.3, with six variables used to further
improve the accuracy. The computational cost of the method is described in section
5.4, while section 5.5 shows the results of changing the range of values used in the
prediction process.
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5.1 Correlation between brightness temperature change
and vertical velocity
Vertical motion should produce a predictable progression in observed brightness tem-
perature over the observation window. If the motion is upwards, then the observed
brightness temperature should decrease due to cloud formation or cloud top rising.
Conversely, if motion is downwards, the opposite should occur. Therefore a guess at the
vertical velocity can be made by inspecting the general progression of the brightness
temperature. The standard deviation of vertical velocity provided by the prior forecast
is 10 cm s−1 (from section 4.6.1), so any method that improves on this is likely to be
useful.
Given a set of observations, a scalar can be extracted by subtracting the brightness
temperature of the first observation from that of the last observation in the observation
window. This scalar (the total brightness temperature change over the whole observation
window) depends on the atmospheric profile at the beginning of the observation window,
the vertical velocity, and the random error added to the observations. Figure 5.1 shows
the total brightness temperature change plotted against the true vertical velocity,
which was produced by creating observations for a range of vertical velocities (101
samples between −2 cm s−1 and 10 cm s−1 inclusive) for all 13495 atmospheric profiles
-100
-80
-60
-40
-20
 0
 20
 40
-2  0  2  4  6  8  10
To
ta
l t
em
pe
ra
tu
re
 c
ha
ng
e/
K
True vertical velocity/cm s-1
 0
 0.2
 0.4
 0.6
 0.8
 1
Po
in
t d
en
sit
y
Figure 5.1: The relationship between vertical velocity and the total brightness temper-
ature change over the observation window.
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Figure 5.2: Plume of retrieved vertical velocity against true vertical velocity produced
by examining the total brightness temperature change.
in the ECMWF data set (so more than a million samples). Since the signal is of
the order of 60K while the noise is 1K, noise is not significant in this plot, but the
variation caused by the different atmospheric profiles is very significant. There is a weak
correlation between true vertical velocity and the signal, as shown in figure 5.1, with
vertical velocity accounting for a small proportion of the variation in total brightness
temperature change and other sources (such as the atmospheric profile and random
error) accounting for a larger proportion. The total brightness temperature change is
not completely random, so estimating vertical velocity purely from its correlation with
total brightness temperature change has some skill*. The relationship between total
brightness change and vertical velocity is not linear, so normal linear regression is not
suitable. Instead, a large database of previously calculated samples is used to calculate
the average vertical velocity for a given brightness temperature change. The most
similar samples in the database are extracted for any given total brightness change,
and the average vertical velocity for those samples found. This allows observations to
be translated quickly into a prediction of vertical velocity. A plume of such predictions
is shown in figure 5.2.
Another candidate for an indicator of vertical motion is the fastest brightness
*In information theory, the amount of entropy of useful information is related to the signal-to-noise
ratio. The information content is high when a signal is strongly correlated with the true value, either
positively or negatively, and is only zero when the signal is completely random.
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temperature change from one observation to the next. However this is complicated
slightly by the addition of random error to the observations. In the case where there
is no overall movement in brightness temperature, this “fastest change” would be
dominated by the random error, and would likely be around either negative or positive
1K depending purely on chance, with very little close to zero. It does not seem sensible
to use an indicator that contains large amounts of error with little signal.
An alternative is to calculate the fastest positive brightness temperature change
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Figure 5.3: The relationship between vertical velocity and the sum of the fastest positive
and negative brightness temperature changes in consecutive observations.
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Figure 5.4: Plume of retrieved vertical velocity against true vertical velocity produced
from the fastest brightness temperature change.
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and the fastest negative brightness temperature change, and sum them. The random
error in each will largely cancel out, leaving a reasonably good indicator that is more
representative at large vertical velocities than the first indicator shown in figure 5.1. A
plume of this value is plotted in figure 5.3, and it is clear that this relationship is also
not particularly linear. The predictions made using this scalar are shown in figure 5.4.
5.2 Two variable analysis
The accuracy of this method can be improved by including information on the atmo-
spheric profile, provided by the prior forecast described in section 4.6. The relative
humidity of the atmosphere has a strong effect on the formation of clouds. Another
scalar is extracted by finding the greatest relative humidity in the column, starting from
level 5 upwards (in order to ignore low-lying clouds that will not create a significant
brightness temperature change). This scalar does not depend on the vertical velocity,
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Figure 5.5: Average (contours) and standard deviation (colour) of true vertical velocity
of atmospheric states plotted against total brightness temperature change and greatest
relative humidity.
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but it does improve the skill of interpreting the total change in brightness temperature.
Figure 5.5 shows the average true vertical velocity plotted against both scalars,
where the average is taken of the most similar 400 data points, found using a k-d tree
(explained in appendix B). An estimate of vertical velocity is obtained by calculating
these two scalars and looking up the average vertical velocity from figure 5.5, or by
performing a search in the k-d tree.
This method is demonstrated in figures 5.6 and 5.7. In this example, the total
observation change is −5K while the greatest relative humidity is 120% (indicating
that cloud is already present in the atmosphere). A search is performed for points that
are most similar to these values. A variable-diameter circle is drawn to enclose the
required number of nearest points. The average vertical velocity of these points is then
found. Figure 5.7 shows a histogram of the vertical velocity of the points inside the
marked circle, indicating that the average is 1.1 cm s−1 with a standard deviation of
0.88 cm s−1.
This second empirical method is slightly more accurate than using only one scalar
from the observations. A plume of the predictions achieved using this method is shown
in figure 5.8.
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Figure 5.6: Illustration of empirical method
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Figure 5.7: Histogram of vertical velocity of samples used in empirical method.
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Figure 5.8: Plume of retrieved vertical velocity against true vertical velocity produced by
examining the total brightness temperature change and the greatest relative humidity.
5.3 Multi-variable analysis
It is possible to improve further on the two variable method described in section 5.2.
Scalars that can be readily calculated from the available data are:
1. Total brightness temperature change in observations (described above).
2. Greatest relative humidity in atmosphere above level 5 in the prior forecast
(described above).
3. Brightness temperature observation at the beginning of the observation window.
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4. Fastest rate of change of brightness temperature observation during the observa-
tion window (described above).
5. Highest altitude with relative humidity equal to 80%, or 80% of the greatest
relative humidity in the atmosphere above level 5, whichever is more humid. This
is an indication of the altitude at which cloud either exists or will develop.
6. Centre of gravity altitude of relative humidity over the atmosphere column.
These six scalars taken together in a six dimensional k-d tree provide a final empirical
estimate of vertical velocity with greater accuracy. The RMS errors of these empirical
methods are plotted in figure 5.9. The accuracy of vertical velocity obtained depends on
the true vertical velocity. Figure 5.10 shows a plume of the vertical velocity calculated
using this final method against the true vertical velocity.
Since this method finds a set of similar atmospheric profiles to find the average
vertical velocity, it is also possible to find the standard deviation, which is an indication
of how accurate the result is. Figure 5.11 shows the distribution of the error of retrieved
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Figure 5.9: RMS error of vertical velocity produced from indicators in the observations.
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Figure 5.10: Plume of retrieved vertical velocity against true vertical velocity produced
by examining six variables.
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Figure 5.11: Distribution of error of retrieved vertical velocity using the 6 variable
method, along with an error distribution reconstructed from the standard deviation of
samples used to make the retrieval.
vertical velocity along with an error distribution reconstructed from the standard
deviation of the samples that were averaged to produce the retrieval. This matches
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Figure 5.12: RMS error of vertical velocity produced from indicators in the observations
achieved by discarding some results.
the real error distribution well, indicating that the standard deviation is a realistic
indication of the expected error.
The standard deviation can be used to filter the results in order to reduce the RMS
error of the result at the expense of failing to provide a measurement for some sets
of observations. This has limited success because of the limited range of standard
deviation values—the error distribution is close to Gaussian, so there are few inaccurate
samples to discard. Figure 5.12 shows the results of varying a maximum standard
deviation filter to control the proportion of results that are accepted. Throwing away
a small proportion of results does not have a dramatic effect on the accuracy of the
measurement. When discarding a quarter of the results of the six variable method, the
RMS error reduces from 1.53 cm s−1 to 1.22 cm s−1.
5.4 Computational cost
The first two methods use a single value to make predictions. They were implemented by
finding the average of the 400 most similar samples, but could instead be implemented
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by creating a fitted spline curve, which would be faster to evaluate. The methods
using two input scalars could feasibly be implemented using a two dimensional lookup
table, which would also be faster than a k-d tree search, although not as fast as a 1
dimensional fitted spline. The final method uses a multi-dimensional k-d tree which
does takes more than ten times the CPU time than the first method, but still evaluates
100 times more quickly than the variational method used in chapter 6.
5.5 Prediction range
This empirical method assumes that vertical velocity is within the range −2 cm s−1 to
10 cm s−1 upwards. As all the results are produced by averaging samples in a database,
the method will never return an estimate outside this range. For large-scale weather
prediction models this may be a reasonable assumption. However vertical velocities
measured in metres per second are common on the convective scale (Yuter and Houze,
1995).
A database with a wider range of vertical velocities can be created, to allow a
wider range of predictions. Widening the range in this way will reduce the accuracy of
the method. As can be seen from figure 5.1, the variation in the atmospheric states
causes more variation in the total brightness temperature change than the vertical
velocity does at the extremes of vertical velocity. The only other scalar that changes
with vertical velocity is the fastest brightness temperature change which has the same
problem, although to a lesser extent, as shown in figure 5.3. Including a wider range of
vertical velocities in the database will cause a wider range of samples to be returned by
a k-d tree search, increasing the standard deviation of the result. Using a range from
−10 cm s−1 to 20 cm s−1 increases the error from 1.5 cm s−1 to 3 cm s−1.
5.6 Summary
This chapter has described the empirical method developed in this project for rapidly
obtaining an estimate of the true vertical velocity of an atmospheric state from the
observations and prior forecast. It is capable of achieving this reliably with an RMS
error of approximately 1.5 cm s−1.
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In effect, the large database of samples models the probability density function of the
variables included in it. Some variables can be seen to be dependent on other variables
(for instance the change in observations is dependent on the vertical velocity). The
database models not only the posterior probability of the independent variables with
regard to the dependent variables, but also the overall probability of the independent
variables too. This is because only likely atmospheric states are loaded into the database,
eliminating the possibility that the database will return an atmospheric profile that
matches the observations and prior constraints but is otherwise unlikely. Var models
the former probability, but not the latter. It is therefore possible that with a sufficiently
large and detailed database, the empirical method may outperform Var. The empirical
method’s main disadvantage is that it will be unable to return anything it has not
already seen. In this case, since the database was only populated with atmospheric
states with a limited range of vertical velocities, the range of resulting vertical velocities
is also limited.
The next chapter introduces the second technique used to determine vertical velocity,
which is Var. While the empirical method is less accurate than Var, it is more reliable
(the error distribution is more Gaussian, with fewer outliers), and this characteristic is
used to improve the results of Var significantly.
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to 6.3.5 are included in the published
journal paper in appendix G
Chapter 6
Variational method
6.1 An initial look at the cost function
As described in section 3.2, variational data assimilation (Var) is the process of finding
the atmospheric state x that minimises the value of a cost function 𝐽(x). The cost
function is defined in equation 3.9, which is:
𝐽(x) = (x− x𝑏)𝑇B−1(x− x𝑏) +
𝑛∑︁
𝑖=1
(𝐻(𝑀0→𝑖(x))− 𝑦𝑖)2
𝜎2𝑦
(6.1)
A cost function is a quadratic function if the observation and forecast operators are
linear. A quadratic function is relatively easy to minimise. Nonlinearities in either the
observation or forecast operators will cause the cost function to be non-quadratic, and
therefore harder to minimise.
Figure 6.1 shows the value of the cost function with no error added to the observations
or prior forecast as the vertical velocity 𝑤 is varied, with the temperature and humidity
values set to the truth, and the true vertical velocity set to 4 cm s−1. This is a one-
dimensional slice through the 81 dimensional cost function, and shows that a minimum
exists with a value of zero when the vertical velocity is the true value. It also shows
that the cost function is non-quadratic. As the guessed vertical velocity is reduced, the
cost increases rapidly until it reaches a point where the cost stops increasing. This is
because this particular atmospheric profile contains no clouds at the beginning of the
observation window, so any vertical velocity below 1 cm s−1 will result in no change
80
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Figure 6.1: The value of the cost function,
where the true vertical velocity is 4 cm s−1,
with no error added to the observations or
prior forecast.
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Figure 6.2: The value of the cost function,
where the true vertical velocity is 2 cm s−1,
with error added to the observations and
prior forecast. Note the logarithmic scale.
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Figure 6.3: The value of the cost function, where the true vertical velocity is 14 cm s−1
and the initial true atmosphere has very low relative humidity (25%).
to the observations as no clouds are developed. Therefore, vertical velocities below
this value cannot be distinguished. In fact, with some cost functions, this plateau may
contain a small local minimum, as shown in figure 6.2, which can be caused by the
background part of the cost function.
When the guess of vertical velocity is too high, the cost increases, but approaches a
maximum. The relative costs of this maximum and the plateau at low vertical velocity
depend on the true value of the vertical velocity. When the vertical velocity is very
high, the cost increases in step-like features, which can be seen in the ripples in figure
6.3. This is caused by the limited temporal resolution of the model. Under some
circumstances, when upwards motion is fast, the transition from clear air to cloud can
occur rapidly, essentially in a single time step. As guessed vertical velocity is varied,
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the time step where this happens varies, in a step-like fashion.
The observational part of the cost function has a limit on the value it can return
with varying vertical velocity. The observation operator blends the temperatures of
the separate levels of the atmosphere, so each individual observation must be in the
range of temperatures of the atmosphere. The action of vertical velocity is mainly to
affect the specific level in the atmosphere that the observation temperature is taken
from—the level of the top of a cloud, or the ground level. Therefore, the greatest
possible cost contributed by an observation is governed by the difference between the
hottest and coldest parts of the atmospheric profile, which in most cases is no more
than 100K. The maximum cost from the 25 observations that are in the observational
part of the cost function is therefore 25× (100K)2(1K)2 , which is 250,000, although in practice
it is unlikely to be above 100,000, as demonstrated in figure 6.2.
The background part of the cost function contributes a very small value to the cost.
For example, where the vertical velocity differs from the background by 10 cm s−1, the
cost contributed by the observational part of the cost function may be on the order of
40,000 due to the large change this makes to the predicted observations 𝐻(𝑀0→𝑖(x)),
whereas the background part contributes a cost of exactly 1.
A more interesting picture is given with a 2D slice of the cost function. Figure
6.4 shows such a slice. The true atmospheric profile is the simple profile described
in section 4.1.4, with a constant relative humidity of 65%, and an upwards vertical
velocity of 10 cm s−1. This is a reasonably strong upwards motion, which demonstrates
a cost function with a clearly-defined minimum. Appendix A investigates the range
of vertical velocity values common in the Met Office operational weather prediction
system. The vertical velocity of the atmospheric profile guess is on the y axis, while
the constant relative humidity of the guess is on the x axis. Error has been added to
both the prior forecast and the observations.
It is clear that the global minimum (at least in this 2D slice) is in approximately
the correct position, although the cost does not reach zero at this point because of the
error added. The global minimum is inside a long diagonal valley, indicating that the
condition number of the problem may be high. In fact, the condition number varies
according to the atmospheric state, and may be up to 1010, but this is addressed later
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Figure 6.4: The value of the cost function as the vertical velocity 𝑤 and relative
humidity are varied, where the true vertical velocity is 10 cm s−1. Arrows point in the
decreasing gradient direction in this two dimensional slice.
in section 6.3.3.
The figure contains arrows which point in the direction of the gradient (towards
lower cost). Along the bottom of the figure, several of the arrows point away from
the global minimum, and towards a local minimum that is off the bottom right of the
figure. If minimisation was performed entirely in this 2D slice, then it is possible for the
minimisation algorithm to head towards this local minimum, if the first guess is located
towards the bottom of the graph. In 81 dimensions, it is a little more complicated
than this, as there may be routes out of the plane from an apparent local minimum
to the global minimum. Local minima can only be identified by using a minimisation
algorithm.
This initial look at the cost function shows care must be taken while minimising
the cost function. Two potential problems exist—the conditioning of the problem, and
multiple minima. These are addressed later in sections 6.3.3 and 6.4.6.
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6.2 The Gradient of the Cost Function
As described in section 3.3.1, the first derivative of the cost function is:
∇x𝐽(x) = 2B−1(x− x𝑏) + 2
𝑛∑︁
𝑖=1
M′𝑇0→𝑖H′𝑇
𝐻(𝑀0→𝑖(x))− 𝑦𝑖
𝜎2𝑦
(6.2)
whereM′𝑇0→𝑖 andH′𝑇 are the adjoint functions of the forecast and observation operators,
which are derived from the tangent linear functions.
In section 4.4, the tangent linear and adjoint functions were tested. Now that we
have defined the cost function and its first derivative, a further test can be performed
to check the correctness of the gradient produced by the first derivative. This is done
in a similar way to testing the tangent linear. The results of the gradient function
are compared with an alternative method of obtaining a gradient, which is the finite
difference method.
𝐸(𝛾) =
⃦⃦⃦⃦
⃦⃦⃦⃦
⃦⃦⃦⃦
⃦
𝛾∇x𝐽(x)−
⎛⎜⎜⎜⎜⎜⎜⎜⎝
𝐽(𝑥1 + 𝛾, 𝑥2 · · ·𝑥81)− 𝐽(x)
𝐽(𝑥1, 𝑥2 + 𝛾 · · ·𝑥81)− 𝐽(x)
...
𝐽(𝑥1, 𝑥2 · · ·𝑥81 + 𝛾)− 𝐽(x)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⃦⃦⃦⃦
⃦⃦⃦⃦
⃦⃦⃦⃦
⃦
‖𝛾∇x𝐽(x)‖ (6.3)
The relative error 𝐸(𝛾) between the gradient calculated with the two methods should
decrease linearly with the finite difference 𝛾 used. The results of this method are plotted
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Figure 6.5: Results of running the gradient test of the cost function for several random
atmospheric profiles.
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in figure 6.5, which shows that this is the case, and therefore the function to calculate
the gradient of the cost function is correctly coded. When 𝛾 is less than 10−7, the
relative error does increase. This is because of the limited precision of the calculations
in the computer, and is expected.
6.3 Minimising the cost function
With a working gradient function, a minimisation algorithm can be used to find the
minimum of a cost function, as described in section 3.3.3.
For each of the 13495 atmospheric profiles in the source data set described in
section 4.1.4, a range of atmospheric states was created by using the humidity and
temperature profiles, but setting vertical velocity to a range of values between −2 cm s−1
and 10 cm s−1, evenly spread with a spacing of 0.4 cm s−1. For each of these 418345
atmospheric profiles (which are called the “true atmospheric profiles” or the “truth”,
x𝑡), a prior forecast x𝑏 was created by adding random error to the truth, as described
in section 4.6. Observations were then calculated for each of these atmospheric profiles
by running the forecast operator and the observation operator, and random Gaussian
error of 1K added to each measurement independently, as described in section 4.3.3. A
cost function was generated using this information for each of the atmospheric profiles.
The cost function was minimised using preconditioned conjugate gradients, as described
Simulated
forecast
Data
Assimilation
Simulated
Observations
Analysis
True Initial
State
Create
Observations
Add random
error
Add random
    error
Compare Results
Empirical
Method
First guess
Figure 6.6: Diagram of the stages of the data assimilation experiment. Double lines
indicate 2D data. Minimisation takes place in the “Data Assimilation” stage.
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Table 6.1: The values from data assimilation examined in sections 6.3.1 to 6.3.9.
True vertical velocity cm s−1
Velocity from empirical method cm s−1
Expected standard deviation of empirical vertical velocity error cm s−1
Minimised vertical velocity from variational method cm s−1
Minimised cost from variational method
Expected standard deviation of variational vertical velocity error cm s−1
in section 3.3.3. The first guess used by the minimisation algorithm was constructed
from the prior forecast, with the vertical velocity set to the value calculated by the
empirical method (chapter 5). For comparison, a first guess constructed from the prior
forecast without modification was also used in a separate minimisation. The result
of minimising the cost function is called the analysis, and this is compared to the
truth to produce results on the capabilities of the data assimilation system. Figure 6.6
summarises the layout of the data assimilation experiment.
The result from the minimisation algorithm contains three values. These are the
analysis x which is the atmospheric state for which the value of the cost function
is at a minimum, the value of the cost function 𝐽(x), and the approximated second
derivative of the cost function ∇2x𝐽(x). In the investigation of the results in the next
few sections, the vertical velocity from the analysis is used, along with the expected
standard deviation of error in the vertical velocity. This is produced by inverting the
approximated second derivative matrix to produce an analysis covariance matrix, and
taking the square root of the cell representing the variance of vertical velocity. To
this data is added the true vertical velocity and the vertical velocity calculated by the
empirical method. Table 6.1 summarises the values from the data assimilation that are
examined in later sections.
6.3.1 Minimised cost
Figure 6.7 shows the distribution of minimised cost for the 418345 minimisations
performed for the main data assimilation experiment, following minimisation using
preconditioned conjugate gradients from two different first guesses. The mean minimised
cost is 25.5 (discarding any entries above 80), but there are some samples that have a
significantly higher cost, the highest being around 200,000. When minimising directly
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Figure 6.7: Distribution of minimised cost.
from the prior forecast, 5.3% of the results have a minimised cost above 60, but this
is reduced to 0.9% when the first guess is improved with the result of the empirical
method. It is assumed that these samples have failed to properly minimise, probably
by finding a non-optimal local minimum. It is likely that the value for vertical velocity
for these samples is unreliable. These samples are therefore discarded.
The fact that a significant number of minimisations fail when minimising from
the prior forecast, even when using preconditioning, indicates that the cost function
is hard to minimise. Improving the proximity of the first guess to the solution by
incorporating the value produced by the empirical method improves the chances of
correctly minimising.
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6.3.2 Second derivative of the cost function
The second derivative (Hessian) of the cost function ∇2x𝐽(x) is defined in equation 3.12,
and is approximated by discarding the higher order terms:
∇2x𝐽(x) = 2B−1 + 2
𝑛∑︁
𝑖=0
M′𝑇0→𝑖H′𝑇H′M′0→𝑖
𝜎2𝑦
+ higher order terms (6.4)
which varies with the value of x.
Figure 6.8 shows the value of the second derivative of the cost function with x set
to a simple atmospheric profile as described in section 4.1.4, with a vertical velocity
of 10 cm s−1. This is a combination of the inverse of the B matrix and the second
derivative contributed by the observations. The inverse of this matrix multiplied by
two is effectively the error covariance matrix (Rabier and Courtier, 1992) for the
minimisation result (the analysis), and this is shown in figure 6.9. The bottom-right
corner of this figure contains the cell representing the expected variance of the vertical
velocity, the square root of which is the expected standard deviation. The top-left
quadrant contains the covariance of the atmospheric temperature profile, while the
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Figure 6.8: The Hessian matrix of the cost function evaluated with an atmosphere with
relative humidity of 65% and vertical motion of 10 cm s−1.
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Figure 6.9: The inverse of the Hessian matrix of the cost function multiplied by two.
This is effectively an error covariance matrix.
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Figure 6.10: The inverse of the Hessian matrix multiplied by two with each cell divided
by the corresponding cell in the B matrix.
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bottom-right quadrant contains the covariance of the specific humidity values. The
top-right and bottom-left quadrants contain the covariance between the temperature
and specific humidity. Figure 6.10 shows the covariance of the analysis divided on a
cell-by-cell basis by the B matrix, showing how much variational data assimilation
has improved the covariance of the atmospheric state. Some of the values in the
matrix are lower than the values in the B matrix, while some covariance has been
generated between temperature and humidity. This shows that the temperature (the
top left quadrant) has been improved across most of the atmosphere (as values in
figure 6.10 are less than 1), while the humidity (the bottom right quadrant) has been
improved particularly in the middle of the atmosphere, where the cloud develops over
the observation window.
The analysis covariance matrix described in the previous paragraph is an estimate,
which is only accurate if the higher order terms are insignificant, the cost function is
quadratic, and if the cost function does not contain multiple local minima. These three
assumptions are not necessarily true in practice. The matrix describes the curvature
of the cost function at a certain atmospheric state. The presence of viable multiple
minima in the cost function would result in the actual covariance of the analysis being
greater than this matrix indicates. Therefore the analysis covariance matrix is an
optimistic estimate of the accuracy of the minimised atmospheric analysis. Section
6.3.4 investigates using this to discard unreliable results.
6.3.3 Condition number
The condition number of the second derivative of the cost function is an indication
of how difficult the cost function is to minimise. To find the condition number, the
eigenvalues of the second derivative are found, and the largest eigenvalue is divided by
the smallest eigenvalue.
The condition number of the B matrix is approximately 104. However the condition
number of the second derivative of 𝐽(x) varies between 104 and 1010 depending on the
atmospheric state. The distribution of condition numbers is shown in figure 6.11, which
shows that for many atmospheric states, the condition number of the second derivative
is the same as for B, but for the majority it is much higher. The minimisation of the
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Figure 6.11: Distribution of condition number of the second derivative of the cost
function, before and after preconditioning.
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Figure 6.12: Scatter plot of condition numbers of the full cost function against the
preconditioned cost function.
cost function is therefore a poorly-conditioned problem. Figure 6.11 also shows the
distribution of condition numbers for the preconditioned system, as described in section
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Figure 6.13: Scatter plot of the condition number against the minimised cost.
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Figure 6.14: Scatter plot of the condition number against the error in vertical velocity.
3.3.4. Preconditioning reduces the condition number by a factor of 670 on average,
which significantly improves the effectiveness of the minimisation algorithm. Figure
6.12 shows the relation between condition numbers of the full cost function and the
preconditioned system, with good correlation indicating a consistent factor reduction
due to preconditioning.
Figure 6.13 shows no correlation between condition number and minimised cost.
This means that a high condition number does not prevent minimisation to a reasonably
low cost (although section 6.4.5 investigates more accurate preconditioning, which can
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Figure 6.15: Scatter plot of the condition number against the total change in temperature
over the observation window.
result in a slightly lower minimised cost).
Figure 6.14 shows a small correlation between the absolute value of the error in
vertical velocity and condition number—high error occurs when the condition number
is low. This correlation is not sufficient to allow the condition number to be used to
reject minimisations with a large error, as many minimisations with low condition
number are also accurate.
The condition number is highest when advection causes a change in cloud (and
therefore observation) during the observation window. Figure 6.15 shows that the
change in observed brightness temperature over the observation window is only large
(greater than 3K) when the condition number is above 106. The condition number
is controlled by the observational part of the cost function, because the Hessian of
the background part is constant. This observational part is ill-posed, having only 25
observations, not all of which have any independent information content, which gives it
a high condition number. Normally the prior forecast part of the cost function would
regularise the overall function, reducing the overall condition number. This is what
happens when there is little observation change, because the observational part of
the cost function contributes very little to the overall cost. When there is significant
signal in the observations, the magnitude of cost contributed from the observational
part is large (an upper limit of approx. 106) compared to the contribution from the
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prior forecast part (unlikely to rise much above 102). This allows the overall condition
number to be dominated by the observational part of the cost function, making it
high. It has been previously noted that an increase in the availability and accuracy of
observations can increase the condition number (Haben et al., 2011; Trémolet, 2007).
6.3.4 Expected standard deviation of vertical velocity
As described in section 6.3.2, the inverse of the second derivative of the cost function
multiplied by two is an approximation of the covariance of the atmospheric analysis.
One entry in this matrix represents the expected variance of the error of the vertical
velocity of the result, the square root of which is the standard deviation of error. This
value is a useful indication of whether the observations have improved the accuracy of
the vertical velocity. According to the B matrix, the standard deviation of the error
of the vertical velocity is 10 cm s−1 for the prior forecast, so the standard deviation
represented by the analysis covariance matrix should never be greater than this.
Figure 6.16 shows the distribution of the expected standard deviation of the vertical
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Figure 6.16: Distribution of expected standard deviation.
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Figure 6.17: Expected standard deviation against total brightness temperature change.
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Figure 6.18: Expected standard deviation against absolute error in vertical velocity.
velocity error. The graph shows two spikes, showing that the majority of results have
an expected standard deviation less than 1 cm s−1, while some results have an expected
standard deviation of 10 cm s−1. The prior forecast provides the vertical velocity with
a standard deviation of 10 cm s−1, so the results that have an unchanged standard
deviation have not been improved by the observations. Figure 6.17 shows that this only
occurs when there is little actual change in observation over the observation window,
which is caused by there being little change in cloud quantity. In contrast, all the
minimisations where the total observation change is greater then 20K have an expected
standard deviation less than 2 cm s−1.
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Figure 6.19: Expected standard deviation against condition number.
All results that have an expected standard deviation above 1 cm s−1 (21% of the
total) were deemed to be insufficiently improved from the prior forecast, and rejected,
although this is an arbitrary limit which could be changed.
The correlation between the expected standard deviation and the absolute value of
the error in the retrieved vertical velocity is shown in figure 6.18. This shows that there
is a positive correlation—the expected standard deviation models the error reasonably
accurately, and this is examined in further detail in appendix F. The expected standard
deviation under-estimates the RMS error of the vertical velocity by approximately 30%.
Although the expected standard deviation is an estimate as described in section 6.3.2,
it has a strong enough signal to allow a large proportion of inaccurate retrievals to
be identified and discarded. Rejecting all minimisations with an expected standard
deviation above 1 cm s−1 rejects the most inaccurate results.
The expected standard deviation is inversely correlated with the condition number
of the problem, as shown in figure 6.19. This, along with figure 6.15 shows that the
condition number is high when the observations are useful for improving the accuracy
of the vertical velocity, and low when the observations add no further information.
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6.3.5 Filtering the results
In sections 6.3.1 and 6.3.4, limits were placed on the minimised cost (maximum 60)
and expected standard deviation (maximum 1 cm s−1). A scatter plot of absolute error
in retrieved vertical velocity in colour against minimised cost and expected standard
deviation is shown in figure 6.20 (minimising directly from the prior forecast) and 6.21
(enhanced with the result of the empirical method). In these plots, yellow points have a
low error in the retrieved vertical velocity. A box is marked on both figures showing the
two limits. All points outside the box, which are generally the less accurate retrievals,
are discarded. Comparing the two figures, it is clear that improving the first guess with
the result of the empirical method reduces the number of minimisations that have a
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large error and are rejected.
The proportion of results that are rejected and the accuracy of the retrieved vertical
velocity depends on the true vertical velocity. Figure 6.22 shows how the proportion
of results that are rejected varies with the true vertical velocity. The results when
minimising from the true atmospheric profile are also shown in blue. Discards due to
a high cost are shown as the lower line on the graph, while total discards are shown
as the upper line. When the true vertical velocity is above 4 cm s−1, the proportion of
results that are discarded is low (down to 6%). When the true vertical velocity is zero
or downwards, many more results are discarded (up to about 70%). This is because a
large upwards motion will cause clouds to develop, which will generate a large signal
in the observations. Downwards motion causes clouds to disappear, so if there are no
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clouds in the atmosphere at the beginning of the observation window, then no change
in observation will occur, and this is indistinguishable from zero vertical velocity or a
much more rapid downwards motion. Figure 6.23 shows the RMS error in retrieved
vertical velocity as the true vertical velocity is varied. When the true vertical velocity is
positive, good results are obtained, with the accuracy of the retrieved vertical velocity
around 0.7 cm s−1. Where the true vertical velocity is negative, the accuracy of retrieval
is reduced, as the retrieved vertical velocity value is evenly spread between the true
value and zero, as shown in figure 6.24. It can be seen in this figure that when the true
vertical velocity is above zero, the bias in retrieved vertical velocity is almost zero.
It is interesting to note that when the true vertical velocity is zero, the error in the
vertical velocity calculated by the empirical method is less than that of the variational
method. When the true vertical velocity is negative, the empirical method gives the
same error as the variational method.
Figure 6.25 shows the distribution of vertical velocity retrieval error before and
after discarding results. It also shows the distribution of error of the empirical method,
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Figure 6.24: Plume of retrieved vertical velocity against true vertical velocity.
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in light blue. The distribution of the vertical velocity error is clearly non-Gaussian in
nature. There is a sharp central peak, with very widely-spaced outliers, which inflate
the standard deviation significantly. Discarding results removes the majority of the
outliers, which reduces the standard deviation of the error in retrieved vertical motion
to 0.82 cm s−1 from 3.6 cm s−1, which is a significant improvement.
6.3.6 Optimising the rejection thresholds
Minimisation results are discarded according to two filters, both of which have arbitrarily-
set thresholds—a maximum of 60 for cost, and 1 cm s−1 for expected standard deviation.
These two filters split the minimisation results into three groups, which are the results
rejected due to cost, the results that are rejected due to expected standard deviation,
and the results which are accepted as successful minimisations.
Figures 6.26 and 6.27 show the effect of varying the proportion of minimisations
in each group, which can be achieved by varying the thresholds. The colour in the
diagrams shows the RMS error of the vertical velocity in the accepted minimisations.
For example, the bottom right corner of the diagram shows the RMS error if all results
are accepted. A shift towards the top corner indicates an increase in the proportion
of results that are rejected due to a high minimised cost, and a shift towards the
bottom left corner indicates an increase in the proportion of results rejected due to
a high expected standard deviation. The blue line shows the optimum proportion
of minimisations in the two rejected groups to achieve the best RMS error for a set
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proportion of minimisations in the accepted group. The red mark in the bottom right
shows the proportion of minimisations in the three groups when the arbitrary limits
described earlier are used, which are very close to optimal. The optimum proportions
of minimisations in each group are found using an exhaustive search with a limited
resolution, which is explained in appendix C.
The RMS error that can be achieved is a trade-off against the proportion of successful
minimisations. Figure 6.28 shows the optimum RMS error for a range of proportions
of accepted minimisations, along with the threshold values used to achieve this. The
black symbols show the RMS error that is achieved using the arbitrary limits, which is
very close to optimal. This allows a set of suitable limits to be chosen based either on
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Figure 6.28: Optimum RMS error of retrieved vertical velocity and filter threshold
values plotted against proportion of successful retrievals.
the desired RMS error of the result, or on the proportion of results that are desired to
be accepted.
6.3.7 Three filter method
Filtering the minimisations with the two previously-described filters permits some
results with vertical velocity error several times larger than the standard deviation
through, which disproportionately increase the RMS error of the overall results. A
third criterion for rejecting minimisation results is available by comparing the result of
the empirical method to the result of the variational method. Figure 6.29 shows the
distribution of the difference between these two values, before and after the first two
discard criteria have been used. The majority of results have a small difference between
the vertical velocity calculated by the two methods. There is a small proportion of
results where the difference is large (up to 92 cm s−1 before discarding and 18 cm s−1
after), which indicates that the measurement is likely to be inaccurate.
Version with corrections 102 Matthew Wakeling
Thesis CHAPTER 6. VARIATIONAL METHOD
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
-8 -4  0  4  8
D
is
tri
bu
tio
n 
De
ns
ity
/s
cm
-
1
Vertical velocity from Var minus empirical/cm s-1
7.0% 2.1%
0.5% 1.5%
Before discarding
After discarding
Figure 6.29: Distribution of the difference between the empirical and variational results
for vertical velocity, before and after results have been discarded with thresholds for
cost of 60 and expected standard deviation of 1 cm s−1.
-15
-10
-5
 0
 5
 10
 15
 20
 25
-10 -5  0  5  10  15  20
Er
ro
r i
n 
ve
lo
ci
ty
/c
m
s-
1
Velocity from Var minus empirical/cm s-1
0.01
0.1
1
10
100
Po
in
t d
en
sit
y
Figure 6.30: Relation between the difference between the empirical and variational
results for vertical velocity, and the error in vertical velocity, after discarding.
Where these two figures for vertical velocity differ by more than 4 cm s−1, the
variational method is likely to be incorrect, and the result is rejected. This removes a
further 2% of the results. 1.5% of these are where Var calculates a vertical velocity too
high, and 0.5% are where Var calculates a vertical velocity too low, as shown in figure
6.29. Figure 6.30 is a scatter plot of the difference in the results of the two methods,
and the error in the retrieved vertical velocity, after discarding results using the first
two filters, showing a correlation. Removing minimisations with a difference greater
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than 4 cm s−1 removes some of the outliers. This reduces the RMS error of the vertical
velocity from 0.929 cm s−1 to 0.823 cm s−1 while reducing the proportion of successful
minimisations from 77.4% to 76.2%.
A limit of 4 cm s−1 is another arbitrary threshold, and it can be optimised. Having
three filters to discard results splits the results into four groups, and it is not possible
to plot a ternary diagram like figures 6.26 and 6.27 for this. Appendix D gives further
details on the implementation and performance of this technique. The RMS error is
plotted in figure 6.32 in green, showing a significant improvement over the two filter
method.
6.3.8 Substituting values from the empirical method
A further enhancement in filtering can be made by using vertical velocity values from
the empirical method in the event that the variational value is rejected. This improves
the proportion of results that are accepted without affecting the RMS error. The
method takes advantage of the fact that the variational method produces more accurate
results, but the empirical method produces more reliable results, which can be combined
to produce a set of results that are both accurate and reliable.
Figure 6.31 shows the four-stage process of filtering results. This involves filtering
by minimised cost, expected standard deviation, and the difference between empirical
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Figure 6.31: Four filtering operations to improve RMS error.
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and variational results. The rejected results are then filtered by the expected standard
deviation of the empirical method, and the value from the empirical method substituted
and added to the accepted results.
The four thresholds used in the filters can be optimised. Further details are available
in appendix E. Optimising the thresholds takes significant time, but it produces a
general recipe that can be used for all further vertical velocity retrievals with no
additional cost. For example, a filtering system that passes 80% of the results is as
follows:
1. Discard all results with a minimised cost greater than 50.
2. Discard all results with an expected variational standard deviation greater than
0.93 cm s−1.
3. Discard all results where the variational and empirical results differ by more than
3.3 cm s−1.
4. Taking the discarded results, add back the empirical measurement where the
expected empirical standard deviation is less than 1.35 cm s−1.
The four filter system has a higher performance than both the three and two filter
systems. When 80% of the results are required, the two filter system produces results
with an RMS error of 0.958 cm s−1, the three filter system 0.858 cm s−1 and the four
filter system 0.795 cm s−1. If an RMS error of 0.800 cm s−1 is required, then the two
filter system can provide 68.6% of the results, the three filter system 76% of the results,
while the four filter system can provide 80.5% of the results. These results are plotted
in figure 6.32, with the four filter method in blue.
6.3.9 Perfect filters
Three filtering schemes have been described which have varying levels of accuracy. More
sophisticated filters improve the RMS error of the results when a set proportion of
results is successful. Further improvements to the filtering mechanism are conceivable,
however the RMS error is limited by the accuracy of the minimisations that are produced
by the empirical and variational methods. Figure 6.32 shows the RMS error of the
empirical method alone, the three filtering methods, and three “perfect” filters.
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Figure 6.32: Optimum RMS error of retrieved vertical velocity plotted against proportion
of successful retrievals, for several filtering schemes. The top half shows the zoomed-in
section marked in grey below.
The first perfect filter (the solid black line) shows the results of filtering by expected
standard deviation alone, if the expected standard deviation was perfectly realistic
of the error in the results. The details of how this is calculated are in appendix F.
This filter would have the effect of rejecting any calculation with a realistic accuracy
(modelled by a Gaussian distribution) worse than a certain value, with the effect of
removing outliers and making the overall error distribution more Gaussian in nature.
This ideal filter is outperformed by the more complex feasible filtering schemes when
the acceptance proportion is high, because the extra filtering stages are able to remove
outliers without also removing results with low error. By removing elements with
an idealised standard deviation above a certain amount, the ideal filter will remove
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elements that have a low error by chance as well as those that have a high error.
For example, the empirical difference filter strictly removes outliers without removing
accurate values. The good performance of this ideal filter indicates that an improvement
in the calculation of the expected standard deviation would improve the performance
of the overall filtering system.
The second perfect filter (the dotted black line) is the best possible RMS error that
can be achieved using the results of the variational method alone. This is produced by
sorting the results by the absolute value of the error in retrieved vertical velocity, and
finding the RMS error of the low error portion. The long tails of the distribution of
result error are therefore truncated, producing the lowest possible RMS error. It is only
possible to use this perfect filter if the true vertical velocity is already known, however
it is useful in that it shows the theoretical lowest RMS error that can be achieved with
the results of the variational method.
It is interesting that above 90% success rate, the three filter method is very near
perfect. However, at more reasonable success rates, the perfect filter is significantly
better than any of the feasible filtering methods described in previous sections. Near
the 76% success rate described in section 6.3.7, the perfect filter reduces the RMS error
to 0.509 cm s−1 from 0.823 cm s−1 using the three filter method.
The third perfect filter (the dash-dotted black line) produces the best possible RMS
error that can be achieved using a mix of results from both the empirical and variational
methods. This is considerably more accurate than the four filter method. It is unlikely
that improvements in filtering mechanism will approach the performance of this last
perfect filter.
6.3.10 Effect on temperature and humidity
Minimisation not only improves the accuracy of the vertical velocity in the atmospheric
analysis compared to the prior forecast, it also affects the accuracy of the temperature
and humidity profiles. Figure 6.33 shows the RMS error of temperature and humidity
in the analysis, with the purple line showing the RMS error before minimisation and
the red line showing the overall average error after minimisation. Both the temperature
and specific humidity have been made more accurate in the middle of the atmosphere
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Figure 6.33: Improvement in RMS error in temperature and relative humidity.
where clouds develop. The RMS error of the temperature near the ground has also
been reduced, because the temperature of the ground is typically observed at the
beginning of the observation window when there are no clouds present. The amount of
improvement varies with the true vertical velocity, with a greater improvement when
the air is moving upwards (and there is therefore more change in observation). This
is shown with the dark and light blue lines in figure 6.33 which represent the RMS
error when the true vertical velocity is −2 cm s−1 and 10 cm s−1. On average, the RMS
error of temperature is reduced from 1K to 0.9K, while the RMS error of humidity is
reduced from 10% to 9% in the middle of the atmosphere.
During the observation window, the transition of a small section of the atmosphere
from clear to cloudy is observed. The point at which relative humidity passes 95% is
when the clouds develop with a fairly sharp transition. If the data assimilation system
can determine the altitude at which the cloud has developed then it should be able
to constrain the relative humidity of the initial state with a high accuracy. Relative
humidity is a function of both temperature and specific humidity, so a more accurate
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Figure 6.34: Correlation matrix for the analysis error after filtering.
relative humidity does not necessarily translate to a highly accurate temperature or
specific humidity, but rather a situation where the error in specific humidity and
temperature are correlated. Figure 6.33 also shows the improvement in RMS error in
relative humidity, indicating that this is improved by minimisation more than either
temperature or specific humidity. Where the error in temperature and humidity are
reduced by up to 10%, the error in relative humidity is reduced by up to 19%.
The full correlation matrix for the analysis error is shown in figure 6.34. As suggested
in the previous paragraph, the errors in temperature and specific humidity are weakly
positively correlated, with a correlation coefficient up to 0.21. Error in vertical velocity
is positively correlated with error in temperature (correlation coefficient up to 0.27)
and weakly negatively correlated with specific humidity (coefficient down to -0.09).
6.4 Enhanced minimisation techniques
It has been shown in section 6.3.1 that minimising the cost function is difficult, because
a proportion of the minimisation results have to be discarded, and improving the first
guess improves the results. This section examines some possible techniques for further
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improving both the minimisation success rate and the RMS error of the retrieved
vertical velocity.
6.4.1 Non-linear cloud fraction equation
Minimisation is made difficult by the nonlinear nature of the cost function. Much of
this nonlinearity is caused by the cloud fraction equation 4.7 (Wood and Field, 2000),
which is part of the observation operator (and a less influential part of the forecast
operator). This equation is:
𝐶 = 12 (1 + tanh [𝑎 (𝑅𝐻 − 𝑏)]) , (6.5)
where 𝑎 has the value 17.0, 𝑏 has the value 0.95, and 𝑅𝐻 is relative humidity. Altering
the value of 𝑎 alters the nonlinearity of the function considerably, with lower values
producing a less sharp and therefore more linear transfer from clear sky to cloud. A
selection of plots of this function is shown in figure 6.35.
The value of 𝑎 determines the observations calculated for a given atmospheric
state, as shown in figure 6.36. With lower values of 𝑎, partial cloud appears earlier,
allowing thin cloud to appear at high altitudes, which lowers the observation brightness
temperature. Higher values of 𝑎 cause cloud to appear more suddenly. Extremely high
values of 𝑎 cause a step effect in the observations, which is caused by the limited spatial
resolution of the model. A step occurs when a layer in the atmosphere switches from
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clear air to cloudy.
Because the observations vary with the value of 𝑎 so much, using a different cloud
fraction equation in minimisation to that used to generate the observations is likely
to produce inaccurate results. A change in the value of 𝑎 with constant observations
shifts the position of the global minimum of the cost function significantly. So, even if
lowering the value of 𝑎 to produce a more linear cost function makes it much easier to
minimise, it would minimise to the wrong atmospheric state.
In the real world the observation operator is not 100% accurate. This can be
simulated by performing minimisation with an incorrect value for 𝑎 in the cloud fraction
equation. Figure 6.37 shows the RMS error in vertical motion of using an incorrectly
matched cloud fraction equation, using the two-filter method and accepting 80% of
results. In this plot, the observations were generated with a constant value of 𝑎 of 17.0,
but the cost function was calculated with different values.
A value of 𝑎 significantly different from 17.0 (either higher or lower) degrades the
capabilities of the data assimilation system. As 𝑎 is reduced below 10, the RMS error
rises rapidly, as the system is no longer able to find an atmospheric profile that matches
the observations. The average minimised cost rises to 5000 from the normal value of
25 when 𝑎 is reduced below 1. Likewise, as 𝑎 is increased, the RMS error increases.
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Figure 6.37: RMS error of retrieved vertical velocity with mis-matched values of 𝑎 in
the cloud fraction equation 6.5. Observations are generated using 𝑎 = 17.0, while the
cost function is calculated with values shown on the x axis.
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A mis-matched cloud fraction equation can also cause bias in the minimised vertical
velocity, as it affects how early the transition to cloud starts, and the average brightness
temperature of the observations.
A small mis-match in the value of 𝑎 is acceptable. When 𝑎 is 17.0 in the true model
and between 14.0 and 20.0 in the data assimilation system, acceptable results (RMS
error below 1 cm s−1) are still obtained. In fact, reducing 𝑎 by a small amount in the
data assimilation system can improve the RMS error of minimisation, although it has a
negative impact on bias.
6.4.2 Matched cloud fraction parameters
For comparison with section 6.4.1, this section shows the consequences of altering the
cloud fraction equation in both the true model and the data assimilation system, so
they match. This allows the behaviour of the data assimilation system to be examined
while the severity of its nonlinear operators is altered.
Figure 6.38 shows the RMS error and minimisation success rate for a range of
values of 𝑎. This shows that a system with less nonlinearity performs much better
than the default system where 𝑎 = 17.0, although as 𝑎 is reduced below 1.0 the RMS
error deteriorates again. This is because with very low 𝑎, the observations are affected
very little by changes in relative humidity, so the signal in the observations becomes
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Figure 6.38: RMS error of retrieved vertical velocity with different values of 𝑎 in the
cloud fraction equation 6.5.
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small compared to the observation noise, reducing the information available from the
observations.
Vertical velocity is retrieved with the best accuracy when 𝑎 is approximately 1.7,
where the RMS error is approximately 0.26 cm s−1. Figure 6.36 shows that the total
observation change over the observation window in this situation is about 12K, which
is still large compared to the observation noise of 1K. The minimisation algorithm
executes with a half of the computing resources with this value of 𝑎 compared to when
𝑎 = 17.0. This improvement demonstrates that the nonlinearity originating from the
cloud fraction equation is a significant issue when assimilating vertical motion in this
manner.
When the value of 𝑎 is reduced, the RMS error becomes closer to the expected
standard deviation, indicating that the expected standard deviation becomes more
realistic as the system becomes less nonlinear. When 𝑎 is increased above 17 the RMS
error increases, but the average expected standard deviation does not, indicating that
the increased nonlinearity causes the expected standard deviation to be less realistic.
It would be nice to be able to operate in a real world where cloud formation is more
linear, however this is not something that is under our control.
6.4.3 Shortening the observation window
Nonlinearity can be present in the observation operator and the forecast operator.
Section 6.4.2 shows that there is significant nonlinearity in the observation operator, as
when this is reduced the system performs significantly better. This section investigates
nonlinearity in the forecast operator. A method of reducing nonlinearity in the cost
function originating from the forecast operator is to shorten the observation window
(Pires et al., 1996).
Minimisation of the full cost function can be improved by minimising in several
stages. The observation window is normally 25 observations long, and the cost function
is minimised by five sets of conjugate gradients, each set allowing up to 20 iterations.
There are multiple sets in order to reset the conjugate gradients state, which improves the
minimisation and adds minimal computing resource usage. To improve the minimisation
using shortened observation windows, nine sets are performed instead, but the first set
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Figure 6.39: RMS error of retrieved vertical velocity when minimising from the prior
forecast with and without shortened observation window.
uses only the first five observations, increasing by five on each set until the maximum of
25 is reached. This gradually increases the level of nonlinearity without fundamentally
changing the location of the global minimum. The best guess should be localised in the
area of the global minimum by the first few sets, improving the chances that the final
sets minimise to the global minimum.
Figure 6.39 shows the RMS error of using shortened observation windows to aid
minimisation of the cost function. When minimising from the prior forecast, shortening
the observation window improves the RMS error significantly, however, when minimising
from a first guess improved with the empirical method, shortening the observation
window degrades the results. This technique is therefore not useful for improving the
minimisation of the cost function.
6.4.4 First guess vertical velocity
In section 6.3, minimisation is performed with the first guess taken from the prior
forecast, as is conventional. Adjusting the vertical velocity in the first guess by using
an empirical method improves the minimisation. It is possible that this improvement
is partly because the empirical method is more likely to estimate vertical velocity to be
positive than the prior forecast (which has Gaussian error with standard deviation of
10 cm s−1). As figure 6.2 shows, it is better for the first guess to have positive vertical
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Figure 6.40: RMS error of retrieved vertical velocity when minimising from different
first guess vertical velocities.
velocity than negative. A further experiment was run with minimisation performed
with the first guess vertical velocity set to 4 cm s−1.
Figure 6.40 shows the RMS error of minimising from a first guess with these three
vertical velocity values. With 80% acceptance rate, minimising from a fixed 4 cm s−1
vertical velocity gives better results than minimising directly from the prior forecast,
but not as good as minimising from the value provided by the empirical method. At
very high acceptance rates (above 90%), minimising from a fixed vertical velocity is the
best strategy, indicating that this method produces a lower proportion of minimisation
failures. This may be because the first guess vertical velocity is always positive, whereas
the vertical velocity from the empirical method is sometimes negative, allowing the
minimisation to become stuck in a local minimum. In the majority of cases, using a
fixed first guess vertical velocity is not useful for improving the minimisation of the
cost function, compared to using the result of the empirical method.
6.4.5 Dynamic preconditioning
Preconditioned conjugate gradients is not always successful at minimising the cost
function. Sometimes the minimised cost is very high, indicating that the algorithm
has failed to find an atmospheric state that matches the observations. At other times,
the minimised cost is low, but the algorithm finds a local minimum that has a slightly
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Figure 6.41: Retrieved vertical velocity and minimised cost when minimising five
different cost functions from a random collection of first guesses. The black marks
shows the results of minimising without error added to the first guess.
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Figure 6.42: Retrieved vertical velocity and minimised cost when minimising five
different cost functions from a random collection of first guesses, with more accurate
preconditioning.
higher cost than the global minimum and is further from the true atmospheric state.
In many cases the minimum that is found depends on the first guess. Figure 6.41
shows the cost and vertical velocity produced by minimising the same cost function
with 2000 randomly scattered first guesses. This has been done with five different
true vertical velocities (spaced equally from 2 to 10 cm s−1) with one randomly-chosen
atmospheric profile. The figure shows that the many different first guesses minimise
to many different results for each true vertical velocity. This is surprising, as the
minimisation algorithm has been allowed to terminate naturally, so the points should
not be scattered as widely.
The results where the true vertical velocity is 2 cm s−1 (in red) are all in one group
to the left of figure 6.41. This probably indicates that the minimisation algorithm
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has found one minimum, but conditioning problems prevent the global minimum from
being found with high accuracy.
In contrast, the results where the true vertical velocity is 10 cm s−1 (light blue) are
in at least four distinct groups. The minimisation algorithm has found at least four
different minima, depending on the first guess. The group with the lowest cost is also
the group that has a vertical velocity closest to the truth.
The minimisation algorithm used to produce these results is conjugate gradients,
preconditioned by mapping x onto a transformed vector z using matrix multiplication
with a matrix P.
x = Pz z = P−1x. (6.6)
as shown in section 3.3.4.
In the minimisation performed for figure 6.41 (and for all the analysis in section
6.3), the value of the B matrix has been used instead of the second derivative when
calculating P, as this can be calculated in advance.
P = B 12 (6.7)
This is an approximate preconditioning, and it does not perfectly precondition the
minimisation problem. In section 6.3.3, it is shown that this type of preconditioning
reduces the condition number significantly, but the condition number may still be up
to 107, which is very high.
Figure 6.42 shows the result of minimising all points a second time, with precon-
ditioning calculated from the approximated second derivative. This is successful at
reducing the spread of minimisation results and lowering the minimised cost, particularly
when the true vertical velocity is 4 cm s−1. This proves that conditioning is a significant
issue in the minimisation of these cost functions. Moreover, the minimisation results
are separated into several clusters, where each cluster is a local minimum. For example,
when the true vertical velocity is 10 cm s−1, four distinct clusters appear. This proves
that the cost functions do have multiple minima. The percentage of minimisations that
are in each cluster is marked in the figure. The cluster with the lowest cost contains
37.8% of the results, and is very close to the true vertical velocity, but the majority of
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Figure 6.43: Reduction in minimised cost when using dynamic preconditioning.
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Figure 6.44: RMS error of retrieved vertical velocity when minimising with and without
dynamic preconditioning.
minimisation results are in other clusters with higher costs and greater error in vertical
velocity.
This indicates that the improved preconditioning makes minimisation results much
closer to their closest local minima. The value of P must be recalculated several times
while minimising, as its value depends on the value of x. This uses additional computer
processing time, so the improved minimisation method takes about three times as
long to complete. Figure 6.43 shows the distribution of minimised cost improvement
when using dynamic preconditioning, compared to static preconditioning. 20.7% of
minimised cost values were reduced by less 0.001, with zero improvement in 12.7% of
cases. Very few cost values are reduced by more than a factor of 1.1.
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Figure 6.44 shows the RMS error when minimising with static and dynamic pre-
conditioning. Using dynamic preconditioning yields a very small improvement in RMS
error. It is surprising that the benefit is so small, given the dramatic improvement
between figures 6.41 and 6.42. This is probably because the error caused by the poor
minimisation due to conditioning problems is small compared to the error originating
from the prior forecast and the observations. The distribution of the sum of two
normally distributed variables has a variance equal to the sum of the variances of
the two constituent distributions. When one standard deviation is much smaller than
the other, the resulting standard deviation is very close to the larger standard devia-
tion. For instance, if a variable distributed with standard deviation 1 is added to a
variable distributed with standard deviation 0.2, the resulting standard deviation is
approximately 1.02.
6.4.6 Multiple first guesses
Figure 6.42 demonstrates that the cost function has multiple minima. Figure 6.45
shows the value of the cost function where the true vertical velocity is 6 cm s−1, showing
a 2D slice through three of the minima found in figure 6.42. The green marks indicate
the minimisation results, most of which are positioned slightly away from the 2D slice.
This shows that not only are there multiple minima, but also that the minima do not
have a usual elliptical shape.
The multiple minima are also shown in figure 6.46 for the continuous range of
true vertical velocity values. Local minima form and disappear as the true vertical
velocity changes. This demonstrates that there are varying numbers of multiple local
minima depending on the vertical velocity (and by implication all the other atmospheric
parameters). For example, when the true vertical velocity is just less than 6 cm s−1,
almost all minimisations terminate with the same minimised cost, indicating the presence
of one dominant global minimum. When the velocity is 6.5 cm s−1, the minimisations
terminate with a range of minimised cost values, indicating multiple minima. Across
the range of vertical velocities, the deterministic minimisation often does not terminate
in the lowest cost minimum.
However, if the minimisation is performed several times with random first guesses,
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Figure 6.45: Value of the cost function in a 2D slice through three minimisation results,
with green marks showing all the minimisation results.
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Figure 6.46: Plume of minimised cost for randomly selected first guesses.
then usually at least one of the set will minimise to the global minimum, or at least
have a lower minimised cost than the deterministic minimisation. This indicates that
an improvement in minimisation can be achieved by minimising several times with
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Figure 6.47: Error in retrieved vertical velocity and expected standard deviation for
randomly selected first guesses.
random first guesses and picking the lowest cost minimum. Examining the set of
minimisations, between 30% and 50% of randomly selected first guesses minimise to
the global minimum, which indicates that a set of eight random first guesses has a high
probability of finding the lowest minimum.
Figure 6.47 shows the expected standard deviation of the vertical velocity, taken
from the Hessian of the cost function at the solution. It is interesting to note that there
appears to be a reverse relationship between accuracy of retrieved vertical velocity
and the expected standard deviation. That is, the expected standard deviation is
lower for those local minima that are further from the true vertical velocity. This
serves as a reminder that the expected standard deviation is not a direct measure
of the accuracy of a retrieval, but rather how curved the cost function is around the
minimum. The link between retrieval accuracy and curvature breaks down in the
presence of a non-quadratic cost function, especially where there are multiple minima.
A minimum with stronger curvature is not necessarily more accurate than another local
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Figure 6.48: RMS error of retrieved vertical velocity when minimising a deterministic
first guess or selecting the best of eight randomly generated first guesses.
minimum. It is not desirable to choose the minimum with the lowest expected standard
deviation—instead the minimum with the lowest cost should be selected.
When minimising using a first guess formed from the prior forecast with an adjust-
ment to the vertical velocity (a deterministic minimisation), the minimisation is likely
to terminate in a local minimum, rather than the global minimum. In fact, in figure
6.42, this occurs in all four cases where there are multiple minima. Figure 6.48 shows
the RMS error and rejection rate of minimising eight randomly generated first guesses
and selecting the one with the lowest minimised cost. It is unlikely that increasing the
effort beyond eight will produce significantly better results. This method uses eight
times as much computing time, but does give a significant improvement in RMS error.
6.4.7 Comparing minimisation techniques
Several methods of improving minimisation of the cost function have been presented.
Some are specific to the retrieval of vertical motion from cloudy satellite imagery, and
some will be useful with other cost functions. The results achieved are summarised
in table 6.2. Some techniques can be combined with others—combinations are also
listed in the table. For comparison, the computational cost of minimising from the true
atmospheric state is also shown.
The two techniques that improve the results significantly are the use of the result of
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the empirical method (in both the first guess and filtering the results), and minimising
a set of random first guesses (which has a significant computational cost).
Shortening the observation window does not lead to any significant improvement in
results—in fact, it only improves the results marginally when minimising from the prior
forecast, and degrades the results at all other times. Setting vertical velocity to 4 cm s−1
in the first guess improves the RMS error compared to minimising directly from the
prior forecast, but is not as good as using the vertical velocity from the empirical
method. Dynamic preconditioning almost always improves the results of minimising,
although the benefit is very small, and the method increases the processing time by
a factor of three. Minimising eight randomly-generated first guesses and picking the
lowest cost result improves the RMS error significantly, but increases the processing
time by a factor of eight.
There are two recommended configurations, depending on the computing resources
available. The first of these is to use a first guess enhanced by the empirical method,
and minimise using static preconditioning, with an RMS error of 0.795 cm s−1 when
accepting 80% of the results using the four filter method. The second is to minimise eight
Table 6.2: Performance of minimisation methods with 80% acceptance using the
three-filter method.
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first guesses randomly scattered around the prior forecast using static preconditioning,
with an improved RMS error of 0.762 cm s−1. These two configurations are highlighted
in table 6.2.
Figure 6.49 shows the RMS error of several configurations as a function of the
proportion of successful retrievals. The red line represents the accuracy of Var without
the assistance of the empirical method, which also limits the filtering system to the two
filter method. The green line represents the accuracy of Var with the empirical method
used to improve the first guess, to filter the results, and to provide substitute values where
Var is expected to be inaccurate. This shows the improvement in accuracy achieved
by using the empirical and variational methods together. The further improvement of
using eight minimisations and picking the best one is shown in the blue line.
Minimising from the true atmospheric state (which cannot be done in the real
world) produces much better results than any feasible method. This indicates that
the other minimisation techniques are not finding the optimum global minimum for a
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Figure 6.49: Optimum RMS error achievable plotted against proportion of successful
retrievals for several different minimisation techniques.
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large proportion of the samples. It is likely that this is because the observations do not
contain enough information to adjust the temperature and humidity profiles, so the
minimisation from the true atmospheric profile will match the truth more closely than
minimising from the prior forecast.
6.5 Summary
This chapter has described the implementation of a 2D-Var system to retrieve vertical
velocity from the available observations and prior forecast. The classical formulation of
Var is capable of retrieving vertical velocity in the majority of cases. A proportion of the
results must be discarded due to minimisation failures and a lack of useful information
in the observations. When filter thresholds are adjusted to discard 20% of the results,
the remaining vertical velocity results have an RMS error of 1.16 cm s−1.
The accuracy of the results is improved significantly by the use of the empirical
method together with the variational method. This takes place in three ways. Firstly,
the value of vertical velocity calculated by the empirical method is used to alter the first
guess of atmospheric state that would otherwise be the prior forecast. This improves
the ability of the minimisation algorithm to successfully minimise the cost function,
decreasing the minimisation failure rate and improving the accuracy. Secondly, the
value of vertical velocity calculated by the variational method is compared to the value
calculated by the empirical method, and the retrieval is discarded where these two values
differ by more than a threshold amount. Thirdly, where a value from the variational
method has been discarded, the value from the empirical method is used instead if its
expected accuracy is better than a threshold value. With these enhancements, after
discarding 20% of the results, the remaining vertical velocity results have an RMS error
of 0.795 cm s−1. This can be further improved to 0.762 cm s−1 by minimising multiple
first guesses and choosing the best result.
This project has clearly been successful in retrieving vertical velocity with reason-
able accuracy from a sequence of simulated satellite observations. The next chapter
investigates the effect on the data assimilation system of varying the quantity and
nature of error in the input data.
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Varying parameters
It was shown in section 6.3.5 that reducing the amount of error in the first guess
of vertical velocity by using the empirical method improves the chances of correct
minimisation. The percentage of minimisations that fail with a cost above 60 is reduced
from 5.3% to 0.9%.
The success rate and accuracy of the retrieved vertical velocity depends on many
factors, of which the accuracy of the first guess is just one. Other factors are the amount
of error and bias in the prior forecast and observations, whether the B matrix and 𝜎𝑦
are correct, the frequency of observations, and the length of the observation window.
This chapter describes experiments to investigate the effects of all these factors on the
RMS error and bias in the retrieved vertical velocity. Section 7.1 investigates the results
of varying the amount of error in the first guess, before minimisation. The amount of
error in the prior forecast and observations is investigated in sections 7.2 and 7.3. In
section 7.2 the B matrix and 𝜎𝑦 are kept constant, while in section 7.3 they are varied
to match the quantity of error in the prior forecast and observations. The effect of
bias in the prior forecast and observations is examined in section 7.4, and the effect of
changing the length of the observation window is shown in section 7.5.
7.1 Error in the first guess
While the B matrix specifies that the error in the prior forecast for vertical velocity
is 10 cm s−1, use of the empirical method reduces the error in the first guess below
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Figure 7.1: Percentage of minimisations that fail when the amount of error in the first
guess is varied.
2 cm s−1. This improvement significantly decreases the number of minimisations that
fail. The proportion of minimisations that fail is plotted for varying quantities of error
in the first guess in figure 7.1. The error in the first guess was scaled by the factor on the
x axis (which has a nonlinear scale to show more detail at low values) in temperature
(base error of 1K), humidity (base error of 10%), or vertical velocity (base error of
2 cm s−1). When the multiplier is zero, then the first guess is set to the truth. As the
quantity of error in the first guess is increased, the proportion of minimisations that
fail increases.
This indicates that the error in the first guess cannot be increased much before the
ability of the minimisation algorithm to find an appropriate minimum is compromised.
It is always a good idea to make the first guess of a minimisation algorithm as close to
the global minimum as possible, but this is particularly important with a nonlinear
problem such as this one. Error in temperature in the first guess has the greatest
impact on minimisation failure, with error in vertical velocity having the least impact.
7.2 Error in the prior forecast and observations
Assuming perfect minimisation, the error in the retrieved vertical velocity originates
in two separate places - the prior forecast and the observations. Without altering the
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Figure 7.2: RMS error in retrieved vertical velocity when the amount of error in the
background and observations is varied.
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Figure 7.3: Minimised cost when the amount of error in the background and observations
is varied.
B matrix or 𝜎𝑦, results for minimisation were produced with the quantity of error in
these two sources scaled, relative to the base error of 1K for temperature, 10% for
humidity, 10 cm s−1 for vertical velocity, and 1K for observation. Figure 7.2 shows the
RMS error in retrieved vertical motion when the input error is scaled, broken down
by error type, where 70% of the results are accepted using the two filter method. The
black line indicates that the error on the output is approximately linearly related to
the error on the input. When the total input error is reduced to zero, the error in
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retrieved vertical velocity is reduced to zero also. Increases in error in all of the input
data types increases the error in retrieved vertical velocity, but the system is most
sensitive to error in the temperature profile, followed by the humidity profile. The
system is less sensitive to error in the observations, because the signal to noise ratio in
the observations is already high. Error in the prior forecast of vertical velocity has the
least effect, because it contributes very little to the value of the cost function, compared
to the observations. The large variance in the B matrix for vertical velocity effectively
leaves the vertical velocity unconstrained by the prior forecast.
Figure 7.3 shows the average minimised cost when the amount of error is varied.
Increases in the amount of error in the prior forecast have very little effect on the
average minimised cost, whereas an increase in the error in observations dramatically
increases the average cost. The cost scales with the square of the observation error,
as expected. It can be seen in the figure that when the observations are perfect, the
average minimised cost is 3.2, which is the contribution towards the cost by the prior
forecast. In contrast, when the prior forecast is made perfect, the average minimised
cost is 20.5 representing the contribution of the observations, which is 4.5 below the
normal average minimised cost of 25.
7.3 Scaling the B matrix and 𝜎𝑦
The B matrix is supposed to correctly model the actual error in the prior forecast.
The experiment in section 7.2 shows the results if the error is allowed to vary without
correctly adjusting the B matrix to match. This section shows the results of adjusting
the B matrix and the corresponding prior forecast error at the same time. Similarly,
the results of changing 𝜎𝑦 and the observation error at the same time are shown.
Figure 7.4 shows the RMS error when the B matrix is scaled. This is similar to figure
7.2, in that the results are most sensitive to error in the prior forecast temperature,
while changes to the error in prior forecast vertical velocity have minimal effect. As
the error in the prior forecast is reduced, the error in the retrieved vertical velocity is
also reduced, although when the error in the prior forecast is very small this is mainly
because the vertical velocity in the prior forecast is more accurate.
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Figure 7.4: RMS error in retrieved vertical velocity when the B matrix or 𝜎𝑦 are scaled.
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Figure 7.5: Average minimised cost when the B matrix or 𝜎𝑦 are scaled.
In contrast, when 𝜎𝑦 is reduced below 0.15K, retrieval error increases instead of
decreases. There are two possible contributions towards this phenomenon. Firstly,
nonlinearity error (Eyre and Collard, 1999) is caused by the difference in the value
of the observation operator when evaluated with the atmospheric analysis and the
atmospheric truth. This error is added to the observation error—if 𝜎𝑦 is reduced
while this nonlinearity error remains constant then 𝜎𝑦 ceases to be a realistic model of
the overall observation error, which can cause minimisation failures and an increase
in minimised cost and RMS error. Secondly, when 𝜎𝑦 is lowered, the cost function
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becomes dominated by the contribution from the observations, which overwhelms the
contribution from the prior forecast which normally regularises the cost function. When
this happens, the conditioning of the minimisation becomes worse, preventing the
minimisation algorithm from finding a good minimum in the cost function.
This means that if 𝜎𝑦 is realistic, as the observations become more accurate, the
retrieved vertical velocity becomes less accurate. If the observations are more accurate
than 1K, then best results are obtained when 𝜎𝑦 is kept no lower than 1K. Figure
7.5 shows the average minimised cost as the B matrix and 𝜎𝑦 are varied. As 𝜎𝑦 is
reduced below 0.15K, the average minimised cost rises sharply, which indicates that
minimisation is failing. The expected standard deviation (the black dashed line in figure
7.4) does not rise to match the elevated RMS error when 𝜎𝑦 is low, indicating that as
the cost function becomes less quadratic the expected standard deviation becomes less
reliable as an indication of measurement accuracy. The same minimisation problems
occur when the magnitude of the B matrix is increased by a factor more than 4, as the
prior forecast part of the cost function is made smaller allowing the observational part
to dominate again. As figure 7.5 shows, the average minimised cost is not significantly
affected by changes in the B matrix or 𝜎𝑦 unless the conditioning problems discussed
above occur.
7.4 Biased inputs
The accuracy of retrieved vertical motion is also affected by biases in the input data, in
both the prior forecast and the observations. Bias in the input data naturally translates
into bias in the output data. This is shown in figure 7.6.
Bias in the prior forecast temperature causes the greatest bias in the output vertical
velocity. A warm bias causes the data assimilation system to produce a greater upwards
motion in the analysis, which cools the predicted observations to match the real
observations. A bias of 1K in the prior forecast temperature causes a bias of 0.4 cm s−1
in retrieved vertical velocity. Likewise, a warm bias in the observation brightness
temperature causes the data assimilation system to produce a lower upwards motion
in the analysis, which warms the predicted observations to match the warmed real
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Figure 7.6: Vertical velocity bias when the input data is biased.
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
-4 -2  0  2  4R
M
S 
er
ro
r i
n 
re
tri
ev
ed
 v
er
tic
al
 v
el
oc
ity
/c
m
s-
1
Bias, multiples of standard error
Vertical velocity
Humidity
Temperature
Observations
Figure 7.7: RMS error in retrieved vertical velocity when the input data is biased.
observations. 1K of bias in the observations causes 0.2 cm s−1 bias in retrieved vertical
velocity.
A positive bias in humidity in the prior forecast causes a small negative bias in
retrieved vertical velocity, as a slower upwards motion can create clouds in a more
humid atmosphere. A 10% bias in humidity causes 0.1 cm s−1 bias in retrieved vertical
velocity.
Bias in the vertical velocity in the prior forecast has very little effect, with a small
positive bias in retrieved vertical velocity.
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Bias in any of the input variables except prior forecast vertical velocity causes a
deterioration in the RMS error of retrieved vertical velocity, as shown in figure 7.7. The
temperature of the prior forecast causes the greatest increase in RMS error, while bias
in vertical velocity in the prior forecast has very little effect, although a small negative
bias of 2 cm s−1 may improve the RMS error and bias of the results slightly.
7.5 Observation window size
The accuracy of data assimilation is affected by the size of the observation window and
the number of observations taken. The default observation window is six hours long,
with an observation every 15 minutes, for a total of 25 observations separated by 24
time steps. Figure 7.8 shows the result of altering this, with three lines representing
changes to the length of the window, the number of observations, or both.
When the observation window remains constant at six hours, but the number of
observations is reduced from 25 to just two (1 step), then data assimilation retains a
large amount of skill. The RMS error rises from 0.749 cm s−1 to 1.05 cm s−1 at 70%
acceptance, which is comparable to the accuracy of the empirical method (1.22 cm s−1,
which also uses few observations. More frequent observations do not significantly
improve the RMS error of retrieval, with a minimum of 0.659 cm s−1 when there are
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Figure 7.8: RMS error in retrieved vertical velocity with different sized observation
windows.
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120 time steps every 3 minutes for six hours. When the number of observations is very
large, the RMS error increases because the multiple closely-spaced observations act like
more accurate observations, which makes the conditioning of the minimisation worse,
as described in section 7.3.
When the length of the observation window is altered, the RMS error of the result
is changed significantly, with longer observation windows giving more accurate results,
whether the number of observations is kept constant at 25 or the observation time step
is kept constant at 15 minutes. With a long observation window, the RMS error of
retrieved vertical velocity decreases to 0.182 cm s (1001 observations in 250 hours) or
0.216 cm s−1 (25 observations in 250 hours). Such a long observation window is not
feasible in practice. The model used in this thesis is not a chaotic system, whereas
models used in operational weather forecasting are chaotic. Towards the end of the
observation window, the atmosphere will typically be either completely cloudy or
completely clear, so the observations will not vary strongly with the initial conditions of
the atmosphere and will not contribute significantly to the gradient of the cost function.
In contrast, in a real chaotic forecasting system, the observations at the end of a long
observation window will be highly sensitive to the initial conditions of the atmosphere
and will contribute greatly to the gradient of the cost function.
A short observation window does not allow the data assimilation system to fully
observe the clear air to cloud transition for the majority of atmospheric states. When
the observation window is 15 minutes long, the RMS error at 70% acceptance is
approximately 7 cm s−1, which is formed from a small number of profiles that have a
cloud transition and a large number for which the observations have no information and
therefore have a base accuracy from the prior forecast of 10 cm s−1. If the acceptance
level is reduced to 10%, then vertical velocity can be retrieved with an RMS error of
2.5 cm s−1 with 25 observations or 3.1 cm s−1 with two observations.
7.6 Summary
This chapter has described the effects of varying some of the parameters of the data
assimilation system, including the amount of error and bias in the observations and
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prior forecast, and the length of the observation window.
It is intuitive that the amount of error in the retrieved vertical velocity should be
proportional to the amount of error in the input data. Section 7.2 shows that this is
indeed the case. Error in the prior forecast temperature profile has the greatest impact
on the results, followed by the error in the prior forecast humidity profile. Error in the
observations contributes significantly towards error in the results, while error in the
prior forecast vertical velocity has very little impact.
Counter-intuitively, decreasing the error in the observations (and modelling the 𝜎𝑦
term to match) decreases the reliability of the minimisation, increasing the error in
the results. The minimisation algorithm is usually able to correctly minimise the cost
function, but a small change in some parameters, such as decreasing the observation
standard deviation 𝜎𝑦 (section 7.3), increasing the value of 𝑎 in the cloud fraction
equation (section 6.4.2), or increasing the error in the minimisation first guess (section
7.1), can cause minimisation to fail.
Vertical velocity can only be retrieved from a sequence of observations by observing
a change over time. It is no surprise that observing for a longer time increases the
accuracy of the retrieval, as shown in section 7.5. Most operational weather prediction
systems use an observation window length of 6 or 12 hours, with infra-red satellite
measurements available every 15 minutes, as in the main experiment of this thesis.
Under these conditions, this model predicts that vertical velocity can be retrieved with
reasonable accuracy depending on the proportion of results that are to be accepted
(0.795 cm s−1 at 80% acceptance), as described in chapter 6. However, it is important
to ensure that the parameters of the problem are chosen or engineered to ensure that
minimisation is successful. This can be done by decreasing the modelled accuracy of
the observations, reducing the number of observations, and improving the first guess
used by the minimisation algorithm.
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Chapter 8
Conclusions
This chapter looks back over the thesis and examines the work that has been completed.
A summary of the work completed for this thesis is given in section 8.1. Contributions
to knowledge and particular points of interest are described in section 8.2. Future work
is discussed in section 8.3.
8.1 Summary of work
Weather prediction depends on the accurate determination of the current state of the
atmosphere. The progression over time of infra-red radiation emitted into space with
wavelengths between 8 and 14𝜇m is affected by changes in the quantity of opaque cloud
in the atmosphere, but otherwise little affected by atmospheric conditions. The quantity
of cloud is in turn affected by the vertical component of wind velocity. Upwards motion
in the atmosphere causes an increase in the amount of cloud, and as a consequence
a decrease in the radiation intensity, which can be measured by a satellite. This
link between infra-red radiance and vertical velocity is a candidate for use in gaining
information about the state of the atmosphere, especially given that there are currently
no observations used in operational weather centres to directly constrain vertical
velocity.
The relationship between vertical velocity and the progression of infra-red radiance
is highly nonlinear, which has prevented operational weather services from making full
use of this information. Variational data assimilation (Var), as used by operational
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centres, assumes that the relationship between observations and atmospheric state can
be linearised. Strong nonlinearities have the potential to cause the data assimilation step
to take a long time or occasionally fail, which would be unacceptable in an operational
system. This thesis investigates whether the observations can be safely utilised, using a
simplified atmospheric model to show the stability of a data assimilation scheme in
this situation.
The capability to retrieve vertical velocity in areas of the atmosphere with cloud
present has the potential to improve the accuracy of the forecasting of weather, and
in particular severe weather events. When cloud is present, the weather prediction
systems are starved of the infra-red sounding data that provides a vertical profile of
temperature and humidity that is available in clear air. The infra-red radiation cannot
pass through clouds, meaning infra-red satellite instruments cannot observe what the
atmospheric state is below the cloud, and data assimilation systems must rely on
microwave soundings alone. An accurate retrieval of vertical velocity would improve
the accuracy of horizontal wind in the model underneath the cloud layer. This would
improve the accuracy and lead time of storm warnings, allowing communities to prepare,
protecting life and property. Accurate storm warnings also help protect infrastructure,
reduce wasted resources, and improve the efficiency of food production. Improvement in
day to day surface temperature and rainfall predictions has wide-ranging implications,
with the potential to improve the efficiency of smart building heating systems and
reduce the carbon burden of the daily commute. These advances will contribute to the
increasing sustainability of society.
8.1.1 Data Assimilation
Var is a technique that uses nonlinear least squares minimisation (which is equivalent
to Bayesian maximal probability) to find the most likely atmospheric state, given
a collection of information. At atmospheric state is stored as a collection of state
variables (such as temperature and humidity) in a state vector x. It is assumed that a
function is available (the observations operator) that converts an atmospheric state
into the observations that would be expected given that atmospheric state 𝐻(x). It
is also assumed that a function is available (the forecast operator) to predict a future
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atmospheric state from a current atmospheric state 𝑀𝑚→𝑛(x). The production of such
functions in operational weather prediction systems has been the subject of considerable
effort for the last 25 years.
It is not possible to analytically invert the observation and forecast operators to
produce a function that takes a set of observations and produces the atmospheric
state. Even if it was, this would not be desirable, because the observations do not
contain enough information to uniquely identify a correct atmospheric state. Extra
information is required in the form of a prior forecast of the atmospheric state x𝑏
to ensure that there is sufficient information. In addition, analytically solving the
equation for atmospheric state would not account for the fact that the observations
are inaccurate, and the observation and forecast operators are not completely realistic.
A cost function is created, which represents the scaled square difference between the
observations 𝑦𝑛 and the expected observations 𝐻(𝑀0→𝑛(x)) for each observation time
𝑛, plus the scaled square difference between the prior forecast x𝑏 and the atmospheric
state x.
𝐽(x) = (x− x𝑏)𝑇B−1(x− x𝑏) +
𝑛∑︁
𝑖=1
(𝐻(𝑀0→𝑖(x))− 𝑦𝑖)2
𝜎2𝑦
(8.1)
A minimisation algorithm such as conjugate gradients is used to find the atmospheric
state x that produces the lowest cost. This atmospheric state is the most likely
atmospheric state to be the truth given the information available, and is called the
analysis. The minimisation algorithm requires the gradient of the cost function in order
to operate. This is by calculating the first derivative of the cost function analytically,
using the adjoint functions of the observation and forecast operators. In order to
improve the ability of the minimisation algorithm to find the global minimum, the cost
function is remapped into an alternative coordinate space in which the cost function
has a more regular shape, in a preconditioning step.
8.1.2 Model development
In order to answer the research question about the ability to determine vertical velocity
from satellite observations, a computer model was developed to simulate the effects of
vertical motion on an atmosphere and satellite observations. Atmospheric temperature
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and specific humidity were represented on 40 levels spaced evenly in altitude from
surface level to 15 km. Vertical velocity were represented as a single variable. Model
variables were initialised from a large set of atmospheric profiles.
The forecast operator 𝑀𝑚→𝑛 was implemented to simulate only vertical motion.
Atmospheric state is shifted in the direction of the motion using semi-Lagrangian
advection, and the temperature is then adjusted according to the change in altitude.
The observation operator 𝐻 was implemented by calculating the cloud fraction
at each level in the atmosphere and then calculating the average temperature of the
objects that would be seen by the satellite instrument. Clouds were assumed to overlap
maximally in neighbouring layers, but randomly in layers that are separated, with a
transition between these two treatments with a decay constant of 2 km. Radiance was
assumed to be linearly proportional to temperature for this simulation.
The adjoint operators were implemented by passing the computer code for the
observation and forecast operators into an automatic differentiation system. The
operators were tested using the standard tests. The atmospheric model was found to
be stable with changes in spatial and temporal resolution, with no significant changes
in output when the resolution was increased.
The model was run with approximately 400,000 different atmospheric profiles to
generate observations. Each set of observations then had error added with a Gaussian
distribution with standard deviation of 1K in brightness temperature. A simulated
prior forecast was also generated for each atmospheric profile with error added according
to the prior forecast error covariance matrix B. These observations and prior forecasts
were then processed using two different methods to try to recover the true vertical
velocity.
8.1.3 Empirical method
The progression of observations is correlated with the vertical velocity in the atmosphere.
An empirical method of determining the vertical velocity was developed by examining
the correlation between vertical velocity and various values that could be calculated from
the observations, such as the total change of observation over the six hour observation
window. Since the relationship between these values and the vertical velocity are
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nonlinear, multivariate linear regression was not suitable. Instead, a database was
populated with over a million generated atmospheric states with their corresponding
calculated values.
Determining vertical velocity from a set of calculated values was then performed by
performing a search in the database for entries with similar calculated values. This
search was optimised by the use of a k-d tree. The average vertical velocity from the
most similar 400 entries in the database was found for each set of observations to
produce a retrieved vertical velocity. This retrieved vertical velocity was found have an
RMS error of 1.53 cm s−1.
The standard deviation of the 400 entries was also calculated, providing an estimate
of the accuracy of each retrieval. This estimate was found to be realistic. When the 25%
of the retrievals with the highest estimated error were discarded, the remaining 75% of
the retrievals had an RMS error of 1.22 cm s−1. This method was able to produce a
retrieval of vertical velocity with very little computing resource usage, but was limited
to predicting values in the range that had been previously stored in the database.
8.1.4 Variational method
The variational method was used to produce retrievals for atmospheric state for the
observations and prior forecasts, by minimising the cost function. The first guess of the
minimisation algorithm was chosen to be the prior forecast, but with the vertical velocity
altered to be the value predicted by the empirical method. This change improved the
success rate of the minimisation algorithm from 94.7% to 99.1%.
The mean value of the cost function after minimising was 25, after discarding the
few minimisation failures with a cost above 60. Some minimised cost values were as
high as 200,000.
The second derivative of the cost function was estimated to produce the condition
number and an estimate for the standard deviation of the error in the retrieved vertical
velocity. The condition number was found to be high, between 104 and 1010, which
is high enough to cause problems for minimisation algorithms. After preconditioning,
the condition number was reduced to between 10 and 107. The expected standard
deviation had a bimodal distribution with the majority of retrievals under 1 cm s−1
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and a proportion at 10 cm s−1, which is the vertical velocity accuracy provided by
the prior forecast. The expected standard deviation was not as realistic an estimate
of the accuracy of the retrieved vertical velocity as the standard deviation in the
empirical method. It was sufficient to allow the least accurate retrievals to be identified.
Discarding all retrievals with a minimised cost above 60 and expected standard deviation
above 1 cm s−1 (approximately 22% of the results) improved the RMS error of the
retrieved vertical velocity from 3.6 cm s−1 to 0.92 cm s−1.
Retrievals are more likely to be discarded when vertical velocity is in the downwards
direction. This is because clouds form in the presence of upwards motion but not with
downwards motion. If no cloud form over the time of the observation window, then
there is no signal in the observations for the data assimilation scheme to assimilate.
A third filter was used to discard results that have a vertical velocity more than
4 cm s−1 different from the result of the empirical method. The best results from the
empirical method were then added back in to substitute for values from the variational
method that were discarded. The thresholds of these filters was then optimised using
an exhaustive search to produce the optimum RMS error for retrieved vertical velocity
for any desired acceptance rate. Using this method, 80% of the results were accepted
with an RMS error of 0.80 cm s−1.
The accuracy of the representation of temperature and specific humidity in the
simulation were improved by minimisation by a small amount (10% in the middle of
the atmosphere). The errors in temperature and specific humidity were correlated, so
the error in relative humidity (which is a function of temperature and specific humidity)
was improved by a larger amount (19% in the middle of the atmosphere).
Reducing the nonlinearity in the observation operator significantly improved the
accuracy of the results when this was applied to both the real observations and the
data assimilation scheme. This indicates that nonlinearity is a strong influence in the
ability of the data assimilation scheme to retrieve accurate results.
Several techniques were investigated to further improve the results of the variational
method. Assimilating observations in stages with an increasing observation window
did not give any significant advantage. Setting the vertical velocity to a small fixed
positive value in the first guess improved the minimisation success rate significantly,
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but introduced bias into the retrieved vertical velocity. Dynamic preconditioning
improved the minimisation, as shown by the minimised cost decreasing, but without
any significant improvement in the accuracy of the vertical velocity. Minimising
from a random selection of first guesses and then choosing the one with the lowest
minimised cost did improve the accuracy of the vertical velocity, but this increased the
computational cost by a large amount.
8.1.5 Varying parameters
The data assimilation system’s response to the error in the input data was examined in
a series of experiments.
The quantity of error in the first guess was found to be critical. A small increase in
this error caused a significant increase in the number of failed minimisations.
The error in the prior forecast and the observations are linked to the error in the
retrieved vertical velocity. Error in temperature in the prior forecast was found to be the
greatest cause of error in the retrieved vertical velocity, with error in the observations
and the prior forecast vertical velocity having little effect. Similarly, bias in the input
data was most damaging in the prior forecast temperature, where an overestimate of
temperature caused an overestimate of upwards vertical velocity.
The data assimilation system was highly affected by nonlinearity. When the
observations were made more accurate, and the 𝜎𝑦 term adjusted to model this, the
rate of minimisation failure increased dramatically. This is because the observations
are the primary source of nonlinearity, and this is made stronger when more weight is
given to them in the cost function. It is also possible that nonlinearity error is a cause
of this.
The number of observations used did not affect the accuracy of the result signifi-
cantly. However the length of the observation window had a significant effect. A short
observation window was incapable of adequately observing the change in cloud quantity,
resulting in a much less accurate vertical velocity.
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8.2 Contributions to knowledge
This thesis covers a study into the behaviour of variational data assimilation in a
strongly nonlinear regime. Many interesting topics have been investigated, resulting in
novel approaches and discoveries. This section describes the main points of interest in
this thesis.
8.2.1 Atmospheric model with single vertical velocity variable
The computer simulation used in this thesis is a single column non-chaotic hydrostatic
model of an idealised atmosphere. The computer model itself is implemented in Fortran
95 with an automatically generated tangent linear and adjoint function. As this is a
small computer model, it is readily understandable, and could be adapted to other
projects.
The atmospheric model uses a single variable for vertical velocity. This is the main
difference between the model used in Rudd et al. (2012) (which used a vertical velocity
variable for each level) and this model. Using a variable for vertical velocity for each
level in the model is likely to increase the level of nonlinearity, thus destabilising the
data assimilation system. In this thesis, the data assimilation system was near to the
maximum level of nonlinearity that could be safely managed. Multiple vertical velocity
variables would likely increase the condition number even further, which would cause
minimisation to fail. Even if such a system had been successful, it is unlikely that more
than one degree of freedom in vertical velocity could be retrieved, as the cloud layer
that develops obscures the other layers below from view. Simplifying the model in this
way is a critical innovation to enable the functioning of the system.
8.2.2 Decay-based cloud overlap assumption
The model in this thesis uses a novel cloud overlap scheme that combines the desired
behaviour of the maximum-random scheme, but with a true resolution-independent
response. With this scheme, layers are deemed to overlap maximally or randomly not
based on whether there is a cloud-free layer in-between them, but on how far they are
apart. This scheme may be more realistic than existing cloud overlap assumptions.
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In particular, it has the advantage that it is unaffected by model resolution, allowing
nested models with varying levels of detail to be inter-compatible.
8.2.3 Empirical method
The empirical method demonstrates a novel method of nonlinear multivariate regression.
The database of previously calculated values is in effect modelling the probability
density function (pdf) of the atmospheric state. This pdf includes statistics on which
atmospheric states are more likely. This information is not normally incorporated
into a Var system. Selecting the most similar records from the database is effectively
calculating the posterior pdf of the atmospheric state given the index values. 400 most
similar points allows the posterior pdf to be reasonably well modelled, allowing a mean
and standard deviation to be calculated for the vertical velocity. The method uses a
k-d tree to ensure that the calculation is performed quickly. On average, this method
produces a value with better than half the accuracy of Var, but using a hundredth the
computing resource.
It is possible that an improved empirical method using a larger proportion of
the input data and a larger database could produce more accurate vertical velocity
estimates.
8.2.4 The variational method is successful
The variational method produces an accurate estimate of the vertical velocity approxi-
mately 80% of the time. This is a novel result. Moreover, it is possible to identify when
the method has succeeded and when it has failed.
The results of the variational method are significantly improved if the result of the
empirical method is used to improve the first guess for the minimisation algorithm.
8.2.5 Nonlinearity is a serious issue
Nonlinearity causes difficulty in retrieving a value for vertical velocity. Experiments
have shown that this is the case, because when the nonlinearity is reduced artificially,
the data assimilation becomes more accurate. Likewise, when the model is altered
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to make nonlinearity more severe, the data assimilation system increasingly fails to
retrieve a valid result.
This result is expected, and was one reason for the formulation of the study. This
work has shown, in detail, how nonlinearity is a problem, and under what conditions
it is more of a problem. A small increase in the amount of error in the prior forecast
causes a significant increase in the number of minimisation failures. Changing the
model to assume the observations are more accurate also causes a large increase in
minimisation failures, due to increased nonlinearity.
There is no obvious way of circumventing this nonlinearity. A common method
of attempting to cope with strong nonlinearities in Var systems is to smooth the
nonlinearity, for instance to convert a step function into a smooth gradient. This may
improve the ability of the minimisation algorithm to function correctly. However in this
case, experiments show that attempting to use a smoothed observation operator causes
the true observations to fail to match the expected observations. Therefore, smoothing
is not an option.
8.2.6 Filtering by multiple indicators
Identifying the retrievals that are acceptably accurate is best performed by inspecting
three indicator values. In this case, it is useful to have the result from the empirical
method, as this can be used in the third filter, and substitute values can be re-added
to the results when Var has been shown to have failed.
The thresholds for the filters can be chosen appropriately to optimise the RMS
error of the result for a desired proportion of results to be accepted.
The expected standard deviation of the vertical velocity from the variational
method is calculated by approximating the second derivative of the cost function. This
approximation, the nonlinearity, and the fact that the cost function has multiple minima,
mean that the expected standard deviation is not a completely realistic indicator of the
accuracy of the retrieval. However, if the realism of the expected standard deviation
were to be improved, this would improve the filtering mechanism significantly, resulting
in a lower RMS error in retrieved vertical velocity.
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8.2.7 Multiple minimisations can improve the results
Various methods were tested to try to improve the minimisation of the results. Min-
imising from the deterministic first guess produces results that are significantly worse
than minimising from the truth. It was surmised that the minimisation algorithm may
be finding local minima. To attempt to alleviate this, minimisation was attempted
from several randomly-selected first guesses, and the lowest cost result chosen. This
did improve the results, but not as much as minimising from the truth (which is not
possible in practice). It is likely that this is because there is insufficient information in
the observations to correct the fine detail in the atmospheric profile. Minimising from
the truth is more likely to retain the fine structure of the true atmospheric profile, and
therefore obtain a better fit to observations.
8.2.8 Observation window length
Changing the number of observations made in the observation window has surprisingly
little effect on the accuracy of retrieved vertical velocity. Var performs well with only
two observations spaced six hours apart.
Of greater importance is the length of the observation window. If this is too short,
then the system will not observe a sufficient change in the quantity of cloud in the
atmosphere, which is the key ingredient for Var to make an accurate retrieval.
This illustrates that in this 2D-Var system (equivalent to 4D-Var in an operational
setting), the time dimension is crucial. Cloudy satellite images must be assimilated as
a time sequence in order to extract this dynamical information. A 1D-Var arrangement
(3D-Var in an operational setting) would not be able to make use of this information
at all, unless there was a way of encoding the required information in the background
covariance matrix (which ensemble methods may possibly achieve).
8.3 Future work
The work in this thesis has deliberately not attempted to implement the retrieval of
vertical motion from cloud-affected satellite image sequences into an operational system,
for several reasons:
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• Operational systems are highly complex, which makes investigating the mathe-
matical and practical issues more difficult.
– An operational system will represent a three-dimensional volume, where a
single column model is sufficient to explore the relevant issues.
– The amount of computer code in an operational system is large, and may
take a long time to master, compared to a simple model.
– There may be behaviour coded into an operational system to properly
simulate a particular physical phenomenon that would be unnecessary for
the investigation, and may obscure the results.
• Operational systems are required to operate in a reliable and timely manner, and
so tend to avoid performing operations that may jeopardise those requirements.
Assimilating data in a highly nonlinear regime has the potential to disrupt the
system, or make it take longer to converge on a solution.
• It is useful to compare the results of the data assimilation with the true atmo-
spheric state to determine whether it is accurate. With an operational system,
the true atmospheric state is not known.
• It takes a large amount of computing resource to process the data for an operational
system. Using a small model, a million data runs can be performed in less CPU
time than a single operational run, allowing detailed statistics to be gathered on
the characteristics of the results.
The objectives of this thesis, as outlined in table 2.1, have been completed to a
sufficient level of detail. Concentrating on the fourth objective, to “Determine whether
there are any basic impediments to assimilating vertical velocity”, it is clear that the
answer is “Maybe”. Nonlinearity does make Var unstable. As the 2D-Var experiment
stands, it is successful at retrieving vertical velocity. However it is not sensible to
place any extra demands on the data assimilation scheme. Any further increase in
nonlinearity is likely to cause the retrievals to fail.
The objective for future work would be to determine whether the success at retrieving
vertical velocity in this single column model can be transferred over to an operational
system. There are three ways that this could be attempted.
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8.3.1 Method 1: 2D-Var as a pre-processing step
The first method is to retrieve the vertical velocity in a pre-processing step, and then
incorporate the values into the main forecast as surrogate observations. This has the
advantage that the nonlinearity is not incorporated into the main 4D-Var system. A
similar approach is already taken for horizontal wind derived from sequences of cloudy
satellite images (Atmospheric Motion Vectors), using cloud tracking systems based on
image recognition (Leese et al., 1971).
Care must be taken to ensure that the predicted vertical velocity values do not
degrade the main forecasting system. Any incorporated values that are inconsistent
with the surrounding atmospheric analysis could cause erratic behaviour of the model.
For instance, if an incorrect large upwards motion is calculated, and inserted into the
atmospheric analysis, this could cause an incorrect prediction of localised precipitation.
Spurious displacements in values in the model can also propagate outwards over time,
causing a gravity wave in the atmospheric model. This occurs as the model simulates
the atmosphere moving to re-establish its dynamical and buoyant balance. The energy
embodied in the large incorrect velocity value has to be dissipated in the surrounding
area, which causes the adverse effects in the model predictions.
In addition, there is the danger of introducing a selection bias in this scheme. It
has already been shown that vertical velocity can be determined more frequently when
the motion is upwards, so it is to be expected that more surrogate observations with
upwards motion will be passed on to the main forecast than those with downwards
motion. Care must be taken to ensure that this does not upset the balance of motion
in the main forecasting system. With small scale atmospheric models, the convective
motion of the atmosphere can produce very large but very localised vertical velocities.
Given a set of upwards wind vectors, the main forecasting system must then correctly
calculate the set of balancing downward motion areas.
Horizontal wind must be accounted for in any case, as the system must be able to
tell the difference between a build-up of cloud and the sideways drift of a cloud. A
suitable system for tracking the horizontal motion must be used. Each observation
should be given a justifiable standard deviation 𝜎𝑦 according to the standard deviation
of the satellite sensed radiances within the radius of uncertainty of the horizontal
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tracking. Therefore, near the edges of moving clouds, the expected error of the tracked
satellite observation would be increased, while observations over uniformly changing
cloudy areas would be deemed accurate by the 2D-Var system. Increased observation
error is not a significant problem. As shown in section 7.3, larger 𝜎𝑦 causes little
increase in error in retrieved vertical velocity, and reduces the nonlinearity in the cost
function. The expected accuracy of the retrieved vertical velocity will be reflected in
the inverse of the second derivative of the cost function.
As an example, this process could be incorporated into the Observation Processing
System (OPS) at the Met Office. This system already performs 1D-Var on cloudy
radiances in order to increase the proportion of infra-red observations that can be used
for atmospheric sounding (Pavelin et al., 2008).
8.3.2 Method 2: 4D-Var
The second method is to directly assimilate the cloudy radiances in the operational
4D-Var system. Operational systems currently do not attempt to retrieve vertical
velocity from such observations. The goal of this research was to determine whether
there was a fundamental reason why this would not be possible. Given the sensitivity of
the data assimilation scheme to increases in nonlinearity, it is uncertain whether a full
4D-Var system would converge to a solution reliably with these radiances incorporated.
If convergence is possible, incorporating cloudy radiances may increase the time spent
minimising the cost function to an unacceptable level.
8.3.3 Method 3: Ensemble methods
As operational weather prediction systems progress away from classical Var towards
ensemble methods, it is possible that cloudy satellite radiances could be directly
assimilated. Some ensemble methods that use a Kalman filter do not require an adjoint
function, and do not transform observation deltas backwards to atmospheric model
state deltas. Such models may be able to cope with larger quantities of nonlinearity
than classical Var. It is worth noting that the majority of nonlinearity in the model in
this research is in the observation operator rather than the forecast operator. It remains
to be seen whether the advantage provided by ensemble methods would be sufficient
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to permit direct assimilation to work reliably. It would be instructive to repeat the
experiment described in this thesis using an ensemble or Kalman filter method instead
of Var.
8.3.4 Challenges
At the moment, there are considerable challenges to directly retrieving vertical velocity
from cloudy satellite radiances in a main operational data assimilation system. The
characteristics of the data assimilation scheme used in this thesis are incompatible with
Var in operational systems, for several reasons:
• The choice of first guess for the minimisation matters. Improving the first guess
by using the empirical method improves the success rate of the minimisation. In
operational systems, it is assumed that the prior forecast is sufficient as a first
guess.
• Minimisation fails occasionally, which must not occur in a main operational
4D-Var system.
• Due to poor conditioning and strong nonlinearity, minimisation takes three times
as long as it would with a linear model.
• As the model is nonlinear, full 2D-Var has been used. The tangent linear model
is not used in the cost function. Operational systems typically use an incremental
formulation of Var, with the tangent linear providing an approximation of the
forecast model for the analysis increments. The nonlinearity in the model may
prevent incremental methods from working.
These issues can be solved by using 2D-Var as a pre-processing step to either filter the
observations or produce surrogate vertical velocity observations. Further research is
required in order to determine the future success of this strategy.
8.4 Final words
The objectives of this thesis listed in table 2.1 have been achieved.
1. Some of the mathematical and practical issues of using cloud-affected satellite
imagery have been discovered. Nonlinearity is the main factor, causing outright
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minimisation failure and minimisation to local minima rather than global minima.
In addition, it was found that not all atmospheric states provide observations
that contain any significant information, so the data assimilation system must
be careful to discard the minimisation result in this case. The condition number
was found to be high, on the limit of the capability of minimisation algorithms to
handle. Static preconditioning was found to be sufficient.
2. An atmospheric model and data assimilation scheme were successfully designed
and implemented, and managed to retrieve accurate vertical velocity from the
observations.
3. The characteristics of the results of data assimilation were analysed extensively.
This shows that vertical velocity can be retrieved with good accuracy and relia-
bility, and that the error is most sensitive to the accuracy of the temperature in
the prior forecast of the atmospheric state.
4. It was determined that nonlinearity was a serious threat to the success of assimi-
lating vertical velocity from cloud-affected radiances, but that the 2D-Var scheme
was nonetheless capable of functioning.
5. Non-standard measures were investigated for improving the accuracy and relia-
bility of data assimilation, with the incorporation of the result of the empirical
method into the first guess, and the optimised filtering and substitution of re-
sults. Alternative minimisation methods were investigated, with limited success.
Minimising a collection of randomly-chosen first guesses and choosing the result
with the lowest cost was the only method to improve the accuracy, but at a
significantly increased computational cost.
This research is the first step towards the long-term goal of assimilating cloud-
affected radiances in an operational weather prediction system to determine vertical
velocity in the atmosphere. Valid and accurate results have been demonstrated with
the simplified 2D-Var implementation, which is promising for the viability of that long
term goal. Future work should concentrate on taking the lessons learnt and adapting
the system to operate on real data in a four dimensional world. Although this work
has been researched at the Met Office, it can be applied to any operational weather
prediction system.
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Operational vertical velocity
Data from the Met Office operational forecasting system was examined to determine
the range of vertical velocity values in the operational model, and how accurate those
values are.
The Met Office global model contains values arranged on an equirectangular grid,
with 1536 grid points along the equator, 1152 grid points along the meridians, and 71
levels in altitude. The model levels are unequally spaced, with the lowest layers spaced
closely together and the upper layers spaced far apart up to a top altitude of 80 km. In
contrast, the atmospheric model used in this thesis has a maximum altitude of 15 km,
which corresponds to the first 48 levels of the operational model.
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Figure A.1: Distribution of the absolute value of vertical velocity in the 12 hour forecasts,
and the distribution of the difference between the 12 hour and 6 hour forecasts.
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Unfortunately, it is not possible to know how accurate each vertical velocity value
is in the operational model because that would require knowing the true state of the
atmosphere. The closest available estimate is to compare two forecasts of the same
time. The six hour and twelve hour forecasts of 6pm GMT on 35 days between October
and December 2014 were retrieved and compared.
Figure A.1 shows the distribution of the absolute value of the vertical velocities
in the 12 hour forecast, and the distribution of the difference between that and the
6 hour forecast. The standard deviation of vertical velocities in the 12 hour forecast
was 4.1 cm s−1, although the distribution was highly non-Gaussian and some outliers
had a vertical velocity as large as 300 cm s−1. Table A.1 shows the values of vertical
velocity at several percentiles, along with the difference between the two forecasts. 80%
of the vertical velocities were within the range −3.6 cm s−1 and 3.6 cm s−1, while 80%
of the differences between the two forecasts were between −2.4 cm s−1 and 2.4 cm s−1.
Vertical velocity values in the operational model are rounded to the nearest 11024 ms−1.
There were approximately 3500 distinct vertical velocity values in each forecast, and no
more than an average of 5.0 bits of entropy per value*.
*Entropy in information theory is the quantity of information in a message, usually in units of
bits (Shannon, 1948). For instance, a numerical digit has 𝑙𝑜𝑔2(10) ≃ 3.32 bits of entropy, while each
character in English text has approximately 1.5 bits of entropy due to its high redundancy. In this case,
the vertical velocities are represented using a 32-bit floating point number system, but 3500 distinct
values can be represented using 12 bits. Since the 3500 values have non-equal probability, they can
be uniquely represented using fewer bits. The amount of entropy in the message is a lower limit on
the size of the message once compressed. Modern compression software is effective at approaching
this limit, and is often used as a simple measure of the amount of entropy in a message—the message
can have no more entropy than the smallest compressed version of itself (Schürmann and Grassberger,
1996). Following the compression of the data using a 256-ary Huffman coding system (Huffman, 1952),
to 8.2 bits per value, the bzip2 program compresses the data to 5.0 bits per value. Therefore, there
can be no more than 5.0 bits of entropy per value in the data. It is possible that a more effective
compression technique could be found to decrease this limit further.
Table A.1: Percentiles of vertical velocity. 5.6% of vertical velocities are zero, and 7.2%
are identical between the two forecasts.
Vertical velocity/cm s−1 Difference/cm s−1
Below Above Below Above
10% -3.6 3.6 -2.4 2.4
2% -9.5 10.6 -7.6 7.6
0.5% -17.0 19.2 -15.5 15.4
0.1% -28.7 33.3 -29.6 29.3
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Figure A.2: A portion of the 6 hour and 12 hour operational forecasts for the 20th of
October 2014, showing vertical velocity at an altitude of 4160m.
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Figure A.3: The correlation between the 6 hour and 12 hour forecasts plotted against
latitude and altitude.
Much of the variation between the two forecasts was in the positioning of features,
rather than the presence of features. Figure A.2 shows two extracts from the two
forecasts. This shows that most of the features in the 12 hour forecast are still present
in the 6 hour forecast, however the positions may have changed slightly. This registers
as a difference in vertical velocity where the feature has moved from and another
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difference where the feature has moved to. In reality, a forecast still has significant skill
when a feature is present but in a slightly uncertain position.
The accuracy of the forecasts (as measured by the difference between the two) varies
according to latitude and altitude. Figure A.3 shows how the correlation between the
two forecasts varies. Near the ground, the correlation is generally high, decreasing
with increasing altitude. In the mid-troposphere in the tropics the correlation is near
zero, indicating that the individual tropical weather systems are extremely hard to
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Figure A.4: The standard deviation of vertical velocity in the 12 hour forecasts plotted
against latitude and altitude.
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Figure A.5: The RMS difference between the 6 hour and 12 hour forecasts plotted
against latitude and altitude.
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accurately predict, even though the overall forecast may be high quality.
Figure A.4 shows the standard deviation of vertical velocity in the 12 hour forecast,
as it varies by latitude and altitude. Near the ground, the magnitude of vertical velocity
is small, compared to the vertical velocity values above 1 km altitude. The vertical
velocity is greatest in the middle of the troposphere with lower speed at the top and
bottom, so modelling vertical velocity with a sine curve as in equation 4.9 is reasonable.
Figure A.5 shows the RMS difference between the 6 hour an 12 hours forecast plotted
against latitude and altitude, showing that the upper troposphere in the tropics has
the greatest difference.
In the experiments in this thesis, the true vertical velocity is set to values between
−2 and 10 cm s−1, while the standard deviation of the vertical velocity in the prior
forecast is set to 10 cm s−1. Only a limited range of negative velocities are used because
observations are unlikely to be useful in the presence of a large downwards motion, as
clouds are unlikely to be present. Compared to the vertical velocity values and accuracy
in the Met Office operational system, these values are reasonable.
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The k-d tree
Bentley (1975) introduced the data structure called the “k-d tree”, which is a multi-
dimensional binary space partitioning tree, which can be used to find elements within a
region of space or the nearest neighbour to a point efficiently. In this project, elements
are only stored in the leaves of the tree, whereas most k-d trees store elements on
the branches as well. In order to have a meaningful definition of “nearest” in a multi-
dimensional space where each dimension contains values with different ranges and using
different units, each dimension is first normalised to a unit-less range of 0–1.
A k-d tree is an object in computer memory. That object may be a leaf object
(if the tree contains only one entry) or a branch object. A leaf object contains the
details of a single entry in the tree. In comparison, a branch object contains a pivot
value, a description of which of the k variables the pivot should be compared to, and
two memory addresses which each contain another k-d tree object, which may in turn
be leaf or branch objects. Each branch of the tree divides the entries in the tree into
two groups. Entries where the chosen variable is less than a pivot value are stored in
the left group while elements where the value is greater than the pivot are stored in
the right group. Elements with the value equal to the pivot may be stored in either
group, which allows the tree structure to cope with multiple identical elements. The
variable that is compared to the pivot is changed between each level of the tree, so if
a particular branch compares its pivot to the first of the k variables, then the child
branches it refers to will compare their pivots to a different variable. Figure B.1 shows
the tree structure used to store twelve points in a two dimensional k-d tree.
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Figure B.1: Twelve points (labelled a to l) stored in a two dimensional k-d tree.
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Figure B.2: Algorithm to find the nearest point in a two dimensional k-d tree.
The tree structure can be created for a bulk list of elements by sorting the list by
the first variable, finding the median value, and assigning half the list to each branch,
then repeating with other dimensions until single elements are reached.
The most useful operation of the k-d tree for this project is to find elements that
are closest to a given point. This allows the 400 most similar points to be found quickly,
which is a requirement for the empirical method to work. The algorithm is described
in pseudocode in table B.1. This algorithm relies on the availability of a priority queue,
which is a linear list into which items may be inserted in any order, but which will offer
the highest priority item in the list to be removed. In this case, the highest priority
item in the queue is the item with the smallest distance from the search point to the
item. The distance to tree branches must be measured carefully, as they take up the
space of a box, so the distance may be zero (if the point is inside the box), or the
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Table B.1: Pseudocode for algorithm to find the nearest elements in a k-d tree to a
given point.
1 Create a priority queue, sorted by distance from point
2 Add the root of the tree to the queue
3 LOOP until sufficient elements have been output
4 Take the element from the head of the queue
5 IF it is a leaf element, then output it
6 IF it is a branch, then add the two sides back into the queue
7 END LOOP
distance to the edge or corner of the box. The root of the tree is an infinite box, so all
points have a zero distance.
The progress of this algorithm to find the nearest point to (7, 2) is shown in figure
B.2. This shows the evolution of the contents of the priority queue. In the first step,
the root is the only element in the priority queue. The distance is zero because the root
covers the entire area. This node is removed from the queue and replaced with the two
sub-branches, of which C has the lower distance. The priority queue is always sorted
by distance to the search point. This operation is repeated until the first element on
the queue is a leaf object. This leaf object is the closest entry in the tree to the search
point. Further elements will be returned in order of distance from the search point if
the leaf object is removed from the queue and the algorithm is continued, which will
involve splitting B, then D, then H. In this project, the priority queue is implemented
using a red-black tree (Bayer, 1972), provided by library code.
The tree structure allows the algorithm to find the nearest points without inspecting
every point in the tree, by ignoring whole branches that are far away from the search
area. This increases the performance of the algorithm compared to an exhaustive
search. In the average case*, the time taken for this algorithm to find the first nearest
neighbour is bounded by the logarithm of the number of elements in the tree (𝑛) when
this number is large. The algorithm therefore takes 𝒪(log𝑛) time, which makes it
suitable for searching very large collections of elements quickly. A simple exhaustive
search algorithm would take 𝒪(𝑛) time, which is much slower.
*It is possible to design a pathological case by constructing a set of elements with identical distance
to the search point, forcing the algorithm to inspect the entire tree. Because of this, the algorithm is
not used in systems where hard guarantees of limited run time are required.
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Two filter optimisation
The optimum thresholds for the two filter method of quality control of minimisation
results, as used in section 6.3.6 can be found using an exhaustive search with a limited
resolution.
Table C.1 shows the pseudocode for the algorithm used to perform this exhaustive
search. The algorithm sorts the list of minimisations (of length 𝑛) as many times as the
resolution (RES) using an 𝒪(𝑛 log𝑛) sorting algorithm, so the algorithm has complexity
𝒪(RES𝑛 log𝑛). This algorithm can analyse 418345 minimisations with a resolution of
2000 in under a minute.
Table C.1: Pseudocode for algorithm to find optimum filter thresholds for two filters
with a resolution of RES.
1 Read in all minimisations
2 Sort list by increasing minimised cost
3 LOOP variable A from 1 to RES
4 Sort A/RES of the list by expected stddev
5 Start an empty statistics
6 LOOP variable B from 1 to A
7 Add list elements from (B - 1)/RES to B/RES to statistics
8 Store best statistics for each value of B
9 END LOOP
10 END LOOP
11 LOOP variable B from 1 to RES
12 Output best stored statistics for value of B
13 END LOOP
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Three filter optimisation
The three filter method (section 6.3.7) of filtering minimisation results attempts to
improve the RMS error of the results by discarding minimisations where the error is
very large. The results are rejected if the minimised cost is too high, the expected
standard deviation is too high, or if the variational method disagrees with the empirical
method by more than a certain amount. The exact threshold values can be selected to
optimise the RMS error and acceptance proportion.
The optimal values for the three filters are found using an exhaustive search
algorithm, pseudocode for which is shown in table D.1. This algorithm has a higher
Table D.1: Pseudocode for algorithm to find optimum filter thresholds for three filters
with a resolution of RES.
1 Read in all minimisations
2 Sort list by increasing minimised cost
3 LOOP variable A from 1 to RES
4 Sort A/RES of the list by expected stddev
5 LOOP variable B from 1 to A
6 Sort B/RES of the list by difference with empirical
7 Start an empty statistics
8 LOOP variable C from 1 to B
9 Add list elements from (C - 1)/RES to C/RES to statistics
10 Store best statistics for each value of C
11 END LOOP
12 END LOOP
13 END LOOP
14 LOOP variable C from 1 to RES
15 Output best stored statistics for value of C
16 END LOOP
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Figure D.1: Optimum RMS error of retrieved vertical velocity, filter thresholds, and
discard proportions plotted against proportion of successful retrievals. Note the bi-
logarithmic scale for the cost filter threshold.
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computational cost than the search for the two filter method, as it sorts the list of 𝑛
items RES2 times, so it has 𝒪(RES2 𝑛 log𝑛) run time. Processing 418345 minimisations
with a resolution of 400 takes 20 minutes using this algorithm.
Figure D.1 shows the optimum RMS error, in a similar manner to figure 6.28. The
RMS error achieved using just two filters is shown in the red line for comparison,
demonstrating an improved RMS error using the third filter (in green).
The values of the three filter thresholds is also plotted below the RMS error. Below
that is the proportions of rejections that are attributed to each filter. The optimised
filter thresholds appear to hand-off control between each other for different required
acceptance proportions. For example, when the accepted minimisation proportion is
between 12% and 15%, the cost filter is very strict, whereas below 12% the empirical
difference filter becomes strict instead. When the acceptance proportion is above 85%,
both the cost and expected standard deviation filters become relaxed, with the empirical
difference filter discarding the majority of the rejected results. In-between 15% and
85%, the filters share the job of rejecting results, with the empirical filter rejecting
approximately 5% of the results across the whole range, and the standard deviation
filter rejecting several times more results than the cost filter.
At the bottom of the figure is the proportion of results discarded grouped by true
vertical velocity, and shown in colour. This shows that the last results to be rejected
are those where the true vertical velocity is zero. If there are clouds present with zero
vertical velocity, then both the empirical and variational methods can be very accurate,
as zero observation change is easy to recognise. Atmospheric states with a negative
true vertical velocity are rejected much more often than atmospheric states with zero
or positive true vertical velocity. This is because downwards motion causes clouds to
disappear, which only causes an observation signal in the relatively infrequent case that
the atmosphere already contains clouds. Once clouds have been removed, there is no
further signal in the observations, whereas with upwards motion the clouds continue to
develop, causing further changes in the observations that help the data assimilation.
The bias in the retrieved vertical velocity is near zero (0.08 cm s−1 at 80% acceptance)
until the proportion of successful retrievals is above 95%, where the results with
significant negative error are accepted, causing the bias to go to −0.58 cm s−1.
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Four filter optimisation
The four filter method (section 6.3.8) improves on the three filter method by adding
extra minimisation results that were rejected by the three filter method, but using the
value calculated by the empirical method, rather than the rejected variational result.
The empirical method produces an expected standard deviation value for every result,
just as the variational method does, and this can be used to select the most accurate
Table E.1: Pseudocode for algorithm to find optimum filter thresholds for four filters
with substitution, with a resolution of RES.
1 Read in all minimisations
2 Sort list by increasing minimised cost
3 LOOP variable A from 0 to RES
4 Sort A/RES of the list by expected stddev
5 LOOP variable B from 0 to A
6 Sort B/RES of the list by difference with empirical
7 Start an empty statistics
8 LOOP variable C from 0 to B
9 Add list elements from (C - 1)/RES to C/RES to statistics
10 Clone top portion of list above C/RES and statistics
11 Sort cloned list by empirical stddev
12 LOOP variable D from MIN(1, C) to RES
13 Add cloned list elements from (D - 1)/RES to D/RES to cloned statistics
14 Store best cloned statistics for each value of D
15 END LOOP
16 END LOOP
17 END LOOP
18 END LOOP
19 LOOP variable D from 1 to RES
20 Output best stored statistics for value of D
21 END LOOP
164
Thesis APPENDIX E. FOUR FILTER OPTIMISATION
0.4
1
4
R
M
S 
Er
ro
r/c
m
s-
1 Two filter method
Three filter method
With substitution
20
30
40
60
Co
st
 c
ut
of
f
0.1
0.4
1
4
St
dd
ev
 c
ut
of
f/c
m
s-
1 Variational
Empirical
 0.1
 1
 10
Em
pi
ric
al
 d
iff
/c
m
s-
1
 10
 20
 30
 40
 50
 60
R
eje
cti
on
s (
%)
Cost filter
Var stddev filter
Empirical filter
Added empirical
-2
 0
 2
 4
 6
 8
 10
 0  20  40  60  80  100
Tr
ut
h/
cm
s-
1
Successful minimisations (%)
Figure E.1: Optimum RMS error of retrieved vertical velocity, filter thresholds, and
discard proportions plotted against proportion of successful retrievals, using empirical
substitution.
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values. The thresholds for the four filters can be optimised to find a balance between
RMS error and acceptance proportion.
The pseudocode to optimise the four filter thresholds is shown in table E.1. This is
similar to the three filter exhaustive search algorithm in appendix D, but because it is
optimising an extra value, its computational cost is further increased to 𝒪(RES3 𝑛 log𝑛).
Processing 418345 minimisations with a resolution of 400 takes a twelve hours using
16 CPU cores using this algorithm. This computational cost is required only once to
select the appropriate threshold values for the filtering system. Further vertical velocity
retrievals need only be filtered using this system.
Results from the empirical method are only substituted in when more than 44% of
results are required. When 100% of the results are required, 20% of them are provided
by the empirical method. Above a success rate of 50%, the cost and empirical difference
filters both reject very few minimisations, each rejecting no more than 5% of results.
The two and three filter methods produce highly biased output when very high
success rate is required. At 100% success rate (essentially unfiltered), these two filters
produce results with a bias of −0.58 cm s−1. This is caused by a very small number
of minimisation results that are many standard deviations away from the true value.
The four filter method produces results with a low bias of 0.1 cm s−1, due to the fact
that 20% of the variational results are discarded and replaced with results from the
empirical method.
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Appendix F
Characterising a non-Gaussian
distribution
The error distribution of the vertical velocity retrieval by either the empirical or
variational methods can be modelled as a combination of Gaussian distributions with
different standard deviations. Normally, when a combination of Gaussians is mentioned,
this refers to a linear combination, where the error consists of the sum of several parts,
each with its own Gaussian distribution, resulting in a Gaussian distribution overall.
In this case, a combination of Gaussians means that a certain proportion of the results
have error with one distribution, and another proportion has another distribution,
resulting in a non-Gaussian distribution overall. The assimilation system provides an
expected standard deviation for all results that hints at which distribution a particular
sample is in. With the empirical method this estimate is realistic, whereas with the
variational method it is not.
Figure F.1 shows the real distribution of vertical velocity error from the variational
method along with the error distribution reconstructed from the expected standard
deviation. This gives an indication of whether the expected standard deviation is
realistic. Whereas with the empirical method, the two error distributions matched very
closely (figure 5.11), with the variational method the distributions do not match as
well, indicating that the expected standard deviation is not completely realistic.
The reconstructed error distribution is produced by convolving the expected standard
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Figure F.1: Absolute error distribution, and distribution reconstructed from expected
standard deviation.
deviation values with the Gaussian function with zero mean and standard deviation
taken from the value. This contrasts with the traditional convolving operation which
sets the mean of the Gaussian function to the sample value and the standard deviation
to the level of “blur” required. The reverse operation of this is a deconvolution. A
deconvolution is easier to perform when the convolution kernel is identical but shifted
according to the value, which is the case if all values are transformed by taking their
logarithm. While the distribution density of a Gaussian distribution with zero mean is:
𝑃 (𝑥) = 1
𝜎
√
2𝜋
exp
(︃
−𝑥2
2𝜎2
)︃
(F.1)
the distribution density of the logarithm is:
𝑃 (ln(|𝑥|)) = 2𝑥
𝜎
√
2𝜋
exp
(︃
−𝑥2
2𝜎2
)︃
(F.2)
which should be divided by ln(2) for density per octave. Three Gaussian distribu-
tions with different standard deviations are shown in logarithmic space in figure F.2,
demonstrating the fact that the distribution shape is constant.
Deconvolution can be performed by a variety of methods, but it is an inverse problem,
with some of the same difficulties as Var. An exact solution can be found using a
minimisation algorithm, however this will be an over-fit, with the noise dominating
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Figure F.2: Three Gaussian distributions with different standard deviations (𝜎) in
logarithmic space.
the result. It is important to limit the level of detail in the result. It is unlikely that
meaningful information can be retrieved with more detail than each value spaced apart
by a factor of 118 .
Before deconvolution can be performed, the input data must be discretised by placing
samples in buckets. Each bucket 𝑖 accepts error values between 𝑎𝑖 and 𝑎𝑖 exp
(︁
1
8
)︁
where
𝑎𝑖 = 𝐶 exp
(︁
𝑖
8
)︁
with 𝐶 as the lower bound of the first bucket. Figure F.3 shows a bar
chart with the sample counts for each bucket 𝑑𝑖 in red. The expected error distribution
generated from the expected standard deviation values of each sample is also shown in
green, and this clearly does not match the real error distribution. The blue line shows a
reconstructed error distribution which matches the real error distribution closely, which
is a weighted sum of several Gaussian distributions with different standard deviations.
The set of Gaussian distributions and their weights can be found using a minimisation
algorithm. The set of Gaussian distributions is set to be the Gaussian distributions
with a standard deviation placed at the centre of each bucket 𝜎𝑗 = 𝐶 exp
(︁
𝑗+0.5
8
)︁
described above. The weight 𝑦𝑗 would be expected to represent a sample count in each
bucket 𝑖 with centre 𝑐𝑖 = 𝐶 exp
(︁
𝑗+0.5
8
)︁
of 𝑦𝑗𝐺𝑖𝑗 = 𝑦𝑗 2𝑐𝑖𝜎𝑗
√
2𝜋 exp
(︂
−𝑐2𝑖
2𝜎2𝑗
)︂
where 𝐺𝑖𝑗 is
the probability density in logarithmic space of a Gaussian distribution with standard
deviation 𝜎𝑗 in bucket 𝑖. To determine the best value of 𝑦𝑗 , once the contributions
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Figure F.3: Distribution of absolute error of vertical velocity, the expected distribution
from the expected standard deviation, and the reconstructed distribution.
from all other Gaussians are removed from the bucket sizes 𝑑𝑖, the sum of the square
of errors between 𝑐𝑖 and 𝑑𝑖 can be minimised. This minimisation is linear and can be
calculated analytically:
𝐽(𝑦𝑗) =
∑︁
𝑖
(𝑦𝑗𝐺𝑖𝑗 − 𝑑𝑖)2 (F.3)
which can be differentiated:
∇𝐽(𝑦𝑗) =
∑︁
𝑖
(︁
2𝐺2𝑖𝑗𝑦𝑗 − 2𝐺𝑖𝑗𝑑𝑖
)︁
(F.4)
which can be set to zero to find 𝑦𝑗 :
𝑦𝑗 =
∑︀
𝑖𝐺𝑖𝑗𝑑𝑖∑︀
𝑖𝐺
2
𝑖𝑗
(F.5)
An additional constraint is that none of the weights may be below zero, which prevents
the minimisation reaching a noisy exact solution. After a few iterations updating each
𝑦𝑗 in turn, the algorithm converges. Figure F.4 shows the distribution of expected
standard deviation in red, along with bars showing the values of 𝑦𝑗 representing the
distribution of standard deviations that produces an error distribution (shown as the
blue line in figure F.3) that matches the real error distribution.
This reconstructed distribution of standard deviations can then be used to investigate
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Figure F.4: Distribution of expected standard deviation, and the reconstructed distri-
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Figure F.5: RMS error of results when filtering using the two filter method and a
perfect standard deviation filter.
the possibilities for improved filtering of results. It is impossible to implement an
absolutely perfect filter that lets through the samples with an absolute error less than
a certain amount (effectively chopping the sides off the error distribution), but it
may be possible to better characterise the expected standard deviation of the samples
and discard based on that (effectively chopping the bottom off the error distribution).
Figure F.5 shows the RMS error of such a filtering system, compared to several other
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methods. Filtering by an ideal realistic standard deviation has a higher performance
than filtering by the expected standard deviation (the purple line in figure F.5) due
purely to the fact that it characterises the error realistically. It is unfortunate that
this ideal standard deviation cannot actually be used for filtering individual results,
however it does indicate that if a method is found to calculate a more realistic expected
standard deviation then filtering will automatically become better.
At very high acceptance levels, the improvements in filtering by using two, three, or
four filters out-perform the ideal standard deviation filter by removing outliers without
removing central samples. At lower acceptance rates (below 75%), the ideal standard
deviation filter outperforms all implementable filters.
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Appendix G
Published journal paper
The following is a peer-reviewed journal paper published in the Quarterly Journal of
the Royal Meteorological Society describing some of the work in this thesis.
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Satellite infrared sounders are invaluable tools for making observations of the structure of
the atmosphere. They providemuch of the observational data used to initialize atmospheric
models, especially in regions that do not have extensive surface-based observing systems,
such as oceans. However, information is lacking in the presence of cloud, as the cloud layer
is opaque to infrared radiation. This means that where information is most desired (such
as in a developing storm) it is often in the shortest supply.
Inorder to explore themathematicsof assimilatingdata fromcloudyradiances, a studyhas
been performed using an idealized single-column atmospheric model. Themodel simulates
cloud development in an atmosphere with vertical motion, allowing the characteristics of
a 2D-Var data assimilation system using a single simulated infrared satellite observation
taken multiple times to be studied. The strongly nonlinear nature of cloud formation poses
a challenge for variational methods. The adjoint method produces an accurate gradient for
the cost function and minimization is achieved using preconditioned conjugate gradients.
The conditioning is poor and varies strongly with the atmospheric variables and the cost
function has multiple minima, but acceptable results are achieved.
The assimilation system is provided with a prior forecast simulated by adding random
correlated Gaussian error to the truth. Assimilating observations comparable to those
available from current geostationary satellites allows vertical motion to be retrieved with
an error of less than a centimetre per second in most conditions. Moreover, evaluating
the second derivative of the cost function at the minimum provides an estimate of the
uncertainty in the retrieval. This allows atmospheric states that do not provide sufficient
information for retrieval of vertical motion to be detected (such as a cloudless atmosphere
or a non-moving opaque cloud layer in the upper troposphere). Retrieval is most accurate
with upwards motion.
Key Words: variational data assimilation; 2D Var; vertical motion; cloud; infrared geostationary satellite imagery
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1. Introduction
Infrared satellite-based sounders provide extremely valuable
observations of the Earth’s atmosphere, allowing the temperature
and humidity structure to be retrieved (Hilton et al., 2009).
The presence of cloud prevents the sounder from observing the
lower part of the atmosphere, as cloud is opaque to infrared
radiation. It is particularly unfortunate that observations are
reduced in areas that have cloud, as these areas are likely to be
meteorologically active and to affect the future weather strongly
(McNally, 2002). Most of the work on cloudy infrared imagery
has focused on dealing with the effect of cloud as a nuisance that
interferes with the normal process of assimilating observations
(Bauer, 2007; Errico et al., 2007; Pavelin et al., 2008; McNally,
2009). Further progress has been made to assimilate carefully
filtered cloud-affected observations, with positive results (Stengel
et al., 2013).
There are currently no observations assimilated in operational
weather prediction systems that constrain vertical velocity in the
atmosphere directly. Instead, vertical velocity is updated purely as
a consequence of balancing the horizontal wind convergence as
a diagnostic variable (Panofsky, 1946). Muschinski et al. (1999)
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describes a trial of an upward-pointing Doppler radar that was
capable ofmeasuring large-scale vertical velocity with an accuracy
of about 1 cm s−1. However it is unlikely that there will be an
extensive network of these instruments in the foreseeable future.
Hansen and Thomson (1965) described a comparison between
different methods of determining vertical velocity. They noted
that the presence of clouds lagged the presence of vertical
motion measured in other ways. Vertical motion causes a
change in cloud quantity, as adiabatic cooling/heating caused
by upwards/downwards motion changes the saturation vapour
pressure of water. It should therefore be possible to work
backwards from an observed change in quantity of cloud to
determine vertical motion. It has been noted that the nonlinear
nature of cloud development would make it difficult to achieve
this (Errico et al., 2007).
This article describes a study investigating the mathematical
and practical issues of utilizing high temporal resolution infrared
imagery from simulated geostationary satellites to retrieve vertical
velocity in an idealized atmosphere using variational methods.
The study consists of a single-column atmospheric model, which
is used both to generate the true atmospheric states and as
the forecast model in a 2D-Var data assimilation scheme.
An observation operator simulates a single infrared satellite
observation taken multiple times, 15 minutes apart. Section
2 describes the development of this model and observation
operator and demonstrates the typical data produced. Two
methods are investigated to interpret the changes in observations
over time. The first is an empirical method, using the statistics
of many atmospheric states to provide an estimate of vertical
motion, and is described in section 3. The second (in section 4)
is a full 2D-Var system, which uses the results of the empirical
method in combination with the prior forecast as a first guess for
minimization. The two methods are compared and discussed in
section 5. Conclusions are presented in section 6.
2. Model development
This study uses a highly simplified atmospheric simulation to
investigate the effects of thenonlinearity of cloud formationon the
feasibility of retrieving vertical motion from sequences of satellite
images. The simulation is used for both the true atmospheric
evolution and the variational data assimilation, which is a perfect
model assumption.Themodel simulates a single one-dimensional
column of air, with an associated simplified simulated satellite
observation. This method eliminates many of the complicating
factors of real-life data assimilation, making it easier to isolate the
effects of nonlinearity for study. The results of assimilating the
observations can be compared directly with the true atmospheric
state, as this is known, which would not be the case in a study
using real-world observations. The small size of the model allows
many data assimilation runs to be performed cheaply, giving
greater insight into the characteristics of the retrieval error.
2.1. Atmospheric column model
The atmospheric state vector represents a column of air with 40
levels (numbered n = 0 to ntop, 39) spaced equally in altitude
from the surface level (0m) to ztop (15 000m). The effect of the
spatial resolution on the model behaviour was investigated. Grid-
independent results were produced with 40 levels and greater,
while significant artefacts appeared with fewer than 20 levels.
The simulation is a hydrostatic atmospheric model similar
to Rudd et al. (2012), the main difference being the use of a
single vertical velocity variable instead of one per level. Each
level is represented by two values in the state vector, these
being temperature (Tn, stored in K) and humidity (stored as the
logarithm of specific humidity ln(qn)). A single value for vertical
motion w is used, representing the vertical velocity in an upwards
direction over the whole atmospheric column, where the vertical
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Figure 1. An illustration of the layout of the atmospheric model.
velocity at any given altitude z is given by the equation
w(z) = w sin
(
πz
ztop
)
. (1)
There is therefore only one degree of freedom in the vertical
velocity retrieved by this method. This is a simplification, but it
could be argued that it is only possible to retrieve one degree of
freedom from the observations given, since as soon as cloud starts
to develop, generating the desired signal, it obscures the layers
below.
The atmospheric state vector therefore has 81 values, as
illustrated in Figure 1.
Ambient atmospheric pressure P at any given level is calculated
by integrating upwards from the surface pressure (1013.25 hPa)
using the temperature values in the model:
Pn+1 = Pnexp
{
− 2gztop
ntopRd (Tn+1 + Tn)
}
, (2)
where g is the acceleration due to gravity andRd is the gas constant
for dry air (about 287.0 J kg−1 K−1). This is an approximation,
because the air in the model is not always dry. A more exact
solution would use virtual temperature instead of temperature T
or adjust the gas constant for humidity, but this is not necessary
for the validity of the simulation. The presence of cloud in any
level is determined by the cloud fraction equation (Wood and
Field, 2000):
C = 12 [1 + tanh {a (RH − b)}] , (3)
where a has the value 17.0, b has the value 0.95 and RH is relative
humidity calculated using the saturation vapour pressure (Psat)
from Annex 4B of WMO (2008):
RH = qP
Psat
, (4)
Psat = 6.112 exp
{
17.62(T − 273.15)
(T − 30.03)
}
, (5)
where  is the ratio of molecular weights of water vapour to air
(approx. 0.622), T is in K and Psat is in hPa.
The simulation consists of two components: the forecastmodel
and the observation operator.
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2.2. Forecast model
The forecast model consists purely of semi-Lagrangian advection
in the direction of the vertical velocity, interpolating physical
quantities, adjusting temperature for altitude change and
recalculating pressure as described in Eq. (2). The temperature
adjustment is performed by multiplying the distance travelled δz
by the adiabatic lapse rate, which depends on the cloud fraction
C (Eq. (3)):
δT = δz = δz{(1 − C)d + Cs}. (6)
The dry adiabatic lapse rated is defined to be 9.8 × 10−3 Km−1,
while the saturated adiabatic lapse rate s is defined by the
following equation, taken from Houghton (1986):
s = d
(
1 + LvPsat
PRdT
)
(
1 + L
2
vPsat
2
PRdCpT2
) , (7)
where Lv is the latent heat of vaporization (about 2.5 × 106 J kg−1
at 273 K).
Precipitation is not simulated, so the relative humidity of a
level may rise above 100%.
2.3. Observation operator
The observation operator calculates the brightness temperature
observed by an infrared satellite sensor observing directly
downwards, using a cloudoverlap scheme.Hogan and Illingworth
(2000) discovered that cloud layers overlap in a maximal manner
when close together, decaying to a random overlap with larger
separation. In the cloud overlap scheme used here, the overlap
decays from the maximum overlap to a random overlap with a
decay constant of 2 km. The decay ratio between neighbouring
layers in the model (λ) is
λ = exp
(
− ztop
ntop × 2 km
)
. (8)
From the top down, the effective covered sky for each level (Vn)
is calculated from the quantity of cloud in each level (Cn):
Vn =
⎧⎪⎪⎨
⎪⎪⎩
0 where n = ntop + 1,
λVn+1 where Cn < λVn+1,
Cn − λVn+1
1 − λVn+1 otherwise.
(9)
From this, the effective exposed cloud for each level (Dn) is
calculated:
Dn =
{
0 where Cn < λVN+1,
Vn otherwise.
(10)
Working upwards, the brightness temperature at each level (In) is
In =
{
Tn where n = 0,
In−1 + Dn(Tn − In−1) otherwise. (11)
The simulated satellite observation is the brightness temperature
at the top of the atmosphere (Intop ). The model assumes that the
radiance and brightness temperature are related linearly, which
represents another simplification in this study.
The infraredwavelength is assumed to be a perfect atmospheric
window. Gaseous absorption and emission are zero and only
cloud effects are considered. A single observation is calculated
for 25 observations at 15 minute intervals over a 6 hour
observation window. Under positive (upwards) vertical velocity,
a clear atmosphere will saturate and form clouds, reducing the
brightness temperature observation from the surface temperature
to the cloud-top temperature. This is illustrated in Figure 2. A
very similar progression of atmospheric state and observations is
produced by the model in Rudd et al. (2012).
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Figure 2. The evolution of an atmosphere initialized with a flat 65% relative
humidity and temperature gradient of 6.5 × 10−3 Km−1 from a surface
temperature of 288 K and an upwards motion according to Eq. (1) with
w = 4 cm s−1. The upper section shows the states of each level over time with
white representing cloud, while the lower section shows the observed brightness
temperature.
2.4. Atmospheric profiles
The experiments described in this article use 13 495 atmospheric
profiles provided by the European Centre for Medium-Range
Weather Forecasts (ECMWF; Chevallier, 2001) to initialize the
atmospheric profile truth at the beginning of the observation
window. These profiles represent a diverse selection of realistic
atmospheric states. Each retrieval is repeated with every
atmospheric profile in the collection.
2.5. Observation and prior forecast errors
The observations are calculated using the observation operator,
and then a random uncorrelated Gaussian error with standard
deviation 1 K is added to simulate errors in the observation and
observation operator. Although larger errors may exist in the
observations due to the simulation of clouds, an error of 1 K
was chosen as it is comparable to the standard deviation of the
observationminus background (O−B) for geostationary infrared
satellite measurements. For SEVIRI window channels 7, 9 and
10, the standard deviations of O−B are 0.70, 0.76 and 0.82 K
for clear-sky radiances with the Met Office operational system
(Saunders et al., 2013).
It is assumed that there is a prior forecast of the atmospheric
state available, which is simulated by adding random correlated
Gaussian error to the true atmospheric state. The random error
is correlated according to an 81 × 81 block diagonal background
covariance matrix B. The diagonal contains values representing
standard deviations of 1 K for temperature, 10% for humidity and
10 cm s−1 for vertical velocity. The correlation between values
representing different physical quantities is 0 and the remaining
cells are filled to represent a spatial correlation with a decay
constant of 2 km.
3. Empirical method for estimating vertical motion
Before attempting a variational method to retrieve the vertical
velocity from the observations and the prior forecast, it is
informative to inspect the results of a much simpler method.
Vertical motion should produce a predictable progression in
observed brightness temperature over the observation window. If
the motion is upwards, then the observed brightness temperature
should decrease due to cloud formation or cloud-top rising.
Conversely, if the motion is downwards, the opposite should
occur. Therefore a guess at the vertical velocity can be made by
c© 2014 Royal Meteorological Society and Crown Copyright, Met Office
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Figure 3. A plume of the total brightness temperature change over the whole 6 h
observation window for a range of true vertical velocities.
inspecting the general progression of the brightness temperature.
The accuracy of the vertical velocity provided by the prior forecast
is defined to be 10 cm s−1 (from section 2.4), so any method that
improves on this is likely to be useful.
Given a set of observations, a scalar can be extracted by
subtracting the brightness temperature of the first observation
from that of the last observation in the observation window. This
scalar (the total brightness temperature change over the whole
observation window) will depend on the atmospheric profile at
the beginning of the observation window, the vertical velocity
and the random error added to the observations. Figure 3 shows
the total brightness temperature change plotted against the true
vertical velocity, which was produced by creating observations
for a range of vertical velocities (101 samples between −2 and
10 cm s−1 inclusive) for every atmospheric profile in the ECMWF
data set (so more than a million samples). As can be seen in
the diagram, the vertical velocity accounts for a small proportion
of the variation in total brightness temperature change, with
other sources (such as the atmospheric profile and random error)
accounting for a larger proportion. Thismeans that estimating the
vertical velocity purely from its correlation with total brightness
temperature change has some skill. A large database of previously
calculated samples can be used to calculate the average vertical
velocity for a given brightness temperature change. This allows
observations to be translated quickly into a guess of vertical
velocity.
The accuracy of this method can be improved by including
information on the atmospheric profile, provided by the prior
forecast described in section 2.4. The relative humidity of the
atmosphere has a strong effect on the formation of clouds. A
second scalar can be extracted by finding the greatest relative
humidity in the column, starting from level 5 upwards (in order
to eliminate low-lying clouds that will not create a significant
brightness temperature change). This scalar does not depend on
the vertical velocity, but it does improve the skill of interpreting
the total change in brightness temperature. Figure 4 shows the
average true vertical velocity plotted against both scalars, where
the average of the most similar 400 data points is taken, found
using a k-d tree∗ (Bentley, 1975). An estimate of vertical velocity
can be obtained by calculating these two scalars and looking up
the average vertical velocity from Figure 4 or by performing
a search in the k-d tree. This second empirical method is
slightly more accurate than using only one scalar from the
observations.
It is possible to improve further on this method. Scalars that
can be readily calculated from the available data are as follows.
∗A k-d tree in computing is a multidimensional tree data structure that, among
other things, allows efficient nearest-neighbour searches.
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Figure 4. Average true vertical velocity that produce observations with various
values of total brightness temperature change and greatest relative humidity in the
prior forecast of the atmospheric profile. The contours show the average vertical
velocity from the 400 most similar samples, while the shade indicates the standard
deviation.
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Figure 5. A plume of the fastest brightness temperature change in the 6 h
observation window for a range of true vertical velocities.
(1) Total brightness temperature change in observations
(described above).
(2) Greatest relative humidity in atmosphere above level 5 in
the prior forecast (described above).
(3) Brightness temperature observation at the beginning of the
observation window.
(4) Fastest rate of change of brightness temperature observa-
tion during the observation window. Because the observa-
tions contain error, the greatest negative change and the
greatest positive change between two consecutive obser-
vations are summed to produce this value. This value is
plotted in Figure 5.
(5) Highest altitude with relative humidity equal to 80%, or
80% of the greatest relative humidity in the atmosphere
above level 5, whichever is more humid. This is an
indication of the altitude at which cloud either exists
or will develop.
(6) Centre-of-gravity altitude of relative humidity over the
atmosphere column.
These six scalars taken together in a six-dimensional k-d tree
provide a third empirical estimate of vertical velocity with greater
accuracy. The root-mean-square (RMS) error of these three
empirical methods is plotted in Figure 6. The accuracy of the
vertical velocity obtained depends on the true vertical velocity.
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Figure 6. RMS error of vertical velocity produced from indicators in the
observations.
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Figure 7. Plume of the retrieved vertical velocity against the true vertical
velocity produced by matching six indicators against a database of precalculated
atmospheric states using a k-d tree.
The first method uses a single value to make predictions. It
was implemented by finding the average of the 400 most similar
samples, but could instead be implemented by creating a fitted
function, which would be faster to evaluate. The second method
could feasibly be implemented using a two-dimensional lookup
table, which would also be faster than a k-d tree search, although
not as fast as a one-dimensional fitted function. The thirdmethod
uses a multidimensional k-d tree, which does takes more than ten
times the CPU time of the first method, but still evaluates 100
times more quickly than the variational method used in section 4.
Figure 7 shows a plume of the vertical velocity calculated using
the third method against the true vertical velocity.
This empirical method assumes that the vertical velocity is
within the range −2 to 10 cm s−1 upwards. As all the results
are produced by averaging samples in a database, the method
will never return an estimate outside this range. For large-scale
weather prediction models, this may be a reasonable assumption.
However, vertical velocities measured in metres per second are
common on the convective scale (Yuter and Houze, 1995).
A database with a wider range of vertical velocities can be
created, to allow a wider range of predictions.Widening the range
in this way will reduce the accuracy of the method. As can be
seen from Figure 3, the variation in the atmospheric states causes
more variation in the total brightness temperature change than
the vertical velocity does at the extremes of vertical velocity. The
only other scalar that changes with vertical velocity is the fastest
brightness temperature change, which has the same problem,
although to a lesser extent, as shown in Figure 5. Including a
wider range of vertical velocities in the database will cause a wider
range of samples to be returned by a k-d tree search, increasing
the standard deviation of the result. Using a range from −10 to
20 cm s−1 increases the error from 1.5 to 3 cm s−1.
4. Variational method for estimating vertical motion
The variational method of retrieving vertical velocity from the
available data involves finding the most likely atmospheric state
that matches the observations and the prior forecast (Lorenc,
1986). Vertical motion can only be detected in this model given
a sequence of observations over time, so the variational method
must make use of the forecast model. For this one-dimensional
model, 2D-Var is used, which is the equivalent of 4D-Var on a
three-dimensional model.
4.1. Theoretical basis
The following cost function is minimized to find the most likely
atmospheric state:
J(x) = (x − xb)TB−1(x − xb) +
n∑
i=0
[yi − H{M0→i(x)}]2
σ 2y
,
(12)
where x is the atmospheric analysis, xb is the prior forecast, yi is the
observation at time i, σy is the expected error of the observations
(1 K, as described in section 2.5), M0→i is the forecast model
and H is the observation operator. Note that this assumes that
the error in the observations is uncorrelated. The B matrix is
described in section 2.4.
Minimization of the cost function is performedusing conjugate
gradients (Hestenes and Stiefel, 1952), preconditioned by
premultiplying x by B1/2. This requires the first derivative, which
is calculated from the adjoint functions in the usual way:
∂J(x)
∂x
= 2B−1(x − xb) + 2
n∑
i=0
M′T0→iH
′T [yi − H{M0→i(x)}]
σ 2y
.
(13)
The tangent linear of the forecast model (M′0→i) and the
observation operator (H′) were tested using the standard method
(Lawless et al., 2003). The difference between the tangent linear
and the change in value of the full model is evaluated for a small
random perturbation γ δx. This difference is the error in the
tangent linear E(γ ) and should approach zero as γ is reduced to
zero.
E(γ ) = ‖M0→1(x + γ δx) − M0→1(x) − M
′
0→1(γ δx)‖
‖M′0→1(γ δx)‖
. (14)
This equation was evaluated with several randomly selected
perturbations and reduced to 10−7 before machine precision
became a factor.
The adjoint functions were tested bymaking use of the identity
xT1 (M
′
0→1x0) = (M′T0→1x1)Tx0. (15)
Both sides of this equation were evaluated for several randomly
selected values of x0 and x1 and were found to be identical within
15 significant figures.
The gradient calculated using Eq. (13) is within six significant
figures of the gradient produced using a finite-difference method.
Minimization of the cost function was performed for a range
of true vertical velocity values with the set of atmospheric profiles
from the ECMWF. Minimization is performed from a first guess
composed of T and ln(qn) taken from the prior forecast and the
vertical velocity taken from the empirical method. No filtering of
observations is performed before assimilation.
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Figure 8. Distribution of minimized cost, when minimizing from the prior
forecast with the vertical velocity set to the result of the empirical method. The
mean is 25.5 when discarding samples above 80, but the highest minimized cost
is 200 000. The distribution is estimated from 418 345 data points.
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set to the result of the empirical method. The dashed line is the condition number
of the second derivative of the preconditioned cost function.
4.2. Minimized cost
The value of the cost function after minimization had a mean
near 25, corresponding to the number of observations. A long
tail towards high cost was present in the distribution, with many
values in the region of 5000 and the highest being 200 000. The
distribution of minimized cost is shown in Figure 8. Samples with
a cost above 60 (4.9% of the total when minimizing from the
prior forecast, 0.9% when assisted by the empirical method and
0.006% when minimizing from the truth) were deemed to have
failed minimization.
4.3. Second derivative of the cost function
The second derivative can be approximated by neglecting the
higher order terms:
∇2J(x) = 2B−1 + 2
n∑
i=0
M′T0→iH
′TH′M′0→i
σ 2y
+ higher order.
(16)
The condition number of theBmatrix is around 104. However,
the condition number of the second derivative varies depending
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Figure 10. Distributionof the expected standarddeviation, taken from the second
derivative of the cost function, when minimizing from the prior forecast with the
vertical velocity set to the result of the empirical method.
on the atmospheric state between 104 and 1010. The distribution
of condition numbers is shown in Figure 9, which shows that
for many atmospheric states the condition number of the second
derivative is the same as for B, but for the majority it is much
higher.
The minimization of the cost function is a poorly conditioned
problem. Minimization is achieved using preconditioned
conjugate gradients, where the minimization algorithm is used
to find the value of z that minimizes J(Pz), where x = Pz. P is a
matrix chosen to improve the conditioning of the problem, in this
case P = B1/2. This reduces the condition number by a factor of
670 on average. Figure 9 also shows the distribution of condition
numbers for the preconditioned system.
The condition number is highest when the atmospheric state
causes a change in cloud during the observation window (the
condition number is never below 106 unless the total brightness
temperature change is less than 3 K). This is the case because
the observational part of the cost function is ill-posed, having
only 25 observations, not all of which have any information
content. Normally the prior forecast part of the cost function
would be expected to regularize the overall function. In this
case, the magnitude of cost contributed from the prior forecast
part is small (unlikely to rise much above 102) compared with
the contribution of the observational part (which has an upper
limit of approximately 106). This allows the conditioning to be
dominated by the observational part of the cost function.
Inverting the second derivative of the cost function at the
minimum provides an estimated analysis covariance matrix
(Rabier and Courtier, 1992). A covariance matrix formed in
this way measures the tightness of the curvature of the cost
function, rather than the actual covariance. In strongly nonlinear
regimes, these two differ. The actual covariance may be much
larger if there are multiple minima.
Figure 10 shows the distribution of the expected standard
deviation of vertical velocity, which can be taken from the analysis
covariance matrix. The graph shows two spikes, showing that the
majority of results have an expected standard deviation less
than 1 cm s−1, while some results have an expected standard
deviation around 10 cm s−1. The prior forecast provides the
vertical velocity with a standard deviation of 10 cm s−1, so the
results that have an unchanged standard deviation have not been
improved by the observations. This is when there is no actual
change in cloud quantity and therefore no observation change
over the observation window. The expected standard deviation
is only above 2 cm s−1 if the total brightness temperature change
is smaller than 3 K. All results that have an expected standard
deviation above 1 cm s−1 (21% of the total) were deemed to
be insufficiently improved from the prior forecast and rejected,
although this is an arbitrary limit that could be changed.
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Figure 11. Scatter plot of the expected standard deviation against the condition
number, both taken from the second derivative of the cost function, when
minimizing from the prior forecast with the vertical velocity set to the result of
the empirical method.
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Figure 12. Absolute error in retrieved vertical velocity in shade, plotted against
the minimized cost and the expected standard deviation, for results minimized
from the prior forecast with the assistance of the empiricalmethod. The box shows
a limit of 60 for cost and 1 cm s−1 for standard deviation. All results outside this
box are rejected. Note the dual linear scale, which switches at 3.5 cm s−1. Black
indicates an error greater than 30 cm s−1.
The expected standard deviation correlates inversely with the
square root of the condition number, as shown in Figure 11.
Samples have a high condition number when the observations
have improved the accuracy of the vertical velocity and a low
condition number when the observations have not made any
impact on the vertical velocity. There is no significant correlation
between condition number and minimized cost, indicating that
poor conditioning is not a cause of minimization failure.
4.4. Filtering the results
Figure 12 shows the minimized cost and the expected standard
deviation plotted on the x and y axes, with the absolute error
in retrieved vertical velocity shown as shade. The box in the
figure marks the two limits described earlier. All results outside
the box are rejected. It is clear that the most accurate retrievals
are those within the box, with a low cost and a low expected
standard deviation. For comparison, Figure 13 shows the same,
with resultsminimizeddirectly fromtheprior forecast. This shows
that minimization fails more frequently without the assistance of
the empirical method in the first guess.
The minimization success rate depends on the true vertical
velocity. Figure14 shows theproportionofminimizationattempts
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Figure 13. Absolute error in retrieved vertical velocity in shade, plotted against
the minimized cost and the expected standard deviation, for results minimized
from the prior forecast. Note that without the assistance of the empirical method
the minimization fails much more frequently.
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Figure 14. Proportion of atmospheric states where 2D-Var produces a valid
retrieval. Note that minimizations can be discarded for two reasons. The lower
lines indicate the proportion of samples that did not minimize correctly (the
minimized cost is too high) and the upper lines indicate the total discards.
that were discarded for the two reasons when minimizing from
three first guesses. These are the prior forecast with velocity from
the empirical method, the prior forecast and the truth. Note that
the first guess does not have a vertical velocity set to 0. The prior
forecast vertical velocity is formed by adding a Gaussian error of
10 cm s−1 to the true vertical velocity, as described in section 2.5.
Minimizing from the truth is added here for comparison,
although this can never be done in an operational setting. When
minimizing from the prior forecast, up to 12% of the samples
(depending on the true vertical velocity) failed to minimize,
whereas altering the first guess with the help of the empirical
method eliminates this problem almost completely.
With strong upwards motion, the proportion of results that
are discarded due to high expected standard deviation is small
(approximately 6%). This is because most atmospheric states will
develop some cloud if the air rises sufficiently. Some samples will
be discarded because they already have high cloud present and
therefore the observations do not change sufficiently to enable
the vertical velocity to be improved.
4.5. RMS error of results
Figure 15 shows the RMS error of the retrieved vertical velocity
of the remaining samples. Although using the empirical method
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Figure 15. RMS error of vertical velocity produced by minimizing the 2D-Var
cost function.
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Figure 16. Plume of retrieved vertical velocity against true vertical velocity
produced by minimizing the 2D-Var cost function from the prior forecast with
the vertical velocity set to the result of the empirical method. Results with high
cost and expected standard deviation have been discarded. This plot should be
compared with Figure 7.
to improve the first guess does not significantly improve the RMS
error of the samples after discarding, it does increase the propor-
tion of samples that minimize correctly. The RMS error depends
on the true vertical velocity, but is below 1 cm s−1 when motion
is upwards, rising above this for atmospheres with downwards
motion. 60% of the atmospheric profiles in the data set contain
no or little cloud, defined as the cloud top being below 500m alti-
tude. When the vertical motion is downwards, these profiles will
generate little change in brightness temperature over the observa-
tion window. The absence of change in the observations could be
interpreted as zero motion by Var, even when strong downwards
motion is present. This can be seen in Figure 16. which is a plume
of retrieved vertical velocity against true vertical velocity. When
Var predicts a zero or slightly negative vertical velocity, the true
vertical velocity may be very much more negative.
Figure 17 shows the distribution of error in retrieved vertical
velocity, bothbefore andafter discarding results. Thekey at the top
shows the one standard deviation error range. Before discarding
results, there are many outliers that inflate the standard deviation
greatly, making the distribution highly non-Gaussian. Discarding
removes the majority of outliers, reducing the standard deviation
significantly and making the error distribution much closer to
Gaussian, but still with a distinct central peak.
Although the aim of assimilating the observations in this
experiment is to improve the accuracy of vertical motion, the
temperature and humidity values in the state vector are also
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Figure 18. Bias in the retrieved vertical velocity, using the empirical method
(using a six-dimensional k-d tree) and the variational method (minimizing from
the prior forecast with the vertical velocity set to the result of the empirical
method).
slightly improved. Temperature in the atmosphere is improved
from having an error of 1 K in the prior forecast to 0.9 K in the
analysis. Humidity is improved from having an error of 10% to
8.5% in the analysis. The improvement is greatest in the middle
of the atmosphere and zero at the top of the atmosphere. The
temperature near to the ground is improved to 0.85 K. A strong
upwards motion in the atmosphere increases the improvement
to temperature and humidity values.
5. Discussion
The variational method produces more accurate results than the
empiricalmethod alone.Not only is the RMS error lower (approx.
0.8 cm s−1 rather than 1.5 cm s−1 for atmospheres with upwards
motion), but the systematic bias is much reduced. Figure 18
shows the bias of the two methods. When motion is upwards,
the variational method exhibits almost no bias at all, while the
empirical method has large amounts of bias depending on the
true vertical velocity.
Rudd et al. (2012) described an experiment similar to the
variational data assimilation system described in section 4. The
main difference between the two studies was the number of
degrees of freedom in the vertical motion variables. Rudd’s
system had a variable for vertical velocity for each level in the
model, whereas the system in this article has a single vertical
velocity variable for the atmospheric column. In Rudd’s system,
minimizing the cost function resulted in the humidity being
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adjusted in preference to the vertical velocity. It is likely that there
were too many degrees of freedom in the model for retrieval to
be successful. This study shows that reducing the vertical velocity
to a single degree of freedom allows a successful retrieval. This is
consistent with the fact that cloud obscures the layers underneath
it as it develops.
The reason this work has not been undertaken previously is
because of the nonlinear nature of cloud development. This can
make minimizing the cost function more time-consuming and
less likely to find an appropriate minimum, neither of which
are desirable characteristics in an operational setting. The tanh
function in the observation operator poses particular problems,
as it is asymptotic in both negative and positive directions. The
observational part of the cost function consists of the combination
ofmany square differences between an observation and a function
containing this tanh function, so it is a combination of many
functions with characteristics similar to {y − tanh(x)}. This
function has the form of two plateaus separated by a minimum.
At the extremities there is very little gradient and therefore the
gradient of the cost function is dominated by the prior forecast
part. Moreover, the combination of many of these functions has
the potential to create multiple minima. There is evidence of the
existence of multiple minima in the fact that minimization gives
different results depending on the first guess. The results in this
study show that these issues do not prevent vertical velocity from
being determined by the variational data assimilation system.
6. Conclusion
In this study, an idealized atmospheric simulation was used
to investigate the feasibility of retrieving vertical motion from
sequences of satellite data, in the context of a strongly
nonlinear observation operator modelling cloud formation.
There are currently no observations assimilated in operational
weather prediction systems that constrain vertical velocity in the
atmosphere directly. Vertical motion causes a change in cloud
quantity, through adiabatic cooling/heating of the air mass. This
research investigates the premise that it should be possible to
work backwards from an observed change in cloud quantity to
determine the vertical motion.
A single-column atmospheric model was used with a database
of realistic atmospheric profiles to generate observations from
a simulated infrared satellite sensor at 15minute intervals over
a 6 hour observation window. Two methods were described to
interpret the changes in observations over time. The first was an
empirical method, which used the statistics of many previously
calculated observations to provide a quick estimate of vertical
motion. The second was a full 2D-Var system, which used the
results of the empirical method to improve the first guess.
The results demonstrated that the empirical method was
capable of determining vertical velocity with an RMS error of
1.5 cm s−1 over ameasurement range of−2 to 10 cm s−1. A wider
range could be achieved at the expense of accuracy. The method
was found to have a low computational cost, around 100 times
less than the variational method.
The variational method was capable of greater accuracy (RMS
error approximately 0.8 cm s−1, with almost no bias whenmotion
is upwards) without limiting the range of resulting values. This
method was capable of detecting cases where the observations
are insufficient to enable the vertical velocity to be determined
accurately. The use of the result of the empirical method in the
first guess was found to be important in reducing the rate of
minimization failure from 4.9% to 0.9%. A successful retrieval of
vertical velocity was achieved in 78% of cases.
In current operational weather prediction, the presence of
cloud both reduces the quantity of data available from infrared
satellite observation systems, due to its opacity, and increases
the importance of new data, due to the likelihood of the area
being meteorologically active. The wind field under the cloud
layer of a developing storm changes rapidly and in these areas
error growth rates in weather prediction models tend to be large.
In combination with the lack of observations from satellites, this
allows the departure between the true atmosphere and the model
atmospheric state to become large. Usually, vertical motion is
inferred from horizontal motion, but if measurements of vertical
motion are available then they could be used to improve the
representation of horizontal motion underneath the cloud layer.
This research is a fundamental step towards the goal of utilizing
high temporal resolution infrared imagery from geostationary
satellites to retrieve vertical motion using variational methods.
The results indicate that the difficulties associated with a strongly
nonlinear observation operator can be overcome to allow the
minimization of a cost function to be completed successfully.
It is beyond the scope of this project to investigate the behaviour
in three dimensions, where the horizontal drift of clouds must
also be taken into account. An operational system would also be
affected by the differences between the model and the real world,
whereas this research assumes a perfect model. These are the two
major challenges to transferring this technique to an operational
system.
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