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With recent advances by industry, the emergence of quantum computing at a capability that surpasses the limits of classical computing is fast approaching. An example of these advancements is the superconducting qubit technology developed at Google (as seen in Figure 1) . A key area where quantum computing has been predicted to offer dramatic advances is in applications to materials science and quantum chemistry. Here there is a close link between the natural system and engineering quantum devices, allowing for dramatic advances in what can be simulated and how these systems can be understood. This subfield has evolved rapidly over the past few years with experimental demonstrations and theoretical advances alike. A broad perspective on this relationship is laid out in a recent review article. 1 Our natural instinct is to harness the newly found and unprecedented problem-solving capabilities of quantum computing and direct them toward the defining challenges of our time. In this Future Energy, we frame and explore the opportunity of applying quantum computing to energy storage. Here we focus on computational materials design of batteries as a specific example.
State of Current Methods for Battery Modeling
The full promise of intermittent renewable energy technologies to displace significant greenhouse gas emissions requires large quantities of reliable and cheap energy storage capacity to come online at an accelerated pace. While the recent advances in battery technology and its scale of deployment are encouraging, there is always increasing demand to build safer and lighter batteries, or find replacements for materials that are in high demand (e.g., cobalt).
At the same time, the performance and cost of a battery are intimately tied to the properties and integration of its component materials (e.g., anode, electrolyte, and cathode). Given these design constraints, there has been considerable interest in the use of computational modeling to predict better materials and designs for batteries and energy storage, many of which are based on the solution of Schrö -dinger's equation for the constituent electrons.
Indeed, there are many research efforts using quantum mechanical calculations performed on classical computers to inform solutions to the grand challenges at the forefront of sustainable energy. 2 For all its success, however, the accuracy afforded by modern DFT methods builds on a foundation of sophisticated physical approximations and assumptions regarding the interaction of electrons, most notably the choice of the exchange-correlation functionals. Naturally certain approximations prove more accurate than others for calculating certain properties or specific classes of materials or materials systems, and there is already a healthy debate stirring within the theoretical chemistry community as to the overall philosophical approach of developing new functionals to ensure they are physically sound and widely applicable.
As it stands, DFT's effective implementation as a tool to develop battery technology increasingly requires intersecting expertise in both computational electronic structure methods (especially knowing their limitations) as well as battery electrochemistry. While DFT has performed admirably and is an indispensable tool in any battery researcher's arsenal, several areas of investigation critical to the advancement of battery technology has pushed beyond DFT's limit. By navigating around the methodological obstacles inherent to DFT using a quantum computing approach, there is the opportunity to open a window and shed light upon previously unexplorable materials systems that are critical to the operation of batteries.
We have focused here on DFT so far, but do not wish to neglect mention of other methods that have the potential to overcome some of the challenges of DFT. Alternative approaches such as quantum Monte Carlo 6 or tensor network methods 7 have an advantage of systematic refinability over DFT, and have been applied to material systems. However, the computational cost of mitigating the sign problem or storing explicitly the wave function or a compressed version of it on a classical device can make these methods prohibitively expensive for material systems of interest. In contrast, the most advanced quantum algorithms are expected to scale similarly to DFT with accuracy reflecting exact diagonalization. Recent developments in classical machine learning attempt to circumvent direct wave function simulation, 8, 9 but these methods are still in their early stages.
Promise of Quantum Computing for Materials Simulation
Starting in 2005, researchers began to speculate that quantum computers could offer solutions to chemistry and material problems that were otherwise inconceivable on classical computers. 10 In particular, they offered the opportunity to provide essentially exact solutions to chemistry problems for a cost similar to that of simpler approximate methods on classical computers. These methods would be free of the errors and ambiguities present in current methods, and perhaps more importantly would negate the need for domain knowledge required to effectively utilize current methods such as DFT. 
Challenges of Quantum Computing
While the promise of quantum computing is immense, so are the challenges faced by those developing these devices. In particular, today's systems are limited, in terms of both number of entangled qubits and fidelity, which in turn dictate the number of quantum operations one can perform on the device. Progress is being made toward truly ''fault-tolerant'' quantum computers, which yield an unlimited number of quantum operations, bound only by one's patience; however, these machines may not emerge for a number of years. In the meantime, researchers are working hard to develop better ways to utilize the pre-fault-tolerant machines expected to be present in the near term.
Many expect that in a parallel to classical computing, the best algorithms will likely be developed with the aid of quantum computers themselves. For this reason, many early devices will be made available through remote or cloud services designed to allow algorithm designers to access these early devices, and bridge the gap to faulttolerant machines.
While fault-tolerant machines are still some years away, there have still been many advances in algorithms for these machines. Through careful mathematical analysis, one can precisely bound the costs of running these machines for problems within chemistry and optimization. In 2013, the best algorithm bounds had a scaling factor of around O(n 11 ) for gates as a function of orbitals. 12 However, algorithmic triumphs reduced that number to closer to O(n 6 ) within a year, and more recently reduced the expected asymptotic cost of running exact chemistry simulations on a quantum computer to costs comparable with running a hybrid DFT computation on a classical computer, or a depth closer to O(n 3 ). 13 However, due to the advanced nature of current classical simulation methods, the current lower end of a ''useful'' quantum computer for quantum chemistry in a system that can simulate is estimated to be $128 orbitals by the authors. This orbital number is loosely based on a comfortable margin from one of the largest numerically exact treatments of non-trivial active spaces in chemical systems, which successfully treated 72 spin orbitals using density matrix renormalization group in both ground and low-lying excited states 14 and estimates for the FeMoco complex, which predict a useful active space at 114 spin orbitals. 15 This means that to simulate interesting compounds, if one made very coarse estimates based only on rough bounds, only 3 years ago one might have expected to execute more than 10 12 gate layers (as seen in Figure 2) ; however stateof-the-art algorithms have reduced these estimates to closer to 10 6 . While current hardware is expected to admit on the order of 10 2 -10 3 layers of gates, assuming the progression of algorithms and hardware continue to advance at the current pace we may see algorithms that work on pre-fault-tolerant devices for certain ''useful'' quantum simulations. Indeed it has been speculated that hybrid quantum-classical algorithms, such as the variational quantum eigensolver, 16 and their inherent robustness to errors may help prefault-tolerant devices reach interesting regimes earlier than expected.
Addressing Selected Challenges in Battery Modeling
As a tool to characterize and design battery systems, one can envision quantum computing approaches would first be used to complement DFT's strengths and shortcomings. DFT can run into difficulty in modeling systems and processes involving large variations in electronic structure. For example, computing the properties of molecules, metals, or oxides with accuracy each requires different exchange-correlation functionals or DFT extensions. In contrast, a quantum computer addresses the basic physics without approximation, apart from minor discretizations that need not be tailored on a system-by-system basis.
At the same time, the underlying physical processes at the heart of battery operation occur at the electrochemically active interfaces of materials with very different electronic structure. In Li-ion batteries, a defining example is the solid electrolyte interphase (SEI) that forms between the anode (a conductive solid, Li metal or graphite) and non-aqueous liquid electrolyte during cycling. The SEI itself is a complex assortment of inorganic compounds and organic and polymeric species, which plays a crucial role in providing electrochemical stability during battery operation, but is notoriously difficult to characterize. The complex reaction paths involved in its formation remain only coarsely resolved, and expert DFT practitioners readily acknowledge the challenge and accuracy limitations of their approach. 18 Studying this problem on a quantum computer, one could simulate the exact dynamics of the system, which need not suffer from limitations related to accurate The asymptotic time required on a 100-MHz quantum processor to measure the energy of a state to a fixed precision for a 128 orbital system, constructed loosely on the bounds from Table I 
Conclusion
Although quantum computing is in its early days, the potential impact that it can have on energy storage warrants further investigation and research. Due to the known limitations of current computational chemistry techniques, quantum-based computational chemistry techniques may help better elucidate material properties more accurately and ultimately help the industry to design better batteries.
