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ABSTRACT 
This paper presents some results concerning the location and multiplicity 
of eigenvalues of sign symmetric matrices whose associated graphs are trees. In 
particular it extends previous spectral multiplicity and splitting results proved by 
others. 
1. INTRODUCTION 
In recent years there has been considerable interest in the theory of graph 
spectra, as can be seen in [I]. In this field one is concerned with examining 
the eigenvalues and eigenvectors of adjacency matrices which correspond to 
particular graphs. Along similar lines there has been interest in applying 
graph theory to the study of eigenvalues and eigenvectors of certain matrices 
[3,6,8]. In this setting, as opposed to the theory of graph spectra, the 
magnitude of the elements in the matrices under consideration may be 
different from 1 and 0. This article will deal with some issues in the second 
area. 
In 1958, Seymour Parter published an article [8] proving the following 
theorem: 
THEOREM 1. Suppose A is a sign symmetric matrix whose associated 
graph G(A) is a tree. (See the next section for explanation of the graph 
theoretical terminology). Then a is an eigenvalue of A of multiplicity k 2 2 
iff there exists a point p in G(A) of degree > 3 such that a is an eigenvalue 
of at least three components of G(A) - { p}. (We say that a is an eigenvalue 
of a component of G(A) - { p}, the graph formed by removing p from G(A), 
if a is an eigenvalue of the principal submatrix of A corresponding to that 
component.) 
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Along similar lines, Genin and Maybee essentially proved the following 
result [6]: 
THEOREM 2. Given an arbitrary positive definite symmetric matrix A 
whose associated graph is a tree, the largest and smallest eigenvalues of A 
must be simple. 
(Note that this theorem can be easily extended to an arbitrary symmetric 
matrix A whose associated graph is a tree, by taking into account that A + XI 
is positive definite for suitable X.) 
After presenting suitable background material, we shall prove theorems 
which extend Theorems 1 and 2. 
2. BACKGROUND 
All matrices discussed in this paper are assumed to be real n x n matrices. 
A matrix A is said to be combinatorially symmetric iff a i j # 0 implies afi # 0, 
1 <i, j < n. If it is also true that sgnaij = sgnaji, 1~ i, j < n, then A is said 
to be sign symmetric. 
Given a combinatorially symmetric matrix A we associate with it the 
graph G(A) having n points labeled 1,2,. . . , n, The ordered pair (i, j) will be 
an edge in G(A) iff a, j f 0. A subgraph of G(A) is a graph whose points and 
edges are points and edges in G(A). A path P in G(A) is a sequence of 
distinct points (ii, i,, . . . , i,) such that (il,i2),(i2,i3) ,..., (imP1,im) are all 
edges in G(A). For such a path P we let P(i, -+ i,) denote the product 
aili2ai2i3 ” . ai _,i,; A cycle is a sequence of points (ii, i,, . . . i,, 1) such that 
(ii, is,. . . , i,) f&ms a path, (i,, im+l) is an edge in G(A), and im+i = i,. A 
graph G(A) is strongly connected if given any two points p, 9 in G(A) there 
exists a path P in G(A) from p to 9. G(A) is said to be a tree if it is strongly 
connected and has no cycle with more than two edges. A spanning tree of 
G(A) is a subgraph of G(A) that is a tree containing all the points in G(A). 
Given a point p in G(A), G(A) - { p } denotes the subgraph of G(A) formed 
by removing the point p from G(A) as well as all edges in G(A) connected to 
p. A component of G(A) - { p } is a maximal strongly connected subgraph of 
G(A) - { p }. (For further explanation of graph theoretical terminology see 
L4l.j 
Given a matrix A, we let A({ i,, i,,. .., i, }) represent the principal subma- 
trix in A in rows and columns i,, i,, . . . , i,. 
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FIG. 1. n(p)=4; H,,,,= {9~,t,s,u,o}> H,,,2= (921, &q3= {93,r)1 %,a 
In order to clarify many 
adopt the following notation: 
H= {1,2 )...) n}, 
Hi, = {1,2,...,n} - {P}, 
H&q* 
HP,9=HP,4- 141, 
of the arguments discussed in this article, we 
A = A(H), f(A)= det(A - AZ), 
A, = A( Hi,), f&h) = det(Ai, - Xl), 
A,,, = A(He,,), &,,(A)= det(A,,, - AZ), 
A,,, = A(Hfi,@), &(X>= det(A,,, - XI), 
where H, rl is the set of points in the component of G(A) - { p } that contains 
q for q a ‘point in G(A), q # p (see Figure 1). In the above determinants, Z 
represents the appropriate order identity matrix. 
3. SPLITTING PROPERTIES AND MULTIPLICITY 
OF EIGENVALUES 
We now present a simple but basic result for the remainder of this paper. 
(Also see [5]). 
THEOREM 3. Suppose A = D- ‘SD, where D is a diagonal matrix and S is 
a symmetric matrix. Let B be a principal (n - l)X(n - 1) submatrix of A. Zf 
A,, h 2,“‘, An are the eigenvalues of A and pl, p2,. . . , p,, ~ 1 are the eigenval- 
ues of B, then 
h,</.Q<hz<.‘. G/&1<&. 
Further, if (Y has multiplicities k, k - 1 respectively, as an eigenvalue of A 
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and B, then 
have the same sign. If the multiplicities of a as an eigenvalue of A and B are 
k - 1 and k respectively, then the products above have opposite signs. 
Proof. If A is a symmetric matrix, then the theorem is a direct applica- 
tion of the Courant-Fisher minimax theorem. Note that the eigenvalues of A 
are identical to those of S. Also note that the eigenvalues of any principal 
submatrix of A are identical to those of the corresponding principal submatrix 
of S since, 
A({i,,i,,..., ik})=Dp1({il,i2 ,..., ik})S({il,i2 ,..., ik}) 
XD({i,,i, ,..., ik}). 
After one brings these facts together, the first part of the theorem is seen to 
hold. The second part of the theorem is an immediate consequence of the first 
part. n 
In order to apply Theorem 3, we will recall a theorem of Maybee [7]. 
THEOREM 4. Let A be a combinatorially symmetric matrix. Then there 
exists a real diagonal matrix D such that D-lAD is symmetric iff 
(i) There is a spanning tree T of G( A) such that if (i, j) is an edge of T 
then aijaji > 0. 
(ii) If P is a path j%nn u to r lying entirely in T, then ar,P(a -+ r) = 
a,,Q(r + a), where Q is the unique path in Tfiom r to (I. 
Note that if A is sign symmetric and G(A) is a tree, then A satisfies these 
conditions. Also note that in this case all the eigenvalues of A are real. 
Using this theorem we arrive at the following corollaries: 
COROLLARY 5. If A is a real combinatorially symmetric matrix satisfying 
conditions (i), (ii) in Theorem 4, then A will satisfy the hypotheses of Theorem 
3, and the separation properties discussed there must hold. 
COROLLARY 6. Suppose A is a real combinatorially symmetric matrix 
satisfying conditions (i), (ii) in Theorem 4. If a is an eigenvalue of A of 
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multiplicity k 2 0, then cy is an eigenvalue of A( { 1,2,. . . , n } - { ply . . . , p, }> 
with multiplicity m where k - r 6 m < k + r. Here p,,.. .,p, are arbitrary 
elements in { 1,2,. . . , n } and 0 < r < n - 1. Note that if r > max(k, (n - k)/2), 
the test loses its significance, since in this caSe one already has 0 < m < n - r. 
Proof. This corollary is proved by repeated applications of Corollary 5. n 
Before discussing further results along these lines, we must recall some 
auxiliary propositions known to Parter [8]. 
PROPOSITION 7. Suppose A is a combinutorially symmetric matrix and 
G(A) is a tree. Let p be a point of G( A), and let 
be the points in G(A) adjacent to p (see Figure 1). Then 
T(P) T(P) S(P) 
det A = app ,fl det A,,,i - c a,,,a,,,det A,,,, ,fl det A,,,,. 
t=l j=l r=l 
ifj 
Proof. See [8]. W 
PROPOSITION 8. Suppose A is a combinutorially symmetric matrix whose 
associated graph G(A) is a tree. Let p, q be two adjacent points in G(A). 
Then 
det A = det A,,,det A,,, - a,,a,,det A,,,det A,,,. 
Proof. See [8]. n 
Letting V denote the union of disjoint subsets, note that in Proposition 8, 
H=H,,VH,, 
and 
H- {p,q} =H,,,VH,,,. 
Also, in Proposition 7, 
T(P) 
Hi, = v f$,q, 
i=l 
20 
and 
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T(P) 
H- {p>qj}=Hfi,$iV V Hti.4; 
i=l 
i#j 
Before continuing our discussion, we should keep the following two facts 
in mind. 
(i) If G(A) is a tree all of whose points are of degree < 2, then there exist 
two points in G(A) of degree 1 and n - 2 points of degree 2. 
(ii) If A is combinatorially symmetric and G(A) is a tree all of whose 
points are of degree < 2, then there exists a matrix P such that PAPT is 
tridiagonal and irreducible. 
In the remainder of this article we shall always assume that A is a sign 
symmetric matrix and that G(A) is a tree. 
PROPOSITION 9. Suppose that A is a sign symmetric matrix and that 
G(A) is a tree all of whose points are of degree < 2. Let p, q denote the 
points of G( A) of degree 1. Let B be the (n - 1) X (n - 1) principal submatrix 
A, or A,. 
Zf A,, &..., X, are the eigenvalues of A and ZJ~,ZJ~,...,ZL_~ are the 
eigenvalues of B, then 
Thus, A must have only simple eigenvalues. 
Proof. This is a well-known fact. It can be proved using Corollary 5 and 
Proposition 8. n 
COROLLARY 10. Suppose A is a matrix satisfying the hypotheses of 
Proposition 9. Zf a is an eigenvalue of A, then a is not an eigenvalue of A+ or 
A,. 
We shall now develop some additional tools to provide us with informa- 
tion concerning eigenvalues. Theorem 12 and Corollary 13 turn out to be 
particularly useful. 
PROPOSITION 11. Suppose A is a sign symmetric matrix and G(A) is a 
tree. Let p, q be two adjacent points in G(A). Suppose a is an eigenvalue of 
A,, (I with multiplicity s > 0, of A,, B with multiplicity t, of A,, p with 
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multiplicity u > 0, and of A,, p with multiplicity v. Then a is an eigenvalue 
of A with multiplicity m, where s + v - 1~ m < s + v + 1, t + u - 1~ m d t 
+ u + 1, and ifs + u # t + v then m = min(s + U, t + v). 
Proof. By the assumptions (Y is an eigenvalue of A, with multiplicity 
s + v and of A, with multiplicity t + u. Thus the inequalities involving m 
follow from Corollary 6. 
The fact that m = min(s + U, t + v) when s + u # t + v follows from 
Proposition 8. m 
THEOREM 12. Suppose A is a sign symmetric matrix and G(A) is a tree. 
Let p be a point in G(A), and suppose a is an eigenvalue of A, with 
multiplicity k. If there exists a point q in G(A) adjacent to p such that a is 
an eigenvalue of A,, Q with multiplicity t > 0 while a is an eigenvaiue of A,, B 
with multiplicity t - 1, then (Y is an eigenvalue of A with multiplicity k - 1. 
If no such point exists, then a is an eigenvalue of A with multiplicity k or 
k +l. 
Proof Suppose such a point q exists satisfying the necessary assump- 
tions. Then by Proposition 8, 
Suppose 
By assumption, (11 is a root of 6 e(A) with multiplicity k - t. Thus, Corollary 6 
implies~isarootoff~,,(h)~thmultiplicityk-t-1,k-t,ork-t+1.If 
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a is a root of &,(A) with multiplicity k - t or k - t + 1, then Proposition 11 
implies (Y is an eigenvalue of A with multiplicity k - 1. Hence, suppose a is a 
root of f0 ,(A) with multiplicity k - t - 1. Consider the functions 
Note that (Y is not a root of g6_(A), g,,,(h), g,,,(h), or g,,,(h). Also note 
that 
sgngg,p(cx)= - sgngg,&“)> 
sgngp,Ja) = sgngfi,,(a) 
by Corollary 5 and Theorem 3. Using the above facts along with the fact that 
aP9a9P 
> 0, we conclude 
gG,,(4ga,,(f4 - a,,a,,g4,&4g~,&4 +O. 
Hence, (Y is not a root of 
f(h)/(a- Xy. 
Thus (Y must be an eigenvahre of A with multiplicity k - 1. 
Suppose no such point 9 exists satisfying the necessary assumptions. By 
Proposition 7, we have 
T(P) 
f(h)=B(A)- C ‘j(‘>, 
j=l 
where 
T(P) 
B(V = (a,, - qJ..6~9i(V 
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and 
By our assumptions, cx is a root of B(A) as well as Cj(h), 16 j < m(p), with 
multiplicity > k. Applying Corollary 6, we see that (Y is an eigenvalue of A 
with multiplicity k or k + 1. w 
COROLLARY 13. Suppose A is a sign symmetric matrix and G(A) is a 
tree. Let p be a point in G(A). Suppose a is an eigenvalue of s > 1 
components of G(A) - { p} and that at least one of these s components 
contains only points of degree < 2. If a is an eigenvalue of A, with 
multiplicity k, then a is an eigenvalue of A with multiplicity k - 1. 
Proof. Apply Corollary 10 and Theorem 12. n 
We shall now demonstrate how these results can be applied to certain 
classes of matrices. 
COROLLARY 14. Suppose A is a sign symmetric matrix and that G(A) is 
a tree. Suppose p is a point of G(A), and that no point of G(A) (except 
possibly p) has degree > 2. (See Figure 2.) Then, for k > 2, a will be an 
eigenvalue of A with multiplicity k iff it is an eigenvalue of A, with 
multiplicity k + 1 iff there exist exactly k + 1 components of G(A) - { p} 
having a as an eigenvalue. 
FIG. 2. The graph G(A) of a matrix A satisfying the hypotheses of Corollary 14. 
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Proof By Proposition 9, all eigenvalues of all A,, ~ are simple. Also, the 
eigenvalues of A, are just the eigenvalues of the A,,, taken together. Now, 
suppose (Y is an eigenvalue of A with multiplicity k. By Corollary 6, (Y must be 
an eigenvalue of A, with multiplicity > k - 1 > 0. Hence, Corollary 13 
implies that (Y is an eigenvalue of A, of multiplicity precisely k + 1, and thus 
exactly k + 1 components of G(A) - { p } have (Y as an eigenvalue. 
The converse follows immediately from Corollary 13. n 
Combining Corollary 5, Corollary 13, and Corollary 14, we obtain the 
following theorem characterizing all the eigenvalues of A: 
THEOREM 15. Suppose A satisfies the hypotheses of Corollary 14. As- 
sume p ., 1~ j < k, is a list of all the different eigenvalues of A,, and that pj 
has mu taplicity mj. Also assume p1 < p2 < . . ’ < pk. Then the following must ; * 
hold: 
(I) pi will be an eigenvalue of A of multiplicity mj - 1. 
(II) Given any two eigenvalues pi < pi+l of A,, there exists a simple 
eigenvalue X of A such that pi < X < pi+ 1. 
(III) A will have two simple eigenvalues h, y such that x < pI, pk < y. 
(IV) Any eigenvalue of A can be accounted for by either (I), (II), OT (III). 
For example, if 
is the distribution of the eigenvalues of the components at p including 
multiplicities, then 
illustrates the distribution of the eigenvalues Xi, 1 < i < 9, of A, including 
multiplicities. 
One should note that Theorem 15 “completes” Proposition 9 in the sense 
that it discusses the interlacing of eigenvalues of A and A, for A tridiagonal 
and p an interior point of G(A). 
We shall now consider matrices whose associated graphs have exactly two 
adjacent points p, q of degree > 2. 
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FIG. 3. The graph G(A) of a matrix A satisfying the hypotheses in Theorem 16. 
Note:H~,,={q,r,s,t},H~,p={a,b,c,d,p}. 
THEOREM 16. Suppose A is a sign symmetric matrix and that G(A) is a 
tree. Suppose G(A) has exactly two points p, q of degree > 2 and that p, q 
are adjacent. Assume a is an eigenvalue of A, with multiplicity k > 0. (See 
Figure 3.) Then the following must hold: 
(I) lf a is an eigenvalue of AS,@, then a will be an eigenvalue of A with 
multiplicity k - 1. 
(II) Suppose a is not an eigenvalue of A,,, and a is an eigenvalue of 
A,, B. Then a will be an eigenvalue of A with multiplicity k + 1 if a is an 
eigenvalue of A,, p; otherwise a will be an eigenvalue of A with multiplicity 
k. 
(III) If a is neither an eigenvalue of A,, p nor an eigenvalue of A,, ir, then 
a is not an eigenvalue of A. 
Proof Assume (Y is an eigenvalue of A,,,. Since all the components of 
A,,, contain only points of degree Q 2, we can apply Corollary 13 in order to 
get (I). 
Assume (Y is not an eigenvalue of A,,, and a is an eigenvalue of A, ir. 
Since (Y is not an eigenvalue of A,, 8, a must be an eigenvalue of A, v with 
multiplicity k. Combining this with the fact that (Y is an eigenvalue of A, ir 
and applying Corollary 13 to A,,,, we note that (Y must be an eigenvalue of 
AB,@ with multiplicity k + 1. Hence, if (Y is an eigenvalue of A,,,, then (Y will 
be eigenvalue of A, with multiplicity k + 2; otherwise (Y will be an eigenvalue 
of A, with multiplicity k + 1. By reversing the roles of p and q and applying 
(I), the result in (II) follows. 
The proof of (III) is an immediate application of Proposition 11. n 
COROLLARY 17. Suppose A is a sign symmetric matrix and G(A) is a 
tree. Suppose G(A) has exactly two points p, q of degree > 2 and that p, q 
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are adjacent. Assume pi, 1~ j < k, is a list of all the different eigenvalues of 
A,, and that t.~~ has multiplicity mi in A,. Also assume p1 < pL2 -C . . . < pk. 
Then the following must hold: 
(A) If pi satisfies (I) or (III) of Theorem 16, then pi will be an 
eigenvalue of A with multiplicity mi - 1. (If pi satisfies (III) of Theorem 16, 
then mi = 1 and pi is not an eigenvalue of A.) If pi+1 also satisfies (I) or 
(III) of Theorem 16, then there exists a simple eigenvalue h of A such that 
Pi < h <Pi+l’ 
(B) If pi satisfies (II) of Theorem 16, then pi f ~1, pi Z pk and /J-l, /-Li+l 
rail1 not satisfy (II). Zf pi is not an eigenvalue of A, p, then pi will be an 
eigenvalue of A with multiplicity m,, and there will exist a simple eigenvalue 
h of A such that pi-1 < X <t~~+~, h #pi. lf t.ti is an eigenvalue of A,,,, 
then pi will be an eigenvalue of A with multiplicity mi, and there will be no 
eigenvalue of A between pi _ 1 and pi + 1 other than TV i.
(C) A will have two simple eigenvalues h, y such that x < t.t.,, pk -C y. 
(D) Any eigenvalue of A can be accounted for by either (A), (B), or (C). 
Proof. The result in (A) follows immediately from Theorem 16(I), (III) 
and Corollary 5. 
If pi satisfies Theorem 16(11), then pi must be an eigenvalue of A,,, as 
well as A,,,. This implies that pi must be an eigenvalue of A,,, that satisfies 
Theorem 15(I) when applied to A,,,. Hence pi Zy, or pk, and ~~-_,,~i+., 
will not satisfy Theorem 16(H). [If pi + r satisfied Theorem 16(11) for example, 
then pi + i would also be an eigenvalue of A,, 4 satisfying Theorem 15(I). But 
this contradicts Theorem 15(11), which guarantees a simple eigenvalue h of 
A,,, (and thus of Ati) such that ,ui < h < pi+i,] 
The next two facts in (B) follow from the preceding fact, Theorem 16 and 
Corollary 5. 
Since pL1 and pk do not satisfy Theorem 16(11), the result in (A) and 
Corollary 5 imply the result in (C). 
Finally, (D) follows from Corollary 5. n 
Before giving a final application of these results, we present a proposition 
which is essentially a restatement of Lemma 7 in Parter [B]. 
PROPOSITION 18. Suppose A is a sign symmetric matrix and G(A) is a 
tree. Let a be an eigenvalue of A with multiplicity k > 2. Then there exists a , 
pair of adjacent points p, q in G(A) such that a is an eigenvalue (of 
multiplicity one> of A,, 4 but is not an eigenvalue of A,> $. 
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Proof See Parter [8]. 
At this point we present our final result. 
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THEOREM 19. Suppose A is a sign symmetric matrix and G(A) is a tree. 
Let a be an eigenvalue of A with multiplicity k > 2. Then there exists a point 
p in G(A) such that a is an eigenvalue of A, with multiplicity k + 1. 
Proof Apply Theorem 12 to the point p in Proposition 18. n 
It is interesting to note that Corollary 5 and Theorem 19 lead to a simple 
proof of Theorem 2. Suppose for example that (Y is the largest eigenvalue of a 
sign symmetric matrix A of order > 2 whose associated graph G(A) is a tree. 
Also assume cy is an eigenvalue of A with multiplicity k > 2. By Theorem 19, 
there exists a point p in G(A) such that (Y is an eigenvalue of A, with 
multiplicity k + 1. By Corollary 5, a must then be an eigenvalue of A with 
multiplicity k + 1, a contradiction. Hence (Y must be a simple eigenvalue of A. 
An analogous argument holds for the smallest eigenvalue of A. 
Even though the results presented here do not seem to lead to an easy 
proof of Theorem 1, they do provide further insight into the proof of Theorem 
1 and can be used to shorten some of the arguments presented in [8]. 
4. EXAMPLE 
If (Y < p are multiple eigenvalues of a matrix A satisfying the hypotheses of 
Corollary 14, then we know that there must be a simple eigenvalue h of A 
such that (Y < h < p. The following example shows that this is not always the 
case for arbitrary sign symmetric matrices whose graphs are trees. The 
example also illustrates Theorem 16, Corollary 17, and Theorem 19. Let 
A= 
066 
/Too 
600 
2 0 0 
0 0 0 
0 0 0 
2 0 
0 0 
0 0 
1 fi 
6 1 
6 0 
0 
0 
; 
0 
1 
[See Figure 4 for the graph G(A).] 
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FIG. 4. 
The eigenvahres of A are - 2,0,0,1,1,3 including multiplicities. Note that 
the eigenvahres of A( { 2,3,4,5,6}) are O,O, 0, 1,2, while those of A( { 1,2,3,5,6}) 
are - LO, l,l, 1. 
5. CONCLUSION 
In this article we have presented some techniques which can be used to 
derive spectral information concerning sign symmetric matrices whose graphs 
are trees. We have applied these techniques to matrices whose graphs contain 
at most one interior point p of degree > 2 or exactly two adjacent interior 
points p, q of degree > 2. It is clear that techniques such as these can be used 
in a similar fashion to derive spectral information concerning sign symmetric 
matrices having more complicated graphs. 
Z wish to thank Professor David Carlson for his careful reading of this 
article as well as his excellent suggestions. 
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