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Abstract
When measuring the mean or average value of a random time function by
periodic sampling some error is to be expected since only a finite number
of samples are taken. An expression for the mean-square error of a sample
mean is derived. The variation of error with changes in total sampling
time and spacing between samples is discussed. An expression for the error
involved in determining the mean by continuous integration is derived and
the concept of sampling efficiency is introduced. A brief discussion of
the probability of error is presented.
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PERIODIC SAMPLING OF STATIONARY TIME SERIES
1. Introduction
The continued study of the statistical theory of communication as
originated by Wiener and developed by Lee has led the communication engin-
eer to a closer study of the statistical nature of certain stationary ran-
dom processes. One of the simplest, yet one of the most important, proper-
ties of a random time function is its average or mean value. For example,
correlation functions which are of great importance in the new theory,
involve the average of a product of two time functions. It is to be
expected that the design of electronic correlators (1) would involve samp-
ling theory. Many other examples may be given to demonstrate the impor-
tance of the theory of sampling to current research.
It is the purpose of this paper to examine the error involved in
determining the mean of a random function by sampling when restriction is
placed upon either the number of samples to be taken or the total time
available for sampling. In addition, only periodic sampling will be con-
sidered here*, i.e. the samples are equally spaced from one another in
time. Although similar developments may be found in the literature** it
is believed that most engineers engaged in statistical studies will find
some of these results new and, it is hoped, useful.
2. Variance of the Sample Mean
Consider the stationary random process represented by Z(t) of Fig. 1.
Let the total time available for sampling be T and the time interval
between samples be to. The individual sample values are designated by Zj,
where j = 1,2,3,...,n. The sample mean will then be given by***
zn (z 1 + z + ... Zn) (1)
where ton = T as shown in Fig. 1.
* In a practical sense this is hardly a restriction as almost all elec-
tronic sampling is periodic.
** Equation 14 may be found in many places; for example in Wilks (3). A
search of statistical literature has not yielded anything resembling
Eq. 11 although Uspensky (4), p. 173, discusses a similar problem.
**hsbl rA Ieulb ellIt***The symbol reads, "equal by definition".
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Now in general Z will not be exactly equal to the mean of Z(t) since
only a finite number of samples are taken over a finite period of time.
Certainly if T and n are large, one expects Z to be very nearly equal to
the mean. Rather than examine one specific Z it is useful to consider the
Z(t]
t
Figure 1.
results of many independent sample means of the type 1. Then we may con-
sider the average squared error of a number of sample means as an indica-
tion of the sampling efficiency of a given T and n.
It is therefore useful at
(I)
2
(I)
n
this point to consider an ensem-
ble of time functions Z(t) and
a corresponding ensemble of sam-
ple means Z, as shown in Fig. 2.
*s (tt) z(2 )
Z~t) Z(2 n
The various members of the
ensemble are indicated by the
superscript. Each Z(t) is pro-
duced by independent but simi-
t larly prepared systems. This
enables us to consider Z and
the individual Zi's as random
variables.
Let the variable Z(t) have
a variance a2 and a mean value
m. That is,
Figure 2.
and
E [z(t)] m
r _ I r I 1 0 * (2)
E Z(t) - m}2 = EZ 2 (t)J - m2 - a2
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Let us now find the variance of Z, which is designated by a2. This variance
is of particular importance since it is in effect a measureZof the mean-
square error of a set of independent sample means. This can be seen from
Eq. 2a.
Eq. 2a. E m)2 j= E[Z2] -E2[Z] (2a)
Since the mean of a sum is equal to the sum of the means, we may write
E[ = 1 n E(Z) = m, (3)
since
E[Z1] E[Z2] *.. E[Zy] = EZ(t) = m. (4)
To find . we now need only E[Z2]. From Eq. 1 it follows that
Z
n[2 1 t E r 2Z
or n
E[P2] E Z2 + + ... z2 + E Z (
or E[2] 2 1 2 nT n r'sj (5)
n r,s=l
where the prime indicates that all terms ZrZ s having r = s are ignored.
Considering each Z1, Z2, ... , Zn as a random variable we may write
[I] = E[Z2 = - E[Z2 = E[2(t)3. (6)
Thus with the aid of Eq. 2 we may rewrite Eq. 5 as
E[Z2 (a + m2) + 2 Er i Z (7)
r s=l
Before the second term on the right-hand side of Eq. 7 may be evalu-
ated it is necessary to define (T), the autocorrelation function of Z(t).
¢(T) "= T T z(t) Z(t + T) dt = E[Z(t) z(t + ,)] (8)
-T
Since Eq. 7 involves terms of the kind E[r Zr+k, we may use Eq. 8 and
write
E[ 1 Zl+k] = (kt) (9)
If
E Zr Zs
r,s=l
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is expanded one finds exactly 2(n - k) terms Zr Zr+k, where k = 1, 2, ...,
n - 1. Thus Eq. 7 may be written as
n-1
E[Z2] (2 2 m + 2(n - k) (kto). (10)
n nT
k=l
The variance of , = E[2] - 2 may now be written as
Z
n-1
*'(l [z2) (11)f2 562 + 2(n - k) (kto) + n (11)n k=1
Thus Eq. 11 represents the mean-square error of a sample mean composed n
samples spaced to seconds apart. If the total sampling time T is speci-
fied, then
nt = T. (Ila)
An interesting special case of Eq. 11 occurs when to is sufficiently
large so that each sample is statistically independent of all other samples.
In such a case (kto) is equal to m2 for all k. (This may be verified by
reference to Eq. 8.) Equation 11 then becomes
2 + 22 (n- k) + m( - n) (12)
Z n k=l
Since
n-l
E (n - k) 1 2 + 3+ +n-- n I n(n - (13)
k(1
Eq. 12 becomes
a2 62 (14)0 n
which is the well-known expression for the variance of a sample mean com-
posed of independent samples.
3. Minimization of the Variance 6
z
Equation 11 must now be examined in order to determine the effect
upon 62 of variations in n and T. In this section it will be convenient
to designate the variance of the sample mean by a2 where n indicates the
size of the sample mean.
Consider the difference n+l-2 as obtained from Eq. 11.
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2 2 ( +m' *Vh T) (2n + 1) - l(n +1 (15)
n+l- ( + I + k= n n2(n + 1)2
2 2Inspection of Eq. 15 shows that nl - approaches zero as approaches
infinity. This indicates that Eq. 11 approaches a minimum value as n
increases, T being kept constant. Before continuing further we define a
new correlation function '(T).
'( ) 0 *(T) - m2 (16)
Therefore *'(?) 0 as T - . Equation 11 may now be rewritten as
n n + 2' T (n - k) I'(kt o )Z +
or
(17)
T-t
2 =2 O
kto=t o
t kt
t (1 -- ) o'(kt )T T
(17a)
As n - o we have: to + A + T. Letting 2 Lim n2, we may write
with e a d of Fg. 3: , with the aid of Fig. 3:
c .2 ( (1 - ) '(T) d .
Z T l Tx~~o
(18)
Equation 18 represents the limiting value of the variance of the sample
mean as the number of samples in a fixed period T is increased beyond limit.
T
k=l k-2 k-3 T
Figure 3.
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We may now define a sampling efficiency , where
T
2 (2 1- T) 0'(T) dT
a.2 T T
A T O T-T (19)
no. 2 n-i
n -a2 +2 (n-k) '(kto )
n n-
k=l
Thus in a given situation a computation of would be of aid in choosing
n. For example, if were found to be 0.95 for n 1000 there would be
little point in designing equipment to sample at n = 2000.
From the properties of correlation functions (2) one can show that
2 + 0 as T +
z
4. Probability of Error
Consider a random variable x, with variance 02 and mean x. The
Tchebycheff inequality states that (5)
a2
P(l - XI > a) j K (20)
a
which says that the probability of x differing from its mean by a magnitude
2 2greater than a, is less than or equal to 2x/a . Letting Z be x we may write
at once
a 
Thus the probability that differs from the true mean by an amount greater
than a is at most equal to n /a 2
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