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Abstract
Using the interplay between the geometric and the permutation representation, we obtain ex-
plicit descriptions of the inversions, inversion tables and minimal left coset representatives for
elements of 1nite and a2ne Weyl groups of classical type. c© 2001 Elsevier Science B.V. All
rights reserved.
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1. Introduction
Let W be a 1nite or a2ne Weyl group of classical type (i.e. of type A; B; D in
the 1nite case and of type A˜; B˜; C˜; D˜ in the a2ne case). By specifying a suitable
set S of involutive generators, the datum (W; S) turns out to be a Coxeter system;
in particular, W admits a representation as a re<ection group. On the other hand, the
1nite Weyl groups of classical type arise naturally as (possibly signed) permutation
groups; in the a2ne case Lusztig [5] discovered a realization of W (in type A˜) as
a group of permutation of the integers. The other classical a2ne Weyl groups admit
similar descriptions, which were treated by Shi [8] and Bedard [1]. These descriptions
turn out to be very useful to investigate the combinatorics of W as a Coxeter group
and to study the left cell representations. The 1rst complete account of this approach
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is given in [3] (where, by the way, the contribution of the previous authors, and of
Lusztig in particular, is fully acknowledged).
In this paper we analyze the relationships between the permutation realization and
the geometric representation, in order to obtain an explicit description of the class
inversions and of the inversion table of an element w ∈ W . Finally, we describe
the set of minimal coset representatives WI in the permutation realization and we
give concrete algorithms to obtain, starting from w ∈ W, the decomposition w = wIwI
(where wI ∈ WI is a minimal left coset representative and wI belongs to the parabolic
subgroup WI ). Some of the results contained in this paper has been announced (without
proofs) in [7]. We use the following notational conventions:
• N;Z+ denote the sets of non-negative and positive integers, respectively.
• [n] = {1; : : : ; n}; n ∈ Z+; [0] = ∅.
• [i; j] = {i; i + 1; : : : ; j}; for i; j ∈ Z; i ≤ j.
• m denotes the integer part of m ∈ Q, i.e. the greatest integer ≤ m.
• unionsq denotes the disjoint union.
• A↔ B denotes a bijection between the sets A; B.
2. Preliminaries
In this section we recall some standard facts from the theory of 1nite and a2ne root
systems; though these results will be used only in the classical cases, we state them
in the general form.
Let  be a 1nite irreducible crystallographic root system, lying in a euclidean space
V ; let s denote the re<ection in ;  ∈  and let W () denote the Weyl group of
, i.e. the subgroup of O(V ) generated by the s. Let ˜
+⊂ be a set of positive
roots, and let  be the corresponding set of simple roots; then it is well known that
S = {s |  ∈ } is a set of Coxeter generators for W .
Now we introduce the a2ne root system ˜ associated to . We extend V and its
scalar product setting V˜ = V ⊕ R ⊕ R, (; ) = (; V ) = (; ) = (; V ) = 0, and
(; ) = 1. We still denote by ( ; ) the resulting (non-degenerate) bilinear form. The
a2ne root system associated to  is ˜= + Z= { + k |  ∈ ; k ∈ Z}; note that
the a2ne roots are nonisotropic vectors. For  ∈  set
 :=
{ {+ n | n ∈ N} if  ∈ +;
{+ m |m ∈ Z+} if −  ∈ +:
The set of positive a2ne roots is
˜
+
= (+ +N) ∪ (−+ + Z+) =
⋃
∈
:
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We denote by  the highest root of  and set ∗=−+; ˜={∗}∪. The a2ne
Weyl group associated to  is the subgroup W (˜) of O(V˜ ) generated by {s |  ∈ ˜+};
the set S˜ = {s |  ∈ ˜} is a set of Coxeter generators for W (˜).
Let now W be either W () or W (˜) and let ‘ be the length function of the Coxeter
system (W (); S) or (W (˜); S˜); with a slight abuse of terminology, we will say that
W is of type X , X = A; B; D; A˜; B˜; C˜; D˜, if W is the Weyl group of a root system of
type X .
For  ∈  (resp.,  ∈ ˜) we will write ¿ 0 to mean that  ∈ + (resp.  ∈ ˜+).
We will need several times the following basic fact [4, Proposition 5:7]; for ¿ 0
‘(ws)¿‘(w) ⇔ w()¿ 0: (2.1)
In the next section, we will consider the subsets of roots of the form
L(w) = {¿ 0 |w−1()¡ 0}
for w ∈ W . Recall that if w = s1 · · · sn is a reduced expression in terms of Coxeter
generators si ≡ si , then L(w)= {1; s1(2); : : : ; sn−1(n)}. In particular, L(w) has ‘(w)
elements.
3. Weyl groups of classical type as permutation groups: inversions and inversion
tables
In this section, we analyze in detail the relationships between the permutation real-
ization and the geometric representation of Weyl groups of classical type.
We 1rst recall from [3] the realization of these groups as permutation groups of
the integers commuting with the action of a group of “rigid transformations”. Then
we describe the action of these permutation groups on the root system. This analysis
aLords an easy and explicit description of the “a2ne inversions” and of the inversion
table.
Denote by Tn the translation by n ∈ Z and by Rm the re<ection with respect to
m ∈ Z=2 (regarded as mappings Z → Z). We say that a bijection Z ↔ Z is locally
6nite if it moves a 1nite number of values from the negative to the positive Z-axis
and the same number from the positive to the negative Z-axis.
A locally 1nite Z-permutation w is locally even at m ∈ Z if the set {k ∈ Z | k ¡m;
w(k)¿m} has an even number of elements. The following facts are well known:
(1) A group of mappings Z → Z consisting of translations or re<ections (a rigid
group [3, Section 4]) is generated by either one translation or one re<ection or
two re<ections.
(2) Any (possibly a2ne) Weyl group W of classical type can be realized as a group
of locally 1nite permutations commuting with the action of a rigid group G.
We recall below these realizations.
An−1: W is obtained taking G trivial, so it coincides with the symmetric group Sn
realized as {w :Z↔ Z |w(i) = i ∀i ∈ [n]}.
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Bn: W is obtained when G is generated by one re<ection (which we choose to be
R0); then
W ∼= {w :Z↔ Z |w(−i) =−w(i) ∀i ∈ [− n; n]; w(i) = i ∀i ∈ [− n; n]}
and we obtain the hyperoctahedral group Hn.
Dn: W is (isomorphic to) the subgroup H evenn of Hn consisting of the elements which
move an even number of elements from [n] to −[n].
A˜n−1: W is obtained when G=〈Tn〉; it is easy to prove that W is faithfully represented
as the group of a7ne permutations [2]:
W ∼=
{
w :Z↔ Z |w(t + n) = w(t) + n ∀t ∈ Z;
n∑
t=1
w(t) =
n(n+ 1)
2
}
:
C˜n: W can be realized as the group of Z-permutations commuting with the re<ections
w.r.t. 0; n+ 1 (i.e. G = 〈R0; Rn+1〉); explicitly:
W ∼= {w :Z↔ Z |w(i) + w(−i) = 0; w(i) + w(2n+ 2− i) = 2n+ 2 ∀i ∈ Z}:
B˜n; D˜n: W is the subgroup of C˜n formed by the permutations which are locally even
at n+ 1 (for B˜n) or at 0 and n+ 1 (for D˜n).
In any case, an element w ∈ W is determined by the images of 1; : : : ; n; we call this
set the fundamental n-tuple of w and we denote it by [w(1); : : : ; w(n)]. The previous
statement is clear when W if 1nite; let us check it in the a2ne case. For type A˜ take
i ∈ Z and write it as i = kn + j; j ∈ [n]; then w(i) = kn + w(j). In the other cases
remark that points corresponding to multiples of the mirror positions are 1xed points;
if instead m = k(n+1); m can be uniquely written as m=(2n+2)h± r for h ∈ Z and
r ∈ [n]: then w(m) = (2n+ 2)h± w(r). Our choice of Coxeter generators is displayed
in the following list. In the 1nite case we set
An−1 : si = [1; : : : ; i + 1; i; : : : ; n]; i = 1; : : : ; n− 1;
Bn : s1 = [− 1; 2; 3; : : : ; n]; si = [1; : : : ; i; i − 1; : : : ; n]; i = 2; : : : ; n;
Dn : s1 = [− 2;−1; 3; : : : ; n]; si = [1; : : : ; i; i − 1; : : : ; n]; i = 2; : : : ; n:
In the a2ne case, if we label the simple root ∗ by n for A˜n−1 and by n + 1 in the
other cases, we have
A˜n−1 : si = [1; : : : ; i + 1; i; : : : ; n]; i = 1; : : : ; n− 1; sn = [0; 2; : : : ; n− 1; n+ 1];
C˜n : s1 = [− 1; 2; : : : ; n]; si = [1; : : : ; i; i − 1; : : : ; n]; i = 2; : : : ; n;
sn+1 = [1; 2; : : : ; n− 1; n+ 2];
B˜n : s1 = [− 1; 2; 3; : : : ; n]; si = [1; : : : ; i; i − 1; : : : ; n]; i = 2; : : : ; n;
sn+1 = [1; 2; : : : ; n− 2; n+ 2; n+ 3];
D˜n : s1 = [− 2;−1; 3; : : : ; n]; si = [1; : : : ; i; i − 1; : : : ; n]; i = 2; : : : ; n;
sn+1 = [1; 2; : : : ; n− 2; n+ 2; n+ 3]:
With these choices, the Coxeter graph of W is displayed as in [3, 3.1].
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We want to express the rules for the action of an element w in the permutation
realization of W on its root system. This turns out to be very simple in the 1nite case,
where, roughly speaking, the action is determined by a suitable modi1cation of the rule
w('i)=±'±w(i) (we take the upper sign if w(i)¿ 0, the lower otherwise). This remark
is the key for dealing with the a2ne case: in fact  is 1xed by W , so the action of
W on ˜ is completely determined by the action on .
It will be convenient for our goals to display the positive roots of  in a n × n
square matrix (ij) (with entries in + ∪ {0}). Let '1; : : : ; 'n denote the standard basis
of Rn. We use the following convention about : the long (resp., short) simple root
of  ∼= Cn (resp.,  ∼= Bn) is 1:
An−1: ij =
{
'i − 'j if i¡ j;
0 if i ≥ j;
Cn: ij =


'j − 'i if i¡ j;
2'i if i = j;
'j + 'i if i¿ j;
Bn: ij =


'j − 'i if i¡ j;
'i if i = j;
'j + 'i if i¿ j;
Dn: ij =


'j − 'i if 1 ≤ i¡ j;
0 if i = j;
'1 + 'i if i¿ j = 1;
'i + 'j if i¿ j¿ 1:
Set n′=n if  is of type An−1, and n′=2n+2 otherwise. Suppose w=[x1; : : : ; xn] ∈ W ,
then w = [)(1) + k1n′; : : : ; )(n) + knn′] where ki ∈ Z; i = 1; : : : ; n and ) ∈ Sn; Hn; H evenn
according to whether  is of type An−1; Bn; Dn. Indeed )=[Ox1; : : : ; Oxn], where Oxi denotes
the residue class of xi modulo n′, with the following choice of (part of a system of)
representatives for Z=n′Z: 1; : : : ; n if n′ = n; ±1; : : : ;±n if n′ = 2n+ 2.
Set now a=min{|)(i)|; |)(j)|}, b=max{|)(i)|; |)(j)|}. Then
)(ii) =
{
|)(i)||)(i)| if )(i)¿ 0;
−|)(i)||)(i)| if )(i)¡ 0;
i ¡ j: )(ij) =


ab if )(i))(j)¿ 0 and )(i)¡)(j);
−ab if )(i))(j)¿ 0 and )(i)¿)(j);
ba if )(j)¿ 0¿)(i);
−ba if )(i)¿ 0¿)(j);
i ¿ j: )(ij) =


ba if )(i)¿ 0; )(j)¿ 0;
−ba if )(i)¡ 0; )(j)¡ 0;
ab if )(i))(j)¡ 0 and )(i) + )(j)¿ 0;
−ab if )(i))(j)¡ 0 and )(i) + )(j)¡ 0:
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Take i; j ∈ [n] and let qi; qj; ri; rj the unique integers such that w(i)= n′qi + ri; w(j)=
n′qj + rj; (ri; rj ∈ [n] for type A and ri; rj ∈ ±[n] otherwise); then the equations for
the action of W =W (˜) on ˜ are
w(±ii + k) =±)(ii) + (±qi + k) for B˜;
w(±ij + k) =±)(ij) + (±(qj − qi) + k) if i¡ j for A˜; B˜; C˜; D˜;
w(±ij + k) =±)(ij) + (±(qj + qi) + k) if i¿ j for B˜; D˜; or
if i ≥ j for C˜:
(3.1)
A more explicit formula can be easily obtained in case A˜, see [6, Section 2].
Let W be a Weyl group of classical type, realized as above as group of Z-permutations
commuting with the action of a rigid group G.
Denition. Consider w ∈ W . A (generalized) inversion is a pair (k; i) ∈ Z × Z with
k ¿ i; w−1(k)¡w−1(i).
Let Iw denote the set of inversions for w. Let G act on Iw in the following way: if
T is a translation, R is a re<ection and (k; i) ∈ Iw set
T (k; i) = (T (k); T (i)); R(k; i) = (R(i); R(k)):
The previous relations extend uniquely to an action of G on Iw. Let (i j) denote the
transposition of i; j.
Denition. Let (k; i) be an inversion for w such that
∏
g∈G(gw
−1(k) gw−1(i)) belongs
to W ; then the class inversion 〈k; i〉 (cf. [3, 4.2]) is the orbit of such an inversion (k; i)
under the above G-action on Iw.
For w ∈ W , denote by IWw the set of class inversions for w.
In [3, 6.2] the notion of inversion table (Invw(i; j))ni; j=1 for w ∈ W is introduced: let
us brie<y recall this de1nition. We say that i′ ∈ Z is a mirror image (resp. periodic
image) of i ∈ Z if there exists a re<ection (resp., a translation) g ∈ G such that
i′ = g(i). Denote by P(i) (resp. M (i)) the set of periodic (resp., mirror) images of i.
De1ne then, for w ∈ W
1 ≤ i¡ j ≤ n ILij(w) = {〈i; j′〉 ∈ IWw | j′ ∈ P(j)};
1 ≤ i¡ j ≤ n IRij (w) = {〈j′; i〉 ∈ IWw | j′ ∈ P(j)};
n ≥ j ≥ i ≥ 1 ILji(w) = {〈i; j′〉 ∈ IWw | j′ ∈ M (j)};
n ≥ j ≥ i ≥ 1 IRji (w) = {〈j′; i〉 ∈ IWw | j′ ∈ M (j)}:
Set 1nally Invw(i; j) = |ILij(w)| − |IRij (w)|.
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In [3,8] an explicit equation for computing the inversion table is provided. For
instance, in the a2ne cases we have
W of type A˜n−1: Invw(i; j) =

 
w−1( j)−w−1(i)
n  if i¡ j;
0 otherwise;
W of type B˜n: Invw(i; j) =


w−1( j)−w−1(i)2n+2  if i¡ j;
w−1( j)+w−1(i)2n+2  if i¿ j;
w−1(i)2n+2  if i = j;
W of type C˜n: Invw(i; j) =


w−1( j)−w−1(i)2n+2  if i¡ j;
w−1( j)+w−1(i)2n+2  if i ≥ j;
W of type D˜n: Invw(i; j) =


w−1( j)−w−1(i)2n+2  if i¡ j;
w−1( j)+w−1(i)2n+2  if i¿ j;
0 if i = j:
Theorem 1. Let W be a 6nite or a7ne Weyl group of classical type.
(1) For w ∈ W the following relation holds:
Invw(i; j) =∓ |L(w) ∩ ±ij|:
(2) Suppose W not of type B˜n. The map 1 : L(w)→ IWw
ij + m → 〈mn′ + j; i〉 −ij + m → 〈mn′ + i; j〉 if i¡ j;
ij + m → 〈mn′ + i;−j〉 −ij + m → 〈mn′ − j; i〉 if i¿ j;
ii + m → 〈mn′ + i;−i〉 −ii + m → 〈mn′ − i; i〉
is a natural bijection between L(w) and IWw . Here n
′= n for type A˜n−1; whereas
n′ = 2n+ 2 for types C˜n; D˜n.
Note that the second statement of the theorem, together with the remarks on the
case of W of type B˜n following the proof of the theorem, aLords a natural choice of
representatives for class inversions.
Proof. We prove the theorem for C˜n; the argument in the other cases is similar. We
have to show that
∓ |L(w) ∩ ±ij|=


w−1( j)−w−1(i)2n+2  if i¡ j;
w−1( j)+w−1(i)2n+2  if i ≥ j:
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We use the explicit equation (3.1): assume that w−1(i) = (2n+ 2)qi + ri; w−1(j) =
(2n+ 2)qj + rj; if w−1 = [)(1) + k1n′; : : : ; )(n) + knn′], then, if i¡ j
w−1(±ij + k)¡ 0⇔ either ± (qj − qi) + k ¡ 0 or ± )(ij)¡ 0
when ± (qj − qi) + k = 0:
Otherwise, if i ≥ j
w−1(±ij + k)¡ 0⇔ either ± (qj + qi) + k ¡ 0 or ± )(ij)¡ 0
when ± (qj + qi) + k = 0:
In turn
w−1(±ij + k)¡ 0 ⇔


0 ≤ k ¡qi − qj if rj ¿ ri and + holds;
0 ≤ k ≤ qi − qj if rj ¡ ri and + holds;
0¡k ≤ qj − qi if rj ¿ ri and − holds;
0¡k¡qj − qi if rj ¡ ri and − holds;
w−1(±ij + k)¡ 0⇔


0 ≤ k ¡− (qi + qj) if rj + ri ¿ 0 and + holds;
0 ≤ k ≤ −(qi + qj) if rj + ri ¡ 0 and + holds;
0¡k ≤ qi + qj if rj + ri ¿ 0 and − holds;
0¡k¡qi + qj if rj + ri ¡ 0 and − holds;
according to whether i¡ j or i ≥ j. Therefore if L(w) ∩ ±ij = ∅, then
|L(w) ∩ ±ij|=
{
±(qi − qj) if rj ¿ ri;
±(qi − qj + 1) if rj ¡ ri;
|L(w) ∩ ±ij|=
{
∓(qi + qj) if rj + ri ¿ 0;
∓(qi + qj − 1) if rj + ri ¡ 0:
On the other hand,⌊
w−1(j)− w−1(i)
2n+ 2
⌋
=
⌊
qj − qi + rj − ri2n+ 2
⌋
=
{
qj − qi if rj ¿ ri;
qj − qi − 1 if rj ¡ ri;
⌊
w−1(j) + w−1(i)
2n+ 2
⌋
=
⌊
qj + qi +
rj + ri
2n+ 2
⌋
=
{
qj + qi if rj + ri ¿ 0;
qj + qi − 1 if rj + ri ¡ 0:
Now we turn to the second statement. Since both L(w) and IWw have the same
cardinality ‘(w) (see [3, Theorem 15]), it su2ces to show that 1 is well-de1ned and
surjective. As regards the 1rst statement, let us check, for instance, that if ij + m ∈
L(w); i ¡ j, then (mn′ + j; i) is an inversion for w; clearly mn′ + j¿ i whereas
w−1(mn′ + j)− w−1(i)=mn′ + w−1(j)− w−1(i)=(m+ qj − qi)n′ + rj − ri¡0
since ij+m ∈ L(w). Now we prove that v ≡
∏
g∈G(gw
−1(mn′+ j) gw−1(i)) belongs
to W . Indeed, since w−1(mn′+j); w−1(i) are not 1xed by G and w−1(mn′+j)−w−1(i)
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is not a multiple of n′, we have that v is a locally 1nite permutation compatible with
G = 〈R0; Rn+1〉 and this proves the claim.
Take now 〈 Ok; O2〉 ∈ IWw and select a representative (k; i), by requiring that
i =max{h ∈ ±[n] | (k; h) ∈ 〈 Ok; O2〉 for some k};
this is always possible since, by assumption, Oi is not a mirror position, therefore its
residue class mod n′ belongs indeed to ±[n]. Write k as k = mn′ + j; note that either
j or i is positive. Since i; j ∈ ±[n], we can build up 3 ∈ ˜+ in the following way:
3=


ij + m if 0¡i¡j;
−ji + m if 0¡j¡i;
−i−i + m if 0¡− i = j;
−i−j + m if 0¡− j¡ i;
j−i + m if 0¡− i¡ j;
−ii + m if 0¡i =−j:
We claim that 3 is a positive root; in fact, since (k; i) is an inversion, either m¿ 0 or
m = 0 and k = j¿ i. Moreover, by construction, 1(3) = (k; i). It follows easily from
the de1nitions that 3 ∈ L(w), therefore 1 is surjective and the theorem is proved.
Remark. If W is of type B˜n, then 1 does not give rise to a natural bijection between
the roots of the form ±ii+k and the class inversions. Nonetheless, we can select rep-
resentatives for the class inversions in the following way. Recall that W is a subgroup
of an a2ne Weyl group W ′ of type C˜n; then IWw is obtained from I
W ′
w by deleting
the class inversions of the form 〈a; b〉, with a + b an odd multiple of 2n + 2. Indeed
this condition guarantees that
∏
g∈G (gw
−1(a) gw−1(b)) is locally even at 2n+ 2.
Another way to deal with the B˜n case is the following. Realize W as the group of
〈R0; Rn+1〉-compatible locally 1nite Z-permutations locally even at 0.
As Coxeter generators choose si=[1; : : : ; i+1; i; : : : ; n]; i=1; : : : ; n−1; sn=[1; 2; : : : ;
n−1; n+2]; sn+1=[−2;−1; 3; : : : ; n], so that the 1nite group (of type Bn) generated by
s1; : : : ; sn is realized as the set of permutations w of [2n] such that w(i)+w(n′− i)=n′.
Set ij = 'i − 'j for i¡ j, ij = 'i + 'j for i¿ j and ii = 'i. With the same argument
used in the proof of the previous theorem one can prove that the map 1˜ :L(w)→ IWw ,
de1ned as
ij + m → 〈mn′ + j; i〉 −ij + m → 〈mn′ + i; j〉 if i¡ j;
ij + m → 〈(m+ 1)n′ − j; i〉 −ij + m → 〈(m− 1)n′ + i;−j〉 if i¿ j;
ii + m → 〈(m+ 1)n′ − i; i〉 −ii + m → 〈mn′ + i;−i〉:
is a bijection.
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4. Minimal left coset representatives in nite Weyl groups of classical type
Let (W; S) be a Coxeter system with length function ‘; for I ⊆ S denote as usual by
WI the parabolic subgroup corresponding to I and by WI the set of minimal left coset
representatives:
WI = {w ∈ W | ‘(ws)¿‘(w) ∀s ∈ I}:
It is well known [4, 1:10] that any element w ∈ W can be uniquely decomposed as
w = wIwI ; w I ∈ WI ; wI ∈ WI .
Now note that relation (2:1) implies
w ∈ WI ⇔ w(s)¿ 0 ∀s ∈ I: (4.1)
Let us restrict to consider (W; S) of type A; B; D; recall from the previous section
that if  = {1; 2; : : :} denotes the set of simple roots, then
 = {i = 'i − 'i+1 | i ∈ [n− 1]} for type A;
 = {1 = '1} ∪ {i = 'i+1 − 'i | i ∈ [2; n]} for type B;
 = {1 = '1 + '2} ∪ {i = 'i+1 − 'i | i ∈ [2; n]} for type D:
Lemma 1. Suppose w ∈ WI .
(i) If W is of type An−1 and i ∈ I; 1 ≤ i ≤ n− 1; then w(i)¡w(i + 1).
(ii) If W is of type Bn and i ∈ I; 2 ≤ i ≤ n; then w(i − 1)¡w(i); if 1 ∈ I; then
w(1)¿ 0.
(iii) If W is of type Dn and i ∈ I; 2 ≤ i ≤ n; then w(i − 1)¡w(i); if 1 ∈ I; then
w(1)¿− w(2).
Proof. We prove (i). Condition (4.1) means, for i ∈ I; w(i) = w('i − 'i+1)¿ 0, i.e.
'w(i)− 'w(i+1)¿ 0, and in turn w(i)¡w(i+1). The proof of the other parts is similar;
for instance, in type B, w(1)¿ 0 means 'w(1) ∈ +, which in turn gives us w(1)¿ 0.
Using relation (4.1) we can easily recover the explicit presentation of WI for 1nite
and a2ne Weyl groups of classical type. In this section we discuss the 1nite case.
 ∼= An−1:
If I = I1 unionsq · · · unionsq Ik ; Ir = [ir ; jr]; 1 ≤ ir ≤ jr ≤ n − 1; 1 ≤ r ≤ k is the partition of
I into (sets indexing) irreducible parabolics and |Ir| = nr (so I ∼= An1 × · · · × Ank ),
then an embedding WI ∼= Sn1+1 × · · · × Snk+1 ,→ Sn is induced: WI permutes {i1; : : : ;
j1+1}; {i2; : : : ; j2+1}; : : : : We will refer to this embedding as the standard embedding.
Lemma 1 implies at once the following well-known result (see e.g. [9, Theorem A]).
Proposition 1.
WI = {w ∈ Sn |w(ir)¡ · · ·¡w(jr + 1); 1 ≤ r ≤ k}:
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Moreover; for w = (w(1); : : : ; w(n)) ∈ Sn; let wir ¡ · · ·¡wjr+1 be the increasing
arrangement of {w(ir); : : : ; w(jr + 1)}(1 ≤ r ≤ k). Set Iˆ =
⋃k
r=1 [ir ; jr + 1]; then
wI (i) =
{
w(i) if i ∈ Iˆ ;
wi if i ∈ Iˆ :
∼=Bn: Let I ⊆ [n] be as above; assume that I = I1 unionsq · · · unionsq Ik is the irreducible
decomposition of I , where Ir = [ir ; jr]; 1 = i1 ≤ j1¡i2 ≤ j2¡ · · ·¡ik ≤ jk ≤ n and
I1 = ∅ if 1 ∈ I .
Proposition 2.
WI = {w ∈ Hn : 0¡w(1)¡w(2)¡ · · ·¡w(j1);
w(ir − 1)¡ · · ·¡w(jr); 2 ≤ r ≤ k}:
Moreover; given w ∈ W; the corresponding representative wI is obtained by arranging
the sets {|w(1)|; : : : ; |w(j1)|}; {w(ir − 1); : : : ; w(jr)}; 2 ≤ r ≤ k in increasing order.
Proof. The statement on the structure of WI follows directly from Lemma 1. We have
now to verify the assertion regarding the decomposition w = wIwI . Given w ∈ W,
let u be the element obtained from w according to the procedure described in the
statement of the proposition. It is clear that u ∈ WI and that w = uv; v−1 being the
element that changes the sign to the negative entries in {w(1); : : : ; w(j1)} and permutes
{|w(1)|; : : : ; |w(j1)|}; {w(ir); : : : ; w(jr)}; 2 ≤ r ≤ k in the desired way. Indeed v ∈ WI ,
since WI = H|I1| × S|I2|+1 × · · · × S|Ik |+1 (standard embedding); the uniqueness of the
decomposition w = wIwI forces u= wI ; v= wI :
∼=Dn: Consider the parabolic subgroup indexed by I and the decomposition I =
I1 unionsq I2 unionsq · · · unionsq Ik built up in the following way: set I1 = ∅ if 1 ∈ I ; otherwise set
I1=[j1] or I1={1; 3; : : : ; j1} according to whether 2 ∈ I1 or not. Finally, set Ir=[ir ; jr];
2 ≤ r ≤ k; 1 ≤ j1¡i2 ≤ j2¡i3 ≤ j3¡ · · · ≤ jk ≤ n.
Proposition 3.
WI = {w ∈ H evenn | −w(2)¡w(1) ≺ w(2)¡ · · ·¡w(j1);
w(ir − 1)¡ · · ·¡w(jr); 2 ≤ r ≤ k}:
The 6rst condition should be taken into account only if 1 ∈ I ; the symbol ≺ means
that the relation w(1)¡w(2) should be considered if and only if 2 ∈ I1.
Moreover; given w ∈ W;w I (ir − 1); : : : ; w I (jr) are given by the increasing arrange-
ment the sets {w(ir − 1); : : : ; w(jr)}; 2 ≤ r ≤ k.
To get wI (1); : : : ; w I (j1) proceed as follows:
(1) If 2 ∈ I1 arrange −w(1); w(2); : : : ; w(j1) in increasing order and change the sign
to the smallest element of this arrangement.
(2) If 2 ∈ I1 pick O2 such that |w(O2)| = min{|w(i)|: 1 ≤ i ≤ j1}; set wI (1) = ±|w(O2)|;
taking + or − according to whether the number of negative elements among
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w(1); : : : ; w(j1) is even or odd; and arrange {|w(i)|: i = O2} in increasing order:
this procedure a@ords wI (2); : : : ; w I (k − 1).
Proof. The 1rst statement is again a consequence of Lemma 1. The elements wI (ir−1);
: : : ; w I (jr); 2 ≤ r ≤ k are determined as in type A. It remains to prove the statement
regarding I1. Suppose that 2 ∈ I1; it is clear that the element u aLorded by algo-
rithm in (1) belongs to WI1 ; we have to prove that u can be obtained from w act-
ing by WI1 , which is generated by the permutations of elements in positions 2; : : : ; j1
and by s1. Consider −w(1); w(2); : : : ; w(j1): if the increasing rearrangement is of the
form −w(1); wi2 ; : : : ; wij1 , then the sequence w(1); wi2 ; : : : ; wij1 aLording u is obtained
from w(1); w(2); : : : ; w(j1) using only s3; : : : ; sj1 . If instead the increasing rearrange-
ment of −w(1); w(2); : : : ; w(j1) is wis ; : : : ;−w(1); : : : ; the 1nal output of the algorithm
is −wis ; : : : ;−w(1); : : : ; which can be obtained from w(1); w(2); : : : ; w(j1) by moving
wis to position 2, then by applying s1 and 1nally by arranging the elements in positions
2; : : : ; j1 in increasing order through s3; : : : ; sj1 .
Suppose now that 2 ∈ I1: then WI1 is isomorphic to H evenj1 embedded in the standard
way, so acting by elements belonging to this parabolic subgroup allows us to modify the
signs of w(1); : : : ; w(j1) in such a way that either all the elements are positive or there
is only one negative element, which can be chosen to be −min{|w(i)|: 1 ≤ i ≤ j1}.
Arrange then the elements in increasing order and denote by u the resulting element.
Since |u(1)|¡u(2)¡ · · ·¡u(j1), we have u ∈ WI1 , as desired.
5. Minimal left coset representatives in a'ne Weyl groups of classical type
˜ ∼= A˜n−1: Assume that I = I1 unionsq · · · unionsq Ik is the irreducible decomposition of I , with
Ir = [ir ; jr]; 1 ≤ ir ≤ jr ≤ n − 1 for r = 2; : : : ; k and jr ¡ ir+1 for r = 2; : : : ; k − 1.
Moreover I1 = [j1] unionsq [i1; n]; 0 ≤ j1¡i2; jk ¡ i1 ≤ n (I1 = ∅ iL n ∈ I).
Proposition 4.
WI = {w ∈ W |w(i1)¡ · · ·¡w(n); w(1)¡ · · ·¡w(j1 + 1); w(n)− w(1)¡n;
w(ir)¡ · · ·¡w(jr + 1); 2 ≤ r ≤ k}:
The 6rst condition should be considered only if I1 = ∅. Given w ∈ W; w I is obtained
in the following way: wI (ir); : : : ; w I (jr + 1); 2 ≤ r ≤ k are given by the increas-
ing arrangement of the sets {w(ir); : : : ; w(jr + 1)}; 2 ≤ r ≤ k. If I1 = ∅; to get
wI (i1); : : : ; w I (n); w I (1); : : : ; w I (j1 + 1) proceed as follows:
(1) Consider {w(i1); : : : ; w(n)}; {w(1) : : : w(j1 + 1)} and let (yi1 ; : : : ; yn); (z1; : : : ; zj1+1)
be the corresponding increasing arrangements.
(2) If yn − z1¡n; then
wI (i1) = yi1 ; : : : ; w
I (n) = yn; wI (1) = z1; : : : ; w I (j1 + 1) = zj1+1:
Otherwise; replace yn; z1 by z1 + n; yn − n; respectively; and go back to step (1).
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Examples. For the case of the maximal parabolic corresponding to J = [n − 1], wJ
is obtained by arranging {w(1); : : : ; w(n)} in increasing order: e.g., in type A˜3, if w =
[5;−2; 3; 4] = s2s3s4s3s2s1, then wJ = [− 2; 3; 4; 5] = s2s3s4. In particular,
WJ = {w ∈ |w(1)¡w(2)¡ · · ·¡w(n)}
which is the content of [2, Proposition 3:5].
Now consider w = s1s5s4s3s4s5s2s1 = [7;−2; 1; 4; 5] ∈ W (A˜4). If I = {1; 2; 4; 5} we
have wI = [0; 1; 7; 3; 4] = s1s5s4s3. In fact, according to the procedure described above,
one has to
(1) consider the subsets {7;−2; 1}; {4; 5};
(2) reorder them in increasing way: {−2; 1; 7}; {4; 5};
(3) since 5− (−2)¿ 5, consider {5−5=0; 1; 7}; {4; 3=−2+5}; after the increasing
rearrangement ({0; 1; 7}; {3; 4}) we obtain the 1nal result.
Proof. We prove the 1rst statement. From relation (4.1) we can easily deduce that if
w ∈ WI , then w(h)¿ 0; h ∈ [i1; n− 1]unionsq [1; j1]unionsq I2 unionsq · · · unionsq Ik ; by Lemma 1 we obtain
w(i1)¡ · · ·¡w(n); w(1)¡ · · ·¡w(j1 + 1);
w(ir)¡ · · ·¡w(jr + 1); 2 ≤ r ≤ k:
Further, we know that w(−1n+ )¿ 0; if w(1)= q1n+ r1; w(n)= qnn+ rn, then (3.1)
implies
w(−1n + )¿ 0 ⇔
{
1− qn + q1¿ 0 if rn ¿ r1;
1− qn + q1 ≥ 0 if rn ¡ r1:
A direct calculation shows that the previous condition is in any case equivalent to
w(n)−w(1)n  ≤ 0, i.e. w(n)− w(1)¡n.
To prove the second part, note that WIr ; 2 ≤ r ≤ k are parabolic subgroups of type A,
so we can apply Proposition 1 to determine wI (ir); : : : ; w I (jr +1); 2 ≤ r ≤ k. If I1 = ∅
we are done; so assume I1 = ∅. We have 1rst to show that the algorithm described in
the statement terminates. Indeed suppose yn− z1¿n: if (y′i1 ; : : : ; y′n); (z′1; : : : ; z′j1+1) are
the increasing arrangements after step (2), we have
y′n − z′1 ≤ (z1 + n)− (yn − n)¡yn − z1
and this relation proves our claim. It is moreover clear that any step in the algorithm
is performed using elements of WI1 . It follows from the 1rst part of the proposition
that the 1nal output of the algorithm is an element of WI .
˜ ∼= C˜n: Suppose that I=I1unionsq· · ·unionsqIk is the irreducible decomposition of I; Ir=[ir ; jr];
1 = i1 ≤ j1¡i2 ≤ j2¡ · · ·¡ik ≤ jk = n+ 1 with I1; Ik empty if 1 ∈ I; ∗= n+ 1 ∈ I ,
respectively. Consider a ∈ Z, a = k(n+ 1); k ∈ Z.
Set Oa=min{a; Rn+1(a)}; more explicitly, if a= (2n+2)q+ r (with the conventions
of Section 3 about representatives for Z=(2n + 2)Z), we have Oa = min{(2n + 2)q +
r; (2n+ 2)(1− q)− r}:
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Proposition 5.
WI = {w ∈ W : 0¡w(1)¡w(2)¡ · · ·¡w(j1);
w(ir − 1)¡ · · ·¡w(jr); 2 ≤ r ≤ k − 1;
w(ik − 1)¡ · · ·¡w(n)¡n+ 1}:
The 6rst (resp.; third) condition should be considered only if I1 = ∅ (resp.; Ik =
∅). Moreover wI is obtained from w by arranging in increasing order the sets
{|w(1)|; |w(2)|; : : : ; |w(j1)|}; {w(ir − 1); : : : ; w(jr)}; r ∈ [2; k− 1]; {w(ik − 1); : : : ; w(n)}:
Example. Consider w = s1s5s4s3s4s5s2s1 = [− 6;−1; 3; 8] ∈ W (C˜4).
If I = {1; 2; 3; 4}, we have wI = s5s3s4s5 = [1; 3; 6; 8]. In fact we have to consider the
absolute values of −1;−6; 3; 8 and to arrange them in increasing order.
If I={2; 3; 4; 5} then wI=s1s5s4s3s2s1=[−1;−6; 2; 3]. Now we have to consider the
string −1;−6; 3; 8 | 2; 7; 16; 11 and to take the minimum of any pair symmetric w.r.t. |:
this gives −1;−6; 3; 2, which, after increasing rearrangement, yields the 1nal result.
Proof. Remark that the irreducible parabolics indexed by I1, Ir ; 2 ≤ r ≤ k − 1, are of
type B|I1|, A|Ir | respectively, so we obtain the desired conditions arguing as in the 1nite
case. To get the last condition characterizing WI we apply relation (4:1): w ∈ WIk iL
w(ik ); w(ik+1); : : : ; w(−+) are positive; this in turn implies w(ik−1)¡ · · ·¡w(n)
whereas the last condition translates into w(−nn + )¿ 0. If w(n) = (2n + 2)q + r,
then from (3:1) we deduce that w(−nn + ) = ±|r| |r| − (2q + 1) and this is a
positive root if and only if q ≤ −1. On the other hand, q ≤ −1 is equivalent to
the relation w(n)¡Rn+1(w(n)), i.e. w(n) = w(n); since w(n) is not a multiple of
n + 1, this relation is equivalent to w(n)¡n + 1: this proves the 1rst assertion. For
the second statement we use the previous observation to deduce that the relations
w(ik − 1)¡ · · ·¡w(n) = w(n) imply w(ik − 1) = w(ik − 1); w(ik) = w(ik) : : : : Now,
if xn = Oxn, then sn(xn) = xn; so, acting by WIk , we can replace, if necessary, each of
w(ik); : : : ; w(n) with its conjugate (moving it to the last position and applying sn), and
then reorder increasingly w(ik); : : : ; w(n): by the previous remarks we obtain in such a
way an element of WI which is indeed, by uniqueness, wI .
˜ ∼= B˜n: Suppose that I= I1unionsq· · ·unionsq Ik is the irreducible decomposition of I , displayed
in the following way: Ir =[ir ; jr]; 1= i1 ≤ j1¡i2 ≤ j2¡ · · ·¡ik−1 ≤ jk−1 ≤ n and Ik
containing n+1 (so either Ik=∅ or Ik={n+1} or Ik=[ik ; jk ]unionsq{n+1}; jk−1¡ik ≤ jk ≤ n;
in particular, either jk = n − 1 or jk = n). As above, I1 (resp., Ik) is assumed to be
empty if 1 ∈ I (resp., n+ 1 ∈ I).
Proposition 6.
WI = {w ∈ W : 0¡w(1)¡w(2)¡ · · ·¡w(j1);
w(ir − 1)¡ · · ·¡w(jr); 2 ≤ r ≤ k − 1;
w(n− 1) + w(n)¡ 2n+ 2}:
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The 6rst (resp.; third) condition should be considered only if I1 = ∅ (resp.; Ik =
∅). To get wI proceed as follows. If I1 = ∅, then wI (1); : : : ; w I (j1) are given by
the increasing arrangement of |w(1)|; : : : ; |w(j1)|; wI (ir − 1); : : : ; w I (jr); 2 ≤ r ≤
k − 1 are given by the increasing arrangement of w(ir − 1); : : : ; w(jr). Finally; if
Ik = ∅; w I (ik); : : : ; w I (jk) are determined by the following inductive procedure.
Assume 1 ∈ Ik .
(1) Suppose jk=n. Arrange w(ik); : : : ; w(n) in increasing order; let (xik ; : : : ; xn) be the
resulting s-tuple (s= n− ik + 1).
Suppose jk=n−1. Arrange w(ik); : : : ; w(n−1) in increasing order; let (xik ; : : : ; xn−1)
be the resulting (s− 1)-tuple; set xn = w(n).
(2) If xn−1 + xn ¡ 2n + 2 stop; otherwise replace xn−1 with Rn+1(xn) and xn with
Rn+1(xn−1). Go back to step (1).
If 1 ∈ Ik (i.e. I = {1; : : : ; n− 1; n+ 1}) repeat the previous procedure starting from
|w(ik)|; : : : ; |w(n− 1)|.
Example. Consider w = s1s5s4s3s4s5s2s1 = [− 7;−1; 8; 4] ∈ W (B˜4).
If I={1; 2; 3; 4} arguing as in the 1rst example for C˜4 we get wI=s5s3s4s5=[1; 4; 7; 8].
If I = {2; 3; 4; 5}, then wI = s1s5s4s3s2s1 = [ − 7;−1; 2; 6]: we consider the string
−7;−1; 8; 4 | 6; 2; 11; 17 and performing step (2) we obtain −7;−1; 6; 2, which after the
increasing arrangement yields the 1nal result.
Sketch of proof. The proof goes along the same lines of the previous proposition, so
we give details only on what diLers from the C˜ case. First, the third condition in the
description of WI is as usual the translation of the relation w(−+ )¿ 0; we easily
obtain from (3.1) the condition of the statement recalling that  is of type Bn and
therefore = n n−1.
To prove the second assertion recall that WI1 (resp., WIr ; 2 ≤ r ≤ k − 1) is of type
B (resp., type A) and it is embedded in the standard way into W, so the procedure for
getting wI (ir); : : : ; w I (jr+1); 1 ≤ r ≤ k−1 is the same as in the 1nite case. Let us ana-
lyze the algorithm which aLords wI (ik); : : : ; w I (jk). Assume 1rst that I = {1; : : : ; n−1;
n + 1}. Note that if xn−1 + xn ¿ 2n + 2, then Rn+1(xn−1) + Rn+1(xn)¡xn−1 + xn;
therefore the algorithm eventually stops. Indeed its 1nal output (yik ; : : : ; yjk ) veri1es
yik ¡ · · ·¡yjk and yn−1 + yn¡ 2n+ 2 so [ : : : ; yik ; : : : ; yjk ] is an element of WIk . Fi-
nally, notice that in each step the algorithm is performed using elements from the
suitable Young subgroup of Sn (for step (1)) or sn+1 (for step (2)), hence elements
of WIk . Thus we can conclude as usual by uniqueness. If I = [n + 1] \ {n}, then
WI = {w ∈ W | 0¡w(1)¡ · · ·¡w(n− 1); w(n− 1) + w(n)¡ 2n+ 2} and it is easy
to see that the previous algorithm, performed starting from |w(1)|; : : : ; |w(n − 1)| still
works.
˜ ∼= D˜n: Suppose that I = I1 unionsq · · · unionsq Ik is the following decomposition of I : for
2 ≤ r ≤ k − 1, set Ir = [ir ; jr]; 2 ≤ i2 ≤ j2¡ · · ·¡ik−1 ≤ jk−1 = n. Ik contains
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n + 1, so it is either void or it consists only of n + 1 or, 1nally, it is of the form
[ik ; jk ] unionsq {n+ 1}; jk−1¡ik ≤ jk ≤ n. I1 is considered to be empty if 1 ∈ I : otherwise
it is of the form {1} unionsq [i1; j1] 2 ≤ i1 ≤ j1¡i2. Combining the techniques used in the
D, A, B˜ cases it is not di2cult to prove the following:
Proposition 7.
WI = {w ∈ H evenn | −w(2)¡w(1) ≺ w(2)¡ · · ·¡w(h);
w(ir − 1)¡ · · ·¡w(jr); 2 ≤ r ≤ k − 1;
w(n− 1) + w(n)¡ 2n+ 2}:
The 6rst (resp.; third) condition should be taken into account only if 1 ∈ I (resp.;
n+ 1 ∈ I). The symbol ≺ is as in Proposition 3.
The elements wI (1); : : : ; w I (j1) are obtained as in case D, wI (ir − 1); : : : ; w I (jr);
2 ≤ r ≤ k − 1 are obtained as in case A and wI (ik); : : : ; w I (jk) are determined by a
procedure similar to the one described for B˜.
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