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ON REGULARITY FOR MEASURES IN MULTIPLICATIVE FREE
CONVOLUTION SEMIGROUPS
PING ZHONG
Abstract. Given a probability measure µ on the real line, there exists a semigroup
µt with real parameter t > 1 which interpolates the discrete semigroup of measures
µn obtained by iterating its free convolution. It was shown in [2] that it is impossible
that µt have no mass in an interval whose endpoints are atoms. We extend this
result to semigroups related to multiplicative free convolution. The proofs use
subordination results.
1. Introduction
For any two probability measures µ and ν on the real line, we denote their free
convolution by µ⊞ν. In [4] Bercovici and Voiculescu observed that for any compactly
supported measure µ on the real line, one can defined µt for some t > T , where T is
a positive number which depends on µ. The result was extended in [7] by Nica and
Speicher, who constructed a continuous semigroup {µt : t > 1} which interpolates
the discrete semigroup µn defined by
(1.1) µn = µ⊞ µ⊞ · · ·⊞ µ, n = 1, 2, · · ·
Later, in [2] Belinschi and Bercovici used analytic method to give another construction
of µt, they also studied regularity of µt. In particular, they showed that, for any t > 1,
it is impossible that µt have no mass in an interval whose endpoints are atoms (see
[2, Proposition 3.3]).
If µ, ν are probability measures on either the positive real line R+ = [0,∞) or on
the unit circle T, we denote by µ ⊠ ν their free multiplicative convolution. Similar
to additive free convolution, in [3] Belinschi and Bercovici constructed a semigroup
µt with real parameter t > 1, for any measure on the positive real line and for some
measures (see Remark 3.1) on the unit circle. In this article, we use the tools in [3]
to extend this regularity result to multiplicative free convolutions. We also follow the
notations in that paper.
We remark that the same type of results were proved for free convolution of
two nontrivial measures in [6] by Bercovici and Wang. For an introduction to free
convolutions, we refer to the classic book [8].
We prove the regularity result for multiplicative free convolution of measures on
the positive real line in Section 2, and the corresponding result for measures on the
unit circle in Section 3.
1
2. Multiplicative Free Convolution on R+
Let µ be a probability measure on the positive real line which is not a point mass
at zero. We denote Ω = C\[0,+∞), and we define
(2.1) ψµ(z) =
∫
R+
zt
1− zt
dµ(t), z ∈ Ω,
and
(2.2) ηµ(z) =
ψµ(z)
1 + ψµ(z)
, z ∈ Ω.
From the definition above, if µ((a, b)) = 0 for two positive numbers a < b, then ψµ
and ηµ are meromorphic on Ω∪ (1/b, 1/a) and are real valued on (1/b, 1/a). We have
the following result [3, Proposition 2.2]:
Proposition 2.1. Let η : Ω→ C\{0} be an analytic function such that η(z) = η(z)
for all z ∈ Ω. The following two conditions are equivalent.
(1) There exists a probability measure µ 6= δ0 on the [0,+∞) such that η = ηµ.
(2) η(0−) = 0 and arg η(z) ∈ [arg z, π) for all z ∈ C+.
The function Σµ(z) = η
−1
µ (z)/z is well-defined in a neighborhood of some interval
(−α, 0). Given two measures µ and ν on the positive real line, a new measure µ⊠ ν
is defined such that Σµ⊠ν(z) = Σµ(z)Σν(z). The measure µ ⊠ ν is called the free
multiplicative convolution of µ and ν. See [8] for details.
One can define a discrete semigroup µn by µn = µ
⊠n = µ ⊠ µ ⊠ · · · ⊠ µ. The
construction of a semigroup µt with real parameter t > 1 was given in [3]. The
following theorem was proven in that paper.
Theorem 2.1. Let µ 6= δ0 be a probability measure on [0,+∞), and let t > 1 be a
real number.
(i) There exists a probability measure µt 6= δ0 on [0,+∞) such that Σµt(z) = Σµ(z)
t
for z < 0 sufficiently close to zero.
(ii) There exists an analytic function ωt : Ω→ Ω such that ωt((−∞, 0)) ⊂ (−∞, 0),
ωt(0−) = 0, arg ωt(z) ∈ [arg z, π) for all z ∈ C
+, and ηµt(z) = ηµ(ωt(z)) for all
z ∈ Ω.
(iii) The function ωt is given by
(2.3) ωt(z) = ηµt(z)
[
z
ηµt(z)
]1/t
, z ∈ Ω,
where the power is taken to be positive for z < 0.
(iv) The analytic function Φt : Ω→ C\{0} defined by
(2.4) Φt(z) = z
[
z
ηµ(z)
]t−1
, z ∈ Ω,
satisfies Φt(ωt(z)) = z for z ∈ Ω.
The Cauchy transform of µ is defined by
(2.5) Gµ(z) =
∫
dµ(t)
z − t
.
Given α ∈ R, then (z − α)Gµ(z) → µ({α}) as z → α nontangentially to R (cf.
[5]). We say z → α nontangentially to R if z approaches α and |ℑz/(ℜz − α)| is
bounded from below uniformly. By definition of ψµ in the equation (2.1), we have
ψµ(z) = −1 + 1/zGµ(1/z). We can thus obtain the atoms of µ from ηµ(z) by its
connection with the Cauchy transform of µ. A point x ∈ (0,+∞) is an atom for µ if
and only if ηµ(1/x) = 1 and η
′
µ(1/x) = x/µ({x}) is finite, where ηµ(1/x) is the limit of
ηµ(z) when z approaches 1/x from the upper half plane nontangentially and η
′
µ(1/x)
is the limit of (ηµ(z) − ηµ(1/x))/(z − 1/x) when z approaches 1/x nontangentially,
which is the Julia− Carathe´odory derivative of ηµ at 1/x.
We need the following lemma which was presented in the proof of [3, Proposition
5.2],
Lemma 2.1. Given a probability measure µ on the positive real line, and using the
notation in (2.1), ηµt extends to a continuous fucntion C
+\{0} → C. In particular,
ηµt takes finite values on the interval (0,+∞).
Now we state our theorem, whose proof is standard with the help of the above
results.
Theorem 2.2. Consider a probability measure µ 6= δ0 on the positive real line, and
let t > 1. If µt has atoms a < b, then we have µt((a, b)) > 0.
Proof. We argue by contradiction. Suppose µt({a}) > 0, µt({b}) > 0 and µt((a, b)) =
0. Let us first assume that a > 0, in this case ηµt(1/a) = ηµt(1/b) = 1 and ηµt is
defined on (1/b, 1/a), analytic and taking real values. Notice that ηµt(C
+) ⊂ C+,
and ηµt(z) = ηµt(z), we claim that η
′
µt(z) > 0 for z ∈ (1/b, 1/a). Indeed, for any
z ∈ (1/b, 1/a), ηµt(z) is real, thus
η′µt(z) = limy→0
ηµt(z + iy)− ηµt(z)
iy
= lim
y→0
ℜ{
ηµt(z + iy)− ηµt(z)
iy
}
= lim
y→0
ℑηµt(z + iy)
y
≥ 0.
If η′µt(z0) = 0 for some z0 ∈ (1/b, 1/a), then the image under ηµt of a small disk
{w : ℑw > 0, |w − z| < ǫ} contains numbers in C−. Thus, ηµt is increasing on
(1/b, 1/a). By Lemma (2.1), ηµt can not be infinite, we have ηµt ≡ 1 on (1/b, 1/a).
This contradicts to η′µt(z) > 0 on (1/b, 1/a).
Next we consider the case that a = 0. In this case, ηµt(1/b) = 1 and ηµt is defined on
(1/b,+∞), analytic and taking real values. We also have η′µt(z) > 0 for z ∈ (1/b,+∞).
By definition, we can calculate that limz→+∞ ηµt(z) = 1 − 1/µt({0}) < 1. This also
contradicts to the fact that ηµt is increasing and can not be infinite. 
3. Free Multiplicative Convolution on T
Now we consider measures on the unit circle. We denote D = {z : |z| < 1} and
T = {eit|t ∈ [0, 2π)}. We can now define the function ψµ and ηµ on the unit disk.
Observe that
ψµ(z) =
∫
T
zt
1− zt
dµ(t)
=
∫ 2pi
0
z
eit − z
dµ(e−it)
= −
1
2
+
1
2
∫ 2pi
0
eit + z
eit − z
dµ(e−it), z ∈ D.(3.1)
Thus ψµ : D→ C is an analytic function, and ψ(0) = 0, ℜψ(z) ≥ −
1
2
for all z ∈ D.
Let us denote ηµ = ψµ/(1 + ψµ). It follows from the above obeservation that ηµ :
D→ D, ηµ(0) = 0 and |ηµ(z)| ≤ |z|. And it is well known that any analytic function
η : D→ C such that |ηµ(z)| ≤ |z| for all z ∈ D is of the form ηµ for some probability
measure µ on T.
Suppose η′µ(0) = ψ
′
µ(0) =
∫ 2pi
0
eit dµ(eit) 6= 0, so that the inverse η−1µ is defined
in a neighborhood of zero. We denote Σµ(z) = η
−1
µ (z)/z. Given two probability
measures µ and ν on T, their free multiplicative convolution, which is denoted by
µ ⊠ ν, is characterized as in the case of measures on [0,+∞) by Σµ⊠ν = ΣµΣν in a
neighborhood of zero.
Given δa for some a ∈ T, one can easily check that Σδa(z) = 1/a. µ ⊠ δa is a
probability measure on T such that µ ⊠ δa(at) = µ(t) for t ∈ T, i.e. µ ⊠ δa can be
obtained by rotating µ by arg a.
The following theorem was proved in [3] (Theorem 3.5, Theorem 4.4 and Proposi-
tion 5.3).
Theorem 3.1. Given a probability measure µ on T such that
∫
T
ζ dµ(ζ) 6= 0, and the
function ηµ never vanishes on D\{0}. Let t > 1 be a real number.
(i) There exists a probability measure µt on T such that
∫
T
ζ dµt(ζ) 6= 0, and
Σµt(z) = Σµ(z)
t in a neighborhood of zero. Moreover, ηµt never vanishes on
D\{0}.
(ii) There exists an analytic function ωt : D→ D such that |ωt(z)| ≤ |z| and ηµt(z) =
ηµ(ωt(z)) for z ∈ D.
(iii) The function ωt can be calculated as ωt(z) = ηµt(z) [z/ηµt(z)]
1/t, z ∈ D.
(iv) ωt and ηµt can be extended as continuous functions from D to D. Moreover, ωt
is one to one.
(v) If a point ζ ∈ T and ηµt(ζ) = 1, then there is a real number θ such that ζ = e
iθ
and ωt(ζ) = e
iθ/t, i.e. ωt(ζ) is one of the (1/t)-powers of ζ.
Remark 3.1. (1) We need an additional assumption that the function ηµ never
vanishes on D\{0} due to our construction.
(2) We want to clarify that Σµt(0) = limz→0 z/ηµt(z), and the 1/t power in (iii)
above is chosen to be equal to Σµ(0) for z = 0.
(3) The measures µt are only determined up to a rotation by a multiple of 2πt.
By the above theorem and our discussion before, for a ∈ T, we have (δa)t = δat .
If w = µ ⊠ δa, then wt = µt ⊠ δat by choosing wt, µt, a
t appropriately such that
Σwt = ΣµtΣδat .
Let ζ on the unit circle and α > 1, let
Γα(ζ) := {z ∈ D : |z − ζ | < α(1− |z|)}
be a nontangential approach region (Stoltz region). We say z approaches ζ nontan-
gentially if z approaches ζ inside a nontangential approach region. Similar to the
discussion in the previous section, 1/ζ ∈ T is an atom of µ if and only if ηµ(ζ) = 1,
where ηµ(ζ) is the limit of ηµ(z) when z approaches ζ nontangentially. And the
Julia− Carathe´odory derivative η′µ(ζ), which is the limit of (ηµ(z)− ηµ(ζ))/(z − ζ)
when z approaches ζ nontangentially, is finite. In this case, we have ζη′µ(ζ) =
1/µ({1/ζ}).
Theorem 3.2. Let µ be a probability measure on T such that
∫
T
ζ dµ(ζ) 6= 0, and
the function ηµ never vanishes on D\{0}. Let t > 1 be a real number. Consider the
measure µt constructed in ((3.1)), and suppose that α and β are atoms of µt. Then
µt(I) > 0, where I ⊂ T is an open arc with endpoints α and β.
Proof. We observe that for t ≥ 2, µt = µt/2 ⊠ µt/2, the result follows from the fact
that a measure which is of the form µ⊠ µ can have at most one atom. This fact is a
direct consequence of [1, Theorem 3.1]. Therefore, we only need to consider the case
when 1 < t < 2. Suppose there exist two numbers α, β in T such that µt({α}) > 0,
µt({β}) > 0 and µt(I) = 0. To obtain a contradiction, we study the increment of
argument of the functions ωt and ηµt [z/ηµt ]
1/t when z goes from 1/α to 1/β.
We denote I = {1/ζ |ζ ∈ I}. Let us assume 1/α = eiθ1 and 1/β = eiθ2 . Replacing µt
by (µ⊠δa)t for some appropriate a if necessary, we may assume that 0 < θ1 < θ2 < 2π
and I = {eit : θ1 ≤ t ≤ θ2}.
Since µt(I) = 0, ηµt is analytic on I. Moreover, |ηµt(z)| = 1 for any z ∈ I. By the
definition of ηµt , one can easily check that ηµt(D) ⊂ D and ηµt(C\D) ⊂ C\D. We claim
that arg ηµt(z) is monotonic in I. To see this, let us choose a conformal map f from
D to C+ which transforms I to an interval J ⊂ R. Denote η(z) = f ◦ ηµt ◦ f
−1, then
η(C+) ⊂ C+, and η(J) ⊂ R. By the proof of Theorem 2.2, η′(z) > 0 for z ∈ J . This
implies that arg ηµt(z) is increasing on I. More precisely, choose a continuous function
g : [θ1, θ2] → R such that ηµt(e
iθ) = exp(ig(θ)) (θ1 ≤ θ ≤ θ2). Then, g is increasing.
Similarly, we choose h : [θ1, θ2] → R, such that ωt(e
iθ) = exp(ih(θ)) (θ1 ≤ θ ≤ θ2).
Then h is also increasing.
Notice that α, β are atoms of µt, we have ηµt(1/α) = ηµt(1/β) = 1. µt(I) = 0, by
the formula (3.1), ψµt is finite on I, therefore ηµt(I) ⊆ T\{1}. It implies that the
increment of argument of ηµt is 2π when z goes from 1/α to 1/β.
By Theorem (3.1)(v), ωt(1/α)(resp. ωt(1/β)) is a (1/t)-power of 1/α (resp.1/β),
there exist two integers ki(i = 1, 2) such that h(θi) = 1/t(θi + 2kiπ)(i = 1, 2). We
obtain that
(3.2) h(θ2)− h(θ1) = 1/t(θ2 − θ1) + 1/t(2(k2 − k1)π).
Also, there exists an integer k such that(
eiθ
ηµt(e
iθ)
)1/t
= exp
(
1/t(iθ − g(θ) + 2kπ)
)
.
By the choices of g and h, the above equation and ωt = ηµt [z/ηµt ]
1/t, we have
h(θ2)− h(θ1) = (g(θ2)− g(θ1)) + 1/t[(θ2 − θ1)− (g(θ2)− g(θ1))]
= (1− 1/t)(g(θ2)− g(θ1)) + 1/t(θ2 − θ1)
= (1− 1/t)(2π) + 1/t(θ2 − θ1).(3.3)
We compare the equation (3.2) with the equation (3.3), and deduce that t must be
an integer. However, this is not true, since 1 < t < 2. 
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