The use of superconducting films in the Meissner state reduces the level of noise in micro-and nanochips. Here we present a numerical scheme for computing the Meissner transport current distribution in superconducting films of arbitrary shape, including multiply connected films. The scheme is used for simulating a 3D magnetic trap for cold atoms. Our algorithm is easily generalized for computing the Meissner-London distribution of transport current.
Introduction
Superconducting thin films are used in fault current limiters, superconducting quantum interference devices (SQUIDs), bolometers, A/D and D/A converters, etc (see [1] and the references therein). Recently, much interest has been attracted to the development of atom chips [2] [3] [4] [5] [6] [7] [8] [9] in which thin superconducting films generate magnetic field traps for cold atoms, e.g. 87 Rb at micro-kelvin temperatures [10, 11] . Such chips are regarded a powerful tool for generating BoseEinstein condensates and subsequent coherent manipulation of the quantum state of trapped atoms. Atomic interferometry and quantum gate implementation are potentially important applications of the atomic traps; the traps also enable researchers to carry out fundamental studies of atomsurface interactions, e.g. the Casimir-Polder force and spin decoherence of atoms near dielectric bodies, to probe local irregularities of magnetic and electric fields near conductive films using trapped atoms, etc (see [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] and the references therein).
An advantage of using superconductors is in the huge reduction of noise: according to estimates [5] , the noise in an atom chip based on superconducting wires or films in the mixed state is about two orders lower than if the wires are in the normal state [12] . The remaining noise is then produced mainly by vortex motion in a superconductor and, as was shown experimentally, keeping the superconductor in the vortex-less Meissner state leads to a further two orders of magnitude decrease of noise [13] [14] [15] .
Magnetic fields, generated in such micro-and nanodevices, are determined by the current distribution in superconducting films. Analytically, the distribution of screening current was found (both for the Meissner and mixed states) only for simple film geometries, like an infinitely long strip, disc or ring [16] [17] [18] . For films of arbitrary shape several numerical algorithms have been proposed for the mixed state (see, e.g., [19, 20] ) and also for the Meissner state [21] . The films in these works were assumed isolated and only the eddy currents induced by external magnetic field variations have been simulated; the only exception is the analytical solution for transport current in a straight infinitely long strip [16, 17] . Approximately, under the assumption that the field induced by the current leads can be neglected, the transport current has also been accounted for in [22, 23] . However, no general numerical algorithm for thin film problems with transport current, typical of many superconductivity experiments and applications, has been proposed yet even for films in the ideal Meissner state considered in our work.
An outline of this paper is as follows. We describe the mathematical model (section 2) and the finite element approximation employed (section 3), present numerical examples (section 4) and, finally, simulate the magnetic field in a magnetic trap built upon a Z-shaped superconducting film (section 5). 
Mathematical model
Let a given transport current I be supplied to a superconducting film of arbitrary shape via two semi-infinite superconducting strip leads, see figure 1 . We assume the film and strip thickness, d, is small compared to the width of each strip and to the characteristic size of the film midsection, lying in the plane z = 0. Hence, see [17] , we can replace the real current distribution j by distribution of the sheet current
. The superconductors are supposed to be in the ideal Meissner state, which means the magnetic field is completely expelled from their interior.
Our further assumptions are that, at least sufficiently far from the film, (i) these strips are also far from each other and (ii) at z = 0, the normal-to-strip component of the known applied external field is close to uniform: H ext,z (x) ≈ H 0 . Hence, far from the film, the Meissner distribution of current in these strips is close to the analytical solution [16] : the current has only one component (along the strip) and is determined as
where the axes ζ, η are across and along the strip, respectively (figure 1), and w is half of the strip width. This allows us to limit our consideration only to a finite 2D domain which contains the film and a sufficiently long part of each strip. The magnetic fields H e1,z (x) and H e2,z (x) produced in domain by the two cutoff semi-infinite strips (dashed lines in figure 1 ) are calculated and added to the given external field:
Using the Biot-Savart law we obtain the following presentation for the field of the semi-infinite strip
Note that for any η > 0 and ζ close to ζ we have
Hence, the only singularity in (2) is the integrable singularity of J η (ζ ) at ζ = ±w. The field H ei,z (ζ, η) quickly decreases with the distance from the strip end and, at a distance of several strip widths, becomes negligibly small ( figure 2(a) ). For simplicity, we assume at first the domain is simply connected. The boundary of domain contains the cuts of two strip contacts, a-b and a -b , where we set, using (1), the normal component J n of sheet current density J as J n = −J η and J n = +J η , respectively; on the rest of the boundary J n = 0.
At a point x on the plane z = 0 the sheet current J induces the magnetic field normal to this plane:
and, in the ideal Meissner state, everywhere in :
Since current density satisfies ∇ · J = 0 in , it is possible to introduce a stream function g such that
and, thereby,
are the usual 2D divergence and curl operators, respectively, and τ is the counter-clockwise length parameterization of . The boundary condition makes sense because J n dτ = 0; see [22, 23] for a discussion on the properties of the stream function. Substituting (5) into (3), we can rewrite (4) as the following integral equation for the stream function:
Equation (6) and the boundary condition ∂ τ g = J n determine the stream function up to an additive constant. To fix this constant, let us set g(x 0 ) = 0 at some point x 0 on , define (x) = (x 0 ,x) J n dτ for any x on and rewrite the boundary condition as g| = .
Below we set g = 0 on the part a-a of the boundary , hence g = I on the part b-b , and, integrating J η in ζ , obtain values of g also on the parts a-b and a -b of .
The ideal Meissner state model is inappropriate if the film thickness d is less than the London penetration depth λ. In such a case equation (4) should be replaced by the equation [22, 23] ). Although in this paper we limit our consideration to the ideal Meissner case = 0, taking the Laplacian term into account in equation (6) is straightforward and would involve only a minor modification of our numerical algorithm. We note also that the analytical solution (1), describing the current density in strips far away from the film, can be replaced by any other known distribution, e.g. if the strips are close to each other, so their inter-influence is significant.
The formulation (6) and (7) should be modified also if the film contains several holes k , k = 1, . . . , K . We are still able to use the stream function satisfying (6) and also the condition (7) on the outer domain boundary , which is the boundary of (
On the boundary k of each hole k (the inner boundaries of ) the normal component of current density, J n , is zero, so the stream function should be constant:
By the Faraday law
and, since the tangential component of the electric field on the boundary of a superconductor is zero, the integral i (H e + H i ) dx must be a time-independent constant. In our examples below we assume that, initially, the magnetic field is zero, so additional equations, needed to determine K constants c k in (8), can be written as
for k = 1, . . . , K .
Finite element approximation
Let T be a partition of domain into triangular finite elements σ ∈ T and N be the set of nodes (element vertices). We seek an approximation to the stream function as a linear combination of piecewise linear basis functions, g(x) = i∈N g i ϕ i (x), where ϕ i is continuous, linear on each finite element, equal to 1 at the node i , and zero at all other nodes. The set of nodes N can be presented as N N (
where N denotes the set of all nodes inside the domain , N is the set of all nodes on the boundary and N k are the sets of nodes on the hole boundaries k . Multiplying equation (6) by ϕ j , j ∈ N , and integrating, we obtain linear algebraic equations:
Since ϕ j is zero on the boundary of , making use of the Green formula yields
where b j = H e ϕ j dx and A i j = 1 4π
Note that by (7) g i is known for every i ∈ N . Furthermore, by (8) , for each i ∈ N k , g i is equal to the same unknown constant c k . Taking this into account, we rewrite 
equation (10) as
where i is the value of at the boundary node i ∈ N . In a similar way, using (7)- (9) we derive i∈N
Since gradients of the basis functions are constant on each finite element, assembling the matrix {A i j } is based on the approximation of integrals
for each pair of finite elements σ m , σ n ∈ T and, to assemble {Â i j }, the integrals
have to be calculated for all σ m ∈ T , j = 1, . . . , K . Some of these integrals are singular or weakly singular and, although many approaches exist, their accurate calculation remains non-trivial. The integration procedures employed in our computations are described in the appendix. We note that the matrix of the linear algebraic system (11) and (12) is full and, using a personal computer, we were unable to perform computations on finite element meshes with more than about 5000 nodes due to the memory limitation. Implementation of the fast multipole method or a similar approach would significantly complicate our simple algorithm but can remove this constraint and make the scheme more efficient.
Solution of model problems
Since modeling Meissner's state for thin films in an external magnetic field has already been performed, see [21] [22] [23] , in the examples below we consider only the case of transport current and assume the external field H ext,z is zero. Of course, in the general case, the solution is the sum of solutions to problems with I = 0, H ext,z = 0 and I = 0, H ext,z = 0.
As a test for our computations, we cut the infinitely
and compare the computed current density in this domain to the analytical solution (1) for the infinite strip with H 0 = 0 (the red line in figure 2(b) ). The approximate current density J in our scheme is constant inside each finite element; its values are related to the centers of elements and shown on the same plot as black dots; the approximation is satisfactory.
In this and other simulations below, the finite element mesh contained about 10 000 elements and slightly more than 5000 nodes; the mesh was refined near the domain boundary to better approximate singular current density distributions typical of the Meissner state in thin films.
Computing current density distribution in multiply connected superconducting films is needed for films with natural or artificially created defects [24, 25] , SQUIDs [22, 23] , some types of atom chips [26] , etc. As an example, we present the calculated current density in a film with one hole ( figure 3) . Here the length of the remaining strip parts was 7w. This is enough, since our calculation shows that the current distribution is close to the distribution in an infinitely long strip at a distance 5w from the film.
Magnetic trap simulation
In the adiabatic approximation, trapping of cold atoms occurs in the vicinity of the minimum of the magnetic field modulus, the magnetic potential H = | H |, see [11] . Here we consider a magnetic trap based on a Z-shaped superconducting thin film in the Meissner state ( figure 4) ; films of such a shape have been used for atom trapping in [2, 27] . For this design, the minimum of the magnetic field modulus, H = 0, at a chosen trap height z = z t , is achieved by applying an external bias field H b1 parallel to the x 1 axis. This field is directed opposite to the current-induced field and cancels it at the chosen height. The zero value of H anywhere in the trap is, however, undesirable because of the Majorana instability. Hence, a small bias field H b2 , parallel to the x 2 axis, is additionally applied [10, 11] . The influence of the parallel-to-film bias fields on the sheet current can be neglected and, since H ext,z = 0, the current distribution remains determined by the transport current alone.
Typically, the strips A and D in experiments are at least 100w long and part C is about 40w or longer [10, 11] . At a distance of several strip widths from the film corners the current density is well described by the analytical solution for an infinite strip and, due to problem symmetry, it is sufficient to find the current density near one of the two strip corners. In our simulations the computational domain (shown as the gray region in figure 4 ) contained 10w-long parts of strips A and C near corner 1. It has been found that 'rounding' the film corner (see figure 5 ) weakens the singularity of the current density and is, therefore, desirable. Computed current density (figure 5) is the strongest near the inner side of the angle, becomes much smaller near its outer side and converges to the analytical solution [16, 17] as the distance from the corner increases.
Substituting J = ∇ × g into the Biot-Savart law, we find the induced magnetic field at a point r = (x, z):
where r = (x , 0). For our piecewise linear approximation of the stream function g, this field calculation boils down to computing the integrals of functions 1/|r −r | 3 , (x 1 − x 1 )/|r − r | 3 and (x 2 − x 2 )/|r − r | 3 over each finite element (see the appendix).
The ability of a magnetic trap to hold cold atoms depends mainly on the atom temperature and the trap depth, i.e. the depth of the magnetic potential well (see [10, 11] ). Three level surfaces of the potential, H − H b2 , built for the calculated induced magnetic field, are shown in figure 6 (the bias field H b1 is such that the trap axis is at the height w above the film). As an example, let us consider a micro-chip based on a thin niobium strip of width 2w = 10 μm (see [6] ). The applied transport current, 20 mA, is much less than the critical value, about 0.45 A at 4.2 K (this guarantees the Meissner state of the strip). The isopotential surfaces presented in figure 6 correspond then to the potential values of 0.76 G (green), 1.16 G (red) and 1.56 G (yellow). Such potentials are sufficient to hold 87 Rb atoms up to the atom temperatures of about 13, 19 and 25 μK, respectively (the atom temperature of 1 μK requires a potential well depth of 0.06 G for reliable trapping [6] ). Since typical atom temperatures in experiments are several micro-kelvins [6, 10, 11] , our simulation confirms the ability of atom chips, based on thin Z-shaped superconducting films in the Meissner state, to trap cold atoms of a sufficiently wide temperature range. 
Conclusion
A numerical method for computing the Meissner current density distribution in a thin superconducting film of arbitrary shape has been presented. Unlike the previous schemes, this method is applicable to problems with transport current. Simulation results were presented for simply and multiply connected superconducting films; we also modeled a 3D magnetic trap for cold atoms. The method can be easily adapted to the Meissner-London model, appropriate if the film thickness is of the order of or less than the London penetration depth.
