I. INTRODUCTION
O PTICAL code division multiple access (OCDMA) systems have been proven to be very helpful in combining the unlimited bandwidth of fibre with flexibility of code division multiple access (CDMA) technique to achieve high-capacity transmission. Currently, there are different types of OCDMA systems including wavelength-hopping coding OCDMA, spectral phase coding OCDMA, time-spreading coding OCDMA and spectral amplitude coding (SAC) OCDMA systems. However, among them, SAC-OCDMA system has been proven to be very promising [1] as by employing an appropriate code families and detection scheme [2] , [3] it can significantly reduce the negative effect caused by the multi-access interference and the receiver shot, dark current and thermal noise sources [4] .
However, in a SAC-OCDMA system, phase intensity induced noise (PIIN) which originates from the incoherency of the broadband light sources [5] severely affects the system bit error rate (BER). This limits the number of active users that a SAC-OCDMA system can support. In order to reduce the BER and increase the number of active users, PIIN and receiver F. Shi is currently with the Electrical Engineering Division, Engineering Department, University of Cambridge, Cambridge CB3 0FA, U.K (e-mail: fs431@cam.ac.uk).
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Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org Digital Object Identifier 10.1109/JLT.2016.2586527 noise sources must be suppressed. Due to the system implementation of both 2-D and 3-D codes are complex (i.e. need more star couplers, FBGs and additional switches as discussed in [6] - [9] ), most researchers are focusing on 1-D code is because of its simplicity of its code structure, implementation and cost effectiveness. A number of 1-D codes have been reported in the literature including the maximal-length sequence (Msequence) codes [10] , Walsh-Hadamard codes [10] , balanced incomplete block design codes [11] and zero cross correlation (ZCC) code [12] . In [13] , modified double weight (MDW) code with ideal in-phase cross correlation (IPCC) has been proposed which performs better than Hadamard code with easy and efficient code construction. In [14] , random diagonal (RD) code with zero cross correlation at data segment has been proposed to reduce the PIIN. Meanwhile, the proposed new spectral direct detection technique in [14] utilizing RD code considerably improves the system performance as compared with the conventional SAC complementary subtraction technique [14] . In addition, two codes referred to as the modified quadratic congruence (MQC) code and the modified frequency hopping (MFH) code were proposed in [15] , both of them outperform the Hadamard code, in particular MQC code that supports p 2 cardinalities with code weight and length of (p + 1) and (p 2 + p), respectively, where p is a prime number. The MQC was widely regarded as a standard code among the other existing 1-D codes in Optical CDMA systems. Although, both MQC and MFH code have improved the SAC-OCDMA system performance (i.e. bit error rate) however, it can be further improved by changing the structure of these codes. As for the system implementation, recently a few experimental research papers are reported [16] , which is a great indication that practical implementation of OCDMA networks will happen in near future.
In this paper, we have introduced, for SAC-OCDMA system, two new codes namely (i) partitioned diagonal code (PDC) which is based on modified RD code and (ii) partitioned modified quadratic congruence code (PMQCC). The performances of these new codes have been analysed and compared with MQC codes as MQC code is designed to have good periodic auto/cross correlation properties and effective bandwidth use [17] . Meanwhile, to make the results more comparable, a specific prime number is chosen to let MQC codes have as close as possible code length with that of PMQCC.
The rest of this paper is organised as follows. In Section II, constructions of both PDC and PMQCC are explained. The new codes evaluation and comparisons are explained in Section III. In Section IV, the performance analysis of SAC-OCDMA system employing PDC and PMQCC as well as comparisons between these two new codes and MQC code are presented. Finally, the conclusion is given in Section V.
II. CONSTRUCTION OF PROPOSED NEW CODES

A. Construction of PDC
Due to the nature of signaling limitation, in the SAC-OCDMA system, the code sequence consists of unipolar (0, 1) sequences. In this paper, we denote a code by (N, w, λ) where N is the code length, w is the code weight and λ is the IPCC, λ = N i=1 x i y i of two different code sequences X = (x 1 , x 2 , . . . , x N ) and Y = (y 1 , y 2 , . . . , y N ). We also define λ = 1 as the ideal IPCC. In this code construction, the code sequences consist of binary number instead of integer number.
Let us first have a quick review of the RD code. Details regarding the construction of this code can be found in [14] . RD code is constructed by combining data and code segments together. Let us denote 'K' as the number of users. We define the data segment [Y 1 ] as the anti-diagonal matrix (K × K) which has zero IPCC. For example, when K = 3, Y 1 can be expressed as: PDC family is constructed base on the RD code. We remove the code segment matrix of RD code and use several diminishing matrixes instead. Geometric method is used here to construct the PDC. To increase the code weight, another similar data segment was added into the matrix. The PDC is constructed by using the following 11 steps.
Step-1: define an odd integer number S and set up a diagonal matrix
where in here S is the number of users when partitioned number equals to 1. For example, for S = 5 we have:
Step-2:
the anti-diagonal matrix so for S = 5 we have: As the above matrix shows the positions of all ones form a 'V' shape and also elements of [V 4 ] are symmetric with respect to the last column of matrix [Y 4 ].
Step-3: decrease the odd integer number S by 2 (S = S − 2) until S = 3 and repeat the steps 1 and 2. For example when S = 5 we have:
Step-4: define an upper matrix The matrix [U ] clearly shows that the IPCC between any two code sequences is zero.
Step Step-6: create an anti-diagonal matrix [I S −2 ] and then decrease S by two units. For example when S = 5 we have:
The new S value would be 3 and we define matrix
Step-7: repeat step-6 until the new S = 1). Hence, in this example, we have following two matrices:
Step - Step-9: form the following two new matrices
where each has S rows (i.e. the same as the number of users without partitioned) and S(S − 1)/2 column (i.e. which is the same as the code length).
Step-10: the two new matrices define in step-9 have the same number of columns and rows so by completely overlapping shows the IPCC between any two code sequences is exactly equal to 1 and the code weight of RD code is equal to (S − 1).
Step-11: in order to increase the number of active user, partitioned technique is introduced here. Let us define M as a positive partitioned number. The final PDC sequences can be obtained from the following matrix:
[
represents the zero binary matrix. As the PDC construction shows, both the total number of users and the code length have increased to MS and MS(S − 1)/2 respectively, after partitioned number is introduced. It should be noted that when the partition number M = 1 the in-phase CC is 1 however, when M = 1, the in-phase CC is either 0 or 1. In this case, we use average in-phase CC which is defined as the ratio of the total collisions between any two codes and the total combinations between any two codes. That is:
Finally, the PDC can be denoted as (MS(S − 1)/2, (S − 1),λ). Table I below shows an example of PDC when M = 1 and S = 7 where K is the total number of users (which equals to M × S) and k is the k th user. The in-phase CC in this example is exactly 1.
B. Construction of PMQCC
In the following first we review briefly the construction of the modified quadratic congruence (MQC) code which is based on the quadratic congruence (QC) code that has been proposed in [18] . MQC code can be simply generated by constructing a sequence of integer numbers y 2 cardinalities with weight of (p + 1) and length of (p 2 + p), where p > 2 is a prime number. One important property of MQC code is that the IPCC between any two code sequences is equal to 1 which is called ideal IPCC. Table II shows an example of MQC code for the prime number p = 5 and
The construction of partitioned MQC code can be divided into two stages. In the first stage, a block of code sequences B p is constructed, which will be used to construct PMQCC families in the second stage.
Step 1: construction of block codes (B p ).
We first construct a sequence of integer numbers y d,α,β (t) for a given prime number p over a finite field GF (p), where p > 2. The formula can be expressed as follows:
where From the above example, we can easily see that, for a given value of t in each group where α is fixed we obtain different values for y(t). We define the group which has the same α as B p,α , Step-2 that the mapping method is introduced we show that B p,α code sequences are orthogonal to each other (i.e. their inphase CC is 0). However, the in-phase CC for any code pair from different groups is 1.
Step 2: construction of the binary code sequences B p . Next, we introduce the mapping method, which is used to translate the integer sequences y d,α,β (t) into the binary code sequences, S d,α,β (i). This process can be done by using following expression:
where i = 0, 1, 2, . . . , p 2 − 1 and t = i/p The symbol i/p denotes the largest integer value less than or equal to (i/p). By applying mapping method to B p , we can get following binary code sequences. Table IV shows an example of this binary code sequences for prime number p = 3 and d = 1.
Step 3: construction of partitioned codes (B p 2 ) and mapping method.
Chose a prime number p 2 ≤ p and repeat Step 1 to obtain B p 2 which has the same code construction as B p . This will be used to construct integer partitioned MQC code sequences P d 2 ,α 2 ,β 2 . Also, the mapping method of partitioned code is expressed 
where
,t = j/p 2 and y 2 d,α,β (t) represents the sequence which is constructed by using the prime number p 2 . The null in the above formula represents '0' binary (not integer 0) and this null matrix has the same dimension as B p,α , which is p x p. Let us define matrix [n] ≡ [null], the integer 'n' represents "null" and it will be clear in the following examples when p = p 2 = 3, 'n' maps into '000' whereas '0' maps into '100'. Table V ).
Following
Step-2 we can obtain the binary code sequences of B p,α and substitute it in Table V to construct the final partitioned MQC code which is shown in the following Table VI. Once parameters α, α 2 , β and β 2 are known, the k th user's code can be obtained by using Eqs. (1) to (3). In short, given prime numbers p and p2 then based on the properties of the code explained earlier we can obtain parameters α, α 2 , β and β 2 as:
where the term k/p 2 p represents the smallest integer larger or equal to (k/p 2 p) and MOD is a function where we can get the remainder of (k/p). For example for k = 7, p = 3 and 1 0 1 1 n n n n n n n n n 0 1 1 n n n n n n 0 1 1 n n n 2 1 2 2 n n n n n n n n n 1 2 2 n n n n n n 1 2 2 n n n 3 2 0 0 n n n n n n n n n 2 0 0 n n n n n n 2 0 0 n n n 4 n n n 0 1 1 n n n n n n n n n 0 1 1 n n n n n n 0 1 1 5 n n n 1 2 2 n n n n n n n n n 1 2 2 n n n n n n 1 2 2 6 n n n 2 0 0 n n n n n n n n n 2 0 0 n n n n n n 2 0 0 7 n n n n n n 0 1 1 0 1 1 n n n n n n 0 1 1 n n n n n n 8 n n n n n n 1 2 2 1 2 2 n n n n n n 1 2 2 n n n n n n 9 n n n n n n 2 0 0 2 0 0 n n n n n n 2 0 0 n n n n n n . 1 0 1 n n n n n n n n n n n n 1 0 1 1 0 1 n n n n n n 26 2 1 2 n n n n n n n n n n n n 2 1 2 2 1 2 n n n n n n 27 0 2 0 n n n n n n n n n n n n 0 2 0 0 2 0 n n n n n n p2 = 3 from the above formulae we get α = α 2 = 0, β 2 = 2 and β = 0.
In Table VI each integer number (i.e. 0 or 1 or 2 or n) represents a 3 bits' binary code sequence and since in this example, p 2 = 3 and p = 3 hence, the total length of each user is p 2 2 × p 2 = 81 and the code weight is 9. Since the in-phase CC between any two codes in a group (i.e. for a given B p,α ) is 0 we can determine the average inphase CC. The total combinations between any two codes is ( p 2 2 p 2 ) and the total collisions between any two code se-
. Hence, the average in-phase
) . Finally, the partitioned code
III. CODE EVALUATION AND COMPARISON
Comparison between Hadamard, Prime codes, ZCC, MDW, RD, MQC, PDC and PMQCC in terms of code length and code weight for supporting same number of users is shown in Table VII . Apart from code length and code weight, IPCC is also an important factor which severely affects the system performance. Details will be discussed in later sections.
A. Performance Analysis of PDC
PDC can be denoted as (MS(S
) and its code properties can be expressed as:
where C l (i) and C k (i) represent the binary numbers of the i th and k th users in the i position, respectively. Where C l (i), C k (i) and C l (i) denote the binary numbers of the i th and k th users in the i position, and complement binary numbers of i th user in i position, respectively. In the following analysis for simplicity we assume (i) the light source is un-polarized and its spectrum amplitude is flat, (ii) the amplitude of each power spectral width is constant, (iii) the received power is identical and (iv) the user is synchronized. It should be noted that asynchronous system can also be used however, in this paper we have employed synchronous system to simplify the analysis. The variance of photocurrent can be expressed as [15] 
where PIIN denotes the phase induced intensity noise, e is the electron charge; I is the average photocurrent; B is the noiseequivalent electrical bandwidth; τ c is the coherence time of source, which can be calculated as
[5], G(f ) represents the single sideband power spectral density (PSD); T n is the absolute receiver noise temperature; K b is the Boltzmann's constant and R L is the receiver load resistor. Based on the above mentioned assumptions, the received optical signals r(v) can be expressed as [20] :
where f is the optical source frequency, K is the number of active users less than or equal to M × S, P sr is the received signal power, d k is the data bit of the k th the user, u is the unit step function, f 0 is the central optical frequency, Δf is the optical source bandwidth in Hertz and N is the length of code. Therefore, the received signal PSD at the receivers PD-1 and Fig. 1 . Receiver block diagram of a spectral-amplitude coding optical CDMA system [20] . Where A(v) is the spectral distribution of a pulse when data bit "1" is sent and A(v) is the spectral distribution of a pulse when data bit "0" is sent. The term 1/P is the coefficient of the attenuator.
PD-2 (see Fig. 1 ) for the first receiver during one bit period can be expressed as [20] :
) is the coefficient of the amplifier in the complement path of the balance detection as shown in see Fig. 1 . The photocurrent can be obtained as:
where is the responsivity of the photodetector. We have: Fig. 2 . Power Spectral density of the received signal r(f ) in [19] .
In order to calculate
, we need to know the spectra density function of the received superimposed signal. An example of PSD of the received signal denoted by G (v) is given in Fig. 2 where α(i) is the amplitude of i th spectral slot with width of (ΔV /N) [19] . Hence, the integral of G 2 (v) can be expressed as:
Also, the integral of G 2 1 (ν) and G 2 2 (ν) can be calculated as follow:
When all the users are transmitting bit 1 we have:
By substituting the code properties given in Eqs. (4a) and (4b) into Eqs. (13) and (14), respectively, the noise power can be written as:
As for shot noise, it can be expressed as:
shot noise = 2eB (I 1 + I 2 ) = 2eB
Finally, the thermal noise can be calculated as:
The probability of each user sending bit 1 is 50%, thus, the above equations need to be multiply by 0.5 that is:
and
Finally, the average signal to noise ratio (SNR) due to PIIN, shot noise and thermal noise has been derived as below:
(22) Then, bit error rate can be calculated as:
where erf c
In an optical CDMA system, the pulse overlapping often occurs especially when active user number is large. Thus according to the central limit theorem it is reasonable to use Gaussian approximation here.
B. Performance Analysis of Partitioned Modified Quadratic Congruence Code
As for PMQCC family, the code can be denoted as
) and the code properties are given below:
(24a) Hence:
Similarly, the PSD and photo current can be expressed as:
where K is the number of active users less than or equal to p 2 p 2 and the other parameters remain the same as shown in Equation-6.
Next, the integral of G 2 1 (ν) and G 2 2 (ν) are given below:
Substituting equation (24a) and equation (24b) into the equation (28) and equation (27), respectively. We can get:
Also, the shot noise, signal current density, SNR and BER can be obtained from the following expressions: 
IV. PERFORMANCE ANALYSIS OF PDC AND PMQC
We have employed the SAC-OCDMA system based on balance detection and explored performances of both PDC and PMQCC as compared with MQC code using the parameter listed in Table VIII . In our simulations we have assumed that the received signal power is P sr = −10 dBm. Fig. 3 shows the simulation results of both PDC and MQC codes. The noise floor (i.e. BER = 10 −9 ) is also shown. The results clearly show that MQC cannot support more than 160 active users, because its BER becomes more than the noise floor level whereas, the new PDC can support well above 160 active users with BER much lower than the noise floor level. It should be noted that the code lengths of these two codes are almost the same.
Since SAC employs spectral and amplitude to encode/ decode the data bit thus this system is suitable for both synchronous and asynchronous transmissions. Detail performance of asynchronous system can be found in [21] . In this paper, we have focused on synchronous system and only need to consider the value of auto/cross-correlation at each synchronized time. Fig. 4 shows the simulation results of the transmitting data stream (10101) by two different users s 1 and s 2 when employing PDC. Both s1 and s2 are shown in bold in Table I . From  Fig. 4 , the maximum auto and cross correlations are, respectively, 6 and 3. Also, at each synchronized time T, the peak value of the auto correlation is exactly equal to the code weight (7-1 = 6) and the peak value of cross correlation is equal to 1 because M = 1 and λ = M × ( S 2 )/( MS 2 ) = 1.
The performance analysis of PMQCC as compared with MQC code is shown in the Fig. 5 . The results clearly show that MQC code can only support 110 active users whereas PMQCC can support more than 125 active users. Hence, by applying partition and iteration method we can improve the MQC performance.
Similarly, the auto and cross correlations of PMQCC are shown in the Fig. 6 where s 1 and s 25 are the 1st and 25th users' codes (see Table VI ) used to encode the data stream (10101). The results show that the maximum values of AC and CC are 9 and 3, respectively. Moreover, AC reaches its peak value at each synchronized time T whereas CC value remains 1. Consequently, in a synchronous system PDC performance is much better (i.e. has a very low BER). 
V. CONCLUSION
Two new codes hereby referred to as 'PDC' and 'PMQCC' are introduced for the SAC-OCDMA system. Their properties are explored and compared with MQC code family. The performance analysis shows that both codes can improve the SAC-OCDMA system performance (both offer higher number of simultaneous active user). Because, the length of PDC is larger than that of MQC code. We have introduced partition method to reduce the code length and also increase the total number of simultaneous users. As for the PMQCC, partition method is also employed to increase the total number of simultaneous users.
The simulation results show that each of the two proposed new codes has better BER performance as compared with MQC and hence accommodate 11% (PDC) and 13% (PMQCC) more simultaneous users.
