ABSTRACT Interest is an important concept in psychology and pedagogy and is widely studied in many fields. Especially in recent years, the widespread use of many interest-based recommendation systems has greatly promoted research on interest modeling and mining on social networks. However, the existing studies have rarely tried to explore the relationships among interests and their application value, and most similar studies analyze user behavior data. In this paper, we propose and verify two hypotheses about the interests of social network users. We then use association rules to mine users' interests from LinkedIn users' profiles. Finally, based on the interest association rules and user interest distribution on Twitter, we design an approach to mine interests for Twitter users and conduct two experiments to systematically demonstrate the approach's effectiveness. According to our research, we found that there are a large number of association rules between human interests. These rules play a considerable role in our method of interest mining. Our research work not only provides new ideas for interest mining but also reveals the internal relationship between interest and its application value. The research work has certain theoretical and practical value.
I. INTRODUCTION
Interests and hobbies refer to individuals' psychological tendencies to desire to know and master something and often participate in such activities or refer to individuals having a cognitive tendency of actively exploring something. In contemporary psychology of interest [1] , the term is used as a general concept that may encompass other more specific psychological terms, such as curiosity and to a much lesser degree surprise. [2] In fact, interests have an important influence on personality formation, mental health, education, and career development. They are very important concepts in psychology and pedagogy.
Since the 1980s, scholars have carried out abundant research on interests. In pedagogy, the relationship between interest and teaching is a crucial issue in teaching research and is also an everlasting topic that is always
The associate editor coordinating the review of this manuscript and approving it for publication was Pasquale De Meo. under exploration. For example, Renninger et al. [3] systematically discussed the role of interest in learning and personal development. Hidi and Renninger [4] illustrated the process of interest cultivation. Harackiewicz et al. [5] believe that interest is constructive to academics and that raising interest helps students gain a more proactive learning experience. In psychology, many studies have shown that interest plays a significant role in personality formation and career development, as well as in individual mental health. For example, Sadler et al. [6] studied the changes in students' interests in different periods.
In recent years, with the continuous growth of Internet users and social network applications, the interest-based recommendation systems have been widely used in practice. As a matter of fact, recommending personalized products and information based on user interests and preferences has become a very effective method for product sales and information services. Thus, interest modeling and mining for Internet users and other related research have been gradually carried out. For example, Elmongui et al. [7] , Qian et al. [8] , Eirinaki et al. [9] , and Jiang et al. [10] each proposed a recommendation service method based on user interests. Huang et al. [11] , Bhattacharya et al. [12] , Zarrinkalam et al. [13] , [14] , and Li et al. [15] focused on interest modeling for Internet users for different goals and tasks. Moreover, Kapanipathi et al. [16] , Xu et al. [17] , and Piao and Breslin [18] focused on Interest mining for Internet users based on access logs, microblog/blog accessing, and content and behavior of browsing, respectively. These studies further extend the areas of interest in research, development, and application.
Although research on interests is very extensive, the existing research rarely tries to explore the relationships among interests and their application value based on big data. To address the issue and in combination with the requirements of interest mining for Internet users, we preprocessed the data of LinkedIn and Twitter and at the same time made assumptions and verified their distribution. We then designed a series of methods to mine users' real interests, including obtaining interest relevance and calculating users' sensitivity to interest. Our research work shows there exist many association rules between human interests, which can truly play a very good role in interest mining in our approach. Our contributions in this paper are as follows.
• Based on tens of thousands of profiles with interests from LinkedIn, we analyze the distribution of human interests to mine 210 high frequency interests.
• We analyzed the correlation of interests and then study the association rules among the interests based on our empirical data.
• We analyze the distribution of users' interests on Twitter and demonstrate two hypotheses about the distribution based on empirical data from Twitter and LinkedIn.
• We design an approach to mine interests for Twitter users based on interest association rules and demonstrate the approach's effectiveness. To facilitate the description of our research, we draw a simple flow chart for mining user interest in social networks, as shown in Figure 1 .
The rest of this paper proceeds as follows. Section II discusses the distribution and recognition of interests. Section III studies the association rules among the interests. Section IV analyzes the distribution of users' interests on Twitter. Section V presents our approach for interest mining for Twitter users and then discusses its effectiveness. Section 6 presents related works. The conclusions are drawn in Section 7.
II. EMPIRICAL DATA COLLECTION AND INTEREST RECOGNITION A. INTEREST DATA COLLECTION
LinkedIn is a very popular business and employment-oriented social networking service. As of September 2016, LinkedIn had more than 467 million accounts. The basic functionality of LinkedIn allows users to create profiles, which typically consist of a curriculum vitae describing their work experience, education and training, interests and hobbies, and a photo of them [19] . The members on LinkedIn usually aim to create a personal professional image, access to business insights, develop professional contacts and find more career opportunities. Compared to other social networking, LinkedIn members can provide more authentic and reliable personal profiles.
LinkedIn members usually list their interests in their profiles. Some interests always appear on the same profiles, which indicates that these interests have an intrinsic connection. For example, the interests ''read'' and ''travel'' often appear at the same time. There must be a close relationship between them. Thus, LinkedIn career profiles with interests can be collected to analyze correlation characteristics of interests. In our research, we first design a LinkedIn crawler and then randomly collect 44,623 LinkedIn profiles, of which 10,028 are filled with their interests.
B. INTEREST RECOGNITION
LinkedIn does not provide a group of interests for its members to choose when they create their profiles. It is very open for members' interests. The members of LinkedIn can freely edit their interests. Therefore, the interests filled in by LinkedIn members are not standardized. In an interest list of a LinkedIn profile, there is no fixed separator between different interests. Some users use the word ''and'', some use a comma '','', some use a semicolon '';'', and some directly use a new line to divide different interests. For example, some user's interests are ''Movies and walking'', while some are ''Yoga; hiking; singing; reading; poetry; art; music; Kids!'', which all contain several different interests divided by different separators. Moreover, LinkedIn users can express the same interest in different words. In natural language, the same interest tends to have a variety of different expressions. Therefore, in this paper we process the interest data collected as follows:
• We first design an algorithm that can intelligently split LinkedIn members' interest list to recognize the interest words as a collection for each user. From the 10,028 profiles with interests, we find 25,913 interest words, which represent respective interests. There is no question that some interest words are synonymous; for example, ''ski'' and ''skiing'', ''book'' and ''books'', which represent the same interests, are just expressed in different words.
• We then recognize the synonyms and aggregate them into the same interest items. After we proofread artificially, 19430 synonym sets are obtained for all the interest words. There is no question that a synonym set of interest words corresponds to an interest item.
To facilitate the description of our work, in this paper, the most frequent interest word in a synonym set is used to name the interest item.
• According to the synonym sets of interest, we replace the interest words in each profile with the names of their own interest items. For each interest item, then we calculate the frequency of its occurrences in 10,028 profiles and the percentage of his occurrences to the total occurrences of all the interest items, which shows the universality of the interest. Parts of the results are shown in Table 1 . From the sorted interest items according to their frequency in descending order, as shown in Figure 2 , the cumulative percentage of the top 10 interests is up to 17.02%, the top 50 is up to 37.69%, the top 100 is up to 46.63% . Therefore, we can find that the frequency distribution of the 19430 interests is very uneven, where very few interests have very high frequencies and the frequencies of most of the interests are very low. • There is no doubt that the higher the frequency of an interest is, the more popular the interest is, and the greater the analytical value is. Therefore, we remove the low-frequency interest items and retain 210 high frequency interest items as subjects of study. In the experimental data, 8,675 out of the 10,028 profiles contain at least one interest in the 210 interest items. So, for each LinkedIn profile, just keeping the interests in the 210 interest items with standard names, we can get a normalized representation of the interests. Some examples are shown in Table 2 .
III. CORRELATION ANALYSIS FOR INTERESTS A. CORRELATION ANALYSIS APPROACH FOR INTERESTS
When something happens in nature, other things will follow. This relationship is called association. The knowledge that reflects dependencies or associations between events is known as relational knowledge. For example, according to shopping basket analysis, some retail rules can be determined, such as ''70% of customers who buy a basketball also buy basketball sportswear at the same time'' and ''40% of all customers buy a basketball and basketball sportswear at the same time''. These rules are called association rules. Correlation analysis is also known as association mining, the purpose of which is to find the association rules between data items in a given data set and to describe the degree of closeness between data items. The data set for association rules mining is usually recorded as D.
•
n) is called a record. Each record T k consists of a list of items.
• T k = {i 1 , i 2 , . . . , i m } In this paper, the data record set D refers to the 8,675 profiles with the 210 high frequency interest items. T k is one of the profiles. The item list of T k is the collection of interest items in a given profile. In this way, we can establish a correlation analysis approach for interest items.
In correlation analysis, the measurement methods of importance and value for association rules are confidence, support, expectation and lift.
• Confidence: the measurement of the accuracy and intensity of association rules. The Confidence of the rule X → Y in data record set D represents the frequency of appearance of Y in all the records where X appears, also representing the inevitability of rule X → Y , denoted as:
• Support: the measurement of the importance of association rules, which reflects the universality of association rules and indicates the representation of association rules in all record sets. The Support of rule X → Y in data record set D represents the frequency of appearance of both X and Y simultaneously in all records, denoted as:
where |D| refers to the number of all records in data record set D.
• Expectation: for a rule X → Y , it refers to the frequency of the occurrences of Y in all data record sets. In rule X → Y , it describes the frequency of Y in all records sets without any influential factors, denoted as:
• Lift: for a rule X → Y , it describes how the occurrence of X affects the appearance of Y , which is the ratio of confidence to expectation of the rule, denoted as:
Thus, based on the analysis of interest items, we can mine the association rules among interest items and quantify their characteristics, such as confidence, support, expectation and lift. 
B. CORRELATION ANALYSIS OF INTERESTS
In the mining process of association rules, it is necessary to set the minimum confidence threshold and the minimum support threshold. An association rule that satisfies the thresholds is a strong and meaningful association rule. Apriori [20] is one of the most famous algorithms for mining strong association rules. Based on the empirical data collected in this paper, we apply the Apriori algorithm to mine strong association rules. According to different minimum thresholds, the numbers of strong association rules we dug out are shown in Table 3 .
As seen from Table 3 , a certain number of interest association rules can be dug out according to different minimum confidence thresholds and minimum support thresholds. Therefore, for the specific requirements in the expected application, a set of strong association rules can be obtained by setting different minimum thresholds.
In addition, some association rules that can be dug out are shown in Table 4 . It can be seen from Table 4 that there are some very strong correlations among human interests. An example is the association rule ''culture→travel'', for which the confidence degree is as high as 48.33%, the support degree is as high as 1.16%, and the lift degree is up to 232.77%. This shows that in the human interests, ''culture'' and ''travel'' are highly relevant. Another example is the association rule ''read; photography→travel'', for which the confidence degree is 53.24% and the lift degree is 256.43%. Thus, through the empirical correlation analysis, we find that there is a great deal of association relationships among human interests and some association rules have high confidence, lift and support. This shows that there are some intrinsic inherent links among human interests. Therefore, they can be applied to interest mining for users on social networks.
IV. CHARACTERISTICS OF USER INTERESTS ON TWITTER A. OUR HYPOTHESES
Twitter is an online social networking service. Users can create accounts on Twitter to post and read short 140-character messages called ''tweets''. A user's tweets can be spread to that person's followers. At present, Twitter is a very popular user information publishing platform and has more than VOLUME 7, 2019 500 million users. There is no doubt that users are likely to post some tweets that they are interested in. Therefore, we can make the following hypothesis:
• Hypothesis 1: The words that can express a Twitter user's interests usually appear in his tweets.
In other words, the interests that are mentioned in the tweets of a Twitter user probably are the interests of the Twitter user. We can even make another hypothesis as follows:
• Hypothesis 2: The higher the frequency an interest appears in tweets of a Twitter user, the more likely it is to be the user's real interest.
B. VERIFICATION OF OUR HYPOTHESES
To verify our hypotheses, from Twitter we first collect the tweets of 930 Twitter users who are all members on LinkedIn and have provided their real interests on LinkedIn. Then, given a user on Twitter, we determine the interests and their frequencies mentioned in all of the user's tweets, where the interests are all the 210 interests dug out in the subsection Interest Recognition. There is no doubt that these interests dug from all the tweets of a user are not necessarily his real interests, but his real interest is likely to be among them. For example, from all the tweets of user Melgallant on Twitter, we dug out 128 interests with their corresponding frequencies. These interests are sorted by descending order according to their frequencies and shown in Table 5 . In addition, we collected his real interests on LinkedIn, which are also shown in Table 5 . In this paper, Recall Rate refers to the percentage of real interests dug out, Accuracy Rate refers to the proportion of real interest in the dug out interests, while F1 Rate refers to the average of Recall Rate and Accuracy Rate. Ordered Interest List from Twitter refers to the list of interests that are dug out for a Twitter user and sorted by descending order according to their frequencies.
In Table 5 , we can find that the real interests of user Melgallant all appear in his tweets on Twitter, so the recall rate of his interests is 100%. However, we found that his interest rate of accuracy was 3.91%. It can be seen that there are a lot of interests in the tweet that are not his real interest. Moreover, we take the 930 Twitter users with known LinkedIn accounts as empirical samples. We can also find similar results. The specific data are recorded in Table 6 .
From Table 6 , we can see that the vast majority of users have high recall rates. This means that most of the real interests of the vast majority of users appear in their own tweets. Therefore, we can believe that Hypothesis 1 is true, that is to say, the words that can express a Twitter user's interests usually appear in his tweets.
Then, we will further analyze these data and find that for the empirical samples, 17.42% of the users have highest frequency interests that are their real interests, 15.32% of the users have second interests that are their real interests, 14.00% of the users have third interests that are their real interests, and so on. Parts of the data are shown in Table 7 . The Numbers of Users column in Table 7 refers to the numbers of empirical users for which at least a corresponding number of interests can be dug out from their own tweets. For example, in the tenth row in Table 7 , the Number of Users 871 refers to that there are 871 users in empirical samples for whom at least 10 interests are dug out from their own tweets, and the Number of hits 60 refers to that there are 60 users in 871 Twitter users whose tenth interest is their own real interest.
From Table 7 , we can find that the probability that an interest is a user's real interest usually increases with the increased frequency of that interest in the Twitter user's tweets. Figure 3 depicts the trend of proportions of hits along with the Nth highest frequencies of interests.
V. INTEREST MINING FOR TWITTER USERS A. OUR APPROACH TO INTEREST MINING
Although we have confirmed our hypotheses that the words that can express a Twitter user's interests probably appear in his tweets and the higher the frequency of an interest in a user's tweets, the more likely it is to be his real interest, but we cannot distinguish a user's real interest directly from his tweets, since usually numerous interests can be dug out from a Twitter user's tweets. In addition, from Table 7 , we can also see that the accuracy rate is very low.
In fact, according to the nature of the interest association rule, we can assume that if a user has an interest, he may also have an interest associated with that interest. Therefore, we apply the interest association rules to reorder the interests of each user that are dug out from Twitter to make their real interests as far as possible appear in the front of the ordered interest list from Twitter. Therefore, we can extract the first few interests as the user's real interests because they are most likely to be the user's real interests.
Without loss of generality, in this paper, we can regard the frequencies of the interests as their weights. For a user's ordered interest list from Twitter, for example in Table 6 , we change their weights based on interest association rules and then resort the interests according to their weights by descending order. Therefore, after comprehensive consideration, we designed the following approach to apply interest association rules to interest mining for a user from Twitter, the steps of which are listed below.
1. Given a Twitter user, collect all his tweets from Twitter. interests from List rsltList as a result of interest mining for the user. In the process, the weight W is set to w + k × r, where parameter w is an existing weight, if the interests to be added are already in list ittsSet; else, parameter w is 0. In this formula, parameter k is the constant used to set the influence of association rules for interest mining in the approach. The greater the value of k is, the greater the influence of association rules for interest mining is. In addition, parameter r is the probability of interest irt to be the user's true interest, which refers to the proportion of hits according to the order of interest irt in List oittsList corresponding to Table 1 . This parameter r ensures that if the probability of interest irt being the real interest is large, the probabilities of the interests introduced by interest irt are large too.
B. EXPERIMENTAL SETUP FOR EVALUATION
To verify the value of association rules for interest mining, we mine two sets of interest association rules based on different thresholds and then set up two sets of experiments according to the two respective sets of interest association rules for interest mining. Finally, by comparing and analyzing the Proportion of Hits, Recall Rate, Accuracy Rate, and F1 Rate of the results, we determine the value of the association rules for interest mining. The experiment is set up as follows:
• In Experiment 1, we use the association rules dug out through larger thresholds. Therefore, in this experiment, there are fewer association rules, but their association is strong. As shown in Table 6 , if the minimum support and confidence thresholds are set to 0.4% and 20% respectively, 286 association rules can be dug out based on our empirical data discussed in Subsection 3.2. In Experiment 1, we take these interest association rules as a set of interest association rules for our approach to interest mining.
• In Experiment 2, we use the association rules dug out through smaller thresholds. Therefore, in this experiment, there are more association rules, but many of them are weak. In the case that the minimum support and confidence thresholds are set to 0.2% and 10%, respectively, we can obtain the 1628 association rules dug out, the lifts of which are all greater than 100%, as a set of interest association rules for interest mining. In addition, for the two experiments, we apply our approach to process our empirical samples, i.e., the 930 Twitter users discussed in subsection 4.2. Without losing generality, in each experiment, we set our approach's parameter k to 0, 7, 14, 21, 28, 35, and 42 and conduct 7 tests. In fact, when parameter k is set to 0, the association rules do not work, and our approach just returns the original oittsList from Twitter as shown in Table 6 , where the order of interests is just based on the frequencies of their appearance in users' tweets.
C. EXPERIMENTAL RESULTS

1) EXPERIMENT 1
When the 7 tests are completed in this experiment, for each test, we calculate the proportions of the users whose N-th interests in their own List rsltList in our approach are their real interests, which essentially refer to the hit rates of the N-th interests. For example, for each user's first interest in his List rsltList, when parameter k is set to 0, Figure 4 intuitively compares the proportions for the first 10 interests according to the 7 tests.
As seen from Figure 4 , once the association rules work, that is, parameter k is not set to 0, the hit rates of the first 10 interest have a certain increase. In some cases, the effect of association rules is obvious. For example, for their first interest, the hit rates are as high as 23.76% when parameter k is set to 42, which is significantly higher than the 17.42% when parameter k is set to 0.Other interest items have similar situations. This means that the application of interest association rules greatly improves the probability that the first several interests in a user's List rsltList dug out by our approach are his real interests. This shows that the interest association rules can play a good role in our approach.
Moreover, for each test's results, given a user, we first can get the first 10 interests in his List rsltList dug out and calculate the recall rate for him. We then count the proportion of users whose recall rates are greater than a given value. For example, when parameter k is 0, 7, 14, 21, 28, 35, and 42, the corresponding proportions of users whose recall rates are greater than 70% are 6.77%, 7.96%, 8.17%, 7.85%, 7.96%, 8.28%, and 8.49%, respectively. In another example, the corresponding proportions of users whose recall rates are greater than 30% are 40.22%, 45.59%, 47.42%, 47.42%, 47.96%, 48.49%, and 48.49%. Figure 5 intuitively compares the proportions according to the values of parameter k.
From Figure 5 , we can find that if the value of parameter k is set to 0, the corresponding curve is the worst. It is obviously inferior to other curves. This means that its recall rate is the lowest under the same conditions. In our tests, if the value of parameter k is set to 0, the corresponding curve is obviously quite good. Here, we can see the association rules obviously improve the recall rate under various weights for application. They have a good value for interest mining. In this experiment, we can see that the greater their weight, the better their effect.
Furthermore, for each test's results and for a user, we first also obtain the first 10 interests in his List rsltList that are dug out and calculate the accuracy rate and F1 rate for the user. The proportions of users whose accuracy rates (or F1 rates) are greater than a given value are then counted. For example, when parameter k is set to 0, 7, 14, 21, 28, 35, and 42, the corresponding proportions of users whose accuracy rates are greater than 70% are 0.32%, 0.32%, 0.43%, 0.54%, 0.65%, 0.65%, and 0.65%, respectively. Figure 6 and Figure 7 depict the proportions of users with accuracy rates and F1 rates, respectively, that are greater than a given value.
From Figure 6 and Figure 7 , we can also find that the curves corresponding to parameter k with value 0 are inferior to other curves, while the curve corresponding to parameter k with the value of 42 is quite good. This also means that the association rules are valuable for interest mining.
2) EXPERIMENT 2
In this experiment, we also conduct the 7 tests just based on the second set of association rules, which has 1628 association rules that are dug out, but many of them are weak. For each test's result, we also calculate the hit rates of the N th interests. For example, for each user's first interest, when parameter k is set to 0, 7, 14, 21, 28, 35, and 42, the corresponding hit rates are 17.42%, 21.94%, 24.19%, 24.19%, 23.44%, 23.76%, and 23.87%, respectively. For each user's second interest, the corresponding hit rate is also over 15%. Figure 8 shows the hit rate of the top 10 interests at different k values.
From Figure 8 , we can find that compared to parameter k with value 0, in other cases, the hit rates increase significantly. For example, for their first interest, the hit rates are as high as 24.19% when parameter k is set to 14, which is significantly higher than the 17.42% when parameter k is set to 0. This means that the application of interest association rules greatly VOLUME 7, 2019 improves the hit rates of the first several interests in a user's ordered interest list that are dug out. In this experiment, it does not mean that their effect improves as their weight increases.
Furthermore, for each test's results and for a user, we first obtain his first 10 interests that are dug out and calculate the recall rate, accuracy rate, and F1 rate for him. The proportions of users whose recall rates (or accuracy, or rate, F1 rate) are greater than a given value are then counted. To reflect the difference, we set the increment value to 7. For example, when parameter k is set to 0, 7, 14, 21, 28, 35, and 42, the corresponding proportion of users whose recall rates are greater than 70% are 6.77%, 9.25%, 8.92%, 9.03%, 9.14%, 8.92%, and 8.92%, respectively. Figure 9 , Figure 10 , and Figure 11 , respectively, depict the proportions of users according to recall rate, accuracy rate, and F1 rate that are greater than a given value.
From Figure 9 , Figure 10 , and Figure 11 , we also find that the curves corresponding to parameter k with value 0 are very obviously inferior to other curves. This means that the set of association rules are quite valuable for interest mining. When k is set to a different value, the difference between the corresponding curves is not significant. Combined with the first experiment, we believe that not all association rules may be beneficial to mining the real interests of users. In particular, weak association rules may introduce some bias. 
D. EXPERIMENTAL ANALYSIS
Through the two experiments and their results, we find the interest association rules can truly have a very good effect for interest mining in our approach. As a matter of fact, this conclusion should be reasonable. Since the association rules reflect the relationships between things, in terms of interest, someone has an interest, and to a certain extent, this means that he should have the other interests related to that one.
The results of this experiment can also demonstrate that the interest association rules that we mine based on our empirical big data are reliable because they are valuable for interest mining in our approach.
When parameter k is set to different values, the corresponding values of the recall rate, accuracy rate, and F1 ratio are different. Moreover, in experiment 1, the greater the value of parameter k, the slightly better the effect of association rules is. When the parameter k is set to 28, 35, or 42, the corresponding results are closer. In experiment 2, the value of parameter k has little effect on the experimental results. This means that the set of association rules and their weight in application have subtle effects on interest mining. This is worth exploring further.
In general, the results of experiment 2 are in good agreement with each other. However, they are slightly different, that is, the different sets of rules are slightly different in the application. We can further argue that the minimum confidence thresholds and minimum support thresholds for the association rules mining will influence the expected application. This is worth exploring further too.
VI. RELATED WORKS
Interests are very important concepts in psychology and pedagogy. Since the 1980s, scholars have carried out considerable amounts of research on interests in different areas of research. Michelson and Macskassy [21] use a knowledge base to eliminate and classify the ambiguities of entities in Tweets. They then develop a ''topic profile'', which characterizes users' topics of interest, by discerning which categories appear frequently and cover the entities. In pedagogy, Renninger et al. [3] illustrate the role of interest in learning and personal development. They agree that interest is an important force to promote learning. Therefore, it is very meaningful to cultivate and improve students' interest in teaching. Hidi and Renninger [4] systematically study the cultivation of interests. They elaborate on the fourstage interest cultivation process. Harackiewicz et al. [5] proposed a four-stage model of interest development, which can help to establish some measures to effectively enhance interest. In recommendation, Phelan et al. [22] describe a new approach to news recommendations that uses real-time microblogging activity from services such as Twitter as the basis for promoting news stories from users' favorite RSS feeds. Sriram et al. [23] provide a short text classification method. They propose using a small set of domain-specific features extracted from the author's profile and text. The proposed approach effectively classifies the text to a predefined set of generic classes such as News, Events, Opinions, Deals, and Private Messages. In addition, Sadler [6] observed changes in the interests of more than 6,000 students in common occupations at different times.
In recent years, along with the development of the Internet, the interest-based recommendation systems have been widely used in e-commerce and social networking. Thus, interest modeling and mining for Internet users have been gradually carried out. For example, Elmongui et al. [7] proposed a personalized recommendation system for the user's timeline that combines his user characteristics, social behavioral characteristics and tweet content to capture his interests. Qian et al. [8] design a unified personalized recommendation model based on personal interest, interpersonal interest similarity, and interpersonal influence. The factor of personal interest can make the recommended items meet users' individualities, especially for experienced users. For the cold start users, the interpersonal interest similarity and interpersonal influence can enhance the intrinsic link among features in the latent space. Their experimental results show the proposed approach outperforms the main existing approaches. Eirinaki et al. [9] proposed a model user interest community detection model to analyze the text flow from the Weibo website to detect the user's interest community. His user interest model can solve the problem that existing community detection methods ignore the structural and semantic information of posts. In addition, an allocation model is proposed, which is based on improved hypertext-induced topic search, which can reduce the negative impact of nonrelated users and their interests to improve the accuracy of extracting interest and high-impact users. The experimental results prove that this model can effectively solve the sparsity problem of user interest community detection and solving post data. In addition, Vijayakumar et al. [24] , Yin et al. [25] , Zhao et al. [26] , Xu [27] and other scholars have also put forward their own methods in this research area. Moreover, Vijayaraghavan et al. [28] and Yee et al. [29] have applied for U.S. Patents for their interest-based recommendation systems.
For interest modeling and its application, Zarrinkalam et al. [13] integrate the temporal evolution of semantic information and user interests from the Wikipedia category structure into their predictive models to address the limitations of existing methods of interest space operations. Specifically, in order to capture the temporal behavior of the topic and the user's interests, they consider discrete intervals and construct the user's topic profile in each time interval. Then, the interests observed by the user over several time intervals are summarized by transferring them over the Wikipedia category structure. The experimental results show that they not only enable us to summarize the interests of users but also enable us to transfer users' interests at different time intervals that do not necessarily have the same set of topics. Bhattacharya et al. [12] propose KAURI, a graph-based framework to collectively link all the named entities in all tweets posted by a user via modeling the user's topics of interest. They argue that each user has a potential distribution of thematic interests across the various named entities, and then combines the interest information associated with the user information associated with the tweets into a unified graph based framework. Their experimental results show that KAURI significantly outperforms the baseline methods in terms of accuracy. Zarrinkalam et al. [14] argue that existing methods of identifying user interest rely heavily on explicit contributions (posts) from users, ignoring implicit user interest, that is, potential users who are not explicitly mentioned but may be interested. So he proposed a prediction model based on graph join, which runs on a representation model composed of three types of information: the explicit contribution of users to the topic, the relationships between users, and the relevance of topics. The comparison of the real-world Twitter public demo dataset shows that this model is very effective in building a cold-start user interest file. In addition, in order to solve the problem that the SATM model is too strict and consumes a large-scale corpus, Li et al. [15] propose a generalized topic model (LTM) for short text, provided that the observable short text is generated from the original document. The membership of the original document is unknown. Experimental results show that the model is more competitive than commonly used models. Huang et al. [11] built a user model of heterogeneous networks with undirected and directed edges and applied the model to propose a new approach to overlapping community detection in heterogeneous social networks (OCD-HSN). Compared with the existing state-of-the-art algorithms, this method shows higher accuracy and lower time consumption under the real social network.
In terms of interest mining, Kapanipathi et al. [16] establish a hierarchy-based semantics system that infers user interests expressed as hierarchical interest graphs by leveraging the hierarchical relationships existing in the knowledge base and then uses different levels of conceptual abstraction to personalize or recommend projects. The results show that this method is effective for the users we study. Xu [17] proposed a new unsupervised learning model-latent interest and topic mining model (LITM), which is used to automatically mine latent user interests and project topics from the user-project bipartite network. Experiments show that this work can effectively alleviate the limitations of a latent factor model (LFM), and the experimental results verify the effectiveness of LITM model training and its ability to provide better service recommendation performance based on a user-project binary network. In addition, He et al. [30] , Deng et al. [31] and other scholars have also proposed their own methods for interest mining. Based on user preferences, Zhou et al. [32] design a two-stage mining algorithm (GAUP) to mine the most influential nodes in a network on a given topic. Given a set of users' documents labeled with topics, GAUP first computes user preferences with a latent feature model based on SVD or a model based on vector space and then finds Top-K nodes in the second stage. Overall, these approaches for interest mining for Internet users are based on access logs, microblog/blog accessing, and content and behavior of browsing.
In the larger context, in recent years, social network data mining has been extensively studied. However, extracting intelligence from such data has become a quickly widening multidisciplinary area that demands the synergy of scientific tools and expertise. Sapountzi A and Psannis K E [33] illustrate the entire spectrum of social data networking analysis and their associated frameworks and provide a sophisticated classification of state-of-the-art frameworks considering the diversity of practices, methods and techniques. They demonstrate challenges and future directions with a focus on text mining and the promising avenue of computational intelligence. Zhou et al. [34] concentrate on user role identification based on their social connections and influential behaviors in order to facilitate information sharing and propagation in social networking environments. Chen et al. [35] present a study of deceptive information of great benefit to the detection of Twitter spam. Guo et al. [36] propose a novel method for crawling to extract fresh information from online social networks in an efficient and effective manner. Moreover, the interest mining for users has a wide range of application prospects, such as travel recommendation [37] , user personality analysis [38] , organizational behavior analysis [39] , and so on [40] . However, just for interest mining, existing research work being consulted rarely involves the inner relationship among interests and its application.
VII. CONCLUSIONS
Based on a large amount of empirical data from social networks, in this paper we have performed the following four research tasks.
• Collecting tens of thousands of profiles with personal interests from LinkedIn as our empirical data, we analyze the distribution of human interests and then mine 210 high frequency interests as the objects of study.
• We analyzed the correlation of interests and study the association rules among the 210 interests based on our empirical data.
• Based on hundreds of Twitter users with known interests, we analyze the distribution characteristics of users' interests on Twitter.
• Based on interest association rules and users' interest distribution on Twitter, we design an approach to interest mining for Twitter users and demonstrate the approach's effectiveness. According to our studies in this paper, we figured out that there exists a large number of correlations between human interests, and some association rules have very high degrees of confidence, lift and support. These findings show that there are some inherent fixed relationships among human interests. In addition, we find that when the interest association rules are applied to interest mining, they can truly play a very good role in interest mining in our approach.
Our research work not only provides a new idea for interest mining but also reveals the intrinsic relationships of association and dependency among interests and their application value. In fact, the research work has considerable theoretical and practical value.
In this research work, we also found some topics that are worth exploring further. Soon, we will carry out the following research work. a) Study the optimal solution in which association rules apply to interest mining, such as the choice of rule sets and the setting of their weights. b) Empirically analyze the clustering relationships among interests based on big data and study their application value in interest mining.
In addition, we will apply the related theory and methods in other areas of research, such as the theories [38] , [39] , to study relationships among users in social networking platform Twitter. Moreover, we will improve the capabilities of data processing in our approach to promote practicality for large-scale data sets. 
