Recent efforts in differentiable non-linear programming have been focused on interior point methods, akin to penalty and barrier algorithms. In this paper, we address the classical equality constrained program solved using the simple quadratic loss penalty function/algorithm. The suggestion to use extrapolations to track the differentiable trajectory associated with penalized subproblems goes back to the classic monograph of Fiacco & McCormick. This idea was further developed by Gould who obtained a two-steps quadratically convergent algorithm using prediction steps and Newton correction. Dussault interpreted the prediction step as a combined extrapolation with respect to the penalty parameter and the residual of the first order optimality conditions. Extrapolation with respect to the residual coincides with a Newton step.
Introduction
Recently, penalty and barrier methods have received considerable interest. The spectacular success of interior point methods for linear, quadratic, convex and semi-definite programming, related to the classical log-barrier function, have stimulated the mathematical programming community to the highest degree.
Many of the ideas involved, though, were already quite well presented in the classical monograph of Fiacco and McCormick [4] . In particular, the differentiable trajectories (named "central" in interior point methods), extrapolations on the trajectory (predictor steps), use of Newton's method in a sequential unconstrained minimization technique were all well known in the late sixties.
More recently, Dussault [1] has shown that Gould's alternate starting point strategy [5] is nothing else than a clever use and analysis of an extrapolation step on the trajectory. However, as discussed in [3] , the spirit of predictor-corrector algorithms in the interior point literature differs from the classical extrapolations.
In this paper, we borrow ideas from the interior point algorithms to improve significantly the asymptotic convergence properties of the classical penalty algorithm for equality constrained differentiable non-linear programs. A similar analysis for inequality constrained programs using other penalty functions will be reported elsewhere.
As hinted above, Newton's method is at the heart of penalty algorithms. We propose in section 1 some new observations and interpretations concerning Newton's method. In particular, we detail how Newton's method may be interpreted as a linear extrapolation, and how high order extrapolations improve on Newton's method.
Next, in section 2, we analyze the predictor-corrector scheme using high order extrapolation steps. Then, in section 3, we combine relevant observations on Newton's method with the extrapolation computations to propose a very efficient high order predictor-corrector algorithm. Finally, we discuss some implementation issues in section 4.
High order Newton's method
Roughly three hundred years after his era, it is remarkable that we still study fine points of a method Isaac Newton introduced! In order to solve huge scale systems efficiently, a well known idea is to use a Jacobian for solving more than one linear system, performing the factorization of the Jacobian once, and reusing the factorization a few times. In the context of interior point methods, this strategy is discussed among others in [8] . We relate this strategy to the interpretation of Newton's method as a linear extrapolation technique. We will also relate those variants to so called tensor methods.
In this section, we consider the solution of a system of non-linear equations
where the mapping F :
n −→ n is of class C p , with p at least 2. The usual Newton's method is an iterative scheme producing a sequence of iterates {x k } by linearizing F ,
The main computational burden of this method is to obtain
, involving the solution of a linear system whose matrix is ∇F (x k ). In the neighborhood of a given regular solution x * , that is ∇F (x * ) is invertible, we have
One Jacobian, many iterations
In most numerical methods textbooks it is recommended to eventually keep the Jacobian fixed for a few iterations. It is known that this strategy is efficient (see for example [7] ), and the following simple analysis justify it. We consider the following two-steps method:
Assuming that the residual 
therefore, those pseudo two Newton iterations differ from two true Newton iterations by the last term, proportional to O( By iterating the above analysis, we obtain the following rewording of a classical result. Theorem 1.1 [7] Let x * be a regular solution of the system F (x) = 0, i.e ∇F (x * ) is invert-ible. Then, the iterative process consisting in defining (using fractional indices)
converges locally to x * , and the "outer" iterations x k for integer values of k converge with an order d + 1.
Recently, in [6] , the authors explored global convergence properties of such generalized Newton iterations, but we will limit ourselves to local convergence characteristics in this paper.
Extrapolation
Newton's method may be viewed as a linear extrapolation. Actually, we may express the extrapolation directly in terms of the residual, or in a homotopy like manner using an auxiliary scalar parameter.
First order vector extrapolation
For a given estimate x k close to a regular root x * , let us write
so that we assume as above that the residual r k ∼ O( k ). Thus written, we have a system involving two (vector valued) variables, x and r. We may use the implicit function theorem (or the inverse function theorem) to implicitly define the differentiable function x(r), knowing the value x(r k ). The implicit function theorem yields an expression for ∇ r x, and thus allows to define a linear extrapolation to "guess"x k+1 = x(r k ) + ∇ r x(r k )(0 − r k ). One may readily verify that this linear extrapolationx k+1 is just a Newton step from
The quadratic convergence order of the Newton method is then derived from a first order limited Taylor expansion of x(r), assuming that ∇ r x is bounded near 0, i.e. x(0) = x * is a regular solution of f (x) = 0. Then,
where R 2 (r) is the second order rest in the Taylor expansion. Notice that ∇F (x * ) need not exist, but ∇F (x) −1 has to be bounded close to x * .
Scalar extrapolations
Another way of expressing Newton's method consists in writingr k = r k r k and
and devise extrapolation formulae from τ k = r k to 0. Let us apply the implicit function theorem to obtain x as a function of τ , with x k = x(τ k ):
k and that the first order extrapolation is nothing else than Newton's direction,
Whenever F is many times continuously differentiable at x * , we may generalize the extrapolation to a higher order Taylor expansion of x,
thus providing a super-linear convergence of order p + 1.
Even if high order derivatives of F are required, this high order Taylor expansion only requires solving linear systems, all involving the same matrix ∇ x F (x k ). For example,
The extrapolation itself isx
Successive orders have to be computed sequentially, since the right hand side of the relevant equation involves lower order derivatives.
Automatic differentiation techniques allow to compute each of the required quantities in O(n 2 ) arithmetic operations, so that the cost of evaluating those high order Taylor coefficients is still dominated by the factorization of the matrix ∇ x F (x), O(n 3 ) operations, which has to be performed only once. Some implementation details will be provided in section 3 
Relation with p Newton steps
We already argued that performing p "Newton" steps using a single Jacobian yields the same accuracy as performing a p-order extrapolation. We explore here the equivalence between both formulae close to regular solutions.
Recall that
and that
Now,
).
On the other hand,
above) and
(τ )(−τ ) 2 works out to bë
) from a two-Newton point close to a regular solution.
Tensor methods
High order Newton like methods, so called tensor methods, consist in generalizing the model approximating the mapping F from a linear one (Newton's method) to a higher order one:
In such methods, in practice always limited to second order tensors, the direction d is obtained by approximately solving a polynomial multivariate equation. Each step of such a method is much more costly than simply factorizing the Jacobian matrix ∇ x F (x), but those methods are over all much more efficient when the Jacobian matrix is rank deficient at the solution, when ∇ x F (x * ) is not invertible. Actually, superlinear convergence order for those methods do not rely on x * being a regular solution of the system F (x) = 0.
Examples
To better appreciate the fine points of the three high order Newton like methods presented above, we compare them in this section on three very simple univariate examples, one for which the solution is regular (F (x * ) = 0)and two degenerate ones, the first because F (x * ) = 0 and the other one because F (x) is not bounded near x * . As we will see, for non degenerate problems, two iterations using the same Jacobian, a second order extrapolation or using a second order tensor model all yield the same convergence order. For degenerate problems with F (x * ) = 0, only the tensor method succeeds in exhibiting superlinear convergence, and many Newton using the same Jacobian or high order extrapolations are equally deceiving, yielding only rather slow linear convergence. For the case where F (x) is unbounded close to x * , only the high order extrapolation eventually converges if the extrapolation order is high enough.
A regular case
We observe the function e x − 1 from x 0 = 0.01. First, we observe the convergence order of one, two and three iterations using the same Jacobian.
Several Newton with common Jacobian point x F (x)
x 0 0.01 0.0100502
4.946 × 10
−07
4.921 × 10
−09
Next, we show the effect of first, second and third order extrapolations.
High order extrapolation
3.308 × 10
2.470 × 10 −09
2.470 × 10
The second order tensor gives for this case x = −1.679 × 10 −07 and F (x) = −1.679 × 10 −07 , comparable to two pseudo Newton iteration or a second order extrapolation. For this example, the second order tensor gives x = −0.0085410 and F (x) = −0.2044105, improving over the Newton step since at least slight improvement is observed.
Extrapolations and Newton steps in penalty algorithms
Let us now turn to equality constrained programs.
min f (x) (3) subject to g(x) = 0.
The classical quadratic loss penalty function for this program is
The first order optimality conditions for min x φ(x, ρ) are
and may be rewritten in a primal-dual way as
When ρ = 0, (5) reduces to the first order optimality conditions of the program (3),(4), usually expressed using the Lagrangian L(x, λ) = f (x) + λg(x) as ∇L(x, λ) = 0. A pointx satisfying the first order optimality conditions forλ is a stationary point.
If a stationary point x * together with its dual variable λ * further satisfies the second order sufficient conditions stating that
, then it is a local minimum for the program (3),(4).
Differentiable trajectories
Close to a regular solution x * satisfying the second order sufficient optimality condition, the system (5) defines differentiable trajectories x(ρ) and λ(ρ) near ρ = 0 and x(0) = x * while λ(0) = λ * , the Lagrange multipliers associated to the solution x * .
Exact solutions to this nonlinear system are usually not available, so we introduce an additional parameter r, the residual of the first block of the system:
We consider a two parameter family of differentiable approximate trajectories, x(ρ, r). Another formulation consists in usingr = r ρ and parametrize the equations using only the parameter ρ:
As we will see, extrapolations to ρ > 0 are weakening the effect of the Newton's part, so that we will also consider the following system wherer = r r :
In the sequel, the second parameter in x(ρ, ·), may represent the residual r, or the (common) scalar quantity ρ or the specific scalar τ .
Notice that the methods we consider hereafter are primal methods, the dual variables λ having no independent behavior, being linked to primal variables x by the relation λ = g(x) t ρ . The primal-dual system (5) is used to ease the presentation, since it is clear from this system that ∇ xλ Φ(x * , λ * , 0) is invertible, allowing to use the implicit function theorem.
Primal variables x belong to n , the constraint g(x) to m , represented by column vectors; gradients and dual variables λ belong to their dual represented by line vectors. We will uniformize the linear algebra to consider only column vectors. Thus, we will consider the following system:
Therefore,
The penalty algorithm uses a monotonically decreasing sequence ρ k 0, and approximately solves a sequence of unconstrained subproblems. A usual enhancement consists in using an extrapolation technique from one value of ρ k to the next ρ k+1 .
For a fixed value ρ k , Newton's method may be used to solve (5); in a primal method, the second equation is always satisfied, and the first has some residual r. A Newton iteration is used to decrease r, and when r becomes lower than some threshold value k , we have at hand a value x k for which ∇φ(x k , ρ k ) = r k ≤ k , we pass to the next subproblem with ρ k+1 .
From some x and λ = g(x) t ρ , and r = ∇φ(x, ρ), Newton's direction for (5) is given by
Vector extrapolation
As discussed in section 1, Newton's direction may also be viewed as an extrapolation from r to 0 in equation (6) . Thus written, we have
The derivatives of x and λ with respect to ρ, denoted byẋ andλ are
Those systems define x(ρ, r) and λ(ρ, r) as differentiable function in both r and ρ. The combined formula yieldŝ
See [1] and [5] for details.
Common scalar extrapolation
As expressed in equation (7), one may express Newton's method as a scalar extrapolation. Here, it would be convenient to use the same scalar ρ. We definer k = r k ρ k to writê
Of course, this is no longer a genuine combination with Newton's method since the "Newton" part is not extrapolated to 0, but to r + = ρ k+1 ρ k r k instead. Therefore,x k+1 is an estimate of x(ρ k+1 , r + ).
Separate scalar extrapolation
Here, following equation (8), we use separate scalars ρ and τ . We will extrapolate from τ k = r k to τ = 0, to writê
This way, we combine a true Newton step with the extrapolation using only two scalars and x k+1 is an estimate of x(ρ k+1 , 0).
Preliminary results
We state here a few technical lemmas, the proof of which may be adapted from [2] . We assume throughout that x(0, 0) = x * a regular solution satisfying the second order sufficient conditions.
First order extrapolation-Newton penalty algorithm
We just saw that we may describe the iterations of a penalty algorithm using a two parameter differentiable trajectory, the first parameter being the penalty parameter ρ and the second either the scalar τ for separate or ρ for common scalar extrapolations.
Separate scalar extrapolation-Newton
From x k , it is natural to extrapolate to τ = 0 and ρ = ρ k+1 using a limited Taylor expansion of order one:
This prediction step may be computed using only one linear system by combining equations (11) and (12):
, and ρ k+1 ∼ ρ α k with α < 2, only one Newton correction yields x k+1 since ∇φ(
We analyze in subsection 2.4 high order extrapolation strategies coupled with high order Newton variants.
Common scalar extrapolation-Newton
As noted above, the "Newton" step in the scalar extrapolation is no longer to 0, and thus some care have to be taken to obtain accurate estimates.
Taylor's theorem ensures that x k+1 − x(ρ k+1 , r
, suggesting again to use k = ρ k . However, to complete the analysis, we need that lemma 2. Remark 2.1 Since in this common scalar case, we weaken the effect of the Newton part of the extrapolation process by aiming the residual reduction to r + instead of 0, it is natural to ask for lower residuals before performing the extrapolation; the amount of weakening increases as α decreases, so that the condition β = 3 − α is reasonable. 
High order extrapolation-Newton
The success of the first order extrapolation strategy suggests to explore higher order strategies. We first present in details the analysis of a second order strategy, and after the general p−order extrapolation case.
Second order separate extrapolations
We first consider a second order limited Taylor development both in r and ρ:
, improving in no way the simple first order estimate.
Full second order extrapolation
Let us now analyze the full extrapolation formula (13) with the residual bounded above by ρ k . A second order Taylor expansion of x(ρ, τ ) with respect to both ρ and τ ensures that x
), and that the Newton'
The extrapolated pointx 2 k+1 already ensures that without any further Newton iteration, the extrapolation alone will be asymptotically enough whenever ρ k+1 > ρ 3 2 k ; and a further Newton step yields no real benefit since in this case, after the extrapolation, this first Newton iteration yields enough accuracy whenever ρ k+1 > ρ 3 k .
Second order common scalar extrapolations
Again, we use Lemma 2.1 to estimate ∇φ(x k+1 , ρ k+1 ) assuming that the stopping criterion is
and we then get
If we insist that the second order extrapolation be asymptotically enough without using any Newton correction, we have to strengthen the condition on the residual so that r + ∼
. This is achieved with β = 4−2α. Indeed, we strive to get r
Unfortunately, for such a β, no value of α in the range [1, 3 2 ] allows to avoid the use of a Newton correction since then we would have ρ 3−α k < ρ αβ , which reduces to 3 > 5α − 2α 2 , false precisely outside the range [1, 3 2 ].
We may hope that allowing a Newton correction will improve on the first order strategy. This time, we need ensure that r + ∼ O(ρ 3 k ) to reproduce the asymptotic behavior of the two parameter trajectory. This imposes to choose β = 4 − α, and this value eventually allows to use a single Newton correction for α < 2, which is the same asymptotic limit as in the first order extrapolation.
Remark 2.2
As it appears, the simplified one parameter trajectory looses too much with respect to the Newton part of the extrapolation computation, and does not succeed in exploiting high order terms of the trajectory. A similar empirical phenomenon takes place for predictorcorrector methods in linear/quadratic programming, where it has been reported that higher order predictions did not improve upon first order strategies. Our analysis may shed some theoretical light on this phenomenon. 
Let us now develop a computation similar to the first order extrapolation requiring a single linear system. Since the matrix of the linear system still is ∇ ω Φ, the factorization computed to obtain the first order extrapolation may be reused here.
Let us use ω to express the required second order extrapolate:
All the double dot quantities are defined using a linear system involving the same matrix, ∇ ω Φ. Moreover, as we now develop, the complete extrapolation may be combined into a single system, that is all the right hand sides combine to a simple expression involvingω 1 . Now, fixω θ 1 =ω θ 1 , and the general form may be rewritten Now, observe that the quantity
is nothing else than the equation definingω 1 . Let us denote this quantity byΦ 1 ; inΦ 1 ,ω 1 is considered fixed, constant. We then get the following system definingω 2 :
We may repeat the process to obtain an expression for the k +1 th extrapolationω k+1 defininĝ ω k andΦ k as above, to get thatω k+1 is defined by the system ∇ ω Φω k+1 + (∇ τΦk (−τ ) + ∇ ρΦk (ρ + − ρ)) = 0.
Observe thatΦ k is a (column) vector-valued function, and that τ and ρ are scalars, so that the derivative ofΦ k yields another vector-valued function, cheaply available using automatic differentiation techniques.
