Matrix factorization approaches have been applied to a variety of applications, from recommendation systems to multi-label learning. Standard low rank matrix factorization methods fail in cases when the data can be modeled as a time series, since they do not take into account the dependencies among factors, while EM algorithms designed for time series data are inapplicable to large multiple time series data. To overcome this, matrix factorization approaches are augmented with dynamic linear model based regularization frameworks. A major drawback in such approaches is that the exact dependencies between the latent factors are assumed to be known. In this paper, we introduce a Temporal Regularized Matrix Factorization (TRMF) method, an efficient alternating minimization scheme that not only learns the latent time series factors, but also the dependencies among the latent factors. TRMF is highly general, and subsumes several existing matrix factorization approaches for time series data. We make interesting connections to graph based matrix factorization methods in the context of learning the dependencies. Experiments on both real and synthetic data show that TRMF is highly scalable, and outperforms several existing approaches used for common large scale time series tasks.
Introduction
Matrix factorization approaches find wide applicability in many machine learning applications, such as collaborative filtering, multilabel and multitask learning. Standard trace norm based approaches for matrix factorization ignore the dependencies among the rows and/or columns of the matrix, and treat them as independent of each other. While such methods yield good predictions in the aforementioned scenarios, they cannot directly be applied to large scale time series data. This is because unlike traditional matrix factorization, there exist significant dependencies among the latent factors in time series applications, and the independence assumption among factors for low rank matrix factorization yields poor predictive models.
Consider data Y ∈ R n×T consisting of T observations of n time series. The standard model for such data is given by:
where y t , x t correspond to the t th columns of Y, X respectively. M Θ in (2) is a function parameterized by Θ that specifies the dependencies between x t and past time points described by the lag index set L. η t , t are independent multivariate Gaussian noise vectors. Using traditional low rank matrix factorization on Y to find F, X := [x 1 , x 2 , . . . , x T ] completely ignores the dependencies captured by (2) , and hence such approaches are seldom used for time series applications. Instead, one typically resorts to methods based on autoregressive (AR) models, or Dynamic Linear Model (DLM) based methods such as the Kalman Filter to solve inference problems involving time series using the Expectation Maximization (EM) algorithm and its variants to learn the associated parameters.
While the latter methods are well suited to make predictions in the context of time series, these methods do not scale well to modern applications involving large-scale time dependent data. For example, an ecommerce organization might want to track its inventory of millions of items over time. Similarly, long range weather forecasting systems have data involving thousands of sensors and time points. Models such as AR and DLMs [5] are not suitable for such multiple high-dimension time series data (i.e., both n and T are large) due to their inherent computational inefficiency. For example, an AR model of order L requires O(T L 2 n 4 + L 3 n 6 ) time to estimate O(Ln 2 ) parameters, which is prohibitive even for moderate values of n. In this paper, we consider the problem of jointly estimating F, X and Θ in large multiple time series, by marrying the computational efficiency of large scale matrix factorization and the forecasting power of time series models. We propose to model the observations as being decomposable into a small number of latent factors. The latent factors X themselves arise from an AR model (2), and to account for this we propose novel regularization schemes. This framework generalizes several existing temporal matrix factorization approaches [1, 13, 17, 23, 25] and connects to some existing latent time-series models [5, 8, 9] . Moreover, we propose methods to automatically infer the index set L, yielding a data driven approach to learning the weights in an AR model. Our approach thus significantly deviates from existing methods where the index set is assumed to be known. We also make interesting connections to graph based regularized matrix factorization approaches [15, 26] , and show that our approach in fact learns the underlying graph structure among the variables in this context. We experimentally show that the methods we propose can be applied to a wide variety of applications involving time series data.
Autoregressive (AR) models for time series problems with low rank constraints have been considered in [3, 10, 11] . In [10] , the authors considered an AR model that assumes that successive snapshots in time can be modeled as a low rank transformation of previous snapshot, and devised statistical consistency results for parameter estimation in this context. The authors in [3] propose to estimate the transition matrix with a sparsity constraint, unlike the low rank assumption made in this paper and indeed in [10] . This idea is extended in [11] to include group sparsity promoting regularizers to learn the transition matrix. In [12] , a latent vector AR model is considered for large scale time series modeling. In the context of imputing missing values in time series, [8] considered a Dynamic Linear Model (DLM) framework that learns the transition matrix and the missing values using an EM algorithm, that outperforms simple linear and spline interpolation methods. The authors in [9] extended the EM framework to complex valued systems to cluster and classify time series. DLM's of course play a central role in smoothing and forecasting applications [2, 18] , where the Kalman filter [5] is extensively used. The authors in [20] considered a time evolving matrix and devise an EM algorithm for forecasting.
The rest of this paper is organized as follows: in Section 2, we formally set up the problem and introduce our method. In Section 3, we introduce new regularizers that can automatically learn the AR parameters in the model (2) , and make connections to matrix factorization with graph structured information. We perform an extensive suite of experiments in Section 4, before concluding the paper in Section 5.
Temporal Regularized Matrix Factorization
In this section, we formally set up our problem. Suppose we are given data Y ∈ R n×T , corresponding to T observations of n time series. Matrix factorization aims to find a rank-k approximation Y ≈ F X, where
In particular, F and X are obtained by solving the following optimization problem.
where Ω is the set of the observed entries, and R f (F ) , R x (X) are regularizers for F and X respectively. The squared Frobenius norm is a common choice for both R f (F ) and R x (X) in many collaborative filtering applications such as recommender systems, in which case (3) can be shown to be equivalent to solving a nuclear norm regularized program [16] . From (1), we see that each column of Y, y t is a snapshot at a certain time point, and we would thus like the corresponding x t to follow an appropriate model (2) . The Frobenius norm R x (X) = T t=1 x t 2 , which assumes independence among columns, is clearly not an appropriate regularizer in this context, since the learned model has no forecasting power. Indeed we cannot say anything about x t+1 from x t (and hence y t+1 ) in this case. This necessitates the use of other regularizers for X, which we will detail in the following section. For now, we will assume we have a generic temporal regularizer T M (X | Θ) that accounts for the dependencies among columns of X using a set of parameters Θ. The Temporal Regularized Matrix Factorization (TMF) problem is then:
where λ f , λ x , λ θ are regularization parameters for each regularizer. Note that if the time-series parameter Θ is known, we can ignore the last term in Eq. (4); otherwise, the parameter Θ can be learned automatically from the data.
Applying TRMF to solve Time-Series Problems
We can see that TRMF (4) lends itself seamlessly to solve a variety of commonly encountered problems in time series data:
Forecasting:
As M (Θ) is a time-series model on {x t : 1, . . . , T }, we can forecast future latent vectors {x t : t ≥ T } based on (2) . As a result, we can predict y t = F x t , t > T.
Missing-value imputation:
In some time-series applications, certain entries in Y might be unobserved due to faulty sensors in electricity usage monitoring or occlusions in the case of motion recognition in video. We can use f i x t to impute these missing entries, much like standard matrix completion. This task is useful in many recommender systems [23] and sensor networks [25] .
Time series classification/clustering: The obtained f i can be used as the latent embedding for the i-th time series of Y . As a result, we can perform time-series clustering/classification based on these embeddings. Note that this can be done even when there are missing entries in the observed data.
Extending TRMF to incorporate additional information
In the same vein as matrix factorization approaches can be extended to incorporate additional information, we can extend TRMF (4), some of which we detail below.
• Known features for time series: In many applications, one is given additional features along with the observed time series. Specifically, given a set of feature vectors
Such an inductive framework has two advantages: we can generalize our results to a new time series with feature vector a i y t = a i F x t , for some i that had no entries up to time T . Furthermore, prediction can be significantly sped up since F ∈ R d×k , k < d n. Such methods for standard matrix completion has been considered previously in [7, 24] and has been shown to achieve superior performance compared to the traditional setting.
• Graph information among time series : Often, separate features for the time series are not known, but other relational information is available. When a graph that encodes pairwise interactions between time series is available, one can incorporate this in our framework. Cases like this are common in inventory and sales tracking, where sales of one item is related to sales of other items. Given a graph G, we can solve
where Lap(G) is the graph Laplacian capturing pairwise interactions between time series. Graph regularized matrix completion methods have been previously considered in [19, 26] • Temporal-regularized Tensor Factorization : Up until now, we have assumed that Y is a matrix with rows corresponding to different time series. This notion can be extended to the tensor case, where we can think of a matrix that evolves over time. Specifically, consider Y t to be a matrix that encodes user-item preferences at time t. It is safe to assume that the item attributes remain constant, but user attributes might change over time and hence their preferences. One can then solve an extended version of (4). Given Ω t , the set of observed entries from Y t , we can solve
where F is a tensor formed by stacking the slices F t , and we can then use a "smoothing" regularizer to capture the time dependencies as
F . Tensor based methods for collaborative filtering are considered in [20, 23] 
A Novel Auto-regressive Temporal Regularizer
Until now, we have treated the TRMF problem in full generality, assuming that there exists a regularizer for X, T M (X | Θ) that accounts for temporal dependencies. We make such a notion precise in this section. We consider an auto-regressive model for X as follows.
where L is the set of lag indices and W (l) ∈ R k×k is the weight matrix that determines how the factors at time t are related to those at time t − l. If L and W := {W (l) } are given, we can consider the following temporal-dependent regularizer:
where m := 1 + L and L := max (L). Connecting back to our definition T M (X | Θ), we see that the set of parameters Θ are completely specified by {W, L}. TRMF allows us to learn the weights W (l) when they are unknown. Since each W (l) ∈ R k×k , there will be |L| k 2 variables to learn. To simplify the process and yield more interpretable results, we restrict ourselves to only diagonal W (l) , and propose an automatic approach to determine the |L|k parameters in Section 3.2. Let X r be the r-th row of X. Since W (l) is diagonal, the AR model can be decomposed as the sum of k individual AR models over {X r }. Let w r = [· · · , w rl , · · · ] and X r = [· · · , x rt , · · · ]. We can then write (9) as:
Connections to Graph Regularization
We now establish the connection between the temporal regularizer T AR (X r | L, w r ) and those used for matrix factorization approaches with graph information [26] . LetL := L ∪ {0}, w 0 = −1, and δ(d) := l ∈L : l − d ∈L . We then have the following result:
Theorem 1. Given a set of lag-indices L, the corresponding weight vector w, and a row-vector X r ∈ R T , there is a weighted signed graph G with T nodes and a diagonal matrix D ∈ R T ×T such that
where Lap(G) is the graph Laplacian of G, and
where G t,t+d is the weight between the t-th node and (t + d)-th node, and D tt is the t-th element of the diagonal of D.
Proof. T AR (X | L, w) can be written as
Let's look at the first term G(X):
Consider a graph G with T nodes and G t,t+d as the weight between the t-th node and (t + d)-th node. It is clear that
where Lap(G) is the graph Laplacian of G. Now, we consider the second term D(X) :
Let D ∈ R T ×T be a diagonal matrix with D t be the coefficient associated with
Combining the results of D 1 (X), D 2 (X), and D 3 (X), D t can be written as follows.
It is clear that D(X
To clarify further our set δ(d) and it's implications in the construction of the graph G, we consider a toy example. Suppose the lag set is given by L = {2, 5}. Then δ(d) is constructed as follows:
Clearly this is true for d = 3. The corresponding graph G will then be such that, a node t will be connected to nodes t − 2, t − 5 and t − 3 with weights w 2 , w 5 , and − w 2 w 5 respectively. Figure 1 illustrates this for a particular t being the right-most node. Theorem 1 says that, given a choice of L, we can convert our TRMF framework into that of a graph regularized matrix factorization problem. This allows us to leverage existing approaches for graph based matrix factorization to learn the parameters W (l) . Indeed, we can now rewrite (4) as
with the regulrizer corresponding to λ x the graph based regularizer used for traditional matrix factorization methods with side information. Fast and scalable methods exist for solving (13) w.r.t X using Stochastic Gradient Descent [26] , or more recently, alternating least squares [15] .
Learning to Weight the Temporal Dependencies
A crucial component in TRMF is the knowledge of the lag set L and the set of weight parameters W. Past methods for performing matrix factorization in the presence of time dependencies [13, 17, 23, 25] assume these quantities known, or determine them manually. We now propose a simple approach to automatically learn the lag weights W for the temporal regularizer T AR (X | L, W) from the data, given a lag set L Based on our model on X (8) with a lag index set L, we can treat {w r } as latent variables and apply various parameter estimation techniques [10, 11, 21] designed for AR to learn {w r } automatically. Although sophisticated approaches are available for performing estimation weight estimation, but these are impractical in large scale applications. We instead consider the following regularizers to learn the weights:
• the squared-2 regularization: R w (w r ) = w r 2 2 , and • the 1 regularization: R w (w r ) = w r 1 . It is worth mentioning that the 1 regularizer, with its tendency to encourage sparse solutions can be used for time series model identification, by simply observing the non zero w r . Being simple, our choice of regularizers allows for highly efficient optimization techniques to be brought to bear upon the TRMF optimization. We will show in Section 4 that TRMF is not only scalable, but also outperforms several other methods on typical time series applications.
Choice of Lag-index Set L:
Methods that assume the lag set is known typically constrain it to be small, for example L = {1, 2}. Although the learning of the weights W (l) assumes L is known, our TRMF framework provides the following two important advantages: First, we can specify a much larger lag set, and hence account for long range dependencies. This is especially useful in the context of inventory forecasting, weather predictions, etc. Second, we can specify an arbitrarily large L, and use the 1 regularization approach to automatically learn the optimal lag set. Only those indices l for which W (l) > 0 will be considered to make predictions, giving us a scalable means of learning both the lag indices and lag weights.
Alternating Minimization for (13)
We now consider efficient methods to solve (4) with the temporal regularizer T AR (X | L, W):
As mentioned earlier, we can apply alternating minimization to solve (14) . Based on the proposed temporal regularizer T AR (X r | L, w r ) and R w (w r ), we describe the update methods for each individual components Updates for F and X. As a result of Theorem 1, T AR (r | L, W) X r is equivalent to a graph regularization. Thus, algorithms designed for graph regularized matrix factorization [19, 26] can be applied to solve F and X efficiently.
Updates for {w r }. When both F and X are fixed, each w r can be updated independently by solving the following auto-regression problem.
If R w (w r ) = w r 2 2 , Eq (15) is a ridge regression problem, which can be solved by Cholesky factorization such as the backslash operator in MATLAB. If R w (w r ) = w r 1 , it can be solved using proximal gradient descent approches for sparse regression. In our experiments, we use SpaRSA [22] for this purpose. Fast greedy methods such as [14] can also be used to solve the equivalent constrained formulation.
Automatic Graph Learning using 1 Regularization: We see that solving (15) with the 1 regularizer will yield a sparse set of weights W . Connecting back to the graph based regularization in Section 3.1, Theorem 1 says that there will be an edge connecting t and t + d only if both w l and w l−d are non zero, for any d ∈ δ(d). Thus, by searching for sparse solutions in (15), we can automatically learn the graph that encodes dependencies among the latent variables x Connections to Existing Approaches : The TRMF framework proposed in (13) can be seen as a generalization of several existing methods to perform matrix factorization in the presence of temporal dependencies. The following cases arise from specific choices of the weights W (l) :
• Temporal Collaborative Filtering [23] : AR(1) with W (1) = I k on {x t }.
• NMF with Temporal Smoothness [1] :
where α is a pre-defined parameter.
• Sparsity Regularized Matrix Factorization [17, 25] : AR(1) with W
(1) = I n on {F x t }.
• Temporal stability in low-rank structure [13] : AR(2) with W (1) = 2I n and W (2) = −I n on {F x t }. This is also corresponds to the Hodrick-Prescott filter [4, 6] .
• Dynamic Linear Model [5] : DLM is a time series model which can be directly applied to model Y .
It is essentially a latent AR(1) model with a general W (1) , which can be estimated by expectationmaximization algorithms [2, 8, 18] .
To summarize, our TRMF framework is this highly general, and can be used for a vast variety existing of time series matrix factorization approaches.
Experiments and Results
In this section, we perform extensive experiments on time series forecasting and missing value predictions on both toy and real datasets:
• Toy: a small synthetic dataset with n = 200, T = 300, k = 10, and a lag index set L that has 4 points randomly chosen from [1, 20] . We generate the x t from the autoregressive process (8) with additive white Gaussian noise of σ = 0.01. The W (l) are picked at random.
• Electricity: a dataset from UCI repository. 1 The data has electricity usage in kW recorded every 15 minutes, for n = 370 clients. We convert the data to reflect hourly consumption, by aggregating blocks of 4 columns, and finally obtain T = 26, 304.
• Traffic: a dataset from UCI repository.
2 , which is 15 months of daily data from the California Department of Transportation. The data describes the occupancy rate, between 0 and 1, of different car lanes of San Francisco bay area freeways. The data was sampled every 10 minutes, and we again aggregate the columns to obtain hourly traffic data to finally get n = 963, T = 10, 560.
Forecasting
We now consider the task of forecasting future values of time series. We compare TRMF with the temporal regularizer T AR (X | L, W) proposed in Section 3 to the following approaches:
• SVD-AR(1): The best rank-k approximation of Y = U SV is first obtained by SVD. After setting F = U S and X = V , a k-dimensional AR(1) is learned on X for forecasting.
• TCF: Matrix factorization with the simple temporal regularizer proposed in [23] .
• DLM: Dynamic linear model [2, 18] . We used the code provided in [9] .
• AR(1): k-dimensional AR(1) model.
• Mean: This is the baseline approach, which predicts everything to be the mean of Y .
We report the relative RMSE (divided by the RMSE of the baseline method Mean) on three datasets in Table 1 . From Table 1 , we can clearly see that the proposed TRMF approaches outperform other existing matrix factorization approaches and two classic time-series approaches. 
Missing Value Imputation
We compare our proposed TRMF formulation with other methods used for missing values imputation in time series: DYNAMMO [8] , the TCF model, and standard matrix factorization (MF) with the squared Frobenius norm regularization on X. We cross validated to pick the optimal parameters for relevant methods. We use the synthetic Toy dataset and follow a block missing model used in [8] , where we hide 20% of the data using blocks of varying lengths. Figure 2 shows that as the block length increases, the performance of each method degrades. However, TCF and TRMF with lasso and ridge penalties are consistently better than DYNAMMO and MF. Moreover for large block sizes, TRMF marginally outperforms the TCF model. We then turn to the electricity dataset, this time randomly masking out a fraction of the data and report relative RMSE values on the missing entries. We were unable to get DYNAMMO to scale to data of this size, and hence we only report results from the other methods. Table 2 shows that the TRMF methods yield the best performance among the methods considered. The TCF model performs relatively worse, since it only assumes that the data is related to the previous time point. MF performs poorly since it assumes the columns of X are independent. For all methods considered, we set the target rank to be 10. Mean is again the sample mean predictor used in the previous subsection. Table 2 : RMSE on electricity data. The last column is the result of using the global mean as the predictor.
Values are normalized so that the global mean has an RMSE of 1
Conclusions
In this paper, we introduced a highly scalable matrix factorization approach to solve problems involving large scale time series data. Our method generalizes many previously used schemes, and also allows for the incorporation of additional information about the data. Moreover, our method also automatically learns the parameters for the time series model, besides learning the latent factors. Experiments on both real and synthetic data show that our method scales to large datasets, and outperforms several other approaches on tasks such as time series forecasting and missing value predictions.
