Abstract. We study t−designs of parameters (n, k, λ) over finite fields as group divisible designs and set systems admitting a transitive action of a linear group encoded in an hypergraph G whose vertex set of size n is partitioned into sets of size k in such a way that every t−subset is contained in at least λ subsets of G.We outline a method to construct large sets of t−designs of arbitrary size. We relate the problem to the representation theory of the general linear group GL(n, Fq) and the constructions of AG codes over finite fields.
Introduction
Let q be a power of a prime number and F q the finite field with q elements. Finite fields have a remarkable property that finite dimensional vector spaces over them are naturally endowed with a canonical and compatible field structure.
We refer to network coding as the best way to disseminate information over a network. A network is usually represented by a directed multigraph with error free unit capacity edges. There are several source nodes and several destination nodes and data is transferred over a network using packets, where a packet is just an m−length vector over a finite field F q . The network nodes exchange messages being represented as a matrix. It is convenient to describe a coding process in terms of operations in the extended field F q m . More generally, if A is a commutative ring with identity, a linear code C of length n over A is an A−submodule of A n .
Let V be an n+1 dimensional vector space over the field F q , we denote by P(V ) the n−dimensional projective space over it. The set of all subspaces of dimension r is the Grassmannian G r,n (F q ) of r−dimensional subspaces in (F q ) n . A subspace code is a constant dimension code (CDC) , that is a subset of the Grassmannian.
In general, for any integers n, r with n ≥ r ≥ 0, we call φ(r; n, q) := | PG r (n, q)|, the number of r dimensional subspaces of an n dimensional subspace over F q . It is the number of ways of choosing r + 1 linearly independent points in PG(n, q) divided by the number of ways of choosing such a set of points in a particular r−space. It is given by the q−ary binomial coefficient, φ(q; n, r) = n r q = (q n+1 − 1)(q n+1 − q) . . . (q n+1 − q r ) (q r+1 − 1)(q r+1 − q) . . . (q r+1 − q r ) .
The general linear group GL(n, F q ) acts transitively on G k,n (F q ):
Observe that the action is defined independent of the choice of the representation matrix U ∈ F k×n q . In order to classify the orbits of G k,n (F q ) by the action of the general linear group GL(n, F q ) we need to classify all the conjugacy classes of subgroups in GL(n, F q ). In [BM1] we studied cyclic coverings of the projective line that correspond to orbits defined by a cyclic subgroup, that is a subgroup in GL(n, F q ) containing a cyclic subgroup Z p for some prime number.
A group divisible design (GDD) is an incidence structure (X, G, B) where X is a set of points, G is a partition of X into groups, and B is a collection of subsets of X called blocks such that any pair of distinct points from X occurs either in some group or in exactly one block, but not both, see [GW] . Recently, q−ary designs (designs over finite fields) gained a lot of attention because of its applications for error-correcting in networks, and secret sharing scheme, a way for sharing a secret data among a group of participants so that only specific subsets (which are called qualified subsets) are able to recover the secret by combining their shares.
In this paper, we give an explicit method to construct large sets of t−designs over finite fields of given parameters n, q, s, by deriving ordered basis of (F q ) n .
Notation. For d a positive integer, α = (α 1 , . . . , α m ) is a partition of d into m parts if the α i are positive and decreasing. We will denote as P(d), the set of all partitions of d. We set l(α) = m for the length of α, that is the number of cycles in α, and l i for the length of α i . The notation (a 1 , . . . , a k ) stands for a permutation in S d that sends a i to a i+1 . We write PGL(2, k) = GL(2, k)/k * , and elements of P GL(2, k) will be represented by equivalence clases of matrices a b c d , with ad − bc = 0. In the sequel, an [n, k] q −code C is a k−dimensional subspace of (F q ) n .
t − (n, k, λ; q)-designs
An incidence structure with v points, b blocks and constant block size k in which every point appears in exactly r blocks is a GDD with parameters (v, b, r, k, λ 1 , λ 2 , m, n) whenever the point set can be partitioned into m classes of size n, such that two points from the same class appear together in exactly λ 1 blocks, and two points from different classes appear together in exactly λ 2 blocks, [CMR] . Example 1. Consider the GDD given by the incidence structure (P, B, I) on a 3-dimensional vector space V over the finite field F p , where P is a set of v smooth, reduced points in V , B is a set whose elements are triples of points (p, q, r) ∈ P × P × P defined by the condition (p, q, r) ∈ B if either p + q + r is the full intersection cycle of the projective line with a F p −line l ⊂ P(V )(F p ) with the right multiplicities, or else if there exists a F p −line l ⊂ V, such that p, q, r ∈ l, then the triple is called a plane section. The number of points in the projective plane P G(2, p) is p 3 −1 p−1 = p 2 + p + 1 and dually there are p 2 + p + 1 lines in P G(2, p).
There are two types of GD designs on V :
(1) For any (p, q) ∈ P 2 (V * ), there exists an r ∈ P(S d V * ) such that (p, q, r) ∈ l, where S d V is the d th symmetric power of the dual of V . The triple (p, q, r) is strictly collinear if r is unique with this property, and p, q, r are pairwise distinct. The subset of strictly collinear triples is a symmetric ternary relation. (2) Assume that p = q and there are two distinct points r 1 , r 2 ∈ P with (p, q, r 1 ) ∈ B and (p, q, r 2 ) ∈ B. Denote by l = l(p, q) the set of all such points, then l 3 ∈ B, that is, any triple (r 1 , r 2 , r 3 ) of points in l is collinear. Such sets are called lines in B.
If X is the finite field F n q , we consider the GDD where the set points correspond to vectors of (F q ) n as n−dimensional vector space over F q and the block set B is a collection of i−subspaces K ⊆ F n q which geometrically correspond to points in the Grassmannian G n,i (F q ). They live in a natural way as subspaces of the vector space (F q ) n . More generally, assuming that dim K j = j for j = 1, . . . , n, the sequence of nested subspaces
live in the whole lattice of subspaces of the vector space (F q ) n .
If each t−subspace of X is contained in exactly λ blocks of B then it is called a t-(n, k, λ; q) design. A permutation matrix σ ∈ GL(n, q) acts on the Grassmannian by multiplication on the right of the corresponding representation matrix. In particular σ is an automorphism of the design D = (X, B) if and only if σ leaves the Grassmannian invariant, that is B σ = B. In particular, we are interested in understanding the orbits by the action of any permutation matrix of GL(n, q) and moreover of any subgroup G contained in GL(n, q). Further, it is possible to count the orbits of the action in several cases and these correspond to blocks of the design satisfying certain geometrical properties.
Definition 2.1.
(1) Let α ∈ F q n be a generator of the underlying vector space over F q , in particular F q n = F q (α). Then an r−dimensional W subspace is α−splitting if α i W = W is invariant under the action of any element α i in the Galois group of the extension F q ֒→ F q (α).
(2) More precisely, given any F q −linear endomorphism T :
, where T j denotes the j−fold composite of T with itself. (3) Take as T the standard shift operator on F n q , a linear code C is said to be quasi-cyclic of index l or l−quasi-cyclic if and only if is invariant under T l . If l = 1, it is just a cyclic code. The quantity m := n/l is called the co-index of C. Namely, if we view a codeword (c 0 , c 1 , . . . , c n−1 ) of C as a polynomial c 0 + c 1 x + . . .
In particular a cyclic code C ⊂ (F q ) n is identified with an ideal in the ring F q [x]/(x n − 1) generated by a polynomial g(x) which divides (x n − 1). Proposition 2.2. Let λ be the number of α−splitting subspaces of F n q , then the design whose blocks are the α−splitting subspaces of F n q is a t−(n, r, λ; q) design.
Proof. Suppose n = r · s, where r, s are coprime positive integer numbers, that is (r, s) = 1.There is an element α ∈ F n q of order s, so that {1, α, . . . , α s−1 } is a basis of F q s over F q . Hence the set {1, α s , α 2s . . . , α (r−1)s } spans an r−dimensional α−splitting subspace of F q n , say W . If we complete α to a basis of F q n by adding elements v 1 , . . . , v m ∈ F q n , we get,
where B α (v 1 ,...,vm) is regarded as an ordered set with n = r · m elements. Define an isomorphism between F rs q and F r q s , for i = 0, 1, . . . , , r − 1 as- as an α−splitting ordered basis of F rs q . The subspaces generated by the α−splitting ordered basis constitute an r−design of parameters (n, s, λ; q), where λ is the number of α−splitting subspaces of F q n of dimension m incident with an r−dimensional subspace, and k is the number of blocks of the design which coincides with the number of different ordered basis of (F q ) m , which is exactly |GL(m,
Here m is any divisor of n coprime with r. Let's define S(α, r, s; q) to be the number of α−splitting subspaces of F q n of dimension s. Let N (α, r, s; q) be the number of ordered basis of F q rs , then
any Galois conjugate β of α generates F q n and the corresponding t−designs are isomorphic.
For example, if β = aα q t +b cα q t +d for some non negative integer r and a b c d ∈ GL 2 (F q ), then F q n = F q (β) and S(α, r, s; q) = S(β, r, s; q).
Remark 2.4. The proof given in 2.6 gives a method of constructing designs of given parameters n, q, s by deriving ordered bases of (F q ) n . Moreover there is a one to one correspondence between ordered bases of (F q ) n and elements of GL(n, F q ) that associates the standard ordered basis {e 1 , . . . , e n } to another ordered bases.
Example 2. For n = 6, we consider the factorization into prime factors r = 2, s = 3, and let α be a primitive element of F q 6 , then there are as many 2-subspaces of (F q ) 6 as | GL(2, F q )| = (q 3 − 1)(q 3 − q)(q 3 − q 2 ). There are as many 3-subspaces of (F q ) 6 as | GL(2, F q )| = (q 2 − 1)(q 2 − q). For q = 2, we get a 2-(6,3,3) design. For q = 4, we get a 2-(24,3,3) design, a 3-(24,3,1) design, a 3-(24,4,3) design, a 3-(24,8,21) design, a 3-(24,6,10) and a 3-(24,12, 60) design.
One can study the orbits of G k,n (F q ) by the action of any subgroup in the general linear group GL(n, F q ). For example we can study the orbit of any triangle group: the Klein group Z 2 × Z 2 , the dihedral group, the alternated groups A 4 and A 5 or the symmetric group S n . We study the special case of the Grassmannian G 2,4 (F q ) of lines in a 3-dimensional projective space.
Proposition 2.5. Invariant subgrassmannians in G k,n (F m 2 ) by the action of any triangle group are t−designs.
Proof. Triangle groups are reflection groups which admit a presentation T(r, s, t) = x, y, x :
with r, m, w integer numbers such that
They are finite subgroups of PGL(2, q) and they are known to be isomorphic to either the Klein group Z 2 × Z 2 , the dihedral group D m of order 2m, m ≥ 2, the alternating group A 4 , the alternating group A 5 , or the symmetric group S 4 . Since they are finitely generated, the invariant subgrassmannians in G k,n (F m 2 ) define a t−design where t is the number of generators. The dihedral group D m is generated by a rotation τ m of order m and a reflection σ, m = 2 s, s ≥ 2, then the corresponding invariant subgrassmannian in G k,n (F m 2 ) define a 2-(m, s, λ) design and so on for the other triangle groups. Moreover, for each conjugacy class 1, σ, τ k m , τ s m , σ τ m , k = 1, . . . , s − 1, in D m we get a 2-design, and so on for the other triangle groups.
Lemma 2.6. The orbit of G 2,4 (F q ) by the action of a rotation τ of angle α = 2π n , corresponds to a cyclic code of order n. Furthermore, the orbit by the action of the element τ m in GL(n, q) corresponding to the m−iterate composition of τ with itself is a quasi-cyclic code of index m n . Proof. We study the action of a rotation element on the Grassmanian G 2,4 (F q ) of lines in a 3-dimensional projective space P G(3, q). We apply to any line g a rotation τ of angle α = 2π n , represented by the array of vectors < (1, 0, 0), (0, cos(α), sin(α)), (0, −cos(α), sin(α)) >. It is easy to see that the orbit code by the composed action τ m with m a divisor of n is a quasi-cyclic code of index m n . If we denote by P(n) the set of all linear subspaces inside the vector space F n q , there is a natural metric on it defined by the function:
The metric on P(n) induces a metric on the Grassmannian G n,k (F q ). For any subspace code C ⊂ P(n), we define its distance through:
and its size as M := |C|. A code is said to have minimum distance d if
If the norm |U | = w for every codeword in C, then C is said to be of constant weight w. The number of codewords in C is called the size of the code.
We will say that a code C is of type [n, k, d] if C has length n, minimum distance d, and its dimension is k.
Definition 2.7. Given a linear [n, k, d]-code, a parity check matrix for C is an (n − k) × n matrix H of rank n − k such that C = {x ∈ (F q ) n : Hc T = 0}. Then the dual code C ⊥ is the linear [n, n − k, d] code generated by the parity check matrix of C.
Any element σ of the general linear group GL(n, F q ) induces another code
A singer cycle of GL(n, F q ) is an element of order q n −1. Singer cycles can be constructed, for example, by identifying vectors in F n q with elements of the finite field F q n . Since multiplication by a primitive element α ∈ F q n is a linear operation, it corresponds to a singer cycle in GL(n, F q ). For example, consider the codeword a = (a 1 , . . . , a n ) ∈ C and the permutation σ ∈ GL(n, F q ) which reverse the coordinates, so σ(a) = (a n , a n−1 , . . . , a 2 , a 1 ). If σ(a) ∈ C, the code is called reversible.
The intersection code space C C σ is given by the system of linear Diophantine equations:
In particular if σ is a Singer cycle σ(α i ) = (σα) i permutes the elements (α i ).
Moreover if the permutation is in the automorphism group of the code, we get an equivalent code. Given two permutation codes C and C σ the distance between them in the subspace metric is given by the formula:
Definition 2.8. Let a be a word in C, then the coset of a is the set:
A coset leader is a word of minimum weight of any particular coset.
Given a linear code C, a non-trivial coset is a translation of C by a vector v not in C. The main idea of coset coding is to map an information message not to a particular codeword but to a coset of this code. We observe that two cosets are either equal or disjoint.
Remark 2.9. The incidence vectors of the blocks of a t-(v, k, λ; q) design with maximum block intersection number s form a constant weight code of weight w = k, lenght n = v, and minimum distance d = 2 (k − s). Remark 2.10. A partition of the complete set of k−subspaces of X into disjoint t-(n, k, λ; q) designs is called a large set of t−designs over finite fields. Thus a partition of the Grassmannian
2.1. Relation of t−designs with AG codes. Algebraic geometric codes (AGC), use as an alphabet a set P = {P 1 , . . . , P N } of N −F q −rational points lying on a smooth projective curve C defined over F q , that is, in projective coordinates P i = [a i : 1] with a i ∈ F q . Namely, let F/F q be the function field of the curve, D a divisor of F/F q supported on the set P, and G another divisor such that Supp G ∩ Supp D = ∅. Then the geometric Goppa code C(D, G) associated with the divisors D and G is defined by evaluation of a rational map ϕ ∈ L(G) in the linear series attached to the divisor G:
It's an F q −subspace of (F q ) n and its dimension k as an F q −vector space is the dimension of the associated Grassmannian code G(n, k). Geometrically, it corresponds to a point in the Grassmannian G n,k (F q ).
Observe that for the same subset of evaluation points and any
where g is the genus of F .
More precisely, to each non constant rational function ϕ over C which is defined as the quotient of two polynomials f (x), g(x) ∈ F q [x], one can associate a matrix A with entries in the ring F q [x] . Then the generator matrix associated to the Goppa code C(D, G) is defined to be the diagonal matrix with entries q 1 , q 2 , . . . , q k , k ≤ n, corresponding to the continued fraction expansion of the rational function ϕ. Namely, let us call f 0 := f (x) and call f 1 the divisor polynomial g(x), and f 2 the remainder polynomial, then by repeated use of the Euclid's algorithm, we construct a sequence of polynomials corresponding to the quotients q 1 , . . . , q k , k ≤ n of the continued fraction expansion
g(x) < 1, then q 1 belongs to the ground field.These matrices are in correspondence with endormorphisms T : R → R, of F q [x]−modules, where R = F q (α), and α is a generator of F q n as an F q −vector space.
Lemma 2.11. The set of functions {q 1 , . . . , q k } is in bijective correspondence with the set of codeword positions f i coming from the decomposition of the rational function ϕ into partial fractions f i ∈ F q [x], 1 ≤ i ≤ n. Moreover, they are linearly equivalently as F q [x]−vector spaces.
Proof. We write the denominator g of the rational function ϕ as a product of powers of distinct irreducible polynomials.
where the linear factors (x−α i ) correspond to the roots of g(x) counted with multiplicity. Since we are working over the finite field F q n , the number of codeword positions {f i } n i=1 is in correspondence with a base {1, α, . . . , α n−1 } of F n q as a vector space over F q , and they have the same cardinality as sets.
Definition 2.12. Let C be the AG code associated with a rational function ϕ defined over a smooth projective curve C. A typical codeword is an element of the form k j=1 a ji f i ≡ 0 mod f , where f i are the functions obtained from the decompostion of f into partial simple fractions, and a i ∈ F q n .
The first case of study will be when the rational function ϕ admits a decomposition into linear simple fractions. These rational functions define what are known as Reed-Solomon codes or cyclic codes. In the case where α is a generator of F q n , as an F q −vector space, the set of codeword positions is identified with the set of linear fractions
Any linear combination of these elements produces a vector a = (a 1 , . . . , a n ) in (F q ) n and thus a codeword of our AG code C. Let l be the maximum integer number such that the codeword position a l = 0. The set of codewords a satisfies the relation
is a subset of the Galois field F q n . In several cases, it is possible to count the number of codewords of the AG code, by a simple count of the number of normalised polynomials of degree l irreducible over F q n . In the case of binary codes, where q = 2, S. Bezzateev and N. Shekhunova ( [BS] ) have obtained several closed formulas. The number of normalised polynomials I 2 m (l) of degree l over F 2 m satisfy the following equation:
where µ(d) is the Möebius function. The number of unitary separable polynomials with coefficients from the field F 2 m whose degrees do not exceed (l > 1) is equal to:
Definition 2.13. The length of a codeword (a 1 , . . . , a n ) in (F q ) n is n = n 1 + n 2 + . . . + n k , where n i is the number of positions of the vector a with weight v i corresponding to the exponent of the corresponding fraction
x−α i in the partial fraction decomposition of the rational function f associated to the AG code.
We observe that in the case of cyclic codes the weight v i coincides with the exponent of the corresponding function f i whose denominator is a linear function and thus with the integer n i .
Lemma 2.14. The set of AG codes defined over the rational normal curve is in bijective correspondence with the set of generalised Reed-Solomon codes.
Proof. We observe that the n−Veronese embedding of the n−dimensional projective space PG(n, q) maps the line spanned by the vector v ∈ F n+1 q to the line spanned by v n ∈ PS n F n+1 q , where PS n F n+1 q is the projectivization of the n−tensor power of the vector space F n+1 q , which is a projective space of dimension n. In particular, if the finite field F n+1 q is generated as a vector space over F q by a unique element α ∈ F q , then the set {1, α, . . . , α n } forms a basis of F n q . Thus the rational normal curve is defined as:
In other words, its underlying vector space is the F q −vector space whose elements are the polynomials of degree less than n with coefficients in F q that we will denote as F q [x] n . Let consider the evaluation map:
. It is injective, since the existence of a non-zero polynomial of degree less than k vanishing on α implies n < k by the fundamental theorem of algebra (a non-zero polynomial of degree r with coefficients in a field can have at most r roots). The image of ǫ is therefore an AG code of type [n, k, d] , where the minimum distance d is always at least n + 2. Just observe that since C n is a rational normal curve in P(F n q ), any n + 1 of its points happen to be in general position.
Reciprocally, the AG codes of dimension n defined over C n are constructed by evaluating non-zero polynomials of degree less than n over a location set {1, α 1 , . . . , α n } which coincide with the set of Reed-Solomon codes. Namely, consider a Reed-Solomon code of parameters [n, k, d] over a finite field F q , with parity check polynomial h(x) = q i=1 (x − α i ), where α is a primitive root of F q such that α k+1 = α + 1. Any codeword (c 0 , c 1 , . . . , c n−1 ) can be expanded into a q-ary k vector with respect to the basis {1, α, . . . , α k−1 }, that is, codewords from an [n, k, d] code over a finite field are identified with the coefficients of a degree k
Example 3. Consider the AG code defined by the rational function G(x) = 5x 2 +20x+6 x 3 +2x 2 +x which admits as decomposition into partial fractions G(x) := 6 x − 1 x+1 + 9 (x+1) 2 . The presence of a double factor (x + 1) 2 corresponds to the existence of an eigenspace E in the vector space F n q and thus an α−splitting subspace where the operator α is just the linear operator A − λI, with λ the eigenvalue of multiplicity 2 associated to E and A is the generator matrix of the code.
Proposition 2.15. The variety of [n, k, d] q −codes over F q is parametrized by a Grassmannian G n,k (F q ) of k−dimensional subspaces in the F q −vector space F n q , and the set of Reed-Solomon (RS) codes arises as the set of S n −invariants.
Proof. Let n = r s be a factorisation of an integer positive number n into irreducible coprime factors and assume s < r, then there is a sequence of field extensions F q r ⊂ F q s ⊂ F q n . Namely, consider the map T n :
where σ j is the j th elementary symmetric function in the variables x i . Thus {t j , j = 1, · · · n}, are the coefficients of the equation:
Then by Hilbert's irreducibility theorem (see Theorem 1 of [Se] ), it is well known that the splitting field of the polynomial f (x) = x n − t 1 x n−1 + . . . + (−1) n t n , is the field of S n invariants of the polynomial f (z, t 1 , . . . , t n ), where S n is the symmetric group in n variables and it contains an extension F q n of F q . Moreover, for any divisor r of n, one can consider the field of S r invariants, and apply Hilbert theorem to the symbols α, α q 2s , . . . , α q rs , where n = rs. Then we get an extension F q s of F q r and all its F q -subspaces are stable under Gal(F q s /F q r ). These are just the RS codes.
Corollary 2.16. The set of RS codes is a closed set in the Zariski topology.
Proof.This follows easily as a consequence of Proposition 2.15, since the Grassmannian is a compact variety. It is well known that the corresponding points F q k ,q n ⊂ F q n and F q n−k ,q n ⊂ F q n in the Grassmannians G k,n (F q ) of k−dimensional subspaces and the Grassmannian G n−k (F q ) of n − k dimensional subspaces are respectively dual subspaces in the underlying vector space (F q ) n for the Euclidean inner product. Note that the Hamming weight is preserved under invertible linear transformation Theorem 2.17. Let S GL(n, F q ) be a subgroup containing a primitive element α in F q , where q ≥ 2. Then the family of AG codes {C σ } σ∈S constitute a j-(v, r, λ) design where j is the number of generators of the subgroup S, r is the number of orbits in the Grassmannian G k,n (F q ) by the action of the subgroup S, v is the size of the code and λ is the number of α−splitting subspaces of F q n .
Proof. Consider the family of AG codes constructed out of the vector space of polynomials I = {f ∈ F q [x] : ∂ f ≤ k}, where ∂ f is the degree of the polynomial and fix a basis {1, α, α 2 , . . . , α n−1 }. To each polynomial f we associate the AG code C = { f (α i ) n i=0 : f ∈ I}. We construct a j−design where the point set are the codewords of the AG codes and each AG code of constant dimension r is a block, where r is the number of orbits in the Grassmanian G k,n (F q ) by the action of any representative of a conjugacy class in S. Each polynomial f (x) = a 0 + a 1 x + . . .+a j x j defines a codeword (a 0 , . . . , a j ) ∈ F j q of the code. Since the number of invariant polynomials in I by conjugated elements A and B in GL(n, F q ) is the same, r is the number of conjugacy classes in S. The intersection vector space is given by the evaluation set
of the polynomials of degree j with coefficients in F q , v is the size of the block codes which is constant and λ is the number of α−splitting subspaces of F q n as computed in 2.2.
Corollary 2.18. The family of RS codes of length q − 1 (respectively q + 1) constitutes a m-(q − 1, r, λ) design (respectively a m-(q + 1, r, λ) design).
Remark 2.19. The generators of the cyclic groups of order q − 1 (respectively order q + 1) are the relative integers coprime with (q − 1) (respectively with q + 1), that is ϕ(q − 1) (respectively ϕ(q + 1)), where ϕ(n) is the Euler's totient function. These codes are indeed AG codes arising from genus 0 curves, and by Riemann-Roch theorem, their parameters satisfy the bound d ≥ n+1−k, where d is the minimum distance, so they are MDS (maximum distance separable).
Let F be a field of characteristic p and α ∈ F be an n th primitive root of unity, where F denotes the algebraic closure of F . The n th cyclotomic polynomial Φ n (x) = 1<j<n,(j,n)=1 (x − α j ) ∈ F [x] is the minimal polynomial of α over F . It is monic of degree the Euler's totient function ϕ(n). It has integer coefficients and it is irreducible over Q. In Q[x], we have the factorization into irreducible polynomials:
By Möebius inversion:
Example 4. Consider the action of a permutation matrix β in GL(n, q) given by the element β ∈ F n q : x → a x, which is given by multiplication by an element a ∈ F * q of multiplicative order k > 1 with n = km. Then by Lemma 2.14, counting the codewords of the constant dimension code defined by the action of β in the Grassmannian G k,n (F q ), is equivalent to count the number N a,m of irreducible monic polynomials of degree n such that f (x) = f (ax). This number is expressed in terms of the Möebius function:
Example 5. We consider the roots of the polynomial x 8 − 1 ∈ F 5 [x] in the splitting field F 5 2 . The decomposition into irreducible polynomials over
is (x − 1)(x + 1)(x − 2)(x + 2)(x 2 + 1)(x 2 − 2)(x 2 + 2). Now, we consider the field extensions F 1 := F 5 [x]/(x 2 − 2) and F 2 := F 5 [x]/(x 2 + 2) of F 5 that are isomorphic to the field extension F 25 of F 5 . Call α the root of x 2 − 2 in the field extension F 1 , then 4 · α is the other root of x 2 − 2, and 2 · α, 3 · α the roots of
. We say that two roots are conjugated if they are roots of the same polynomial in the decomposition of
, in particular this defines a non-crossing partition of the total set of roots and it is a 2-design of the splitting field F 25 with parameters n = 2, k = 4 and λ = 2. From a geometric point of view, the point (α, 0) ∈ P(F 2 q ) with α 4 = 4 is an F 25 −rational point of the affine curve y 2 = (x 4 + 1). The other rational places are (2, 0), (−2, 0) and the place (0, α) at ∞.
It is well known how to factorise a polynomial over finite fields (see for example [PFG] ). In [BM2] we give an updated proof expressing the number of polynomials decomposable into distinct linear factors in terms of Stirling numbers.
Given an integer n, it is possible to count the number of cyclic codes of parameters [n, k] for each 0 ≤ k ≤ n and set of roots α 1 , . . . , α k in the splitting field of x n − 1, the corresponding polynomial g(x) = k i=1 (x − α i ) generates a linear cyclic code in the ring F q [x]/(x n − 1). Thus for each 0 ≤ k ≤ n there are exactly (q) k /(q 2 − q) cyclic codes. These codes are of great importance in ADN-computing and as they are linear codes, they can be described as function fields.
Remark 2.20. A much greater variety of linear codes is obtained if one uses places of arbitrary degree rather than just places of degree 1 as in Goppa's construction. For example, the polynomial x 3 + 4 factorises as (x − 1)(x 2 + x + 1) over F 5 [x] , then the roots of the polynomial in the splitting field F 5 [x]/x 2 + x + 1 ∼ = F 25 correspond to one place of degree 2 over the function field F 5 (x) but of degree 1 over F 25 .
The normalizer groups of the cyclic groups generated by α and γ are dihedral groups, and it is possible to construct t−designs from them as we showed in Proposition 2.5. Next tables show t−designs constructed from abelian p−groups and their normalizers. We assume that q ≤ 31. Table 1 . t−designs constructed from a p−group. q group type t − (n, k, λ) q odd prime q + 1 ≡ 0(3) cyclic of order q + 1 3-(q + 1, Table 2 . t−designs constructed from their corresponding normalizers. q group type t − (n, k, λ) q odd dihedral of order 2 (q − 1) 3-(2 (q − 1), q − 1, λ) q even dihedral of order 2 (q + 1) 2-(2 (q + 1), q + 1, λ) q = p e Borel p-(q (q − 1), (q − 1), λ)
Recall that the dihedral group of order 2 (q − 1) (respectively of order 2 (q + 1)) is generated by a rotation τ q−1 of order (q − 1), (respectively of order 2 (q + 1) and a reflection. In particular the discrete logarithm problem (DLP) applied to this group reads: Given an element h ∈ D 2 (q−1) find an integer m satisfying τ m = h. The smallest integer m satisfying the identity is called the index of h with respect to τ , and is denoted as m = log τ (h) or m = ind τ (h). The DLP is used as underlying hard problem in many cryptographic constructions, including for example Diffie-Hellman key exchange, [DH] . Solving DLP takes time that is exponential in the order of the group G. For example, the group defined by the elliptic curve over a finite field F p takes time O( (p). For this reason, it is used for cryptographic purposes.
Relation of t−designs with graph networks
Methods of classification of data sets which can be recorded as strings of sequences of letters over a finite alphabet, use graph theory. One of the most important classes of graphs considered in this framework is that of Cayley graphs.
A hypergraph or a set system is defined as a pair (V, E), where V is a finite set and E is a multiset of multisets of V . The degree of a vertex deg(v) is the number of edges incident with v. If a vertex v has multiplicity at least 2 in the edge e, we call v a loop in e. A multigraph X is a graph (V (X), E(X)) with loops (edges whose endpoints are equal) and multiple edges. We say that a hypergraph is k− uniform if each edge contains exactly r vertices (counting multiplicities). Consider a network represented by a directed multigraph G = (V (G), E(G)), with vertex set V (G) and edge set, E(G) with error free unit capacity edges, that is, a graph with loops (edges whose endpoints are equal) and multiple edges. A subset of the vertex set is called independent set, if there is no edge between vertices in X.
A clique in an undirected graph is a subset of its vertices such that every two vertices in the subset are connected by an edge. Let G be a simple graph and H a subgraph of G. A G−design of H is a pair where X is the vertex set of H and B is an edge-disjoint decomposition of H also known as partition of the vertex set. We say G is a split graph if the vertex set V (G) can be partitioned into a clique C and an independent set I, where (C, I) is called a plot partition of G. The best known cryptographic problem is that of privacy: preventing the un authorized extraction of information from communications over an insecure channel. In order to use cryptography to insure privacy, however, it is currently necessary for the communicating parties to share a key which is known to no one else. For applications in data privacy, we are interested to identify subgraphs in the complete graph that are identical, this gives a measure of the degree of anonymity of the graph.
An automorphism is a permutation of the vertices of the network which preserves adjacency. The set of automorphisms under composition forms a group Aut(G) of size a G which compactly describes network symmetry. The orbit of a vertex v ∈ V (G) is the set:
Automorphism group orbits naturally partition network vertices into disjoint structural equivalence classes. Since two vertices in the same orbit may be permuted without altering network adjacency, they are structurally equivalent in the strongest possible way: they play exactly the same structural role in the network. The network redundancy is defined by the quantity
, where N Q is the number of network orbits and N G is the number of vertices in the network, [KTSZ] .
Let G be a network with automorphism group Aut(G). Let 1 = S be a set of generators of Aut(G). Suppose that we partition S into n support-disjoint subsets S = S 1 ∪ . . . ∪ S n such that each S i cannot itself be decomposed into smaller support-disjoint subsets. Call H i the subgroup generated by S i . Since S is a generating set and elements from different factors H i , H j commute, this procedure gives a direct product decomposition:
The network automorphism group decomposition relates automorphism group structure to network topology. Moreover, automorphism groups of realworld networks such as scientific collaboration networks or technological networks such as the internet can typically be decomposed into direct and wreath products of symmetric groups, (see [BRJ] ). Reciprocally, given a group presentation S of GL(n, F q ), we can attach to it a Cayley graph which is defined as the directed graph having one vertex associated with each group element and directed edges (e 1 , e 2 ) whenever e 1 e −1 2 ∈ S. The Cayley graph may depend on the choice of a generating set, and it is connected if and only if S generates GL(n, F q ).
A subset S of an additive group is called sum-free if it contains no elements x, y, z such that x + y = z. In particular, this means the corresponding vertices constitute an independent set in the Cayley graph, (see [KTSZ] ). Moreover, there are two distinguished sets of vertices, the set of independent vertices L which satisfy the property that there is no edge between two vertices and the complement graph.
We pass from network topology to vector network coding by thinking of the vertex set V (G) = {a 1 , . . . , a n } as an alphabet of n letters and defining a vector space V on these n−generators over a ground field k. There is a natural representation ρ : S n → GL(V ), where S n is the group of permutations of n elements. As we showed in [BM1] , vector network coding and moreover codes over a finite field F q are very much related with the study of the representation theory of the symmetric group over finite fields and further with the representation theory of GL(n, F q ) over finite fields. From this representation, one can recognise more easily patterns and extract information from them. In terms of designs over F q , we want to understand which subspaces are invariant by the action of elements of the general linear group GL(n, F q ) or finite subgroups of GL(n, F q ). In this way, one can construct designs with prescribed groups where the blocks are the orbits by the action, and thus to generalise to other Galois extensions not necessarily cyclic.
For other general linear groups, we study generalised Grassmannians or more commonly known as flag varieties. Fix a partition λ = (λ 1 , . . . , λ r ) of n and let F λ = F λ (F q ) be the variety of partial flags of F q −vector spaces
The group GL(n, F q ) acts on F λ in the natural way. Fix an element X 0 ∈ F λ and denote by P λ the stabilizer of X 0 in G and by U λ the subgroup of elements g ∈ P λ which induces the identity on
The adjacency matrix of the graph is interpreted as the incidence matrix of the design. Recall that the adjacency matrix A of a multigraph is a n × n matrix (where n = |V |) with rows and columns indexed by the elements of the vertex set and the (x, y)− entry is the number of edges connecting x and y. If the graph is directed, the matrix A is symmetric and therefore all its eigenvalues are real. The degree of a vertex deg(v) is the number of edges incident with v, where we count a loop with multiplicity 2. The largest eigenvalue λ of the adjacency matrix describes the spectrum character of the graph topology.
Given a t−design you can associate to it a regular graph, where the points are the nodes of the graph, all the nodes have the same degree and two different nodes are connected if and only if they are in the same block of the design, that is, the neighbors of the vertices are the blocks. Reciprocally given a k−regular graph on v vertices, if any two distinct vertices have exactly λ common neighbors it is a 2-(v, k, λ) design. It is also possible to design a code which matches the network graph. Then Aut(G) coincides with the automorphism group Aut(D) of the design.
Let X be a v-set and P k (X) denote the set of all k−subsets of X. A t-(v, k, λ)−design is a set system D = (X, D) in which D is a collection of P k (X) (called blocks) such that every t−subset of X appears in exactly λ−blocks. A 2-(v, k, λ) design is a collection B of elements of P k (X) (called blocks) such that every line of the incidence structure (P(X), B(X), I) intersect B in exactly λ points. A 3-(v, k, λ) design is a collection of B of elements of P k (X) (called blocks) such that any triple (r 1 , r 2 , r 3 ) of points is collinear. Such sets are called lines in B and every line intersect B in exactly λ points. In general r−designs admitting PG(2, q) as a group of automorphisms are known as (k; r) arcs.
Denote by l = l(p, q) the set of all such points, then l 3 ∈ B, that is, any triple (r 1 , r 2 , r 3 ) of points in l is collinear. Such sets are called lines in B.
Let V be a 3-dimensional vector space over F q and consider the projective plane P G(2, q) defined by the incidence structure (P(V ), B(V ), I). Definition 3.1. A (k; r)−arc K in P G(2, q) is a set of k−points such that some r, but not r + 1 of them are collinear. In other words, some line of the plane meets K in r points and no more than r−points. A (k; r)−arc is complete if there is no (k + 1; r) arc containing it. Definition 3.2. A k−arc is a (k; n, n − 1; n, p) set with n ≥ 3 of k−points such that, every subset of s points with s ≤ n points is linearly independent.
3.0.1. Secret sharing scheme from graph designs. Secret sharing protocols is a method of distributing a secret s among a finite set of participants P = {P 1 , . . . , P n }, such that, only a predefined specific subset belonging to the access structure when they pool their partial information together, can reconstruct the secret, [SRSK] . An efficient secret sharing scheme is the one that has high information rate (small share size). It is considered as a measure of the efficiency of such system. A special participant P 0 , not in the set P , the dealer, takes the responsibility of distributing the shares to each participant. The family of all subsets of participants that can resconstruct the secret is called an access structure Γ. All the t−subsets of a set of n participants capable of reconstructing the secret are called the authorized sets and represented by Γ 0 . If the size of each share is at least as large as the size of the secret, it is called a perfect sharing scheme. We can represent a secret sharing scheme by a graph in which the vertices represent the participants and the edges represent the access structure. A perfect secret sharing scheme S for a finite graph G access structure of n vertices is a 2-(n, k, λ) design. Namely, a partition of subsets of vertices of G of size k such that every 2-subset is contained in at least λ−subsets of G.
The group GL(n, q) acts transitively on subsets of size n + 1 of the projective line whenever q ≡ n + 1(mod n + 2). We can construct secret sharing schemes from configurations of points of size n + 1 on the projective line.
Moreover we can construct secret sharing schemes from configuration of points on curves admitting a transitive linear action. Let p be a prime number and p ≥ n + 2, then the Normal Rational Curve defined as:
is an example of a (p + 1)−arc. It contains p + 1 points, and every set of n + 1 points are linearly independent.
Appendix
Algorithm 1 outlines a method to construct t−designs of arbitrary size. Algorithm 1. Let q be a prime power p m where m is the least integer such that n divides p m − 1, in particular g c d(m, p) = 1.
Input: n, q.
• Step 1. Factorize n into pairwise coprime factors n = p k+1 · · · p en n . Output: the parameters r, s. Then by Proposition 2.2, we get a r-(n, s, λ; q) design.
Algorithm 2 implements how to compute the shares with respect to a secret s for an arbitrary access structure, where the participants are represented by random variables x v for each v ∈ V and the secret s is an element in a chosen finite field F of coefficients.
Algorithm 2. Input: Let F be a field of characteristic p, in particular it contains a copy of F p , and F [x 1 , x 2 , . . . , x n ] be a polynomial ring. The secret is an element s ∈ F and there are n participants P 1 , . . . , P n and a dealer P 0 .
• Step 1. A dealer chooses k random polynomials f 1 , . . . , f k ∈ F [x 1 , x 2 , . . . , x n ].
• Step 2. The dealer chooses a random matrix A ∈ F n×k , then (g 1 , . . . , g n+1 ) T = B × (f 1 , · · · , f k ) T .
• The dealer chooses a polynomial g = s + a 1 f 1 + · · · + a k f k , where a i ∈ F, i = 1, · · · , k are random numbers.
• Step 3. The dealer announces the share information (g i , g) to participant P i for i = 1, . . . , k. If we obtain k shares g i 1 , g i 2 , · · · , g i k among the n + 1 shares, then the secret can be computed from the polynomial g and a Gröbner basis of g i 1 , g i 2 , · · · , g i k . The secret must satisfy the following two conditions:
(1) f 1 , · · · , f k ∈ g i 1 , g i 2 , · · · , g i k and g i j ∋ g i 1 , g i 2 , · · · , g i j−1 , g i j+1 , · · · , g i k .
(2) For any submatrix S ∈ F k×k of B, (b 1 , · · · , b k ) = (a 1 , . . . , a k ) × S −1 . Then b i = 0 for all i. It is well known that the complexity of computing a Gröbner basis is doubly exponential in general.
