The frequency distribution of pairwise differences between sequences of mtDNA has recently been used to estimate the size of human populations before and after a hypothetical episode of rapid population growth and the time at which the population grew. To test the internal consistency of this method, we used three different sets of human mtDNA data and the corresponding demographic parameters estimated from the distribution of pairwise differences to determine by simulation the expected number of segregating sites, S, and its empirical distribution. The results indicate that the observed values of S are significantly lower than expected in two of three cases under the assumption of the infinite-sites model. Further simulations in which mutations were allowed to occur more than once at the same site and in which there was variation in mutation rate among sites show that the expected number of segregating sites can be much lower than under the infinite-sites assumption. Nevertheless, the observed value of S is still significantly different from the value expected under the expansion hypothesis in two of three cases.
Introduction
Histograms of pairwise differences between nonrecombining DNA sequences have recently been investigated, with the goal of understanding the relationship between their features and the demographic history of populations.
The theoretical expectation of the distribution of pair-wise differences has been predicted assuming different hypothetical scenarios of population history and structure (Watterson 1975; Slatkin and Hudson 199 1; Rogers and Harpending 1992; Marjoram and Donnelly 1994) . The comparison of an observed histogram with expectations from alternative models may thus provide information about important characteristics of the population sampled. The distribution of pairwise differences of mtDNA sequences sampled from different human populations has been noted to fit poorly the distribution expected in a population of constant size under neutrality (Cann et al. 1987; Di Rienzo and Wilson 199 1; Harpending et al. 1993) . In contrast, unimodal distributions are often observed. Slatkin and Hudson ( 199 1) showed that exponential population growth can produce a nearly Poisson distribution of pairwise differences, similar to that ob-served in some human populations (Di Rienzo and Wilson 199 1). Rogers and Harpending ( 1992) assumed that a unimodal distribution of pairwise differences is the signature of a previous population expansion event, and they estimated population sizes before and after rapid growth and the time of growth for different human populations. Their method relies on a least-squares fitting of a theoretical transient distribution of pairwise differences, derived by Li (1977) under the assumption of the infinite-sites model of mutation. Rogers's ( 1995) method-of-moments estimator gives similar estimates of the population size before the expansion and the time since expansion but does not estimate the present population size, which is assumed to approach infinity.
In general, two problems may arise in trying to infer the demographic history of a population from genetic data. First, the observed sample of genes represents only one of the possible evolutionary outcomes of the genealogical process. If the variance in the expected distribution of the possible genealogies is high, it may be difficult to draw any inference from a single sample. After a rapid expansion and until the new equilibrium is reached, however, the average pairwise difference is likely to be closer to its expectation than in a population of constant size at equilibrium (Rogers and Harpending 1992) , especially if there is a large increase in the population size (Rogers 1995) . This fact, which is due to the initial decrease of the coefficient of variation of the average pairwise difference after the expansion, implies that the errors in Rogers and Harpending's (1992) estimates b Estimates of 0 = 2Nu before (0,) and after (0,) the instantaneous population expansion and the age of the expansion in units of mutational time (T), from Rogers and Hat-pending (1992) .
' Population sizes and date of the expansion (in unit of generations) used in the simulations, calculated from C&, 8,, and z, assuming a mutation rate per nucleotide of 5.0 X lo-' and 4.1 X 10m6 per generation for the world data set (which includes the whole mtDNA sequence) and for the Sardinia and Middle East data sets (which include only the control region), respectively. tend to be low when large and recent expansion events occurred in the history of the population.
Second, the application of Rogers and Harpending's (1992) method for the estimation of demographic parameters relies on the assumption that population expansion, genetic drift, and mutation are the only factors that produced the observed distribution of pairwise differences. Yet, a unimodal distribution of pairwise differences may also be the consequence of selection on a particular haplotype (Di Rienzo and Wilson 199 1) or of high levels of homoplasy present at nucleotide sites with very high mutation rates (Lundstrom et al. 1992) . In particular, these alternative explanations for unimodal distributions may have some importance in human populations, where simulation of expansion events have shown that nonunimodal distributions of pairwise differences can easily result if the population is subdivided (Marjoram and Donnelly 1994) . The consistency of the Rogers and Harpending (1992) method may be tested by using another measure of genetic variability, the number of segregating sites, which has been shown to have a different dynamic than the average number of nucleotide differences when population size is not constant (Tajima 1989b) . To do that, we simulated gene genealogies similar to those for three human mtDNA data sets (Cann et al. 1987 ; Di Rienzo and Wilson 199 1) using the parameters of the population expansion estimated by Rogers and 'Harpending ( 1992) . We then compared the observed number of segregating sites with the simulation results. Finally, we tested how the mutational model affects the results, in particular assuming more realistic finite-sites models of mutation for the human mtDNA.
The mtDNA Data
Three human mtDNA data sets were used. The first is the worldwide sample of restriction fragment length polymorphisms (RFLPs) analyzed by Cann et al. (1987) . The second and the third are the sequences of a segment spanning the first 400 bp of the control region in the Sardinian and Middle Eastern populations studied by Di Rienzo and Wilson ( 199 1). The characteristics of these samples and the genetic variability measures relevant for the present work are presented in table 1, together with the population expansion parameters estimated by Rogers and Harpending (1992) from the observed distribution of the pairwise differences between each sequence and all the others in the sample. These parameters are O,, = 2N0u, O1 = 2Nlu, and z = 2ut, where No and Nl are the number of females in the population before and after the expansion, t is the age in number of generations of this event, and u is the mutation rate per generation per region of DNA. The crucial parameters in the model are 00, O,, and z. The estimates of No, Ni, and t depend on the assumed mutation rate.
The three different data sets lead to three different sets of population expansion estimates (see table 1 ). The estimated variation in size ranges from a 23-fold increase in the Sardinian population to an unknown (@, = 0) but very large increase in the Middle Eastern population. The age of these expansions (in units of 1/2u generations) range from 3.99 in the Sardinian data set to 7.34 in the Middle Eastern data set. Moreover, the three samples are apparently also very different in terms of homogeneity, since the Cann et al. ( 1987) data set includes people from four continents, whereas the other samples come from more restricted areas. Consequently, the three data sets seem to be suitable to test the applicability of Rogers and Harpending's ( 1992) method of inferring evolutionary parameters.
Simulations
Following the general coalescent approach described by Hudson (1990) , the computer simulations reconstructed backward the genealogy of a sample of genes. A thousand gene genealogies were simulated for Segregating Sites in Expanding Populations 889 each of the three human mtDNA samples considered, using the values of Oo, 01, and z estimated by Rogers and Harpending (1992) . A model of sudden population expansion was assumed: t generations before the present, the population size changed from No to N, (see table 1 ). The values of No, N,, and t were determined from Oo, O1 z and assuming a per-nucleotide mutation rate of 5.0 X 10m7 and 4.1 X 10m6 per generation for the world data set (which includes the entire mtDNA molecule) and for the Sardinian and Middle Eastern data sets (which include only the control region), respectively. For the purposes of this article, the estimates of the mutation rate and the consequent values assigned to N are not critical, since the total number of mutations on the tree depends only on their product Nu. data sets consisted of the control region only. In all cases, fast sites mutated 10 times faster than slow sites. Small changes in these values did not affect the simulation results.
Under the infinite-sites assumption, the two-rate mutation model and the constant mutation rate model produce the same level of genetic diversity, as long as the average mutation rate is the same. For that reason, we used the two-rate model only under a finite-sites assumption.
Results
The distributions of the number of segregating sites S obtained in the simulations are shown in figure 1 , where the observed values in the three human populations analyzed are indicated by an arrow. Under an infinite-sites assumption, the values of S expected if the
The number of mutations that occurred along a particular lineage of length t was Poisson distributed with mean ut. To avoid overestimation of the total number of mutations in a tree (which is possible when the population size is very small), multiple coalescence events WORLD each generation were allowed.
Three models of mutation were used in the simulations. The first was the infinite-sites model (Kimura 1969) , where each mutation occurs at a different site. Under this model, the number of segregating sites is the total number of mutations in the tree (Hudson 1990 ). The second was a finite-sites model with two possible states per sites, thus allowing for the possibility of reverse mutations and multiple changes per sites. The third was a two-rate finite-sites model. Again, the mutations may occur more than once at the same site (with two possible states per site), but in this case some sites were considered slow, that is, with a low mutation rate, and other fast, that is, with a high mutation rate. Wakeley (1993) has shown that a model with gamma-distributed rates provides a better fit to the number of changes at each nucleotide site in three human mtDNA data sets pooled than does a two-rate model, but this was no longer the case when the three samples were analyzed separately. Since the size of the samples used in this article is similar to or smaller than the individual samples used by Wakeley, a simple two-rate model of mutation seems, in this context, a reasonable approximation of a more realistic mutational process. Keeping the average mutation rate equal to the value used in the previous models, the proportion of fast sites was fixed at 0.1 in the simulations of the world data set and at 0.2 in the simulations of the Sardinian and Middle Eastern data sets. These values were chosen because they approach the fraction of noncoding sites in human mtDNA sequence and the estimates of Wakeley (1993) on the control region, respectively. As already mentioned, the world data set refers had experienced an expansion as estimated Table 3 by Rogers and Harpending (1992) are quite different Using the two finite-sites models of mutation, the simulations resulted in a lower number of segregating sites, and this reduction was stronger when the two-rate model of mutation was employed. In this case, the value of S observed in the world data set did not differ significantly from the expected value, but this was not true for the Middle Eastern and the Sardinian data sets ( Finally, the average mean number of pairwise differences between sequences, X, as well as its average sample variance S*(K) did not change much under different mutational models (table 3) . Their coefficients of variation for 1,000 simulations are reported in table 3.
can be strongly affected by assumptions about the mutational process and the demographic parameters of a population expansion, estimated from the distribution of the pairwise differences observed in three human populations, do not always explain the observed number of segregating sites.
Discussion
The assumption that mutations can occur more than once at the same site reduced the number of segThe results of this study show that the expected regating sites expected under the infinite-sites model. number of segregating sites in expanding populations This effect, more evident when a large number of mutations were forced into few fast sites, is due to the fact deviation from the infinite-sites expectation is proportional to the total length of the tree (longer trees contain more mutations, which implies more homoplasy) and 351.72 therefore to the size of the population and, until a new equilibrium is reached, to the age of the expansion. This explains the small reduction of S observed in the sim- ulation of the Sardinian data set compared with the almost-twofold decrease observed in the simulations of the world and Middle Eastern data sets. In contrast, the expected values of n found in the simulations did not 150.53 change much when the infinite-sites or the finite-sites models were used. This finding was predicted by the analytical derivation of Rogers (1992) , but it is unclear The different influences of the mutational assumptions on different measures of genetic variability have other interesting consequences.
For example, the conclusions of the widely used Tajima's ( 1989a) test of neutrality may be affected by the mutational process. The expected value of Tajima's D statistic, under neutrality and assuming the infinite-sites model, is 0, and the upper 95% confidence limit, in a sample of 100 genes, is 2.073 (Tajima 1989~) . That means that observed values of D larger than 2.073 can be taken as evidence against neutrality. When we simulated the genealogy of 100 genes using a finite-sites, two-rate model of mutation, with 0 = 20, the average mutation rate per generation per nucleotide equal to 2.5 X 10w6, 390 slow sites (u = 2.33 X 10w7), and 10 fast sites (u = 9.1 X 10P5), the empirical distribution of D observed in 1,000 replicates was shifted substantially toward positive values ( fig. 2) . The mean value of D was 1.58, and 23.4% of the genealogies showed a significant departure from the hypothesis of neutrality. This finding shows that, even if only 2.5% of the sites are subject to frequent recurrent mutation, the confidence limits of Tajima's statistic may no longer be appropriate.
We now turn to the comparison between the observed and the expected values of S. The analysis of the world data set shows that the population expansion hypothesis can explain the observed number of segregating sites when we use the two-rate model of mutation. However, it is not clear how much bias is introduced into the distribution of pairwise differences when sequences sampled from distinct populations (geographically and historically) are pooled, as they are in the world sample. The pooling of data from different populations could create a unimodal distribution because of the central limit theorem (L. Excoffier, personal communication) . Thus, the interpretation of demographic parameters estimated from the distribution of pairwise differences in a nonhomogeneous data sets is difficult, even when the observed number of segregating sites and mean pairwise difference are compatible with the values expected under the expansion hypothesis. An additional complication is that we found in our simulations of the world data set that the coefficient of variation of the sample variance of n: was rather high (greater than one under the infinitesites model). Hence, it is difficult to have confidence in estimates of parameters that depend on the variance of n:. In this context, we note that Templeton (1993) , using a different approach, could not find evidence of worldwide population expansions in a different mitochondrial DNA data set.
The analyses of the Sardinian and the Middle Eastern data sets, which comprise homologous sequences, show a significant difference between the observed and departure from neutrality. 8= 20; n = 100; average mutation rate per nucleotide per generation = 2.5 X lo-$390 slow sites (p = 2.33 X lo-' ); 10 fast sites (u = 9.1 X lo-' ).
expected values of S when the two-rate mutation model was assumed. Two different but not mutually exclusive explanations for these results may be envisaged. First, these populations underwent an expansion that led to a unimodal distribution of the pairwise differences, but the errors in the estimation of 00, @, and z due to the stochasticity of the genealogical process are large enough to also include values that predict a number of segregating sites different from the observed value. The errors of these estimates depend on the magnitude and the age of the expansion (Rogers 1995) and increase as the population approaches the new equilibrium.
This first explanation is not convincing for the Middle Eastern population, which seems to be far from equilibrium.
In fact, the nucleotide diversity expected in this population after the expansion and at equilibrium is almost 500 times larger than that observed. Second, population expansion may not be the only factor that shaped the levels of genetic variability in Sardinian and Middle Eastern populations. Compared with the simulated expectation, the excess of S observed in the Sardinia sample may be due to the existence of deleterious mutations (Tajima 1989a ), wh&h do not seem to be uncommon in human mtDNA (see Excoffier 1990 ). On the contrary, the deficit of S observed in the Middle Eastern data set seems more difficult to explain.
A unimodal distribution of pairwise differences of mtDNA can result from any process that produces a lack of correlation between sequences. Rapid population growth and a selective sweep of a new advantageous haplotype lead to a low correlation among sequences because they cause a starlike gene genealogy. High mutation rates at some nucleotide sites also result in low correlation because mutation would then tend to obscure the true genealogical history. It seems likely that both demographic and mutational processes contribute to the distributions of pairwise differences. A unimodal distribution is consistent with rapid population growth but does not prove it occurred or necessarily provide much information about how it occurred. We have shown that the observed numbers of segregating sites are not consistent with the values expected in the model of Rogers and Hat-pending (1992) , as well as when more realistic models of mutation are incorporated. Thus, the estimates of Oo, 0,, and z obtained from that analysis should be interpreted with caution.
