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CATEGORIFIED GROUPOID-SETS AND THEIR BURNSIDE RING
LAIACHI EL KAOUTIT AND LEONARDO SPINOSA
Abstract. We explore the category of internal categories in the usual category of (right) group-sets, whose objects are
referred to as categorified group-sets. More precisely, we develop a new Burnside theory, where the equivalence relation
between two categorified group-sets is given by a particular equivalence between the underlying categories. We also
exhibit some of the differences between the old Burnside theory and the new one. Lastly, we briefly explain how to
extend these new techniques and concepts to the context of groupoids, employing the categories of (right) groupoid-sets,
aiming by this to give an alternative approach to the classical Burnside ring of groupoids.
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Introduction
The Burnside theory for finite groups is a classical subject in the context of group representation theory and
it has been introduced for the first time in [Bur11]. Afterwards, this topic has been further developed in [Sol67]
and [Dre69] and it has found many applications in different fields like, for example, homotopy theory (see [Seg71]).
Aiming to extend this theory to the framework of “finite” groupoids, we discovered, in [ES18], that the Burnside
contravariant functor does not distinguish between a given groupoid and its bundle of isotropy groups. Specifically,
it has been realized in [ES18] that, under appropriate finiteness conditions, the classical Burnside ring of a given
groupoid is isomorphic to the product of the Burnside rings of its isotropy group types, although, not in a canonical
way. The crux is that the isomorphism relation between finite (and not finite) groupoid-sets leads only to the con-
sideration of (right) cosets by subgroupoids with a single object, and this, somehow, obscures the whole structure
of the handled groupoid. In other words, the classical Burnside ring of a (finite) groupoid dose not codifies, as
in the classical case, information about the whole “lattice” of subgroupoids, since the subgroupoids with several
objects do not show up at all.
This paper is an attempt to give another approach to the Burnside ring of groupoids, by considering the category
(2-category in fact) of internal categories inside the category of (right) groupoid-sets. The objects of this category
(the 0-cells) are referred to as categorified groupoid-sets and, by abuse of terminology, the associated ring is called
the categorified Burnside ring of the given groupoid. It is noteworthy to mention that, albeit we get in this way a
commutative ring that strictly contains the classical one, we show that this new ring also can be decomposed, in a
not canonical way, as a product of rings, which are the categorified Burnside rings of the isotropy group types of
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2 LAIACHI EL KAOUTIT AND LEONARDO SPINOSA
the groupoid. This makes manifest that also the idea of employing the categorification of the notion of groupoid-
sets does not adjust to the groupoid structural characteristics. Nevertheless, in the case of groups (i.e., groupoids
with only one object), this categorification approach leads to a new Burnside ring to enter into the picture (see
Example 6.4).
The concept of categorification has been explained extensively in [BC04, pag. 495] and [BL04]. Roughly
speaking, the idea behind is to replace the underlying set of an algebraic structure (resp. the structure maps), like
a group, with a certain category (resp. with functors), with the goal of obtaining a new structure which could
help to understand the initial one. In the case of the category of groups, for example, the categorificaton process
produces the notion of 2-group (see [BL04]), which has been proved to be equivalent to the concept of crossed
module introduced by Whitehead in [Whi46] and [Whi49]. To performe the categorification of a structure, the
notions of internal category, internal functor and internal natural transformation, introduced in [Ehr63a], [Ehr63b]
and [Ehr66], are crucial and they will be used extensively in this work.
The main idea of this paper is to categorify the notion of group action on a set to obtain a particular category with
a group action on both the set of objects and of morphisms. Moreover, the source, target, identity and composition
maps of this category will have to be compatible with the group action. Regarding the usual right translation
groupoid, it will be replaced by a right translation double category (an internal category in the category of small
categories) to illustrate the new higher dimensional situation.
After this, we elaborate a new Burnside theory, based on a particular notion of weak equivalence between these
new categories endowed with a group action. We refer the reader to [Bur11] and [Sol67] for the classical Burnside
theory of groups. We note that there are, in the literature, other generalizations of the classical Burnside theory:
see for instance, [OY01], [HY07], [DL09] and [GRR12].
In the last section we briefly explain how to extend this idea of categorification to the case of groupoid actions
and how it can be reduced to the case of group actions. We refer the reader to [ES18] for the classical Burnside
theory applied to groupoids.
1. Preliminaries and basic definitions
In this section we recall the notion of internal categories in small categories with pull-backs(1) , and use this
notion to introduce what we will call the category of right categorified group-sets. This is a kind of a categorificaton
of the usual notion of right group-set object (see [Bou10]).
Given two functions α : A −→ D and β : B −→ D, we will use the notation:
A α×β B = { (a, b) ∈ A × B | α (a) = β (b) } .
This set is well known as the fibre product of α and β and it is the pull-back of the maps α and β in the category of
sets. This means that the following commutative diagram,
A α×β B pr2 //
pr1

B
β

A α // D
(1)
is cartesian, where pr1 and pr2 are the canonical projections. This notion can be also adopted in a categorical
setting replacing sets with objects in a given category with pull-backs. This, in particular, applies to the category
of small categories and functors between them. The following Definition 1.1 is taken from [BC04, pag. 495].
Definition 1.1. Given a category with pull-back C, we define an internal category X in C as a couple of objects
X0 and X1 of C and morphisms
X1
tX //
sX
// X0 ιX // X1 X2 := X1 sX×tX X1
mDoo ,
(1) A category is called small when it is a hom-sets category [Mac98], and its class of objects is actually a set.
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where sX and tX are called the source and the target morphisms, respectively, ιX is called the identity morphism
and mX is called the composition morphism, or “multiplication morphism”, such that the following diagrams are
commutative (note that we will use the notation X3 := X1 sX×tX X1 sX×tX X1).
X0 ιX //
ιX

IdX0
&&
X1
sX

X1 tX // X0
X2 mX //
pr1

X1
tX

X1 tX // X0
X2 mX //
pr2

X1
sX

X1 sX // X0
X3
mX×IdX1 //
IdX ×mX1

X2
mX

X2 mX // X1
X0 IdX0×tX X1
ιX×IdX1 //
pr2
))
X1 sX×tX X1
mX

X1 sX×IdX0 X0
IdX1 ×ιXoo
pr1
uuX1
Internal categories in C can be viewed as 0-cells in a certain 2-category:
Definition 1.2. Let C be a category with pull-back, and consider two internal categories X and Y in C. We define
an internal functor F : X −→ Y in C as a couple of morphism F0 : X0 −→ Y0 and F1 : X1 −→ Y1 such that the
following diagrams are commutative, where we use the notation F2 = F1 × F1 : X2 −→ Y2.
X1 sX //
F1

X0
F0

Y1 sY // Y0
Y1 tX //
F1

X0
F0

Y1 tY // Y0
X0 ιX //
F0

X1
F1

Y0 ιY // Y1
X2 mX //
F2

X1
F1

Y2 mY // Y1
Definition 1.3. Given C as above, let’s consider two internal categories X and Y in C, two internal functors
F,G : X −→ Y in C, we define an internal natural transformation α : F −→ G in C as a morphism α : X0 −→ Y1
in C such that the following diagrams are commutative, where ∆ denotes the morphism given by the universal
property of the pull-back in C.
X0
F0
%%
α // Y1
sX

Y0
X0
G0
%%
α // Y1
tX

Y0
X1 ∆(G1, αsX) //
∆(αtX, F1)

Y2
mY

Y2 mY // Y1
Internal natural transformations can be composed (horizontally or vertically) in a similar way to ordinary natural
transformation and we refer to [BC04, Pag. 498] for a more detailed explanation.
We note that the experienced reader will not fail to see the similarities between the theory of internal categories
and enriched category theory (see [Kel05]). In this work, however, we chose to keep the internal categories
approach already used in [BL04] and [BC04].
For a given group G, we will denote by Sets-G its category of right G-sets. Morphisms in this category are
referred to as G-equivariant maps. The pull-backs in Sets-G are given as follows: Let us assume that we have
a diagram of G-equivariant maps α : X → Z ← Y : β. Then the pull-back set X α×β Y is a G-set via the action
(x, y)g = (xg, yg), with x ∈ X, y ∈ Y and g ∈ G, such that the analogue diagram of equation (1) becomes a cartesian
square of right G-sets.
Definition 1.4. Given a group G, we define a right categorified G-set as an internal category in the category of
right G-sets, a morphism of right categorified G-sets as an internal functor in the category of right G-sets and a
2-morphism between morphisms of right categorified G-sets as an internal natural transformation in Sets-G. In
this way, thanks to [Ehr63a] and [BC04, Prop. 2.4], we obtain a 2-category that, by abuse of notations, we denote
with CSets-G. The category of left categorified G-set is similarly defined, and clearly isomorphic to the right one.
We will also employ the terminology categorified right group-set, whenever the handled group is not relevant for
the context. In all what follows categorified group-sets stands for right ones.
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Remark 1.5. In fact, the category of categorified G-sets is the category that “contains” CSets-G as full subcategory.
Such a category is defined as the category of functors [∆op,Sets-G] from the opposite category of ∆ of finite sets
∆n = {0, 1, · · · , n}, with increasing maps as arrows, to the category Sets-G of right G-sets. This somehow justifies
the employed terminology in Definition 1.4. The choice that we made, in working with the category CSets-G
instead of [∆op,Sets-G], has its origin, apparently, in some of the difficulties that the whole category of categorified
right G-sets presents, especially in developing a certain kind of Burnside theory, as we will see in the sequel for
CSets-G. Nevertheless, it is noteworthy to mention that many of the results stated below for CSets-G might be
directly extended to the whole category of categorified G-sets.
Remark 1.6. Following Definition 1.4, we have to note that categorified G-sets, morphisms of categorified G-
sets, and the relative 2-morphisms constitute, respectively, categories, functors and natural transformations in the
usual sense. This means that many definitions of the usual category theory are valid in this setting. For example,
given a G-set X, an element f ∈ X1 is called an isomorphism if there is h ∈ X1 such that h f = ιX (sX( f )) and
f h = ιX (tX( f )). In this way, we obtain a forgetful functor from the 2-category of internal categories in a category
C to the category of ordinary small categories.
Direct consequences of Definition 1.4, are as follows. Let X be a categorified G-set, given a, b ∈ X0, we will
use the notation
X(a, b) =
{
f ∈ X1| sX( f ) = a and tX( f ) = b
}
.
As was mentioned above, the set X2 admits in a canonical way an action of G-set, given by (p, q).g = (pg, qg),
for every (p, q) ∈ X2 and g ∈ G. In this way, the fact that the composition map mX is a G-equivariant leads to the
following equalities:
(p ◦ q) . g = (pg) ◦ (qg) (2)
for every composable arrows p, q, and every element g ∈ G. In this direction, we have that a morphism p ∈ X1 is
an isomorphism if and only if pg is an isomorphism for some g ∈ G. Furthermore, for any element a ∈ X0 and
g ∈ G, we have that the map
X(a, a) −→ X(ag, ag),
(
` 7−→ ` g
)
is a morphism of monoids (or semigroups).
In the rest of the paper we will consider the category CSets-G, defined in Definition 1.4, mainly as a category
(the 2-category level will be used to define the concept of weak equivalence in Definition 3.3 below).
Remark 1.7. Let be X ∈ CSets-G: we consider the decomposition of X0 into orbits (i.e., transitive G-sets)
X0 = ⊎α∈A [xα] G with xα ∈ X0 for each α ∈ A, where A is a certain set of representative elements. Since ιX is a
morphism of G-sets, for each α ∈ A we obtain ιX ([xα] G) = [ιX (xα)] G. Therefore, we can state that
X1 =
⊎
α ∈ A
[ιX (xα)] G
unionmulti
⊎
β ∈ B
[
yβ
]
G

with xα ∈ X0 for each α ∈ A and yβ ∈ X1 \ ιX (X0) for each β ∈ B, with B ∩ A = ∅. As a consequence we can state
that X is a discrete category if and only if X1 = ⊎α ∈ A [ιX (xα)] G.
2. The symmetric monoidal structures of categorified group-sets
We describe the two symmetric monoidal structures underlying the category of categorified group-sets: one is
given by the disjoint union, i.e., the coproduct unionmulti , and the other by the product ×. A distributivity laws, in the
appropriate sense, between these two structures, is what is known in the literature as a Laplaza category: see for
instance [ES18, Appendices] and the references therein. This fact will be mentioned nowhere below, however, and
it will be implicitly used as long as needed.
Let us fix a group G; a categorified G-set will be denoted by X := (X0,X1, sX, tX, ιX,mX). In this way, it is
evident that the object ∅ = (∅, ∅, ∅, ∅, ∅, ∅) is initial in CSets-G, that the disjoint unionunionmulti is a coproduct in CSets-G
and that
(
CSets-G,unionmulti, ∅) is a strict monoidal category. Specifically, given objects two categorified G-sets X,Y,
we define
sXunionmultiY = sXunionmulti sY, tXunionmultiY = tXunionmulti tY, ιXunionmultiY = ιXunionmulti ιY and mXunionmultiY = mXunionmulti mY.
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Moreover, given morphisms ϕ : X −→ Y and ψ : A −→ B in CSets-G, we define the morphism ϕunionmultiψ : XunionmultiA −→
YunionmultiB as the couple of morphisms (ϕunionmulti ψ)
0
= ϕ0unionmulti ψ0 and (ϕunionmulti ψ)1 = ϕ1unionmulti ψ1 in Sets-G.
Next, we construct a monoidal structure (CSets-G,×, 1), where 1 is the group with a single element. Given
X,Y ∈ CSets-G we can consider the Cartesian product of the underlying categories X and Y in the category of
small categories. Thus, we define (X ×Y)0 = X0 × Y0, (X ×Y)1 = X1 × Y1 and
X ×Y = (X0 × Y0, X1 × Y1, sX×Y, tX×Y, ιX×Y, mX×Y)
where tX×Y = (tX, tY), sX×Y = (sX, sY) and ιX×Y = (ιX, ιY). Regarding the composition, we define
mX×Y : (X ×Y)2 −→ (X ×Y)1(
(x, y), (a, b)
) −→ (mX(x, a),mY(y, b)) .
It is immediate to verify that sX×Y, tX×Y, ιX×Y = (ιX, ιY) and mX×Y are morphisms in Sets-G. We have to prove
that the diagrams of Definition 1.1 about X ×Y are commutative, but this is a direct verification and follows from
the analogous diagrams about X and Y.
Now, given morphisms ϕ : X −→ Y and ψ : A −→ B in CSets-G we define the morphism
ϕ × ψ : X ×A −→ Y × B
in CSets-G as the couple of morphisms (ϕ × ψ)0 = ϕ0 × ψ0 and (ϕ × ψ)1 = ϕ1 × ψ1 in Sets-G. We have to prove
that the diagrams of Definition 1.2 about ϕ × ψ are commutative, but this is a direct verification and follows from
the analogous diagrams about ϕ and ψ. It is now obvious that we have constructed a functor (− × −) : CSets-G ×
CSets-G −→ CSets-G.
In order to complete the monoidal structure on CSets-G, we need to construct natural isomorphisms
Φ : (IdCSets-G ×1) −→ IdCSets-G, Ψ : (1 × IdCSets-G −→ IdCSets-G)
and the associator
((− × −) × −) −→ (− × (− × −)) .
The associator is the identity which is clearly a natural isomorphism and satisfies the pentagonal constraint. We
will construct only Φ because Ψ can be realized in a similar way. Let X be a categorified G-set: for i = 0, 1 we
have the isomorphisms of G-sets
Φ (X)i : Xi × 1 −→ Xi
(a, 1) −→ a.
It is a direct verification to check that Φ (X) is a morphism of categorified G-sets. Now we just have to prove that
Φ : (IdCSets-G ×1) −→ IdCSets-G
is a natural transformation: let α : X −→ Y be a morphism in CSets-G. We have to show that the diagram
X × 1 Φ(X) //
α×1

X
α

Y × 1 Φ(Y) // Y
is commutative which is equivalent to say that the diagram
Xi × 1 Φ(X)i //
αi×1

Xi
αi

Yi × 1 Φ(Y)i // Yi
is commutative for i = 0, 1, but this is immediate to check. Lastly, it is obvious that Φ and Ψ satisfies the triangular
identities, and this completes the claimed constructions.
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In the same direction, there is an “inclusion” functor from the category of usual right G-sets to the category of
categorified G-sets. Specifically, we have a fully faithful functor
I-G : Sets-G −→ CSets-G
X −→
(
X, X, sX , tX , ιX ,mX
) (3)
where sX = tX = ιX = IdX and mX = pr1 : X2 −→ X, that is, the underlying category of the image of X is the
discrete one. The behaviour of I-G on morphisms is obvious. Basically the idea is that the image of I-G is given
by discrete categories. Moreover, we will use the abuse of notation 1 = I-G (1).
Summing up, we have, therefore, proved the following result.
Proposition 2.1. Given a group G, (CSets-G,×, 1) is a symmetric monoidal category such that the functor I-G
becomes a strict symmetric monoidal functor.
Lastly, let us discuss the distributivity between the two operations unionmulti and × in the category CSets-G. We know
that we have two monoidal structures
(
CSets-G,unionmulti, ∅) and (CSets-G,×, 1). As it was mentioned above, it is
necessary to prove the distributivity of × overunionmulti. Let be X,Y,A ∈ CSets-G: we have to construct a morphism
λ :
[
XunionmultiY] ×A −→ [X ×A]unionmulti [Y ×A]
in CSets-G. We define it as the couple of morphisms in Sets-G, for i = 0, 1,
λi :
[
XiunionmultiYi] ×Ai −→ [Xi ×Ai]unionmulti [Yi ×Ai]
that send (a, b) to (a, b) both if a ∈ Xi and if a ∈ Yi. The proof of the commutativity of the diagrams of Defini-
tion 1.2 is now obvious.
3. Weak equivalences and 2-morphisms
We introduce the notion of weak equivalence in the category of categorified group-sets. Then, we show that
both operations unionmulti and × are compatible with the weak equivalence relation, as well as with 2-morphisms. This
will be crucial to build up the categorified Burnside functor in the forthcoming sections.
Fix a group G and consider its category CSets-G of categorified G-sets. Given morphisms in CSets-G
ϕ, ψ : X −→ Y and ε, η : A −→ B,
let’s consider 2-morphisms in CSets-G α : ϕ −→ ψ and β : ε −→ η: we have
ϕunionmulti ε, ψunionmulti η : XunionmultiA −→ YunionmultiB.
We define the 2-morphism αunionmulti β in CSets-G as the following morphism in CSets-G:
αunionmulti β : X0unionmultiA0 −→ Y1unionmultiB1
X0 3 x −→ α(x) ∈ Y1
A0 3 x −→ β(x) ∈ B1.
The verification that αunionmulti β renders the diagrams of Definition 1.3 commutative is immediate and derives from the
relative diagrams regarding α and β. Now, we consider ψ′ : X −→ Y and η′ : A −→ B, morphisms in CSets-G,
and α′ : ψ −→ ψ′ and β′ : η −→ η′, 2-morphism in CSets-G.
Lemma 3.1. We have(
α′unionmulti β′) (αunionmulti β) = (α′α)unionmulti (β′β) : ϕunionmulti ε −→ ψunionmulti η and Idϕunionmultiψ = Idϕunionmulti Idψ .
Proof. It is immediate. 
On the other hand, taking α, β as above, we have
ϕ × ε, ψ × η : (X, ς) × (A, λ) −→ (Y, θ) × (B, µ) ,
and we want to define a 2-morphism
α × β : ϕ × ε −→ ψ × η
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in CSets-G as the morphism of G-sets
α × β : X0 ×A0 −→ Y1 × B1
(x, a) −→ (α(x), β(a)) .
In this way, it is sufficient to check that the following three diagrams of Definition 1.3
X0 ×A0 α×β //
ϕ0×ε0 ))
Y1 × B1
sY×B

Y0 × B0,
X0 ×A0 α×β //
ψ0×η0 ((
Y1 × B1
tY×B

Y0 × B0
X1 ×A1 ∆(ψ1×η1,(α×β)sX×A) //
∆((α×β)tXunionmultiA,ϕ1×ε1)

(Y1 × B1)2
mY×B

(Y1 × B1)2
mY×B // Y1 × B1.
are commutative. As for the commutativity of the two triangular diagrams is obvious because sY×B = sY × sB and
tY×B = tY × tB. Regarding the commutativity of the third one, we calculate, for each (x, a) ∈ X1 ×A1,
mY×B∆ (ψ1 × η1, (α × β) sX×A) (x, a) = mY×B
(
(ψ1(x), η1(a)) , (αsX(x), βsA(a))
)
=
(
mY (ψ1(x), αsX(x)) ,mB (η1(a), βsA(a))
)
=
(
mY (αtX(x), ϕ1(x)) ,mB (βsA(a), ε1(a))
)
= mY×B
(
(αtX(x), βtA(a)) , (ϕ1(a), ε1(a))
)
= mY×B∆ ((α × β) tX×A, ϕ1 × ε1) (x, a)
and this finishes the proof that α × β is a 2-morphism.
Lemma 3.2. Let α, α′ : ϕ→ ψ and β, β′ : ε→ η as above. Then, we have(
α′ × β′) (α × β) = (α′α) × (β′β) : ϕ × ε −→ ψ × η and Idϕ×ε = Idϕ × Idε .
Proof. Take an object (x, a) ∈ (X ×A)0 = X0 ×A0, then we have
(Idϕ × Idε)(x, a) = Idϕ(x) × Idε(a) = ιϕ0(x) × ιε0(a) = ιϕ0(x)×ε0(a) = ι(ϕ0×ε0)(x,a) = Idϕ×ε(x, a).
This gives the second stated equality. As for the first one, we have(
α′ × β′) (α × β) (x, a) = mY×B∆ (α′ × β′, α × β) (x, a)
= mY×B
((
α′ × β′) (x, a), (α × β) (x, a)) = mY×B( (α′(x), β′(a)) , (α(x), β(a)) )
=
(
mY
(
α′(x), α(x)
)
,mB
(
β′(a), β(a)
) )
=
( (
α′α
)
(x),
(
β′β
)
(a)
)
=
((
α′α
) × (β′β)) (x, a).
Thus, (α′ × β′) (α × β) = (α′α) × (β′β) and this finishes the proof. 
Next, we give the main definition of this section.
Definition 3.3. Let be X,Y ∈ CSets-G. We say that X and Y are weakly equivalent and we write X ∼we Y if
there are, in the category CSets-G, morphisms ϕ : X −→ Y, ψ : Y −→ X and 2-isomorphisms α : ψϕ −→ IdX,
β : ϕψ −→ IdY, in the sense of Definition 1.4.
The following lemma states that the disjoint union and the fibre product are compatible with the weak equiva-
lence relation. A compatibility criterion that will be used in the sequel.
Proposition 3.4. Let X,Y,A and B be objects in the category CSets-G such that X ∼we Y and A ∼we B. Then,
we have the following weak equivalences relations:[
XunionmultiA] ∼we [YunionmultiB] and [X ×A] ∼we [Y × B].
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Proof. Attached to the stated weak equivalences relations, there are morphisms in CSets-G
ϕ : X −→ Y, ψ : Y −→ X, η : A −→ B and ε : B −→ A
such that there are 2-isomorphisms in CSets-G
α : ψϕ −→ IdX β : ϕψ −→ IdY γ : εη −→ IdA and δ : ηε −→ IdB .
Applying Lemma 3.1, we get(
α−1unionmulti γ−1) (αunionmulti γ) = (α−1α)unionmulti (γ−1γ) = Idψϕunionmulti Idεη = Idψϕunionmultiεη
and (
αunionmulti γ) (α−1unionmulti γ−1) = (αα−1)unionmulti (γγ−1) = IdIdX unionmulti IdY = IdIdXunionmultiY .
Thus
αunionmulti γ : ψϕunionmulti εη −→ IdXunionmultiA
is a 2-isomorphism in CSets-G. We can prove in the same way that βunionmultiδ : ϕψunionmultiηε −→ IdYunionmultiB is a 2-isomorphism.
As a consequence, we obtain [
XunionmultiA] ∼we [YunionmultiB].
Lastly, an analogue computation, using this time Lemma 3.2, shows the relation
[
X × A
]
∼we
[
Y × B
]
, and this
completes the proof. 
As already noted in Remark 1.6, many concept of ordinary category theory can be extended to categorified
G-sets. With reference to [AHS04, Pag. 51], we will now briefly explain how to extend the concept of skeleton of
a category. The proof are essentially the same thus we will omit them.
Definition 3.5. Let be X and Y categorified G-sets.
(1) We say that Y is a categorified G-subset of X if the following two conditions are satisfied:
(a) Y0 and Y1 are G-subset respectively of X0 and X1;
(b) the structure on Y is appropriately induced by that on X by restriction, in the usual sense for subcat-
egories.
(2) We say that Y is a full categorified G-subset of X if it is a categorified G-subset of X such that, for each
a, b ∈ Y0, we have Y(a, b) = X(a, b).
(3) We say that Y is an isomorphism-dense categorified G-subset of X if it is a categorified G-subset of X
such that, for each a ∈ Y0, there is b ∈ X0 such that there is an isomorphism f ∈ X1, with sX( f ) = a and
tX( f ) = a.
Definition 3.6. The skeleteon of a categorified G-set is a full, isomorphism-dense categorified G-subset in which
no two distinct objects are isomorphic.
Direct consequences of this definition are the following facts:
Proposition 3.7. Let G be a group. Then:
(1) Every categorified G-set has a skeleton.
(2) Two skeletons of a categorified G-set X are isomorphic.
(3) Every skeleton of a categorified G-set X is weakly equivalent to X.
In particular, two categorified G-sets X and Y are weakly equivalent if and only their skeletons are isomorphic as
categorified G-sets.
Proof. It is immediate. 
Remark 3.8. Thanks to Proposition 3.7, given a categorified G-setX, we can denote one of its skeletons by Sk (X),
with the specification that Sk (X) is unique up to isomorphism. If there is a family (Xα)α∈A of categorified G-subsets
of X such that X = ⊎α∈AXα, then we clearly have the following isomorphism of categorified G-set:
Sk (X) = Sk
⊎
α∈A
Xα
  ⊎
α∈A
Sk (Xα) .
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Definition 3.9. Given a categorified G-set X, we denote with d (X) the disjoint union of the connected components
of X whose skeleton is discrete, that is, has only identities as arrows. On the other hand, we denote with nd (X) the
disjoint union of the connected components of X whose skeleton is not discrete, that is, has at least an arrow that
is not an identity. As a consequence we have X = d (X)unionmulti nd (X).
4. Examples of weak equivalences
In this section we deal with a class of examples of categorified group-sets, and we give a certain criterion of the
weak equivalence relation between the objects of this class. All group-sets are right ones.
Let C be a small category, G a group, and X a G-set. We set X0 = C0 × X and X1 = C1 × X. The G-action on
the Xi’s is defined as (a, x)g := (a, xg) for each (a, x) ∈ Xi and g ∈ G, for i = 0, 1. We set
sX : X1 −→ X0
(a, x) −→ (sC(a), g) ,
tX : X1 −→ X0
(a, x) −→ (tC(a), g) ,
ιX : X1 −→ X0
(a, x) −→ (ιC(a), g)
and
mX : X2 −→ X1(
(a, x), (b, y)
)
−→ (mC(a, b), x)
with (sC(a), x) = sX(a, x) = tX(b, y) = (tC(b), y). It is evident that sX, tX, ιX and mX are morphisms of G-sets thus
we just have to prove that the diagrams of Definition 1.1 about X are commutative, but this follows immediately
by the analogous diagrams about C (Recall that an ordinary small category, as defined in the footnote of Page 2,
can be considered as an internal category in the category of sets).
Now let C and D be small categories, let X and Y be G-sets and set X0 = C0 × X, X1 = C1 × X, Y0 = D0 × Y
and Y1 = D1 × Y . Let be F : C −→ D a functor and ϕ : X −→ Y a morphism in Sets-G. We want to define a
morphism (F, ϕ) in CSets-G setting (F, ϕ)0 = (F0, ϕ) and (F, ϕ)1 = (F1, ϕ). It is evident that (F, ϕ)0 and (F, ϕ)1 are
morphism of G-sets, thus we just have to prove that the diagrams of Definition 1.2 about (F, ϕ) are commutative,
but this follows immediately by the analogous diagrams about F (an ordinary functor can be considered as an
internal functor in the category of sets).
Given another functor P : C −→ D, we consider a natural transformation µ : F −→ P. With the notations already
introduced, we have a morphism (P, ϕ) : X −→ Y in CSets-G such that (P, ϕ)0 = (P0, ϕ) and (P, ϕ)1 = (P1, ϕ). We
want to define a 2-morphism (µ, ϕ) : (F, ϕ) −→ (P, ϕ) given by a morphism of right G-sets
(µ, ϕ) : X0 −→ Y1
(a, x) −→ (µ(a), ϕ(x))
therefore, we have to check that the following diagrams commute,
X0 (µ,ϕ) //
(F,ϕ)0
&&
Y1
sY

Y0
X0 (µ,ϕ) //
(P,ϕ)0
&&
Y1
tY

Y0
X1 ∆((P,ϕ)1,(µ,ϕ)sX) //
∆((µ,ϕ)tX,(F,ϕ)1)

Y2
mY

Y2 mY // Y1
but this is just a direct verification.
Remark 4.1. Let be C, D and E small categories, F : C −→ D and P : D −→ E functors, ϕ : X −→ Y and
ψ : Y −→ Z morphisms of right G-sets. Using the above notation, we set Xi = Ci×X,Yi = Di×Y andZi = Ei×Z
for i = 0, 1. It is obvious that IdX = (IdC, IdX) : X −→ X and (PF, ψϕ) = (P, ψ)(F, ϕ) : X −→ Z, are morphisms of
categorified G-sets.
Proposition 4.2. Let be C and D small categories, X,Y ∈ Sets-G, F, P,Q : C −→ D functors, ϕ : X −→ Y a
morphism of right G-sets, µ : F −→ P and λ : P −→ Q natural transformations. We define 2-morphisms
(µ, ϕ) : (F, ϕ) −→ (P, ϕ), (λ, ϕ) : (P, ϕ) −→ (Q, ϕ) and (λµ, ϕ) : (F, ϕ) −→ (Q, ϕ)
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in CSets-G given by morphisms of right G-sets
(µ, ϕ) : X0 −→ Y1
(a, x) −→ (µ(a), ϕ(x)),
(λ, ϕ) : X0 −→ Y1
(a, x) −→ (λ(x), ϕ(x))
and
(λµ, ϕ) : (F, ϕ) −→ (Q, ϕ)
(a, x) −→ ((λµ)(a), ϕ(x)) .
Then (λµ, ϕ) = (λ, ϕ) (µ, ϕ) and (IdF , ϕ) = Id(F,ϕ).
Proof. We consider the 2-morphism (λ, ϕ) (µ, ϕ) : (F, ϕ) −→ (Q, ϕ) given by a morphism in right G-set
r : X0 −→ Y1
(a, x) −→ r(a, x) = mY
(
(λ, ϕ) (a, x), (µ, ϕ) (a, x)
)
.
For each (a, x) ∈ X0, we obtain
r(a, x) = mY ((λ, ϕ) (a, x), (µ, ϕ) (a, x)) = mY ((λ(a), ϕ(x)) , (µ(a), ϕ(x)))
= (mC (λ(a), µ(a)) , ϕ(x)) = ((λµ)(a), ϕ(x)) = (λµ, ϕ) (a, x).
The 2-morphism Id(F,ϕ) is given by the morphism of right G-sets
z : X0 −→ Y1
(a, x) −→ ιY (F(a), ϕ(x)) = (ιDF(a), ϕ(x))
and (IdF , ϕ) is given by
(IdF , ϕ) : X0 −→ Y1
(a, x) −→ (IdF(a), ϕ(x)) = (ιD(F(a)), ϕ(x)) .
Thus, we get Id(F,ϕ) = (IdF , ϕ). 
Consider now F : C −→ D and P : D −→ C two functors between small categories. Assume we have ε : FP −→
IdD and η : PF −→ IdC two natural isomorphisms and ϕ : X −→ Y an isomorphism of G-sets. Keeping the previous
notations, we set Xi = Ci × X and Yi = Di × Y for i = 0, 1 and consider the morphisms of categorified G-sets
(F, ϕ) : X −→ Y and (P, ϕ) : Y −→ X. Henceforth, we have that(
P, ϕ−1
)
(F, ϕ) =
(
PF, ϕ−1ϕ
)
= (PF, IdX) , IdX = (IdC, IdX) : X −→ X
and
(F, ϕ)
(
P, ϕ−1
)
=
(
FP, ϕϕ−1
)
= (FP, IdY ) , IdY = (IdD, IdY ) : Y −→ Y.
We define 2-morphisms
(ε, IdX) : (P, ψ)(F, ϕ) −→ IdX and (η, IdY ) : (F, ϕ)(P, ψ) −→ IdY
in CSets-G as the morphisms of G-sets
(ε, IdX) : X0 −→ X1
(a, x) −→ (ε(a), x) and
(η, IdY ) : Y0 −→ Y1
(β, y) −→ (η(β), y)
respectively. We have already proved that (ε, IdX) and (η, IdY ) are well defined. Considering ε−1 : IdD −→ FG and
η−1 : IdC −→ GF we can construct the 2-morphisms(
ε−1, IdX
)
: IdX −→ (P, ψ)(F, ϕ) and
(
η−1, IdY
)
: IdY −→ (F, ϕ)(P, ψ)
in CSets-G (
ε−1, IdX
)
: X0 −→ X1
(a, x) −→ (ε−1(a), x)
and
(
η−1, IdY
)
: Y0 −→ Y1
(β, y) −→ (η−1(β), y).
We calculate
Id(FP,IdY ) = (IdFP, IdY ) =
(
ε−1ε, IdY
)
=
(
ε−1, IdY
)
(ε, IdY )
and
Id(IdD,IdY ) =
(
IdIdD , IdY
)
=
(
εε−1, IdY
)
= (ε, IdY )
(
ε−1, IdY
)
.
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In the same way we prove that
Id(PF,IdX ) =
(
η−1, IdX
)
(η, IdX) and Id(IdC,IdX ) = (η, IdX)
(
η−1, IdX
)
.
Therefore, we have that X ∼we Y.
Using the forgetful functor of Remark 1.6, we deduce, from the previous argumentations, that X and Y cannot
be weakly equivalent if the categories C andD are not equivalent. Furthermore, we proved the following result.
Proposition 4.3. Let G be any group. Then we have a functor
SCats × Sets-G −→ CSets-G,
(
(C , X) −→ C × X
)
,
where SCats denotes the category of small categories. Moreover, two categorified G-sets of the form C × X and
D×Y are weakly equivalent if and only if X and Y are isomorphic two G-sets and C ,D are equivalent categories.
Proof. Straightforward. 
5. The right double translation category of a right categorified group-set
Given a group G, let us consider a G-set X. It is well known (see, for instance, [ES19]) that the pair (X ×G, X)
admits in a natural way a structure of a groupoid(2) , called a right translation groupoid X oG. Clearly, the nerve
of the underlying category creates a categorified set, which is not a categorified group-set, except in some trivial
cases. This translation groupoid illustrates, in fact, the orbits that the group G creates acting on X, and its isotropy
groups coincide with the stabilizers. The aim of this section is to explore this construction for the new categorified
G-sets. To this end, the notion of double category, introduced for the first time in [Ehr63a], is essential.
Definition 5.1. A double category is an internal category in the category of small categories.
Given a double categoryD, the relevant functors are illustrated in the following diagram:
D1
TD //
SD
// D0 ID // D1 D2MDoo
whereD0,D1 andD2 = D SD×TD D1 are categories (we remind to the reader that the category of small categories
has pull-backs).
Definition 5.2. Given a double categoryD, the set (D0)0 is called the set of objects, the set (D0)1 is called the set
of horizontal morphisms, the set (D1)0 is called the set of vertical morphisms and the set (D1)1 is called the set of
squares. Moreover, the categoryD0 is called the category of objects andD1 is called the category of morphisms.
The reason behind Definition 5.2 will be manifest in the forthcoming diagrams of this section that will also
illustrate how to operate with double categories.
Given a group G and a categorified G-set X, we set Di = Xi oG for i = 0, 1. We are now going to construct a
structure of double category D starting from the categories D0 and D1. We define the target functor TD : D1 −→
D0 as in the following diagrams:
x
f

y
 (TD)0 // y and

x
f

xg
f g

(x,g)oo
( f ,g)ks
y yg
(y,g)oo

(TD)1 //
(
y yg
(y,g)oo
)
.
We will now check that TD is a functor. Given a vertical morphism f : x −→ y in (D1)0 we have
TD

x
f

xg
f g

(x,g)oo
( f ,g)ks
y yg
(y,g)oo
 =
(
y yg
(y,g)oo
)
(2) This is by definition a small category where each morphism is an isomorphism.
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and, regarding the composition, we compute as follows
TD

x
f

xg
f g

(x,g)oo
( f ,g)ks
y yg
(y,g)oo
◦
xg
f g

xgh
f gh

(xg,h)oo
( f g,h)ks
yg ygh
(yg,h)oo

= TD

x
f

xgh
f gh

(x,gh)oo
( f ,gh)ks
y ygh
(y,gh)oo

=
(
y ygh
(y,gh)oo
)
=
(
y yg
(y,g)oo
)
◦
(
yg ygh
(y,gh)oo
)
= TD

x
f

xgh
f g

(x,g)oo
( f ,gh)ks
y ygh
(y,g)oo

TD

xg
f g

xgh
f gh

(xg,h)oo
( f g,h)ks
yg ygh
(yg,h)oo

.
We define the source functor SD : D1 −→ D0 as in the following diagrams:

x
f

y
 (SD)0 // x and

x
f

xg
f g

(x,g)oo
( f ,g)ks
y yg
(y,g)oo

(SD)1 //
(
x xg
(x,g)oo
)
.
The identity functor ID : D0 −→ D1 can be defined as in the following diagrams:
x
(ID)0 //

x
Idx

x
 and
(
x xg
(x,g)oo
)
(ID)1 //

x
Idx

xg
Idx g

(x,g)oo
(Idx,g)ks
x xg
(x,g)oo
 .
The proof that SD and ID are functors is similar to the one of TD. Regarding the multiplication functor MD : D2 −→
D1, we define

y
l

z
,
x
f

y
 (MD)0 //

x
l f

z
 ,

y
l

yg
lg

(y,g)oo
(l,g)ks
z zg
(z,g)oo
,
x
f

xg
f g

(x,g)oo
( f ,g)ks
y yg
(y,g)oo

(MD)1 //

x
l f

xg
(l f )g

(x,g)oo
(l f ,g)ks
z zg
(z,g)oo
 .
The fact that MD is a functor, follows from the subsequent calculations:
MD

y
l

y
l

(y,1)oo
(l,1)ks
z z
(z,1)oo
,
x
f

x
f

(x,1)oo
( f ,1)ks
y y
(y,1)oo
 =

x
l f

x
l f

(x,1)oo
(l f ,1)ks
z z
(z,1)oo

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and, since (l f )g = (lg)( f g), for every g ∈ G, we have that
MD


y
l

yg
lg

(y,g)oo
(l,g)ks
z zg
(z,g)oo
,
x
f

xg
f g

(x,g)oo
( f ,g)ks
y yg
(y,g)oo
 ◦

yg
lg

ygh
lgh

(yg,h)oo
(lg,h)ks
zg zgh
(zg,h)oo
,
xg
f g

xgh
f gh

(xg,h)oo
( f g,h)ks
yg ygh
(yg,h)oo


= MD

y
l

yg
lg

(y,g)oo
(l,g)ks
z zg
(z,g)oo
◦
yg
lg

ygh
lgh

(yg,h)oo
(lg,h)ks
zg zgh
(zg,h)oo
,
x
f

xg
f g

(x,g)oo
( f ,g)ks
y yg
(y,g)oo
◦
xg
f g

xgh
f gh

(xg,h)oo
( f g,h)ks
yg ygh
(yg,h)oo

= MD

y
l

ygh
lgh

(y,gh)oo
(l,gh)ks
z zgh
(z,gh)oo
,
x
f

xgh
f gh

(x,gh)oo
( f ,gh)ks
y ygh
(y,gh)oo

=

x
l f

xgh
(l f )gh

(x,gh)oo
(l f ,gh)ks
z zgh
(z,gh)oo

=

x
l f

xg
(l f )g

(x,g)oo
(l f ,g)ks
z zg
(z,g)oo
 ◦

xg
(l f )g

xgh
(l f )gh

(xg,h)oo
((l f )g,h)ks
zg zgh
(zg,h)oo

= MD

y
l

yg
lg

(y,g)oo
(l,g)ks
z zg
(z,g)oo
,
x
f

xg
f g

(x,g)oo
( f ,g)ks
y yg
(y,g)oo
 ◦MD

yg
lg

ygh
lgh

(yg,h)oo
(lg,h)ks
zg zgh
(zg,h)oo
,
xg
f g

xgh
f gh

(xg,h)oo
( f g,h)ks
yg ygh
(yg,h)oo

,
for every h ∈ G.
Definition 5.3. The double categoryD just constructed is called the right translation double category of the right
categorified G-set X and we denote it by X oG.
Example 5.4. Given a small category C and a group G, let X = C ×G be the right categorified G-set of section 4.
We want to describe the double translation category D = C × X. For i = 0, 1 we have (D0)0 = (X0 oG)0 = X0,
(D0)1 = (X0 ×G)1 = X0 ×G, (D1)0 = (X1 oG)0 = X1 and (D1)1 = (X1 ×G)1 = X1 ×G. The target, source and
identity functors are as follows:
TD = (tC × IdX , tC) , SD = (sC × IdX , sC) and ID = (ιC × IdX , ιC) ,
Regarding the composition functor, we have:
MD : D2 −→ D1
(D2)0 3 (h, f ) −→ mX(h, f )
(D2)1 3 ((h, g), ( f , g)) −→ (mX(h, f ), g) .
Definition 5.5. Given a double category D, let us consider a square Q ∈ (D1)1. We define the vertices of the
square Q as sD0 (SD(Q)), tD0 (SD(Q)), sD0 (TD(Q)) and tD0 (TD(Q)).
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Example 5.6. Given X ∈ CSets-G, in the following square in X oG
x
f

xg
f g

(x,g)oo
( f ,g)ks
y yg
(y,g)oo
the vertices are x, xg, y and yg.
Definition 5.7. Let be X ∈ CSets-G: for each a, b ∈ X0 we define the relation a sq b if and only if there is a square
of X oG with a and b amongst its vertices.
Remark 5.8. Given a morphism ( f : a −→ b) ∈ X1, an object α ∈ X0 and g ∈ G we have the diagrams
a
f

a
f

(a,1)oo
( f ,1)ks
b b,
(b,1)oo
and
α
Idα

αg
Idα g=Idαg

(α,g)oo
(Idα,g)ks
α αg,
(α,g)oo
therefore a sq b and α sqαg.
Remark 5.9. The relation sq is reflexive and symmetric but not transitive: it’s enough to consider the following
example with a trivial action: X0 = { a, b, c } and only f : a −→ b and h : a −→ c as not isomorphisms arrows. In
this case it is clear that a sq b and a sq c but we don’t have b sq c.
This suggests us to give the next definition.
Definition 5.10. Let be X ∈ CSets-G: for each a, b ∈ X0 we define aSq b if and only if there are a0, . . . , an ∈ X0,
with n ∈ N+, such that for each i ∈ { 0, . . . , n − 1 }, ai sq ai+1. This means that Sq is the equivalence relations
generated by sq. Given a ∈ X0, we denote with OrbSq (a) the full subcategory of X such that the set of objects of
OrbSq (a) is the equivalence class of a with respect to Sq. We also set OrbSq ( f ) := OrbSq (sX( f )) = OrbSq (tX( f ))
for every f ∈ X1. Moreover, we denote with repSq (X) a set of objects of X that acts as a set of representative
elements with respect to the relation Sq. Note that, for every f ∈ X1 (respectively, for each a ∈ X0), OrbSq ( f )
(respectively, OrbSq (a)) contains both the G-orbit of f (respectively, of a) and the connected component of the
category X (see [Mac98, pages 88 and 90]) that contains f (respectively, a). As a consequence, both OrbSq ( f )
and OrbSq (a) are right G-sets, can be decomposed in G-orbits and are called the orbit categories of f and a,
respectively.
Remark 5.11. Given a categorified G-set X, let us consider a categorified G-subset Y of X. If we consider a
square like the one in Example 5.6, with ( f : a −→ b) ∈ X1 and g ∈ G, then, thanks to Remark 5.8, the following
statements are equivalent:
(1) x ∈ Y0;
(2) xg ∈ Y0;
(3) yg ∈ Y0;
(4) y ∈ Y0.
As a consequence, for each α ∈ Y0, OrbSq (α) is a categorified G-subset of Y.
Proposition 5.12. Let be X ∈ CSets-G: we have
X =
⊎
a ∈ repSq(X)
OrbSq (a)
and, for every a ∈ repSq (X), there cannot be two categorified G-sets Y and Y′, both not empty, such that
OrbSq (a) = YunionmultiY′.
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Proof. Every category is the disjoint union of its connected components and, for each a ∈ X0, OrbSq (a) is the
disjoint union of the connected components of X with objects in the Sq relation with a.
Regarding the last statement, by contradiction, let us assume that there are two categorified G-sets Y and Y′
such that Y0 ∩Y′0 = ∅ and Y , ∅ , Y′. We consider b ∈ Y0 and b′ ∈ Y′0: then b, b′ ∈ OrbSq (a) thus bSq aSq b′.
Thanks to Remark 5.11 we obtain b ∈
(
OrbSq (b′)
)
0
⊆ Y′0, that is absurd because b ∈ Y0. 
6. Burnside ring functors of groups
We will give the main steps to construct the categorified Burnside ring of a given group, using its category of
categorified group-sets, and we will compare this new ring with the classical one, providing a natural transforma-
tion between the two contravariant functors. Moreover, we will show that this natural transformation is injective
but not surjective and we will conclude illustrating, with an example, the difference between the classical case and
the categorified one.
Given a morphism of groups φ : H −→ G, we define the induced functor, referred to as the induction functor
φ∗ : CSets-G −→ CSets-H,
which sends the categorified G-set X to the categorified H-set φ∗ (X) with the action x · h := xφ(h) for each x ∈ Xi
and h ∈ H, for i = 0, 1. The target, source, identity and multiplication maps remain the same but they will be
morphisms in Sets-H and not in Sets-G. Given a morphism of categorified G-set f : X −→ Y, we define the
morphism of categorified H-sets φ∗( f ) : φ∗ (X) −→ φ∗ (Y) as the morphism f . In a similar way to how it has been
done in [EK17] and [ES18, Proposition 3.2], it is possible to prove that φ∗ is monoidal with respect to bothunionmulti and
×. Thus, φ∗ is Laplaza functor, in the sense of [ES18, Appendices]
Let G be a group. We will now briefly develop a Burnside theory based on categorified G-sets, following
the similar picture as it has been done in [ES18]. We recall that by the word rig we mean a unital commutative
ring that doesn’t necessarily have additive inverses (another term often used is semiring, see for instance [ES18,
Appendix A.2]). We denote by csets-G the 2-category of finite categorified G-sets (we say that X ∈ CSets-G is
finite if X1 is finite); however, as with CSets-G, we will mainly consider it as a category. We denote by LC (G)
the quotient set of csets-G by the equivalence relation ∼we. Given a morphism of groups φ : H −→ G, thanks
to [ES18, Lemma 6.1], it is clear that we have a monomorphism of rigs
LC (φ) : LC (G) −→ LC (H)
[X] −→ [φ∗ (X)] .
In this way we obtain a contravariant functorLC : Grp −→ Rig, that is, from the category of groups to the category
of rigs.
Given a group G, using the functor I-G of Eq. (3), we can construct an injective morphism from the classical
Burnside rig of G to the categorified Burnside rig of G in the following way:
LI(G) : L (G) −→ LC (G)
[X] −→ [I-G (X)] .
In this way we obtain a natural transformationLI : L −→ LC, that is, given a morphism of groups φ : H −→ G,
the following diagram is commutative:
L (G)
LI(G) //
L (φ)

LC(G)
LC(φ)

L (H)
LI(H) // LC(H).
Remark 6.1. In the classical case the cancellative property of the additive monoid L (G) is guaranteed by the
Burnside Theorem (see [Bou10, Thm. 2.4.5]) but, in this context, we still don’t know whether a similar theorem is
true or not and, consequently, we cannot say whether the additive monoidLC(G) satisfies the cancellative property
or not.
Proposition 6.2. The rig homomorphismLI(G) is injective but not surjective.
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Proof. We will use the abuses of notations I-G = I andLI = LI(G). Given X,Y ∈ Sets-G such thatLI ([X]) =
LI ([Y]), we have [I(X)] = LI ([X]) = LI ([Y]) = [I(Y)] thus I(X) ∼we I(Y). Therefore
I(X)  Sk (I(X))  Sk (I(Y))  I(Y)
and [X] = [Y].
Now, by contradiction, let’s assume that LI is surjective. We consider a categorified G-set X such that X ,
d (X) (or, equivalently, such that nd (X) , ∅). Then there is a G-set Y such that [X] = LI ([Y]) = [I (Y)] thus
X ∼we I (Y). As a consequence
Sk (X)  Sk (I (Y))  I (Y)
thus nd (Sk (X))  nd (I (Y)) = ∅, which is absurd. 
We defineBC = GLC andBI = GLI, where G is the Grothendieck functor (see [ES18, Appendix A.3]), that
is, a functor that associates to each rig an opportune ring with a specific universal property. In this way we obtain
a contravariant functorBC : Grp −→ CRing, that is, from the category of groups to the category of commutative
rings, and a natural transformation
BI = GLI : B = GL −→ BC = GLC.
The commutative ringBC(G), for a given group G, is called the categorified Burnside ring of G.
Proposition 6.3. The ring homomorphismBI(G) is injective but not surjective.
Proof. We will use the abuses of notations I-G = I,LI = LI(G) andBI = BI(G). We consider[
[X] , [Y]
]
,
[
[A] , [B]
]
∈ BC(G)
such that [
LI ([X]) ,LI ([Y])
]
= BI
([
[X] , [Y]
])
= BI
([
[A] , [B]
])
=
[
LI ([A]) ,LI ([B])
]
.
There is [E] ∈ LC(G) such that
LI ([X]) +LI ([B]) + [E] = LI ([A]) +LI ([Y]) + [E] ,
therefore
I (X)unionmultiI (B)unionmultiE ∼we I (A)unionmultiI (Y)unionmultiE.
As a consequence we obtain
I (X)unionmultiI (B)unionmulti Sk (E)  Sk (I (X))unionmulti Sk (I (B))unionmulti Sk (E)
 Sk (I (A))unionmulti Sk (I (Y))unionmulti Sk (E)  I (A)unionmultiI (Y)unionmulti Sk (E) ,
thus
I (X)unionmultiI (B)unionmulti d (Sk (E))  d (I (X))unionmulti d (I (B))unionmulti d (Sk (E))
 d (I (A))unionmulti d (I (Y))unionmulti d (Sk (E))  I (A)unionmultiI (Y)unionmulti d (Sk (E))
therefore, considering that d (Sk (E)) is finite and can be considered a classical G-set, since the additive monoid
L (G) satisfies the cancellative property (see Remark 6.1), we obtain
I (X)unionmultiI (B)  I (A)unionmultiI (Y) .
This is equivalent to say that Xunionmulti B  Aunionmulti Y , that is, [ [X] , [Y] ] = [ [A] , [B] ].
Now, by contradiction, let’s assume that BI is surjective. We consider a categorified G-set X such that X ,
d (X) (or, equivalently, such that nd (X) , ∅). Then there are G-sets Y and Z such that[
[X] , [∅]
]
= BI
([
[Y] , [Z]
])
=
[
LI ([Y]) ,LI ([Z])
]
,
thus there is a categorified G-set E such that
[X] +LI ([Z]) + [E] = LI ([Y]) + [∅] + [E] .
As a consequence, XunionmultiI (Z)unionmultiE ∼we I (Y)unionmultiE thus
Sk (X)unionmulti Sk (I (Z))unionmulti Sk (E)  Sk (I (Y))unionmulti Sk (E) .
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Considering that nd (Sk (I (Z))) = ∅ and nd (Sk (I (Y))) = ∅, we obtain
nd (Sk (X))unionmulti nd (Sk (E))  nd (Sk (E)) .
Since both X and E are finite categorified G-sets (X1 and E1 are finite), examining the cardinalities, we have
|nd (Sk (X))| + |nd (Sk (E))| = |nd (Sk (E))| ,
that implies |nd (Sk (X))| = 0. This means that ∅ = nd (Sk (X))  Sk (nd (X)), therefore nd (X) = ∅, which is
absurd. 
Example 6.4. Given a group G, the following categories, with only the identities as isomorphisms and with the
actions opportunely defined, thanks to Proposition 3.7,
a a b
f
a b
f
c
a b
f2
cf1
a b
f1
f2
a b
f1
f2 c
a b
f1
f2c
f3
are all examples of not weakly equivalent categorified G-sets, thus they give rise to different elements in LC(G).
For example, consider G = 1: in this case the G-action is trivial, thus L (G) = N (we just have finite sets) but,
regarding LC(G), we have to consider all the classes given by all the previous not weakly equivalent categorified
G-sets. More specifically, for each n ∈ N+, in the case of L (1), we just have n points, but in the case of LC(G),
we have to consider all the possible graphs with n vertices!
7. Categorified Burnside ring of a groupoid
In this section we will analyse the situation for a given groupoid. More precisely, we will introduce and examine
the category of categorified G-sets for a given groupoid G, and prove analogues results concerning its associated
categorified Burnside ring. We also provide a non isomorphic map from the classical Burnside ring to the cate-
gorified one. The necessary definitions can be found in [EK17], [ES19] and [ES18]: here we will recall only the
essential notions.
Definition 7.1. A groupoid is a (small) category such that all its morphisms are invertible. Given a groupoid G, a
set X and a map ς : X −→ G0, we say that (X, ς) is a right G-set, with a structure map ς, if there is a right action
ρ : X ς×t G1 −→ X, sending (x, g) to xg, and satisfying the following conditions:
(1) for each x ∈ X and g ∈ G1 such that ς (x) = t (g), we have s (g) = ς (xg);
(2) for each x ∈ X, we have xις(x) = x;
(3) for each x ∈ X and g, h ∈ G1 such that ς (x) = t (g) and s (g) = t (h), we have (xg) h = x (gh).
The pair (X, ς) is referred to as a right G-set. If there is no confusion, then we will also say that X is a right
groupoid-set.
The main difference in the groupoid situation is that every object has a structure map that rules the groupoid
action over itself; this can be directly seen, once a groupoid-set is realized as a functor from the underlying category
of G to the core of the category of sets(3) . From now on all groupoid-sets are right ones.
(3) The core category of a given category is the subcategory whose morphisms are all isomorphisms.
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Definition 7.2. Given a groupoid G, a morphism of G-sets, also called a G-equivariant map, F : (X, ς) −→ (Y, ϑ)
is a function F : X −→ Y such that the following diagrams commute:
X
ς   
F // Y
ϑ
G0
and
X ς×t G1 //
F×IdG1

X
F

Y ϑ×t G1 // Y.
The resulting category, denoted by Sets-G, has two monoidal structures: the disjoint union unionmulti and the fibre
product, defined as follows. Given (X, ς), (Y, ϑ) ∈ Sets-G, we set:
(X, ς) ×
G0
(Y, ϑ) =
(
X ×
G0
Y, ςϑ
)
,
where X ×
G0
Y = X ς×ϑ Y and ςϑ : X ×
G0
Y −→ G0 sends (x, y) to ς(x) = ϑ(y).
A categorified G-set (X, ς) is defined as an internal category in Sets-G with set of objects (X0, ς0) and set of
morphisms (X1, ς1). Furthermore, in the monoidal structure that realize the multiplication of the Burnside rig, the
cartesian product × has to be replaced by the fibre product ×
G0
.
Proposition 7.3. The object
∅ =
(
(∅, ∅) , (∅, ∅) , ∅, ∅, ∅, ∅
)
,
is initial in CSets-G,unionmulti is a coproduct in CSets-G and (CSets-G,unionmulti, ∅) is a strict monoidal category.
As in the group case, we have an “inclusion” functor from the category of usual G-sets to the category of
categorified G-sets:
I-G : Sets-G −→ CSets-G
(X, ς) −→
(
(X, ς) , (X, ς) , sX , tX , ιX ,mX
) (4)
where sX = tX = ιX = IdX and
mX = pr1 : (X, ς)2 −→ (X, ς)
(a, b) −→ a
with a = IdX(a) = sX(a) = tX(b) = b. The behaviour of I-G on morphisms is obvious. Basically, the image of I-G
is given by discrete categories. Moreover, we will use the abuse of notation G0 = I-G (G0).
Proposition 7.4. We have
(
CSets-G, ×
G0
,G0
)
is a monoidal category: the associator on CSets-G((
− ×
G0
−
)
×
G0
−
)
−→
(
− ×
G0
(
− ×
G0
−
))
is the identity and the natural isomorphisms
Φ :
(
IdCSets-G ×G0G0
)
−→ IdCSets-G, Ψ :
(
G0 ×G0 IdCSets-G −→ IdCSets-G
)
are defined as follows. Let be (X, ς): for i = 0, 1 we set
Φ (X)i : Xi ×G0 G0 −→ Xi
(a, b) −→ a and
Ψ (X)i : G0 ×G0 Xi −→ Xi
(b, a) −→ a
where ςi(a) = b.
Now we have two monoidal structures
(
CSets-G,unionmulti, ∅) and (CSets-G, ×
G0
,G0
)
and to our aims, it is necessary
to show the distributivity of ×
G0
overunionmulti. To this end, let us consider (X, ς) , (Y, ϑ) , (A, ω) ∈ CSets-G: we have to
construct a morphism
λ :
[
(X, ς)unionmulti (Y, ϑ)] ×
G0
(A, ω) −→
[
(X, ς) ×
G0
(A, ω)
]
unionmulti
[
(Y, ϑ) ×
G0
(A, ω)
]
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in CSets-G. We define it as the couple of morphisms in Sets-G, for i = 0, 1,
λi :
[
(Xi, ςi)unionmulti (Yi, ϑi)] ×G0 (Ai, ωi) −→
[
(Xi, ςi) ×G0 (Ai, ωi)
]
unionmulti
[
(Yi, ϑi) ×G0 (Ai, ωi)
]
that send (a, b) to (a, b) both if ςi(a) = ωi(b) with a ∈ Xi and if ϑi(a) = ωi(b) with a ∈ Yi. The proof that
λ is actually a morphism in CSets-G is now obvious. Following [ES18, Appendices], the category CSets-G is
actually a Laplaza category. In this direction, one can then apply the general construction of the Burnside rig and
Grothendieck functor.
Remark 7.5. In general a groupoid G cannot be a right categorified G-set, once it is viewed as a pair of G-sets
via the G-sets (G1, t) and (G0, id0). If this were the case, then the source map s : (G1, t) → (G0, id0) should be
G-equivariant, which in particular implies s = t. That is, G should be a bundle of groups. Conversely, any group
bundle with a fixed section leads to a groupoid whose source is equal to its target and, thus, to a categorified set
of that form. Actually, a general groupoid G can be seen as a “twisted ” and “asymmetrical” version of a right
categorified G-set: this idea will be explored in a forthcoming paper by the same authors.
The following results are adaptations of the corresponding results from [ES18] to the new situation of categori-
fied sets.
Proposition 7.6. Given a groupoid G, letA be a subgroupoid of G. We define a functor
F : CSets-G −→ CSets-A
in the following way: let be (X, ς) ∈ CSets-G. We define F ((X, ς)) as the internal category in Sets-A with
set of objects
(
ς−10 (A0) , ς0|ς−10 (A0)
)
and set of morphisms
(
ς−11 (A1) , ς1|ς−11 (A1)
)
. The source, target, identity and
composition maps of F ((X, ς)) are the opportune restriction to ς−10 (A0) and ς−11 (A1) of the relative maps of
(X, ς). Then F is a strict monoidal functor with respect to bothunionmulti and the fibre product.
Proof. It proceeds as the proof of [ES18, Proposition 3.6]. 
Given a groupoid G and a fixed object x ∈ G0, we denote with G(x) the one object subgroupoid with isotropy
group Gx. That is, viewed as a groupoid G(x) has {x} as a set of objects and Gx = {g ∈ G1| s(g) = t(g) = x} as a set of
arrows. A groupoid G with only one connected component (i.e., for any pair of objects x, y ∈ G1, there is an arrow
g ∈ G1 such that s(g) = x and t(g) = y), is called a transitive groupoid.
Theorem 7.7. Given a transitive and not empty groupoidG, let be a ∈ G0. Then there is an equivalence of monoidal
categories with respect to bothunionmulti and the fibre product, that is,
CSets-G ' CSets-G(a).
Proof. It is in the same lines as that of [ES18, Theorem 3.9]. Let’s set A0 = { a }. In one direction, we the
functor F : CSets-G −→ CSets-A, the one constructed in Proposition 7.6. In the other direction, the functor
G : CSets-A −→ CSets-G is defined as follows: Given an object (X, ς) in CSets-A, we set G ((X, ς)) as the
internal category in Sets-G with set of objects(
Y0 = X0 × G0, ϑ0 = pr2 : Y0 = X0 × G0 −→ G0
)
and object of morphisms (
Y1 = X1 × G0, ϑ1 = pr2 : Y1 = X1 × G0 −→ G0
)
.
The source, target, identity and composition maps of G ((X, ς)) are defined as sG((X,ς)) = s(X,ς) × G0, tG((X,ς)) =
t(X,ς) × G0, ιG((X,ς)) = ι(X,ς) × G0 and mG((X,ς))
(
(x, a), (y, b)
)
=
(
m(X,ς)(x, y), a
)
for each ((x, a), (y, b)) ∈ X2. The
functors F and G are mutualy inverse and induces the stated equivalence of symmetric monoidal categories. 
Proposition 7.8. The Burnside rig functor LC sends coproduct to product. In particular, given a family of
groupoids
(
G j
)
j ∈ I , let
(
i j : G j −→ G
)
j ∈ I be their coproduct in the category Grpd of groupoids. Then(
LC
(
i j
)
: LC (G) −→ LC
(
G j
))
j∈I
is the product of the family
(
LC
(
G j
))
j ∈ I in the category Rig.
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Proof. The idea of the proof is similar to [ES18, Prop. 6.3]: the only difference to keep in mind is that we are
dealing with particular small categories and not sets. 
Theorem 7.9. Let be G and A be groupoids such that there is a symmetric strong monoidal equivalence of cat-
egories CSets-G ' CSets-A with respect to both unionmulti and the fibre product. Then there is an isomorphism of
commutative ringsBC (G)  BC (A).
Proof. It proceeds as in [ES18, Thm. 6.5]. 
Theorem 7.10. Given a groupoid G, fix a set of representative objects rep(G0) representing the set of connected
components pi0(G). For each a ∈ rep(G0), let G〈a〉 be the connected component of G containing a, which we
consider as a groupoid. Then we have the following isomorphism of rings:
BC (G) 
∏
a ∈ rep(G0)
BC
(
G〈a〉
)
.
Proof. It follows directly from Proposition 7.8. 
Corollary 7.11. Given a groupoid G, we have the following, non canonical, isomorphism of rings:
BC (G) 
∏
a ∈ rep(G0)
BC (Ga) ,
where the right hand side term is the product of commutative rings.
Proof. Immediate from Theorem 7.10, Theorem 7.9, and Theorem 7.7. 
Lastly, as in the case of groups, we have a non monomorphism of commutative rings from the classical Burnside
ring of G and its categorified Burnside ring. More precisely, we have a commutative diagram of rings:
B(G) //


BC(G)

∏
a ∈ rep(G0)
B (Ga) // ∏
a ∈ rep(G0)
BC (Ga)
where the vertical morphism of rings, are deduced by using the functor of equation (3) and (4).
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