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Abstract - In this paper we present a pair of QR-RLS adaptive 
algorithms for second-order Volterra filtering. The algorithms 
are based solely on Given's rotations. Hence both the algorithms 
are numerically stable and highly amenable to parallel implemen-
tations. The computational complexity of one of the algorithms 
is comparable to that of the fast transversal Volterra filters. The 
algorithms can be easily extended to other types of polynomial 
nonlinearities. 
I. INTRODUCTION 
There are a number of applications in which the performance 
of linear filters is unacceptable and one has to resort to non-
linear filters. Nonlinear filters have been successfully used in 
several diverse applications [4]. In this paper we consider nu-
merically stable algorithms for exponentially weighted recursive 
least squares (RLS) adaptive nonlinear filters equipped with a 
truncated Volterra series model [6, 7]. Early works on adap-
tive Volterra filters [1, 2, 3] were based on the LMS algorithm. 
Even though they are computationally simple, they suffer from 
slow and input signal-dependent convergence behavior and hence 
are not useful in many applications. Mathews and Lee [5] have 
presented a fast transversal algorithm for recursive least squares 
(RLS) adaptive Volterra filtering. The fast transversal Volterra 
filter is rapidly convergent; however, it suffers from poor nu-
merical properties. Recently, the authors [9] presented compu-
tationally efficient and numerically stable RLS adaptive lattice 
algorithms for nonlinear filtering. In this paper we present an-
other approach to the development of fast and numerically sta-
ble RLS algorithms for adaptive nonlinear filtering using QR-
decomposition of the data matrix. The nonlinearity is modeled 
using a second-order Volterra series expansion; however,the re-
sults can be easily extended to other polynomial nonlinearities. 
We present two closely related algorithms for RLS second-order 
Volterra filtering. The computational complexity of one of the 
algorithms is comparable to that of fast RLS Volterra filters. 
II. QR-RLS ADAPTIVE SECOND. ORDER 
VOLTERRA FILTER WITH BLOCK PROCESSING 
We consider the problem of adaptively minimizing the exponen-
tially weighted RLS cost function 
~N(n) :::: t >.n-k(d(k) - WT (n)X(k»2 (1) 
k=O 
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at each time, where A is the weighting factor, d( k) is the desired 
response signal, and lim, (n) and bm,.m2 (n) are the linear and 
quadratic coefficients, respectively, of the second-order Volterra 
filter. Define the input vector X(n) and the coefficient vector 
Wen), both of size N(N + 3)/2 entries as 
X(n):::: [a:(n),a:2(n),a:(n-1), ... ,a:(n),a:(n- N + 1W (2) 
and 
We would like to develop computationally efficient and nu-
merically stable algorithms to iteratively solve the optimization 
problem. This is achieved by transforming the nonlinear filtering 
problem into an equivalent multichannel linear filtering problem, 
illustrated by rewriting the entries of the input vector X(n) as 
a:(n -1) 
a:2(n - 1) 
a:(n)a:(n-1) 
a:(n-N + 1) 
a:2(n-N+1) 
a:(n- N +2)a:(n- N + 1) 
a:(n- N +3)a:(n- N + 1) 
a:(n)a:(n - N + 1) 
(4) 
Each row of the above data matrix can be thought of as made 
up of samples of a signal belonging to a different channel. Note 
that the number of samples from each channel that are used in 
the estimation process is different. There are N samples from 
the first two channels that are used in the estimation process, 
N - 1 samples from the third channel, N - 2 from the fourth, 
and so on to the (N + 1) - th channel from which a single sample 
is used. There are J( :::: N + 1 channels. The signal at the i - th 
channel is defined as xi(n) :::: x(n)x(n - i + 1), i :::: 2,,, ·,N + 1 
(:C1(n):::: x(n». N.:::: N -i+2,i:::: 3,"',N +1 (N1:::: N2 :::: N) 
is the number of samples from the i - th channel that are used 





Let us define the following n X 1, error, desired, and input 
signal vectors: 
!len) :::: [e(l), ... , e(nW , (6) 
den) :::: [d(l), ... , d(nW , (7) 
and 
Xi(n) :::: [a:i(l), ... , a:i(nW . (8) 
The error vector !l( n) in estimating d( n) is 
0-7803-0593-0/92 $3.001992 IEEE 
~(n) = den) - XL(n)W(n) , (9) 
where 
Wen) = [w1,1(n),---,W1,N,-N,(n),---,wK,NK(n)Y, (11) 
and (.)T denotes the transpose of (.). The adaptive filter tries 
to minimize the cost function which can be rewritten in matrix 
notation as 
(12) 
where 11011 denotes the Euclidean norm of (.) and Bl/2(n) is the 
n x n exponential weighting matrix 
B1/2(n) = diag[8-1, -- -,.J>., 1)- (13) 
Let QL(n) be the orthogonal matrix that triangularizes the 
weighted data matrix, i.e., 
(14) 
where Q denotes a zero matrix/vector of appropriate dimension, 
and RL( n) is an Lx L upper triangular matrix. Let us also define 





respectively. Then the L8 coefficient vector Wen) can be com-
puted by back substitution as 
Wen) = R:c;l(n)U(n) (17) 
and the estimation error can be computed using equation (9). It 
can be shown that QL(n) can be recursively updated as 
(18) 
where QL(n) is the sequence of L rotations 
(19) 
such that 
QL(n) [ v'XRLan - 1) ] = [ RLJn) ] 
i(n) aT 
(20) 
and x(n) is the last row of the data matrix XL(n)_ The first rotation 
Q(l)(n) in equation (19) annihilates x1(n) by rotating it into rL(l, 1) 
the element in the first row and first column of the upper triangular 
matrix RL(n)_ It can be constructed as 
where 
and 
QA () _ [ cos~(n) (1) n - 0 
-sinB1(n) 
o 0 1 sinB1(n) 
I 0 
o cosB1(n) 
cosB1(n) = .J>.rL(I, 1)/V>.r'i(1, 1) + xHn) 




The other rotations can be calculated in a similar fashion. U(n) and 
V(n) can be recursively updated using equation (18) as 
[ 
v'XU(n - 1) ] [ U(n) ] 
QL(n) v'XV(n - 1) = v'XV(n - 1) . 
den) a(n) 
(24) 
Define the pinning vector as .e;:(n) = [0, -. -,0, I)T and let 
(25) 
where rL(n) is a scalar and lI-L(n) is an Lxi vector. Using equations 
(25) and (24) one can show that the current estimation error can be 
calculated as 
e(n) = a(nhL(n). (26) 
In QRD-based fast RL8 algorithms, using the solutions to 
the forward and backward prediction problems, two equations 
are obtained for computing the orthogonal matrix QL+K(n + 1) 
that triangularizes XL+K(n + 1). These two equations are used 
to solve for Q L( n + 1), which is required at the next time step. 
III. BACKWARD PREDICTION 
In the Lth order backward prediction problem the matrix 
(27) 
is estimated using the data matrix XL(n). The M x K backward 
prediction error matrix Ilb( n) is given by 
(28) 
where W b( n) is the Lx K backward prediction coefficient matrix. 
Similar to equation (24), we define 
QL(n)Bl/2(n)db(n) = [ ~:~:~ ] . (29) 
Now consider triangularizing the augmented matrix XL+K( n). 
Equations (28) and (29) lead to 
QL(n)Bl/2(n)XL+K(n) = [RLJn) ~:~:j]. (30) 
Let us define Qb(n) as the orthogonal matrix that rotates Yb(n) 
into an upper triangular matrix fb(n) and completes the train-
gularization, as shown below. 
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(31) 
Now consider triangularizing the augmented matrix XL+K( n+ 1) 
partitioned as 
(32) 
where <11 and <12 constitute the last row of the data matrix. 
XL+K(n+1) can be partially triangularized using equations (18), 
(30), and (31) as 
QL(n + 1) [Qbcin) ~] [Q~J.n) ~] iJl/2(n + I)XL+K(n + 1) = 
[ 
RL(n + 1) Ub(n + 1) 1 
a v'Xfb(n) (33) 
a 0 . 
aT QJ,(n + 1) 
Define (he n + 1) such that 
[ 
RL(n+ 1) Ub(n+ 1) 1 
Qb(n + 1) ~ JX~(n) = [ RL+Kan + 1) ] . 
QT m,(n+ 1) 
(34) 
Equations (33) and (34) lead to 
QL+K(n+1) = Qb(n+l)QL(n+1) [Q~~n) ~] [QMn) ~]. (35) 
IV. FORWARD PREDICTION 
In the Lth order forward prediction problem the matrix 
d,(n) = [Xl(n),'" ,XK(n)] (36) 
is estimated using the data matrix XL(n-1). The MxJ( forward 
prediction error matrix ~J{n) is given by 
e,en) = d,(n) - XLCn -1)W,(n), (37) 
where W J{n) is the Lx J( forward coefficient matrix. Similar to 
equation (30) we define 
QL(n _1)Bl/2(n - l)d/(n) = [ ~~~:~ ] . (38) 
Now consider the triangularization of XL+K(n + 1) parti-
tioned as 
XL+K(n + 1) = [ XL(n - 1) [Xl (n), ... ,XK(n)] ] P, (39) 
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where the vectors ~l and !!2 constitute the last row of the ma-
trix XL+K(n + 1) after its columns have been permuted by an 
appropriate permutation matrix P. Operating with QL(n - 1) 
gives 
Define Qj{n + 1) such that 
(43) 
Now, if we operate with the permutation ma~rix 1'., then the ma-
trix on the right-hand side of the above equatIOn will no longer be 
triangular as P will be permuting the columns of the triangular 
matrix. Define Q'j(n) as the rotation matrix that completes the 
triangularization and J as the shift matrix such that 
(44) 
It should be noted that the computation of Q'j(n + 1) does not 
require the triangular matrix RL(n). Equations (40)-(44) lead to 
QL+K(n+1)=JQ,(n+1)QJ(n+1)[~ Q~~n)][Q~~n) ~][~ QL~:-I) ~l 
(45) 
V. ALGORITHM 
A computationally efficient algorithm can be obtained by oper-
ating on the pinning vector dn+ 1) with QL+!«n+1) and using 
equations (35) and (45). Equation (35) gives 
•. [ l!dn + 1) ] [ llL+K(n + 1) ] Qb(n+l) Q = Q . 
'YL(n + 1) 'YL+K(n + 1) 
(46) 
From equation (34) it is clear that, since Qb(n+ 1) rotates the [( 
zeros below ad n+ 1) with '')'L(n+ 1)to generate aL+K(n+ 1), the 
top L components of 9L+K{n + 1) constitute a.L(n + 1). Using 
equation (45) and again operating on rz..(n + 1), leads to 
JQ,(n + I)Qj(n + 1) [ l!L!n) 1 = [ llL+K~n + 1) ] . 
'YL(n) 'YL+K(n + 1) 
(47) 
Now, Qj(n + 1) rotates '')'L(n) into the J( zeros below the vector 
a.d n) to generate the J( X 1 vector h( n) and in the process 'n( n) 
is transformed into 'YL+K(n + 1). 
Qj(n+ 1) [ llL!n) 1 = [ *]. (48) 
'YL(n). 'YL+K(n + 1) 
Finally, Q'j(n + 1) rotates hen) into a.L(n) to form a.L+K(n + 1). 
[ 
llL+K(n + 1) ] [ a.L~n) ] Q = JQj(n + 1) hen) . 
'YL+K(n + 1) Q 
'YL+K(n+ 1) 
(49) 
We now have all the equations for computing QL(n + 1) effi-
ciently. The algorithm for QR-RLS second-order Volterra filter-
ing is given in Table 1. The overall computational complexity is 
O(N4) arithmetic operations per time step. 
VI. QR-RLS ADAPTIVE SECOND-ORDER 
VOLTERRA FILTER WITH SEQUENTIAL 
PROCESSING 
The block processing algorithm presented in the previous section 
processes all the N + 1 channels simultaneously. In this section 
we will present another algorithm that processes the channels 
sequentially. The sequential algorithm is computationally more 
efficient than the block algorithm because unlike the block algo-
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rithm it does not require any matrix processing. The computa-
tional complexity of the sequential algorithm is O(N3) arithmetic 
operations per time step which is comparable to that of other fast 
RLS adaptive Volterra filters. Since the channels are processed 
individually, this corresponds exactly to processing in the single-
channel algorithm. Hence knowledge of the single-channel algo-
rithm can be carried over to the multichannel algorithm. Also, 
sequential processing leads to regularity in implementation which 
results in a modular architecture [8]. Since the derivation of the 
algorithm is very similar to the derivation of the block algorithm, 
the details are omitted. The algorithm is given in Table 2. 
VII. CONCLUSIONS 
In this paper we presented a pair of QR-RLS adaptive algorithms 
for second-order Volterra filtering. Both the algorithms are based 
solely on Given's rotation. Hence both are numerically stable and 
highly amenable to parallel implementations using arrays. One 
of the algorithms is a block processing algorithm in the sense that 
it processes all the channels simultaneously. The other processes 
the channels sequentially. The sequential algorithm is compu-
tationally much more efficient than the block algorithm and is 
comparable to that of fast RLS Volterra filters. Another at-
tractive feature of sequential processing is that knowledge of the 
single-channel algorithm can be applied to the multichannel case. 
We have carried out extensive experiments to study the perfor-
mances of the two algorithms in finite precision. The results in-
fiic<lte that the performances of the two algorithms are nearly the 
,,1 me. Also, both the algorithms appear to be numerically stable 
and retain the fast convergence property of RLS algorithms. 
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Table 1: QR-RLS adaptive second-order Volterra algorithm with 
block processing. 
Given d(n), x(n), Uj(n -1), fj(n - 1), ~L(n - 1), 
'')'L(n -1), and QL(n - 1). 
DO equations (1.1) - (1.10) for n = 1 onwards. 
xl(n) = x(n), x2(n) = x2(n) 
x j( n) = x( n )x( n - j + 2), j = 3, ... , N + 1 
QL(n _ 1) [ v'XUj(n -1) ] _ [ Uj(n) ] 
xl(n), ... ,xN+l(n) - Q.j(n) 
QV(n) [ v'Xfj(n -1) ] = [fj(n) ] 
j ~(~ 0 
Qj(n) = [ _n(nO _ 1) ] = [ IL+~:~(n) ] 
Qj(n) [ ~:(~] ] P = [ ~ ] 
U()[~dn-l)] () Qj n h(n) = ~L+N+l n 
IL(n) = +v'I-Il~L(n)112 
QL(n)Q:(n) = [ ~L(n) ] 
IL(n) 
QL(n) [ v'XU(n -1) ] = [ U(n) ] 
d(n) a(n) 











Table 2: QR-RLS adaptive second-order Volterra algorithm with 
sequential processing 
Given d(n), x(n), Ui (n -1), f;,L(n -1), ~i-l,L(n -1), 
li-l,L(n) and Qi-l,L(n). 
DO equations (2.1) to (2.10) for n = 1, onwards. 
xl(n) = x(n), x2(n) = x2(n) 
xj(n) = x(n)x(n - j + 2), j = 3, .. ·,N + 1 (2.1) 
DO equations (2.2) to (2.7) for i = 1,· .. , N + 1. 
Qi-l,L(n) [v'XU{(n-l)] = [ ~{(n) ] 
xi(n) ai,L(n) 
QV j (n) [ v'X< L(n - 1) ] = [ < L(n) ] 
.,L a{,L(n) aT 
Qi,{(n) [ li-l~L(n) ] = [ li,h:~7ln) ] 
Q~j(n) [ U{,L ] = [ *] * ='don't care' 1,L E{,L(n) a'-
Qu j ( )[~i-lL(n)] () i,L n hi(n) =~i,L+ln 
li,dn ) = V1 - 11 <l-i,L(n)112 
Qi L(n)Q:= [~i'L(n)] 
, Ii, L(n) 
Q- ( ) [ v'XU(n -1) ] _ [ U(n) ] N+l,L n y(n) - a(n) 
e(n) = IN+l,L(n)a(n) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
