Abstract-We introduce a stochastic model of a bottleneck ECNIRED gateway under a large number of competing heterogeneous TCP flows. Our main result shows that as the number of flows becomes large, the queue dynamics and the aggregate traffic are simplified and can be accurately described hy simple statistical recursions. These recursions can be evaluated independently of the number of flows, and hence the resulting traffic model is scalable. We also present a simple analysis on the huffer utilization and window size at the steadyslate.
I. INTRODUCTION
Internet traffic consists of many heterogeneous traffic sources, the majority of which utilize Transmission Control Protocol (TCP) congestion control mechanism [3] . Characterization and modeling of TCP traffic yields an understanding of the interaction between the transport layer (TCP) and the network layer. Such an interaction is well understood in the context of a single long-lived TCP flow with a fixed loss probability [ 5 ] . However, modeling and understanding TCP traffic in the presence of many heterogeneous flows competing for bandwidth has proved to be challenging for the following reasons: (i) an explosion of state-space, (ii) Active Queue Management (AQM) schemes, (iii) session layer dynamics, and (iv) variable round-trip times (RlTs) of TCP flows.
When the number of TCP flows is large, straightfonvard modeling usually results in a model that is not scalable because of the explosion of the size of the state space required to model the state variables of the flows. Moreover, Internet traffic is characterized by heterogeneous connections that arrive and depart dynamically. Little work has been done on modeling the interaction between an AQM mechanism and a large number of TCP flows with variable delays.
Some initial investigation of the role of heterogeneous RTTs in such an interaction is presented in 141. However, the study is limited to a small number of TCP flows, e.g., less than a hundred flows. Additional modeling difficulties a i s e from' the fact that the feedback information (i.e., marks on packets) from the AQM mechanism to TCP flows arrives at different rate depending on the RTTs of the connections.
These obstacles present a considerable difficulty in deriving a scalable model that can capture the important aspect of Internet traffic dynamics and yield insights into how to control it. In order to deal with these difficulties typically some ad-hoc assumptions are made to simplify the model. As a result, the models become accurate only in certain regimes. The shortcomings of these models suggest a need for a unified model that is accurate in ull regimes, instead of being restricted to a specific regime.
In this paper, we present a novel approach to modeling an ECNRED bottleneck with a large number of TCP Bows Such "macroscale" modeling of aggregate TCP flows can he developed by systematically applying the limit theorems to derive a limiting traffic model when the number of TCP flows is large. When appropriate limit theorems are applied, typically model simplification occurs without having to rely on ad-hoc assumptions. Based on our model we show that the queue size per session and the workload per session brought in during an R l T converge to deterministic processes as the number of flows increases. We also demonstrate that the flows become asymptotically independent. which indicates that the RED mechanism indeed helps break the synchronization among the flows ohserved with drop-tail gateways. In addition, we present a simple analysis on the buffer utilization and window size at the steady-state of the resulting asymptotic model, which suggests that only the mean RTT affects the mean queue size at the steady-state. This paper is organized as follows. Section I1 introduces the model. In Section III the main result of the paper is presented, followed by an analysis on the buffer utilization at the steady-state in Section N. A discussion on our results is provided in Section V along with concluding remarks and suggestions for future work.
Some words on the notation in use. We write X ( N ) to indicate the explicit dependence of the quantity X on the number of sessions N. Equivalence in law or in distribution between random variables (NS) is denoted by = S t . The indicator function of an event A is given by 1 [A], and we use -3 ,, (resp. j n ) to denote convergence in probability (resp. weak convergence or convergence in distribution) with n going to infinity. An expectation of an N X with a distribution function F is given by either E [XI or E [F]. We assume that time is slotted into contiguous timeslots. Here the RTTs of TCP connections are approximated as integer multiples of timeslots, and a timeslot is the greatest 0-7803-7924-1/03/$17.00 02003 IEEE common divisor of the RTTs of TCP Rows. For our analysis we model three layers of dynamics -network, transport, and session layers -which interact with each other through mechanisms that will he specified shortly. At the lowest level, the network is simplified to be a single bottleneck router with an ECN/RED marking mechanism controlling the congestion level. The traffic injected into the network is controlled hy TCP congestion control mechanism at the transport layer, which reacts to the marks from the network. Each TCP connection is initiated by a session. A session can be either active or idle. If a session is active, a file or an object is transferred through a TCP connection. A busy period of a session is defined to be the period from the time when the session receives a file to transfer till the time at which the TCP connection is tom down after completion of file transfer and the session goes idle. The duration of an idle period is random and represents the idle time between consecutive file transmissions. When a new filelobject to he transfeired arrives, the session becomes active again and sets up a new TCP connection. We now give detailed descriptions of the model for each layer and the interaction of these three layers.
A . Heterogeneous Round-trip Times
As mentioned earlier we approximate the RTTs of TCP connections as integer multiples of timeslots, and any We use the following mapping Gt,t : R x R -+ R to simplify our notation later.
'Although 31 does not include I in OUT model, it can be included at the price of more cumhenome proofs. Moreover, this does not cause any loss of generality of the model. ' We refer to a TCP connection of an active Session i by connection i when lhere is no confusion.
If we let y(N)(t + 1) = G , , , + l (~~: ' " ' ( t ) , y~e u ) .
then the values of <(*"(t + 1) will be updated to yne" only at the end of round-trip, i.e., P$*"(t+l) 2 d,("'(t+ 1). Otherwise, YJN'(t + 1) = x"'(t) since no action will be taken before the end of round-trip. [t+l, t+2) for an idle session i.
B. Session Dynamics
non-negative integer-valued rvs with a distribution function F. The workload of a connection of session i that becomes active at the beginning of timeslot it, t + 1) is given by F{(t). This workload represents the roto! amount of workload a TCP connection brings in before it is tom down rather than workload brought in by an object or a file. In other words, if the same TCP connection is used to transfer more than one object while it is alive, F,(t) represents the total amount of workload brought in by all objects during the duration of the TCP connection. The evolution of X,(t). which denotes the remaining workload, is given by the following:
where A!"(t) denotes the number of packets transmitted by connection i at the beginning of timeslot [t, t + 1). This will be explained in the following subsection.
When a new connection arrives, its RTT is randomly selected, and the RlT of session {0,1,. . . ,lVmmax) , where IV,,, is a finite integer representing the receiver advenised window size of the TCP connection. We assume that the congestion window size of an idle session is zero. When an idle session becomes active at the beginning of timeslot (t, t + l), the congestion window size of TCP connection is set to one at the end of the first round-trip, i.e., in timeslot [t+dl")(t):t+diN)(t) +l), allowing a transmission of one packet. This models one RTT delay for three-way handshake. Here we describe how the congestion window sizes of active connections evolve.
Each TCP source transmits as many of the remaining data packets as allowed by its congestion window only at the end of each round-trip. We simplify the packet transmission in the round-trip so that the packets from a connection all arrive only in a single timeslot, rather than being spread out throughout a round-trip. Such simplification can he justified by the following:
(i) In the Internet, most of the packet arrivals at a bottleneck are usually compressed together due to the "ACK compression" phenomenon [9], which leads to hursty arrivals at the bottlenecks. Hence, modeling the packet arrivals over an RTT as a batch arrival in a single timeslot tends to be more accurate than modeling them as smooth arrivals throughout the RlT. (ii) Aggregating a round-trip worth of packet arrivals into a single timeslot will result in burstier traffic from each flow. This will cause queue dynamics to fluctuate more than having a smooth arrival pattern. Therefore, the queue fluctuation in this model will provide an upper bound to an actual queue with smoother packet arrival patterns.
(iii) The information used for control action at the RED gateways is the average queue size. With the averaging mechanism with a long memory as in RED, the difference in the queue size due to our bursty packet arrivals will be smoothed ont by the averaging mechanism of RED.
Suppose that connection i has X:"(t) remaining packets (or workload) waiting to be transmitted at the beginning of timeslot [t,t + 1). The number of packets connection i transmits at the beginning of timeslot [t, t + l), denoted by A!"(t), is given hy ~! " ( t ) = min (I4$"(t),XjN)(t)) Note from (5) that a connection transmits once per RTT.
The congestion control mechanism of TCP operates in two different modes: slow stan (SS) and congestion avoidance (CA). A new TCP connection starts in SS. In SS, the congestion window size is doubled every RTT until one or more packets are marked. If a mark is received, then the congestion window size is halved and TCP switches to CA. The congestion window size is limited by the receiver advertised window size Wmax. Hence, the evolution of the congestion window of connection i in SS can be written as In CA, the congestion window size in the next timeslot is increased by 1 if no marks are received in round-trip preceding the timeslot It, t + l), and if one or more packets are marked the congestion window is reduced by half. The congestion window size in CA can he described by the following:
We use {O,l}-valued ms {S;"(t), i E N to encode the state of TCP connections. w e interpret s!J(t) = 0 (resp. S:"(t) = 1) as connection i being in CA (resp. in SS) at the beginning of the timeslot [ t , t + 1). Therefore, the complete recursion of the congestion window size can be written as where the first indicator function is used to reset the congestion window size to zero when session i runs out of data to transmit and returns to the idle state.
Finally, the evolution of S!"(t) is given by
[ This equation can he interpreted as follows. Connection i is in SS in timeslot [t+l, t + Z ) if either (1) there is no packet to transmit at the beginning of the timeslot or (2) the connection was active and in SS in timeslot [t, t + 1) and received no mark in the timeslot. From (9), we assume that a new TCP connection in SS is ready to be set up one timeslot after the previous connection is tom down after finishing its workload, and the new TCP connection becomes active when a new filelobject arrives initiating a three-way handshake. We also assume that the SSICA state is updated in the next timeslot following a packet transmission. However, the window size is updated one RTT after the transmission using the appropriate SSlCA state as in the correct operation of TCP.
D. Network Dynamics
In this subsection we explain how packets are marked to provide the congestion notification to the active TCP connections. The capacity of the bottleneck link is N C packetsklot for some positive constant C. The buffer size is assumed to be infinite so that no packets are dropped due to buffer overflow. Thus, congestion control is achieved solely through the random marking algorithm of the RED gateway.
Let Q(")(t) denote the number of packets queued in the buffer at the beginning of timeslot [t, t + 1). Connection i injects A{"(t) packets into the network, and they are put in the buffer at the beginning of timeslot [t;t + 1). Let the N A")(t) := C;"=, A!"(t) denote the aggreiate number of packets offered to the network by the N sessions at the beginning of timeslot [t,t+ 1). Hence, Q('")(t)+A("')(t) packets are available for transmission during that timeslot. Since the bottleneck link has a ca acity of N C packetdtimeslot,
[Q(")(t) + A ( N ) ( t )
-NC] packets will not he served during timeslot [t, t+l), and will remain in the buffer. Hence, their transmission is deferred to subsequent timeslots. The number of packets in the buffer at the beginning of timeslot
)(t) -N C + A ( N ) ( t ) ] t . (10)
And, the average queue size Q")(t + 1) is given by
where 0 < a 5 1 is the pmmeter of the exponential averaging mechanism of RED.
Each incoming packet into the muter in timeslot [t, t + 1)
is marked with a probability f ( N ) Q")(t) , depending on the average queue length at the beginning of the timeslot
[t, t + 1). We represent this event using {0: 1)-valued N S Ai:>Y(t + 1) 0 = 1: ... The process hy which packets are marked is as follows.
For each i E N and j = 1 , 2 , . . ., we define the marking where we define n,"=, Al:,y'(t+ 1) = 1. Notice that we use time parameter t for the mapping G to delay the change in the value of AfjN) by one timeslot, therefore, (6) and (7) evolve based on the markings in the previous round-uip as they should. We denote the vector of state variables for Further, the recurrence Y(t + 1) = ( W ( t + I ) , X ( t + 1),
. . . , P s ( Y ( t ) ) )
holdsin Jaw, where the mappings P I , . . . , PS are given in 171.
A proof of Theorem 1 is given in [7] .
IV. STEADY-STATE REGIME
We now turn our attention to the steady state regime of the limiting recursion in Theorem 1, more specifically the calculation of the limiting queue and average window size in statistical equilibrium, i.e., large t asymptotics. Throughout this section we make the following assumptions. (A6) We assume that when an active connection finishes its last transmission, it waits an additional RTT before resetting its window size to zero. It is easily seen that Assumption (A4) immediately implies q(t) +t Q' = q' for some constant 4'. And, the steady-state marking probability is f($) = f(q'). We wish to find the steady-state queue level q' as a fixed-point solution to Pro08 Please see [7] for a proof.
Since the window size and the workload are both zero when a session is idle, we have
where the last equality follows from Lemma 1. The probability P [ Note that the steady-state marking probability and the average queue size depend on the round-trip delay only through its mean. Numerical examples validating our analysis are given in 171. This simple formulation can be used as a guideline on how to design the feedback probability function to control the queue size at the steady-state, given the system parameters.
V. DISCUSSION Theorem 1 shows that the dynamics of the queue at time t, denoted by &("')(t), can be approximated by iVq(t) with q(t) determined via a simple deterministic recursion, which is independent of the number of sessions. The offered traffic into the network during the timeslot, A ( N ) ( t ) , can also be approximated by N . E [A(t)]. These approximations become more accurate as the number of sessions becomes large, and the computational complexity does not depend on N . The limiting model is therefore "scalable" as it does not suffer from the explosion of state space without requiring require any ad-hoc assumptions.
Theorem 1 also shows that the dependency between each session becomes negligible under a large number of sessions, i.e., "RED breaks the global synchronization when the number of sessions is large."
Although the sequence { ( q ( t ) , Q ( t ) , Y ( t ) ) , t = 0,1,. . .} is a time-homogeneous Markov chain, we do not address here the existence of the steady-state when t i CCI as complications arise due the fact that the first two components are degenerate (i.e., deterministic). However, we note that the numerical calculations for the limiting model are very simple. The number of steps required for the calculation for each time step is independent of N .
It is also interesting to see that the steady-state marking probability and the average queue size is affected by the round-trip delay only through the mean round-trip delay as suggested in (23) and (24) respectively. However, we conjecture that the variance of the round-trip delay will play a role in the magnitude of the queue fluctuations even though the mean queue size is determined only through the average delay. This is demonstrated in the simulation results in [7] .
