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Abstract
The cause of failure information in cohort studies that involve competing risks is
frequently partially observed. To address this, several methods have been proposed
for the semiparametric proportional cause-specific hazards model under a missing at
random assumption. However, these proposals provide inference for the regression
coefficients only, and do not consider the infinite dimensional parameters, such as the
covariate-specific cumulative incidence function. Nevertheless, the latter quantity is
essential for risk prediction in modern medicine. In this paper we propose a novel
computationally efficient pseudo-partial-likelihood estimation method under the semi-
parametric proportional cause-specific hazards model with missing at random cause
of failure. Using modern empirical process theory we derive the asymptotic properties
of the proposed estimators for the regression coefficients and the covariate-specific cu-
mulative incidence functions, and provide methodology for constructing simultaneous
confidence bands for the latter. Simulation studies show that our estimators perform
well even in the presence of a large fraction of missing causes of failure, and that
the regression coefficient estimator can be substantially more efficient compared to
the augmented inverse probability weighting estimator. The method is applied to an
HIV cohort study with a large proportion of missing causes of failure that motivates
the proposed work.
∗The authors gratefully acknowledge the National Institutes of Health for the grants U01-AI069911
“East Africa IeDEA Regional Consortium” and R01-AI102710 “Statistical Designs and Methods for
Double-Sampling for HIV/AIDS”
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1 Introduction
There is an increasing frequency of epidemiological studies and clinical trials that involve a
large number of subjects, longer observation periods and multiple outcomes or competing
risks (Ness et al., 2009). The basic identifiable quantities from studies with competing
risks are the cause-specific hazard and the cumulative incidence function (Putter et al.,
2007; Bakoyannis and Touloumi, 2012). Choosing the most relevant estimand in a given
study depends on the scientific question of interest: if the goal of the study is to identify
risk factors of the competing risks under consideration, the cause-specific hazard is the
most relevant quantity (Koller et al., 2012); if the interest is focused on clinical prediction
or prognosis, as for example in studies of quality of life, the cumulative incidence function
is the most relevant estimand (Fine and Gray, 1999; Koller et al., 2012; Andersen et al.,
2012).
A frequent problem in studies with competing risks is that cause of failure information
is partially observed, and several methods have been proposed to address this issue under
a missing at random assumption. Craiu and Duchesne (2004) proposed an EM-algorithm
for estimation under a piecewise-constant hazards competing risks model, for situations
with masked cause of failure. Goetghebeur and Ryan (1995) proposed a partial likelihood-
based approach for estimating the regression coefficients of the semiparametric proportional
cause-specific hazards model under missing cause of failure, by assuming that the baseline
hazards for the different causes of failure are proportional. The latter assumption was
relaxed by Lu and Tsiatis (2001) who proposed a multiple-imputation approach based on
a parametric assumption regarding the probability of the cause of failure conditional on
the fully observed data. Gao and Tsiatis (2005) developed augmented inverse probability
weighting estimators (AIPW) for the regression coefficients in the class of semiparametric
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linear transformation models. This approach utilizes parametric models for the probability
of missingness and the probability of the cause of failure conditional on the fully observed
data. Hyun et al. (2012) applied the AIPW approach to the proportional cause-specific
hazards model. These AIPW estimators are more efficient compared to the simple inverse
probability weighting estimators, and possess the double-robustness property. The latter
property ensures consistency even if one of the parametric models for the probability of
missingess and the failure cause probability is incorrectly specified. Recently, Nevo et al.
(2017) proposed an estimation approach for the proportional cause-specific hazards model
that utilized auxiliary covariates for a weaker missing at random assumption. However, this
approach considered an unspecified baseline hazard for only one cause of failure, say λ0,1(t),
while the baseline hazards for the remaining causes of failure were assumed to satisfy a para-
metric hazard ratio λ0,j(t)/λ0,1(t). On the contrary, Lu and Tsiatis (2001), Gao and Tsiatis
(2005), and Hyun et al. (2012) considered unspecified baseline cause-specific hazards for all
the causes of failure. It is important to note that, none of the aforementioned methods
have considered the problem of inference for the infinite-dimensional parameters, such as
the covariate-specific cumulative incidence function. However, these personalized risk pre-
dictions provide crucial information to clinicians and policy makers in medical decision
making and implementation science, as in our motivating study described below.
Several other approaches have been proposed for the semiparametric additive cause-
specific hazards model and also for semiparametric models of the cumulative incidence
functions with missing cause of failure. Such approaches include the works by Lu and Liang
(2008), Bakoyannis et al. (2010), Monero-Betancur and Latouche (2013), and Bordes et al.
(2014). In this article we focus on the semiparametric proportional cause-specific hazards
model because this is the standard model for estimating risk factor effects in practice.
Our work is motivated by an ongoing study with competing risks from the East Africa
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Regional Consortium of the International Epidemiology Databases to Evaluate AIDS (EA-
IeDEA). Among other data, EA-IeDEA records death and disengagement from care, the
two major outcomes experienced by HIV-infected individuals who receive antiretroviral
treatment (ART). The goal of the motivating study is twofold: i) to identify risk fac-
tors of disengagement from HIV care and death in patients who receive ART, and ii) to
provide individualized (i.e., covariate-specific) prognosis and prediction estimates for the
aforementioned competing risks. The first goal aims at providing a scientific understand-
ing of the factors are related to disengagement from care and death under ART, while
the second goal focuses on informing clinical practice and implementation science efforts
to optimize care in a cost-efficient way (Hirschhorn et al., 2007). Therefore, the study of
interest for the first goal is making inference about the regression coefficients in a model for
the cause-specific hazard functions (Koller et al., 2012), while for the second goal the focus
is in covariate-specific cumulative incidence functions (Koller et al., 2012; Andersen et al.,
2012). A major complication in the EA-IeDEA study is the significant under-reporting of
death. This means that a patient who has been identified as lost to clinic (failure from
any cause in our example), could be either dead (whose death has not been reported) or
has disengaged from HIV care. Ascertainment of the cause of failure in this study requires
intensive outreach of the patients who have been identified as lost to clinic in the commu-
nity, and subsequent ascertainment of their vital status. However, this is a difficult and
costly process and, thus, it is only carried out for a small subset of patients who have been
flagged as lost to clinic. This leads to a significant missing cause of failure problem.
In this work, we propose a unified framework for inference about both the regression
coefficients and the covariate-specific cumulative incidence functions under the semipara-
metric proportional cause-specific hazards model with partially observed cause of failure.
To the best of our knowledge, inference about the covariate-specific cumulative incidence
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function has not been studied in the literature of missing cause of failure under the semi-
parametric proportional cause-specific hazards model and the class of linear transformation
models. In this article we fill this significant gap in the literature. Our approach is based
on a novel computationally efficient maximum pseudo-partial-likelihood estimation (MP-
PLE) method under the common missing at random assumption. Our estimator utilizes a
parametric model for the probability of the cause of failure, which includes auxiliary covari-
ates in order to make the missing at random assumption plausible (Lu and Tsiatis, 2001;
Nevo et al., 2017). The parametric assumption for the latter model is evaluated through
a formal goodness of fit procedure based on a cumulative residual process, similarly to the
work by Pan and Lin (2005). Computation of the proposed MPPLE is easily implemented
using the function coxph of the R package survival as illustrated in the Supplemental
Material. Using modern empirical process theory, we establish the asymptotic properties
of our estimators for both the regression coefficients and the covariate-specific cumulative
incidence functions, and propose closed-form variance estimators based on the empirical
versions of the corresponding influence functions. In addition, we also propose a method
to construct simultaneous confidence bands for the covariate-specific cumulative incidence
functions. The finite sample properties of the estimators and their robustness against
misspecification of the parametric model for the probability of the cause of failure are in-
vestigated through simulations. Moreover, in the simulation studies, we also demonstrate
superior finite sample performance of our estimator for the regression coefficients compared
to the AIPW estimator (Gao and Tsiatis, 2005; Hyun et al., 2012). Finally, we apply the
methodology to a large data set from our motivating HIV cohort study where there is a
large fraction of missing causes of failure.
The rest of the paper is organized as follows: Section 2 provides notation and assump-
tions that pertain to the model associated with the observed data. Section 3 describes the
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proposed estimator and its large sample properties. We conduct a number of simulation
studies in Section 4 by which we justify validity of the proposed method and compare
it with the AIPW method in terms of their finite sample performance. In Section 5 the
method is applied to our motivating HIV/AIDS study. We summarize the results and
discuss potential extensions of the proposed methodology in Section 6. R code, technical
details, and further simulation results are provided in the Supplemental Material.
2 Notation and assumptions
Let T and U denote the failure and censoring times. The corresponding observable quan-
tities are X = T ∧ U and δ = I(T ≤ U). Additionally, let C ∈ {1, . . . , k} denote the cause
of failure, where k is finite. We assume that the observation interval is [0, τ ], with τ <∞.
Let Z denote a p-dimentional vector of covariates. As mentioned in the Introduction, the
basic identifiable quantities from competing risks data are the cause-specific hazards
λj(t; z) = lim
h↓0
1
h
P (t ≤ T < t+ h, C = j|T ≥ t,Z = z), j = 1, . . . , k
and the cumulative incidence functions
Fj(t; z) = P (T ≤ t, C = j|Z = z)
=
∫ t
0
exp
[
−
k∑
l=1
Λl(s; z)
]
λj(s; z)ds, j = 1, . . . , k, (1)
where Λj(t; z) =
∫ t
0
λj(s; z)ds, which is the covariate-specific cumulative hazard for the jth
cause of failure. A standard model for the cause-specific hazard is the proportional hazards
model
λj(t;Z) = λ0,j(t) exp(β
T
0,jZ), j = 1, . . . , k, (2)
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where λ0,j(t) is the jth unspecified baseline cause-specific hazards function for j = 1, . . . , k.
Note that, unlike in Nevo et al. (2017), we do not impose further assumptions on the base-
line hazards. For the competing risks data with partially observed cause of failure, we define
a missingness indicator R, with R = 1 indicating that cause of failure has been observed,
and R = 0 otherwise. Along with Z, we can potentially observe a vector of auxiliary co-
variates A ∈ Rq, which are not related to the cause-specific hazards of interest conditional
on Z but may provide information on the true cause of failure and can make the missing at
random assumption plausible (Lu and Tsiatis, 2001; Nevo et al., 2017). Throughout this
paper, we assume that the right censoring indicator δ is always observed and if δ = 0,
we set R = 1. Therefore, the observable data Di with missing cause of failure are n in-
dependent copies of (Xi, δi, Ci,Zi,Ai, Ri), where Ci is observable only when δi = 1 and
Ri = 1. Based on the observable data we can define the counting process and at-risk
process as Ni(t) = I(Xi ≤ t, δi = 1) and Yi(t) = I(Xi ≥ t) respectively. Additionally, we
define the cause-specific counting process as Nij(t) = I(Xi ≤ t, δij = 1) = δijNi(t), where
δij = I(Ci = j, δi = 1) for j = 1, . . . , k, which can only be observed if Ri = 1.
In this work, we impose the missing at random assumption P (Ri = 1|Ci, δi = 1,Wi) =
P (Ri = 1|δi = 1,Wi), where Wi = (Xi,Zi,Ai). This assumption is equivalent to
P (Ci = j|Ri = 1, δi = 1,Wi) = P (Ci = j|Ri = 0, δi = 1,Wi)
= P (Ci = j|δi = 1,Wi)
≡ πj(Wi,γ0), j = 1, . . . , k.
As in previous work on missing cause of failure in the competing risks model, we assume a
parametric model πj(Wi,γ0) for the jth cause of failure, where γ0 is a finite-dimensional
parameter. A natural choice for πj(Wi,γ0), j = 1, . . . , k, is the multinomial logit model. In
the next section we provide a residual process to formally evaluate the parametric assump-
8
tion regarding πj(Wi,γ0). We further evaluate the robustness of our estimator against
misspecification of πj(Wi,γ0) in simulation studies.
3 Methodology
3.1 Estimators
In the ideal situation where the cause of failure is fully observed, that is Ci is available for
all i = 1, 2, . . . , n, one can estimate β0 = (β
T
0,1, . . . ,β
T
0,k)
T in (2) by maximizing the usual
partial likelihood:
pln(β) =
k∑
j=1
n∑
i=1
∫ τ
0
{
βTj Zi − log
[
n∑
l=1
Yl(t)e
βTj Zl
]}
dNij(t)
≡
k∑
j=1
pln,j(βj). (3)
If there are no restrictions that the hazards for different causes of failure share the same
regression coefficient values, estimation of β0,j for any j = 1, . . . , k, can be performed
by independently maximizing pln,j(βj). When some causes of failure are missing, the
partial likelihood (3) cannot be evaluated. In this case, the expected log partial likelihood,
conditionally on the observed data {Di}ni=1 is
Qn(β) =
k∑
j=1
n∑
i=1
∫ τ
0
{
βTj Zi − log
[
n∑
l=1
Yl(t)e
βTj Zl
]}
dE[Nij(t)|Di], (4)
where
E[Nij(t)|Di] = [Riδij + (1− Ri)πj(Wi,γ0)]Ni(t)
≡ N˜ij(t;γ0)
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since E(δij|Di) = πj(Wi,γ0) if Ri = 0. A pseudo-partial-likelihood for β can be con-
structed by replacing the unknown parameters γ0 in the expected log partial likelihood (4)
with a consistent estimator γˆn. Therefore, under the missing at random assumption, the
first stage of the analysis is to estimate γ0 by maximum likelihood based on the data with
an observed cause of failure (complete cases), assuming for example a multinomial logit
model. Given γˆn, we construct the estimating functions
Gn,j(βj; γˆn) =
1
n
n∑
i=1
∫ τ
0
[
Zi −En(t;βj)
]
dN˜ij(t; γˆn), j = 1, . . . , k,
where
En(t,βj) =
∑n
i=1 ZiYi(t) exp(β
T
j Zi)∑n
i=1 Yi(t) exp(β
T
j Zi)
.
The second stage of the analysis is to get the estimators βˆn,j as the solutions to the equations
Gn,j(βj; γˆn) = 0 for j = 1, . . . , k. Computation can be easily implemented using the coxph
function in the R package survival, as it is illustrated in the Supplemental Material.
The parametric assumption on the models for πj(Wi,γ0), j = 1, . . . , k, can be evaluated
using the cumulative residual processes
E{Ri[Nij(t)− πj(Wi,γ0)Ni(t)}, t ∈ [0, τ ], j = 1, . . . , k,
which can be estimated by
1
n
n∑
i=1
Ri[Nij(t)− πj(Wi, γˆn)Ni(t)], t ∈ [0, τ ], j = 1, . . . , k.
Under the null hypothesis of a correctly specified model, the cumulative residual process is
equal to 0 for all t ∈ [0, τ ]. A formal goodness of fit test can be performed using a simu-
lation approach similar to that proposed by Pan and Lin (2005). Additionally, a graphical
evaluation of goodness of fit can be performed by constructing a simultaneous confidence
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band for the residual process under the null hypothesis that the model is correctly specified.
Further details on this goodness of fit evaluation approach can be provided by the authors.
This goodness of fit approach is illustrated in Section 5.
The cumulative baseline cause-specific hazard functions can be estimated using the
Breslow-type estimator
Λˆn,j(t) =
∫ t
0
∑n
i=1 dN˜ij(s; γˆn)∑n
i=1 Yi(s)e
βˆ
T
n,jZi
, j = 1, . . . , k, t ∈ [0, τ ].
Natural estimators of the covariate-specific cumulative incidence functions for Z = z0 are
given by
Fˆn,j(t; z0) =
∫ t
0
exp
[
−
k∑
l=1
Λˆn,l(s−; z0)
]
dΛˆn,j(s; z0), j = 1, . . . , k, t ∈ [0, τ ],
where Λˆn,j(t; z0) = Λˆn,j(t) exp(βˆ
T
n,jz0) for all j = 1, . . . , k and t ∈ [0, τ ].
3.2 Asymptotic properties
The asymptotic properties are studied under the following regularity conditions:
C1. The follow-up interval is [0, τ ], with τ <∞ and Λ0,j(t) is a non-decreasing continuous
function with Λ0,j(τ) < ∞ for each j = 1, . . . , k. Additionally, the cause-specific
hazards do not depend on A and infZ P [Y (τ)|Z] > 0.
C2. The finite-dimensional parameters β0,j ∈ Bj ⊂ Rpj where Bj is a bounded and convex
set for all j = 1, . . . , k and that β0,j is in the interior of Bj .
C3. The inverse g of the link function for the parametric failure cause probability model
πj(W,γ0), j = 1, . . . , k, has a continuous derivative g˙ with respect to γ0 on compact
sets. Also, the corresponding parameter space Γ for γ0 is a bounded subset of R
p.
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C4. The score function U(γ) for the model for the true failure type C is Lipschitz contin-
uous in γ and the estimator γˆn is almost surely consistent and asymptotically linear,
i.e.
√
n(γˆn − γ0) = n−1/2
∑n
i=1ωi + op(1), with the influence function ωi satisfying
Eωi = 0 and E‖ωi‖2 <∞ for all i = 1, 2, . . . , n. Additionally, the plug-in estimators
ωˆi for ωi satisfy n
−1
∑n
i=1 ‖ωˆi − ωi‖2 = op(1).
C5. The covariate vector Z and auxiliary covariate vector A are bounded in the sense
that there exists a constant K ∈ (0,∞) such that P (‖Z‖ ∨ ‖A‖ ≤ K) = 1.
C6. The true Hessian matrix, denoted by −Hj(βj), is a negative definite matrix for all
j = 1, . . . , k.
Remark 1. Conditions C3 and C4 are automatically satisfied if the model for πj(W,γ0)
is a correctly specified binary or multinomial logit model with model parameters estimated
through maximum likelihood.
The asymptotic properties of the proposed estimators are provided in the following
theorems with the proofs of these theorems being outlined in the Supplemental Material.
Theorem 1. Given the assumptions stated in Section 2 and the regularity conditions
C1-C6,
k∑
j=1
(
‖βˆn,j − β0,j‖+ ‖Λˆn,j(t)− Λ0,j(t)‖∞
)
as∗→ 0
where ‖f(t)‖∞ = supt∈[0,τ ] |f(t)|.
Remark 2. Based on this consistency result it is easy to argue that
∑k
j=1 ‖Λˆn,j(t; z0)−
Λ0,j(t; z0)‖∞ as∗→ 0 for any z0 in the (bounded) covariate space. This fact along with a
continuity result from the Duhamel equation (Andersen et al., 1993) can be used to show
that
∑k
j=1 ‖Fˆn,j(t; z0)−F0,j(t; z0)‖∞ as∗→ 0 for any z0 in the (bounded) covariate space, since
Fˆn,j(t; z0), j = 1, . . . , k, are elements of a product integral matrix (Andersen et al., 1993).
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Before providing the theorem for the asymptotic distribution of the finite-dimensional
parameter estimator we define some quantities. The negative of the second derivative of
the true log partial likelihood function is
Hj(βj) =
∫ τ
0

E[Z⊗2Y (t)eβTj Z]
E[Y (t)eβ
T
j Z]
−
{
E[ZY (t)eβ
T
j Z]
E[Y (t)eβ
T
j Z]
}⊗2E[dN˜j(t;γ0)],
for j = 1, . . . , k. Also, define
ψij = H
−1
j (β0,j)
∫ τ
0
[Zi − E(t,β0,j)]dM˜ij(t;β0,j,γ0)
for i = 1, . . . , n and j = 1, . . . , k, where
E(t,β0,j) =
E[ZY (t)eβ
T
0,jZ]
E[Y (t)eβ
T
0,jZ]
and M˜ij(t;β0,j ,γ0) = N˜ij(t;γ0)−
∫ t
0
Yi(s) exp(β
T
0,jZi)dΛ0,j(s), with
Λ0,j(t) =
∫ t
0
E[dN˜j(s;γ0)]
E[Y (s)eβ
T
0,jZ]
.
Finally, define the non-random quantity
Rj = H
−1
j (β0,j)
(
E
{
(1− R)
∫ τ
0
[Z− E(t,β0,j)]dN(t)π˙j(W,γ0)T
})
where π˙j(W,γ0) = ∂[πj(W,γ)](∂γ)
−1|γ=γ0 and ωi = I−1(γ0)Ui(γ0) is the influence func-
tion for γˆn, with I(γ0) being the true Fisher information about γ0 and Ui(γ0) the indi-
vidual score function for the ith subject. The following theorem provides the basis for per-
forming statistical inference regarding the finite-dimensional parameter. Theorem2. Given
the assumptions stated in Section 2 and the regularity conditions C1-C6,
√
n(βˆn,j − β0,j) =
1√
n
n∑
i=1
(ψij +Rjωi) + op(1),
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and therefore
√
n(βˆn,j − β0,j) converges in distribution to a mean-zero Gaussian random
vector with covariance matrix Σj = E(ψj +Rjω)
⊗2 that is bounded for all j = 1, . . . , k.
Remark 3. The covariance matrix Σj can be consistently (in probability) estimated by
Σˆj =
1
n
n∑
i=1
(ψˆij + Rˆjωˆi)
⊗2,
where the estimated components of the influence functions in Σˆj are the empirical estimates
of the influence function components defined above, with the unknown parameters being
replaced by their consistent estimates and the expectations by sample averages. Explicit
formulas for the estimated influence functions are provided in the Supplemental Material.
Before stating the theorem for the asymptotic distribution of Λˆn,j we define the influence
functions
φij(t) =
∫ t
0
dM˜ij(s;β0,j ,γ0)
E[Y (s)eβ
T
0,jZ]
− (ψij +Rjωi)T
∫ t
0
E(s,β0,j)dΛ0,j(s)
and the non-random function
R⋆j(t) = E
{
(1−R)π˙j(W,γ0)
∫ t
0
dN(s)
E[Y (s)eβ
T
0,jZ]
}T
.
Theorem 3. Given the assumptions stated in Section 2 and the regularity conditions C1-C6,
√
n
[
Λˆn,j(t)− Λ0,j(t)
]
=
1√
n
n∑
i=1
[
φij(t) +R
⋆
j(t)ωi
]
+ op(1), (5)
and the influence functions φij(t)+R
⋆
j(t)ωi belong to a Donsker class indexed by t ∈ [0, τ ].
Therefore, (5) converges weakly to a tight mean-zero Gaussian process in the space D[0, τ ]
of right-continuous functions with left-hand limits, defined on [0, τ ], for all j = 1, . . . , k,
with covariance function E[φj(t) +R
⋆
j(t)ω][φj(s) +R
⋆
j(s)ω], for t, s ∈ [0, τ ]. Additionally,
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Wˆn,j(t) = n
−1/2
∑n
i=1[φˆij(t) + Rˆ
⋆
j(t)ωˆi]ξi, where {ξi}ni=1 are standard normal variables in-
dependent of the data, converges weakly (conditionally on the data) to the same limiting
process as Wn,j(t) = n
−1/2
∑n
i=1[φij(t) +R
⋆
j(t)ωi] (unconditionally).
Remark 4. The covariance function can be uniformly consistently (in probability) esti-
mated by
1
n
n∑
i=1
[φˆij(t) + Rˆ
⋆
j(t)ωˆi][φˆij(s) + Rˆ
⋆
j(s)ωˆi].
where φˆij(t), Rˆ
⋆
j(t) and ωˆi are the empirical estimates of the corresponding true func-
tions with the unknown parameters being replaced by their consistent estimates and the
expectations by sample averages.
The asymptotic result of Theorem 3 can be straightforwardly used for the construc-
tion of 1 − α pointwise confidence intervals. For the construction of simultaneous confi-
dence bands we use a similar approach to that proposed by Spiekerman and Lin (1998).
Consider the process
√
nqΛj (t){g[Λˆn,j(t)] − g[Λ0,j(t)]}, where g is a known continuously
differentiable transformation with nonzero derivative and qΛj is a weight function that
converges uniformly in probability to a nonnegative bounded function on [t1, t2], with
0 ≤ t1 ≤ t2 < τ . The transformation ensures that the limits of the confidence band
lie within the range of Λ0,j(t). For example one can use the transformation g(x) = log(x)
(Lin et al., 1994). The weight function qΛj , which is useful in reducing the width of the
band, can be set equal to Λˆn,j(t)/σˆΛj (t) with σˆΛj (t) = {n−1
∑n
i=1[φˆij(t) + Rˆ
⋆
j(t)ωˆi]
2}1/2,
which is the standard error estimate of Wn,j(t). This results in the equal precision band
(Nair, 1984). Another choice for the weight function is Λˆn,j(t)/[1 + σˆ
2
Λj
(t)] and this results
in the Hall–Wellner band (Hall and Wellner, 1980). Using the functional delta method it
can be shown that the process
√
nqΛj (t){g[Λˆn,j(t)]− g[Λ0,j(t)]} is asymptotically equivalent
to Bn,j(t) = q
Λ
j (t)g˙[Λˆn,j(t)]Wn,j(t). Furthermore, Theorem 3 ensures that Bn,j(t) is asymp-
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totically equivalent to Bˆn,j(t) = q
Λ
j (t)g˙{Λˆn,j(t)}Wˆn,j(t). Hence, a 1 − α confidence band
can be constructed as
g−1
[
g{Λˆn,j(t)} ± ca√
nqΛj (t)
]
t ∈ [t1, t2],
where cα is the 1 − a quantile of the distribution of supt∈[t1,t2] |Bˆn,j(t)| which can be es-
timated by the 1 − α percentile of the distribution of a large number of simulation real-
izations of supt∈[t1,t2] |Bˆn,j(t)| (Spiekerman and Lin, 1998). Each simulated realization of
supt∈[t1,t2] |Bˆn,j(t)| is calculated based on a set of draws of {ξi}ni=1 values from the standard
normal distribution.
Remark 5. The region of the confidence band [t1, t2] typically ranges from the minimum
to the maximum observed times of failure from the jth type. In order to prevent the effect
of the instability in the tails of the cumulative baseline cause-specific hazards estimator,
the range can be restricted to [s1, s2], where sl, l = 1, 2, can be set equal to the solutions of
cl = σˆ
2
Λj
(sl)/[1+ σˆ
2
Λj
(sl)], with {c1, c2} being equal to {0.1, 0.9} or {0.05, 0.95} (Nair, 1984;
Yin and Cai, 2004).
Remark 6. It can be also easily shown that
√
n[Λˆn,j(t; z0)−Λ0,j(t; z0)] is an asymptoti-
cally linear estimator with influence functions φΛij(t; z0) = [z
T
0 (ψij +Rjωi)Λ0,j(t)+φij(t)+
R⋆j(t)ωi] exp(β
T
0,jz0) for j = 1, . . . , k and t ∈ [0, τ ]. The Donsker property of the class
{φΛj (t; z0) : t ∈ [0, τ ]}, for every j = 1, . . . , k and z0 in the bounded covariate space follows
from the fact that it is formed by a sum of functions that belong to Donsker classes, which
are multiplied by fixed functions. Pointwise 1 − α confidence intervals and simultaneous
confidence bands can be similarly constructed based on the estimated influence functions
φˆΛij(t; z0).
The following theorem describes the asymptotic properties of the plug-in estimators of
the covariate-specific cumulative incidence functions.
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Theorem 4. Given the assumptions stated in Section 2 and the regularity conditions
C1-C6,
√
n
[
Fˆn,j(t; z0)− F0,j(t; z0)
]
=
1√
n
n∑
i=1
φFij(t; z0) + op(1), (6)
where
φFij(t; z0) =
∫ t
0
exp
[
−
k∑
l=1
Λ0,l(s−; z0)
]
dφΛij(s; z0)
−
∫ t
0
[
k∑
l=1
φΛil(s−; z0)
]
exp
[
−
k∑
l=1
Λ0,l(s−; z0)
]
dΛ0,j(s; z0)
and the influence functions φFij(t; z0) for i = 1, . . . , n and j = 1, . . . , k belong to a Donsker
class indexed by t ∈ [0, τ ]. Therefore, (6) converges weakly to a tight mean-zero Gaussian
process in D[0, τ ], for all j = 1, . . . , k, with covariance function E[φFj (t; z0)φ
F
j (s; z0)], for
t, s ∈ [0, τ ].
Remark 7. The covariance function can be uniformly consistently (in probability) esti-
mated by n−1
∑n
i=1 φˆ
F
ij(t; z0)φˆ
F
ij(s; z0), where the empirical influence function φˆ
F
ij(s; z0) can
be similarly calculated as described above. Moreover, the asymptotic (conditional on the
data) distribution of
Wˆ Fn,j(t; z0) =
1√
n
n∑
i=1
φˆFij(t; z0)ξi,
where {ξi}ni=1 are standard normal variables independent of the data, is the same as the
(unconditional) asymptotic distribution of W Fn,j(t; z0) = n
−1/2
∑n
i=1 φ
F
ij(t; z0).
Remark 8. Theorem 4 can be used for the construction of 1 − α pointwise confi-
dence intervals for F0,j(t; z0). Construction of simultaneous confidence bands can be per-
formed as described for Λ0,j(t) and in a similar fashion as that in Cheng et al. (1998),
using the process BˆFn,j(t; z0) = q
F
j (t; z0)g˙[Fˆn,j(t; z0)]Wˆ
F
n,j(t; z0). In this case the trans-
formation g(x) can be set equal to log[− log(x)], and the weight function qFj (t; z0) to
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Fˆn,j(t; z0) log[Fˆn,j(t; z0)]/σˆFj(t; z0), with σˆFj (t; z0) = {n−1
∑n
i=1[φˆ
F
ij(t; z0)]
2}1/2, which is the
standard error estimate of W Fn,j(t; z0). This weight leads to an equal-precision-type confi-
dence band (Nair, 1984). Alternatively, qFj (t; z0) can be set equal to
Fˆn,j(t; z0) log[Fˆn,j(t; z0)]/[1 + σˆ
2
Fj
(t; z0)],
which yields a Hall–Wellner type confidence band (Hall and Wellner, 1980).
4 Simulation studies
To evaluate the finite sample performance of the proposed estimator, we conducted a series
of simulation studies. We used similar simulation settings to those used in Hyun et al.
(2012). Specifically, we considered a cohort study with an observation interval [0, 2], two
causes of failure, and two covariates Z = (Z1, Z2)
T , where Z1 was generated from U(0, 1)
and Z2 from the Bernoulli(0.5) distribution. Additionally, we considered a independent ran-
dom right-censoring variable simulated from an exponential distribution with a rate equal
to 0.4. Failure time for cause of failure 1 was generated from the exponential distribution
with hazard λ0,1(t;Z) = exp(β1Z1), where β1 = −0.5. Failure time for cause of failure 2 was
generated either from a Gompertz distribution with a rate λ0,2(t;Z) = exp[−β2(Z2+1)+νt]
where (β2, ν) = (0.5, 0.2) (Scenario 1), or from a Weibull distribution with a shape param-
eter exp[−λ exp(β3Z2)] where (λ, β3) = (
√
0.5,−0.5), and a scale parameter equal to 0.5
(Scenario 2). The implied model for π1(W,γ), the probability of the cause of failure 1 with
W = (X,Z), has the form
logit[π1(W,γ)] = γ0 + γ1X + γ2Z1 + γ3Z2
under Scenario 1 and
logit[π1(W,γ)] = γ0 + γ1 log(X) + γ2Z1 + γ3Z2
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under Scenario 2. This simulation setup resulted on average in 25.6% right-censored obser-
vations and 59.4% failures from cause 1, under Scenario 1. The corresponding figures for
scenario 2 were 25.1% and 54.1%, respectively. For the probability of an observed cause of
failure P (R = 1|W) ≡ p(W, θ) (i.e. 1 - probability of missingness) we considered a model
of the form
logit[p(W, θ)] = θ0 + θ1X + θ2Z1 + θ3Z2.
In our simulations we considered θ = (0.7, 1,−1, 1)T , θ = (−0.2, 1,−1, 1)T , or θ =
(−0.8, 1,−1, 1)T which resulted in 25.2%, 43.5% and 56.4% missingness on average un-
der Scenario 1, and 27.1%, 45.5% and 58.6% missingness under Scenario 2.
For each scenario we simulated 1,000 datasets and evaluated the performance of the
proposed MPPLE and the AIPW estimator (Gao and Tsiatis, 2005; Hyun et al., 2012) for
β1. For the AIPW estimator, we used the correctly specified model p(W, θ) for the prob-
ability of an observed cause of failure in all cases to guarantee the estimation consistency
due to its double robustness property. To evaluate the impact of an incorrect specification
of the model π1(W,γ) for the probability of cause of failure 1 we considered a linear term
for failure time X in π1(W,γ) instead of log(X) under Scenario 2. We also evaluated the
performance of our estimators for the infinite-dimensional parameters. The simultaneous
95% confidence bands for these parameters were constructed based on 1,000 simulation
realizations of sets {ξi}ni=1, from the standard normal distribution. The domain limits for
the confidence bands were calculated based on {c1, c2} = {0.1, 0.9}, as described in the
preceding section. Note that since both Gao and Tsiatis (2005) and Hyun et al. (2012) did
not consider inference of the infinite-dimensional parameters we were not able to provide
results from competing methods in the latter set of simulations.
Simulation results for the regression coefficient β1 under Scenario 1 are presented in
Table 1. The MPPLE provides virtually unbiased estimates. The average standard error
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estimates are close to the corresponding Monte Carlo standard deviations of the estimates,
with the empirical coverage probabilities being close to the nominal level in all cases.
Compared to the AIPW estimator with the correctly specified model for the probability of
an observed cause of failure, our estimator achieves a smaller mean squared error and higher
efficiency in all cases. The advantage of our estimator in terms of efficiency is substantial
in cases with a larger sample size and a larger proportion of missing cause of failure.
Simulation results under Scenario 2 (Table 2) where the model π1(W,γ) was misspecified.
These results indicate the robustness of our estimator against certain misspecification of
the parametric model π1(W,γ) and, also, its substantially higher efficiency compared to
the AIPW estimator in cases with larger sample size and proportion of missing cause of
failure. Simulation results for the infinite-dimensional parameters are presented in the
Supplemental Material. The bias of our estimators is very small in all cases, the average
standard error estimates are close to the corresponding Monte Carlo standard deviations
of the estimates, and the empirical coverage probabilities remain close to the nominal level.
Moreover, the simultaneous confidence bands have empirical coverage probabilities close to
the nominal level. However, the coverage of the confidence bands in cases where failure
time is modeled incorrectly, i.e. as X instead of log(X), is lower than 95%, especially in
cases with a large fraction of missingness. The latter result indicates the importance of
evaluating the goodness of fit of the assumed model π1(W,γ) using the cumulative residual
process given in subsection 3.1.
It is worth pointing out that the proposed MPPLE method not only enjoys efficiency
advantages compared to the AIPW method, but is also computationally very fast and
robust. These advantages rank the proposed method favorably in practical applications,
particularly in for large studies like the one motivating the methodology development in
this article.
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Table 1: Comparison between the proposed MPPLE and the AIPW estimator for esti-
mating β1 under Scenario 1 with a correctly specified model for π1(W,γ). π1(W,γ):
probability of C = 1 given W = (X,Z1, Z2); n: the sample size; pm: the percent of missing
cause of failure; MCSD: Monte Carlo standard deviation of the estimates; ASE: average of
standard error estimates; CP: coverage probability; MSE: mean squared error; RE: relative
efficiency, variance of AIPW estimator to variance of MPPLE.
Proposed MPPLE AIPW
n pm Bias MCSD ASE CP MSE Bias MCSD ASE CP MSE RE
200 25% 0.002 0.409 0.396 0.945 0.167 0.003 0.412 0.418 0.946 0.170 1.013
44% 0.007 0.450 0.428 0.943 0.203 0.009 0.464 0.468 0.943 0.215 1.061
56% 0.004 0.492 0.468 0.942 0.242 0.009 0.526 0.540 0.949 0.277 1.144
400 25% 0.001 0.284 0.282 0.948 0.081 -0.001 0.289 0.288 0.949 0.084 1.038
44% -0.001 0.308 0.305 0.949 0.095 -0.004 0.326 0.321 0.946 0.106 1.116
56% -0.003 0.337 0.333 0.946 0.114 -0.008 0.368 0.364 0.937 0.135 1.191
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Table 2: Comparison between the proposed MPPLE and the AIPW estimator for estimat-
ing β1 under Scenario 2 with a misspecified model for π1(W,γ). π1(W,γ): probability
of C = 1 given W = (X,Z1, Z2); n: the sample size; pm: the percent of missing cause of
failure; MCSD: Monte Carlo standard deviation of the estimates; ASE: average of standard
error estimates; CP: coverage probability; MSE: mean squared error; RE: relative efficiency,
variance of AIPW estimator to variance of MPPLE.
Proposed MPPLE AIPW
n pm Bias MCSD ASE CP MSE Bias MCSD ASE CP MSE RE
200 27% 0.006 0.424 0.419 0.955 0.180 0.004 0.427 0.442 0.957 0.182 1.014
46% 0.015 0.471 0.458 0.954 0.222 0.013 0.484 0.500 0.955 0.235 1.059
59% 0.009 0.520 0.504 0.939 0.271 0.009 0.556 0.579 0.952 0.310 1.143
400 27% 0.000 0.301 0.298 0.952 0.091 -0.002 0.306 0.305 0.946 0.094 1.034
46% -0.001 0.332 0.326 0.948 0.110 -0.006 0.350 0.343 0.945 0.122 1.111
59% -0.004 0.364 0.359 0.946 0.132 -0.012 0.399 0.390 0.941 0.159 1.203
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5 HIV data analysis
In this section we apply the proposed methodology to the data from our motivating EA-
IeDEA study which involves 6,657 HIV-infected patients on ART. Of them, 346 patients
died (reported deaths), 2,929 patients became lost to clinic, and 3,382 patients were still in
care at the end of the study period and hence were treated as right-censored observations.
In total, 448 patients who were lost to clinic (15.3%) were outreached and had their vital
status actively ascertained. Among them, 99 (22.1%) were found to have died, indicating
a significant death under-reporting issue. Cause of failure was missing for the remaining
patients who were lost to clinic. For these data, we assumed a binary logistic model
π1(W,γ0) for the probability of death among patients who were lost to clinic. In order
to analyze the EA-IeDEA data using the proposed methodology we first evaluated the
goodness of fit of this logistic model. The covariates considered in π1(W,γ0) were time
since ART initiation, gender, age, and CD4 cell count at ART initiation. The goodness of
fit evaluation based on the residual process defined in Section 3.1 is presented in Figure 1.
Panel (a) in Figure 1 clearly indicates the lack of fit for the model with a linear effect of time
since ART initiation, as the residual process is outside the 95% confidence band for the early
timepoints. It is evident that the fitted model π1(W, γˆn) underestimates the probability
of death within about the first 12 months since ART initiation. After 2 years there is a
tendency for overestimation of the probability of death. The corresponding goodness of fit
test is statistically significant (p-value<0.001) indicating model misspecification. We then
considered a model with piecewise linear effect of time with a change in slope at 12 months
after ART initiation. This is a reasonable change point from a clinical perspective because
the probability of death is expected to decrease dramatically during the first 12 months
as a result of ART. After this timepoint the rate of death remains low and approximately
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Figure 1: Cumulative residual process for the evaluation of the parametric model π1(W ,γ0)
based on the HIV data along with the 95% goodness-of-fit band (grey area) and the corre-
sponding p-value.
constant. The cumulative residual process for this model (Panel (b) of Figure 1) was close to
0 at all time points and remained within the 95% confidence band under the null hypothesis
(p-value=0.689). This piecewise model was used for the analysis of the EA-IeDEA data.
Despite the sample of 6,657 patients with a large percent of missing causes of failure,
the proposed MPPLE method required only about 33 seconds for each cause of failure, to
compute the regression coefficients and the standard error estimates that were presented
in Table 3. This analysis revealed that males and younger patients have a higher hazard
of disengagement from care. Also, patients with a lower CD4 count at ART initiation
had a higher hazard of death while in HIV care and on ART. The analysis based on the
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Table 3: Data analysis of the EA-IeDEA study. MPPLE: maximum pseudo partial likeli-
hood estimator; AIPW: augmented inverse probability weighting estimator; SE: estimated
standard error of βˆ.
Proposed MPPLE AIPW
Covariate βˆ SE p-value βˆ SE p-value
Disengagement from care
Sex (male = 1, female = 0) 0.144 0.063 0.022 0.219 0.297 0.462
Age (years) -0.029 0.003 0.000 -0.054 0.019 0.004
CD4 (100 cells/µl) 0.029 0.017 0.094 0.160 0.098 0.104
Death while in care
Sex (male = 1, female = 0) 0.213 0.127 0.094 0.133 0.094 0.157
Age (years) 0.009 0.007 0.153 -0.001 0.007 0.926
CD4 (100 cells/µl) -0.275 0.092 0.003 -0.250 0.067 0.000
AIPW estimator provided similar results qualitatively, however, unlike the analysis using
the proposed MPPLE, the effect of gender was not statistically significant. This is a result
of the larger standard error of the AIPW estimator and this is in agreement with our
simulation results where our estimator achieved a substantially higher efficiency compared
to the AIPW estimator. To illustrate the use of our methodology for risk prediction we
depict the estimated cumulative incidence function of disengagement from HIV care and
death for a 40-year old male patient with CD4 cell count of 150 cells/µl at ART initiation,
along with the equal-precision and Hall–Wellner-type simultaneous 95% confidence bands,
in Figure 2.
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Figure 2: Estimated cumulative incidence functions (solid lines) of (a) disengagement from
care and (b) death while in HIV care, for a 40-year old male patient with CD4 cell count
of 150 cells/µl at ART initiation, along with the 95% simultaneous confidence bands based
on equal precision (dotted lines) and Hall–Wellner-type weights (dashed lines).
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6 Conclusion
In this article we propose a computationally efficient MPPLE method for the semipara-
metric proportional cause-specific hazards model under partially observed cause of failure.
We propose estimators for both the regression parameters and the covariate-specific cumu-
lative incidence functions. Our approach utilizes a parametric model for the probability
of the cause of failure and imposes a missing at random assumption. The estimators were
shown to be strongly consistent and to converge weakly to Gaussian random quantities.
Closed-form variance estimators were derived. In addition, we propose methodology for
constructing simultaneous confidence bands for the covariate-specific cumulative incidence
functions. Simulation studies showed a satisfactory performance of our estimators even un-
der a large fraction of missing causes of failure and under misspecified parametric models
for the probability of the cause of failure.
Although the main model of interest is semiparametric, our estimation method depends
on the parametric model πj(W,γ0) for the probability of the cause of failure. Essentially,
this model is used to predict the missing causes of failure. The main reason for adopting
such a parametric model was to allow the incorporation of auxiliary covariates that are
typically important in practice in order to make the MAR assumption plausible. Addition-
ally, this choice led to an increased computational and statistical efficiency of our estimator
and, also, to a
√
n convergence rate for the estimators of the infinite-dimensional param-
eters, such as the covariate-specific cumulative incidence function. The latter, allowed us
to provide methods for constructing simultaneous confidence bands. Even though correct
specification of the model πj(W,γ0) is a sufficient condition for consistency, our estimator
was shown to be robust against some degree of misspecification in the simulation studies.
However, the coverage probability of the simultaneous confidence bands could be lower than
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the nominal level if πj(W,γ0) is misspecified. For this reason, we suggest to evaluate the
model assumption on πj(W,γ0) before adopting this model practice. A formal goodness-
of-fit test based on a cumulative residual process similar to that proposed by Pan and Lin
(2005) was also developed. The graphical presentation of the residual process can provide
useful insight about a potential lack of fit as it was illustrated in the HIV data analysis
section.
The analysis of competing risks data with masked cause of failure has been considered by
Craiu and Duchesne (2004). However, their method is based on a parametric cause-specific
hazards model and also utilizes the computationally intensive EM-algorithm, which can be
impractical for large studies such as the studies with electronic medical record data consid-
ered here. Several methods for semiparametric competing risks models have been proposed
for analysis with missing causes of failure. Some of these methods focus on the propor-
tional cause-specific hazards model (Goetghebeur and Ryan, 1995; Lu and Tsiatis, 2001;
Hyun et al., 2012; Nevo et al., 2017) or the more general class of semiparametric linear
transformation models (Gao and Tsiatis, 2005). However, none of these articles provide
estimators for the covariate-specific cumulative incidence functions and the corresponding
standard errors. This is a significant gap in the literature, as these quantities are also very
important from a clinical and implementation science perspective. Our proposed method
fills this gap by proposing a unified way for inference about both the risk factor effects
and individualized risk predictions, based on the covariate-specific cumulative incidence
functions.
Among the previously proposed methods for inference about the regression coefficients
under the semiparametric proportional cause-specific hazards model with missing cause of
failure, the AIPW estimation method (Gao and Tsiatis, 2005; Hyun et al., 2012) appears
to be the most attractive approach. This is because of the so-called double-robustness
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property that the AIPW possesses. This property ensures estimation consistency even
if one of the two parametric models that are used to deal with missingness is misspeci-
fied and, also, due to their higher efficiency compared to the simple inverse probability
weighting estimators. However, it has been shown that if both parametric models are
even slightly incorrectly specified, the AIPW estimators can yield severely biased estimates
(Kang and Schafer, 2007). Compared to the AIPW estimator, our proposed MPPLE es-
timator has the advantage of not requiring to model the probability of missingness and is
also a likelihood-based approach. Being a likelihood-based approach, our proposed MP-
PLE method has better estimation efficiency compared to the AIPW estimator with a
correctly specified model for the probability of missingness (in favor of AIPW), as revealed
from the simulations studies. In addition, the MPPLE demonstrates certain estimation
robustness against misspecification of the parametric model for the failure-cause probabil-
ities πj(W,γ0). More importantly, inference about the infinite-dimensioal paramaters has
not been studied so far in the framework of AIPW. Putting all these advantages together
makes the proposed MPPLE an appealing approach to use in practice for inference un-
der the semiparametric proportional cause-specific hazards model with missing causes of
failure.
Although the method is illustrated with time-independent covariates, the estimator for
the regression parameter presented in this paper and its properties are also valid for the case
of time-dependent covariates, as long as these covariates are right-continuous with left-hand
limits and of bounded variation. However, inference for the covariate-specific cumulative
incidence functions with internal time-dependent covariates is trickier and requires explicit
modeling of the covariate process (Cortese and Andersen, 2010). This is an interesting topic
for future research. Additionally, considering a nonparametric or semiparametric models
for the failure-cause probabilities πj(W,γ0) that are used to predict the missing causes
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of failure may be important in some applications and also interesting from a theoretical
standpoint.
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Appendix A. R code
Our estimation approach can be easily applied using the coxph function of the R package
survival. In this Web Appendix we illustrate the use of coxph with missing cause of failure
according to our methodology. First, consider a dataset named data with competing risks,
which includes failure time x, cause of failure c, a covariate of interest z, and an auxilliary
covariate a. The first step of the analysis is to fit a logistic model for the probability of the
cause of interest. First define a cause of failure, i.e.
cause <- 1.
Next, one needs to fit the logistic model πj(Wi,γ0) in the complete cases and then calculate
the weight
Riδij + (1− Ri)πj(Wi, γˆn).
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This can be done using the following lines of code:
cc <- data[data$r==1 & data$c>0,]
cc$y <- cc[cc$c==cause,]
mod1 <- glm(y ∼ x + z + a, family = "binomial", data = cc)
data$pi <- predict(mod1, data, type = "response")
data$weight <- data$r*(data$c==cause)+(1-data$r)*data$pi
data$d <- (data$weight>0)
The next stage of the analysis is to fit the Cox proportional hazards model using
data$weight as weight in the coxph function. However, since case weights in coxph are
also incuded in the risk sets, we need a data manipulation step in order to “remove” these
weights from the risk sets for the observations with a missing cause of failure. This data
manipulation step proceeds as follows:
dt0 <- data[data$r==0,]
dt0$weight <- 1 - dt0$weight
dt0$d <- 0
data1 <- rbind(data,dt0)
Now estimation of the regression coefficients using the proposed maximum pseudo par-
tial likelihood approach is performed by using coxph in the augmented dataset data1, with
the weights data1$weight:
fit <- coxph(Surv(x, d) ∼ z, weight = weight, data = data1)
b1 <- coef(fit)
Note that the standard error estimates provided by coxph are not valid and correct
estimation of the standard errors can be performed using the nonparametric bootstrap.
We plan to develop an R package that provides standard errors according to our closed-
form estimators.
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Estimation of the baseline cumulative cause-specific hazard functions can be performed
using the basehaz function as:
H1 <- basehaz(fit, centered = FALSE)
Finally, the cumulative incidence function given the covariate pattern z0 can be easily
estimated using the regression coefficient b1 and baseline cumulative cause-specific hazard
estimates for all cases of failure using the estimator:
Fˆn,j(t; z0) =
∫ t
0
exp
[
−
k∑
l=1
Λˆn,l(s−; z0)
]
dΛˆn,j(s; z0), j = 1, . . . , k, t ∈ [0, τ ].
Standard error estimation for the covariate-specific cumulative incidence function can again
be performed by using the nonparametric bootstrap method. As noted above, we plan to
develop an R package that implements the proposed methods with full functionality.
Appendix B. Estimated influence functions
In Theorem 2 we provided the consistent estimator of the covariance matrix of the finite-
dimensional parameters as
Σˆj =
1
n
n∑
i=1
(ψˆij + Rˆjωˆi)
⊗2.
The first component of the estimated influence functions in Σˆj is
ψˆij = H
−1
n,j(βˆn,j)
∫ τ
0
[Zi −En(t, βˆn,j)]dMˆij(t; βˆn,j, γˆn)
for i = 1, . . . , n and j = 1, . . . , k, where
Hn,j(βˆn,j) =
1
n
∫ τ
0


∑n
l=1Z
⊗2
l Yl(t)e
βˆ
T
n,jZl∑n
l=1 Yl(t)e
βˆ
T
n,jZl
−
[∑n
l=1 ZlYl(t)e
βˆ
T
n,jZl∑n
l=1 Yl(t)e
βˆ
T
n,jZl
]⊗2

n∑
i=1
dN˜ij(t; γˆn),
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En(t, βˆn,j) =
∑n
i=1 ZiYi(t)e
βˆ
T
n,jZi∑n
i=1 Yi(t)e
βˆ
T
n,jZi
and
Mˆij(t; βˆn,j, γˆn) = N˜ij(t; γˆn)−
∫ t
0
Yi(s) exp(βˆ
T
n,jZi)dΛˆn,j(s).
The second component is
Rˆj = H
−1
n,j(βˆn,j)
{
1
n
n∑
i=1
(1−Ri)
∫ τ
0
[Zi −En(t, βˆn,j)]dNi(t)π˙j(Wi, γˆn)T
}
,
and ωˆi is the usual influence function for the parametric multinomial logit model, where
γ0 has been replaced by γˆn and the expectations by sample averages.
The estimated influence function components that are involved in the covariance func-
tion estimator for the baseline cumulative cause-specific hazard estimator are
φˆij(t) =
∫ t
0
dMˆij(s; βˆn,j, γˆn)
n−1
∑n
l=1 Yl(s)e
βˆ
T
n,jZl
− (ψˆij + Rˆjωˆi)T
∫ t
0
En(s, βˆn,j)dΛˆn,j(s)
and
Rˆ⋆j(t) =
{
1
n
n∑
i=1
[
(1−Ri)π˙j(Wi, γˆn)
∫ t
0
dNi(s)
n−1
∑n
l=1 Yl(s)e
βˆ
T
n,jZl
]}T
.
Finally, the estimated influence functions for the covariance function estimator of the
covariate-specific cumulative incidence function estimator are
φˆFij(t; z0) =
∫ t
0
exp
[
−
k∑
l=1
Λˆn,l(s−; z0)
]
dφˆΛij(s; z0)
−
∫ t
0
[
k∑
l=1
φˆΛil(s−; z0)
]
exp
[
−
k∑
l=1
Λˆn,l(s−; z0)
]
dΛˆn,j(s; z0),
where
φˆΛij(t; z0) = [z
T
0 (ψˆij + Rˆjωˆi)Λˆn,j(t) + φˆij(t) + Rˆ
⋆
j(t)ωˆi] exp(βˆ
T
n,jz0).
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Appendix C. Proofs
Our study of the asymptotic properties of the proposed estimators heavily rely on empirical
process theory (?Kosorok, 2008). We use the standard notation
Pnf =
1
n
n∑
i=1
f(Di), and Pf =
∫
D
fdP = Ef,
for any measurable function f : D 7→ R, where D denotes the sample space and P the true
(induced) probability measure defined on the Borel σ-algebra on D. Let K be a generic
constant that my differ from place to place. In many calculations we only focus on one
arbitrarily chosen cause of failure j, as the same technical proofs apply to all j = 1, . . . , k.
C.1 Proof of Theorem 1
To facilitate the presentation of the proofs we define
Gj(βj) = P
{∫ τ
0
[
Z− E(t,βj)
]
dN˜j(t;γ0)
}
for j = 1, . . . , k. Note that Gn,j(βj; γˆn) defined in Section 3.1 can be rewritten as
Gn,j(βj; γˆn) = Pn
{∫ τ
0
[Z−En(t,βj)]dN˜j(t; γˆn)
}
Trivial algebra leads to the decomposition
Gn,j(βj ; γˆn)−Gj(βj) = An,j +Bn,j −Cn,j(βj)−Dn,j(βj), j = 1, . . . , k,
where
An,j = Pn
{∫ τ
0
Z
[
dN˜j(t; γˆn)− dN˜j(t;γ0)
]}
,
Bn,j = (Pn − P )
∫ τ
0
ZdN˜j(t;γ0),
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Cn,j(βj) = Pn
{∫ τ
0
[
En(t,βj)− E(t;βj)
]
dN˜j(t; γˆn)
}
and
Dn,j(βj) = (Pn − P )
{∫ τ
0
E(t,βj)
[
dN˜j(t; γˆn)− dN˜j(t;γ0)
]}
.
The terms An,j coverge to 0 almost surely by the almost sure consistency of γˆn and condi-
tions C3 and C5. The same is true for the term Bn,j as a consequence of the strong law of
large numbers and the boundedness condition C5. Next, it is easy to argue that the classes
of functions {Y (t) exp(βTZ) : t ∈ [0, τ ],β ∈ Bj} and {ZY (t) exp(βTZ) : t ∈ [0, τ ],β ∈ Bj}
are Donsker and thus also Glivenko-Cantelli, which combined with condition C1 and strong
consistency of γˆn lead to the fact that supβj∈Bj ‖Cn,j(βj)‖
as∗→ 0. Finally, for Dn,j(βj) con-
sider the class of functions
L(l)j =
{
[Rδj + (1− R)πj(W,γ0)]
∫ τ
0
E(l)(t,β)dN(t) : β ∈ Bj
}
,
where
E(l)(t,βj) =
P [Z(l)Y (t) exp(βTj Z)]
P [Y (t) exp(βTj Z)]
,
with Z(l) being the lth component of Z. Based on the Lipschitz continuity property of
E(l)(t,βj) we can argue that for any finitely discrete probability measureQ and any β1,β2 ∈
Bj and f (l)β1 , f
(l)
β2
∈ Lj,
∥∥∥f (l)β1 − f (l)β2
∥∥∥
Q,2
≤
∥∥∥∥[Rδj + (1− R)πj(W,γ0)]
∫ τ
0
∣∣E(l)(t,β1)−E(l)(t,β2)∣∣ dN(t)
∥∥∥∥
Q,2
≤
∥∥∥∥
∫ τ
0
∣∣E(l)(t,β1)− E(l)(t,β2)∣∣ dN(t)
∥∥∥∥
Q,2
≤ K‖β1 − β2‖ ‖N(τ)‖Q,2
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Hence for any β ∈ Bj there exists a βi, i = 1, . . . , N(ǫ,Bj , ‖ · ‖), such that ‖βi − β‖ < ǫ.
Consequently, for any f
(l)
β ∈ L(l)1j there exists an fβi such that∥∥∥f (l)βi − f (l)β
∥∥∥
Q,2
≤ Kǫ ≡ ǫ′,
and thus we can cover the whole L(l)j with N(ǫ,Bj , ‖ · ‖) L2(Q) ǫ′-balls centered at fβi. By
the minimality of the covering number we have that
N(ǫ′,L(l)j , L2(Q)) ≤ N(ǫ,Bj , ‖ · ‖),
which implies that L(l)j satisfies the uniform entropy bound given by 2.5.1 in ?. Additionally,
L(l)j can be shown to be a pointwise measurable class using similar arguments to those
presented in page 142 in Kosorok (2008). Therefore, L(l)j is Donsker by proposition 8.11 of
Kosorok (2008) and Theorem 2.5.2 of ?. This fact along with the strong consistency of γˆn
and the conditions C1, C3 and C5 lead to supβj∈Bj ‖Dn(βj)‖
as∗→ 0, and thus
sup
βj∈Bj
‖Gn,j(βj ; γˆn)−Gj(β)‖ as∗→ 0.
This fact along with condition C6, which ensures that Gj(β) is concave and thus it has a
unique root, leads to the strong consistency of βˆn,j for all j = 1, . . . , k, by Theorem 2.10
of Kosorok (2008).
Next, for the proof of consistency of Λˆn,j(t), we have the following expansion
Λˆn,j(t)− Λ0,j(t) = A⋆n,j(t) +B⋆n,j(t), (7)
were.
A⋆n,j(t) = Pn
{
(1− R)[πj(W, γˆn)− πj(W,γ0)]
∫ t
0
I[PnY (s) > 0]
dN(s)
Pn[Y (s)e
βˆTn,jZ]
}
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and
B⋆n,j(t) =
{∫ t
0
Pn[dN˜j(s;γ0)]
Pn[Y (s)e
βˆ
T
n,jZ]
−
∫ t
0
P [dN˜j(s;γ0)]
P [Y (s)eβ
T
0,jZ]
}
for all j = 1, . . . , k. Using the almost sure consitency of γˆn and conditions C3 and C5 it can
be easily argued that ‖A⋆n,j(t)‖∞ as→ 0, by the continuous mapping theorem. The uniform
outer almost sure convergence of B⋆n,j(t) to 0 follows by an expansion and arguments similar
to those provided in page 57 of Kosorok (2008). This completes the proof of the uniform
outer almost sure consistency of Λˆn,j(t) for all j = 1, . . . , k.
C.2 Proof of Theorem 2
Since the estimator βˆn,j satisfies Gn,j(βˆn,j; γˆn) = 0, it follows that
0 =
√
nGn,j(βˆn,j; γˆn) =
√
n
[
Gn,j(βˆn,j; γˆn)−Gn,j(βˆn,j;γ0)
]
+
√
nGn,j(βˆn,j;γ0). (8)
The first term of (8) can be expressed, after some algebra, as
√
n
[
Gn,j(βˆn,j; γˆn)−Gn,j(βˆn,j;γ0)
]
= A′n,j +B
′
n,j +C
′
n,j +D
′
n,j.
where
A′n,j =
√
n(Pn − P ) {ZN(τ)(1 − R) [πj(W, γˆn)− πj(W,γ0)]} ,
B′n,j =
√
n(Pn − P )
{
[πj(W, γˆn)− πj(W;γ0)]
∫ τ
0
E(t,β0,j)dN(t)
}
,
C′n,j =
√
nPn
{∫ τ
0
[
En(t, βˆn,j)− E(t,β0,j)
]
d
[
N˜j(t; γˆn)− N˜j(t;γ0)
]}
and
D′n,j =
(
P
{
(1− R)
∫ τ
0
[Z− E(t,β0,j)]dN(t)π˙j(W,γ0)T
})
×√n(γˆn − γ0).
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It is straighforward to argue that the class {πj(W,γ) : γ ∈ Γ} is Donsker due to the
Lipschitz continuity in γ, as a result of condition C3, which implies that the class
{
ZN(τ)[πj(W,γ)− πj(W,γ0)] : γ ∈ Γ
}
is also Donsker. Since P {ZN(τ) [πj(W,γ)− πj(W,γ0)]}2 → 0 as γ → γ0, and by the
consistency of γˆn, it follows by Corollary 2.3.12 of ? that A
′
n,j
p→ 0. Similar arguments
along with the Donsker property for the class{
[πj(W,γ)− πj(W,γ0)]
∫ τ
0
E(t,β0,j)dN(t) : γ ∈ Γ
}
can be used to show that B′n,j
p→ 0. Next, using similar arguments to that used in the
proof of consistency of βˆn,j, it can be shown that ‖En(t, βˆn,j) − E(t,β0,j)‖∞ as∗→ 0. The
boundedness conditions imply the uniform boundedness of the variation of the process (of
time) En(t, βˆn,j)− E(t,β0,j). Additionally, it can be easily argued that
√
nPn[N˜j(t; γˆn)−
N˜j(t;γ0)] converges weakly to a tight zero-mean Gaussian process, and thus it follows that
C′n,j
p→ 0 by Lemma 4.2 of Kosorok (2008). Therefore, the first term in (8) is equal to
D′n,j + op(1). Next, a Taylor expansion of the second term of (8) around β0,j and some
algebra lead to
√
nGn,j(βˆn,j;γ0) =
√
nGn,j(β0,j;γ0)−Hj(β0,j)
√
n(βˆn,j − β0,j)
+op(1 +
√
n‖βˆn,j − β0,j‖). (9)
By condition C6, Hj(βj) is invertible and thus there exists a constant K > 0 such that for
any βj ∈ B we have
‖Hj(β0,j)(βj − β0,j)‖ ≥ K‖βj − β0,j‖, j = 1, . . . , k.
Now, applying a Taylor expansion of Gj(βj;γ0) around β0,j leads to
‖Gn,j(βj;γ0)−Gj(β0,j;γ0)‖ ≥ K‖βj − β0,j‖+ o(‖βj − β0,j‖), (10)
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for j = 1, . . . , k. Next, it can be easily shown that
√
n[Gn,j(βˆn,j;γ0)−Gn,j(β0,j;γ0)] = −
√
n(Pn − P )
∫ τ
0
[Z− E(t,β0,j)]dN˜j(t;γ0)
+op(1 +
√
n‖βˆn,j − β0,j‖) + op(1)
= Op(1) + op(1 +
√
n‖βˆn,j − β0,j‖) + op(1).
Combining the above equation with (10) leads to
√
n‖βˆn,j − β0,j‖[K + op(1)] ≤ Op(1) + op(1 +
√
n‖βˆn,j − β0,j‖)
and thus
√
n‖βˆn,j − β0,j‖ = Op(1). Therefore, the remainder term in (9) is op(1). Next,
for the second term, it is straightforward to show that PM˜j(t;β0,j ,γ0) = 0 where
M˜ij(t;β0,j,γ0) = N˜ij(t;γ0)−
∫ t
0
Yi(s) exp(β
T
0,jZi)dΛ0,j(s),
for all t ∈ [0, τ ] and j = 1, . . . , k. Also, the class {M˜j(t;β0,j ,γ0) : t ∈ [0, τ ]}, for all
j = 1, . . . , k, is Donsker since both N˜j(t;γ0) and
∫ t
0
Y (s) exp(βT0,jZ)dΛ0,j(s) form Donsker
classes indexed by t ∈ [0, τ ]. The Donsker property for the latter class follows from the fact
that it is formed by bounded, by conditions C1, C2 and C5, monotone cadlag processes
and Lemma 4.1 in Kosorok (2008). Therefore,
√
nGn,j(β0,j ; γ0) =
√
nPn
∫ τ
0
{Z −E(t, β0,j)}dM˜j(t; β0,j, γ0) + op(1),
by Lemma 4.2 of Kosorok (2008). Taking all the pieces together along with conditions C4
and C6 we obtain
√
n(βˆn,j − β0,j) =
√
nPn(ψj +Rjω) + op(1), j = 1, . . . , k,
where the influence functions were defined in the main text before stating Theorem 2. Now,
to show the consistency in probability of the covariance esimator Σˆj = Pn(ψˆj + Rˆjωˆ)
⊗2
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note that
Σˆj = H
−1
n,j(βˆn,j)
[
Pn(ψˆ
′
j + Rˆ
′
jωˆ)
⊗2
]
H−1n,j(βˆn,j),
where ψˆ
′
j = Hn,j(βˆn,j)ψˆj and Rˆ
′
j = Hn,j(βˆn,j)Rˆj. Similarly,
Σj = H
−1
j (β0,j)
[
P (ψ′j +R
′
jω)
⊗2
]
H−1n,j(β0,j),
where ψ′j = Hj(β0,j)ψj and R
′
j = Hj(β0,j)Rj. By Theorem 1, conditions C1-C6, and stan-
dard arguments for the Cox model can be used to show that H−1n,j(βˆn,j)
p→ H−1j (β0,j). Now,
the fact that supt∈[0,τ ] ‖En(t, βˆn,j)−E(t,β0,j)‖ as∗→ 0 as it was argued earlier, conditions C3
and C4, and the weak law of large numbers lead to the conclusion that Rˆ′j
p→ R′j. Finally,
conditions C3-C5, Theorem 1, Lemma 4.2 in Spiekerman and Lin (1998), and some algebra
can be used to show that Pn(ψˆ
′
j + Rˆ
′
jωˆ)
⊗2 p→ P (ψ′j +R′jω)⊗2, and therefore Σˆj p→ Σj.
C.3 Proof of Theorem 3
By Taylor expansion and the consistency of βˆn,j and γˆn, the first term in the right side of
expansion (7) can be shown to be
A⋆n,j(t) =
(
P
{
(1− R)π˙j(W,γ0)
∫ t
0
dN(s)
P [Y (s)eβ
T
0,jZ]
})T
(γˆn − γ0) + op(n−1/2).
Using similar analysis to that presented in page 57 of Kosorok (2008) and the regularity
condition C4 regarding γˆn leads to the conclusion that the second term in (7) is
B⋆n,j(t) = Pn
∫ t
0
dM˜j(s;β0,j ,γ0)
P [Y (s)eβ
T
0,jZ]
− (βˆn,j − β0,j)T
∫ t
0
E(s,β0,j)dΛ0,j(s) + op(n
−1/2).
Therefore
√
n
[
Λˆn,j(t)− Λ0,j(t)
]
=
√
nPn[φj(t) +R
⋆
j(t)ω] + op(1).
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Condition C4, the fact that R⋆j(t) is non-random and standard arguments related to φj(t)
(Kosorok, 2008) imply that the class of influence functions is Donsker, and thus the right-
hand side of the above equality converges weakly to a tight mean-zero Gaussian process with
covariance function P{[φj(t) +R⋆j(t)ω][φj(s) +R⋆j(s)ω]}. It can be shown using standard
results for the Cox model (Kosorok, 2008), the facts that Σˆj
p→ Σj and supt∈[0,τ ] ‖Rˆ⋆j(t)−
R⋆j(t)‖ = op(1) (the latter will be proved in the next paragraph), and condition C4 that
sup
t∈[0,τ ]
Pn
{
[φˆij(t)− Rˆ⋆j(t)ωˆ]− [φj(t) +R⋆j(t)ω]
}2
= op(1).
The Donsker property of the class of influence functions {φj(t) +R⋆j(t)ω : t ∈ [0, τ ]} and
the square integrability of the influence functions as a result of the boundedness conditions
lead to the conclusion that Pn{[φˆj(t)+Rˆ⋆j(t)ωˆ][φˆj(s)+Rˆ⋆j(s)ωˆ]}, t, s ∈ [0, τ ], is a uniformly
consistent (in probability) estimator of the covariance function P{[φj(t) +R⋆j(t)ω][φj(s) +
R⋆j(s)ω]} by Lemma 9.28 in Kosorok (2008).
Now, in order to show the final statement of Theorem 3 let Wˆn,j(t) =
√
nPn[φˆj(t) +
Rˆ⋆j(t)ωˆ]ξ and W˜n,j(t) =
√
nPn[φj(t) + R
⋆
j(t)ω]ξ. It follows from the Donsker property of
the class of influence functions {φj(t) +R⋆j(t)ω : t ∈ [0, τ ]} and the conditional multiplier
central limit theorem (?) that W˜n,j(t) converges weakly conditional on the data to the same
limiting process as that of
√
n[Λˆn,j(t)−Λ0,j(t)] (unconditionally). In order to complete the
proof of the final statement we need to show that
‖Wˆn,j(t)− W˜n,j(t)‖∞ = op(1) j = 1, . . . , k,
since this implies that Wˆn,j(t) and W˜n,j(t) converge weakly (unconditionally) to the same
limiting process. It can be easily seen that
‖Wˆn,j(t)− W˜n,j(t)‖∞ ≤ A′′n,j +B′′n,j + C ′′n,j
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where
A′′n,j = ‖
√
nPn[φˆj(t)− φj(t)]ξ‖∞,
B′′n,j = sup
t∈[0,τ ]
∥∥∥Rˆ⋆j(t)−R⋆j(t)∥∥∥× (∥∥√nPn[ωˆ − ω]ξ∥∥+ ∥∥√nPnωξ∥∥) ,
C ′′n,j = sup
t∈[0,τ ]
∥∥R⋆j(t)∥∥× ∥∥√nPn[ωˆ − ω]ξ∥∥ .
Using the same arguments as those used in the proof of Theorem 4 in Spiekerman and Lin
(1998) along with conditions C3 and C4 leads to the conclusion that A′′n,j = op(1). Next,
considering the term B′′n,j, we have that ‖
√
nPn[ωˆ − ω]ξ‖ = op(1) by arguments similar
to those used in the proof of Lemma A.3 in Spiekerman and Lin (1998). Additionally,
‖√nPnωξ‖ = Op(1) by C4 and the central limit theorem. The first factor of B′′n,j is
sup
t∈[0,τ ]
∥∥∥Rˆ⋆j(t)−R⋆j(t)∥∥∥ ≤ sup
t∈[0,τ ]
∥∥∥∥∥Pn [π˙j(W, γˆn)− π˙j(W,γ0)]
∫ t
0
dN(s)
PnY (s)e
βˆ
T
n,jZ
∥∥∥∥∥
+ sup
t∈[0,τ ]
∥∥∥∥∥Pnπ˙j(W,γ0)
∫ t
0
[
1
PnY (s)e
βˆ
T
n,jZ
− 1
PY (s)eβ
T
0,jZ
]
dN(s)
∥∥∥∥∥
+ sup
t∈[0,τ ]
∥∥∥∥∥(Pn − P )π˙j(W,γ0)
∫ t
0
1
PY (s)eβ
T
0,jZ
dN(s)
∥∥∥∥∥ . (11)
By conditions C3, C4, C5 and the continuous mapping theorem
max
i
‖π˙j(Wi, γˆn)− π˙j(Wi,γ0)‖ = oas(1).
Also, by Theorem 1 and conditions C1, C2, C5∥∥∥∥∥ 1
PnY (t)e
βˆ
T
n,jZ
∥∥∥∥∥
∞
=
∥∥∥∥∥ 1PY (t)eβT0,jZ + oas∗(1)
∥∥∥∥∥
∞
= Oas∗(1),
and therefore the first term in the right side of (11) is oas∗(1). By conditions C3 and C5,
which lead to the conclusion that
max
i
‖π˙j(Wi,γ0)‖ = Op(1),
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and the fact that ∥∥∥∥∥ 1
PnY (t)e
βˆ
T
n,jZ
− 1
PY (t)eβ
T
0,jZ
∥∥∥∥∥
∞
= oas⋆(1),
as a result of Theorem 1, the Donsker property of the class {Y (t) : t ∈ [0, τ ]}, conditions
C2 and C5, and some algebra, it follows that the second term in the right side of (11) is
also op(1). Finally, consider the classes of functions F = {N(t) : t ∈ [0, τ ]} and
Lj,1 =
{
ft,j = π˙j(W,γ0)
∫ t
0
dN(s)
P
[
Y (s) exp(βT0,jZ)
] : t ∈ [0, τ ]
}
.
For any finitely discrete probability measure Q and any t1, t2 ∈ [0, τ ] we have
‖ft1,j − ft2,j‖Q,2 ≤
∥∥∥∥∥π˙j(W,γ0)
∫ t2
t1
dN(s)
P
[
Y (s) exp(βT0,jZ)
]
∥∥∥∥∥
Q,2
≤ K‖N(t2)−N(t1)‖Q,2,
by the boundedness of π˙j(W,γ0). Consequently, for any ǫ > 0 and ft,j ∈ Lj,1 with t ∈ [0, τ ]
there exists a fti,j, i = 1, . . . , N(ǫ,F , L2(Q)), such that ‖ft,j − fti,j‖Q,2 ≤ Kǫ ≡ ǫ′ and thus
the class Lj,1 can be covered by N(ǫ,F , L2(Q)) L2(Q) ǫ′-balls centered at fti,j. Since F
is Donsker, Lj,1 satisfies the uniform entropy bound given by 2.5.1 in ?. It can be easily
argued that the class Lj,1 is pointwise measurable (?Kosorok, 2008). Now, by proposition
8.11 of Kosorok (2008) and Theorem 2.5.2 of ?, it follows that Lj,1 is Donsker. This
implies the Glivenko-Cantelli property of that class and thus it follows that the last term
in the right side of (11) is op(1). Therefore, supt∈[0,τ ] ‖Rˆ⋆j(t) − R⋆j(t)‖ = op(1) and thus
B′′n,j = op(1). Finally, C
′′
n,j = op(1) by similar arguments to those used for the term B
′′
n,j ,
and thus ‖Wˆn,j(t) − W˜n,j(t)‖∞ = op(1) for all j = 1, . . . , k, which completes the proof of
the final statement of Theorem 3.
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C.4 Proof of Theorem 4
The asymptotic expression in Theorem 4 follows from a decomposition of
√
n[Fˆn,j(t; z0)−
F0,j(t; z0)] similar to that used in Cheng et al. (1998), our Theorems 1, 2 and 3, Lemma
4.2 in Kosorok (2008) and integration by parts. To show the Donsker property of the class
Φj(z0) = {φFj (t; z0) : t ∈ [0, τ ]}, for all j = 1, . . . , k and z0 in the bounded finite-dimensional
space, we will use the following Lemma.
Lemma 1. Let g(t) be a fixed uniformly bounded function and f(t) = f1(t) − f2(t)
on [0, τ ], with Fl = {fl(t) : t ∈ [0, τ ]}, l = 1, 2, being Donsker classes of measurable,
non-decreasing and right-continuous functions. Then, the class
F3 =
{∫ t
0
g(s)df(s) : t ∈ [0, τ ]
}
,
is Donsker.
Proof. For any t1, t2 ∈ [0, τ ] and any finitely discrete probability measure Q it follows
that ∥∥∥∥
∫ t1
0
g(s)dfl(s)−
∫ t2
0
g(s)dfl(s)
∥∥∥∥
Q,2
≤ K‖fl(t1)− fl(t2)‖Q,2, l = 1, 2,
where K = supt∈[0,τ ] |g(t)|. Now, for any t ∈ [0, τ ] there exists a ti ∈ [0, τ ], with i =
1, . . . , N(ǫ,Fl, L2(Q)) and l = 1, 2, such that ‖fl(ti) − fl(t)‖Q,2 < ǫ. Therefore, for any
t ∈ [0, τ ] there exists a ti ∈ [0, τ ] such that ‖φl(ti) − φl(t)‖Q,2 < Kǫ, with φl ∈ F3,l ={∫ t
0
g(s)dfl(s) : fl ∈ Fl
}
, l = 1, 2, and thus F3,l can be covered by N(ǫ,Fl, L2(Q)) L2(Q)
Kǫ-balls. Therefore, by the Donsker property of the classes Fl, l = 1, 2, the classes F3,l,
l = 1, 2, satisfy the uniform entropy bound. Additionally, it can be argued that F3,1 and
F3,2 are both pointwise measurable. Consequently, by proposition 8.11 of Kosorok (2008)
and Theorem 2.5.2 of ?, it follows that F3,1 and F3,2 are Donsker. Finally, the Donsker
property of F3 is a consequence of Corollary 9.31 of Kosorok (2008), since F3 is formed by
differences of functions that belong to Donsker classes. 
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The fact that φΛij(t; z0) can be written as the difference of two non-decreasing right-
continuous functions which both belong to a Donsker class, along with Lemma 1 above
and integration by parts can be used to show the Donsker property of Φj(z0), for all
j = 1, . . . , k and z0 in the bounded covariate space. It can be shown using Theorems 1-3,
the fact that supt∈[0,τ ] Pn{[φˆij(t) − Rˆ⋆j(t)ωˆ] − [φj(t) +R⋆j(t)ω]}2 = op(1) as argued in the
proof of Theorem 3, conditions C1-C5, and integration by parts, that supt∈[0,τ ] Pn[φˆ
F
j (t; z0)−
φFj (t; z0)]
2 = op(1). Futhermore, the Donsker property of Φj(z0), the square integrability of
the influence functions φFj (t; z0), and Lemma 9.28 in Kosorok (2008) lead to the conclusion
that Pnφˆ
F
ij(t; z0)φˆ
F
ij(s; z0), t, s ∈ [0, τ ], is a uniformly consistent (in probability) estimator
of the covariance function PφFj (t; z0)φ
F
j (s; z0).
Now, in order to show the final statement of Theorem 4 let Wˆj(t; z0) =
√
nPnφˆ
F
j (t; z0)ξ
and W˜j(t; z0) =
√
nPnφ
F
j (t; z0)ξ. It follows from the Donsker property of the class of
influence functions Φj(z0) and the conditional multiplier central limit theorem (?) that
W˜ Fn,j(t; z0) converges weakly, conditionally on the data, to the same limiting process as
that of
√
n[Fˆn,j(t; z0)− F0,j(t; z0)] (unconditionally). Finally, we need to show that
‖Wˆ Fn,j(t; z0)− W˜ Fn,j(t; z0)‖∞ = op(1) j = 1, . . . , k.
Straightforward algebra and the fact that
max
i
‖φΛij(t; z0)‖∞ = Op(1), j = 1, . . . , k
by the boundedness conditions, lead to the inequality
‖Wˆ Fn,j(t; z0)− W˜ Fn,j(t; z0)‖∞ ≤ A′′′n,j +B′′′n,j + C ′′′n,j +D′′′n,j + E ′′′n,j + F ′′′n,j
where
A′′′n,j =
∥∥∥∥∥
∫ t
0
exp
[
−
k∑
l=1
Λˆn,l(s−; z0)
]
d{√nPn[φˆΛj (s; z0)− φΛj (s; z0)]ξ}
∥∥∥∥∥
∞
,
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B′′′n,j =
∥∥∥∥∥
∫ t
0
{
exp
[
−
k∑
l=1
Λˆn,l(s−; z0)
]
− exp
[
−
k∑
l=1
Λ0,l(s−; z0)
]}
d[
√
nPnφ
Λ
j (s; z0)ξ]
∥∥∥∥∥
∞
,
C ′′′n,j =
∥∥∥∥∥
k∑
l=1
∫ t
0
{
Pn
[
φˆΛl (s−; z0)− φΛl (s−; z0)
]
ξ
}
exp
[
−
k∑
l=1
Λˆn,l(s−; z0)
]
×d{√n[Λˆn,j(s; z0)− Λ0,j(s; z0)]}
∥∥∥∥∥
∞
,
D′′′n,j =
∥∥∥∥∥
k∑
l=1
∫ t
0
[
Pnφ
Λ
l (s−; z0)ξ
]{
exp
[
−
k∑
l=1
Λˆn,l(s−; z0)
]
− exp
[
−
k∑
l=1
Λn,l(s−; z0)
]}
×d{√n[Λˆn,j(s; z0)− Λ0,j(s; z0)]}
∥∥∥∥∥
∞
,
E ′′′n,j =
∥∥∥∥∥
k∑
l=1
∫ t
0
{√
nPn
[
φˆΛl (s−; z0)− φΛl (s−; z0)
]
ξ
}
dΛ0,j(s; z0)
∥∥∥∥∥
∞
,
F ′′′n,j = Op(1)|
√
nPnξ|
∥∥∥∥∥
∫ t
0
{
exp
[
−
k∑
l=1
Λˆn,l(s−; z0)
]
− exp
[
−
k∑
l=1
Λ0,l(s−; z0)
]}
dΛ0,j(s; z0)
∥∥∥∥∥
∞
.
Integration by parts, the fact that ‖Wˆn,j(t)−W˜n,j(t)‖∞ = op(1) as it was shown in the proof
of Theorem 3, Lemma A.3 in Spiekerman and Lin (1998) and the boundedness conditions
can be used to show that A′′′n,j = op(1). Next, B
′′′
n,j = op(1) by Theorem 1, the fact that√
nPnφ
Λ
j (t; z0)ξ converges weakly to a tight mean zero Gaussian process due to the Donsker
property of the class {φΛj (t; z0) : t ∈ [0, τ ]}, and Lemma 4.2 in Kosorok (2008). Using the
fact that the integrand in C ′′′n,j converges uniformly to 0 in probability, Theorem 3, and
Lemma 4.2 in Kosorok (2008) we can argue that C ′′′n,j = op(1). The same arguments can be
used to show that D′′′n,j = op(1). Additionally, E
′′′
n,j = op(1) by the fact that the term inside
the curly brackets is uniformly op(1), as it was argued earlier, and condition C1. Finally, the
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fact that ‖ exp[−∑kl=1 Λˆn,l(s−; z0)]−exp[−∑kl=1Λ0,l(s−; z0)]‖∞ = oas∗(t) as a consequence
of Theorem 1, condition C1 and the fact that
√
nPnξ = Op(1) by the central limit theorem,
lead to the conclusion that F ′′′n,j = op(1). Therefore, ‖Wˆ Fn,j(t; z0)− W˜ Fn,j(t; z0)‖∞ = op(1) for
all j = 1, . . . , k and the proof of the last statement of Theorem 4 is complete.
Appendix D. Additional simulation results
Additional simulation results in terms of the infinite dimentional parameters are presented
in Tables 4-8.
50
Table 4: Simulation results for the proposed MPPLE method to estimate the baseline
cumulative cause-specific hazard function, Λˆn,1(t) and the baseline cumulative incidence
function, Fˆn,1(t), under Scenario 1 with n = 200. π1(W,γ): probability of C = 1 given
W = (X,Z1, Z2); pm: percent of missing cause of failure; MCSD: Monte Carlo standard
deviation of the estimates; ASE: average of standard error estimates; CP: coverage proba-
bility; τp: p% of the total follow-up time τ .
True logit[π1(W,γ)] = γ0 + γ1X + γ2Z1 + γ3Z2
Assumed logit[π1(W,γ)] = γ0 + γ1X + γ2Z1 + γ3Z2
Λˆn,1(t) Fˆn,1(t)
pm t Bias MCSD ASE CP Bias MCSD ASE CP
25% τ0.1 0.001 0.053 0.053 0.971 0.002 0.041 0.041 0.935
τ0.2 0.003 0.097 0.096 0.956 0.003 0.057 0.058 0.942
τ0.4 0.007 0.192 0.184 0.943 0.003 0.071 0.071 0.939
τ0.8 0.033 0.428 0.397 0.938 0.005 0.074 0.073 0.941
56% τ0.1 0.002 0.061 0.059 0.953 0.002 0.047 0.046 0.935
τ0.2 0.003 0.113 0.108 0.951 0.002 0.067 0.067 0.937
τ0.4 0.009 0.219 0.206 0.945 0.002 0.085 0.084 0.928
τ0.8 0.035 0.483 0.440 0.942 0.003 0.090 0.089 0.929
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Table 5: Simulation results for the proposed MPPLE method to estimate the baseline
cumulative cause-specific hazard function, Λˆn,1(t) and the baseline cumulative incidence
function, Fˆn,1(t), under Scenario 1 with n = 400. π1(W,γ): probability of C = 1 given
W = (X,Z1, Z2); pm: percent of missing cause of failure; MCSD: Monte Carlo standard
deviation of the estimates; ASE: average of standard error estimates; CP: coverage proba-
bility; τp: p% of the total follow-up time τ .
True logit[π1(W,γ)] = γ0 + γ1X + γ2Z1 + γ3Z2
Assumed logit[π1(W,γ)] = γ0 + γ1X + γ2Z1 + γ3Z2
Λˆn,1(t) Fˆn,1(t)
pm t Bias MCSD ASE CP Bias MCSD ASE CP
25% τ0.1 0.001 0.038 0.038 0.951 0.001 0.029 0.029 0.946
τ0.2 0.003 0.070 0.069 0.947 0.001 0.041 0.042 0.950
τ0.4 0.007 0.135 0.131 0.942 0.000 0.050 0.051 0.941
τ0.8 0.012 0.293 0.280 0.949 0.002 0.052 0.052 0.943
56% τ0.1 0.001 0.042 0.042 0.949 0.000 0.033 0.033 0.951
τ0.2 0.003 0.078 0.077 0.941 -0.000 0.047 0.048 0.952
τ0.4 0.007 0.150 0.147 0.950 -0.000 0.059 0.060 0.948
τ0.8 0.014 0.330 0.310 0.943 0.001 0.062 0.064 0.951
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Table 6: Simulation results for the proposed MPPLE method to estimate the baseline
cumulative cause-specific hazard function, Λˆn,1(t), and the baseline cumulative incidence
function, Fˆn,1(t), under Scenario 2 with n = 200. π1(W,γ): probability of C = 1 given
W = (X,Z1, Z2); pm: percent of missing cause of failure; MCSD: Monte Carlo standard
deviation of the estimates; ASE: average of standard error estimates; CP: coverage proba-
bility; τp: p% of the total follow-up time τ .
True logit[π1(W,γ)] = γ0 + γ1 log(X) + γ2Z1 + γ3Z2
Assumed logit[π1(W,γ)] = γ0 + γ1X + γ2Z1 + γ3Z2
Λˆn,1(t) Fˆn,1(t)
pm t Bias MCSD ASE CP Bias MCSD ASE CP
27% τ0.1 0.007 0.056 0.058 0.965 0.009 0.039 0.040 0.946
τ0.2 -0.001 0.101 0.102 0.958 0.006 0.053 0.055 0.939
τ0.4 -0.005 0.196 0.193 0.959 0.003 0.066 0.068 0.944
τ0.8 0.027 0.428 0.412 0.947 0.006 0.071 0.071 0.936
59% τ0.1 0.018 0.070 0.069 0.942 0.020 0.051 0.050 0.943
τ0.2 0.002 0.119 0.117 0.955 0.011 0.067 0.067 0.936
τ0.4 -0.012 0.225 0.216 0.955 0.004 0.083 0.083 0.929
τ0.8 0.027 0.489 0.463 0.948 0.006 0.089 0.088 0.936
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Table 7: Simulation results for the proposed MPPLE method to estimate the baseline
cumulative cause-specific hazard function, Λˆn,1(t), and the baseline cumulative incidence
function, Fˆn,1(t), under Scenario 2 with n = 400. π1(W,γ): probability of C = 1 given
W = (X,Z1, Z2); pm: percent of missing cause of failure; MCSD: Monte Carlo standard
deviation of the estimates; ASE: average of standard error estimates; CP: coverage proba-
bility; τp: p% of the total follow-up time τ .
True logit[π1(W,γ)] = γ0 + γ1 log(X) + γ2Z1 + γ3Z2
Assumed logit[π1(W,γ)] = γ0 + γ1X + γ2Z1 + γ3Z2
Λˆn,1(t) Fˆn,1(t)
pm t Bias MCSD ASE CP Bias MCSD ASE CP
27% τ0.1 0.010 0.042 0.042 0.950 0.009 0.028 0.029 0.953
τ0.2 0.003 0.074 0.073 0.939 0.004 0.038 0.039 0.946
τ0.4 -0.004 0.141 0.138 0.945 0.001 0.047 0.048 0.952
τ0.8 0.007 0.297 0.289 0.954 0.002 0.050 0.050 0.951
59% τ0.1 0.019 0.050 0.049 0.930 0.018 0.034 0.035 0.952
τ0.2 0.003 0.085 0.084 0.946 0.008 0.046 0.048 0.954
τ0.4 -0.015 0.157 0.154 0.955 -0.000 0.057 0.059 0.953
τ0.8 0.006 0.342 0.326 0.951 0.001 0.061 0.063 0.961
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Table 8: Simulation results of the coverage probabilities of the simultaneous confidence
bands for the cumulative baseline cause-specific hazard function Λˆn,1(t), and the baseline
cumulative incidence function Fˆn,1(t) using the proposed MPPLE. π1(W,γ): probability of
C = 1 given W = (X,Z1, Z2); Scenario 1: true logit[π1(W,γ)] = γ0 + γ1X + γ2Z1 + γ3Z2;
Scenario 2: true logit[π1(W,γ)] = γ0 + γ1 log(X) + γ2Z1 + γ3Z2; p¯m: average percent of
missing cause of failure for Scenario 1 and 2; EP: equal-recision band; HW: Hall–Wellner-
type band.
Scenario 1 Scenario 2
Λˆn,1(t) Fˆn,1(t) Λˆn,1(t) Fˆn,1(t)
n p¯m EP HW EP HW EP HW EP HW
Assumed logit[π1(W,γ)] = γ0 + γ1X + γ2Z1 + γ3Z2
200 26% 0.947 0.953 0.944 0.952 0.901 0.924 0.922 0.950
45% 0.949 0.949 0.946 0.948 0.827 0.887 0.867 0.924
58% 0.942 0.949 0.941 0.949 0.757 0.835 0.810 0.898
400 26% 0.944 0.944 0.948 0.943 0.867 0.900 0.912 0.941
45% 0.945 0.945 0.950 0.952 0.757 0.829 0.809 0.919
58% 0.945 0.940 0.954 0.950 0.656 0.754 0.728 0.886
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