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This paper presents a novel infrared (IR) object tracking
algorithm based on the co-difference matrix. Extraction of
co-difference features is similar to the well known covariance
method except that the vector product operator is redefined
in a multiplication-free manner. The new operator yields a
computationally efficient implementation for real time object
tracking applications. Experiments on an extensive set of
IR image sequences indicate that the new method performs
better than covariance tracking and other tracking algorithms
without requiring any multiplication operations.
Index Terms— co-difference matrix, covariance features,
object tracking, infrared band, surveillance
1. INTRODUCTION
Visual object tracking problem in surveillance applications
has been one of the widely studied problems in computer
vision. Although there are various approaches proposed for
the problem [1], they generally focus on the applications
in visual spectrum. On the other hand, decline in the cost of
infrared (IR) sensors turned IR cameras into a valuable option
for surveillance applications. As the surveillance systems
started to utilize IR cameras more and more commonly, a
need for targeting IR specific challanges has emerged. Even
if some recent studies specifically address the issue [2], visual
object tracking in IR spectrum,especially with a restricted
computational power, presents a challenging task that needs
to be studied.
Since surveillance applications mostly require real-time
processing, efficiency of the algorithm must be one of the
major concerns. Memory, processing power and energy con-
sumption concerns become especially important in embedded
platforms located in sensor suites. Instead of targeting a wide
range of scenarios and all modalities, we mainly focus on
the surveillance applications on IR spectrum and perform
experiments on IR datasets containing realistic video clips.
In recent years, region covariance features have been
used for different applications such as object detection [3],
classification [4] and tracking [5]. Although region covari-
ance is a successful descriptor and efficient approach when
compared to most other feature based methods, its computa-
tional complexity is still high for the systems with restricted
processing power. A more efficient alternative to covariance
matrix, the so-called co-difference matrix, was proposed [6]
and used in various applications [7]. In this paper, we employ
the co-difference matrix in the visual object tracking problem
and compare its performance with covariance matrix method
as well as other recent state-of-the-art trackers [2, 8–15].
We explain the details of the proposed method in Section 2.
Then, we present the experiments and comparison results in
Section 3. We conclude with the final remark in Section 4.
2. CO-DIFFERENCE MATRIX AND OBJECT
TRACKING IN VIDEO
We first review the region covariance based feature extraction
from videos. Then, we define the region co-difference matrix
in a similar manner by replacing the multiplication operator
with a new operator based on adding the absolute values of
addends. After performing the addition we change the sign
according to the sign of multiplication.
Given a two dimensional intensity image I , let R be
a rectangular subwindow consisting of N pixels and let
(fk)k=1...n be the d-dimensional feature vectors in R. These
features can be intensity, image gradients, edge responses,
high order derivatives etc. Then, we calculate the covariance






(fk − μR)(fk − μR)T (1)
where μR is the d-dimensional mean vector of the features
calculated in region R. The covariance matrix is a sym-
metric positive-definite matrix of size d-by-d. Although it
seems a convenient way to fuse information coming from
different features, its computational cost is relatively high
due to multiplications especially for large regions. In [6],
a new efficient method is introduced for calculating the
”covariance-like” descriptors. The main difference that
boosts the performance is the multiplication-free nature of
the method. Instead of the multiplications in covariance
method, this implementation uses an operator based on addi-





a+ b if a ≥ 0 and b ≥ 0
a− b if a ≤ 0 and b ≥ 0
−a+ b if a ≥ 0 and b ≤ 0
−a− b if a ≤ 0 and b ≤ 0
(2)
which can also be expressed as;
a⊕ b = sign(a× b)(|a|+ |b|) (3)
This operator basically performs a summation operation, but
the sign of the result is the same as the multiplication opera-
tor. In [7], it is stated that the co-difference descriptor can be
calculated about 100 times faster than the covariance matrix
in some processors. Using the operator defined in (2), a new






where xk(i) is the i-th entry of the vector xk. Now , we can






(fk − μR)⊕ (fk − μR)T (5)
which is used as the region descriptor for visual tracking al-
gorithm. In our video tracking implementation, we defined
the feature vector as
fk = [x(k) y(k) I(k) Ix(k) Iy(k) Ixx(k) Iyy(k)] (6)
where the elements of the feature vector are horizontal and
vertical positions within the region, intensity, gradients in
both directions and second derivative values in both direc-
tions, respectively. Therefore, each pixel in the region is
represented by a 7-dimensional feature vector. As a result,
we calculate a 7x7 co-difference descriptor. We also calculate
the 7x7 covariance descriptor in a similar manner to compare
the tracking results of the two trackers in infrared videos. The
co-difference matrix is symmetric as the co-variance matrix.
The co-difference matrix has advantages similar to that of
covariance matrices as region descriptors. The co-difference
matrix has a natural way of combining multiple features with-
out normalizing features or using blending weights. It con-
tains the information embedded within the histograms as well
as the information that can be derived from the appearance
models. In general, a single co-difference matrix extracted
from a region is enough to match the region in different
views and poses. The noise corrupting individual samples
are largely filtered out because of the averaging operation
during co-difference computation. The co-difference matrix
of any region has the same size, thus it enables comparing
regions without being restricted to a constant window size.
It also has a scale invariance property over the regions in
different images provided that raw features (image gradients
and orientations) used during the computation of the covari-
ance matrix are extracted according to the to scale difference.
In addition, the co-difference matrix can be invariant to rota-
tions because of the averaging. It should be also pointed out
that the co-difference is invariant to the mean changes such as
identical shifting of color values. This becomes an important
property when objects are tracked under varying illumination
conditions. It is possible to compute the co-difference matrix
from feature images in a fast way using ”integral” image
representations as the covariance matrix [5].
To obtain the most similar region to the given object, we
need to compute distances between the co-difference matri-
ces corresponding to the target object window and the can-
didate regions during object tracking. This can be done by
computing the generalized eigenvalues of the current matrix
of the target window and the matrices of the target window.





where λi are the generalized eigenvalues of the matrices C1
and C2.
Although, the covariance and co-difference matrices do
not lie on the Euclidean space they can be compared using
the arithmetic subtraction of two matrices and computing the
Euclidian norm of the difference. We experimentally ob-
served this arithmetic approach also works. Euclidian norm
based comparison actually reduces the computational cost of
the tracker.
The covariance matrix is Euclidian 2 norm based because
each entry is the inner-product of two vectors. It is well-
known that the inner-product induces the 2 norm. On the
other hand, the co-difference matrix is an 1 norm based
matrix, because the vector-product defined in Eq. (4) induces




x(i)⊕ x(i) = 2||x||1 (8)
As a result the codifference matrix is ”sparser” than the co-
variance matrix. The 1 norm based methods usually pro-
duce better image processing algorithms, see e.g., [16–19].
This may be the reason why the co-difference matrix produces
better tracking results compared to the covariance matrix.
(a) Humans (b) Pickup truck
(c) SUV (d) Tank
Fig. 1. Example IR image frames from the SENSIAC dataset
3. EXPERIMENTS
We compared the proposed co-difference based tracking
algorithm with various state-of-the-art trackers: COV [5],
TBOOST [2], MILTrack [8], ODFS [9], FCT [10], STRUCK
[11], L1APG [12], MOSSE [13], CRC [14] and IVT [15].
All of the above mentioned video object tracking methods are
tested on the IR band image sequences of SENSIAC dataset1.
Their performance is compared using the metrics described
in the following subsection.
3.1. Performance metrics
In all the following experiments, we use two evaluation met-
rics, i.e., success and precision rates, used in [1].
The first metric is the success rate which indicates the
percentage of frames, in which the overlap ratio between the
ground truth and the tracking result is sufficiently high with
respect to an appropriate threshold. A success rate plot can be
generated by varying the overlap threshold between 0 and 1.
In order to rank the tracking algorithms based on their success
rates, we use the area under curve (AUC) and track main-
tenance (TM) scores, which are derived from success plots.
AUC refers to the total area under a success rate plot and TM
is the ability of a tracker to maintain a track, i.e., the percent-
age of frames where a non-zero overlap ratio is maintained.
The second evaluation metric is the precision value. It
denotes the percentage of the frames in which the Euclidean
distance between the estimated and the actual target cen-
ters is smaller than a given threshold. The precision value
1SENSIAC: www.sensiac.org






























(a) Succes vs overlap threshold plots of various methods






























(b) Precision vs. localization error plots of various methods
Fig. 2. Success and precision plots of various methods.
demonstrates the localization accuracy (LA) of a given
tracking method. In order to rank the algorithms based on
their precision value, a distance threshold of 20 pixels is used
in Table 1.
3.2. Dataset
The SENSIAC dataset includes mid-wave IR image se-
quences of various scenes containing different types of
target objects with different sizes such as walking pedes-
trians, trucks, tanks and others. A ground truth that defines
the bounding box around the target for each frame is also
provided. Our experiments are performed on 20 IR image se-
quences, which contain considerable amount of background
clutter, rotation and a few occlusion instances (Figure 1).
3.3. Results
Overall performance results of various video object trackers
are depicted in Figure 2 and quantitative comparison results
Fig. 3. Tracking results of the co-difference algorithm for a sample scene, in which significant amount of rotation is
present.(Frame numbers from top left to bottom right: 1,33,85,129,234,291,348,545,710,810)




CODIFF 0.445 78.22 76.68
COV [5] 0.4292 79.26 73.75
TBOOST [2] 0.327 78.73 66.85
STRUCK [11] 0.297 63.65 57.50
MOSSE [13] 0.211 57.79 51.78
L1APG [12] 0.202 47.50 58.14
FCT [10] 0.178 44.20 45.20
IVT [15] 0.127 35.00 38.76
ODFS [9] 0.120 33.83 32.89
CRC [14] 0.119 27.18 29.24
MIL [8] 0.055 16.25 17.08
are provided in Table 1. Results show that the proposed
method outperforms the other algorithms based on AUC and
LA metrics. It also gives comparable results to the covariance
matrix based method in terms of TM metrics as shown in
Table 1. An object tracking example is shown in Fig 3. The
tracked vehicle rotates during the IR video clip.
4. CONCLUSION
This paper presents a novel infrared (IR) object tracking al-
gorithm based on the co-difference matrix. The co-difference
matrix is faster to compute than the covariance matrix because
it can be computed without performing any multiplications.
It also produces better object tracking results than the covari-
ance and other object tracking algorithms in the IR datasets
that we have studied.
The co-difference matrix is based on an operator related
with the 1 norm. On the other hand the covariance matrix
is based on the inner-product operations. This is the main
fundamental difference between the two matrices. As a result
the co-difference matrix of a given image region is sparser
than the corresponding covariance matrix.
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