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Abstract
Perovskite based photovoltaics have developed from a low performing offshoot of
dye sensitized solar cells into its own field of solar cell research within a decade,
with thousands of publications per year and record efficiencies greater than 23
%. Perovskite solar cell devices suffer from several important issues, toxicity and
instability being the main two. Ion migration has been shown to cause material
instability and hysteresis in devices. Substituting different cations and anions into
the perovskite ABX3 structure reduces hysteresis. Understanding the impact of
substitution is important towards improved device design in the future.
In this thesis, muon spin relaxation (µSR) is presented as a novel probe for
iodide diffusion. The migration of iodide is initially observed in methyl ammo-
nium lead iodide and a deuterated analogue. The measured activation energy of
0.17 eV matches well with recent literature values for iodide migration showing,
for the first time, that it is possible to detect iodide using µSR. The use of µSR
to study iodide diffusion in perovskite was then taken further by investigating
perovskites with 5 mol% cation substitution. The results here show that the sub-
stitution of 5% guanidinium causes complete inhibition of iodide diffusion due
to small distortions of the perovskite lattice, making migration energetically ex-
pensive. A small decrease in diffusion coefficient was also observed for Cs+ and
formamidinium substitution.
The diffusion of bromide in pure methylammonium lead bromide and mixed
anion perovskites was also investigated using µSR. Detecting bromide was not
possible despite its similar properties to iodide. The diffusion of iodide in mixed
anion perovskites was shown to be restricted as no iodide diffusion was detected in
MAPb(Br0.17I0.83)3. Finally, the diffusion of iodide in 2D/3D hybrid perovskites
was investigated using electrochemical impedance spectroscopy. It was shown
that diffusion is once again strongly inhibited by the addition of larger A-site
cations with just 1 mol% phenylethylammonium iodide causing inhibition of io-
dide diffusion in the measured temperature range. It was also shown that verti-
cally aligned 2D/3D perovskites also show inhibited iodide diffusion.
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1.1 Global Energy Situation
The world is approaching a global energy crisis caused by a rapidly increasing pop-
ulation, increased demand for energy per person, and a decline in the availability
of fossil fuels.1,2 The U.S. Environmental Information Administration estimates
that global demand for energy will increase by 56 % by 2040, where this energy
comes from will have a dramatic effect on the future.3 Currently, approximately
82 % of global energy is generated from fossil fuel based sources, which produce
greenhouse gas emissions (GHG).4 GHG emissions have been heavily linked to
the rising global temperature and there is a global initiative to try and lower their
production.5 The EU has laid out their aim to reduce GHG emissions by 80-95 %
by the year 2050.6 The UN initially set a goal to keep the global temperature rise
below 2 ◦C, though more recent studies indicate 1.5 ◦C is a better target.7,8 For
this target to be reached the percentage of energy generated by fossil fuels must
be drastically reduced. Some of this power generation can be achieved through
the use of nuclear power but this has its own drawbacks such as supply and safety
issues.9,10 The energy share from renewable sources needs to increase to 55 % if
the EU 2050 climate goals are to be reached.11
The EU’s short term goal is to see all countries generate 20 % of energy
from renewable sources by 2020 and then 27 % by 2030 with other countries and
regions having similar goals.12 To achieve these goals the cost and efficiency of
renewable energy must decrease to be competitive with current enery generation
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technologies. Utility scale silicon solar power and wind are just reaching a point
of grid parity.13 Grid parity is the point where the cost of an electricity alternative
source is less than or equal to the current standard power generation cost. Utility
scale solar power refers to large area facilities specifically designated to energy
generation. While the utility scale is competitive individual rooftop solar power
is over three times the cost of coal.13 At present there are four main sources of
renewable energy; hydro electric, wind, solar PV and bio-power.14 Hydro electric
is the largest generator of renewable electricity but for many countries they do
not have the appropriate water sources to produce power this way.
Solar energy is a very feasible method of generating much larger quantities
of energy at low cost and on location. There is 1.4× 1017 W (1.4× 105 TW)
of power incident on the earth due to light from the sun.15 This is over 7000
times larger than the 2017 estimated global energy consumption of 588 EJ.16
This energy can be used by certain types of material to generate electricity. The
photovolataic (PV) effect is the physical phenomenon responsible for a materials
ability to generate power from light.17 Solar cells are a type of technology that
make use of this effect, also known as the Becquerel effect after its discoverer, to
generate electricity. Creating cheaper more efficient solar cells has been the focus
of research over the last century.18–21
1.2 Solar Cell Technologies
1.2.1 First Generation PV
Silicon solar cells, the first generation of solar cells, were invented by Ohl in
1941.22 Since then crystalline silicon cells have become the dominant force in the
solar cell market accounting for approximately 90 % of sales.23 Of this 90 % a
third is made up of mono crystalline and two thirds is made up of multi crystalline
silicon solar cells. Both mono and multi crystalline silicon cells operate using the
same p-n junction system the difference is the materials from which the layers
are made. The dominance of these first generation technologies is down to their
advanced development cycle due to their early discovery, good efficiency and low
toxicity when compared to other solar technologies.24
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Figure 1-1: Diagram depicting the basic architecture of a first generation silicon
solar cell
On a basic level a crystalline silicon solar cell has the structure shown in
Figure 1-1. From the bottom up, the basic architecture is a contact with a p+
type Si layer on top followed by a p-type Si layer which is in contact with an n+
Si region, this is followed by antireflection coating and then the device is finished
by front contacts. Semiconductor layers that are doped with extra electrons or
extra holes are referred to as p or an n type layer. If 1 in every 10,000 atoms is
a dopant then the layer is referred to as p+ or n+ (compared to 1 in every 100
million in regular p and n type). The contact between this p and n type material
forms the p-n junction, the details of which will be discussed in more detail in
Chapter 2.2 of this thesis.
The efficiency of lab based single junction and single crystal silicon cells have,
in 2018, reached 26.1 % which is nearing the 29.43 % theoretical limit.25 The
efficiency of a solar cell is the percentage of the incident power on a device that is
turned into usable power. While efficiencies have improved, Si cells, at present,
struggle to make a big market breakthrough due to the cost of manufacturing
large, highly crystalline silicon sheets. Since 2010 the levelized cost of silicon has
fallen by 73% to $ 0.10 kW h−1.26 At these costs silicon solar power, on the utility
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scale, is capable of competing directly with fossil fuels. This ability to compete is
dependent on the location as countries with more annual sun can produce more
solar power therefore lowering the cost of power generated by solar.26
1.2.2 Second Generation PV
Second generation solar cells were developed from the same principles as the first
generation but they make use of thin films of absorber layer. The absorber layer is
the part of the PV device that exhibits the photovoltaic effect and is responsible
for the devices ability to generate power. The use of thin films can reduce the
cost of both processing and raw materials as absorber layers from a few hundred
nm to a few µm can be used, this is substantially less material than the hundreds
of µm thick Si wafers needed for first generation PVs.27 When it comes to market
share, second generation cell accounts for the remaining 10 % not accounted for
by first generation cells.23 This 10 % is made up of cadmium telluride (CdTe),
amorphous Si and copper indium gallium selenide (CIGS) .23
CdTe solar cells are a thin film solar cell with a CdTe p-type layer and a CdS
n-type layer forming the p-n junction. CdTe makes up around half of the market
share of thin film technologies.23 A benefit of CdTe solar cells is that they have
been shown to have the shortest energy payback time and lowest GHG emissions
per kW h of all current commercial solar cells.28 The efficiency record for CdTe
PVs was, in 2016, pushed up to 22.1 % by First Solar.24 This high efficiency has
also translated well to module devices with the module record efficiency being
18.6 %.24
Despite these very promising properties CdTe cells have several different lim-
itations to mass production.29 The first is the use of a toxic cadmium chloride
environment during the annealing process of the absorber layer.30 As a result the
manufacturing process requires a sealed environment which adds to the device
cost. The second issue is brought about by the light p-type doping of the CdTe
layer causing instability in the back contact and leading to increased resistance
between the two layers.31 The next issue is the use of toxic Cd in both the p
and n type layers. The impact of Cd can be minimised with good device design
and a robust recycling process but once again this adds to the cost. The final,
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and probably most insurmountable issue, with CdTe is the use of Te. Tellurium
is a scarce element and its low availability is predicted, in a best case scenario,
to limit the energy production of CdTe solar cells to just 0.4 % of global energy
demand in 2100.32,33
CIGS solar cells are also 2nd generation cells with thin absorber layers the
same as CdTe cells except for the absorber layer being changed to a thin film of
CIGS. Precursor materials to CIGS solar cells were first discovered in 1953 when
Hahn et al. synthesised a copper indium selenide (CIS) material with a band gap
of 1.04 eV. No solar cells were made with it until the 1970s when a 12 % efficiency
single crystal solar cell was fabricated.34,35 This led to more research into thin film
CIS solar cells with slowly improving efficiencies. The incorporation of gallium
into the absorber layer forming CIGS instead of CIS improved performance and
since then efficiencies have risen up to a record of 22.6 %.24
Despite the impressive lab efficiencies, researchers have struggled to replicate
them in larger modules, with those reaching only 16.1 %.36 While there is no
Cd in CIGS itself, the standard device architecture contains a CdS layer.37 This
CdS layer therefore causes the same toxicity issues that are prevalent in CdTe
devices. Another problem for CIGS cells is the use of the rare metal indium
limiting the maximum global power production.32 Indium is not only rare but is
also used heavily in other applications such as phone screens and LCD production.
This, when linked with its low abundance, can lead to large fluctuations in price
impacting on the dollar per Watt of CIGS PV modules.38
The final second generation PV technology is amorphous silicon. The differ-
ence between amorphous silicon and the first generation silicon solar cells is that
in the absorber layer the silicon atoms are not in a strict lattice structure but
are placed more randomly. The random arrangement of atoms alters the band
gap of the material to 1.7 eV which is an increase of 0.6 eV over crystalline sili-
con.18 Changing the band gap in this way, changes the wavelength of light that
is absorbed from the near IR into more visible wavelengths. The first amorphous
silicon solar cell was reported in 1976 when Carlson and Wronski fabricated a so-
lar cell with an efficiency of 2 %.39 Since then efficiency increases for amorphous
silicon have been slow with the current record cell of just 14 % being fabricated
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40 years after the first device.40
Despite the low lab efficiency the difference between lab scale amorphous Si
and module scale efficiency is small, unlike other previously mentioned thin film
PV technologies. Having a non-toxic, easily processable absorber layer, makes
amorphous silicon an optimal material as it can help to lower device cost. Large
levels of defect density, which increase upon illumination due to the Staebler-
Wronski effect, fundamentally limit amorphous silicon’s performance.41,42 This
low efficiency ceiling will likely limit the global uptake of amorphous Si cells as
the dollar per Watt will not be low enough to compete with conventional power
sources and other renewable technologies.43
1.2.3 Third Generation PV
The problems with second generation PV led researchers to continue investigating
alternative means of solar energy generation. This research created several diverse
technologies which are commonly referred to as third generation. They are mostly
still being investigated on a lab scale but some small start-up companies are trying
to bring them to market. There are five different types of third generation cells:
• Copper zinc tin sulphide solar cells
• Organic solar cells
• Quantum dot solar cells
• Dye-sensitized solar cells
• Perovskite solar cells
Copper zinc tin sulphide (CZTS) has recently become a material of focus for
replacing CIGS due to its similar structure and properties, but with cheaper, more
abundant and less toxic elements.44 Unfortunately researchers have struggled to
produce high efficiency solar cells using CZTS with the current record being 12.5
%.45 Issues with absorber layer defects and challenging manufacturing processes
are holding back progress with CZTS.46
Since the turn of the century organic solar cells have seen intense focus from
the research community, this led to rapid efficiency developments from 2.5 % in
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2001 to 11.5 % in 2016.47,48 There are two different yet similar fields of organic
PVs, these are small-molecule based and polymer based cells. The absorber layers
in these two types of device are made from a donor and acceptor pair. The donor-
acceptor pair can be comprised of a single molecule but is more commonly a pair
of molecules49 The donor molecule can give up an electron and the acceptor can
receive an extra electron.50 Commonly, both types of cell use a fullerene based
acceptor such as [6, 6]-Phenyl-Cn-butyric acid methyl ester (PCnBM) (where n
= number of carbons in the fullerene) (Figure 1-2a) and then they differ in what
is used as the donor.51,52 In small molecule organic cells the donor is formed of
low molecular weight, highly conjugated molecules with an example of a high
performing thiophene based molecule shown in Figure 1-2b.53 Polymer organic
cells differ in that they use large (between 10 and 100 kDa) molecules also made
up of conjugated carbon chains. At present the most common polymer solar cells
are based around synthetically altered forms of polythiophene (Figure 1-2c).54,55
The large delocalised π system in the polymer or small molecule forms the
highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular
orbital (LUMO) . Organic materials are chosen to have a band gap that is suitable
for PV applications. The role of the acceptor is to remove the excited electrons
from the donor material as the photo generated excitons have a short lifetime. To
create the maximum efficiency, the donor and acceptor materials of the organic
solar cell are commonly blended together to create the absorber layer, this is
sandwiched between contacts to create a full device as shown in Figure 1-2d.56–58
The main advantage of organic cells is that they are easy to process.59 It is
possible to screen print them at low temperatures which can lead to easy roll
to roll printing.60 This also leads to the ability to fabricate flexible organic solar
cells increasing the number of applications for which they can be used.61 Despite
the benefits of organic cells they are still held back by several flaws beyond just
their low efficiency. There are questions about the long term stability of the
organic components due to the possibility of photolytic and photochemical reac-
tions occurring and subsequently damaging the device performance.62 A further
issue is the development of increasingly complex absorber layers. More complex
materials can help overcome stability and efficiency issues with the side effect
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Figure 1-2: a) The structure of PCnBM. b) An example of a high performing
thiophene based electron donor group. c) The structure of a thiophene polymer
used to make polymer solar cells. d) The device architecture of an organic solar
cell with the orange and blue central section representing the blending of the
acceptor and donor groups to make the bulk heterojunction.
of increased cost as the molecules become more synthetically challenging. This
increased difficulty will therefore, make it more challenging to significantly lower
the price of polymer cells. Despite these challenges, the ability to easily print low
cost cells on flexible substrates could lead to the uptake of polymer cells in a few
niche areas but it is unlikely to contribute significantly to meeting global energy
demand.
Colloidal quantum dotsolar cells (QDS) were first fabricated in 2005 where
a thin film of PbS quantum dots were used to absorb light.63 The advantages
of QDS are that they can be solution processed and their properties can be
easily manipulated.64 The size and shape of quantum dots can be altered by
changing the synthetic procedure, these changes can then lead to different optical
and electrical properties.65 The efficiency of QDS are the second highest of the
emerging PVs, with certified efficiencies of 13.4 %.66 Despite the ease with which
quantum dots can be manipulated, challenges in synthesising large quantities of
perfect quantum dots is limiting progress, and prevents larger scale production.67
The device architecture used for QDS is, at present, not optimised and further
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developments could help QDS produce higher efficiencies.64 Despite these flaws,
QD solar cells have potential to be useful in multijunction solar cells where their
easy processability and tunable band gap makes them promising candidates.
Dye-sensitised solar cells (DSSCs) were first developed by Michael Grätzel in
1991.68 Power generation using organic dyes pre-dates this work, as researchers
in the 1960s discovered that organic dyes attached to an oxide, where charge
seperation can occur, generate electricity upon illumination.69 This knowledge
did not lead to successful solar cell integration due to the low coverage of dye
that was being used. The problem was solved by Grätzelet al. who used a
mesoporous layer of titania to increase the dye concentration in the device giving
an efficiency of 7 %.68
This original DSSC used a ruthenium complex as the dye and subsequent
research by the Grätzel group on the dye molecule as well as device structure
pushed the performance up to 10 % before 2000.70 The high cost and scarcity of
ruthenium has led to research into alternative dyes such as earth abundant metal
based dyes and organic dyes.71,72 Dyes made with more abundant metals are
still outperformed by ruthenium devices. In 2015, devices made using metal free
organic dyes produced an efficiency of 14 %, comparable to the best performing
ruthenium devices.73 Dye cells have struggled to break into a commercial setting
for multiple reasons. These include the high cost of ruthenium dyes, an inability
to increase efficiencies beyond 15 %, the use of environmentally unfriendly I-/I3
redox couple and corrosive liquid solvents.74
1.3 Perovskites
1.3.1 The Emergence of Perovskites
In 2009, while researching DSSCs, Kojima et al. used an organometal halide
perovskite as the dye and fabricated a solar cell with an efficiency of 3.8 %.75
While not breaking any records for dye cells, the potential of the perovskite
absorber layer has since led to the creation of its own field of solar research.
Perovskite is the name given to the mineral CaTiO3 that was first discovered in
1839 by Lev Perovski. The name is now used to describe the crystal structure
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of CaTiO3 and any other material with the same structure (Figure 1-3). The
standard chemical formula of a perovskite is ABX3, where A and B are cations
and X is an anion. The valency of the three ions can either be A2+B4+X2–
or A+B2+X– for example CaTiO3 or CsPbI3. Differences in size between A,B
and X can lead to distortion of the crystal structure or the formation of different
structures.76 Structural distortion will be discussed in more detail in section 1.4.4.
Figure 1-3: The ABX3 structure commonly known as the perovskite structure
where A and B are cations of different sizes and X is an anion to balance the
charges.
Hybrid organic inorganic perovskites, where A is a methylammonium cation
(MA+), B is Pb2+ and X is iodide were first characterised in 1978 by Weber.77
After the initial characterisation, very little research was done on lead halide
perovskites until the early 2000s when Mitzi and co-workers began to investigate
their possible use in thin-film transistors and light emitting diodes.78,79 Again,
there was a period where very little hybrid lead halide perovskite research oc-
curred until Kojima et al. prepared a perovskite DSSC in 2009. Shortly after
that Im et al. fabricated hybrid perovskite quantum dots and used them to make
a QD DSSC with 6.5 % efficiency.80 These perovskite solar cells were extremely
unstable as the liquid electrolyte, used as a redox couple, degraded the perovskite
material.
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Figure 1-4: Chemical structure of Spiro-OMeTAD
The next step in PSC development came in 2012 when Kim et al. used a
solid hole transport material to replace the liquid redox couple.81 The material
in question, 2,2,7,7-tetrakis (N,N-di-p-methoxyphenylamine)-9,9-spirobifluorene
(Spiro-OMeTAD) (Figure 1-4), helped improve the efficiency of cells to over 9 %
and simultaneously improved the stability of the devices.
Later in 2012, and within less than ten days of each other, Snaith and co-
workers and Grätzel and co-workers published papers on perovskite solar cells.
In the research by Snaith, mesoporous cells of up to 8 % were manufactured but,
far more interestingly, a new device architecture was put forward that increased
the efficiency of the cells to over 10 %.82 The paper by Grätzel removed the hole
transport layer while maintaining efficiencies of over 7 % therefore showing that
perovskite could act not only as an absorber but as a hole transporter layer.83
Since 2012, the amount of research into the area of perovskite solar cells has
increased dramatically with Figure 1-5 showing the number of perovskite papers
being published each year. At present the highest power conversion efficiency
(PCE) recorded for PSC is 23.7 %..24 The device efficiencies are starting to chal-
lenge those of the top silicon cells.24 This review will outline the key milestones
in perovskite solar cell research as well as some of the key problems with the
technology. This discussion is followed by a more focused look into the areas of
perovskite research most relevant to this thesis.
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Figure 1-5: The number of perovskite solar cell publications per year. The data
was sourced by searching Web of Science for articles with the topic ’Perovskite
Solar Cells’ on the 1st of February 2019.
1.4 Key Developments in Perovskite Research
1.4.1 Different Perovskite Architectures
When constructing a perovskite solar cell device a perovskite absorber layer is
sandwiched between two extraction transport layers, one for holes and one for
electrons. PSCs can come in a variety of different architectures. The two most
common architectures are planar heterojunction and mesoscopic. Within those
two classes are different subclasses. Planar cells can be ’inverted’ or ’conven-
tional’. Mesoscopic cells include titanium oxide based, aluminium oxide based
and carbon based architectures (Figure 1-6). As PSCs were first discovered by
researchers investigating dye cells, the initial PSCs were commonly made with a
mesoporous TiO2 layer as was the standard with dye cells. The mesoporous ar-
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chitecture consists of a transparent conducting oxide substrate (TCO) substrate,
a compact TiO2 layer, a mesoporous oxide layer with perovskite deposited into
it, a hole transport layer and finally an electrical contact (Figure 1-6b).
Figure 1-6: The four most common PSC architectures, a) planar cell, b) meso-
porous cell, c) planar inverted cell and d) mesoporous carbon cell. The white
spheres represent mesoporous titania, the small yellow spheres represent a meso-
porous zirconia layer and the black spheres are mesoporous carbon.
The benefits of a mesoscopic scaffold are still unclear, there is still debate on
whether the layer improves cell performance.84 What has been shown, is that the
thickness of the mesoporous layer can have an affect on the efficiency of the solar
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cell. Thinner mesoporous titania layers of 300 nm have been shown to produce
superior cells.85 Snaith and co-workers presented a novel mesoscopic solar cell
structure using the insulating material Al2O3 as the mesoscopic layer.
82 The cells
containing insulator were more efficient than those containing TiO2, showing that
the perovskite could generate carriers and also transport them.
Liu et al. then showed that the mesoscopic layer was not needed at all. They
produced the first example of a planar perovskite solar cell removing the meso-
porous layer and depositing perovskite straight onto the compact TiO2 layer (Fig-
ure 1-6a).86 Planar cells are easy to fabricate and have produced high efficiency
solar cells but the top performing devices still use a mesoporous layer.87,88
The next type of standard cell architecture was developed in 2013 by Jeng
et al.89 In this work they inverted the device to transform the cell from a n-
i-p architecture to a p-i-n architecture. This initial work used poly(3,4-ethyl-
enedioxythiophene)poly(styrene-sulfonate) (PEDOT:PSS) as the hole transport
layer and then bathocuproine (BCP) as the electron transport layer, subsequent
work replaced BCP with PCnBM giving rise to the standard inverted perovskite
architecture (Figure 1-6c).90 Inverted cells can be fabricated at low temperature
(<150 ◦C) meaning that flexible cells can be produced easily giving inverted cells
a wider range of possible applications.91
The final standard architecture seen in literature is the carbon based design
shown in Figure 1-6d. The design was first published by Mei et al. who fabricated
a device with three different printed mesoscopic layers on a TiO2 compact layer.
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The first mesoscopic layer was the standard mesoporous titania layer, followed
by a thin mesoporous zirconia layer and finally a much thicker layer of porous
carbon. Perovskite was then infiltrated into these stacked layers leaving a finished
device which did not require an additional hole transporting layer. This type of
cell can have very good efficiency and long term stability.93 The ability of the
carbon electrode to protect the perovskite from water has been shown to be the
main reason for the observed stability improvements.94
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1.4.2 Tandem Cells
The efficiency of a single junction solar cell is fundamentally limited to an effi-
ciency between 31 % and 33 %. This efficiency limit is known as the Shockley-
Queisser limit.95 As the record efficiencies of perovskites, silicon and other thin
films have begun to approach this limit, multi-junction cells are the only way
to make devices that perform beyond the Shockley-Queisser limit. This is why
tandem cells have become an area of increased interest in the PV research com-
munity.
Figure 1-7: The theoretical maximum efficiency of a two junction tandem cell
under standard conditions based on different band gaps of the top and bottom
cell.96
A simple tandem device contains two different absorber layers connected in
series. The top absorber layer often has a larger band gap which allows it to
absorb high energy photons while the lower energy photons pass through. The
lower energy photons are then absorbed by the bottom absorber layer which has
a narrower band gap. The theoretical efficiency that is possible with a double
junction tandem device varies over a 2D space depending on the band gap of the
top and bottom cells (Figure 1-7).96 The appeal of perovskites as a top cell is the
tunable nature of the band gap. If silicon (Eg 1.1 eV) is used as the bottom cell
then a perovskite band gap of approximately 1.7 eV could theoretically lead to
the highest efficiency. With respect to the published literature, there have been
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many different tandem cells made with various different peroskites.97 At present
the highest efficiency perovskite/c-Si tandem is 26.6 %.98
1.4.3 Different Processing Methods for Perovskite Layers
The use of different cell architectures is only one way in which PSCs have changed
over the last few years. The perovskite layers in the first devices were fabricated
with a simple spin coating step followed by a 45 minute anneal at 100 ◦C.82 This
processing method, while simple and effective, was not the optimal process for
making high quality films. It was realised early on that high quality films were
an integral part of making high efficiency devices and therefore an optimised pro-
cessing methodology was needed. Another important consideration is that layer
production should be scalable so as to be commercially viable. Spin coating is
not a scalable technique and is not commercially viable. Due to these impor-
tant factors, much research has focused on processing methods in an attempt to
maximise both efficiency and commercial viability.
PSCs are still mostly solution processed in either a one or two step process.
The one step process involves a precursor ink containing the lead source, cation
and anion whereas in the two step processes a thin film of the chosen lead source is
deposited and then the perovskite is formed using a separate solution containing
the cation.
One-Step Spin Coating Deposition Methods
Simple one step spin coating is still one of the most commonly used methods for
depositing the absorber layer. Research has shown the optimum sample annealing
temperature is 100 ◦C for at least 60 minutes.99 Also important to producing
high quality PSCs is the humidity of the environment in which the material is
deposited and annealed. Relative humidity of between 30% and 40% produce the
highest efficiency cells when the cells are made in ambient atmosphere.100 The
performance of these cells however, is substantially below the best cells produced
in inert atmosphere glove boxes.
A newer, highly popular method of fabrication that reduces anneal time and
also gives rise to high quality films, is the use of an anti-solvent deposited onto the
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Figure 1-8: Schematic showing the toluene dripping process for manufacturing
high quality perovskite thin films reproduced with permission from.101
perovskite during spin coating.101 During spin coating the addition of the anti-
solvent replaces the initial solvent causing rapid formation of a densely packed
uniform perovskite layer with just a short annealing time of 10 minutes needed
to remove any remaining solvent.102 This method was first reported by Jeon et
al. when they used toluene as the anti-solvent producing cells with efficiencies
equivalent to the standards at the time (Figure 1-8).101 Since this publication
diethyl ether, chlorobenzene and ethyl acetate have been presented as promising
anti-solvents for perovskite processing.103–105 All of these have been used to pro-
duce high efficiency solar cells in inert atmospheres but ethyl acetate has proven
to be affective in making high quality films up to humidities of 75 %. The wa-
ter affinity of ethyl acetate preferentially sequesters the water from the nearby
atmosphere preventing it from reacting with the perovskite film.106
High quality thin films were fabricated by Li et al. by spin coating perovskite
and removing the solvent at a pressure of 20 Pa.107 Devices with an efficiency
of 19.6 % were made using this vacuum assisted solvent removal method. This
method produces comparable devices to the anti-solvent deposition methods but
with less wasted solvent. Other solution based one step deposition methods have
been presented that efficiently crystallise the perovskite and remove the solvent
from the film. These include flash annealing, where an short high energy burst
of light is used to almost immediately anneal the substrate, this method reduced
the annealing time to 1 ms with only a small drop in overall device efficiency.108
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Two-Step Spin Coating Deposition Methods
Two step deposition of hybrid perovskites was presented well before their use in
solar cells by Mitzi et al..109 Two step deposition for perovskite solar cells was
first reported by Burschka et al. in 2013.110 In their work, they prepared a TiO2
mesoporous layer which was infiltrated with PbI2 deposited by spin coating from
a solution of dimethylformamide (DMF). This substrate was then dipped into an
isopropanol (IPA) solution containing CH3NH
+
3 I
– . An immediate colour change
from yellow to dark brown was observed. This method produced high quality,
compact and pinhole free films leading to cells with an efficiency of 15 % which
was the highest reported efficiency at the time.
The two-step deposition method was first used by Liu et al. to fabricate
planar solar cells.111 The efficiency of planar two-step cells was pushed above
15 % by Docampo et al..112 In their work they used a mixed cation solution of
methylammonium iodide and methylammonium chloride to produce high quality
films. Further research into the deposition of the PbI2 layer investigated the use
of dimethyl sulfoxide (DMSO) as the solvent, as it retarded the crystalisation of
the PbI2 layer by coordinating strongly to PbI2. This delay in crystallisation lead
to more complete conversion of PbI2 to MAPI with a smaller variation in particle
sizes giving more reproducible higher performance films.113 Ching et al. showed
that small percentages of water in the precursor mixture can help to improve
performance pushing the efficiencies above 20 %.114
Improving the quality of the PbI2 film has proved to be an important part
of producing good quality films from two step deposition. Treating the film
with an organic solvent vapor of either toluene and chlorobenzene is one possible
way to improve film quality.115 The solvent vapour treatment increased the PbI2
grain size and also the porosity which led to improved penetration of the MAI
producing more complete transformation of the PbI2 to methylammonium lead
iodide (MAPI). This method of treatment produced devices with almost double
the efficiency of control cells.115 A method without thermal annealing in ambient
air has been presented by Yang et al..116 They spin coated the initial PbI2 layer
then subsequently spin coated an MAI layer before leaving the PbI2/MAI bilayer
to mix under ambient conditions. This method produced good quality films and
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efficient cells at a humidity of up to 30 % in just 30 minutes.
A two step deposition method free of hazardous solvents has also been shown
to produce good performance devices while removing the need for DMF or DMSO.
Using Pb(NO3)2 instead of a halide based lead precursor the initial lead layer can
be deposited from an aqueous solution and then the cation and anion are added
by dipping the perovskite in an IPA solution of MAI.117 PbO has also been
used instead of PbI2 with the PbO layer electrodeposited and then converted to
MAPI in a second step. Cells made this way were highly reproducible with good
efficiencies and the waste from spin coating is minimized.118
PbI2 films can be converted to MAPI using MAI vapour and a low vacuum.
This technique produces PSCs with similar efficiency to those fabricated using a
standard two step deposition.119 The PbI2 film was deposited then a small amount
of MAI was placed on a hot plate and then covered by a desiccator lid to provide
a small vacuum. This produced highly crystalline films in just 30 minutes.
Other Deposition Methods
Spin coating as a deposition method is restricted to small substrate sizes. To be-
come competitive with silicon PV it must be possible to deposit PSCs on a larger
scale. To solve this scalability issue other deposition methods have been presented
as possible solutions. One method of making smooth large area films is through
vacuum deposition. This can be achieved by thermal evaporation of either two
separate precursors or a single precursor source under a high vacuum.86,120 The
films made using high vacuum deposition are often high quality leading to high
performance cells but the equipment cost can be prohibitive for lab research.121
Doctor blading is a method of deposition commonly used in the solar research
community to deposit mesoporous TiO2 layers in DSSCs and is a proven method
of perovskite deposition on larger scales. Initially MAPI devices with an efficiency
up to 16 % were made using doctor blading122 and since then efficiencies over 19 %
have been achieved with mixed perovskite systems.123 The previously mentioned
cells were all small area cells but when the area is increased to 1 cm2 the resulting
efficiencies are 7 %.124
Another method that can be adapted to roll to roll is spray coating. In 2014,
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Barrows et al. used ultra sonic spray coating in ambient conditions to produce
mixed halide devices with an efficiency of 11 %.125 Das et al. also used a similar
method to fabricate devices with efficiencies up to 13 %.126 In this method the
precursor solution is fed into a high frequency ultrasonic nozzle which turns the
solution into micrometer size droplets that are then sprayed onto the hot sub-
strate. A systematic study into ultrasonic spray coating showed the importance
of film morphology and how precursor stoichiometry and solvent can impact it.127
A simple spray coating method using just an airbrush was used to produce small
area cells with an efficiency of 18 %.128 More impressively in this work was the
10 cm× 10 cm sized substrate with an active area of 40 cm2 that was fabricated.
This large area device had a top efficiency of 15 %.
The method of choice for deposition has a big impact on device efficiency
mainly through altering the quality of the the thin perovskite film. The early
methods of spin coating still prove to be very effective for lab scale devices es-
pecially when an anti-solvent is used. Scaling up presents different fabrication
issues but several methods look promising for further development of large scale
devices.
1.4.4 Changing the Perovskite Material
The perovskite composition has a lot of flexibility in its possible components and
there being hundreds of perovskites with different compositions already discov-
ered. Altering the components of the material has been an important area of
research due to the ability to control material properties, such as band gap, using
only slight modifications of the material. As long as the charges balance, there
is only one limiting factor when it comes to selecting what to alter in the ABX3
composition. In order to keep the 3D perovskite structure of MAPI, ions within
a fixed size range need to be used. V. M. Goldschmidt developed a tolerance
factor apporach and used the ionic sizes of the different perovskite components





Equation 1.1 is used to calculate α where rA, rB and rX are the ionic radii
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Figure 1-9: The structure of 3D and 2D perovskites.
of their respective components. If the value of α is greater than 1 then it is
likely that a 2D perovskite will be formed (Figure 1-9); if it is between 0.8 and 1
then the resulting structure will be a 3D perovskite (Figure 1-9). Finally, if α is
less than 0.8 then it is unlikely that a perovskite structure will form due to the
difference between the size of the two cations. In this section the different ways
the basic MAPI structure has been altered and how this affects its properties will
be discussed. The discussion will initially focus on 3D perovskites but 2D and
2D/3D hybrid perovskites will be touched on at the end of the section.
Changing the A-site Cation
The original PSCs all contained methyl ammonium as the organic cation but
since then several others have been shown as possible replacements improving
the perovskite performance or stability. As previously stated the tolerance factor
is an important metric when it comes to determining if a certain sized cation
will form a 3D perovskite or not. With this in mind Kieslich et al. produced a
wide ranging tolerance factor study investigating 13 different cations varying in
size from tropylium (a seven membered aromatic ring with the formula [C7H7]
+)
to ammonium.76,130 Their calculations showed that, for lead iodide based per-
ovskites, there were six amine based cations that gave a tolerance factor between
0.8 and 1. The structures of these 6 cations is shown in Figure 1-10.




















Figure 1-10: The six organic cations predicted by Kieslich et al. to form 3D
perovskites with Pb and iodide. 1) Hydroxylammonium, 2) methylammonium,
3) hydrazinium, 4) azetidinium, 5) formamidinium and 6) imidiazolium.
mamidinium (FA) perovskites had already been fabricated and used in PSCs.
MA were the first cations used and then FA PSCs were fabricated by Eperon et
al. in 2014.131 Eperon et al. investigated FAPbIxBr3-x perovskites and how alter-
ing the Br percentage helped to tune the bandgap. As a part of this study, it was
shown that films of FAPbI3 (FAPI) had a band gap 1.48 eV which is lower than
MAPI (≈1.55 eV) and closer to the optimal band gap for PV devices (between
1.1 and 1.4 eV). Devices fabricated with pure FAPI had an average efficiency of
9.7 %.
FAPI solar cells can suffer from low fill factors caused by the existance of two
polymorphs at room temperature, the first is black α-FAPbI3 and the second is
yellow δ-FAPbI3. These two phases were first observed by Stoumpos et al. who
performed an in depth crystallographic analysis of several different perovskite
structures.132 They showed that the α phase is the standard 3D perovskite struc-
ture but the δ phase is made up of face sharing PbI6 octahedra. Incomplete
formation of the α phase or degradation to the δ phase have both been shown to
restrict the performance of pure FAPI PSCs.133
Mixing of MA and FA has proved to be an excellent strategy to improve
performance of perovskite solar cells with the first example by Pellet et al. pro-
ducing films with a better optical band gap by two step deposition. Using a
variety of compositions they showed that MA0.6FA0.4PbI3 produced the highest
efficiency cells of 13.4 %.134 Improvements in film quality, investigation of dif-
ferent depositon methods and device architectures has led to an increase in the
efficiency of mixed MA/FA perovskites up to 18.3 %, with MA0.6FA0.4 being the
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best performing stoichiometry.135–138
Of the other cations predicted by Kieslich et al. hydrazinium and azetidinium
have both been used to either partially or fully substitute MA in PSCs. In the
case of Hz, fully substituting MA led to a complete a loss of performance caused
by the apparent formation of a non-perovskite phase. The best stoichiometry for
Hz/MA mixtures was 10 % Hz which gave a very small increase in device perfor-
mance driven by a small increase in Jsc that was attributed to an improvement in
light absorbance and enhanced crystallinity.139 For AzPbI3, an orange material is
formed with a unique structure giving the material increased water resistance.140
Doping MAPI films with small amounts of Az (1 mol%) decreased the device
hysteresis without sacrificing overall performance.
The remaining two cations, imidazolium and hyroxylammonium, have not yet
been used in PSCs. Hyroxylammonium has been used as the cation to fabricate
hydroxylammonium lead chloride perovskites for photocatalysis but its band gap,
3.8 eV, is not applicable for use in PV devices.141 There is just one example of an
imidazolium lead iodide perovskite that was synthesised by Weber et al. with the
structure of the material being 1D face-sharing chains surrounded by imidazolium
cations.142 This 1D structure is not conducive to PV applications due to restricted
charge transfer and poor light absorbtion.
The final organic cation used to fabricate PSCs was included in the Kieslich
study but its tolerance factor fell slightly above 1 meaning the predicted structure
is some form of 2D perovskite. This cation, guanidinium, was shown to form a 3D
perovskite by Dimesso et al. who subsequently manufactured PSC devices using
100 % GA perovskites resulting in efficiencies of 0.3 %.143 Using a 6:1 ratio of MA
to GA it is possible to slightly improve overall device efficiency when compared to
a pure MAPI device.144 This increase in efficiency is caused by an increase in Voc
that was attributed to improved carrier lifetime.145 It was suggested by De Marco
et al. that increased bonding from the three amine head groups of GA passivates
under-coordinated iodide ions located in the material. Since the Dimesso paper,
GA has been used to make mixed cation MA1-xGAxPbI3 cells.
145 The optimised
cation ratio of 14 % GA led to cells with efficiencies above 20 % and a longer
lifetime than MAPI control cells.
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Fully inorganic PSCs have also been investigated, with caesium as a replace-
ment for MA. Thin films of CsPbI3 form a yellow non-perovskite structure at
room temperature known as δ-CsPbI3. The band gap of δ-CsPbI3 is approxi-
mately 2.8 eV which is higher than the ideal value for PV applications.146 It is
possible to cause this yellow phase to undergo a transition into a cubic black
phase (α-CsPbI3) with a band gap of 1.73 eV by heating the film above 100
◦C
in the presence of hydroiodic acid.147 α-CsPbI3 is unstable in ambient conditions
and degrades back to δ-CsPbI3 via an orthorhombic γ-CsPbI3 structure.
148 En-
capsulated devices fabricated in an inert atmosphere and tested under vacuum
have produced efficiencies of 1.3 %, far below that of MAPI.147
While not being a success as the only counter ion in the system, Cs has been
used in mixed cation perovskites. Doping of a MAPI film with 10 % Cs causes
an increase in Voc and Jsc due to an improvement in film morphology giving
an overall 20 % increase in efficiency when compared to a MAPI reference.149
The first study used an inverted cell architecture and a subsequent study using
a mesoporous architecture and 9 % Cs doping produced devices with a 15 %
improvement in efficiency compared to MAPI reference cells as well as improved
thermal stability.150
Another mixture of A-site cations that has been shown to produce high qual-
ity cells is Cs and FA. Lee et al. mixed Cs and FA in a perovskite device for the
first time showing that just 10 % Cs helped gave a modest increase in efficiency
when compared to pure FAPI devices.151 As well as the efficiency improvement,
the moisture and photo stability of the perovskite films is increased. They hy-
pothesised that the Cs+ causes a contraction of the perovskite lattice increasing
the interactions strength between the FA and the surrounding iodide ions. The
mixing of Cs and FA helps to stabilise the desirable α phase by tuning the tol-
erance factor by mixing a low tolerance factor perovskite with a high tolerance
factor perovskite.152
Changing the X-site Anion
The ability to tune the properties by altering the anion in PSCs has proven to
be a very useful way of helping to develop the current optimum devices. The
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most obvious alternatives to iodide are the other halogens; bromide, chloride
and fluoride. The most investigated halogens apart from iodide are bromide and
chloride. Fluoride is too small to allow most cations in the lattice and precursors
containing F– anions can be extremely hazardous. Incorporating fluoride ions into
perovskites has not been successful. Nagane et al. did manage to incorporate
fluorine into a PSC in the form of the pseudohalide [BF4]
– .153 They showed a small
increase in wavelength of photoluminescence but did not make any functioning
PSCs so its affect on performance is unknown.
In 2013, Noh et al. showed the effect of different stoichiometric ratios of
iodide and bromide in MAPI.154 They varied the amount of bromide between 0
% and 100 % showing a quadratic relationship between band gap derived from
absorption edge and Br composition (Equation 1.2) where x is the composition
of Br in a perovskite with the formula MAPb(I1-xBrx) (Figure 1-11a).
Eg(x) = 1.57 + 0.39x+ 0.33x
2 (1.2)
The most important conclusion from this work, was showing that the efficiency of
devices made with I/Br did not decrease a lot up to 30 % Br, but extra bromide
massively increased the long term stability of the devices. They showed that the
optimum ratio was 4:1 I:Br, with this giving the best efficiency to stability trade
off (Figure 1-11b).
A second equation has also been published that used Tauc plots instead of
absorption onset (Equation 1.3) to predict band gaps..155







In Equation 1.3 EI3 is the band gap of MAPI, EBr3 is the band gap of MAPBr,
b is the bowing parameter and x is the amount of bromide in the material. The
bowing parameter is needed as the composition disorder of the material causes
the valence and conduction band edges to change. The use of the Tauc method
gave band gap values that were a few meV different to that from absorbance edge
analysis.
Hoke et al. have observed photoinstability in mixed iodide:bromide per-
ovskites.156 They performed photoluminescence experiments and the response
of the perovskite changed with respect to the time under illumination. A new
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Figure 1-11: Iodide Bromide mixed anion study UV and performance results.
Reprinted with permission from.154 Copyright 2018 American Chemical Society.
peak appeared at 1.68 eV and if the light soaking lasted over a minute the in-
tensity of the new peak was orders of magnitude larger than that of the usual
peak.156 It was hypothesised that this response was caused by halide segregation
into iodide or bromide rich regions. An in silico study investigated this further,
showing that the phase seperation is a thermodynamic process where the incident
light provides the needed energy to cause the material to phase separate. They
also proposed a phase diagram where, at 300 K, iodide:bromide perovskites are
unstable with a stoichiometry between 30 and 60 % bromide.157
Methylammonium lead chloride is not commonly seen in PV research as it
forms white films with a band gap of 3.06 eV. Incremental mixing of the quantity
of bromide and chloride can lead to a similar trend in band gap as seen with
bromide iodide. Covering the full range of mixtures between 100 % iodide to
100 % chloride can give band gaps spanning between 1.5 eV and 3.06 eV with the
films being coloured from black to red through yellow until they become white.158
The incorporation of chloride into MAPI is very common making the mixed
anion MAPI3-xClx. The first time this perovskite was fabricated was back in 2012
by Lee et al. who used a PbCl2 precursor and 3 equivalent of MAI to deposit their
perovskite films.82 They claimed to have formed the perovskite MAPI2Cl based on
X-Ray analysis but subsequently there have been many conflicting reports about
whether the Cl is actually present in the final perovskite film.159 In summary, some
researchers have used X-ray diffraction, energy dispersive X-ray spectroscopy, X-
ray photoelectron spectroscopy and time of flight single ion mass spectrometry
to show Cl is present, but others, using the same techniques, have been unable
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to detect Cl.160–167
The final option explored for the X-site is the pseudohalide thiocyanate SCN– .
SCN– substitution was first presented in 2015 by Jiang et al. who substituted two
iodide ions with two SCN– ; this substitution enhanced the stability and slightly
decreased the performance when compared to MAPI cells.168 Deposition of a
Pb(SCN)2 layer instead of a PbI2 layer in a two step method deposition also led
to increased stability despite their being only a small amount of SCN– remaining
in the final film.169 A similar affect was seen with one step deposition where 5
% of Pb(SCN)2 in the precursor solution produced 19.5 % efficient devices with
reduced hysteresis.170 Mixed cation and anion perovskites with FA, Cs, Iodide
and SCN– have been fabricated with improved stability and moisture resistance
when compared to MAPI.171
More Complex Systems
The possibility of combining the different cations and anions in different ways
has led to the creation of triple cation mixed anion systems. The first of these
was Csx(FA0.83MA0.17)1-xPb(I0.83Br0.17)3, Saliba et al. used this perovskite with
5 % Cs to fabricate mesoporous devices with an average efficiency of 19 % with
the best device having an efficiency of 21.1 %.87 These devices were also stable
for at least 250 hours.87 Another triple cation mixed anion system was studied
by Duong et al. and Zhang et al. who used Rb instead of the Cs used by Saliba
et al.. Once again 5 % of Rb was the optimum amount to use and devices made
with Rb0.05FA0.80MA0.15Pb(I0.85Br0.15)3 were comparable in performance to the
triple cation containing Cs.172,173
It is possible to remove the MA entirely. Saliba et al. fabricated devices con-
taining three different ratios of Rb, Cs and FA with Rb0.05Cs0.10FA0.85Pb(I0.83Br0.17)3
producing the highest efficiency (19.3 %) devices.174 The only limiting factor when
incorporating Rb into perovskites is that, at Rb ratios over 10 mol% Rb, a Rb
rich phase forms which reduces cell performance.172 There is also some dispute
about whether Rb+ is incorporated into the lattice. Uchida et al. used XRD
analysis to show that Rb+ is not incorporated into the lattice.175
Saliba et al. continued their work into cation substitution by being the first
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group to show that it is possible to fabricate perovskite containing four cations Rb,
Cs, MA and FA. The perovskite that produced the highest efficiency cells was
Rb0.05Cs0.05(FA0.83MA0.17)0.90Pb(I0.83Br0.17)3 with an average efficiency of 20.2
%.174 These quad cation perovskites were also used in tandem solar cells by Duong
et al. who showed that incorporating Rb decreased hysteresis and increased the
light stability.98
Reduced Dimensionality Perovskites
So far, all of the perovskites discussed are 3D perovskites but it is possible to
make perovskites with 2D, 1D and 0D. 3D perovskites consist of corner-sharing
PbI6 octahedra in all dimensions. This long range order is very important for
charge transport and band gaps making the 3D nature important for PV ap-
plications. 2D perovskites are made from separate sheets of PbI6 with cations
spacers in between the layers (Figure 1-9). 2D and 3D perovskite structures
can be merged together to make 2D and 3D hybrid structures, sometimes re-
ferred to as Ruddlesden-Popper perovskites. They have the chemical structure
An-1A
′
2BnX3n+1 where A is a smaller cation (e.g. MA), A’ is a larger organic
cation that forms the 2D layered structure (e.g. Butylammonium), B is the
metal cation and X is a halide. The most important parameter in 2D/3D hybrid
structures is the n value which can range anywhere between 1 and ∞. If n = 1
then the resulting perovskite will be 2D with single sheets separated by organic
spacers. Conversely if n = ∞ then it is a 3D perovskite. By varying n, the
number of interconnected layers of octahedra there are before an organic spacer
layer changes (Figure 1-12).
For 1D perovskites, the octahedra link together forming nanowires that are
surrounded by organic cations. One dimensional perovskites have excellent exiton
self-trapping properties.176 Exciton self-trapping is the process where a neutral
exciton species has it’s lifetime extended as it strongly couples with the lattice
vibrations. These interesting self-trapping properties make 1D perovskites an in-
teresting material for possible use in white light emitting materials, the discovery
of which could revolutionise light generation.177 Finally, in 0D perovskites the
octahedara are not connected to each other and each one is fully surrounded by
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Figure 1-12: Diagram showing the changes in 2D/3D hybrid perovskites based
on changing the n value.
organic cations (Figure 1-13). When it comes to zero dimensional perovskites,
the most famous material is Cs4PbBr6.
178 The most interesting property of this
material is its efficient and stable green luminescence which is of most interest
in LED production. Another interesting feature of Cs4PbBr5 is that has been
shown to emit Pb2+ ions in the UV-Vis region.178 While 1D and 0D perovskites
have their own interesting properties, 2D, 3D and mixtures of 2D/3D perovskites
are at present the most interesting for PV applications and will be the focus of
this section.
The first 2D/3D hybrid perovskite used in PSC was made with phenyethylam-
monium (PEA) as the organic cation.179 The research focused on n = 3 perovskite
giving (PEA)2(MA)2Pb3I10, and a Eg of 1.61 eV. The group fabricated PSC with
their material and observed an increased Voc (1.18 V) when compared to MAPI
(≈1 V) as well as a PCE of 7.02 % when using a high scan rate. The stability of
films of the PEA based perovskites was shown to be superior to MAPI films. The
authors showed there was no increase in the PbI2 peak in the XRD pattern of
the material after being stored in a humidity controlled environment for 40 days.
Further investigation of PEA based perovskites was performed by Quan et
al. who investigated a range of n values between 1 and ∞.180 They showed the
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Figure 1-13: Standard structure of 1D and 0D perovskites.
relationship between performance and stability imparted by the 2D/3D hybrid
structures. Changing the n value led to a trade-off between performance and
stability, where materials with lower n values have increased stability but lower
performance in PSC. As n was increased the device performance increased and
the stability decreased. Efficient PSC were fabricated with n = 40 (17.10 %),
n = 60 (17.21 %) and MAPI (16.47 %). After 8 weeks the MAPI efficiency had
dropped to 0.72 % while the n = 40 and n = 60 perovskite devices were 13.14 %
and 12.80 % efficiency respectively.
Cao et al. were the first to use butylammonium (BA) as the organic cation in
2D/3D perovskites.181 They observed that the bandgap of the material decreased
from 2.24 eV to 1.60 eV when n was increased from 1 to 4. They were also the first
group to observe the 2θ peak at 8◦ that corresponds to the (002) plane. This plane
cuts through the horizontal centre of the PbI6 octahedra and is indicative of the
presence of 2D perovskites (Figure 1-14). Of the devices fabricated in this work,
the champion 2D/3D device produced a PCE of 4.02 % a Voc of 929 mV and a Jsc
of 9.43 mA cm−2. The poor performance, especially the low Jsc, was attributed
to poor charge transfer through the perovskite due to the directionality of the
PbI6 octahedra. The PbI6 sheets ran parallel to the two transport layers which
limited charge transfer.
Yao et al. showed the stability of larger devices made using 2D/3D per-
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Figure 1-14: An image showing the (002) plane in a 2D perovskite.
ovskites.182 They fabricated standard sized devices and larger 2.32 cm2 cells show-
ing that 2D/3D perovskites could give higher performance than 3D MAPI in large
scale devices. They also tested the stability of the devices by light soaking them
for 500 hours. The 2D devices retained 90 % of their initial efficiency after 500
hours. In contrast the MAPI cells were completely degraded under the same
conditions.
A wider range of organic spacers, 1,4-diaminobutane, 1,6-diaminohexane and
1,8-diaminooctane was investigated by Safdari et al.183 These were the first cations
with two amine groups to be investigated. The group investigated the optoelec-
tronic properties and the device performance of solar cells containing n = 1
perovskites made with the three cations. The band gaps for the perovskites, in
ascending order of alkyl chain length of the cation, were 2.37 eV, 2.44 eV and
2.55 eV. Unsurprisingly, given the band gaps, the performance of devices was
inferior to 3D MAPI perovskites. The effect of varying the n value to make MA
containing 2D/3D hybrids was not investigated. At present it is not known how
the di-ammonium cations affect higher n value perovskites.
Overcoming the low performance of 2D/3D hybrid perovskites was an impor-
tant challenge and Wang et al. took a big step towards having 2D/3D hybrid
perovskite compete with their fully 3D counterparts when they fabricated devices
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with a champion efficiency of 19.5 %.184 They used a previously reported FA/Cs
cation mixture with small quantities of BA (9 and 5 mol%). Non-encapsulated
devices of the 5 mol% BA perovskite retained 80 % of their efficiency after 1000
hours of full spectrum illumination. Encapsulated devices retained 80 % of their
efficiency for almost 4000 hours.
Grancini et al. used 3 mol% 5-aminovaleric acid mixed into MAPI to produce
a 2D/3D hybrid perovskite.185 An interesting aspect of this work was that the acid
group on the larger cation interacted with the mesoporous TiO2 layer creating
an area of 2D perovskite on the surface of the TiO2 and mostly 3D perovskite
capping the titania. Carbon based devices fabricated in this work were shown to
be stable for 10000 hours under illumination.
As previously mentioned, the charge transporting properties of 2D materials
are not conducive to high efficiency devices due to the orientation of the network
of PbI6 octahedra. It is possible to orient the sheets to improve the properties.
Spin coating an n = 4 perovskite film of PEA and MA at 150 ◦C causes the sheets
of octahedra to align in a vertical manner, therefore allowing easier transfer of
charges between contacts.186 Non-encapsulated devices of perovskites processed
like this produce a PCE of 12.52 % and retain over 60 % of said efficiency for
over 2250 hours.
Changing the Metal
Finding a replacement for lead, or at least minimising the amount used in a
device, is seen as an important step towards large scale PSC adoption. The first
metal that was looked into was tin, owing to it having many properties that
are analogous to Pb. In 2014 a tin based perovskite MASnI3 was synthesised
and tested in PV devices producing a PCE of 6.4 %.187 The perovskite had to
be synthesised and sealed in an inert atmosphere before testing because any
contact with air caused almost instantaneous degradation of the material. This
degradation was caused by the Sn +2 oxidising to Sn
+
4 . A lack of stability in air
has been the biggest issue facing tin based perovskites.
Since 2014 the overall performance of tin perovskites has not increased but the
stability has been improved by altering the cation from MA to FA. With FASnI3 it
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is possible to make devices that are stable for 100 days.188 Low stability, combined
with low efficiency, makes Sn unlikely to replace Pb unless there are some major
advances in performance.
A different type of perovskite, known as the double perovskite, has also been
predicted as a replacement for lead based perovskites. Double perovskites have
the standard formula A2BB
′X6 where A is a cation, X is an anion, B is a +1 cation
and B’ is a +3 cation. The two different charged cations give an overall charge
balanced structure. Splitting the desired charge over two different metals opens
up a much larger range of possible materials. Eleven double perovskites were
predicted by a computational study to have good properties for PV devices.189
As of yet only a few of these have been synthesised and only one has been used in
a full solar device.190–193 The best PCE generated by a double perovskite device
is only 1.44 %.193
1.5 Issues with Perovskites
Despite their high efficiencies there are a few keys issues that are preventing
commercialisation of PSC, these are toxicity, stability and hysteresis.
1.5.1 Toxicity
Perhaps the most obvious issue to people outside the field of perovskite research
is the presence of Pb2+ as a major component of the absorber layer. MAPI can
also be converted into the water soluble compound PbI2 by polar solvents. PbI2
is known carcinogen that is banned in many countries.194 Throughout history
lead has found many uses in bullets, radiation shields, leaded petrol and lead-
acid batteries. In the mid 20th century the toxicity of lead was becoming better
understood and its use, especially in uncontrolled environments, began to be
phased out with the United States of America banning the sale of leaded petrol
in 1996. Some of the symptoms of lead poisoning include, neurological damage,
central nervous system damage and gastrointestinal issues. Damage is also greater
in children than in adults due to accumulation in the body.195,196
While removing lead would be highly beneficial to commercialisation of PSC,
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there is not a large amount of lead present in a device as the absorber layer
is only a few hundred nanometres thick. The low quantity of lead combined
with effective encapsulation techniques to prevent leakage into the environment
could mitigate environmental toxicity during use.197 At the end of their life cycle,
appropriate disposal and recycling of devices could help to further reduce the
issues surrounding lead.198,199
1.5.2 Stability
Arguably the most important challenge to the commercialisation of PSC is their
long term stability. The standard perovskite material, MAPbI3, degrades when
exposed to oxygen, moisture, light and elevated temperature.150,200–202 Degrada-
tion by moisture and light is caused by chemical reactions of the perovskite layer,
with studies showing that PbI2 and I2 are formed during hydrolytic degradation.
A possible reaction scheme is outlined in equations 1.4-1.7, it can be seen that
both water and light are needed to cause degradation.203
CH3NH3PbI3(s)
H2O CH3NH3I(aq) + PbI2(s) (1.4)
CH3NH3I(aq) CH3NH2(aq) + HI(aq) (1.5)
4 HI(aq) + O2 2 I2(s) + H2O (1.6)
2 HI(aq)
hv H2 + I2(s) (1.7)
The degradation of MAPI by oxygen is caused by the superoxide O –2 species.
This superoxide deprotonates the organic cation leading to the formation of wa-
ter, PbI2, methylamine and iodide.
204 Superoxide species are formed more easily
in iodide vacancies within the material and therefore removing these vacancies,
especially on the surface of crystallites, can improve device stability.205 MAPI
powder is thermally stable to over 300 ◦C with degradation being caused by re-
lease of HI and methylamine as gases followed by degradation of the lead precursor
at an even higher temperature.206
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Long term stability is the biggest problem for commercialisation of PSC as
they cannot compete with first generation PV if they can only function for a
short length of time. Encapsulation of devices is a common method to increase
stability.198 The selection of sealing method is important and can add further
cost to finished devices.207 Encapsulation is also necessary to minimise the risk
of lead leakage into the environment.197 Improvements to the intrinsic stability
of the perovskite are still needed to reach the levels required for applications.
1.5.3 Hysteresis
Hysteresis is the changing of the output of a system based on its past and present
inputs. As a phenomenon, it is prevalent in many systems with the simplest, and
most commonly known, being rubber band deformation. In relation to perovskites
the phenomena was first reported in 2013 by Dualeh et al.208 It was observed that
altering the scan velocity and scan direction, from open circuit to short circuit or
vice versa, during JV testing had an effect on the current density, fill factor and
efficiency. In general for PSC a faster scan rate can give higher efficiencies due
to an increase in Jsc.
209 Scanning backwards from open circuit to short circuit
also gives a higher efficiency than the forward scan due to an improvement in fill
factor.209
There are several theories as to the cause of hysteresis with the most common
three being ferroelectric effects, trapping and detrapping of electrons at inter-
faces and finally ion migration.210 In principle any cation with a dipole, such as
methylammonium, can generate a ferroelectric effect. Theoretical studies have
suggested that spontaneous electric polarisation in perovskites can lead to the
formation of ferroelectric domains that could contribute to hysteresis.211 It has
been shown experimentally by Fan et al. that there is no ferroelectric behaviour
at room temperature.212 A further argument against ferroelectrics causing hys-
teresis is that the timescale of MA+ rotation is not in the range required to cause
hysteresis.213
Trap states in both the bulk and the perovskite/transport layer interface
can cause trapping of charge carriers.214 These trap states are generated either
through non-stoichiometric precursor solutions or thermal decomposition of the
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deposited layer. When a device is under forward bias the trap states are filled,
and can then be emptied under short circuit conditions.215 It has been suggested
that this charging and discharging of traps is partially to blame for hysteresis.
Passifying trap states is an effective way of minimising hysteresis caused by trap-
ping. Passifying trap states can be effectively accomplished with fullerenes and
a lewis acid.216,217
The severity of hysteresis is highly dependent on the scan rate and the device
architecture used (Chapter 1.6.1).209,218 For mesoporous cells, faster scan rates
give an increased hysteresis but planar cells give the opposite response.209 In-
verted cells tend to show minimal hysteresis.219,220 The choice of blocking layer
can have a big effect with spiro-OMeTAD and TiO2 giving high hysteresis and
PEDOT:PSS and NiO devices having minimal hysteresis.221 While this is strong
evidence that the hysteresis is only caused by the nature of the contacts, work by
Calado et al. showed that this is not the case. Using a combination of experiment
and simulation work they showed that hysteresis requires both mobile ions and
recombination near interfaces.222 As ion migration is an important part of this
thesis, its origin, detection and impact on perovskites will be discussed in more
detail in Chapter 1.6.
1.6 Ion Migration
1.6.1 Observing Ion Migration
Ion migration in perovskites is a phenomena that has sparked interest in the
research community due to its impact on both performance and stability. The first
question when it comes to ion migration in perovskites is what is actually moving.
The three different ions Pb2+, I– and MA+ could all be mobile with different
activation energies and diffusion rates. A mixed computational and experimental
study by Eames et al. calculated activation energies (Ea) for migration of all three
ions. The resulting Ea values were 0.58 eV for I
– , 2.31 eV for Pb2+ and 0.84 eV
for MA+.223 They also proposed a migration path for iodide migration (Figure
1-15). Their model showed that migration was along a slightly curved path on
the outside of the octahedra. First principles calculations investigating diffusion
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Figure 1-15: The migration pathway of iodide diffusion predicted by DFT. Re-
produced with permission from ref.223 Copyright 2018 Nature Publishing Group
along different pathways in both MAPI and FAPI gave a range of activation
energies.224 In MAPI the EA for I
– was either 0.32 eV or 0.44 eV depending on
the path. The Ea for iodide migration in FAPI was higher for both paths.
A different set of density functional theory (DFT) calculations published at a
similar time gave a significantly different value for the Ea of iodide diffusion. In
the Azpiroz et al. paper they calculated an activation energy of 0.08 eV.225 While
the two papers disagree on the Ea of the migration they do agree that iodide is
the most mobile ion in perovskite.
As well as computational models predicting ion migration, there have also
been several experimental studies that show ion diffusion in perovskites. Ion
migration was observed using an electric field and optical imaging.226 At elevated
temperature an electric field was applied to a perovskite layer and a thin strip of
PbI2 was formed. The PbI2 layer then moved through the material as the ions
from the neighbouring regions converted it to MAPI leaving behind PbI2. This
was easily observed visually as well as using energy-dispersive X-ray spectroscopy.
Temperature dependent current measurements on planar perovskite devices
have yielded an Ea of 0.23 eV for iodide motion. In this method a voltage was
applied to the device and increased step wise with the change in the current
density being measured. From this information the electrical current decay rate
was calculated and an Arrhenius plot gave an activation energy.227
Light exposure has a big impact on ion diffusion as shown by Xing et al.228
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Using temperature dependent conductivity measurements as well as tracking a
PbI2 layer through the material they were able to show that increased light ex-
posure lowered the EA of iodide diffusion in perovskites. The activation energies
that they measured changed from 0.50 eV in the dark to 0.14 eV under illumina-
tion at 0.25 sun. The size of the grains also caused shifts in the activation energy
with a small grain film (0.27 eV), a large grain film (0.50 eV) and a single crystal
(1.05 eV) all having very different values. These results show the impact of grain
boundary size on the experimental activation energy.
Electrochemical impedance spectroscopy (EIS) was first used in PSC in 2013
to observe charge accumulation in mesoporous cells.229 Dualeh et al. compared
PSCs with dye-sensitized solar cells to produce an impedance model and hinted
at the possibility of detecting iodide diffusion using EIS.208
An activation energy for ion diffusion calculated from EIS and also the link
between ion movement and degradation was shown by Bag et al. By fitting
temperature dependent impedance they were able to produce an Arrhenius plot
with an activation energy of 0.58 eV. Further studies using intensity modulated
voltage sweep and EIS have produced activation energies of 0.43 eV and 0.55 eV
for iodide.230,231
All of the previous measurements of diffusion involve the construction of a
device and applying an external stimulus such as a current or light. Investigating
one specific part of the device is not trivial as the interfaces and choice of contact
can all impact the measurement. In 2017, using various different NMR techniques
an activation energy of 0.17 eV for iodide was measured.232 This value is lower
than those previously measured by impedance and other device based measure-
ments. While this section may not have covered all of the different methods and
results that have generated activation energies for iodide diffusion it is clear that
there is substantial disagreement between different methodologies.
One final type of ion migration to mention is that of extrinsic ions. There
are several ions (Li+, H+ and NA+) that have been observed to migrate through
PSC devices.233 These extrinsic ions are introduced through the contact layers
(e.g. lithium doping in Spiro-OMeTAD).
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1.6.2 The Impact of Ion Migration
One impact of ion migration is that it is partially responsible for hysteresis in PSC
JV curves (see section 1.5.3).209 Another performance related issue caused by ion
migration is reversible performance loss over a day/night cycle. Domanski et al.
showed that under illumination for 5 hours devices lost 10 % of their efficiency.234
This loss was regained when the devices were left in the dark. Using time of flight
mass spectrometry the authors showed that the elemental distribution of ions in
the perovskite was changing under operating conditions.
The migration of iodide through the perovskite can also limit the long term
stability of devices made with silver contacts. Previous studies have shown that
iodide ions can migrate through the hole transport layers and react with the
metal electrode. This is especially problematic with silver as silver iodide is
readily formed.235,236
Given the impact that ion migration has on performance, restricting it via
device or material design is important for the long term outlook of perovskites. It
has been demonstrated that a nanocarbon layer can suppress the diffusion of ions
as it can block ions but does not block charges.237 Another method for blocking ion
motion is with a Zr(Ac)4 interlayer between the electron transport layer and the
perovskite.238 This layer effectively blocks the ions but not the charges. There are
not many other studies showing blocking of ion migration. The use of interlayers
is partially studied but there is scope for a lot more investigation. Altering the
perovskite stoichiometry has been thoroughly investigated but never with the
intention of limiting iodide diffusion.
1.7 Muon Spin Relaxation µSR
1.7.1 Measuring Ion Diffusion with Muons
A recent development in measuring ion diffusion is to use muon spin relaxation.
Muon experiments were first carried out in 1937. Initially, µSR was a niche
technique for measuring magnetism but it is becoming a more popular tool for
probing a variety of processes such as ion diffusion or superconductivity.239,240
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With respect to ion migration, the first successful muon study on ion migration
was reported in 2009 when Sugiyama et al. observed the diffusion of lithium ions
through LiCoO2.
241 This was quickly followed by another study on lithium from
Powell et al. this time in various Li3N battery materials.
242 Since then there have
been a few studies on different lithium containing materials.243–246
With modern batteries looking to replace lithium with the more sustainable
sodium, detection of sodium has also been shown to be possible with muons.
Månsson et al. studied the diffusion of both Li+ and Na+ in cobalt oxide mate-
rials.247 They were able to successfully observe the diffusion of the two different
cations with good agreement to other measurement methods.
The previously discussed µSR experiments use muons with an energy of 4 MeV
that stop in approximately 0.1 to 1 mm depending on the samples density.240 A
sufficient amount of solid sample is therefore required to allow the muon to be
implanted into the sample. The requirement of a large quantity of solid sample
meant that initially, µSR studies into ion migration were performed on solid
powders.241,242,247 It is possible to measure diffusion of ions in thin films at certain
depths in the films by lowering the energy of the incident muons to a range of 1-
10 eV.248 The energy of these muons can be adjusted to implant them at a chosen
point between 2-300 nm in the film.249 Experiments like this have shown the
difference in diffusion properties when you move from a bulk powder into a thin
film environment.250 The advantages of muon spin relaxation (µSR) over other
techniques is that it measures the intrinsic diffusion properties of the material
without visible light, current or voltage stimulus. A second benefit of µSR is that
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With an approximate volume of 1.41× 1018 km3 the sun dominates the land-
scape of our solar system, producing light and heat that allow life to prosper on
Earth.1 The sun emits light with the spectrum shown in Figure 2-1, at the edge
of the Earth’s atmosphere the spectrum is comparable to a black body emitter at
5760 K.2,3 A black body emits radiation of a specific distribution of wavelengths
based on its temperature. At room temperature a black body appears black due
to it emitting mostly infra-red radiation which is not visible to the human eye,
giving rise to its name.4
The radiation incident on the atmosphere differs from that on the surface of
Earth due to several factors. The absorption of light by H2O, O3, CO2 and O2 is
the cause of the large missing sections (e.g. 1800 nm) in the terrestrial spectrum
when compared to the extra terrestrial spectrum.2 Another factor impacting the
spectrum incident on Earth is absorption and scattering caused by air and dust,
causing a loss of power over the whole solar spectrum.2 This loss is dependent on
the incident angle of the sun to the point of detection. This angle dependence
is accounted for using Air Mass (AM), defined by Equation 2.1 where L is the
optical path length, L0 is the optical path length when the sun is directly overhead








When the sun is directly overhead the observer the Air Mass is 1. AM 1.5, which
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Figure 2-1: Extra terrestrial solar spectrum (Black) and solar spectrum at Air
Mass 1.5 (Red).
is shown in Figure 2-1, is the standard spectrum used in solar research which
corresponds to an angle of 42◦. AM 1.5 is also used to normalise the integrated
irradiance to 1000 Wm−2.5
2.2 Semiconductors
2.2.1 Semiconductor Band Structure
Semiconductors act as a conducting material at higher temperatures but act as
an insulator at lower temperatures. These unique properties are a product of
the alignment of the electron bands within the material. When two atoms join
together their atomic orbitals combine and split into pairs of molecular orbitals of
different energy. If a large group of molecules is brought together their molecular
orbitals overlap at slightly different energies. The combining of enough molecular
orbitals leads to a continuum of orbitals and the formation of large bands. The
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highest occupied orbital in this case is referred to as the valence band (VB) and
the lowest unoccupied orbital is the conduction band (CB). Figure 2-2 shows this
combining of orbitals and how the band structures differ with different numbers
of molecules. The difference between the bands of a metal and semiconductor
is also shown. An insulator and semiconductor have the same orbital structure
except with an increased gap between the VB and CB, this gap is the band gap
(Eg) of the semiconductor or insulator.
Figure 2-2: Representation of the formation of a band gap in a semiconductor
(left) and no band gap formed in a metal (right). The number represents the
number of molecules involved in the formation of each the different band dia-
grams.
At absolute zero an intrinsic semiconductor will have a fully populated VB
and no electrons in the CB. As the temperature is increased electrons acquire
energy and some are excited from the VB to the CB leaving behind a hole. At
higher temperature more electrons will have the energy needed to cross the band
gap. Once an electron is in the CB it is free to move through the lattice. The
hole in the VB can also move through the lattice by having an adjacent electron
move in to fill the hole creating a new hole in its previous location. This process is
repeated with multiple electrons giving the impression of the hole moving through
the lattice.
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An important value with respect to semiconductors is the Fermi level (EF).
The EF is the energy level where the probability of finding an electron is 0.5,
for an intrinsic semiconductor this will be half way between the VB and the CB
as shown in Figure 2-3. As previously mentioned, a semiconductor at 0 K will
have a fully populated VB and an empty CB. As a semiconductor’s temperature
increases the electrons can be excited up to the CB. In an intrinsic semiconductor
this does not change the EF. The probability of finding an electron at a certain
energy level at a certain temperature can be calculated using the Fermi-Dirac
equation (Equation 2.2), where f(E) is the Fermi Dirac distribution, E is the











The previously discussed theory of semiconductors has been based on an intrinsic
semiconductor but it is impossible to make a completely pure intrinsic semicon-
ductor experimentally. All semiconductors contain a small amount of defects and
doping depending on how precisely they have been manufactured. Doping, is
the accidental or deliberate addition of different elements to the semiconductor.
There are two different types of doping, P and N, these gives rise to differing band
properties. Taking a semiconductor made from group IV silicon as an example, N
doping would involve the replacement of some amount of Si atoms with a group
V element, usually phosphorous. The phosphorous atom provides an electron
to the lattice. These electrons, if at the right energy level, populate a new band
between the original CB and VB as shown in Figure 2-3. At 0 K, N-doping causes
the EF to shift to the midpoint between the donor level and the CB.
The reverse effect can be achieved by doping the silicon semiconductor with
a group III element, usually boron. This group III element provides one less
electron to the lattice creating an extra band of holes giving the band structure
shown in Figure 2-3. Semiconductors contain minority and majority carriers,
these are the holes and electrons, which one is the majority is dependent on the
doping of the semiconductor. In an N-doped semiconductor the majority carrier
would be electrons due to the extra electrons coming from the dopant and for
P-doped semiconductors the majority carrier is holes.
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Figure 2-3: Simplified band structure diagrams of an intrinsic semiconductor, an
N doped semiconductor and a P doped semiconductor at 0K.
2.2.2 Charge Generation and Recombination
The generation of free charge carriers in a semiconductor can occur by two dif-
ferent methods. The first is through thermal excitation, the second, and the one
most relevant to solar cell, is photogeneration (Figure 2-4a). This type of genera-
tion occurs when a photon of energy greater than the Eg of the semiconductor is
absorbed by the material. The energy of the incident photon is transferred to an
electron and excites it into the CB leaving behind a hole in the VB.6 If the energy
of the photon exceeds that of the Eg then the electron is excited further into the
CB, any excess energy is quickly lost through collisions with the lattice. This
process is known as thermalisation and is responsible for limiting the maximum
efficiency of single junction solar cells to 33 %.7
Once an electron is excited to the CB it will remain there for a short time
before it returns to the VB via recombination. There are several different types
of recombination that are all relevant to PV devices. Radiative recombination is
the process by which an excited electron recombines directly with a hole in the
VB. This recombination causes the emission of a photon and is the basis for light
emitting diodes (Figure 2-4b).8
Auger recombination is another form of recombination and occurs when two
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Figure 2-4: Graphic representations of a) photogeneration and the three main
types of recombination a) radiative b) Auger and c) Shockley-Read-Hall (SRH).
excited electrons interact with each other in the CB. When the two electrons
interact the energy of one is transferred to the other causing one to return to the
VB and recombine with a hole while the other electron is excited further into the
CB (Figure 2-4c). The over excited electron subsequently returns to the band
edge via thermalisation.8
The third type of recombination is Shockley-Read Hall (SRH) recombination
and involves trap states in the forbidden region of the semiconductor band gap
(Figure 2-4d).9 An electron in the CB can move down into a trap state in the
space between the CB and VB. Once the electron is in this trap state two different
processes can occur and the relative rates of these two processes will dictate what
process is dominant. The first option is for the electron to be thermally excited
back to the CB, the second is for a hole to move up to the same trap state and
recombine with the electron. The rate of thermal excitation or recombination for
the electron in the trap state varies depending on the position of the trap state.
Trap states closest to the centre of the Eg cause the most SRH recombinations
as they have the best balance between electron trapping and retention as well
as attracting the hole to recombine. Trap states too close to the CB would be
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unable to bring holes in to recombine fast enough as the electron would only need
a small amount of thermal energy to return to the CB.10
2.3 The P-N junction
A P-N junction is formed by the joining of an N-type semiconductor with a P-
type semiconductor and it has the band structure shown in Figure 2-5. The
two semiconductors have different EF and carrier concentrations. The formation
of an interface between the high electron concentration N-type and the high
hole concentration P-type material leads to diffusion of carriers between the two
materials. The diffusion of carriers continues until an equilibrium is reached where
the drift and diffusion of the carriers is equal and the two EFs become equal.
11
Figure 2-5: A schematic of a P-N junction showing the different band levels of the
two separate materials, the vacuum level, the work functions of the two materials
(θp and θn) and the built in voltage bias Vbi.
A P-N junction in the dark with an applied voltage behaves like a diode. As
the junction is forward biased more electrons and holes begin to diffuse across
the depletion region and a net current flows. The current generated increases
exponentially and can be calculated using equation 2.3.
Id = I0(e
qV
nKT − 1) (2.3)
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Figure 2-6: A schematic showing the formation of a quasi Fermi Level in a PN
junction under illumination.
In this equation Id is equal to the net current flowing through the diode in the
dark, I0 is the dark saturation current, q is the elementary charge of an electron,
V is the applied voltage across the diode, n is the ideality factor and can be a
number between 1 and 2, K is Boltzmann’s constant and T is temperature.11
The situation changes under illumination as electron-hole pairs are created
in the three different regions of the junction. This carrier generation causes a
splitting of the Fermi level creating a quasi-Fermi level (Figure 2-6). The P-N
junction then separates the electron hole pair as the minority carriers in either
side are driven across the depletion region in a process called charge separation.8
Also important is charge collection which is the probability of a generated carrier
being collected by the PN junction and contributing to light generated current.
Charge collection is governed by the diffusion length of charge carriers and the
level of passivation of the device surface. As an electron and hole pair is generated
further away from the P-N junction, its probability of collection decreases as it
has further to diffuse before being taken across the junction. This increase in
distance and therefore time taken increases the likelihood of recombination before
the charges can be separated. The generation rate of carriers combined with the
collection probability can be used to determine the light generated current (IL).
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The overall current of a PV device under illumination is equal to the light
generated current minus the dark current (Equation 2.4).
I = IL − Id = IL − I0(e
qV
nKT − 1) (2.4)
In perovskite devices charge separation is achieved using a P-I-N junction. In
a perovskite P-I-N junction the P and N-type layers are provided by the hole
transport layers and electron transport layers. The perovskite layer then behaves
as an intrinsic semiconductor these three layers create the in build electric field
needed to separate carriers.
Solar Cell Parameters
By sweeping across a voltage range and measuring the resultant current an IV
curve can be produced. This is the standard method of analysing a PV device
and produces a curve similar to that shown in Figure 2-7. The area of a solar
cell is extremely important to the amount of current it can generate, therefore,
to make it possible to easily compare devices it is common practice to report
current density (J) making it a JV curve instead of an IV curve. From a JV
curve it is possible to extract several important solar cell parameters: the open
circuit voltage (VOC), short circuit current density (JSC), Fill Factor (FF) and
power conversion efficiency (PCE). JSC is strongly dependent on the incident
power of the light used for testing. To make comparison between studies possible
there is an outlined standard that is used in device testing. The standardised
system uses light at AM1.5 with an intensity of 1000 W m−1.
JSC is the point on a JV curve where the voltage is equal to zero. JSC is usually
equal to light generated current JL and, when light intensity and spectrum are the
same, is strongly dependent on charge generation rate and collection probability.
VOC is the maximum voltage of a device and is at the point where the current
is equal to zero. There are two different methods to calculate VOC one of these
comes from rearranging Equation 2.4 and setting the current to zero to give









Figure 2-7: An example of a JV Curve
The other method uses carrier concentrations to calculate VOC as shown in Equa-
tion 2.6 where NA is the doping concentration, ∆n is excess carrier concentration








Fill factor is a measure of squareness of the JV curve and can be calculated
using Equation 2.7 where JMP is the current density at maximum power and VMP
is the voltage at maximum power. It is also equal to the area of the largest
possible square beneath the JV curve divided by the area of square made using





The final and most popular comparison value for solar cells is efficiency (PCE
or η).The PCE can be calculated from JSC, VOC, FF and the power incident on





With all the previously mentioned variables, if measurement conditions are kept
the same, it is easy to compare results between different cells across different
research groups.
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2.4 Powder X-Ray Diffraction
Powder X-ray diffraction (pXRD) is a quick and inexpensive technique that can
be used to determine several structural properties of a material. To perform
pXRD, X-rays with a fixed wavelength are fired at a sample and X-rays that
are diffracted from the sample are detected. The detector and X-ray source are
moved around the sample varying the angle between the incident beam and the
detector (2θ) and a plot of intensity against 2θ is produced. This intensity vs 2θ
plot can be used to compare with a database of diffraction patterns and can also
give the distance between symmetry planes in the crystal. The relation between
the diffraction angle (θ) and the distance between symmetry planes (dhkl) is given
by Bragg’s law (Equation 2.9), where λ is the wavelength of the X-rays.12
λ = 2dhklsinθ (2.9)
When parallel atoms with an even dhkl space diffract X-rays they will construc-
tively interfere with each other causing a diffraction peak. The different planes
must be correctly aligned with the incident X-rays for a peak to be produced.
A single crystal would produce a different diffraction pattern dependent on the
orientation of the planes but for a bulk powder this orientation specific diffraction
can be effectively ignored. It can be ignored because the crystals are randomly
oriented so all of the planes would have some crystals aligned correctly to produce
a diffraction peak.
Other useful information that can be gathered from pXRD is the average
crystallite size. Using the full width at half maximum (FWHM)(∆) and the
Scherrer equation (Equation 2.10) the crystallite size (τ) can be calculated.13
In the below equation τ is the crystallite size, K is the shape factor, λ is the





Based on the Scherrer formula narrower peaks mean bigger crystals, but there
are other factors that impact peak width so the results of the Scherrer formula
should be taken as an estimate.
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2.5 UV-Vis Characterisation
In this work UV-Vis is used routinely to calculate the band gap of various per-
ovskites. This is achieved using a Tauc plot. In 1966 the Tauc plot was first
put forward as a method of calculating a material’s band gap from UV-Vis mea-
surements.14 The use of a Tauc plot relies on the relation between the Eg and
absorbance shown in Equation 2.11 where α is the absorption coefficient, h is




n = A(hν − Eg) (2.11)
Transmittance and reflectance data was measured and converted to absorbance
then subsequently converted to (αhν). The type of transition dictates the value
of n that is used. For perovskites the transition is direct and allowed therefore
n = 1/2. Plotting (αhν)
1
n against hν gives a Tauc plot with the general form
of Figure 2-8. The linear region of Figure 2-8 can be fitted and the X-intercept
gives the band gap of the material.
Figure 2-8: An example of a Tauc plot with the linear fit extrapolated to the
X-axis in red
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2.6 Electrochemical Impedance Spectroscopy
Electrochemical impedance spectroscopy (EIS) is a firmly established technique
for the study of electrodes, corrosion and catalyst kinetics. More recently, EIS
has been used to investigate the properties of dye sensitized solar cells and now
perovskite solar cells. In this thesis EIS is used to study perovskite solar cells and
to probe their internal dynamics. Presented here is a brief outline of the theory
of EIS.
Impedance is similar to resistance that is defined by Ohm’s law (Equation





Impedance can be defined as the ability of a material to resist the flow of electrons.
To perform an EIS measurement an AC voltage is applied to the system and the
AC current response as a function of frequency is measured. When plotted against
time the sinusoidal voltage and current will be phase shifted (Figure 2-9). The
voltage can be expressed as a function of time by Equation 2.13 where Vt is
potential at time t, V0 is the signal amplitude and ω is the radial frequency.
Vt = V0cos(ωt) (2.13)
The measured current at time t (It) is phase shifted by (θ) and is related to I0
by Equation 2.14.
It = I0cos(ωt+ θ) (2.14)
EIS data is analysed by fitting it to an equivalent electrical circuit. These
equivalent circuits are made up of various different electrical elements with the
most common being resistors and capacitors. A resistor follows Ohm’s law and





It is important to note that a resistor’s impedance is not dependent on frequency
therefore an ideal resistor would not produce a phase shift between the current






Figure 2-9: Sinusoidal voltage (black) and current response (red)
The origin of Equation 2.16 is explained by Equations 2.17-2.25. The charge
stored in a capacitor is equal to the capacitance multiplied by the voltage (Equa-
tion 2.17) therefore the change in charge is equal to capacitance multiplied by
change in voltage (Equation 2.18). The current is equal to the rate of change in
charge with the time (Equation 2.19) and substituting in Equation 2.18 gives a
current equal to capacitance multiplied by change in voltage with time (Equation
2.20). The change in voltage with time is sinusoidal therefore the phase shift of
the capacitor is 90◦.
Q = CV (2.17)
















Using Euler’s notation (Equation 2.22), voltage (Equation 2.13) can be trans-
formed to Equation 2.23. Using the complex voltage over real terms makes for a
more simple representation of the total impedance of a capacitance.
ejx = cos(x) + jsin(x) (2.22)
Vt = V0e
jωt (2.23)











Finally, rearranging Equation 2.25 gives the final equation for the impedance
of a capacitor (Equation 2.16). The impedance of a capacitor contains no real
component and is phase shifted by 90◦. The phase shift occurs because the current
of a capacitor is related to voltage by integrating sine which gives cosine. This
cosine, sine relationship causes the phase shift.
EIS is often presented in one of two different ways, a Nyquist or Bode plot.
A Nyquist plot presents the imaginary impedance Z” on the Y-axis and the real
component (Z’) on the X-axis (Figure 2-10a). Each data point on the Nyquist
plot represents a different frequency with high frequency data being further to
the left and low frequency being further to the right. If a straight line is plotted
from the origin to the data point the angle between the line and the axis is equal
to the phase angle. The biggest weakness of the Nyquist plot is that it is not
possible to know the frequency of the individual data point. The second type of
graphs, the bode plots, have the phase shift or impedance on the Y-axis and the
log of the frequency on the X-axis (Figure 2-10b and c). An important value that
can be gathered from Nyquist and Bode plots is the RC time constant (τ) for
a process. τ is equal to the resistance multiplied by the capacitance (Equation
2.26) and is also equal to the inverse of the angular frequency (ω−1 ).




Figure 2-10: a) An example Nyquist plot and b/c) Bode plots of a simple circuit
containing a series resistance and a parallel resistor and capacitor.
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The apex of the semicircle in a Nyquist plot is equal to ωmax which is equal to





The Nyquist plot in Figure 2-10 shows the impedance of a resistor and ca-
pacitor in parallel and represents one of the simplest possible circuits that can
be modelled. As the system becomes more complex more elements would appear
in the Nyquist plot, each represented by its own circuit elements. Multiple cir-
cuit elements can be connected either in series or in parallel, and summing the
impedance is slightly different for each situation. For elements that are connected
in series the total impedance can be calculated using Equation 2.28.
Z = Z1 + Z2 + Z3 + ...+ Zn (2.28)
If the elements are connected in parallel then the total impedance calculation
















All of the different elements present in an EIS response originate from a phys-
ical process. Choosing the correct way to model the data is crucial to correctly
detecting changes in the physical processes present in the system. If the measure-
ment and subsequent analysis are performed correctly EIS can be a powerful tool
for investigating material properties. In perovskite research the most common
uses of EIS are to investigate carrier recombination,15 electron transportation16
and ion migration.17
2.7 Muon Spin Relaxation (µSR)
Muon Generation
Muons, a type of lepton, are the largest fraction of particles found in cosmic
rays at sea level. The rate of muons incident on the earth from cosmic rays is
1 cm−2 min−1. Muons are generated, alongside a muon neutrino, from charged
pions in a two body decay.18 The charge on the generated muon depends on the
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charge of the initial pion (Equation 2.30 & 2.31).
π+ −→ µ+ + νµ (2.30)
π− −→ µ− + νµ (2.31)
Pions can either come from cosmic rays or be generated by an accelerator source.
In an accelerator, a proton beam is fired at a target (graphene at ISIS) producing
a pion, proton and neutron (Equation 2.32).
p+ p −→ π+ + p+ n (2.32)
To obey the basic laws of physics the decay products of the pion must con-
serve its momentum and spin therefore the muon and neutrino must have these
parameters mirrored. A pion has zero spin and when at rest decays into a muon
and neutrino. As it decays the two products are produced with opposite momenta
away from the pion’s location. A neutrino’s spin is always aligned antiparallel to
its momentum. Therefore, if the pion is at rest all of the neutrinos have the same
spin and thus all of the muons have the same spin. This creates a 100 % spin
polarized beam as long as the pions are at rest when they decay (Figure 2-11).19
Figure 2-11: Schematic showing pion decay and the resulting muon and muon-
neutrinos momentum and spin
Muon Properties
The properties of muons compared to protons and electrons are outlined in Table
2.1. While they have identical spins and magnitude of charge, they vary dramat-
ically in mass and lifetime. The lifetimes of a proton and electron are infinite
when compared to lifetime of a muon which is 2.2 µs. Another difference is in
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mass, a muon is 207 times heavier than an electron and approximately 9 times
lighter than a proton. The differences in mass leads to muons sometimes being
referred to as light protons or heavy electrons.19
Table 2.1: The properties of muons compared to electrons and protons
Particle Charge Spin Mass Lifetime (µs)
Electron − e 1/2 me ∞
Muon (µ) ± e 1/2 207 me 2.19
Proton + e 1/2 1836 me ∞
Muon decay is a three body process into a positron, muon-antineutrino and
an electron-neutrino (Equation 2.33 and Figure 2-12a).
µ+ −→ e+ + νµ + νe (2.33)
This decay happens via the weak interaction. The weak interaction is, one of
the four fundamental interactions, the others being strong, gravity and electro-
magnetic. The weak interaction allows for the decay to violate parity. Parity
conservation is the theory that an experiment will produce the same results as
an exact mirror of the same experiment. By not conserving parity the decay
into positrons is asymmetric in the direction of the muon spin. How the angular
distribution of the positrons changes with muon spin direction is shown in Figure
2-12b.20
Muons in Experiments
When a muon is implanted into a sample it decays as outlined previously. The
decay positron is detected and this gives information about the state of the muon
at the moment of decay. Figure 2-13 shows a schematic of an experiment. At the
moment of implantation the muon can decay and the positron will most likely be
detected by the backwards detector. In a transverse magnetic field, after a small
amount of time the muon will have rotated and then decay would be detected in
the forward detector this process continues until all of the muons have decayed.
The number of positrons detected in the forward and backward detectors can




Figure 2-12: (a)Diagram depicting the decaying of a muon into a positron and
two neutrinos. (b)Schematic showing the angular distribution of positrons with
respect to muon spin direction adapted with permission from.20 Copyright (2018)
American Chemical Society
exponential rate of decay of muons (Figure 2-14a). The polarization of the muon
with respect to time can then be produced by transforming the positron count
in the forward and backward detector (NF and NB) to asymmetry (At) using






From the At the time dependent spin polarisation (P (t)) can then be cal-
culated by normalising the asymmetry data to the initial asymmetry (Equation
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Figure 2-13: A diagram depicting a muon experiment at t = 0 and t > 0
Figure 2-14: (a) The positron count in the backwards and forwards detectors and
the average of the two (b) the changing of asymmetry with time calculated from






There are two different types of beam that can be used to insert muons into a
sample, these are a continuous or pulsed beam. With a pulsed source, such as the
one at ISIS, large numbers of muons arrive at the sample every 20 ms. Almost
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all of these muons decay and a large number of resulting positrons are detected
before the next pulse of muons arrive. With a continuous source, muons arrive
at random time intervals. Continuous sources detect when a muon enters the
sample and this creates a window of opportunity to detect a decay positron. If
the positron is detected before a second muon enters the sample then the data
would be accepted. If a second muon arrives before the positron is detected then
the data from the decay positron of both muons would be rejected. This rejection
is down to the fact that it is impossible to know which muon has produced which
positron, meaning no information about either muons environment at the moment
of decay can be gained. The discarding of events in a continuous source gives
this method a lower resolution of data at longer time lengths as there are fewer
events measured. This is not an issue with a pulsed source.
Muon Relaxation Functions
As previously discussed muons that enter the sample are 100 % spin polarised and
upon entering a sample they will precess around any intrinsic or applied magnetic
field (Figure 2-15a). In a static field the polarization in the Z axis is related to
the magnetic field by Equation 2.36 where B is the magnetic field strength, γµ is
the gyromagnetic ratio of the muon and t is time.
Pz(t) = cos
2θ + sin2θcos(γµBt) (2.36)
If the orientation of the static field is along the Z axis then the muons will not
precess as θ = 0. This would cause the muons to remain 100 % polarised. If
a transverse field is applied θ = π/2, this causes the muons to precess and the
polarisation oscillates between 1 and -1. If the muon is in a sample where there is
a random magnetic field in all directions then θ is averaged over all angles giving
cos2θ = 1/3 and sin2θ = 2/3, this leads to Equation 2.37. If the angles of θ
were to be averaged over just a 2D circle then cos2θ and sin2θ would both be
equal to 0.5. When the averaging is performed over a 3D sphere the addition of
an extra dimension increases the average of sin2θ to 2/3 and decreases cos2θ to
1/3 as there is a doubling of the impact from transverse magnetic fields. When
in a magnetic field perpendicular to the initial polarisation, cos2θ = 0. With
both the x and y component providing this value of 0 and the longitudinal field
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The polarisation graph created from Equation 2.37 oscillates between 1 and -1/3.
This is the type of response that is observed with a polycrystalline magnetic
material which has a random magnetic field in all directions.19
Most systems are not as simple as a polycrystalline material and the magnetic
fields have some form of distribution. In most cases, this distribution can be
assumed to be Gaussian due to the central limit theorem which states that, given
enough randomly occurring fields are combined they average out to a Gaussian
distribution. In this Gaussian distribution case the polarization equation becomes









This is the static Kubo-Toyabe (KT) function named after the researchers who
derived it.21 When plotted, this relaxation function takes the form shown in
Figure 2-15b. The polarization drops to a minimum at approximately 1/∆ and
then rises back to a level at 1/3 of the maximum polarization. The tail at 1/3 is
formed from destructive interference between all the muons that are experiencing
slightly different magnetic fields.
In an experimental setting a longitudinal field (LF) can be applied to the
experiment. The added LF causes the 1/3 tail of the Kubo-Toyabe relaxation to
increase above 1/3 (Figure 2-15c). The reasons for applying a field are discussed
below.
If the environment that the muon stops in is dynamic then the relaxation
function has to be changed to include these dynamics. The different dynamics
can arise from either muons moving between sites inside the crystal lattice or
the field changing around a static muon. How different dynamic fields effect the
polarization of muons is shown graphically in Figure 2-15d. At low fluctuation
rates the tail of the KT function is depressed and at higher fluctuation rates it
becomes an exponential decay. A combination of zero field and longitudinal field




Figure 2-15: a) A diagram of muon precession around a magnetic field. b) A
plot of the Kubo-Toyabe relaxation function. c) A graph showing the impact
of changing longitudinal field (in Gauss) on the Kubo-Toyabe relaxation func-
tion. d) Graphic representation of the change in muon polarization with varying
fluctuation rate in MHz.
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All solvents used in the experimental work in this thesis were from either VWR
or Sigma and were not anhydrous unless otherwise stated. AFM imaging was
performed using a Nanosurf easyScan 2 FlexAFM system. All NMR spectra
were acquired using a Bruker 500 MHz instrument at 298 K unless otherwise
stated. Optical absorption data was collected using a PerkinElmer Lambda 750s
UV/Vis/NIR spectrometer with a 60 nm integrating sphere. X-ray diffraction
patterns were obtained using a Bruker axs D8 advance powder X-ray diffrac-
tometer with Cu Kα source and Ge monochromator.





Under an inert atmosphere, d3-methylamine (99 %, Sigma) (10 g) was slowly
bubbled into ethanol (99.9 %(200 mL) at −94 ◦C. To this solution was added 58
wt% hydroiodic acid in water (Sigma) (1 eq) and the reaction was allowed to heat
to room temperature then left to stir for 16 hours. The ethanol was removed in
vacuo and the resulting brown solid was washed with diethyl ether three times
leading to the formation of a white powder.
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Yield = 40.95 g (86 %)
1H NMR, 500 MHz, (CD3)2SO, δ 7.40 (s)
13C-{1H} NMR, 500 MHz, (CD3)2SO, δ 23.4 (sept, J = 43.3 Hz)
2H NMR, 500 MHz, (CD3)2SO, δ 2.18 (s)








d3-methylammonium iodide (20 g) was dissolved in D2O (99 %, Sigma) (25
eq, 55 mL) and stirred at room temperature for 16 hours. D2O was removed in
vacuo and the procedure repeated twice to maximise proton exchange. The level
of deuteration in the powder was confirmed to be 99 % using 2H NMR.
13C-{1H} NMR, 500 MHz, (CD3)2SO, δ 23.4 (sept, J = 43.3 Hz)
2H NMR, 500 MHz, (CH3)2SO, δ 7.20 (s, 3H), 2.18 (s, 3H)
3.4 Synthesis of Other Organic Cations
Throughout this thesis a few different organic cations were used. Methylammo-
nium iodide (purity unspecified by manufacturer, GreatCell), formamidinium io-
dide (purity unspecified by manufacturer, GreatCell) and caesium iodide (99.9 %,
Alfa) were purchased and used as received. The following amines Phenyethy-
lamine (99 %, Sigma), Propylamine (98 %, Sigma), 2,2,3,3,3-Pentafluoropropylamine
(97 %, Fluorochem), Aniline (99 %, Sigma) and 4-Fluoroaniline (99 %, Fluorochem)
were purchased and the iodide salts synthesised. The procedure used was the same
for all the cations. A general synthesis is as follows, organic cation (1 eq) was
diluted by half using EtOH and cooled down to 0 ◦C. Hydoriodic acid (1.5 eq) was
added dropwise and the solution was left stirring for 2 hours. Depending on the
organic cation, the solvent was removed in vacuo to produce the impure product
or a solid precipitated out during reaction and the solution was filtered to give the
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impure product. To purify, the solid was washed three times with ethyl acetate
and then recrystallised with EtOH producing a white powder. NMR analysis
was used to confirm the formation of the desired product. Finally, guanidinium
iodide was synthesised by previous group member Adam Pockett using the same




1H NMR, 500 MHz, (CD3)2SO, δ 7.76 (s, 3H), 7.33 (t, 2H, J = 7.34 Hz), 7.25
(m, 3H), 3.05 (m, 2H), 2.86 (m, 2H)
13C-{1H} NMR, 500 MHz, (CD3)2SO, δ 137.14 (s), 125.5 (s), 131.8 (s), 126.71




1H NMR, 500 MHz, (D2O), δ 3.03 (t, 2H, J = 7.5 Hz), 2.74 (m, 2H, J =
7.5 Hz), 1.03 (t, 3H, J = 7.5 Hz)








1H NMR, 500 MHz, (CD3)2SO, δ 7.6 (s, 3H), 3.98 (t, 2H, J = 17.3 Hz)
13C-{1H} NMR, 500 MHz, (CD3)2SO, δ 118 (tq, J = 32 Hz and J = 287 Hz)
112.8 (qt, J = 38 Hz and J = 260 Hz), 37.8 (t, J = 27 Hz)





1H NMR, 500 MHz, (CD3)2SO, δ 9.73 (broad s, 3H), 7.50 (tt, 2H, J = 7.80 Hz,
1.90 Hz, 7.40 (tt, 1H, J = 7.40 Hz, 1.1 Hz 7.50 (m, 2H)






In an attempt to assign the aromatic peaks more easily, fluorine decoupled
NMR was performed instead of a standard proton NMR. As well as this, hydrogen
decoupled fluorine NMR was performed.
1H NMR, 500 MHz, (CD3)2SO, δ 9.67 (broad s, 3H), 7.36 (m, 4H)
13C-{1H} NMR, 500 MHz, (CD3)2SO, δ 161 (d, J = 244 Hz), 128 (s), 125 (d,
J = 8.8 Hz), 117 (d, J = 17.3 Hz)
19F-{19F} NMR, 500 MHz, (CD3)2SO, δ -114.2 (s)
3.5 Hotcasting Perovskite Powders
Unless otherwise stated, all perovskite powders were made by hotcasting. An
example procedure for the synthesis of the MAPI powder is shown here. A
1.9 mol dm−3 PbI2 (99.9 %, Sigma), CH3NH3I and DMF (99.9 %, Anhydrous,
Sigma) solution was prepared and stirred at 60 ◦C for an hour. The solution was
cast onto a clean glass petri dish held at 110 ◦C and left for an hour to form a
black film. The film was scratched from the petri dish to produce MAPI powder
as confirmed by pXRD. When the deuterated analogue of MAPI (d6-MAPI) was
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synthesised the organic cation dissolved into the precursor solution was changed
to CD3ND3I. The deuterium content of the d6-MAPI powder was confirmed to
be 83% by integrating the peaks in 2H NMR.
For the substituted perovskites, 5 mol% of the MA was replaced with the
appropriate cation and the same synthesis procedure was followed. The stoi-
chiometry of the final materials was determined using 1H NMR.
3.6 Cell Fabrication
Device fabrication was made up of six steps. The Figure 3-1 shows the appear-
ance of the device after each step. The procedures involved in each step differ
depending on the type of device (planar, inverted or mesoporous) being fabri-
cated. In this thesis the devices used were all inverted devices containing the
following order of layers: FTO/NiOx/Perovskite/PCBM/BCP/Ag. The individ-
ual deposition steps for these layers are outlined below.
Figure 3-1: A diagram showing the individual steps in the device fabrication
process. Steps 1-6 are outlined in the following sub sections.
3.6.1 Substrate Etching and Cleaning
First, the centre part of the Fluroine doped tin oxide (FTO) (15 Ω/sq, Solaronix
or Sigma) substrates was etched away so as to remove the risk of short circuiting
the device (Step 1 Figure 3-1). The etching was performed using 2 mol dm−3 HCl
and zinc powder. Subsequently, substrates were cleaned by five steps of sonicating
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at 80 ◦C for 15 minutes in 2 % Helmanex detergent, water, acetone, propan-2-ol
and ethanol, before finally being treated with UV/Ozone for 20 minutes. This
procedure, apart from the etching step, is used for cleaning microscope slides
which were used for UV/Vis analysis.
3.6.2 Nickel Oxide Hole Transport Layer
The first layer deposited on the etched FTO substrate can be either an electron
transport layer, for planar cells, or a hole transport layer, for inverted cells (Figure
3-1 step 2). For the inverted devices in this thesis the first layer was nickel
oxide and was deposited as follows. A 0.2 mol dm−3 solution of nickel acetate
tetrahydrate (99.998 %, Sigma) in 2-methoxyethanol (99.8 %, Sigma, anhydrous)
was prepared and once the solid was fully dissolved, 12µl ml−1 of ethanolamine
(98 %, Sigma) was added to the solution. The solution was filtered through a
(0.45µm) PTFE syringe and 100 µl was spin coated onto the clean substrate at
3000 rpm for 30 seconds. The NiO2 was cleaned from the edge of the substrate
using a swab dipped in 2-methoxyethanol. The substrates were then annealed at
500 ◦C for 30 minutes. The FTO on the edge of the substrate was left exposed
for the metal contact that is deposited in the last step.
3.6.3 Perovskite Layer
Perovskite layer deposition was achieved by spin coating 100 µl of precursor so-
lution composed of 1.25 M PbI2 and 1.25 M of cation dissolved in a 4:1 mix of
DMF:DMSO (anhydrous). The precursor solution was manually spread over the
substrate area then spin coated at 4000 rpm for 30 seconds. After 6 seconds 200 µl
of ethyl acetate (99.8 %, Sigma, anhydrous) anti-solvent was dropped onto the
substrate. After spin coating the device was annealed at 100 ◦C for 30 minutes.
3.6.4 PC60BM and BCP Electron Transport Layer
The, electron transport layer deposited on top of the perovskite layer to make the
inverted cells used in this thesis was actually two separate thin films of PC60BM
(95/5 %, Ossila) and BCP (96 %, Sigma). First the PC60BM layer was made by
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spin coating 100 µl of a 20 mg ml−1 solution of PCBM in chlorobenzene (99.0 %,
Sigma, anhydrous) at 3000 rpm for 30 seconds and then left to dry at room
temperature. The BCP layer was subsequently deposited by spin coating 100 µl
of a 0.5 mg ml−1 solution of BCP in ethanol at 6000 rpm for 30 seconds and again
left to dry at room temperature.
3.6.5 Finishing the Device
To finish the device (Figure 3-1 steps 5 and 6) the perovskite and top contact
layer are scratched away from the edge and centre to expose the FTO. This allows
the metal to be deposited onto the substrate to avoid direct contact between the
external circuit used during device testing and the perovskite layer. Finally, silver
contacts were deposited by thermal evaporation of silver wire (99.9 % Alfa) under
a vacuum of approximately 10−6 mbar.
3.7 PV Analysis
Current density-voltage curves were measured using a 2400 series Sourcemeter
(Keithley Instruments), under simulated AM1.5 sunlight at 100 mW cm−2 irra-
diance generated using a class AAA solar simulator (TS-Space Systems). The
intensity was calibrated using a silicon reference cell (Fraunhofer). The active
area of the pixels was 0.0625 cm2.
3.8 µSR Experiments
3.8.1 MAPI, d6-MAPI and Mixed Cations
The MAPI, d6-MAPI and mixed cation studies were performed at the ISIS pulsed
muon facility using the EMU instrument. Approximately 1 g of sample was
packed into a 4 cm2 packet made from silver foil which was subsequently at-
tached to the sample stage. The temperature was controlled between 40 K and
410 K using a closed cycle refrigerator and a hot stage. Measurements at four
different longitudinal fields (0, 5, 10 and 20 G) were taken for each temperature.
To initially calibrate the instrument a transverse field of 100 G was applied.
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3.8.2 Mixed Anion Study
The mixed anion perovskite study was performed at the ISIS pulsed muon fa-
cility using the HIFI instrument. The MAPbBr3 experiment was done using
the exact same procedure as the mixed cation and MAPI experiments. The
MAPb(I0.5Br0.5)3 and MAPb(I0.83Br0.17)3 experiment used the same magnetic




Ammonium Lead Iodide Using
Muon Spin Relaxation
4.1 Introduction
Methylammonium lead iodide (MAPI) was the first perovskite to be widely inves-
tigated for solar cells and it is still used as a component of the most efficient per-
ovskite solar cells (PSC) (e.g. Csx(MA0.17FA0.83)100-xPb(I0.83Br0.17)3).
1–5 While
the improvement in efficiency of PSC has been rapid, the underlying physical
properties of perovskite materials, such as molecular motion and ionic diffusion
inside the material, are still not fully understood. The consensus is that both
electronic and ionic motion occur within perovskite materials.6,7 Ion movement
has been proposed as a cause of JV curve hysteresis in perovskite devices.8–10
This finding is sometimes disputed as changes in solar cell contacts can reduce
hysteresis in PSC; however, some careful experimental studies have demonstrated
that JV curve hysteresis is linked to both ion movement and interfacial recombi-
nation.11,12
There have been several computational and experimental studies on the move-
ment of methyl ammonium ([MA]+) and iodide ions in methyl ammonium lead
iodide, producing a range of activation energies of 0.36 to 0.84 eV for [MA]+ and
0.08 eV to 0.6 eV for iodide.9,13–20 A summary of some iodide migration activation
94
Figure 4-1: The predicted migration pathway for iodide diffusion in MAPI cal-
culated by Eames et al.13
energies is shown in Table 4.1. Theoretical first principles calculations performed
by Eames et al. derived activation energies (Ea)of 0.58 eV and 0.84 eV for iodide
and [MA]+ diffusion respectively.13 In their work, they also performed current-
voltage response analysis which produced similar activation energies. They sug-
gested that the diffusion path for iodide diffusion is slightly bowed around the
edge of the lead iodide octahedra which is important for correctly calculating dif-
fusion coefficients (Figure 4-1). Other calculations using different computational
methodologies and predicted diffusion paths have found activation energies for
iodide diffusion as far apart as 0.08 eV14 and 0.44 eV.19
Experimental measurements of iodide motion have also been carried out and
activation energies ranging from 0.17 eV measured by NMR18 to 0.6 eV measured
by chronoamperometry have been reported.13 A range of other techniques have
been used; an activation energy of 0.45 eV was found using capacitance measure-
ments, 0.31 eV from temperature dependant current analysis, 0.5 eV from ther-
mally stimulated current measurement and 0.55 eV and 0.43 eV using impedance
spectroscopy.9,15–18,21
All of the previous experimental methods, except for the NMR study, involve
applying a voltage to and/or drawing a current from a complete PSC. When
a voltage is applied to a complete device, there is evidence that iodide (and
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Ab initio/DFT& Chronoamperometry13 0.58 0.6
Intensity Modulated Voltage Spectroscopy9 - 0.55
Thermally Stimulated Current Measurement21 - 0.5
Capacitance16 - 0.45
Ab initio/DFT19 0.44 -
Impedance17 - 0.43
Temperature Dependant JV Curves22 - 0.33
Temperature Dependant Current15 - 0.31
NMR18 - 0.17
Ab initio/DFT14 0.08 -
This work - 0.174
possibly also methylammonium) ions migrate to create ionic double layers at the
interfaces. However, it can be difficult to tell the difference between changes due
to ionic movement, changes due to degradation of the perovskite and changes in
the contacts as a current is drawn. Some measurements have focused on studying
ion migration by applying a large voltage across a thin section of a perovskite
film, however at these high voltages degradation could also occur quite rapidly.23
It is clear from the literature that there is still disagreement on the activation
energy of iodide diffusion in MAPI.
In this chapter, muon spin relaxation was used to directly probe ion movement
in MAPI crystallites. The materials were measured in the dark and no current
was drawn, the measurements allowed us to extract both an activation energy and
a diffusion coefficient for the intrinsic movement of iodide inside the material.
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4.1.1 Muon Spin Relaxation for Ion Diffusion
The positive muons used in this experiment are unstable subatomic particles with
similar properties to a positron, except their mass is 207 times larger and their
lifetime is 2.197µs. Muons have been used to study many different properties such
as magnetism and superconductivity in a range of different materials.24 Muon spin
relaxation (µSR) has, more recently, been used to investigate the diffusion of Li+
and Na+ in modern battery materials.25–29 Muons are implanted into the sample
and decay into a positron which is most likely to be emitted in the muon spin
direction at the instant of decay.
The effect of local fields on the muon spins is detected by the change in the
asymmetry of the positron counts in detectors around the sample. Using this
technique activation energies and diffusion coefficients of ions with nuclear mag-
netic moments can be measured. Previous µSR studies have focused on diffusion
of lithium and sodium ions but the similarity between the nuclear magnetic dipole
moment of iodide ions (2.81µN) and lithium ions (3.26µN where µN is the nuclear
magneton) led us to the idea to investigate whether it would be possible to study
iodide motion in MAPI using the same techniques that are applied to battery
materials.30 Iodide diffusion has not been widely studied by µSR previously. The
ability of muons to act as discrete, non-destructive probes makes them ideal for
studying the easily degraded perovskite material.
4.2 Synthesis & Characterisation of d6-MAPI
To help to differentiate the impact of cations and anions on the µSR results,
a deuterated analogue of MAPI was synthesised. Firstly, d3-MAI was synthe-
sised by bubbling d3-methylamine gas into ethanol mixed with 1 equivalent of
hydroiodic acid at −94 ◦C. The low temperature synthesis was chosen to try to
maximise yield by minimising loss of d3-methylamine gas which is an expensive
precursor. Once the product had been purified a combination of 1H, 2H and 13C
NMR were used to confirm the correct product had been synthesised (Appendix
Figures A-1 and A-2). As the sample used to acquire the 13C NMR was the same
as for the deuterated NMR, the solvent was non-deuterated giving rise to the
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large peak at 40.5 ppm. The actual solvent peak was present at 30.5 ppm with
the methyl carbon septet appearing at 23 ppm.
(a)
(b)
Figure 4-2: a) 2H NMR of d6-MAI in DMSO. b)
2H NMR of d6-MAPI in DMSO.
A proton exchange reaction was used to convert d3-MAI to d6-MAI. Amine
protons are quite labile in solution so dissolving d3-MAI in D2O led to the easy
formation of d6-MAI. The number of hydrogens that had been replaced by deu-
terium was measured by comparing the integrals of the 7.25 and 2.20 ppm peaks
in the 2H NMR spectra (Figure 4-2a). The results of this integral comparison
showed that 99 % of the hydrogens had been replaced with deuterium.
As proton exchange between the deuterated cation can occur with any labile
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protons it comes into contact with, the number of methods that could be used
to make d6-MAPI powders was limited. The most common method used to form
MAPI powders is an aqueous synthesis which would lead to hydrogenation of the
cation and not work.31 With the requirements of having no aqueous solvents, a
hot casting method was used to fabricate the MAPI and deuterated MAPI. This
process involved dissolving the precursors in anhydrous DMF and then spreading
the solution over a hot glass petri dish forming black powders (Figure 4-3a).
The two black powders, d6-MAPI and MAPI, were characterised using pXRD
(Figure 4-3b). The peaks matched with pXRD patterns of MAPI in the liter-
ature.32 The most important thing to note from the pXRD is the lack of PbI2
peak at 12◦ indicating full conversion of the PbI2 precursor to MAPI. The level
of deuteration in the d6-MAPI was measured using the same method as for the
d3-MAI precursor (Figure 4-2b) and was found to be 83%. The loss of deuteration
was likely caused by the humidity of the processing environment; however, 83%
deuteration should be sufficient to strongly affect the interaction of muons with
the d6-MAPI sample.
(a) (b)
Figure 4-3: a) A picture of the two black perovskite powders made by hot casting.
b) pXRD spectra of MAPI (blue) and d6-MAPI (red) powders with the y-axis
offset for clarity. The indices were taken from literature.32
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4.3 Muon Spin Relaxation of MAPI
In this study µSR was carried out on powdered MAPI and d6-MAPI. The two
different cations were used so that it would be possible to observe if the cation had
any effect on the muon spin relaxation data. Deuterating the MA has minimal
effect on the crystal structure, as observed by Whitfield et al.33 The minimal
difference between deuterated and non-deuterated made this the best choice as
it would have the least impact on the material properties. By comparing spectra
taken with and without a [d6-MA]
+ cation it was hoped that any features caused
by cation motion would change and those caused by anion motion would not.
(a) (b)
(c) (d)
Figure 4-4: Raw muon data for MAPI at a) 50 K, b) 110 K, c) 350 K and d)
400 K. Also shown are the results of fitting the data to a dynamic Kubo-Toyabe
function.
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Figure 4-5: The change in µSR asymmetry response with different values of ν/∆.
The ∆ for this example data was set at 0.22 MHz
µSR measurements were taken using a longitudinal field (LF) of 0, 5, 10 and
20 G between 50 and 410 K with fitted data at 50, 110, 350 and 400 K shown in
Figure 4-4. Four different LFs were used to decouple the muon spin relaxation
from the local magnetic fields to different extents, allowing for more reliable
fits to the data at each temperature. The fluctuation rate (ν) and the static
width of the disordered local field distribution (coming from nuclear magnetic
moments) at muon implantation sites (∆) were subsequently calculated by fitting
the muon asymmetry data at each temperature to a dynamic Gaussian Kubo-
Toyabe function multiplied by an exponential relaxation rate exp(λt) (Equation
4.1) using ISIS’s bespoke muon fitting software, WIMDA.34,35
A0PLF (t) = AKT exp(−λt)GDGKT (∆, ν, t,HHF ) + ABG (4.1)
A0 is the initial asymmetry, ABG and AKT are the asymmetries of the background
and the sample, ∆ and ν are the previously mentioned local field distribution and
the fluctuation rate, respectively. The exponential function containing λ, where
λ is the relaxation rate, is used to account for the depolarization of muons by
internal electronic fields caused by outer shell electrons on the metal and iodide
ions. The electronic moments fluctuate rapidly and can therefore by modelled
by a simple exponential. Finally, t is time and HLF the applied longitudinal
magnetic field.
The µSR response of a paramagnetic material with no dynamic fluctuations in
the local field is modelled by the static Gaussian Kubo-Toyabe function (Figure
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4-5). The origin of the specific features of the static Gaussian Kubo-Toyabe are
discussed in more detail in Section 2.7. Briefly, the asymmetry initially decreases
down to a minimum value and then the asymmetry returns to 1/3 of the initial
asymmetry value. When there are fluctuations in the local field then the response
is modelled by a dynamic Gaussian Kubo-Toyabe function. The µSR response
then varies based on ν/∆. Figure 4-5 shows how the asymmetry data would be
changed with different values for ν/∆. As the value of ν/∆ increases then the
response begins to take on the appearance of an exponential decay.
At 50 K (Figure 4-4a) the environment was mostly static with the asymmetry
looking very similar to the static Gaussian Kubo-Toyabe function where it de-
scends to a minimum before regaining a tail at 1/3 the maximum asymmetry. It
is clear that the environment was still slightly dynamic as the tail does not fully
return to 1/3. At 110 K (Figure 4-4b) the muon enviornment was more dynamic
causing the relaxation to no longer decrease to a minimum or properly regain the
1/3 tail. At 350 K and above, an increase in the ratio of ν and ∆ causes the µSR
response to appear exponential (Figure 4-4c and d).
(a) (b)
Figure 4-6: Temperature dependence of (a) ν with fit lines showing where the
Arrhenius data was taken from and (b) ∆ values for MAPI derived from fitting
raw µSR data to a dynamic Gaussian Kubo-Toyabe function for measurements
between 40 K and 410 K. The dashed lines in (b) indicate the phase transitions
from orthorhombic to tetragonal and to cubic.
Once all of the different temperatures had been fitted to the same relaxation
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function, the resulting ν and ∆ data were plotted against temperature (Figure
4-6a,b). The value of ∆ has the units of MHz as it represents the magnetic field
width (in Tesla) divided by the constant gyromagnetic ratio of the muon (in
MHz per Tesla) leaving a frequency. The ν initially plateaued between 50 K and
100 K as the muon experienced a static environment. At 100 K the fluctuation
rate increased from 0.05 to 0.55 MHz at 150 K due to the muon environment
becoming more dynamic. The fluctuation rate then abruptly dropped back down
to a new minima that was slightly higher than the completely static system at
40 K. This abrupt drop aligns well with the phase transition (Figure 4-6b) of
MAPI indicating that whatever process is occurring becomes far less pronounced
or much faster and no longer seen on the µSR timescale in the tetragonal phase.
The fluctuation rate then steadily increased until 350 K where there was a final
steeper increase in ν. There is a small increase of the fluctuation rate between
150 and 350 K. This process when fitted had an Ea of 0.013 eV the origin of this
process was not further explored as it didn’t match with any currently known
processes occurring in MAPI. Subsequent µSR data included in future chapters
did not show any dramatic changes to this middle temperature process.
The dynamics of the methylammonium cation are strongly dependent on the
perovskite phase. There are two types of cation dynamics that occur in per-
ovskites, a wobbling along the C-N axis and a full rotation of the cation. In the
orthorhombic phase the more energy intensive full rotation is restricted due to
the lattice disorder.36 Therefore, the only dynamic motion occurring in the or-
thorhombic is cation wobbling. When the perovskite transitions to a tetragonal
phase the amount of full rotation increases. In the µSR results the fluctuation
rate changes drops dramatically at the phase transition indicating that whatever
process is occurring is strongly influenced by the phase similar to cation dynam-
ics. Substituting the MA cation with a per deuterated analogue would make it
possible to see if the low temperature process was related to cation dynamics.
The ∆ data (Figure 4-6b) was initially flat at 0.22 MHz between 40 and 80 K
and then the local field gradually decreased down to 0.05 MHz at 160 K. This
decrease is caused by a phenomenon known as motional narrowing which is a
common phenomena seen in both µSR and NMR.37 As discussed in Section 2.7
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the internal field in a sample is assumed to have a Gaussian distribution with a
certain width equal to ∆/γµ where ∆ is the local field and γµ is the gyromagnetic
ratio of a muon. As motion around the muon increases it begins to be influenced
by a more average field which causes the Gaussian distribution to narrow. This
narrowing caused by the increased motion is what is responsible for the decrease
in local field observed in these experiments. The local field after 150 K increased
slightly up to 0.1 MHz at 220 K before gradually decreasing down to 0.05 MHz.
(a) (b)
Figure 4-7: a) The Arrhenius plot for the high temperature region and b) the
Arrhenius plot for the low temperature region of the fitted ν data.
The activation energies (Ea) of the high temperature and low temperature
processes were calculated by plotting an Arrhenius fit of the linear regions (Fig-
ure 4-7a and b). The Ea of the high temperature process was 0.174 eV and for the
low temperature it was 0.072 eV. The high temperature Ea and literature values
for iodide transport are shown in Table 4.1. The technique most analogous to
µSR is NMR spectroscopy as they both measure changes to local fields in the
bulk material. It is promising that the Ea from both techniques is almost iden-
tical. While the Ea measured here is lower than several literature values, it has
been shown that the processing method used to prepare the perovskite influences
the activation energy for ion movement.15 It is likely that small differences in
activation energy between studies are due to changes in crystallinity and defect
density resulting from the wide range of methods used to prepare perovskite thin
films and powders.38
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The low temperature Ea is close to that observed for MA cation rotation
(0.099 eV) by quasi elastic neutron scattering.39 Despite the activation energies
matching well with literature it was not possible to say exactly what was causing
each process from just this data alone. With this in mind the µSR response of
the per-deuterated analogue was also investigated.
4.4 Comparison with per-deuterated MAPI ana-
logue
To see whether it was [MA]+ or I– ions causing the fluctuation rate to change,
µSR was also run on per-deuterated d6-MAPI. The data was fitted to the same
dynamic Gaussian Kubo-Toyabe function with an exponential relaxation as the
MAPI data. Figure 4-8a-d shows raw muon data with fits at several different
temperatures. As with MAPI the 50 K data showed the muon in an environment
with a small amount of dynamics but it is mostly static. At 110 K, once again,
the environment was more dynamic. At 350 K the raw data was similar to MAPI
at the same temperature but with a much smaller difference between the different
longitudinal fields indicating there was a difference in the ratio of fluctuation rate
and local field for d6-MAPI compared to MAPI. The muon environment at 400 K
was similar to the same temperature data for MAPI.
Once all of the fits had been completed the ν and ∆ were plotted. The
overall trend of the change in fluctuation rate for d6-MAPI (Figure 4-9a (red))
was similar to that for MAPI with both low and high temperature processes
present. The ∆ for d6-MAPI (Figure 4-9c), while following a similar trend to
MAPI, was approximately 0.04 MHz lower across the entire temperature range.
The difference in the local field for the two perovskites will be addressed in section
4.4.1.
There are two main differences in the fluctuation rate data, at low temperature
the increase in fluctuation is slightly steeper for d6-MAPI than MAPI (Figure 4-
9b). The second difference is at high temperature where initially the overall
fluctuation rate of d6-MAPI is lower than that of MAPI. The activation energies




Figure 4-8: Raw muon data for d6-MAPI at a) 50 K, b) 110 K, c) 350 K and d)
400 K. Also shown are the results of fitting the data to a dynamic Kubo-Toyabe
function.
plots (Figure 4-10a and b). This gave an Ea of 0.082 eV for the low temperature
process and 0.174 eV for the high temperature process.
A full comparison of the Ea values is shown in Table 4.2. Deuteration slightly
increased the low temperature activation energy compared to MAPI. For the high
temperature process the Ea was not affected by the lower initial fluctuation rate,
while the two values of Ea are different they remain within one standard deviation
of each other.
The small increase in low temperature Ea is caused by the added weight of




Figure 4-9: a) Comparison of the ν of d6-MAPI (Red) and MAPI (Blue) between
40 K and 400 K. b) The same comparison with the temperature scale between
70 Kand 180 K so as to more easily see the difference in the low temperature pro-
cess. c)A plot showing the change in ∆ with temperature for d6-MAPI compared
with MAPI.
Table 4.2: Ea of mixed cation perovskites at high and low temperature as mea-
sured by muon spin relaxation.
Ea eV





Figure 4-10: Arrhenius plots of the fluctuation rate for d6-MAPI between (a)340 K
and 410 K (b)100 K and 150 K
energy required for the amine group to rotate inside the lattice. The similarity
in the values for activation of cation motion in lattice measured by Leguy et
al. and the small difference in Ea for the low temperature process following
deuteration are both evidence for the low temperature process being related to
cation dynamics.39
In contrast, the high temperature process has, within one standard deviation,
the same Ea for both deuterated and non-deuterated samples. This observation,
along with the close agreement of the calculated activation with the NMR study
for iodide diffusion (Table 4.1), makes it likely that the process being observed is
that of iodide motion in the perovskite.
4.4.1 Muon Stopping Sites
An important part of µSR is where in the material the muon stops and whether
it remains in that site until it decays. As discussed previously dynamics can be
caused by mobile ions around a stationary muon or a mobile muon. To confirm
that what is being studied here is movement of ions and not muons the stopping
site and subsequent stability of the muon were investigated. A muon that is
positively charged is most likely going to stop in the most electronegative location
in the material due to the difference in charges. Computational modelling of the
electrostatic potential map performed by Dibya Ghosh (Figure 4-11) gave an
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indication of the most likely stopping sites in MAPI.
Figure 4-11: Two-dimensional electrostatic potential contour map for MAPI in
the PbI2 plane and the MAI plane. The colour scale is in eV
Unsurprisingly, the most electronegative areas of MAPI were the negatively
charged iodides and the nitrogen on the MA cation. There is no literature prece-
dence for muon stopping sites in materials with iodide. The most comparable
situation are studies looking at muons implanted into fluoride materials as the
fluoride muon interaction gives insight into fluoride bond lengths.40,41 In these
studies the muon interacts very strongly with the fluoride ion forming either an
Fµ or F-µ-F bound state. It is possible to calculate an approximate value for ∆















where γmu is the gyromagnetic ratio of the muon, Ii and γi are the ratio of the
i -th nucleus, and ri is the distance between the muon site and i -th nucleus. To
get an accurate value, all the nuclei within a radius of ten-times the longest unit
cell parameter were used in the calculations. Based on the electrostatic potential
map the most likely location for the muons to stop is near the electronegative
fluoride ions. The simplest possible situation in MAPI is the formation of a
simple µ-I bond. Calculating ∆ in this scenario gives a value between 0.07 and
0.12 MHz. This value is similar to that observed in the tetragonal and cubic
phase but not the orthorhombic phase. Another possible bonding mode would
be a linear I-µ-I site. ∆ calculations using this site give values of 0.26 MHz,
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0.11 MHz and 0.09 MHz for the orthorhombic, tetragonal and cubic state for
MAPI. The same calculations for d6-MAPI gave ∆ values of 0.15 MHz, 0.07 MHz
and 0.09 MHz for orthorhombic, tetragonal and cubic states. These values are in
close agreement with the experimental data and even account for the difference
between the deuterated and non-deuterated sample.
The strong correlation between the calculations of ∆ and the experimental
data indicate that the muon stopping site is a form of linear I-µ-I state analogous
with those seen in previous fluoride studies.41 It would be possible to get a more
accurate stopping site using very complex and expensive computational analysis.
Based on the electrostatic potential and the similarities between fluoride and
iodide it is most likely that the muon is stopping near the iodide and the extra
expense to find the exact stopping site is unnecessary.
4.5 Calculating the Iodide Diffusion Coefficient
With the fluctuation data and Equation 5.2 it is possible to calculate the diffusion
coefficient of iodide (DI). In Equation 5.2 Ni is the number of accessible paths
in the i-th path, si the jump distance between iodide sites, Zvi is the vacancy









The diffusion coefficients (Figure 4-12) were calculated using the model for
iodide diffusion presented by Eames et al..13 This assumes there is just one mech-
anism for diffusion but eight possible pathways. A jump distance of 4.49 Å, cal-
culated from neutron diffraction data for the inter atomic distances was used.42
A vacancy fraction of 0.4 %, as calculated by Walsh et al. was used.43 The calcu-
lated diffusion coefficient at 410 K was 2.5× 10−12 cm2s−1 and this decreased to
2.56× 10−13 cm2s−1 at 370 K.
Extrapolating Figure 4-12 to 300 K gave a diffusion coefficient of
7.38× 10−14 cm2s−1. Eames et al. predicted a diffusion coefficient of 10−12 cm2s−1
at 320 K which is approximately one order of magnitude greater than what was
measured here at 320 K (1.12× 10−13 cm2s−1).13 At the time of writing there were
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Figure 4-12: The change in DI between 370 and 400 K for MAPI with values
calculated directly from the individually measured ν data
no other predictions or calculations of the diffusion coefficient for iodide motion
to compare with. The value of the calculated diffusion coefficient is sensitive to
the vacancy fraction used. Doubling the vacancy fraction from 0.4 % to 0.8 %
gives a diffusion coefficient of 1.48× 10−13 cm2s−1 at 300 K. In this experiment
iodide transport is only observed above 360 K but that does not mean that it is
not occurring at lower temperatures. The diffusion coefficients measured here are
at the lower limit of what is observable using µSR. This means that, at lower
temperatures, the iodide diffusion is likely still occurring but is unobservable be-
cause the movement of the ions is too slow to have an effect on the field that
would impact the muon spin before decay.44
4.6 Material Stability
During the µSR measurements the temperature of both perovskite samples were
raised to 410 K. Perovskites are known to degrade easily under a variety of
conditions so it was important to prove that the material had not been damaged
by the measurement. In an attempt to unequivocally rule out degradation as
a cause of the high temperature change in the fluctuation data, three different
methods were used to show that there had been no change to the material. Firstly,
thermogravimetric analysis was performed on a MAPI sample between 300 K
and 450 K. No obvious mass loss was observed in both the TGA trace(the 1st
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derivative is also presented). The TGA data is in agreement with previously
observed thermal analysis on MAPI (Figure 4-13a,b) where the first mass loss,
apart from moisture from the sample, occured at 523 K. This is the loss of HI
and is quickly followed by the loss of CH3NH2.
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Secondly, pXRD analysis was performed on the MAPI sample both before
and after the µSR experiments. There were some small changes in peak shape
and intensity before and after the muon experiment, but the position of the peaks
remained unchanged. This indicates that there were some small changes to the
crystal shape or size during the experiment. This is likely to have occurred due
to the large temperature range and long experimental time used but would be
unlikely to have an impact on any observations made during the µSR experiment.
The most important information from the pXRD is the absence of any peak at
2θ = 12◦ associated with the presence of PbI2, suggesting no degradation of the
perovskite material had occurred (Figure 4-13c). Thirdly, after the initial muon
measurements were taken, one of the samples was cooled to 100 K and repeat
data were acquired at a few temperature points and there was no change in the




Figure 4-13: (a) Thermogravimetric analysis of MAPI between 300 K and 450 K.
(b) The 1st derivative of the TGA data. c) pXRD patterns of MAPI before (red)
and after (black) the µSR experiment.
4.7 Deuterated Devices
To further compare the diffusion properties and to see if deuteration impacts per-
formance, devices of MAPI and d6-MAPI were fabricated. The performance and
impedance response of the cells was then compared. To ensure there was no dif-
ference in properties of the thin films, XRD and UV-Vis analysis was performed.
The Tauc plot of the two different films showed that there was an almost negligi-
ble difference in band gap between the two films (Figure 4-14a). The two different
films also produced identical XRD patterns. (Figure 4-14b). The XRD patterns
showed that the films were very crystalline. These two techniques showed that
113
the deuterated cation was not having an impact on the crystalline and electronic
properties of the material.
(a) (b)
Figure 4-14: (a) Tauc and (b) XRD plots for thin films of MAPI (blue) and
d6-MAPI (red).
The JV response was compared for four cells of inverted
NiO/Perovskite/PCBM/BCP/Ag cells made using an ethyl acetate anti-
solvent drip. Some of the pixels produced no response due to short circuiting of
the device during manufacturing and these data points were not included in the
overall statistical analysis shown in Figure 4-15. The champion efficiencies were
10.65 % and 9.89 % for MAPI and d6-MAPI respectively. The average efficiency
for the d6-MAPI cells was slightly lower than MAPI. This is unlikely to be a
significant difference and would disappear if a larger sample size of devices was
used. The other three important PV parameters, VOC, JSC and Fill Factor, were
unchanged with the deuterated cation.
The JV response of the two types of device is shown in Figure 4-16a. There
was a small amount of hysteresis present in both types of cell. Differences in
hysteresis between MAPI and d6-MAPI was compared by calculating their hys-
teresis index. The hysteresis index was calculated using the equation from Kim









Figure 4-15: Efficiency, JSC, VOC and Fill Factor data for MAPI and d6-MAPI.
reverse scan at 80% of the VOC.
46 The current at 80 % is used because this is the
point where the largest degree of hysteresis is typically observed. The average
hysteresis index for the two sets of cells shown in Figure 4-15 was 0.145± (0.062)
and 0.190 ± (0.049) for MAPI and d6-MAPI respectively (Figure 4-16b). The
average difference in hysteresis between the two types of device is quite mini-
mal with MAPI being slightly lower. The two averages are within one standard
deviation of each other indicating that any difference could likely be attributed
to difference in device performance and not a change to any internal dynamics




Figure 4-16: a) JV curves of pixels of MAPI and d6-MAPI, both pixels were of
cells with an overall efficiency of 9.3 %. b) A box plot of the hysteresis index for
MAPI and d6-MAPI cells.
4.8 Conclusions
In this chapter a muon spin relaxation study of MAPI and d6-MAPI was pre-
sented. The initial study into MAPI showed that there were two distinct processes
occurring in the material that were affecting the muons in the sample. Compar-
ing the MAPI data with a per-deuterated MAPI analogue indicated that the
lower temperature process was slightly impacted by the change in cation whereas
the high temperature feature was mostly unchanged. The only minor change
to the activation energy (from 0.172 eV to 0.154 eV) at high temperature and
its agreement with an analogous NMR study indicate that iodide diffusion was
being observed at high temperature. Further experiments replacing the anion
with bromide and altering the cation would help to further confirm that the high
temperature process was iodide diffusion.
Using the fluctuation muon data, the diffusion coefficient of what was assumed
to be iodide at various temperatures was calculated giving a room temperature
value of 7.38× 10−14 cm2s−1. This diffusion coefficient was the first experimen-
tally measured value and was approximately one order of magnitude lower than
the computationally predicted value at the same temperature. The impact of the
deuterated cation on cell performance and EIS was also investigated, showing
minimal difference to regular MAPI samples.
116
The stopping site of muons within MAPI and d6-MAPI samples was also
approximated using local field calculations. The ∆ for both perovskites was cal-
culated in each phase and the calculated values for muon stopping in between two
iodide ions forming a linear I-µ-I state were similar to the experimental values.
Therefore, it can be concluded that the most likely stopping site is in between
two iodide ions forming a linear I-µ-I state.
This chapter has shown that µSR is a robust tool to probe iodide diffusion in
perovskites without using external stimuli. The next chapter of this thesis will
investigate the diffusion of iodide in three different mixed cation perovskites.
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Mixing of cations to improve the performance and stability of perovskites cells has
become an essential part of perovskite research.1–6 The initial mixing of 40 mol%
formamidinium (FA) and methylammonium (MA) 60 mol% in 2014 by Pellet
et al. showed the potential of mixed cation perovskites as device performance
was improved comapared to single cation perovskite devices.6 Since the initial
MA/FA study, the top performing cells make use of a mixed cation formula with
the current best performing cation stoichiometry being Cs0.05(FA0.83MA0.17)0.95.
6,7
As well as caesium and formamidinium, there have been several other cations
of varying sizes from rubidium up to guanidinium (GA) that have been incorpo-
rated into perovskite solar cells.1,3,8 Partial substitution of almost any appropri-
ately sized cation appears to improve efficiency and stability.2,9,10 For GA, 14%
substitution into MAPI increased device stability and efficiency by 7%.4 Early
work with Cs+ substitution showed that 10% substitution increased device effi-
ciency by 40%.11 FA substitution is well studied and initially 40% FA substitution
gave the largest efficiency increase due to improved photon harvesting in the red
region of the light spectrum.6 This ability to increase efficiency and stability is
invaluable in the pursuit of commercial relevance for perovskite solar cells.12
Mixing of cations in perovskites can lead to some phase separation or the
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Table 5.1: The size and structure of MA and the three other cations covered in
this study.









formation of 2D perovskites. For FA/MA substitution, if the ratio of MA is
below 20 % then the yellow δ-phase becomes prevalent as the MA is needed to
stabilise the black α-phase.13 It has also been reported that caesium lead iodide
perovskites are polymorphic with an α and δ phase but thorough investigation of
the impact of Cs/MA mixing on the phase stability has not yet been performed.7
For GA/MA mixing the perovskite remains in phase pure in a 3D tetragonal
perovskite up to 25 % substitution of GA after which the lattice becomes strongly
distorted making a non tetragonal perovskite.4
What is unknown with cation substitution is the impact on the internal dy-
namics of the material. The diffusion of iodide in standard MAPI has been well
covered using a variety of methods and we have studied it using the new technique
µSR outlined in the previous chapter.14–16 Meanwhile, there are almost no stud-
ies of ionic motion in other pure perovskites such as formamidinium lead iodide,
caesium lead iodide and mixed cation perovskites. Understanding how cation
substitution impacts ion dynamics is important for improving device stability
and guiding the design of future materials.
In this chapter µSR was used to investigate iodide diffusion in partially sub-
stituted perovskites using the cations shown in Table 5.1. Cs+, formamidinium
and guanidinium were chosen for their size with one smaller, one larger and one
substantially larger organic cation. The level of substitution selected was 5 mol%
to minimise the changes to the overall perovskite structure so as best to compare
with MAPI.
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5.2 Powder Synthesis and Analysis
The three perovskite powder used in this study were synthesised using the same
hot casting method from the previous muon study (Section 4.2). The same
method was used to minimise the impact of fabrication method on the diffu-
sion properties.17 pXRD spectra (Figure 5-1) showed that the small amount of
substitution did not have an impact on the crystal structure and the material
was all in a single tetragoanl phase 3D perovskite. Crucially, there was no sign
of the characteristic PbI2 peak at 2Θ = 12
◦. This is similar to what other mixed
cation studies on thin films have observed when investigating low substitution
concentrations where they observed no change to the XRD pattern with 5 mol%
cation substitution.2,4,6,10
Figure 5-1: pXRD patterns for the three mixed cation perovskites studied in this
chapter and MAPI for comparison.
NMR was used to confirm the amount of substitution in the perovskites; this is
a quick and easy method that has been previously used in MA/FA studies.18 In the
case of GA and FA, the integrals of the peaks for MA and GA/FA were compared
directly. For FA substitution, when the MA peak was set to 95 the corresponding
FA peak was equal to 1.45 (Figure 5-2a). As the FA peak corresponds to only 1
proton and the MA corresponds to 3, the FA signal can be tripled giving a total
substitution of 4.35 mol%. Using the same procedure for the GA substituted
powder gave integrals of 95 for the MA and 10.27 for the GA. The GA peak
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corresponds to 6 protons so halving the value gave a total substitution of 5.14
mol% (Figure 5-2b).
This technique does not work directly for Cs+ susbtitution as there are no
protons on Cs+. Therefore, the method was adapted by mixing known quantities
of acetonitrile (ACN) and Cs0.05MA0.95PI3 in the NMR sample. The integral of
the ACN and MA hydrogens was subsequently compared to calculate a quantita-
tive value for the percentage of MA in the perovskite. The remaining percentage
of cation was then attributed to Cs+ (Figure 5-3) giving 4.3 mol% substitution
of Cs+ into the perovskite. While only one of the powders contained exactly
5 % of the substituted cation the impact of the cations should still be observable
and comparable. It was also important to prove that mixing ratios of cations in




Figure 5-2: 1H NMR spectra of a) FA0.05MA0.95PbI3 and b) GA0.05MA0.95PbI3.
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Figure 5-3: 1H NMR spectra of Cs0.05MA0.95PbI3 with ACN as a comparison peak
5.3 µSR Analysis
The muon analysis performed here followed the same procedure as the MAPI/d6-
MAPI study where four different longitudinal fields are applied at each temper-
ature over a range between 50 and 400 K. The temperature range used for each
sample was intended to be the same as the MAPI experiment. However, the
sample was not always perfectly heated so there are occasional differences be-
tween the applied temperature and the internally measured temperature. This
minor difference explains the slightly larger range in the temperatures used for
the mixed cations and why the temperature of measurements is not always the
same between samples.
5.3.1 Guanidinium Substitution
Data for each cation substituted material is first presented, the results will then
be discussed and compared in Section 5.3.4. Some examples of raw data for 5%
GA subsitituted perovskite is shown in Figure (5-4). At 50 and 110 K the raw
data was similar to that seen for MAPI in Section 4.3 where 50 K was a mostly
static environment and 110 K was more dynamic (Figure 5-4a and b). The 350 K
data was also the same as MAPI (Figure 5-4c). The biggest difference occurred
when the temperature was increased to 400 K where the muon environment was
unchanged in the GA substituted perovskite unlike MAPI where the muon envi-
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ronment became more dynamic (Figure 5-4d).
(a) (b)
(c) (d)
Figure 5-4: Raw muon data for GA0.05MA0.95PI3 at a) 50 K, b) 110 K, c) 350 K
and d) 400 K. Also shown are the results of fitting the data to a dynamic Kubo-
Toyabe function.
It is important to note that muon stopping sites are likely to be unaffected by
the substitution of the cation. For GA substitution electrostatic potential calcu-
lations were performed by Dibya Ghosh and the resulting contour map is shown
in Figure 5-5. It is clear that the most electronegative areas of the perovskite
were still the iodide sites. The substitution of 5 mol% had minimal impact on the
electronegativity meaning the stopping site were still be between two adjacent
iodide ions.
The raw data for GAMAPI was fitted using the same dynamic Gaussian Kubo-
Toyabe function multiplied by an exponential relaxation rate that was used for
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Figure 5-5: Electrostatic potential contour map of GA substituted perovskite
with a scale in electronvolts.
(a) (b)
Figure 5-6: The temperature dependence of a) fluctuation rate and b) local field
in GA0.05MA0.95PI3.
MAPI (Equation 4.1). The change in local field distribution and fluctuation rates
with temperature are shown in Figure 5-6. The fluctuation rate was constant until
80 K where it increases from 0.05 MHz to 0.5 MHz at 140 K. After 140 K ν drops
down to 0.15 MHz where it remains unchanged until the end of the temperature
range of the experiment. The local field at 50 K was 0.25 MHz before decreasing
to 0.07 MHz. This decreasing of the local field was caused by the same motional
narrowing effect discussed in Section 4.3.
5.3.2 Caesium Substitution
The raw data for the smallest of the three cations used in this study, Cs0.05MA0.95PI3
is shown in Figure 5-7. At 50 K there was minimal dynamics with the data ap-
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pearing similar to a static Kubo-Toyabe relaxation function with a minima and
then a tail at 1/3. As the temperature increased to 110 K the environment became
more dynamic reducing both the minima and the 1/3 tail of the asymmetry. At
350 K the raw data is visually similar to MAPI. Finally, at 400 K the environment




Figure 5-7: Raw muon data for Cs0.05MA0.95PI3 at a) 50 K, b) 110 K, c) 350 K
and d) 400 K. Also shown are the results of fitting the data to Equation 4.1 for
a and b and Equation 5.1 for c and d.
The fitting of the CsMAPI data at temperatures up to 340 K used the same fit-
ting equation as GAMAPI and MAPI (Equation 4.1). A change in the relaxation
after 340 K meant the data had to be modelled using a different fitting equation.
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Figure 5-8: Raw muon data during the first five seconds of an experiment at
400 K for MAPI, Cs0.05MA0.95PI3 and FA0.05MA0.95PI3. The data is offset by 2%
asymmetry so that it can be more easily visualised.
Initial attempts to fit with Equation 4.1 did not give the desired quality of fit
due to a small decay in the asymmetry in the first 3 µs of the measurement. This
slight difference can be seen in Figure 5-8a where the initial muon relaxation is
different between the CsMAPI and FAMAPI samples when compared to MAPI.
An important point to note about the second exponential component is that
it disappeared when the sample was cooled back down to 200 K. This disappear-
ance indicates that the second exponential was not caused by degradation of the
sample. The most likely origin of the extra relaxation component is the formation
of muonium (Mu) in the sample. Muonium is formed when a muon picks up an
electron to form a neutral species similar to atomic hydrogen.19 The formation of
a fraction of Mu would be clear in the transverse field (TF) measurements taken,
to correct the asymmetry, as the overall asymmetry would be decreased. The Mu
fraction would be depolarised and therefore would not decay, decreasing the total
asymmetry for those samples.
Figure 5-9 shows the TF measurements for FA and Cs substituted perovskites
as well as MAPI. These measurements were taken at room temperature with an
applied field of 100 G. The overall asymmetry was not reduced between the three
different perovskites showing that no Mu fraction was formed at this temperature.
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Figure 5-9: Comparison of the transverse field measurements of MAPI,
Cs0.05MA0.95PI3 and FA0.05MA0.95PI3 at 300 K with an applied field of 100 G.
Unfortunately the calibration measurements were only run at 300 and 50 K as
measuring the TF response at every temperature is not the standard methodology.
A TF measurement for the three samples at greater than 350 K would give the
clearest indication of the formation of Mu in the FA and Cs perovskites. It is
not clear why Mu is formed in FA and Cs perovskites but not the others. It is
difficult to give a conclusive reason as there are not many differences between the
samples that would give an obvious reason for it and there is not a lot of data.
The most likely situation is that Mu would be formed in the other perovskites
tested but only at higher temperatures.
To account for this change, a second component was added to the fitting
equation.
A0PLF (t) = AKT exp(−λt)GDGKT (∆, ν, t,HHF ) + A2exp(−λ2t) + ABG (5.1)
The new equation (Equation 5.1) contains a second exponential relaxation (λ2)
and a second asymmetry component (A2) that relates to the asymmetry of the
second component. The second exponential had an amplitude of about 1% asym-
metry over the entire temperature range that it was required. The fact that the
2nd component was so small meant that it did not have a noticeable impact on
the fitted ν and ∆ data.
The change in ν and ∆ with respect to temperature is shown in Figure 5-
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(a) (b)
Figure 5-10: The temperature dependence of a) fluctuation rate and b) local field
in Cs0.05MA0.95PI3.
10. The change in ν with respect to temperature was similar to that observed
for MAPI with an initial plateau followed by an increase at 100 K followed by
a decrease above 150 K. The temperature where the decrease in ν occurs cor-
responds to the perovskite’s phase change (Figure 5-10a). The fluctuation rate
then remained flat at 0.15 MHz before a second increase at 350 K. The local field
decreased with increasing temperatures (Figure 5-10b). This decrease was caused
by motional narrowing associated with an increasingly dynamic environment.
5.3.3 Formamidinium Substitution
The raw FA substituted data (Figure 5-11) was very similar to the Cs+ data.
Once again, the 50 K asymmetry showed a mostly static environment becoming
more dynamic at 110 K. At 350 K the data was similar to all of the previous
samples with no real initial decrease in the asymmetry. The 400 K asymmetry




Figure 5-11: Raw muon data for FA0.05MA0.95PI3 at a) 50 K, b) 110 K, c) 350 K
and d) 400 K. Also shown are the results of fitting the data to Equation 4.1 for
a and b and Equation 5.1 for c and d.
As with the CsMAPI data, the FAMAPI data was fit using Equation 4.1 at
temperatures below 330 K and then Equation 5.1 above 330 K. The resulting
change in ν and ∆ with respect to temperature is shown in Figure 5-12. The
fluctuation rate (Figure 5-12a) initially remained unchanged until 100 K where
there was a sharp increase until 160 K where it decreased back down to 0.15 MHz.
The fluctuation rate then remained unchanged until 350 K where it increased to
0.45 MHz. The local field (Figure 5-12b) started at 0.225 MHz before decreasing




Figure 5-12: The temperature dependence of a) fluctuation rate and b) local field
in FA0.05MA0.95PI3.
5.3.4 Comparison of Muon Spin Relaxation Data
The change in ν with temperature for all the samples over the full temperature
range is shown in Figure 5-13a along with MAPI for comparison. The partially
Cs+ and FA substituted perovskites followed a similar trend to the results for pure
MAPI with two thermally activated processes occurring, one at low temperature
and one at high temperature. The partially GA substituted perovskite, unlike
MAPI, had only one thermally activated process which was at low temperature.
Overall, the low temperature processes were all similar to MAPI as shown in
Figure 5-13b. The FA substituted perovskite was the most unique with the total
fluctuation rate at low temperature not reaching as high a level as the other three
perovskites.
The activation energies for all of the processes were derived from Arrhenius
plots (Figure 5-14) and the resulting values are listed in Table 5.2. At low temper-
ature the Ea of partially FA and GA substituted perovskites was approximately
0.02 eV lower than that of MAPI. The Ea of Cs
+ substituted perovskites was
the same as that calculated for MAPI. It is difficult to say what was causing
the difference in activation for the low temperature process. It could be a slight
expansion of the lattice caused by the larger cations making the rotation of the
cation easier whereas the contraction from the smaller cation was not causing the




Figure 5-13: The resulting ν against temperature data for the three mixed cation
perovskites acquired from fitting the raw muon data and MAPI for comparison a)
is the full range of temperatures and b) shows the same data magnified between
70 and 140 K to show more clearly the low temperature region.
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Table 5.2: Ea of mixed cation perovskites at high and low temperature as mea-
sured by muon spin relaxation.
Ea (eV)




MAPbI3 (Chapter 4) 0.072(±0.005) 0.174(±0.010)
tion changes the low temperature structure, producing a definitive answer for the
cause of the difference shown here would be difficult.
At high temperature the Ea for Cs
+ and FA was marginally higher than that
of MAPI (see Table 5.2). When the margin of experimental error is considered,
it could be argued that the Ea for Cs
+ is the same as MAPI as it is within one
standard deviation. Further measurements to improve the accuracy of the results
would help to determine if there is a statistically significant difference between the
Ea of the two materials. Meanwhile, the Ea for partially FA substituted perovskite
is outside of the error range and can therefore be considered to be higher. The
Ea of GA could not be calculated as there was no temperature dependent process
to produce an Arrhenius plot from. The cause of this change in activation energy
is discussed in section 5.3.7.
The change in local field with respect to temperature for the three partially
substituted perovskites is shown in Figure 5-15 alongside MAPI for comparison.
The change in ∆ is similar to MAPI for all three of the partially substituted
perovskites. All samples start with a local field of approximately 0.22 MHz which
decreases to 0.07 MHz at around 160 K. The local field then fluctuates slightly
before plateauing above 300 K. This early decrease is what would be expected due
to motional narrowing of the local field as discussed in Section 4.3. A local field





Figure 5-14: Arrhenius plots for Cs0.05MA0.95PbI3 at a) high temperature and b)
low temperature, FA0.05MA0.95PbI3 at c) high temperature and d) low tempera-
ture and GA0.05MA0.95PbI3 at e) low temperature.
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Figure 5-15: Change in ∆ data with respect to temperature for all the mixed
cations and MAPI for comparison.
5.3.5 Diffusion Coefficients
As in the previous chapter the diffusion coefficient at various temperature can be
calculated using equation 5.2. The resulting DI values for Cs0.05 and FA0.05 are









Despite the minimal change in the Ea, the DI for Cs0.05 is decreased slightly
compared to MAPI. The DI decreases from 7.92× 10−13 cm2s−1 at 400 K in MAPI
to 3.53× 10−13 cm2s−1 in CsMAPI. This change in diffusion coefficient is due to
the shift of onset of the high temperature process in the ν data. The DI for
FA0.05 is also slightly lower than that of MAPI with a DI of 3.34× 10−13 cm2s−1
at 400 K. As with the Ea, the lack of change in fluctuation at high temperature
for GA0.05 means there were no diffusion coefficients calculated.
5.3.6 Comparison with Impedance
This project was part of a wider study investigating partial cation substitution
in perovskites. These three cations, as well as several others, were studied us-
ing electrochemical impedance spectroscopy (EIS) by Sam Pering. In these EIS
experiments inverted perovskite device were manufactured and an external AC
voltage with varying frequency was applied while the devices were illuminated.
The resulting impedance of the devices were measured and presented as Nyquist
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Figure 5-16: Calculated diffusion coefficients of Cs+ and FA substituted per-
ovskites compared with MAPI.
Figure 5-17: An example Nyquist plot that is produced from analysis of a MAPI
device.
plots. An example Nyquist plot acquired from EIS analysis of a MAPI device
is shown in Figure 5-17. The plot contains three distinct features, one at low
frequency, one at middle frequency and one at high frequency. To calculate
the activation energy of iodide diffusion for perovskite devices measurements are
taken at a range of temperatures and the time constant for the low frequency
feature is obtained by fitting the data to three simple semi circles.14 An Arrhe-
nius plot of the time constants then gives the Ea of iodide migration. For this
project, activation energies for iodide diffusion in complete devices made with
the partially substituted perovskites were calculated and the results are shown in
Table 5.3 next to the activation energies measured using µSR.
As with the µSR study, GA substitution of just 5% completely eliminated io-
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dide diffusion therefore no activation energy could be calculated. The impedance
data showed that either FA or Cs+ substitution raised the Ea of iodide diffusion.
This follows a simialr trend to the µSR experiments where Cs+ caused small
increase in Ea and FA caused a slightly larger shift. The overall Ea for the EIS
studies was just over double the value from µSR. It has been shown previously
that different crystal sizes give different Ea values so it is logical that a thin film
would differ to powder sample.17 It is also possible that the impedance study is
measuring a combination of factors not just bulk iodide diffusion. As a full de-
vice is used there are activities occurring at the interface and also recombination
factors as the process involves the generation of free carriers.
5.3.7 Computational Modelling
To compliment the experimental work, ab initio studies were performed by Dibya
Ghosh to compare the activation energy results and investigate if there is a molec-
ular explanation for the change to ion migration. The results of this modelling
showed that when 20 % Cs+ is substituted into the lattice the Ea of increased
from 0.44 eV to 0.50 eV. The same trend is observed with the larger guanidinium
cation but to a greater extent as the Ea increased to 0.78 eV. The changes in Ea
also follow a similar trend to the µSR data where Cs+ caused a small increase
and GA caused a much larger change.
The ab initio results suggest a possible cause for the increased activation
energy. When the differently sized cations are substituted into the perovskite
lattice it caused disruption of the lattice structure. The distortion causes the
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ion migration to take a more curved migration path out of the Pb/I plane. This
distorted path causes the activation energy increase.
The diffusion coefficient of iodide diffusion was also modelled. The model
demonstrated that for Cs+ the DI was one order of magnitude larger and for
GA it increased by five orders of magnitude. These modelling predictions agree
well with the µSR and impedance data. The increase in diffusion is larger than
that observed in the µSR experiment (Figure 5-16). This large change could be
attributed to the fact that the ab initio study used 25% substitution of Cs+. The
very large change in DI for partial GA substituted perovskites gives an indication
as to why no data from µSR can be observed in this sample. If the DI of MAPI is
increased by five orders of magnitude it would be well outside of the observable
diffusion rate range for µSR.
5.3.8 Muon Motion
It was shown in the Chapter 4 that the high temperature feature is not related to
the cation, the final point to consider in the µSR experiments is whether it is the
muon diffusing in an ionic environment or the ions diffusing around the muon.
With the extra data from the mixed cation study it is possible to compare the
results with other analogous muon studies on lithium ions, the impedance study
carried out by Sam Pering and literature values for iodide migration activation
energies to discount muon diffusion.
In previous muon studies on lithium performed by Sugiyama et al. a series
of lithium transition metal oxides were studied.22 In their work they looked at
Li diffusion in LixCoO2, LiNiO2 and LiCrO2 which are all structurally very sim-
ilar. The cobalt and nickel based oxides both show diffusion of Li whereas the
chromium sample does not. This is very similar to the experiment presented here
where some of the samples show diffusion and the GA sample does not. pXRD
showed that there was almost no structural change between the three samples
studied here as was the case with the transition metal oxide studies.22 In the
lithium metal oxide studies muon diffusion was discounted due to the stability of
muons around the O –2 sites up until high temperature. Based on the strength of
the iodide muon interaction shown in Chapter 4 when compared to that of O –2
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it is likely that the muons in this study are stable in their site up to 400 K. The
activation energy results in this study were also similar to literature values and
show the same trend with cation substitution as this study.15 It is highly unlikely
that the Ea of muon diffusion, would match so well with literature values of iodide
diffusion and also follow the same trend based on substitution.
5.4 Thermal Stability
The thermal stability of the perovskites was examined between room temperature
and 450 K. The resulting TGA traces shown in Figure 5-18a shows that there
was a mass loss of approximately 1.5 % and 1 % in the GA and FA perovskites
respectively. This small mass loss occurred at around 100 ◦C and does not equate
to any possible combination of by products being lost from the material. Small
mass loses at 100 ◦C have been observed previously in MAPI and were attributed
to water.23 The previous literature observations and the inability to attribute the
mass to anything in the perovskite make it likely that the small loss is residual
water on the sample. This TGA data indicates that all three perovskites were
stable beyond the temperature range used in the muon experiments.
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(a) (b)
Figure 5-18: a) TGA of the three mixed cation perovskites between 300 and 450 K
and b) the corresponding 1st derivative
5.5 Mixed Cation Devices
Full inverted architecture devices were fabricated to compare how the 5% sub-
stitution affects the performance and hysteresis. JV curves for the champion
pixels are shown in Figure 5-20a. All three of the cells produced JV scans with
some level of hysteresis. The average efficiency of the three cations compared
with MAPI are shown in Figure 5-19a. The addition of just 5 mol% Cs+ gave an
average efficiency increase of almost 3%. As the VOC of the MAPI and CsMAPI
were the same this increase was driven by a big increase in Fill Factor and a small
increase in average JSC (Figure 5-19b,c and d).
Calculating the hysteresis index for the individual pixels showed that on av-
erage the Cs+ substituted perovskites had the lowest hysteresis (Figure 5-20b).
The FA and GA perovskites had similar average hysteresis to MAPI (Chapter
4). This difference in hysteresis was likely caused by differences in the device
performance and not caused by any change in material properties as the average
Cs+ substituted device was better performing than the other three perovskite
devices. As hysteresis has been linked to ion migration it would be expected
that the substitution would cause a decrease in hysteresis as it decreases ion
migration. Despite the increased barrier to ion migration, only devices using




Figure 5-19: Box plots of a) %PCE, b) JSC c) VOC and d) Fill Factor for MAPI
and the three mixed cation cells.
mixing FA and MA can decrease hysteresis but these papers involve substitut-
ing 40 mol% FA.24 It is likely that the substitution is too small to observe any
dramatic impact on device hysteresis.
The band gaps of the three different perovskites remained almost unchanged
with only a few meV difference between them (Figure 5-21). This only minor
change is unlikely to have been the cause of the improved device efficiency and
hysteresis given that the best performing material had the slightly higher, there-
fore less optimal, Eg.
Atomic force microscopy (AFM) imaging of perovskite films on FTO/NiOx
substrates showed minimal differences between the films (Figure 5-22). The av-
erage crystallite size of the three films was a few hundred microns as is often
observed with anti-solvent deposition methods.25 The films of FA0.05 (Figure 5-
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(a) (b)
Figure 5-20: a) JV curves of the three mixed cation perovskites showing both
the forwards and backwards scan and b) the range of hysteresis index values for
devices made with the three mixed cation perovskites compared with MAPI.
Figure 5-21: Calculated tauc plot data for Cs0.5MA0.95PbI3, FA0.5MA0.95PbI3 and
GA0.5MA0.95PbI3
22b) and GA0.05 (Figure 5-22c) substituted perovskite contained more pinholes
than Cs0.05 (Figure 5-22a). This difference in film quality is the most likely cause




Figure 5-22: AFM images of films of a) Cs0.5MA0.95PbI3, b) FA0.5MA0.95PbI3 and
c) GA0.5MA0.95PbI3
5.6 Conclusions
This chapter sought to discover how small changes to the cation ratio of MAPI
impacted the diffusion properties of iodide. The behaviour of implanted muons
in perovskite samples was also investigated. First three different perovskite pow-
ders each with 5 % of MAPI changed to either formamidinium, guanidinium or
cesium were synthesised and characterised by NMR and pXRD to confirm that
the desired material was present. The three powders were subsequently studied
using µSR and the same procedure as the previous chapters MAPI study to allow
for easy comparison.
The results of the muon study showed that with all three perovskites just
5 mol% substitution caused the diffusion properties of the iodide in the material
to change by varying amounts for the different cations. For Cs+ the Ea increased
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slightly but the difference can not be confirmed to be statistically significant
due to the error margins of the experiment. With FA substitution, the Ea was
increased slightly, whilst for GA the Ea was unmeasurable as the diffusion had
been altered so much that it was no longer detectable by µSR. These activation
energy results were compared to impedance spectroscopy and a similar trend was
observed.
The diffusion coefficients for iodide were calculated using the µSR fluctuation
rate data. The results showed that the DI of the Cs
+ and FA substituted per-
ovskites decreased slightly when compared to MAPI. A DI for the GA perovskite
could not be calculated due to a lack of data from the µSR. These diffusion coef-
ficients were compared with ab initio calculations. The ab initio results observed
an order of magnitude decrease in DI for Cs
+ substitution and a five orders of
magnitude decrease for GA substitution. The experimental results followed a
similar trend and this large shift in diffusion is why the iodide diffusion in GA
substituted perovskites was not observed. The likely cause of this shift in activa-
tion energy and diffusion was shown using the ab initio studies where distorting
of the lattice and migration pathway when small amounts of cation substitution
is present was observed.
The most important conclusion from this chapter is that the substitution of
just 5 % guanidnium into the perovskite completely negated iodide diffusion in the
measured temperature range. This kind of impact on ion migration from cation
substitution has not previously been reported for perovskite solar cell materials.
148
References
(1) L. K. Ono, E. J. Juarez-Perez and Y. Qi, ACS Applied Materials and
Interfaces, 2017, 9, 30197–30246.
(2) S. R. Pering, W. Deng, J. R. Troughton, P. S. Kubiak, D. Ghosh, R. G.
Niemann, F. Brivio, F. E. Jeffrey, A. B. Walker, M. S. Islam, T. M.
Watson, P. R. Raithby, A. L. Johnson, S. E. Lewis and P. J. Cameron, J.
Mater. Chem. A, 2017, 5, 20658–20665.
(3) G. Giorgi, J.-i. Fujisawa, H. Segawa and K. Yamashita, The Journal of
Physical Chemistry C, 2015, 119, 4694–4701.
(4) A. D. Jodlowski, C. Roldán-Carmona, G. Grancini, M. Salado, M. Rala-
iarisoa, S. Ahmad, N. Koch, L. Camacho, G. De Miguel and M. K.
Nazeeruddin, Nature Energy, 2017, 2, 972–979.
(5) M. L. Petrus, J. Schlipf, C. Li, T. P. Gujar, N. Giesbrecht, P. Müller-
Buschbaum, M. Thelakkat, T. Bein, S. Hüttner and P. Docampo, Ad-
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and Mixed Halide Perovskites
6.1 Introduction
Substitution at the X-site of MAPI can lead to increased stability, performance
and the ability to tune the bandgap.1–4 The most common form of X-site substitu-
tion in perovskite PV research is bromide substitution. The mixing of bromide at
increasing concentrations can shift the band gap of the perovskite to higher energy
and also increase the moisture stability.1 Efficiencies of mixed iodide:bromide per-
ovskites rose to 16 % by 2014.5 More recently, mixing of anions produced some of
the top efficiency devices that have enhanced stability and reduced hysteresis.6,7
There has been much less research into MAPbBr than into MAPI and mixed
anion perovskties. The diffusion coefficient of bromide in pure MAPBr has been
recently measured in single crystals as 1.8× 10−8 cm2s−1 using electrochemical
impedance spectroscopy but this is the only study available.8 The lack of research
into MAPBr can be attributed to the fact that it does not have an ideal band gap
for photovoltaic devices.9 It has been shown that mixed halide perovskites present
interesting photoluminescence properties due to re-ordering of a random array of
bromide and iodide into an ordered structure via ion migration.10,11 This process
has only been observed under illumination and it is possible that bromide ions
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only diffuse under illumination.11 Due to the impact of ion migration on hysteresis
and perovskite stability, it is important to understand how it changes when the
halogen ratio in a system is changed.12
This chapter presents the first reported investigation of methylammonium
lead bromide using muon spin relaxation. Also included, is an investigation into
how the ion migration properties of two mixed anion perovskites, one containing
a 50:50 mix of I:Br and the other a 83:17 mix, differ from those of the pure
MAPI and MAPBr materials. Initially, the synthesis and characterisation results
are presented, followed by the µSR data analysis. Finally, the results and their
meaning are discussed.
6.2 Powder Characterisation
The three mixed anion powders used for this study were MAPbBr3,
MAPb(I0.5Br0.5)3 and MAPb(I0.83Br0.17)3. MAPbBr3 was selected to investigate
whether it was possible to observe bromide diffusion in perovskites using µSR.
The two mixed anion powders were selected to probe the change to iodide diffu-
sion caused by mixing with bromide. The powder with 17% bromide was chosen
as, at the point of writing, that stoichiometry of anions was used to make the
highest efficiency devices.6 The choice of 50% mixing was hopefully to allow the
diffusion of both anions to be observed in the material.
The powders were synthesied using the same hot casting method outlined
previously (Section 4.2). Characterisation of the three powders was performed
using pXRD and the resulting diffraction patterns are shown in Figure 6-1a.
Methylammonium lead bromide (MAPBr), which was an orange powder, was a
pure material with the same cubic structure that has been reported previously.1,13
Importantly, there were no PbBr2 peaks present in the pXRD pattern indicating
the full conversion to MAPBr3.
14
The mixed anion powders MAPI0.5Br0.5 and MAPI0.83Br0.17 were both black
in appearance and produced the pXRD patterns shown in Figure 6-1. For both
powders there was only one phase in the pXRD pattern. This was important
as mixed anion powders have been shown to be prone to phase separation.10,15
152
(a) (b)
Figure 6-1: a) pXRD patterns of MAPbBr3, MAPb(I0.5Br0.5)3 and
MAPb(I0.83Br0.17)3 and b) the same diffraction patterns with the x-axis enhanced
to show the 10 to 20 2θ range in more detail.
Importantly, there were no residual PbBr2 peaks and no peak at 2θ = 12
◦ which
is indicative of uncoverted PbI2. Both of the pXRD patterns were shifted to lower
angles indicating an expansion of the perovskite lattice with decreased bromide
concentration, this is shown clearly for the peaks around 14◦ (Figure 6-1b). The
results here match well with those previously observed by Noh et al. who showed
the incremental shift of the 14◦ peak with decreasing concentration of bromide
and how this increased the lattice parameters.1 As there are very few simple ways
to characterise the stoichiometry of mixed halide perovskites this shift in pXRD
and lack of PbI2 peak are the best indication that the desired perovskites had
been formed.
6.3 µSR Study of Methyl Ammonium Lead Bro-
mide
The three perovskite powders were studied at the ISIS pulsed muon facility using
the HIFI instrument. Initially, the MAPBr powder was analysed to discover
whether it was possible to detect bromide diffusion using µSR. As the previous
methodology (Section 2-13) was successful in detecting iodide diffusion it was
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replicated here. In brief, µSR measurements were taken over a temperature range
between 50 and 400 K at varying intervals depending on the expected activity at
the specific temperature range. Between 90 and 120 K measurements were taken
every 5 K and between 330 and 400 K samples were taken every 10 K. At each
temperature 4 individual measurements were taken at four different longitudinal
fields 0, 5, 10 and 20 Gauss. Once all of the raw muon data had been acquired
it was fitted using a dynamic Gaussian Kubo-Toyabe function multiplied by an
exponential relaxation (Equation 4.1).
(a) (b)
(c) (d)
Figure 6-2: Raw muon data for MAPbBr3 at a) 50 K, b) 110 K, c) 350 K and d)
400 K. Also shown are the results of fitting the data to a dynamic Kubo-Toyabe
function multiplied by an exponential relaxation.
An example of the resulting raw muon data with fits at temperatures of in-
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Figure 6-3: The temperature dependence of ν for MAPI (red) and MAPBr (black)
terest is shown in Figure 6-2. Similar to MAPI, at 50 K (Figure 6-2a) the muon
was experiencing a mostly static environment with a small amount of dynamic
fluctuations depressing the 1/3 tail. Increasing the temperature to 110 K (Fig-
ure 6-2b) showed an increase in the dynamic component of the muon spectra
with further loss of the tail and the minima increasing. When the temperature
was further increased up to 350 K (Figure 6-2c) and up to 400 K (Figure 6-2d)
the muon response was unchanged, this is different to MAPI where the dynamic
fluctuations increased as the temperature increased up to 400 K.
The temperature dependence of fluctuation rate (ν) for MAPBr is shown in
Figure 6-3 along with the data for MAPI as comparison. At low temperature ν
was unchanged until 100 K where there was small increase to 0.25 MHz. At 150 K
the fluctuation rate decreased to 0.05 MHz where it remained unchanged until the
end of the temperature range at 400 K. When comparing the response to MAPI
there are some clear differences; at low temperature the fluctuation rate does not
increase as much. After the intitial process the MAPBr3 fluctuation rate also
decreases to a lower level than MAPI. Finally, the biggest difference is at high
temperature where MAPBr3 shows no change in fluctuation rate whereas MAPI
shows an increasing fluctuation rate.
The low temperature process in MAPBr3 was thermally activated and an Ar-
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Figure 6-4: An Arrhenius plot of the low temperature process occurring in
MAPBr3
rhenius plot (Figure 6-4) produced an Ea of 0.026 eV. This Ea is a third of the
value measured for MAPI (0.072 eV). The two different types of perovskite, bro-
mide based and iodide based, do have different lattice parameters and therefore a
different cage size for the cation to occupy. The size of the cage in the orthorhom-






16,17 Based on the simple size of the cation cage it would
be expected that cation dynamics would be more difficult in MAPbBr3. Compu-
tational modelling of cation migration in MAPI and MAPbBr3 gave activation
energies of 0.84 eV and 0.70 eV respectively.18,19 These ab initio results show a
small decrease in cation migration dynamics when changing the halogen from
iodide to bromide. These results are not directly comparable to the experimental
results presented here as they were modelled on perovskites in the cubic phase.
They do however indicate that a lower cation activation energy for MAPbBr3
compared to MAPI is not impossible.
A possible explanation for the lower activation energy is a difference in the
hydrogen-halogen bonding interaction. Computational modelling of the interac-
tion between the halide and protons on MA+ has been carried out by El-Mellhoui
et al.20 In the modelling they showed that the hydrogen halogen interaction
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strength increased from iodide to bromide to fluoride in the tetragonal phase.
This would suggest that the activation energy should increase from MAPbBr3
to MAPI but halide-halogen interactions could be different in the orthorhombic
phase. It is possible that more complex interactions are occurring in the real
MAPbBr3 lattice. To make any definitive conclusions further studies into the low
temperature interaction would need to be undertaken.
With the low temperature process once again being attributed to cation mo-
tion in the cage it is clear from the ν data that bromide diffusion was not observed
using µSR in the temperature range selected in this experiment. There are four
possible explanations for this; bromide as an ion is not observable, the diffu-
sion is too fast, too slow or there is none. Bromide diffusion has been observed in
CsPbBr3 with an activation of 0.25 eV and also in MAPBr.
21 Perhaps surprisingly,
given the prevalence of MAPI data there are no calculations or measurements of
an Ea for Br diffusion in MAPBr in the literature but the diffusion of bromide
ions has been observed several times.8,22 Given the activation energy for bromide
diffusion in CsPbBr3, and the fact that other studies have observed bromide dif-
fusion, it is unlikely that it is not being observed in µSR because the ions are not
mobile.
Given the window of observable diffusion rates in µSR, it is likely that bromide
would appear in the window. The diffusion coefficients that are observable with
muons are between approximately 10−13 cm2s−1 and 10−8 cm2s−1.23 The only dif-
fusion coefficient currently published for bromide in MAPBr is 1.8× 10−8 cm2s−1,
this was measured using electrochemical impedance spectroscopy in the dark on
a single crystal with an applied voltage.8 This value is just inside the range of
measurable rates using muons. With MAPI the activation energy varies depend-
ing on film synthesis conditions and crystallite size and this is likely mirrored in
diffusion coefficient so it is hard to compare different measurement techniques.24
This spread of diffusion coefficients is also likely to be seen in MAPBr meaning
that it is very possible that the diffusion coefficient is outside of the measurable
range.
The properties of bromide indicate that it should be possible to observe bro-
mide diffusion using µSR. The properties of the nucleus compared with that of
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Table 6.1: Spin and magnetic moment information for nuclei whose diffusion have
been detected by µSR and bromine. All of this data was taken from the table of
nuclear moments by N.J. Stone.25






lithium, iodide and sodium are shown in Table 6.1. There are two prevalent iso-
topes of bromine so both have been included but their characteristics only differ
slightly. It is clear from the table that the basic properties of a bromide anion
make it amenable to detection using µSR. The spin is the same as that of sodium
and lithium with a nuclear moment almost identical to sodium. These similarities
make it plausible that diffusion of bromide could be detected using µSR but the
data for MAPBr clearly shows that it is not.
Based on the previously outlined explanations for why bromide diffusion is
not being detected, the most likely one is that the rate is to fast or slow to be
detected, most likely fast. With only one comparable result currently published
it is hard to say unequivocally that bromide diffusion rates would fall into the
detectable range for µSR, whereas the other two theories can be more easily
eliminated as possibilities based on current data. A higher temperature range
could have been explored to see if bromide diffusion appeared, which would have
indicated that it was too slow, but due to time constraints with the experiment
and the risk of sample degradation this wasn’t possible.
The local field data that was generated from the muon data fitting is shown
in Figure 6-5 along with a comparison to MAPI. The change in local field with
respect to temperature for MAPBr3 follows a similar trend to MAPI. The lo-
cal field started at 0.26 MHz then decreased to 0.06 MHz over the temperature
range. This change in local field is attributed to motional narrowing due to the
increasingly dynamic muon environment as the temperature is increased causing
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Figure 6-5: The change in ∆ with temperature for MAPI and MAPBr. The
dashed lines represent the two phase transitions that occur in MAPBr3. The
MAPI phase transitions occur at 160 K and 325 K.
a narrowing of the field being observed by the muon.
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6.4 µSR of Mixed Anion Perovskites
Despite not being able to detect bromide diffusion, the impact of halogen mixing
on iodide diffusion was subsequently investigated. To do this two different mixed
anion perovskites were studied, one with a 50:50 mix of I:Br and one with an
83:17 I:Br mix. The range of temperatures investigated here was limited to just
the high temperature region between 250 and 400 K due to experimental time
constraints.
During the experiment there were several problems with the magnets that were
used to apply the longitudinal field (LF) to the sample. For the MAPb(Br50I50)3
experiment all of the magnetic fields were shifted by −2.5 G. This shift made the
fields for 0 and 5 G appear to be the same. The 10 and 20 G fields were shifted to
become 7.5 and 17.5 G respectively. With the MAPb(Br17I83)3 experiment, the
0 and 5 G fields were the same as the previous sample. In addition to the 2.5 G
shift, the magnet providing the 10 G field was not functioning correctly and was
actually providing a field of 17.5 G. This field ended up being the same as the
20 G field measurements which were shifted to 17.5 G by the previously mentioned
problem with the magnet. These shifts in the LF fields were accounted for in the
data fitting and are clearly visible in the raw data for both of the sample (Figure
6-7 and 6-6). The issue with the magnetic fields limited the amount of usable
data collected for each sample. Having less data lead to slightly less reliable data
fits but the overall results were not greatly affected.
As with previous studies a Gaussian dynamic Kubo-Toyabe function multi-
plied by an exponential relaxation was used to fit the data and two examples of
raw data with fits for MAPBr50 is shown in Figure 6-6. The raw data remained
almost unchanged between 350 K (Figure 6-6a) and 400 K (Figure 6-6b). This
differs greatly from the previous µSR studies of MAPI where the muon response
changes dramatically at higher temperatures.
Figure 6-7 shows the resulting raw muon data and fits for MAPb(Br17I83)3 at
two different temperatures. The first temperature shown is 350 K (Figure 6-7a)
and the issue with the magnetic fields is quite apparent as there are two sets of
identical raw data. As with the previous two mixed halide samples there is very
minimal change between the 350 and 400 K raw data.
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(a) (b)
Figure 6-6: Raw muon data for MAPb(Br50I50)3 at a) 350 K and b) 400 K. Also
shown are the results of fitting the data to a dynamic Gaussian Kubo-Toyabe
function with an exponential relaxation function.
(a) (b)
Figure 6-7: Raw muon data for MAPb(Br17I83)3 at a) 350 K and b) 400 K. Also
shown are the results of fitting the data to a dynamic Gaussian Kubo-Toyabe
function with an exponential relaxation function.
Once all of the raw muon data had been fitted the resulting changes in lo-
cal field and dynamic fluctuation rates were compared with MAPBr and MAPI
samples. Figure 6-8a shows the fluctuation rate changes for the two mixed an-
ion perovskites with both showing a similar trend. Neither of the two mixed
anion perovskites showed a thermally activated change in dynamic fluctuation
rate between 250 and 400 K. The lack of response is the same as MAPBr3 and
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Figure 6-8: The change in ν with temperature for MAPBr, MAP(I0.5Br0.5)3 and
MAP(I0.83Br0.17)3. b) The same data with MAPI included for comparison
significantly different to MAPI.
How the local field changed with respect to temperature for the two mixed
anion perovskites is shown in Figure 6-9 along with MAPBr and MAPI for com-
parison. As the temperature increased ∆ for both 50:50 and 83:17 I:Br perovskites
decreased slightly. When the data is compared with MAPI and MAPBr3 (Figure
6-9 it is clear that the there is no difference in the local fields of MAPI and the
bromide based perovskites.
The muon results for the two mixed anion materials do not show any sign
of a high temperature process occurring. This is surprising as, especially with
the 83:17 mixture, there is a significant amount of iodide present in the material
which has been previously shown to diffuse and be detectable by µSR. Based on
the µSR results, it appears that the mixing of bromide and iodide restricts iodide
diffusion in the perovskite.
When it comes to literature there is very little with respect to ion migration in
bromide based perovskites and even less for mixed systems. Hoke et al. observed
a photoactivated process of phase segregation that had an Ea of 0.27 eV in a
mixed perovskite that was 40 % bromide.10 They attributed this phenomena to
reordering of the halide ions into iodide rich and bromide rich regions. It was also
observed that the perovskite returns to disorder when left in the dark. As the
µSR experiments were performed in the dark it is unlikely that this photoactive
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Figure 6-9: The change in ∆ with temperature for MAPBr (Black),
MAP(I0.5Br0.5)3, MAP(I0.83Br0.17)3 and MAPI
behaviour would be observed. Recent first principles calculations have shown that
ion migration is greatly restricted by half mixing bromide and iodide.26 It was also
theorised that the cause of this decrease in migration is due to shortening of the
Pb-I bond making it stronger thus inhibiting ion movement. These results agree
strongly with what was observed here for 50-50 halide mixing. It is plausible that
the same effect is the cause of ion migration loss in the 17 % Br perovskite.
To deduce how much of an impact the bromide is having further µSR studies
with lower concentrations of bromide should be performed to see if there is a cut
off point where diffusion ceases to occur or if it is a more gradual process. The
diffusion properties could also be investigated using electrochemical impedance




In this chapter ion diffusion in methylammonium lead bromide and two mixed an-
ion perovskites MAPb(I0.5Br0.5)3 and MAPb(I0.83Br0.17)3 was investigated. The
three powders were initially synthesised and characterised using pXRD before be-
ing studied using µSR. The µSR study of the full bromide perovskite showed that
detection of bromide diffusion was not possible between 40 and 400 K. The most
likely reason for not observing bromide diffusion was that the rate of diffusion
for bromide falls outside the measurable range for muons. There is no conclu-
sive evidence for this conclusion but it is the most compatible with the current
knowledge of µSR and of bromide diffusion in perovskites. The low temperature
process was still present in MAPBr3 and had an Ea of 0.026 eV which was three
times smaller than that of MAPI.
Next, two mixed anion perovskites were investigated to probe whether the
bromide was having an impact on the diffusion rate of the iodide. This time,
no iodide or bromide diffusion was observed between 250 and 400 K. As iodide
diffusion had previously been observed it was clear that the mixing of anions
was having an impact on the rate of diffusion for iodide. This altering of rate
was likely caused by a changing of the lattice making the perovskite more rigid
therefore increasing the activation energy for diffusion. In the future comparison
with experimental and in silico techniques would help to elucidate the exact
reason for the change in diffusion properties.
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Chapter 7
Ion Migration in Reduced
Dimensionality Perovskites
7.1 Introduction
Over the last few years, the range of cations that have been used to fabricate
perovskite solar cells has increased from a handful of small molecules to include
larger and more varied organic cations.1–4 This includes several larger cations
that do not lead to a traditional 3D perovskite structure, instead they form 2D
Ruddlesden-Popper perovskite films.5 Substituting 100 % of the A-site with larger
cations leads to formation of a material with 2D sheets of PbI6 octahedra with the
larger cations separating these sheets.6 2D perovskites are a lot more stable but,
due to poor charge transfer, have substantially lower device efficiency than their
3D counterparts.7 It is possible, by mixing the 2D and 3D perovskite together, to
improve the efficiency of cells while still retaining some of the improved stability,
these are known as 2D/3D hybrid perovskites.8
A few of the most common larger A-site cations are shown in Figure 7-1.
Amongst long alkyl chain cations, the most common is butylammonium (BA)
(Figure 7-1a).9 Substitution of up to 9 % BA can produce cells that retain the
efficiency of unsubstituted MAPI while retaining 80 % of their efficiency for over
3000 hours.10 Phenylethylammonium (PEA) has also been used to make 2D/3D
hybrids, with a stabilised efficiency of 15 % over 1000 hours (Figure 7-1b).3,11
The most recent success in 2D/3D hybrids was using 5-aminovaleric acid (AVA)
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(a) (b) (c)
Figure 7-1: Three of the more common cations used to fabricate 2D/3D hybrid
perovskites, a) Butylammonium iodide, b) Phenylethylammonium iodide and c)
5-aminovaleric acid hydroiodide.
(Figure 7-1c). Substitution of 5% AVA into the perovskite and the addition of
carbon contacts has produced cells that have been stable for 10000 hours.4,12,13
Vertically aligning the lead iodide octahedra to overcome poor charge transfer
in 2D/3D hybrid perovskites has recently become a method to improve stabil-
ity with minimal performance loss. This method was first used by Tsai et al.
when they deposited the 2D/3D hybrid perovskites at 150 ◦C creating a vertically
aligned 2D/3D perovskite.14 Since this discovery a few other methods using addi-
tives or precursor solvent engineering have been studied.15–17 The use of 2D/3D
hybrid perovskites in devices has led to important advances in long term stabil-
ity. A full understanding of their properties would help to further tune devices
leading to further performance advances.
In this chapter cells made with PEA substituted perovskites were investi-
gated using electrochemical impedance spectroscopy (EIS). The results of this
study were then compared to the impedance measurements on cells made with
another 2D/3D hybrid perovskite made using propylammonium (PrA) iodide.
Impedance was used to investigate how different cation substitution and size im-
pact ion migration in the perovskite material. Finally, two new novel fluorinated
organic cations were investigated with the goal of making the perovskite more
hydrophobic and therefore improving stability.
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7.2 The Impact of Phenylethylammonium on Ion
Migration
7.2.1 PEAPI Synthesis and Characterisation
PEA (Figure 7-1b) has previously been shown to create 2D/3D hybrid perovskites
and is an affordable, easy to synthesise A-site cation. PEA was therefore selected
for this investigation into the properties of 2D/3D hybrids. First the organic
cation was synthesised from the amine precursor using the method outlined in
Section 3.4. The cation was then substituted at various mol% into the 3D per-
ovskite by mixing two precursor solutions of 100% MAPI and 100% phenylethy-
lammonium lead iodide (PEAPI) in the desired concentrations. Thin films were
then fabricated on both FTO and microscope glass slides for XRD and UV/Vis
respectively.
Figure 7-2: A photo of films with varying concentrations of PEA cation with
100 mol% PEA on the left down to 1 mol% PEA on the right
The colour of the resulting films is shown in Figure 7-2 with the colour chang-
ing from a bright yellow at 100% PEA, to a black film at 1 mol%. These colours
are reflected in the change in the band gap (Figure 7-3a-d) as the onset of the
(Eg) shifts from approximately 1.6 nm to 2.3 nm with composition. The band
gaps were from Tauc plots presented in Figure 7-3.
The band gaps for concentrations between 0 and 10 % PEA substitution
were between 1.61 and 1.63 eV, with small variations attributed to errors in the
extrapolation process. The Tauc plot for 25 % PEA shows two possible band gaps,
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one at 1.775 eV and one at 1.83 eV (Figure 7-3b). The same double band gap
was observed for 50% PEAPI (Figure 7-3c) at 1.98 and 2.12 eV. Finally, the Eg
for 100 % PEAPI was calculated to be 2.3 eV which is what has been previously
observed (Figure 7-3C).3 The UV-Vis response of 25% and 50% PEAPI contained
several absorbtions at different wavelengths. Multiple band gaps are caused by
the material being formed from 2D/3D hybrids with varying n values, where n is
the number of layers of PbI octahedra in between space layers, as was previously
observed by Smith et al.11 These varying n value materials produce multiple band
gaps in the perovskite.
(a) (b)
(c) (d)
Figure 7-3: Tauc plots of a) 0 to 10-PEAPI b) 25-PEAPI c) 50-PEAPI and d)
100-PEAPI
Structural characterisation was performed on the materials using pXRD and
the resulting patterns are shown in Figure 7-4. The pattern for 100 % PEAPI
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(Figure 7-4a) contained a low angle peak at 6◦ that corresponds to the (002) plane
that dissects the PbI6 octahedra sheets and is indicative of a 2D perovskite.
3,18
The other labelled peaks present correspond to the (00l) plane, the lack of any
other perovskite planes shows that the crystal growth was preferentially along
the (110) plane and parallel to the substrate. There was also a substantial lead
iodide peak (13◦) showing that full conversion to perovskite was not achieved.
(a)
(b)
Figure 7-4: XRD data for films of a) 100-PEAPI and b) 1 to 50-PEAPI. The
dashed lines are the location of the FTO peaks used to calibrate the data.
As the concentration of PEA was decreased to 50 % the pXRD pattern
changed (Figure 7-4b). There was a very low angle peak at 4◦, this has pre-
viously been attributed to the (020) plane.3 The (020) plane goes through the
bottom of a group of PbI6 octahedra (see Figure 7-5). The peak shifts to lower
angle as the unit cell size increases and the distance between the bottom of two
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consecutive layers of octahedra is larger due to the fact that they are now grouped
together. The changes in XRD patterns with cation concentration are similar to
those observed by Cao et al. in BA based 2D/3D hybrid perovskites.18 They
observed a small PbI2 peak at 13
◦ but it is partly hidden by a peak due to the
(060) plane at 12◦.
Further lowering the concentration of PEA led to a pXRD pattern that looked
more like that of MAPI with large peaks at 14◦ and 28◦ corresponding to the
(110) and (220) planes.19 At 25 % PEA there were still some remnants of the
2D perovskite peaks but at 10 % and lower only 3D perovskite was visible in
the pXRD. The same patterns were observed by Quan et al. for low cation
substitution 2D/3D perovskite films made using PEA.3 These pXRD results agree
with the UV-Vis observations where the higher concentrations cause changes to
the structure and properties but up to 10 % there are no obvious changes.
7.2.2 Impedance Spectroscopy of PEAPI Cells
Inverted FTO/NiO/Perovskite/PCBM/BCP/Ag cells were made with perovskites
with PEA concentrations of 1, 2.5, 5 and 10 mol%. The resulting cell data is
shown in Figure 7-6. The impact of cation substitution on the efficiency of the
devices (Figure 7-6a) is quite clear as the efficiency decreases with increasing PEA
concentration. 10 mol% substitution lead to an average PCE of below 1 %. When
compared to MAPI devices, the efficiency of some of the 1 mol% substituted de-
vices is comparable. However devices showed a wide spread of efficiencies that
pulled the average efficiency value to below that of MAPI.
The decrease in efficiency is mirrored in the fill factor (FF) where the 1-
PEAPI cells have a similar FF to MAPI. The FF then decreases for 2.5-PEAPI,
5-PEAPI and 10-PEAPI. Interestingly, there is a very small increase in the mean
VOC with the addition of 1 % PEA. There is a big drop in JSC with increasing
PEA concentration with even 1-PEAPI having a JSC that is 75% of the MAPI
control cells.
Electrochemical impedance spectroscopy (EIS) has previously been shown as
an effective method to investigate the internal dynamics of perovskite devices




Figure 7-5: a) (002) plane in a fully 2D perovskite and b) (020) plane in a mixed
2D/3D hybrid perovskite
response of MAPI cells was shown in Section 5.3.6. In brief the response recorded
at room temperature shows three semi-circles in the Nyquist plot. As previously
discussed, these three semi-circles are labelled as high frequency (HF), mid fre-
quency (MF) and low frequency (LF). To extract time constants (τ) from the
three features, they were fitted with a simple semi-circle as has been done in pre-
vious EIS studies performed in the group.21 The feature of most interest in this
work is the LF response as this is the feature that is linked to ion diffusion.21,24,25
The HF response gives the geometric capacitance, Cgeo, and recombination resis-
tance, Rrecomb.
26
The temperature dependent Nyquist plots from EIS measurements taken be-




Figure 7-6: Solar cell data for several perovskites with varying concentration of
PEA a) %PCE, b) Fill Factor, c) Open Circuit Voltage and d) Short Circuit
Current Density
selected for this analysis was the best performing with an efficiency of 2 % and
a VOC of over 1 V. The diameter of the HF semi-circles was very large com-
pared to MAPI. The large HF semi-circle was caused by 10-PEAPI cells having
a small current leading to a large recombination resistance.27 The MF feature of
10-PEAPI has a strong, linear temperature dependence. An Ea of 0.21 eV was
calculated for the MF feature using an Arrhenius plot (Figure 7-7b). The gra-
dient of these Arrhenius plots is opposite of those shown in the µSR sections of
this work. The reason that the gradient of the lines is opposite is that in µSR
the value on the x-axis is a measure of frequency and in EIS the x-axis value is
a time in seconds. As frequency and time are inversely related to each other the




Figure 7-7: a) A nyquist plot of the impedance response for 10 PEAPI at various
temperatures in ◦C, b) an Arrhenius plot of the mid frequency time constants.
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The LF feature that is common in MAPI EIS, and is linked to ion diffusion,
was not present in the response of 10-PEAPI. The lack of LF response indicates
that iodide diffusion is too low to be measured in 10-PEAPI over the temperature
range used in this experiment. It is quite clear that the addition of 10% PEA to
the perovskite is having an impact on the ion diffusion. It should be noted that
the performance of the cell can have an impact on the IS response. It is possible
that some of the changes are related to the poor performance of the selected cell.
With the possibility that cell performance was having a big impact on the 2D/3D
EIS results the same investigation was performed with the a pixel from the higher
efficiency 1-PEAPI cells. These cells have an efficiency comparable to MAPI so
any changes are more likely to be caused by the material itself. The results of
the temperature dependent EIS for 1-PEAPI are shown in Figure 7-8a.
The size of the HF semi-circles were reduced when compared to 10-PEAPI
and were more similar to the usual response seen with MAPI. The change in HF
response is due to the increased JSC of the 1-PEAPI devices causing a decrease in
recombination resistance. The MF response was very similar to that of 10-PEAPI
with an Ea of 0.17 eV (Figure 7-8c). As was observed with the 10-PEAPI there
was no LF feature for 1-PEAPI.
It is clear from the EIS data that the addition of only 1% PEA can have a
significant impact on iodide motion. With 99% of the material being 3D MAPI
it is perhaps surprising that iodide diffusion appears to be completely eliminated
at room temperature. A full discussion of the EIS results is included after the
EIS results for vertically aligned 10-PEAPI and 10-PrAPI (Section 7.4).
7.2.3 Impedance Spectroscopy of Vertically Aligned PEAPI
Cells
As mentioned earlier in the section, 2D perovskites often show poor charge trans-
fer due to the preferential orientation of the iodide sheets parallel to the substrate
making electron/hole transfer to the contacts difficult.10 Some recent work by Tsai
et al. to vertically orient the sheets showed that this could dramatically improve
performance.14 This then inspired several other groups to investigate methods of




Figure 7-8: a) A nyquist plot of the impedance response for 1 PEAPI at various
temperatures in ◦C, b) an Arrhenius plot of the mid frequency time constants.
the need to heat the substrate to over 150 ◦C during the spin coating process,
requiring heat resistive spin coating equipment.
Since Tsai’s work a couple of alternative methods for vertically orienting the
growth have been discovered.17,28 The method that was used here to make ver-
tically oriented perovskites used an NH4SCN additive added into the precursor
solution.16 The method that first used the NH4SCN additive had a different sol-
vent system, processing method and cell architecture to that used in the previous
work in this chapter. With the often dramatic changes to film properties and
device performance based on processing, the films were first investigated to en-
sure that the additive was still having the same effect using the cell fabrication
methodology used in this work.
Films and devices were produced using the ethyl acetate anti-solvent method
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Figure 7-9: Photo of a 10-PEAPI film and a 10-PEAPI film made with NH4SCN
additive.
outlined in previous chapters (Section 3.6). The precursor solutions were made
using the same methodology as the non vertically-aligned 10-PEAPI. The only
difference between films is how much NH4SCN additive was added to each solu-
tion. The different concentration corresponds to the labelling of the samples for
example 0.125 M refers to a 10-PEAPI perovskite with 0.125 M additive.
The first and most obvious difference between films without and with additive
was in the visual quality of the films (Figure 7-9). Films made with additive were
greyer than those made without and were not as specular as films made without
the additive. Lower film quality is most commonly caused by the size and shape
of the crystallites and pinholes in the film. AFM was used to examine the nature
of the crystals formed during deposition (Figure 7-9). The film without additive
had few pinholes and was a compact film made up of many small crystallites. The
addition of additive caused the film to have more pinholes and larger crystallites.
It is clear from looking at the two films that the additive is having an impact on
how the perovskite crystallises.
The changes to the band gap of 10-PEAPI with varying concentrations of
NH4SCN was investigated. A band gap of 1.61 eV for the different concentration
of additives was derived from Tauc plots (Figure 7-11). There is an extremely
small difference between the three films with additives and the film without ad-
ditive. The difference can be attributed to small variations in film thickness and
extrapolation error.
The pXRD data for 10-PEAPI with three different additive concentrations
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Figure 7-10: AFM of a 10-PEAPI film and a 10-PEAPI film made with 0.0625 M
of NH4SCN.
Figure 7-11: Tauc plot derived from absorbance data and band gaps calculated
using linear fits for 10-PEAPI films with three different concentrations of NH4SCN
additive, no additive and a standard MAPI film.
and no additive are shown in Figure 7-12a (along with MAPI for comparison).
The first thing to note from the pXRD is that there were no peaks below 10◦ that
usually indicate the presence of 2D perovskite. With an increasing concentration
of additive there appeared to be some formation of lead iodide as shown by the
presence of the peak at 13◦. The addition of NH4SCN to the precursor solution
caused the peaks at 24◦ and 43◦ to increase significantly. The increase in these
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peaks can be explained by an increase in the order of the films. When the material
is randomly oriented this peak is restricted but the addition of NH4SCN helps to
orient the film making this peak appear far more intense.
(a)
(b)
Figure 7-12: a) XRD of thin films of MAPI, 10-PEAPI and 10-PEAPI made with
three different concentrations of NH4SCN. The dashed lines show the FTO peaks
used for calibrating the data. b) The same XRD patterns zoomed into the peak
at 2θ = 14◦
Interestingly, there was a shift in 2θ for the perovskite with the addition of
0.25 M of NH4SCN (Figure 7-12b). This shift was present in all of the peaks
indicating that there was a contraction in the lattice of the perovskite. This
is surprising as there is no obvious reason for this to occur given that it does
not take place for the other additive concentrations. It could indicate that some
NH +4 is being incorporated into the perovskite at these concentrations causing
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the lattice to contract slightly.
(a) (b)
(c) (d)
Figure 7-13: Cell data for 10-PEAPI with varying concentrations of NH4SCN
additive a) %PCE, b) Fill Factor, c) Open Circuit Voltage and d) Short Circuit
Current Density
Devices were made with precursor solutions containing 0, 0.03125, 0.0625,
0.125 and 0.25 M NH4SCN and the resulting JV data is shown in Figure 7-13.
There was a clear trend in the %PCE data (Figure 7-13a) with 0.0625 M being
the best concentration of additive with an average efficiency of 6 % and cham-
pion pixels nearing 9 %. Increasing the concentration above 0.0625 M caused a
small drop in average performance and decreasing the concentration produced a
substantial drop.
The other JV metrics were also changed by the addition of additive, Fill
Factor increased, VOC decreased and JSC increased until 0.0625 M then decreased
(Figure 7-13b-d). The main factor that caused the improved efficiency for the
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additive based perovskites was the large change in JSC. The large increase in JSC
indicates that the poor charge transfer that reduces efficiency in 2D perovskites
is not as dramatic after the addition of NH4SCN. These results agree with those
of Zhang et al. who first used NH4SCN as an additive.
16
To fully confirm the orientation of the perovskite, grazing incidence wide an-
gle X-ray scattering (GIWAXS) would need to be performed and due to time
constraints it was not possible to perform the required experiments. The im-
provement to device performance and the pXRD data indicate that there is at
least some orientation of the 2D/3D hybrid perovskite with the additive. The




Figure 7-14: a) A nyquist plot for the EIS response of 10 PEAPI containing
0.0625 M NH4SCN at various temperatures in
◦C and b) an Arrhenius plot of the
mid frequency time constants.
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EIS of the oriented 2D film was measured to investigate how the response
changed upon orientation. The results (Figure 7-14) showed some clear changes
when compared to the response of both non-oriented 10-PEAPI and regular
MAPI. The HF semi-circle in the Nyquist plot (Figure 7-14a) was reduced sub-
stantially when compared to the previous non-oriented 10-PEAPI due to the in-
creased current of the vertically aligned device. The MF element varied linearly
with changing temperature (Figure 7-14c) giving an activation energy of 0.10 eV.
This activation energy is half of that observed for the non-oriented perovskite.
There was no third semi-circle observed in the EIS response of vertically
aligned 10-PEAPI. As previously mentioned in this chapter, the LF semi-circle is
due to a frequency dependent increase in recombination resistance as ions move
to reduce recombination under the influence of the applied voltage. The time
constants can be used to calculate the Ea for ion motion. The lack of third semi-
circle shows that the diffusion of iodide in vertically aligned 2D/3D perovskites is
not occurring in the same temperature range as it does in MAPI. A full discussion
of the ion migration properties of PEAPI, vertically aligned PEAPI and PrAPI
is included at the end of the PrAPI section of this chapter (Section 7.4).
7.3 Propylammonium Iodide as an A-Site Cation
As previously discussed, there are a wide variety of possible large A-site cations
that can be introduced into the perovskite to form 2D perovskites. The sim-
plest cation is a long chain alkyl with an amine head group. When it comes
to alkyl amines, butylamine has been extensively investigated but other chain
lengths are far less prevelent in the literature. Propylammonium (PrA) has not
been investigated in great detail with only a few studies ever using it.15 Previ-
ously it was seen as an additive to improve the crystallisation of perovskite films
instead of an A-site cation.29 In this section the use of PrA as an A-site cation in
2D/3D perovskites is investigated. Films of PrAxMA1-xPI3 with varying x values
were characterised by UV-Vis, XRD and AFM. Cell performance, stability and
impedance of devices using various stoichiometric ratios was also studied. When
100 % of MA is substituted with 100 % PrA then the material is labelled as
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100-PrAPI. If the cation substitution was at 5 % then the label used is 5-PrAPI
and the varying numbers indicate the varying percentage substitution.
7.3.1 PrAPI Film Characterisation
Figure 7-15: PRAPI film photo.
Films of PrAMAPI with PrA concentrations of 5, 10, 20, 30, 40, 50 and
100 mol% were all made using the same ethyl acetate anti-solvent deposition
method used in previous sections of this thesis (Section 3.6). Figure 7-15 shows
the changing colour of the films with different mol% of PrA. As with other 2D/3D
perovskites, the colour changed from black at low PrA concentrations to yellow
at higher concentrations with 50 mol% being a deep red colour.3 For the films of
5 and 10 mol% PrA the films were dark brown. There was some clouding of the
low percentage films, this occurs with the ethyl acetate anti-solvent deposition
method. If the anti-solvent is added too late then the films take on a cloudy
nature.30
The films were analysed using UV-Vis and pXRD. The resulting UV-Vis
showed a steady increase in the band gap between 5 and 20 mol% PrA (Fig-
ure 7-16a). As the concentration of PrA increased to 30, 40 and 50 mol% the
band gap became less sharp due to the increased presence of 2D perovskite creat-




Figure 7-16: Tauc plots of PrAxMA100-XPbI3. a) Shows the perovskites up to
20 mol% PrA, b) shows the 30 and 40 mol% perovskites, c) shows the Tauc plot
of 5-PrAPI clearly showing the multiple band gaps present in the material and
d) shows the 100 mol% PrAPI perovskite.
here followed the same trend as those observed in previous 2D/3D hybrid studies
in this chapter as well as in the literature.3,31 When the perovskite was made with
100 mol% of PrA the Eg was 2.4 eV (Figure 7-16c). This band gap is similar to
that of fully 2D PEAPI from earlier in the chapter.
The band gap of the 100 mol% PrA perovskite is similar to that of PbI2 so to
prove that the material is actually a 2D perovskite XRD analysis was performed.
As well as looking at the 100 mol% PrA perovskite the other stoichiometric ratio
perovskites were also investigated with XRD (Figure 7-17). The XRD response of
100-PrAPI had a low angle peak below 10◦ that is characteristic of 2D perovskites.
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The 50-PrAPI diffraction pattern had a peak at 10◦ that again indicates the
presence of 2D perovskite. It was expected that there would be an even lower
angle peak that corresponds to the (002) plane as seen for 50-PEAPI in the
previous section. This predicted lower angle peak is likely would be occur below
the lowest angle measured here as the d spacing of the plane would be very small.
The low angle peak in 50-PEAPI was at 5◦. PEA is a much larger cation than
PrA therefore the unit cell size for 50-PrAPI is smaller making the d spacing
smaller and pushing the angle of the peak to below 5◦. The pXRD pattern for 40
mol% PrA showed the same peaks as 50 mol% except with a slight shift to the
right for the lowest angle peak.
Figure 7-17: XRD response for perovskites made with various concentration ratios
of PRA and MAI. The dashed line shows the FTO peaks that were used to align
the patterns.
The diffraction pattern for 30-PrAPI begins to look very similar to MAPI
except with a much lower intensity peak at 25◦. This trend continues as the
concentration of PrA decreases. Overall, the pXRD confirms that at 100 mol%
PrA a 2D perovskite is formed and as the concentration of PrA is decreased the
overall material becomes more and more similar to MAPI.
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7.3.2 Impedance Spectroscopy of PrAPI Cells
Inverted NiO/Perovskites/PCBM/BCP/Ag devices were made with 5, 10, 20,
30 mol% substitution of PrA. A few control MAPI cells were also made for com-
parison. The resulting device parameters shown in Figure 7-18 were surprising
when compared to previous 2D/3D hybrid cells made here and also compared to
other reported work. The PCE (Figure 7-18a) dropped by approximately 50 %
with the substitution of 5 mol% PrA which is similar to the reduction in efficiency
with 50 mol% PEAPI shown earlier, this loss of efficiency can be related to the
large reduction in JSC (Figure 7-18d). The FF and VOC of the 5 mol% PrAPI
increased slightly when compared to MAPI (Figure 7-18b,c).
(a) (b)
(c) (d)
Figure 7-18: Solar cell data for several perovskites with varying concentration
of PrA a) %PCE, b) Fill Factor, c) Open Circuit Voltage and d) Short Circuit
Current Density
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In the case of PEAPI, as the percentage of large cation increased the effi-
ciency decreased. For PrAPI the efficiency increased when the amount of cation
increased from 5 mol% to 10 mol%. The PCE of the 10 PrAPI cells was on aver-
age 8 % this is only marginally lower than the MAPI control cells. The champion
pixel had an efficiency of 10.2 %. The FF was, on average, about 5 % lower than
control cells while the VOC increased slightly and the JSC was the same (Figure
7-18b-d). Doubling the PrA percentage to 20 mol% caused a small drop in PCE,
FF and JSC while the VOC remained about the same. Finally, for 30 mol% PrA
the PCE and JSC dropped to nearly zero, the fill factor and VOC decreased to an
average of 40 % and 0.4 V, respectively.
7.3.3 PrAPI Impedance
EIS analysis was performed on 10-PrAPI perovskite devices, Nyquist plots are
shown in Figure 7-19a. As the range of interest in previous EIS studies was
between 15 and 45 ◦C, these cells were only measured between 15 and 45 ◦C and
the step size was decreased to 5 ◦C to collect more data points.
As with the 10-PEAPI devices, the HF time constant increased with decreas-
ing temperature. The HF semi-circle was much smaller than that of 10-PEAPI
due to the 10-PrAPI having a larger JSC. The MF feature produced time con-
stants that gave an Arrhenius response between 15 and 30 ◦C. This response had
an Ea of 0.13 eV (Figure 7-19c). As with the previous 2D based EIS results the




Figure 7-19: a) A nyquist plot for the impedance response of 10 PrAPI at various
temperatures in ◦C, b) an Arrhenius plot of the high frequency time constants
and c) an Arrhenius plot of the mid frequency time constants.
7.4 Impedance Discussion
The Ea of all the MF impedance responses are summarised in Table 7.1. There
were some small differences in the MF response for the 4 different 2D/3D hybrids.
When the 10-PEAPI perovskite was vertically aligned the Ea dropped by about
half compared to a randomly oriented perovskite. Reducing the percentage of
PEA from 10 to 1 only caused a small reduction in Ea. Changing the cation to
the smaller PrA also caused a reduction in Ea. All of the 2D/3D hybrids have a
lower MF activation energy than that of regular MAPI.
It is, at present, unknown for certain what causes the MF response in per-
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Table 7.1: A summary of the MF activation energies of several 2D/3D perovskites
compared with MAPI.*v10-PEAPI is vertically aligned 10-PEAPI.






ovskite EIS. As part of the previous mixed cation study a wider range of smaller
organic cations that form 3D perovskites were studied by Sam Pering using EIS.
The MF response remained mostly unaffected by 5% substitution of cations, apart
from Cs substitution which caused the activation energy to increase. The current
theory for the origin of the mid frequency AC response is that it is caused by
changes to recombination rates due to field induced diffusion of iodide along the
surface of perovskite grains. At present, there is not enough evidence to confirm
this theory and further studies into surface passivation would help to elucidate
the true origin of the mid-frequency response.
For all of the EIS results, bar those for MAPI, there was no LF response
detected. The LF semi-circle has previously been related to diffusion of iodide in
the bulk of the 3D material. These results show that non-aligned 2D/3D hybrid
materials restrict iodide diffusion even at only 1% substitution. Similar results
were observed in 2017 by Lin et al.. They showed, using temperature dependent
conductivity measurements, that with 40% BA substitution that ion migration
was suppressed.32 This is what would likely be expected given that the large spacer
groups in between the layers would most likely block migration of ions across the
spacer layers. It is perhaps surprising that just 1 mol% causes the same kind of
effect as there is far less blocking of charges. It is possible that the reduction
in ion migration is again being caused by small structural changes similar to
that observed with GA substitution. Further investigation using computational
modelling could help to elucidate the cause of reduction in ion migration in low
percentage 2D/3D perovskites.
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The vertically aligned perovskites made it possible to see how the large cations
could affect ion migration along the planes of the 2D devices. Unlike the non-
aligned perovskite, the aligned materials allow for easy charge transfer between
electrodes along the octahedra sheets, therefore it would be expected that long
range ion migration would be possible as well. The lack of low frequency response
in the vertically aligned 10-PEAPI cells shows that this is not the case. Despite
there being large sections of aligned material that is effectively MAPI, ion migra-
tion is too slow to be detected. This phenomena was observed to occur in single
crystal perovskites with 50 % butylammonium.33 In the single crystal work the
loss of migration was attributed to an increase in the energy required to form
vacancies leading to less vacancies and therefore reduced diffusion.
7.5 Fluorinated A-Site Cations
It is well known that 2D perovskites are more stable than their 3D counterparts
and the possibility to use almost any size cation opens up a wide range of possible
cations to investigate.7 As previously discussed, moisture stability is a big issue
for commercialisation of perovskites.34 Fluorine containing compounds have long
been known to have hydrophobic properties.35 With respect to perovskites there
have been some attempts to incorporate the fluorinated anions BF –4 and PF
–
6
into the lattice leading to improved stability.36,37 There have also been a couple
of reports of fluorinated ionic liquids being used in the manufacturing process of
perovskite devices and this was also shown to be an effective way of improving
device stability.38,39
The final section of this chapter focuses on the use of fluorinated ammonium
cations in an attempt to improve long term stability of perovskites. More specif-
ically, the incorporation of the fluorinated analogues of propylammonium iodide,
2,2,3,3,3-pentafluoropropylammonium iodide (F-PrA) and 4-fluoroanilinium io-









Figure 7-20: Structure of F-PrA
7.5.1 Fluorinated Propylammonium Iodide
The synthesis of F-PrA (Figure 7-20) was achieved by addition of hydroiodic
acid to 2,2,3,3,3-pentafluoroamine using the method outlined previously in Sec-
tion 1-10 and the resulting salt was characterised using 19F, 1H and 13C NMR
(Appendix Figure A-5). The 19F NMR contained two peaks, a singlet at -80 ppm
which corresponds to the 3 fluorines on the last carbon and a triplet at -120 ppm
corresponding to the 2 fluorines on the second carbon coupled to the adjacent
hydrogens. As the measurement decouples the fluorines from each other there is
no splitting caused by them. As expected, the proton NMR contained a broad
singlet at 8.8 ppm for the amine protons and a triplet at 4 ppm for the protons
on the carbon adjacent to the amine group, the triplet is caused by coupling to
the two adjacent fluorines.
(a) (b)
Figure 7-21: Tauc plots of a)0-50 F-PrAPI and b) 33-100 F-PrAPI
Thin films of F−PrAxMA1-xPbI3 were made with x being equal to 100, 50,
33, 10, 5 and 1. UV-Vis analysis of the various films deposited on glass was
performed and the resulting Tauc plots are shown in Figure 7-21a and b. The
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band gap for all the concentrations, except 100 mol%, was approximately 1.57 eV
which is similar to MAPI. The Eg of 100 mol% F-PrA perovskite was at 2.4 eV
and the 50 mol% F-PrA perovskite also appeared to have a small peak at the
same position.
To study the structure of the mixed cation perovskites XRD was performed on
films of the same concentration ratio as used in the UV-Vis experiments (Figure
7-22). The diffraction pattern of 100 mol% F-PrA had four distinct peaks (not
including the FTO peaks) at 12, 26, 38 and 39◦. These peaks matched with
the expected peak positions of a film made of pure PbI2 (marked as triangles in
the XRD). At the opposite end of the F-PrA:MA ratio, the 1 mol% diffraction
pattern had peaks that aligned almost perfectly with MAPI with the presence
of small amount of PbI2 as shown by the peak at 12
◦. All of the stoichiometry
ratios in between 1 and 100 mol% showed a mixture of the pure PbI2 and MAPI
patterns.
Figure 7-22: XRD patterns of thin films of 0-100 F-PrAPI
Based on a combination of the pXRD and UV-Vis data it is clear that at 100
mol% F-PrA there was no cation incorporation into the film leaving behind just
PbI2. It is also the case that at 50 mol% what is formed is a two phase film of
MAPI and PbI2. This is based on the lack of 2D peak, the mixture of MAPI
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and PbI2 peaks in the XRD, and the presence of the second band gap at 2.4 eV
in the UV-Vis spectrum. Based on this evidence, it is likely that even down to
lower concentrations the F-PrA is not being incorporated into the perovskite and
all that is formed is varying amounts of MAPI and PbI2 based on the ratio of
cations involved. The size of the cation is unlikely to be the cause of this lack
of cation uptake as bigger cations have been used to fabricate 2D lead iodide
perovskites before.40,41 The most likely explanation, is that the large amount of
fluorination causes the the cation to be too electronegative and therefore not able
to pack close enough to each other. The inability to pack closely would make it
impossible to form a 2D perovskite.




Figure 7-23: Structure of 4-fluoroanilinium iodide
A second possible fluorinatd cation that was investigated was 4-fluoroanilinium
iodide (Figure 7-23). This was synthesised in the same way as the previous flu-
orinated cation by adding hydroiodic acid to a solution containing the desired
amine precursor. Once again the product was characterised using several NMR
techniques (Appendix Figure A-7). Proton decoupled fluorine NMR and fluorine
decoupled proton NMR were used instead of standard methods to make assign-
ment easier. The NMR contained a broad singlet at 9.7 ppm corresponding to the
three amine protons. The spectrum also contained a multiplet at 7.4 ppm that
was assigned to the aromatic protons. Despite the decoupling of the fluorine the
aromatic proton peaks were still complex and could not be assigned individually.
The fluorine NMR contained just a singlet at -114 ppm for the fluorine at the 4
position on the aromatic ring.
Finally, the carbon NMR had three separate doublets at 161 (J = 244 Hz), 125
(J = 8.8 Hz) and 117 (J = 17.3 Hz)ppm and a singlet at 125 ppm. The doublets
194
were all coupled to the fluorine with the coupling constant getting smaller as the
carbon gets further away from the fluorine therefore the peaks were assigned as
follow: 161 was the 4-carbon, 117 the 3-carbon and 125 the 2-carbon. The final
carbon at the 1 position with the amine functional group is the remaining singlet
at 125 ppm. More time consuming NMR techniques, such as PENDANT, COSY,
HMBC and HMQC, could have been performed to attempt to fully assign the
peaks in the proton NMR. Due to the simplicity of the reaction and the evidence
presented by the peak integrals and the other NMR techniques it was deemed
unnecessary.
(a) (b)
Figure 7-24: Tauc plots of a) 100 F-AnMAPI and b) 0-50 F-AnMAPI.
Thin films of F-AnMAPI with varying cation ratios were made and charac-
terised using UV-Vis and XRD. The UV-Vis spectra and resulting Tauc plots
are shown in Figure 7-24. The Eg for all of the film concentrations except 100 F-
AnMAPI were 1.60 eV. The Eg of 100 F-AnMAPI was observed at 2.4 eV (Figure
7-24a), this is in line with the measured Eg of PbI2.
X-ray diffraction of the various powders was performed and the resulting pat-
terns are shown in Figure 7-25. The patterns observed for F-AnMAPI show
a similar trend to those of F-PrAPI. At 100 F-AnMAPI the produced pattern
matches exactly with a thin film of PbI2. When the concentration of F-An is only
0.1 % the pattern is effectively identical to MAPI. As the cation concentrations
are mixed the amount of PbI2 increases relative to the MAPI peaks.
The combination of XRD and UV-Vis data indicates, as was observed for
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Figure 7-25: XRD patterns of F-AnMAPI perovskite films with varying concen-
trations of F-An
F-PrAPI, that the F-An is not being incorporated into the perovskite lattice
causing a mixed film of PbI2 and MAPI depending on the cation concentration.
There are a few possible causes for the failure to incorporate the fluorinated
cation, the size of the cation, the electro negativity of the cation or the amine
groups ability to coordinated with the octahedra. Once again, size can be ruled
out as larger cations have been used before. The use of anilinium in 2D/3D
perovskites has been previously reported but the processing method was the
high temperature vertically oriented method outlined previously.14,42 To see if the
change in method had an impact, perovskites using non-fluorinated anilinium in
varying concentration were also fabricated.
The AnMAPI XRD and UV-Vis gave very similar results as those for F-
AnMAPI. Once again the 100 % AnMAPI produced an XRD pattern showing
the presence of only PbI2 and as the concentration of MA was increased the XRD
pattern began to be a mixture of PbI2 and MAPI (Figure 7-26). The Tauc plots
for the various samples showed an Eg of 2.4 eV for 100 AnMAPI and 1.6 eV for all
of the other concentrations. These findings show that An is not an appropriate
A-site cation when the perovskite is fabricated using ethyl acetate anti-solvent.
These findings indicate that the reason F-An does not form a perovskites as an




Figure 7-26: a) XRD patterns for various percentage substitutions of An into
MAPI. b) and c) shows Tauc plots for the same mixed cation perovskites.
7.6 Conclusions and Outlook
In this chapter, the iodide diffusion in 2D/3D hybrid perovskites was investi-
gated using EIS. Two novel fluorinated cations were also investigated. First,
phenylethylammonium was incorporated into methylammonium lead iodide per-
ovskites and the structure of films was confirmed using pXRD and UV/Vis. The
performance of devices made using a mix of phenylethylammonium and methy-
lammonium cations decreased dramatically after 1 mol% substitution. Electro-
chemical impedance spectroscopy analysis of 10-PEAPI and 1-PEAPI devices
showed that iodide diffusion was completely inhibited by the substitution of the
large cation. The loss of iodide diffusion was also observed in devices made with
propylammonium as the large organic cation. With 10 mol% substitution there
197
was no evidence of iodide diffusion.
To investigate diffusion along vertically aligned iodide octahedra sheets, 10-
PEAPI films were fabricated using NH4SCN as an additive. The orientation
of these films was supported by pXRD analysis but GIWAXS is required to
fully confirm this. The performance of the vertically aligned devices was three
times greater than non-oriented devices. EIS analysis of the vertically aligned
10-PEAPI devices showed that iodide diffusion was not measurable. The lack of
diffusion shows the orientation of the lead iodide octahedra does not influence
iodide diffusion. The addition of the larger cations is the cause of the diffusion
loss and not the orientation.
Finally, the use of 4-fluoroanilinium and 2,2,3,3,3-pentafluoropropylammonium
was investigated. Neither of these cations could be successfully incorporated into
the perovskite lattice and led to the formation of lead iodide phases in the film.
For 4-fluoroanilinium the lack of incorporation was likely caused by the rigidity
of the amine group and for 2,2,3,3,3-pentafluoropropylammonium it was likely
caused by the cations being too electronegative and therefore unable to pack
closely to other cations.
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Chapter 8
Final Conclusions and Outlook
8.1 Conclusions
This thesis presents four studies on ion migration and the impact of perovskite
stoichiometry upon it. It has introduced muon spin relaxation as a novel non-
destructive probe for iodide migration in perovskites.
The first study includes a muon spin relaxation (µSR) study of methyl am-
monium lead iodide (MAPI) and the deuterated analogue d6-MAPI. It was dis-
covered that it is possible to detect the diffusion of iodide ions in MAPI using
µSR. The muon response of both materials was measured and compared and at
temperatures above 350 K the fluctuation rate of the local nuclear magnetic field
in the perovskite increased with increasing temperature. This high temperature
process had an activation energy of 0.17 eV. This activation energy agreed with
the value presented by NMR which, as a technique, is analogous to µSR. Also
present in the µSR fluctuation rate response of MAPI was a low temperature pro-
cess occurring at 100 K with an Ea of 0.072 eV. When the deuterated analogue
was subsequently studied it showed the same two features but a small shift in the
low temperature activation energy. The small shift in activation energy between
the non-deuterated and deuterated analogue, along with similar Ea values to a
previous QENS study, lead to this process being attributed to cation dynamics.
The µSR data for MAPI was also used to calculate an experimental diffusion
coefficient for iodide. A value of 7.38× 10−14 cm2s−1 was calculated at room
temperature. It was also shown that the muon stopping site in MAPI is in between
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two iodide ions forming a linear I-µ-I state. This state is highly electronegative
making the muon stable in this environment up to high temperatures. Finally, it
was shown that solar cells made using the deuterated perovskite analogue have
the same performance as those made with standard MAPI. This study was the
first time that iodide diffusion in any material had been measured using µSR and
showed that µSR is a useful and novel technique that can probe perovskite ion
diffusion without external stimuli.
With µSR proving to be a sound method to investigate iodide diffusion, the
range of studied perovskites was expanded. This follow up study invovled substi-
tuting 5 mol% of methylammonium with either caesium, formamidinium (FA) or
guanidinium (GA). Substituting with FA and Cs+ led to the formation of a small
muonium fraction which had a negligible impact on the overall iodide diffusion
study. Addition of all three cations caused the diffusion of iodide to be impacted
by varying degrees.
FA and Cs+ changed the activation energies for iodide diffusion from 0.17 eV
to 0.201 eV and 0.187 eV respectively. In the case of GA substitution it was
not possible to measure the diffusion of iodide in the temperature range of the
experiment. The GA substitution caused a disruption of the perovskite lattice
lengthening the migration pathway for iodide diffusion, therefore increasing the
activation energy. Diffusion coefficients were also shown to decrease slightly for
5 mol% FA and Cs+ substitution when compared to MAPI. The diffusion coef-
ficient of iodide in the material substituted with 5 mol% GA was too low to be
measured using µSR and ab initio results showed that it would be approximately
5 orders of magnitude smaller than the diffusion coefficient of MAPI. This large
change takes the diffusion coefficient of ions in GA substituted MAPI outside
of µSR’s detection range. The other trends in activation energy and diffusion
coefficient were further backed up by ab initio and electrochemical impedance
spectroscopy studies. Mixed cation perovskite devices were shown to produce
similar efficiencies to MAPI devices, with Cs+ substitution improving the cells
slightly due to improved crystallinity of the perovskite film.
The diffusion of bromide and the impact of halide mixing on ion diffusion
in perovskites has also been studied using µSR. Initially, methylammonium lead
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bromide (MAPBr) was studied with µSR to investigate bromide diffusion. There
was no clear bromide diffusion present in the µSR results for MAPBr. It was
concluded that Br diffusion was too fast to be detectable by µSR. A response due
to cation dynamics was still observed at low temperature. The low temperature
µSR response of MAPbBr3 was shown to have a different activation energy than
the same response by MAPI. The reason behind this can not, with the current
amount of data, be explained. Further investigations into low temperature cation
dynamics of MAPbBr3 would help to deduce what the cause of the change in
response is.
The mixed halide perovskites MAPb(Br0.5I0.5)3 and MAPb(Br0.17I0.83)3 were
shown to produce no detectable iodide or bromide diffusion. The results clearly
showed that substitution of bromide restricts diffusion of iodide, as even at
83 mol% the iodide motion was not measurable. The loss of iodide diffusion
in the two mixed halide perovskites was likely caused by disruption of the per-
ovskite lattice. Shortening of the Pb-I bond increases its strength and thus makes
ion migration more difficult. It is also possible that the lattice disruption alters
the diffusion pathway in the same way as GA substitution did. Further ab initio
studies would be required to confirm this theory.
The final study presented in this thesis is into ion migration in 2D/3D per-
ovskites. It was shown in this work that 2D/3D hybrid perovskites have sub-
stantially different iodide diffusion properties to their fully 3D counterparts. The
difference in iodide diffusion is also shown to be independent of the orientation
of the 2D/3D hybrid perovskites. Non-aligned devices made with 10 mol% sub-
stitution of phenylethylammonium showed a complete loss of iodide diffusion as
measured by electrochemical impedance spectroscopy. The same results were also
observed for vertically aligned perovskites of the same stoichiometry. The loss of
iodide diffusion was also observed to be independent of the cation substituted as
10 mol% substitution of propylammonium had the same impact. Finally, even
down to 1 mol% substitution, iodide diffusion is still mitigated. The exact cause
of the loss of migration is unknown but could be caused by lattice distortion as
seen for the mixed cation perovskite study, or a loss of iodide diffusion pathways
caused by the 2D spacer layers blocking diffusion.
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8.2 Outlook
This work has shown the possibilities of using µSR as an iodide diffusion probe
on perovskite powders. To develop this work further there are several different
possible avenues of investigation. The study into mixed anion hybrid perovskites
could be developed to fully study the impact of bromde: iodide mixing by probing
a wider range of stoichiometric ratios. To try and elucidate the point at which
iodide diffusion becomes visible in µSR lower percentages of bromide should be
investigated. This would show if there was a gradual change to the material prop-
erties or if it is a more abrupt switching on off the iodide diffusion process. The
µSR work could also be compared with electrochemical impedance results and the
impact of the bromide mixing on the perovskite structure could be investigated
using ab initio studies. This combination of studies would help to elucidate the
mechanism of diffusion inhibition and how much bromide mixing is required to
get the maximum benefits of ion migration inhibition.
The studies into 2D/3D hybrid perovskites could be expanded in two direc-
tions either to cover a wider range of perovskite materials or a more focused
study into just one material. These two different approaches would yield a bet-
ter understanding of the overall impact of different larger organic cations on ion
diffusion. When looking at a wider range of materials initially, the known ma-
terials, for example 5-amino valeric acid, would be studied using EIS and then
ab initio studies could help to guide research into novel cations that can provide
interesting material properties.
Another possible avenue of investigation with µSR is into thin films. Inves-
tigation of iodide motion in thin films has already been extensively investigated
but usually involves external stimuli such as light or voltage. Using low energy
muons to probe thin films, especially of 2D/3D perovskites, is a promising avenue
to help further understand the impact of stoichiometry on the internal dynamics
of perovskites.
As perovskite device performance reaches higher levels, every increase in effi-
ciency is hard gained. Continuing investigation of the internal material properties
is essential to help continue pushing performance and stability to the point where






Figure A-1: a) 1H NMR of d3-MAI in d6-DMSO. b)
2H NMR of d3-MAI in DMSO.
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Figure A-7: a)1H, b) 13C and c) 19F NMR spectra of 4-fluoroanilinium iodide in
d6-DMSO
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