Abstract. We give a relatively easy proof of the Erdős-Kac theorem via computing moments. We show how this proof extends naturally in a sieve theory context, and how it leads to several related results in the literature.
Let ω(n) denote the number of distinct prime factors of the natural number n. The average value of ω(n) as n ranges over the integers below x is It is natural to ask how ω(n) is distributed as one varies over the integers n ≤ x. A famous result of Hardy and Ramanujan (Hardy and Ramanujan, 1917) tells us that ω(n) ∼ log log x for almost all n ≤ x; we say that ω(n) has normal order log log n. To avoid confusion let us state this precisely: given > 0 there exists x such that if x ≥ x is sufficiently large, then (1 + ) log log x ≥ ω(n) ≥ (1 − ) log log x for all but at most x integers n ≤ x. The functions log log n and log log x are interchangeable here since they are very close in value for all but the tiny integers n ≤ x. Their proof revolves around the following wonderful inequality which they established by induction. Define π k (x) to be the number of integers n ≤ x with ω(n) = k. There exist constants c 0 , c 1 > 0 such that for any k ≥ 0 we have
for all x ≥ 2. Hardy and Ramanujan exploited this by deducing that |k−log log x|≥ log log x
which is easily shown to be about x/(log x) α where α = α = 2 /2 + O( 3 ), far less than x. In fact Hardy and Ramanujan squeezed a little more out of this idea, showing that if κ(n) → ∞ as n → ∞, no matter how slowly, then |ω(n) − log log n| ≤ κ(n) log log n
for almost all integers n ≤ x. Once we know that ω(n) has normal order log log n, we can ask finer questions about the distribution of ω(n). For instance how is ω(n) − log log n distributed? More specifically, how big is this typically in absolute value? Turán (Turán, 1934) found a very simple proof of the Hardy-Ramanujan result by showing that
One deduces easily that ω(n) has normal order log log n: For, if there are m (x) integers ≤ x for which |ω(n) − log log n| ≥ log log x then by (3), m (x) ≤ 1/ 2 + o(1) x/ log log x, which is ≤ x for sufficiently large x. Indeed the same argument also gives (2) for almost all n ≤ x.
We have now obtained some information about the distribution of ω(n), its average value, and the average difference between the value and the mean. Next we ask whether there is a distribution function for ω(n)? In other words if, typically, the distance between ω(n) and log log n is roughly of size log log n can we say anything about the distribution of ω(n) − log log n log log n ?
In the late 1930s Mark Kac noticed that these developments bore more than a passing resemblance to developments in probability theory. He suggested that perhaps this distribution is normal and even conjectured certain number theory estimates which would imply that. Soon after describing this in a lecture, at which Paul Erdős was in the audience, Erdős and Kac were able to announce the result (Erdős and Kac, 1940): For any τ ∈ R, the proportion of the integers n ≤ x for which ω(n) ≤ log log n + τ log log n tends to the limit
as x → ∞. In other words the quantity in (4) is distributed like a normal distribution with mean 0 and variance 1. Erdős and Kac's original proof was based on the central limit theorem, and Brun's sieve. A different proof follows from the work of Selberg (Selberg,
