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1 Einleitung
1.1 Motivation
Bei dem Prozess des Entwurfs, der Entwiklung und der Optimierung moderner tehni-
sher Geräte und Anlagen sind rehnergestützte Simulationen niht nur zu einer wihti-
gen Informationsquelle und Entsheidungsgrundlage geworden, sondern ermöglihen häu-
g sogar, den zeitlih wie wirtshaftlih aufwändigen Bau von Prototypen zur Evaluierung
vershiedener Designalternativen auf ein Minimum zu reduzieren und so den gesamten
Entwiklungszyklus zu verkürzen und kostengünstiger zu gestalten. Zudem ermöglihen
Simulationen Einblike in Systeme, die für Messungen aus vershiedenen Gründen shwer
oder gar niht zugänglih sind, und stören die zu untersuhenden Anordnungen niht durh
das Einbringen von Messgeräten.
Begünstigt durh die rasante Entwiklung der Informationstehnik in den vergangenen
Jahren sind heute, mit Hilfe von Rehnern des Massenmarktes, Simulationen in einer Ge-
nauigkeit und Geshwindigkeit möglih, die vor einigen Jahren noh undenkbar gewesen
sind oder zumindest nur auf spezialisierten Hohleistungsrehnern durhführbar waren.
Trotz dieser Entwiklung existieren gegenwärtig viele praxisrelevante Problemstellungen
aus dem Bereih der rehnergestützten Simulation, welhe ohne den Einsatz von Hohleis-
tungsrehnern unlösbar ersheinen oder zumindest zu unvertretbar langen Rehenzeiten
führen.
Aufgrund ihres hervorragenden Verhältnisses von Preis zu erzielbarer Rehenleistung sind
insbesondere Hohleistungsrehner populär geworden, welhe sih aus einer Ansammlung
von unabhängigen Einzelrehnern zusammensetzen, die über ein Verbindungsnetzwerk
miteinander verbunden sind, sogenannte Cluster. Die Nutzung von Hohleistungsreh-
nern diesen Typs zur Lösung eines Simulationsproblems erfordert die Parallelisierung der
zugrunde liegenden numerishen Algorithmen und, damit verbunden, die Verteilung der
Simulationsdaten auf die voneinander unabhängigen Speiher der Einzelrehner. Eine sorg-
fältige Analyse des von den Algorithmen erzeugten Speiherzugrismusters sowie der Ab-
hängigkeit der Berehnungsshritte voneinander sind essentiell, um die von dem Hohleis-
tungsrehner zu Verfügung gestellten Ressouren ezient nutzen bzw. die gewünshten
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Berehnungen überhaupt durhführen zu können.
Für das Gebiet der Elektrodynamik stellt insbesondere die im Rahmen dieser Arbeit be-
trahtete selbstkonsistente Simulation geladener Teilhen unter dem Einuss äuÿerer wie
auh von den Teilhen selbst erzeugter elektromagnetisher Felder für viele praxisrele-
vante Systeme eine groÿe Herausforderung dar. Die selbstkonsistente Simulation solher
Problemstellungen kann mit Hilfe des Partile-In-Cell Algorithmus erfolgen. Dieser führt
insbesondere für diejenigen Problemstellungen aus der Beshleunigerphysik, welhe auf-
grund fehlender Symmetrie zu ihrer Lösung einer Simulation in drei Dimensionen bedür-
fen, häug zu einer derart groÿen Menge an Daten sowie Berehnungsoperationen, dass die
Verwendung eines Hohleistungsrehners sinnvoll ersheint, wenn niht gar unumgänglih
ist, um die Simulation überhaupt durhführen zu können. Die groÿe praktishe Bedeutung
von Simulationen diesen Typs sowie der mit ihnen verbundene immense Rehenaufwand
bildeten die Motivation, im Rahmen dieser Arbeit vershiedene Parallelisierungsstrategien
für den Partile-In-Cell Algorithmus zu entwikeln, theoretish zu untersuhen, zu imple-
mentieren und deren Performane für ein Simulationsproblem aus der Beshleunigertehnik
sowie auf typishen Simulationsproblemen basierten Benhmarks zu vergleihen.
1.2 Literaturübersiht
Das bei der Parallelisierung von Algorithmen auftretende Problem, die Rehenoperatio-
nen sowie die Daten derart den verfügbaren Prozessoren des verwendeten Parallelrehners
zuzuordnen, dass die resultierende Laufzeit bis zum Abshluss der Berehnungen mög-
lihst minimal wird, hat in den vergangenen Jahren groÿe Aufmerksamkeit erfahren. Dies
gilt auh für den Bereih der numerishen Simulation elektromagnetisher Felder sowie der
selbstkonsistenten Simulation der Dynamik geladener Teilhen mit Hilfe des PIC Algorith-
mus. Der vorliegende Abshnitt stellt eine Würdigung der wihtigsten Parallelisierungs-
strategien für PIC Simulationen dar, die in den vergangenen Jahren in der Fahliteratur
vorgeshlagen wurden. Für eine ausführlihere Übersiht sei auf Anhang C verwiesen.
Um durh die Parallelisierung eines Algorithmus die Laufzeit ezient zu verringern, sind
im Wesentlihen zwei Grundregeln zu beahten, die einen groÿen Einuss auf den shluss-
endlih erzielten Laufzeitgewinn besitzen. Zum Einen minimiert die Zuordnung der Be-
rehnungsoperationen auf die Prozessoren im Verhältnis der Leistungsfähigkeit derselben
die Rehenzeit (balanierte Rehenlast) und ist somit essentiell, um die Ressouren des
Parallelrehners ezient zu nutzen. Zum Anderen führt eine Zuordnung der Daten derart,
dass die zwishen den Prozessoren auszutaushende Datenmenge während der Berehnun-
gen möglihst gering wird, zu einer Verringerung der Laufzeit.
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Basierend auf diesen zwei Grundregeln lassen sih die Parallelisierungsstrategien für PIC
dahingehend klassizieren, ob sie vorrangig den Datenaustaush minimieren, oder in erster
Linie die Rehenlast balanieren. Zur ersten Kategorie gehören Parallelisierungsstrategien,
welhe die Zuordnung von Feld- und Teilhendaten zu Prozessoren aneinander koppeln.
Zur zweiten Kategorie gehören diejenigen Strategien, die eine solhe Kopplung niht vor-
nehmen. Eine weitere Untergliederung kann dahingehend erfolgen, ob die Strategie die
Zuordnung der Daten zu den Prozessoren während der Laufzeit verändert, um auh die
zweite Grundregel zu erfüllen. Man spriht in diesem Fall auh von einer dynamishen Zu-
ordnung der Rehenlast. Abbildung 1.1 illustriert diese Klassizierung. Parallelisierungs-
strategien, die auf einer ungekoppelten Zuordnung von Feld- und Teilhendaten basieren,
werden in [1, 2, 3, 4℄ vorgestellt. Für alle diese Strategien erfolgt die Zuordnung der Feld-
und Teilhendaten statish, so dass deren Leistungsfähigkeit durh groÿe Datenmengen,
die in jedem Zeitshritt auszutaushen sind, limitiert ist (siehe insbesondere [1, 2℄).
Strategien, die auf der gekoppelten Zuordnung von Feld- und Teilhendaten basieren, lie-
fern für Simulationsprobleme mit homogener Teilhenverteilung im Fall statisher Last-
zuordnung bereits sehr gute Ergebnisse (siehe z.B. [5, 6, 7, 8℄). Für den Fall lokalisierter
Teilhenverteilungen wurden Strategien vorgeshlagen, die durh eine dynamishe Zuord-
nung der Feld- und Teilhendaten zu den Prozessoren versuhen, die balanierte Zuordnung
der Berehnungsoperationen bei gleihzeitig möglihst geringem Kommunikationsvolumen
zu gewährleisten (siehe z.B. [9, 10, 11, 12℄). Diese Strategien haben sih für den im Rah-
men dieser Arbeit betrahteten Parallelrehnertyp als die erfolgreihsten erwiesen.
Weiterhin existieren Mishformen, welhe die Zuordnung von Teilhen- und Felddaten zwar
gebietsorientiert, jedoh niht direkt aneinander gekoppelt vornehmen (siehe z.B. [13, 14,
15, 16℄).
1.3 Ziele der Arbeit
Obwohl in den vergangenen Jahren einige Parallelisierungsstrategien für Partile-In-Cell
Simulationen in der Literatur vorgeshlagen wurden, nden sih kaum theoretishe Un-
tersuhungen oder aussagekräftige Benhmarkanalysen derselben, die jedoh beide zur
adäquaten Auswahl einer geeigneten Parallelisierungsstrategie für eine konkrete Klasse
von Simulationsproblemen unabdingbar sind. Ein wesentlihes Ziel der Arbeit ist daher,
die theoretishe sowie praktishe Analyse von Parallelisierungsstrategien mit Hilfe aussa-
gekräftiger Benhmarkprobleme, um die Stärken und Shwähen der vershiedenen Stra-
tegien aufzuzeigen. Die im Rahmen der Arbeit untersuhten und implementierten Paral-
lelisierungsstrategien deken die gesamte in Abbildung 1.1 gezeigte Bandbreite ab.
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Abbildung 1.1: Zur Illustration der Klassizierung von Parallelisierungsstrategien für PIC
Simulationen nah der Zuordnung von Feld- und Teilhendaten auf die Prozessoren. (a) zeigt
eine shematishe Übersiht über die vershiedenen Strategien, während die unteren Abbil-
dungen für jede Strategie eine möglihe Zuordnung von Feld- und Teilhendaten zeigen. Die
farblihe Markierung symbolisiert die Prozessorzugehörigkeit. Bei einer Parallelisierungsstra-
tegie, welhe die Zuordnung von Feld- und Teilhendaten aneinander koppelt, wie unter (b) für
einen Gitteraushnitt gezeigt, ist die Menge der in jedem Zeitshritt auszutaushenden Daten
gering, jedoh verändert sih im allgemeinen die Verteilung der Rehenlast auf die Prozesso-
ren im Verlauf der Simulation, was eine dynamishe Neuzuordnung der Feld- und Teilhen-
daten erforderlih maht. Parallelisierungsstrategien, die Teilhen- und Felddaten unabhängig
voneinander auf die Prozessoren verteilen, wie unter (d) gezeigt, führen zu einer gleihmä-
ÿig verteilten Rehenlast, jedoh auh zu einer groÿen Menge an Daten, welhe in jedem
Zeitshritt ausgetausht werden müssen. Gemishte Parallelisierungsstrategien, wie unter ()
gezeigt, versuhen einen Kompromiss zwishen dem Ziel der Lastbalanierung einerseits und
der Minimierung des Datenaustaushes andererseits zu nden.
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Die theoretishe Analyse der vershiedenen Parallelisierungsstrategien trägt dabei zum
besseren Verständnis des Laufzeitverhaltens derselben bei. So konnte durh die Analyse
zweier Parallelisierungsstrategien mit ungekoppelter Zuordnung von Feld- und Teilhen-
daten, von denen eine im Rahmen der Arbeit entwikelt wurde, und die zweite die Ab-
wandlung einer in der Literatur vorgeshlagenen Strategie darstellt, gezeigt werden, dass
Strategien, die auf diesem Prinzip basieren, an grundsätzlihen Shwierigkeiten leiden, die
eine zufriedenstellende Performane häug verhindern.
Eine Stärke von seriellen PIC Simulationen auf strukturierten Gittern ist, dass die Daten-
strukturen sowohl einfah als auh ezient zu implementieren sind. Ein wesentlihes Ziel
bei den im Rahmen der Arbeit entwikelten Parallelisierungsstrategien war die weitestge-
hende Bewahrung dieser ezienten Datenstrukturen, um den durh die Parallelisierung
erzielten Laufzeitgewinn niht durh die Einführung unnötig komplizierter Datenstruktu-
ren und deren Verwaltung zu gefährden.
Die Parallelisierungsstrategien wurden alle für Parallelrehner mit Prozessoren beliebi-
ger Leistungsfähigkeit formuliert, so dass eine Implementierung auf Parallelrehnern mit
inhomogener Hardwareausstattung möglih wird.
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Das folgende Kapitel beinhaltet eine Einführung in die für die Arbeit relevanten Theori-
en. Abshnitt 2.1 gibt eine Übersiht über die klassishe Elektrodynamik unter Berük-
sihtigung der Modellierung von Problemstellungen, welhe eine groÿe Anzahl bewegli-
her Ladungsträger beinhalten. Die Gleihungen zur Modellierung derartiger Problemstel-
lungen sind für praxisrelevante Anordnungen nur numerish lösbar. Die Abshnitte 2.2
und 2.3 stellen die im Rahmen der Arbeit verwendeten numerishen Lösungsmethoden
vor. Insbesondere wird der Partile-In-Cell Algorithmus erläutert, dessen Parallelisierung
den Shwerpunkt der Arbeit bildet. In Abshnitt 2.4 werden shlieÿlih die wihtigsten
Begrie im Zusammenhang mit dem parallelen Rehnen erläutert. Auÿerdem wird das zur
Entwiklung und theoretishen Analyse der parallelen Algorithmen verwendete Rehner-
modell vorgestellt.
2.1 Die Maxwellshe Theorie der Elektrodynamik
Die von James Clerk Maxwell im 19. Jahrhundert entwikelte mathematishe Be-
shreibung des Elektromagnetismus [17, 18℄ bildet die Grundlage der Modellierung einer
Fülle von Problemstellungen der Physik und der Elektrotehnik. In der heute üblihen
Shreibweise lassen sih die Maxwellshen Gleihungen für den Fall ruhender Medien in
ihrer integralen Form angeben als [19℄∫
∂A
~E(~r, t) · d~s = −
∫
A
∂ ~B(~r, t)
∂t
· d ~A, (2.1)
∫
∂A
~H(~r, t) · d~s =
∫
A
(
~J(~r, t) +
∂ ~D(~r, t)
∂t
)
· d ~A, (2.2)
∫
∂V
~D(~r, t) · d ~A =
∫
V
̺(~r, t)dV , (2.3)
∫
∂V
~B(~r, t) · d ~A = 0. (2.4)
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Hierbei sind
~E, ~D, ~H und ~B die Feldgröÿen, die das elektromagnetishe Feld innerhalb
eines vorgegebenen Gebietes Ω ⊆ R3 für ein vorgegebenes Zeitintervall [ts; te] ⊆ R beshrei-
ben. Die Integralzusammenhänge (2.1)-(2.4) müssen für jedes Volumen V ⊆ Ω bzw. jede
Flähe A ⊂ Ω erfüllt sein. Die Argumentlisten für die Feldgröÿen werden im Folgenden zu
Gunsten der besseren Lesbarkeit fortgelassen.
Aus den Maxwellshen Gleihungen folgt die Kontinuitätsgleihung∫
∂V
~J · d ~A+
∫
V
∂̺
∂t
dV = 0, (2.5)
welhe die Erhaltung der elektromagnetishen Ladung innerhalb des Rehengebietes be-
shreibt.
Ein Zusammenhang zwishen den Feldgröÿen
~E bzw. ~H und den Flussdihten ~D bzw. ~B
wird durh sogenannte Materialbeziehungen hergestellt. Während sih im Vakuum die
Zusammenhänge
~D = ε0 ~E sowie ~B = µ0 ~H. (2.6)
ergeben, können unter Anwesenheit von Materialien kompliziertere Zusammenhänge not-
wendig sein, um den Einuss des Materials auf das elektromagnetishe Feld hinreihend
genau zu modellieren. Im Folgenden soll sih die Betrahtung auf lineares, isotropes und
stationäres Materialverhalten beshränken, welhes zur Modellierung der im Rahmen der
Arbeit betrahteten Problemstellungen angenommen werden kann. Zudem werden keine
Elektrete und Permanentmagnete betrahtet, welhe auh ohne äuÿeres Feld durh die
Ausrihtung von im Material vorhandenen elektrishen beziehungsweise magnetishen Di-
polen ein Feld erzeugen können. Unter diesen Annahmen ergibt sih der Zusammenhang
zwishen den Feldstärken und Flussdihten zu
~D = ε(~r) ~E sowie ~B = µ(~r) ~H. (2.7)
Benden sih in einem Material frei beweglihe Ladungsträger, so wird dies durh eine
Leitfähigkeit κ modelliert. In diesem Fall existiert bei Anwesenheit eines elektrishen Fel-
des ein Anteil von
~J , der proportional zu ~E ist und somit niht als externer Quellterm
vorgegeben werden muss. Dieser Anteil wird als Leitungsstromdihte
~Jl bezeihnet und es
gilt
~Jl = κ(~r) · ~E (2.8)
für den Zusammenhang dieser Gröÿe mit dem elektrishen Feld.
Häug lassen sih leitfähige Materialien, insbesondere metallishe Körper, in guter Nähe-
rung als Idealleiter modellieren (κ→∞). Dies ist insbesondere dann gerehtfertigt, wenn
die Materialien ohnehin shon eine hohe Leitfähigkeit besitzen und zudem imWesentlihen
12
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die Wehselwirkung mit hohfrequenten elektromagnetishen Feldern betrahtet wird. In
den Problemstellungen aus der Beshleunigerphysik kann dies für die Strahlrohre und Ka-
vitäten meist in guter Näherung angenommen werden. Bei den im Rahmen dieser Arbeit
durhgeführten Simulationen wurden sämtlihe leitfähigen Materialien daher als Ideallei-
ter modelliert.
Häug werden Materialverteilungen in der Weise idealisiert, dass sih Permittivität, Per-
meabilität und Leitfähigkeit sprunghaft ändern. An solhen idealisierten Materialgrenz-
~n12
Raumteil 1
Raumteil 2
ε1, µ1, κ1
ε2, µ2, κ2
Material-
übergang
Abbildung 2.1: Ideali-
sierter Materialübergang
ähen müssen die Felder folgende Stetigkeitsbedingungen
erfüllen [19℄
~n12 · ( ~D2 − ~D1) = σ, ~n12 · ( ~B2 − ~B1) = 0,
(2.9)
~n12 × ( ~E2 − ~E1) = ~0, ~n12 × ( ~H2 − ~H1) = ~JF .
Hierbei ist ~n12 der Normaleneinheitsvektor der Grenzähe
an dem betrahteten Punkt (siehe Abb. 2.1). Die Feldwerte
sind als Limites zu interpretieren, wenn man sih dem be-
trahteten Punkt auf der Grenzähe von Raumteil 1 bzw.
Raumteil 2 aus nähert. Die Gröÿen σ bzw. ~JF bezeihnen ei-
ne Flähenladungsdihte bzw. Flähenstromdihte, mit de-
nen die Grenzähe belegt sein kann.
In Idealleitern existieren keine elektromagnetishen Felder, so dass sih die Stetigkeitsbe-
dingungen (2.9) vereinfahen zu
~n · ~D = σ, ~n · ~B = 0,
(2.10)
~n× ~E = ~0, ~n× ~H = ~JF .
Hier ist ~n der Normaleneinheitsvektor, der an dem betrahteten Punkt auf der Material-
grenzähe von dem Idealleiter fort zeigt, während die Felder wieder als Limites bei einer
Annäherung aus dem Auÿenraum zu verstehen sind.
Zur Beshreibung des elektromagnetishen Feldes mit Hilfe derMaxwellshen Gleihun-
gen ist neben den Materialbeziehungen noh die Feldverteilung im Rehengebiet zum
Anfangszeitpunkt ts anzugeben (Anfangsbedingung). Auÿerdem ist der Verlauf der Feld-
komponente des elektrishen oder magnetishen Feldes auf dem Rand des Rehengebietes
vorzugeben (Randbedingung). Im Fall eines im Unendlihen liegenden Randes wird das
Verhalten der Felder durh die Sommerfeldshen Abstrahlungsbedingungen beshrie-
ben [20℄.
Für die im Rahmen dieser Arbeit behandelten Problemstellungen wird der interessierende
Raumteil zumindest teilweise durh einen metallishen Körper begrenzt. Bei der Annahme
13
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einer idealen elektrishen Leitfähigkeit dieses Körpers vershwinden gemäÿ (2.10) die zur
Materialoberähe tangentialen elektrishen Felder, womit deren Werte für alle Zeitpunk-
te t ∈ [ts; te] bekannt sind. Damit bilden Materialgrenzähen zu Idealleitern automatish
Ränder des Rehengebietes.
Es kann gezeigt werden, dass dieMaxwellshen Gleihungen zusammen mit den Materi-
albeziehungen sowie den Anfangs- und Randbedingungen ein mathematish wohlgestelltes
Problem zur Berehnung der Feldgröÿen darstellen [20℄
2.1.1 Modellierung von Vielteilhensystemen
Unter einem Vielteilhensystem soll im Rahmen der Arbeit eine groÿe Anzahl geladener
Teilhen verstanden werden, die sih unter dem Einuss elektromagnetisher Felder im
freien Raum bewegen. Dadurh, dass die geladenen Teilhen niht nur von einem äuÿeren
elektromagnetishen Feld beeinusst werden, sondern selbst auh ein elektromagnetishes
Feld, das sogenannte Raumladungsfeld, erzeugen, müssen zur Modellierung eines Vielteil-
hensystems die Maxwellshen Gleihungen, die die Dynamik des elektromagnetishen
Feldes beshreiben, mit den Bewegungsgleihungen der Teilhen gekoppelt werden. Die
Kraft auf ein punktförmiges Teilhen der Ladung q und der relativistishen Masse
m := γm0 mit γ :=
1√
1−
(
v
c
)2 , (2.11)
welhes sih mit dem mehanishen Impuls ~p in einem elektromagnetishen Feld bewegt,
ist gegeben durh die Newton-Lorentz-Gleihung [19℄
~F (t) ≡
d~p
dt
= q
(
~E
p
+
~p
m
× ~B
p
)
. (2.12)
Bei den Gröÿen
~E
p
und
~B
p
handelt es sih um die Werte des elektromagnetishen Feldes
zum Zeitpunkt t am Ort des Teilhens. Zusammen mit der Beziehung
~p = m
d~r
dt
= m~v, (2.13)
wobei ~r die Position des Teilhens beshreibt, bildet sie die Bewegungsgleihungen für
punktförmige, geladene Teilhen in einem elektromagnetishen Feld. Alle in den Gleihun-
gen (2.12) und (2.13) vorkommenden Gröÿen, mit Ausnahme der Ladung q, sind zeitver-
änderlih. Die Argumente wurden jedoh zugunsten der besseren Lesbarkeit fortgelassen.
Für ein Ensemble von P punktförmigen Teilhen ergibt sih für die Quellterme ̺ und ~J
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in den Maxwellshen Gleihungen
̺ =
P∑
p=1
qp · δ(~r − ~rp),
(2.14)
~J =
P∑
p=1
qp~vp · δ(~r − ~rp),
wobei δ(.) die Dirashe Distribution bezeihnet. Die Menge Γ ⊆ R6P , welhe die mög-
lihen Werte der Orts- und Geshwindigkeitsvariablen enthält, wird als Phasenraum des
Systems bezeihnet.
Weder für analytishe Berehnungen noh für numerishe Lösungen von Vielteilhenpro-
blemen ist es jedoh in den meisten Fällen praktikabel, jedes reale Teilhen durh ein
Teilhen im mathematishen Modell zu repräsentieren, da meistens niht die Dynamik
der einzelnen Teilhen von Interesse ist, sondern vielmehr das kollektive Verhalten einer
Teilhenverteilung. Man weiht daher auf eine statistishe Beshreibung aus, die besser
geeignet ist, das interessierende kollektive Verhalten zu repräsentieren.
Führt man eine Wahrsheinlihkeitsdihtefunktion
fP (~r1 . . . ~rP , ~p1 . . . ~pP , t) : Γ× R → [0; 1] (2.15)
auf dem Phasenraum ein, so dass ∫
∆Γ
fP dΓ (2.16)
die Wahrsheinlihkeit angibt, das System zu einem Zeitpunkt t in dem Bereih ∆Γ ⊆ Γ
des Phasenraumes anzutreen, so genügt fP der Liouville-Gleihung [21℄
dfP
dt
≡
∂fP
∂t
+
P∑
p=1
∂~rp
∂t
· grad~rpfP +
P∑
p=1
∂~pp
∂t
· grad~ppfP = 0. (2.17)
Die Funktion fP hängt von allen 6P Phasenraumkoordinaten des Systems ab und bietet
daher zunähst noh keine Vereinfahung des Problems. Oftmals ist jedoh nur von Inter-
esse, wie groÿ die Wahrsheinlihkeit ist, irgendeines der P Teilhen zu einem Zeitpunkt t
in einem Bereih des Phasenraumes anzutreen. Diese Wahrsheinlihkeit wird beshrie-
ben durh die Einteilhenverteilungsfunktion f1(~r, ~p, t). Für den häug auftretenden Fall
eines Vielteilhensystems, welhes nur gleihartige Teilhen enthält, erfüllt f1 bei Vernah-
lässigung von Stoÿeekten die Vlasov-Gleihung, welhe aus der Liouville-Gleihung
abgeleitet werden kann [21℄
df1
dt
≡
∂f1
∂t
+
~p
m
· grad~rf1 + q
(
~E +
~p
m
× ~B
)
· grad~pf1 = 0. (2.18)
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Die harakteristishen Kurven der Gleihung (2.18) entsprehen möglihen Teilhentrajek-
torien für ein Teilhenensemble mit der Verteilungsfunktion f1 [22℄. Es sei noh bemerkt,
dass die zeitlihe Änderung von f1, welhe einer Bewegung der Teilhen entspriht, die in
der Gleihung auftretenden Feldgröÿen
~E und ~B beeinusst.
2.2 Die Methode der Finiten Integration
Auÿer für einige Spezialfälle sind die in Abshnitt 2.1 eingeführten Maxwellshen Glei-
hungen (2.1)-(2.4) sowie die Vlasov-Gleihung (2.18) einer analytishen Lösung niht
zugänglih. Für praxisrelevante Problemstellungen kann ihre Lösung daher nur näherungs-
weise unter Anwendung numerisher Lösungsmethoden erfolgen.
Die Methode der niten Integration (engl. Finite Integration Tehnique, FIT) erlaubt für
eine Vielzahl von Problemstellungen eine solhe näherungsweise Berehnung der elektro-
magnetishen Felder [23, 24℄ und, in Verbindung mit dem Partile-In-Cell Algorithmus,
auh die Simulation eines Vielteilhensystems [25℄. Sie basiert auf der integralen Form der
Maxwellshen Gleihungen wie in (2.1)-(2.4) angegeben.
Jedes numerishe Verfahren zur Lösung einer Integral- oder Dierentialgleihung erfordert
eine Darstellung der gesuhten Lösung mit Hilfe endlih vieler Freiheitsgrade. Man spriht
dabei von der Diskretisierung des kontinuierlihen Problems. Vershiedene numerishe Ver-
fahren untersheiden sih darin, wie diese Darstellung konstruiert wird. Für die Methode
der Finiten Integration wird diese durh die sogenannten Gitter-Maxwellgleihungen
gebildet.
2.2.1 Die Gitter-Maxwellgleihungen
Zur Konstruktion der Gitter-Maxwellgleihungen wird das Rehengebiet Ω in N

dis-
junkte, zusammenhängende Teilgebiete Ω1...N

unterteilt. Diese Zerlegung wird als Re-
hengitter oder einfah als Gitter G bezeihnet. Die Teilgebiete werden als Gitterzellen
bezeihnet. Obwohl die Form der Gitterzellen zunähst vollkommen beliebig ist, haben
sih strukturierte Rehengitter, welhe sih für drei Raumdimensionen als Tensorprodukt
dreier eindimensionaler Gitter konstruieren lassen, für viele Anwendungen bewährt, da sie
zu einfahen und ezient zu implementierenden Algorithmen führen. Die Gitterzellen erge-
ben sih bei einer Diskretisierung in der beshriebenen Form als Quader. Abbildung 2.2(a)
zeigt ein nah diesem Prinzip erstelltes Gitter im Falle dreier Raumdimensionen. Durh
diese Einshränkung bei der Konstruktion des Gitters ist es im Allgemeinen niht mehr
möglih, das analytishe Rehengebiet Ω exakt durh das Gitter nahzubilden. Das Gitter
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wird dann so groÿ gewählt, dass es den interessierenden Raumbereih vollständig über-
dekt.
Durh die Konstruktion des Gitters als Tensorprodukt eindimensionaler Gitter wird es
möglih, alle Kanten, Flähen und Volumina durh ein einfahes Indizierungsshema ein-
deutig zu referenzieren. Im Fall dreier Raumdimensionen erfolgt dies durh drei Indizes.
Die Indizierung für Flähen A, Kanten L und Volumina V ist Abbildung 2.2(b) zu ent-
nehmen.
Die Grundidee der FIT ist das Erzwingen der Integralzusammenhänge (2.1)-(2.4) für die
(1, 1, 1)
(I, 1, 1)
(I, J, 1)
(I, J,K)
(1, J, 1)
(1, J,K)
x
z y
(a)
(i, j, k)
Ly(i, j, k)
Lx(i, j, k)
Lz(i, j, k)
Ay(i, j, k)
Az(i, j, k)
Ax(i, j, k)
(b)
Abbildung 2.2: (a) illustriert ein kartesishes Gitter für drei Raumdimensionen, welhes
sih aus dem Tensorprodukt dreier eindimensionaler Gitter ergibt. (b) zeigt den Zusammen-
hang zwishen der Indizierung der Gitterpunkte, -kanten und -ähen.
durh die Gitterzellen festgelegten Flähen und Volumina. Die Integralwerte, welhe im
Falle von Linienintegralen als Gitterspannungen und im Falle von Flähenintegralen als
Gitterüsse bezeihnet werden, bilden die Freiheitsgrade bei diesem Verfahren. Die elek-
trishen Gitterspannungen
⌢e werden deniert gemäÿ
⌢eν(i, j, k) :=
∫
Lν(i,j,k)
~E · ~eν dν, (2.19)
und sind somit den Kanten des Gitters zugeordnet, wobei ν ∈ {x, y, z} die Raumrihtung
bezeihnet. Die magnetishen Gitterüsse
⌢
b, welhe den Flähen des Gitters zugeordnet
17
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sind, werden deniert als
⌢
bν(i, j, k) :=
∫
Aν(i,j,k)
~B · ~eν dA. (2.20)
Damit lässt sih für jede Gitterähe ein Zusammenhang zwishen dem magnetishen
Gitteruss, welher der Flähe zugeordnet ist, und den elektrishen Gitterspannungen,
welhe den vier die Flähe berandenden Gitterkanten zugeordnet sind, aufstellen. Es folgt
beispielhaft für eine Gitterähe Ax(i, j, k) mit Normale in x-Rihtung
⌢ey(i, j, k)−
⌢ey(i, j, k + 1)−
⌢ez(i, j, k) +
⌢ez(i, j + 1, k) = −
d
dt
⌢
bx(i, j, k). (2.21)
Die Vorzeihen in Gleihung (2.21) ergeben sih durh die in den Gleihungen (2.19)
und (2.20) eingeführte Orientierung der Gitterkanten und -ähen, wie in Abbildung 2.3(a)
illustriert. Eine Gleihung dieser Form lässt sih für jede der Gitterähen angeben. Wer-
(i, j, k)
⌢e z(i, j, k)
⌢e z(i, j + 1, k)
⌢e y(i, j, k)
⌢e y(i, j, k + 1)
⌢
bx(i, j, k)
x
z y
(a)
duale Gitterzelle
primäre Gitterzellen
(b)
Abbildung 2.3: (a) illustriert den in Gleihung (2.21) angegebenen Zusammenhang.
(b) illustriert die Konstruktion des dualen Gitters G˜ aus dem primären Gitter G.
den die Gitterspannungen
⌢e bzw. die Gitterüsse
⌢
b auf bestimmte Weise in Vektoren ⌢e
bzw.
⌢
b angeordnet, so können alle sih ergebenden Gleihungen in einer einzigen vektori-
ellen Gleihung zusammengefasst werden [26℄. Es folgt
C
⌢e = −
d
dt
⌢
b. (2.22)
Die Matrix C wählt die Gitterspannungen vorzeihenrihtig aus und wird allein durh die
Topologie des Gitters bestimmt.
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Auf die gleihe Weise kann auh Gleihung (2.4) für die durh die Gitterzellen gebildeten
Volumina angegeben werden. Für eine Gitterzelle i, j, k ergibt sih
⌢
bx(i+ 1, j, k)−
⌢
bx(i, j, k)
+
⌢
by(i, j + 1, k)−
⌢
by(i, j, k)
+
⌢
bz(i, j, k + 1)−
⌢
bz(i, j, k) = 0. (2.23)
In einer kompakten Shreibweise mit Hilfe des Vektors
⌢
b und einer topologishen Ma-
trix S, welhe die entsprehenden magnetishen Gitterüsse vorzeihenrihtig miteinander
kombiniert, ergibt sih
S
⌢
b = 0. (2.24)
Zur Behandlung der Gleihungen (2.2) und (2.3) wird ein sogenanntes duales Gitter G˜
eingeführt. Zur Untersheidung des dualen Gitters von dem bereits eingeführten Gitter
wird G im Folgenden als primäres Gitter bezeihnet. Die Mittelpunkte der Gitterzellen
von G bilden die Gitterpunkte des dualen Gitters G˜. Jede primäre Gitterkante durhstöÿt
damit genau eine duale Gitterähe und umgekehrt (siehe Abbildung 2.3(b)).
Es erfolgt die Einführung von magnetishen Gitterspannungen
⌢
h gemäÿ
⌢
hν(i, j, k) :=
∫
eLν(i,j,k)
~H · ~eν dν, (2.25)
sowie von elektrishen Gitterüssen
⌢
d und Gitterströmen
⌢
j gemäÿ
⌢
dν(i, j, k) :=
∫
eAν(i,j,k)
~D · ~eν dA und
⌢
j ν(i, j, k) :=
∫
eAν(i,j,k)
~J · ~eν dA, (2.26)
wobei die Gröÿen L˜ν und A˜ν die Kanten und Flähen des dualen Gitters bezeihnen.
Die Indizierung der dualen Kanten und Flähen erfolgt derart, dass eine duale Kante den
gleihen Index besitzt wie die primäre Gitterähe, die sie durhstöÿt. Entsprehendes gilt
auh für die dualen Flähen.
Weiterhin wird die in einer dualen Zelle bendlihe elektrishe Ladung
q(i, j, k) :=
∫
eVν(i,j,k)
̺ dV (2.27)
eingeführt. Nah dem gleihen Prinzip wie shon für die beiden Gleihungen (2.1) und (2.4)
können nun die beiden Gleihungen (2.2) und (2.3) für die Zellen des dualen Gitters
angegeben werden als
C˜
⌢
h =
⌢
j +
d
dt
⌢
d, (2.28)
S˜
⌢
d = q, (2.29)
19
2 Theoretishe Grundlagen
wobei es sih bei C˜ und S˜ wiederum um topologishe Matrizen handelt. Die Gleihun-
gen (2.22), (2.24), (2.28) und (2.29) werden als Gitter-Maxwellgleihungen bezeihnet.
Für die topologishen Matrizen gilt
SC = 0 sowie S˜C˜ = 0, (2.30)
was als diskretes Analogon zur vektoranalytishen Beziehung
div rot ≡ 0 (2.31)
interpretiert werden kann [26℄. Mit Hilfe der Beziehung (2.30) lässt sih das diskrete Ana-
logon zur Kontinuitätsgleihung (2.5) ableiten. Als Zusammenhang zwishen den Gitter-
strömen
⌢
j und der elektrishen Ladung q innerhalb der dualen Gitterzellen ergibt sih
S˜
⌢
j +
d
dt
q = 0. (2.32)
Die Gitter-Maxwellgleihungen beinhalten noh keine Näherungen, da sie lediglih ei-
ne Spezialisierung der Maxwellshen Gleihungen, welhe für beliebige Volumina und
Flähen gelten, für die vom Gitter festgelegten Flähen und Volumina beinhalten. Nihts-
destotrotz geht bei diesem Shritt bereits Information verloren, da lediglih Integrale über
die gesuhten Feldgröÿen betrahtet werden, aus denen die tatsählihe Feldverteilung nur
noh approximativ berehnet werden kann. Ein solher Informationsverlust ist jedoh bei
einer Repräsentation der Feldverteilung mittels endlih vieler Freiheitsgrade unvermeidbar.
2.2.2 Materialbeziehungen
Der Zusammenhang der beiden Gleihungspaare (2.22), (2.24) und (2.28), (2.29) wird, wie
bereits im analytishen Fall, durh Materialbeziehungen hergestellt. Im einfahsten Fall
wird innerhalb jeder primären Gitterzelle eine homogene Materialverteilung angenom-
men [26℄. Damit können beliebige Materialverteilungen nur noh approximiert werden.
Eine solhe Materialapproximation führt zu sprunghaften Änderungen der Materialeigen-
shaften an den Grenzähen zwishen primären Gitterzellen. Jedoh ist aus Abshnitt 2.1
bekannt, dass das elektrishe Feld tangential sowie die magnetishe Flussdihte normal zu
Materialgrenzähen einen stetigen Verlauf besitzt. Dies ermögliht die eindeutige De-
nition der Gröÿen
⌢e und
⌢
b in Gleihung (2.19) bzw. (2.20), obwohl die Integration ge-
nau entlang der Materialgrenzähen erfolgt. Der Zusammenhang zwishen den Vektoren
der Gitterspannungen und der Gitterüsse wird durh sogenannte Materialmatrizen aus-
gedrükt. In Analogie zu den analytishen Zusammenhängen aus Gleihung (2.7) wird
deniert
⌢
d =Mε
⌢e und
⌢
h =Mµ−1
⌢
b. (2.33)
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Eine näherungsfreie Berehnung dieser Zusammenhänge erfordert die Kenntnis des Feld-
verlaufes auf den Gitterähen und entlang der Gitterlinien. Da dieser niht bekannt ist,
muss er approximiert werden. Die einfahste Möglihkeit, welhe auh im Rahmen der
vorliegenden Arbeit zum Einsatz kommt, ist die Annahme eines konstanten Feldverlaufes
entlang der Kanten bzw. Flähen. Die Gleihungen (2.33) lassen sih dann komponenten-
weise angeben zu
⌢
dν(i, j, k) =
ε¯(i, j, k)A˜ν(i, j, k)
Lν(i, j, k)
⌢eν(i, j, k) +O(Lν
ζ) (2.34)
bzw.
⌢
bν(i, j, k) =
µ−1(i, j, k)Aν(i, j, k)
L˜ν(i, j, k)
⌢
hν(i, j, k) +O(Lν
ζ), (2.35)
wobei es sih bei ε¯ und µ−1 um ähen- bzw. kantengemittelte Gröÿen handelt [26℄. Der in
den Gleihungen (2.34) und (2.35) eingeführte Fehler wird als lokaler Diskretisierungsfehler
der Methode bezeihnet. Der Fehlerterm ist im besten Falle eines äquidistanten Gitters
und einer homogenen Materialverteilung von zweiter Ordnung (ζ = 2).
2.2.3 Zeitintegration
Bei den Gitter-Maxwellgleihungen handelt es sih um semidiskrete Gleihungen, da
die Gitterspannungen und Gitterüsse noh immer von der Zeitvariable t abhängen. Die
numerishe Berehnung des Zeitverlaufes der Gitterüsse und -spannungen erfordert die
Diskretisierung der Gitter-Maxwellgleihungen auh in der Zeitvariable t.
Da die numerishe Lösung eines elektromagnetishen Feldproblems häug die Zeitintegra-
tion der Feldfreiheitsgrade über viele Zeitshritte erfordert, ist zu diesem Zwek ein ezi-
enter Algorithmus notwendig. Ein ezientes, explizites Zeitintegrationsshema ist durh
den sogenannten Leap-Frog Algorithmus gegeben [26℄. Die Approximation des Zeitablei-
tungsoperators geshieht mit Hilfe eines zentralen Dierenzenquotienten. Der dabei einge-
führte Fehler ist von zweiter Ordnung im Zeitshritt ∆t. Um die Verwendung des zentra-
len Dierenzenquotienten zu gewährleisten, sind die elektrishen und magnetishen Git-
terspannungen auf der Zeitahse um einen halben Zeitshritt gegeneinander vershoben.
Während die magnetishen Feldgröÿen zu den Zeitpunkten ts, ts +∆t, ts + 2∆t, . . . ,M∆t
berehnet werden, werden die elektrishen Feldgröÿen zu den Zeitpunkten ts +
1
2
∆t, ts +
3
2
∆t, . . . ,
(
M + 1
2
)
∆t berehnet. Die um den Zeitshritt ∆t numerish integrierten Feld-
werte lassen sih gemäÿ
⌢
h
(m+1)
=
⌢
h
(m)
−∆tMµ−1C˜
⌢e(m+
1
2) +O(∆t2), (2.36)
⌢e(m+
3
2) = ⌢e(m+
1
2) + ∆tM−1ε
(
C˜
⌢
h
(m+1)
−
⌢
j
(m+1)
)
+O(∆t2) (2.37)
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bestimmen [26℄, wobei der hohgestellte Index den Zeitpunkt bezeihnet, für den die be-
rehneten Feldwerte gelten. Das Verfahren ist bedingt stabil für Werte von ∆t ≤ ∆t
max
.
Die obere Grenze für den Zeitshritt ∆t
max
hängt von der Gröÿe der Gitterzellen sowie der
Materialverteilung ab [26℄. Hinreihend für die Stabilität der Zeitintegration ist die Wahl
des Zeitshrittes ∆t gemäÿ
∆t ≤ min
i,j,k

√√√√ ε(i, j, k)µ(i, j, k)(
1
Lx(i,j,k)
)2
+
(
1
Ly(i,j,k)
)2
+
(
1
Lz(i,j,k)
)2
 . (2.38)
Gleihung (2.38) wird als Courant-Friedrihs-Levy Bedingung bezeihnet.
In Analogie zum analytishen Fall, beshreiben die Gleihungen (2.22) und (2.28) die zeit-
lihe Dynamik der Gitterspannungen, während die Gleihungen (2.24) und (2.29) automa-
tish zu jedem Zeitpunkt erfüllt sind, wenn sie zum Anfangszeitpunkt gelten und, im Fall
von Gleihung (2.29), die Quellterme q und
⌢
j der diskreten Kontinuitätsgleihung (2.32)
genügen.
Wie im analytishen Fall sind neben den Anfangsbedingungen auh Randbedingungen für
die Gitterspannungen zu stellen. Im Rahmen dieser Arbeit wurde lediglih die elektri-
she Randbedingung verwendet, welhe die elektrishen Gitterspannungen tangential zum
Rand des Rehengebietes zu Null setzt, was einer Berandung mit elektrish ideal leitendem
Material entspriht.
2.3 Der Partile-In-Cell (PIC) Algorithmus
Die Simulation eines Vielteilhensystems, wie in Abshnitt 2.1.1 mittels der Vlasov-
Gleihung modelliert, erfordert die Darstellung der Verteilungsfunktion f1 mittels endlih
vieler Freiheitsgrade. Im allgemeinen Fall hängt f1 von drei Raum- und drei Impulskoor-
dinaten sowie der Zeitkoordinate ab. Eine Diskretisierung dieses sehsdimensionalen Pha-
senraumes verbietet sih für die meisten Problemstellungen, da sie zu einem derart groÿen
Datenvolumen und zu einer so groÿen Anzahl an Berehnungsoperationen führen würde,
dass die Simulationen entweder eine unvertretbar lange Laufzeit benötigen würden, oder
aber wegen zu geringer Speiherressouren der verfügbaren Rehner erst gar niht durh-
führbar wären.
Mit Hilfe des PIC Algorithmus können interessierende Charakteristiken der Vlasov-
Gleihung approximativ berehnet werden, was mit deutlih geringerem Rehenaufwand
möglih ist, als eine Zeitintegration von f1 im gesamten Phasenraum durhzuführen [27℄.
Wie in Abshnitt 2.1.1 erwähnt, lassen sih die Charakteristiken der Vlasov-Gleihung
als möglihe Trajektorien geladener Teilhen interpretieren, die sih unter dem Einuss
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eines elektromagnetishen Feldes bewegen, und besitzen daher eine direkte physikalishe
Interpretation [22℄. Die Berehnung der Charakteristiken ist äquivalent zur numerishen
Integration der Bewegungsgleihungen (2.12) und (2.13). Diese kann mit Hilfe eines von
Boris vorgeshlagenen Algorithmus erfolgen [28℄. Die Diskretisierung der Zeitableitungen
geshieht dabei mit zentralen Dierenzenquotienten. Die Zeitintegration von (2.12) erfolgt
in drei Shritten gemäÿ dem folgenden Shema
~p− = ~p (m−
1
2) +
∆t
2
q ~E(m)
p
(1. Beshleunigung) (2.39)
~p+ − ~p−
∆t
= q ·
~p+ + ~p−
2m0γ(m)
× ~B(m)
p
(Drehung) (2.40)
~p (m+
1
2) = ~p+ +
∆t
2
q ~E(m)
p
. (2. Beshleunigung) (2.41)
wobei γ(m) deniert wird gemäÿ
γ(m) =
√
1 +
(
|~p+|
m0c
)2
=
√
1 +
(
|~p−|
m0c
)2
. (2.42)
Die hohgestellten Indizes geben wieder die Zeitpunkte an, zu denen die Gröÿen auf der
Zeitahse allokiert sind. Die Gröÿen ~p+ und ~p− sind Hilfsgröÿen. Die Zeitintegration
von (2.13) wird gemäÿ
~r (m+1) = ~r (m) +∆t ·
~p (m+
1
2)
m0γ
(m+ 12)
(2.43)
durhgeführt.
Es fällt auf, dass die Feldwerte des elektromagnetishen Feldes zum Zeitpunkt m∆t am
Integrationspunkt ~rp benötigt werden. Da bei einer näherungsweisen Feldberehnung mit-
tels FIT (siehe Abshnitt 2.2) Gitterspannungen und Gitterüsse lediglih an bestimmten,
durh das Gitter festgelegten Stellen bekannt sind, müssen die Feldwerte an den Integra-
tionspunkten durh eine Interpolation aus diesen Gröÿen berehnet werden. Im Rahmen
dieser Arbeit wurde dafür eine trilineare Interpolation verwendet [29℄. Im Falle dreier
Raumdimensionen werden die Feldwerte somit aus den aht zum Integrationspunkt am
nähsten gelegenen Feldwerte berehnet. Um das elektrishe Feld zu den Zeitpunkten m∆t
zu berehnen, wird die Zeitintegration gemäÿ (2.37) in zwei Shritten mit dem jeweils hal-
ben Zeitshritt vorgenommen [25℄.
Eine Änderung der Verteilungsfunktion f1 wirkt sih auf das elektromagnetishe Feld aus.
Um diesen Einuss approximativ berehnen zu können, müssen die Ströme
⌢
j bestimmt
werden, welhe sih durh die Änderung von f1, d.h. durh die Bewegung der Ladungs-
träger, ergeben. Die Approximation dieser Ströme geshieht mit Hilfe der berehneten
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Charakteristiken. Beim in dieser Arbeit verwendeten Cloud-In-Cell Shema [30℄ werden
die berehneten Charakteristiken als Trajektorien von sogenannten Makroteilhen inter-
pretiert. Dabei handelt es sih um Ladungsverteilungen endliher Ausdehnung, welhe ein
ganzes Ensemble realer Teilhen modellieren. Aus der Bewegung der Makroteilhen in dem
betrahteten Zeitshritt können die Ströme
⌢
j berehnet werden. Dies kann so erfolgen, dass
die diskrete Kontinuitätsgleihung erfüllt wird, und somit auh das diskrete Gaussshe
Gesetz für alle Zeitshritte erfüllt bleibt. In der Arbeit wurde dazu das von Buneman
vorgeshlagene Verfahren implementiert [31℄. Die Beshaenheit der Makroteilhen wurde
so gewählt, dass während eines Zeitshrittes nur die Ströme beeinusst werden können,
die der Gitterzelle zugeordnet sind, innerhalb derer sih das Teilhen zu Beginn des Zeit-
shrittes befand, sowie die Ströme der Gitterzellen, die von dieser Zelle höhstens über
eine weitere Zelle verbunden sind.
Abbildung 2.4 zeigt das Ablaufdiagramm für den PIC Algorithmus, wie er im Rahmen
dieses Abshnittes beshrieben wurde.
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Abbildung 2.4: Das Ablaufdiagramm des PIC Algorithmus.
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2.4 Paralleles Rehnen
Unter dem Begri paralleles Rehnen versteht man die Zerlegung eines mathematishen
Problems in Teilprobleme und deren simultane Lösung mit Hilfe einer gewissen Anzahl
von Verarbeitungseinheiten (Prozessoren). Wird ein Algorithmus dahingehend modiziert,
dass die Abarbeitung seiner Teilshritte simultan durh vershiedene Prozessoren erfolgen
kann, so spriht man von der Parallelisierung des Algorithmus.
Viele praxisrelevante mathematishe Problemstellungen aus den untershiedlihsten Be-
reihen von Wissenshaft, Tehnik und Wirtshaft erfordern eine derart groÿe Zahl an
Rehenoperationen zu ihrer Lösung, dass die Rehenzeit, welhe ein einziger Prozessor zur
Lösung des Problems benötigen würde, unvertretbar groÿ wäre. Davon sind insbesondere
zeitkritishe Berehnungen betroen, deren Ergebnisse innerhalb eines bestimmten Zeit-
raumes vorliegen müssen, um von Nutzen zu sein. Jedoh sind auh für Probleme, deren
Lösung niht grundsätzlih zeitkritish ist, sehr lange Rehenzeiten unerwünsht.
Die Simulation von Vielteilhensystemen mit Hilfe des in den vorangegangenen Abshnit-
ten beshriebenen PIC Algorithmus ist ein Beispiel für ein solhes Problem. Die Simu-
lation der Teilhendynamik für die in Kapitel 4 betrahtete Beshleunigerstruktur führte
beispielsweise für die dort simulierte Streke von zwei Metern Länge zu einem Modell mit
mehr als einer halben Milliarde Gitterzellen und mehr als einer viertel Million Teilhen.
Für die benötigten a. 100.000 Zeitshritte, um die gewünshte Zeitspanne zu simulieren,
benötigte der verwendete Parallelrehner, welher mit 90 Prozessoren ausgestattet war,
eine Laufzeit von etwa sehs Tagen, während ein Einzelprozessor entsprehender Leis-
tungsfähigkeit für dieselbe Berehnung eine Laufzeit von deutlih mehr als einem Jahr
benötigt hätte.
Der Steigerung der Verarbeitungsgeshwindigkeit einzelner Prozessoren, wie sie in den ver-
gangenen Jahrzehnten erfolgte, sind prinzipielle physikalishe Grenzen gesetzt. Die Paral-
lelverarbeitung mittels mehrerer Prozessoren ist gegenwärtig die einzige Möglihkeit eine
gegenüber dem Einzelprozessor deutlih höhere Rehenleistung zu erzielen und somit die
Rehenzeit zur Lösung eines Problems zu reduzieren [32℄.
Das Prinzip der Parallelverarbeitung ndet Anwendung in vielen untershiedlihen Berei-
hen von Wissenshaft, Tehnik und Wirtshaft, in denen aufwändige Rehnungen durh-
geführt werden müssen. Die Arhitektur der dabei verwendeten Rehenanlagen und die
eingesetzten Programmiermodelle sind ebenso vielfältig.
2.4.1 Arhitektur von Parallelrehnern
Zur Klassikation von Rehenanlagen bezüglih ihrer Fähigkeit zur Parallelverarbeitung
ndet das Shema von Flynn [33℄, obwohl reht grob, breite Anwendung. Die Klas-
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sikation der Mashinen erfolgt in diesem Shema über die Anzahl der Befehlsströme
und Datenströme, welhe gleihzeitig verarbeitet werden können. Es wird untershie-
den zwishen Single Instrution Stream, Single Data Stream (SISD) Mashinen, wel-
he niht zur Parallelverarbeitung in der Lage sind, sowie Single Instrution Stream,
Multiple Data Stream (SIMD) Mashinen und Multiple Instrution Stream, Multiple
Data Stream (MIMD) Mashinen, welhe eine Parallelverarbeitung leisten können. Zur
Klasse der SIMD Mashinen gehören sogenannte Vektorrehner, deren Prozessor für die
Verarbeitung von Operationen der linearen Algebra optimiert sind. Diese Rehner haben
mittlerweile gegenüber den viel exibleren MIMD Rehnern ihre Bedeutung fast völlig
verloren. Zur Klasse der MIMD Mashinen gehören alle Rehner, die in der Lage sind,
mehrere vershiedene Instruktionen gleihzeitig auf voneinander vershiedenen Datenele-
menten auszuführen.
Eine weitere Klassikation der MIMD Mashinen erfolgt basierend auf der Kopplung der
Prozessoren untereinander, sowie der Anbindung des Hauptspeihers (Random Aess
Memory, RAM) und des Cahe Speihers, wie in Abbildung 2.5 verdeutliht.
Die engste Kopplung besitzen Systeme, bei denen sih die Prozessoren auf dem gleihen
Chip benden. Die Prozessoren benutzen häug einen gemeinsamen Level 2-Cahe Spei-
her, sowie einen gemeinsamen Hauptspeiher. Man spriht hier auh von Mehrkern (Mul-
enge Kopplung lose Kopplung
Chip-Multiprozessor
CPU CPU
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RAM
Multiprozessor
CPU CPU
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he Ca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RAM
Multiomputer
CPU CPU
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RAM RAM
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Abbildung 2.5: Klassikation von MIMD Rehnern nah dem Kopplungsgrad von Prozes-
soren (Central Proessing Unit, CPU) und Hauptspeiher (nah [32℄).
tiore) Prozessoren (engl. Central Proessing Unit, CPU).
Bei Multiprozessorrehnern oder einfah Multiprozessoren ist die Kopplung etwas loke-
rer. Die einzelnen CPUs benden sih niht auf dem gleihen Chip, häug jedoh auf der
gleihen Platine, und besitzen unabhängige Cahe Speiher. Auf den Hauptspeiher wird
mittels eines gemeinsamen Adressraumes zugegrien. Die Bereitstellung des gemeinsamen
Adressraumes und alle Operationen zur Verwaltung des gemeinsamen Speihers sind, wie
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beim Chip-Multiprozessor, hardwareseitig implementiert und somit für den Programment-
wikler vollkommen unsihtbar.
Die Vorteile dieser Arhitekturen sind die geringe Latenzzeit beim Zugri auf den Speiher
einerseits und die für den Programmentwikler vollständig unsihtbare Speiherorganisa-
tion andererseits, welhe die Softwareentwiklung erheblih vereinfaht. Jedoh ist die An-
zahl der Prozessoren, aus denen ein Multiprozessor aufgebaut werden kann, begrenzt. Die
eziente Abwiklung und Organisation der Speiherzugrie auf den gemeinsam genutzten
Speiher wird mit wahsender Anzahl von Prozessoren sehr kompliziert und teuer, so dass
Multiprozessorsysteme übliherweise mit deutlih weniger als 100 Prozessoren ausgestattet
sind [32℄.
Bei Parallelrehnern, die zur Klasse der Multiomputer gehören, ist jedem der Prozessoren
ein eigener Hauptspeiher zugeordnet. Es existiert somit kein hardwareseitig organisierter,
gemeinsamer Adressraum. Der Zugri auf Daten, die in einem niht lokalen Speihermo-
dul gehalten werden, muss softwareseitig organisiert werden. Die Klasse der Multiompu-
ter umfasst sowohl die sogenannten Massiv Parallelen Prozessoren (MPP), bei denen die
CPUs über ein spezialisiertes Hohgeshwindigkeitsnetzwerk gekoppelt sind, wie auh die
Rehnerluster oder einfah Cluster. Die Spanne der Rehnerluster reiht dabei von spe-
zialisierten, von der Hard- und Softwarekonguration meist homogenen Rehnerlustern,
welhe durh hohoptimierte Einzelrehner und shnelle Verbindungsnetzwerke eine hohe
Leistungsfähigkeit besitzen, bis hin zu oftmals heterogenen Systemen, welhe aus unter-
shiedlihen Standardkomponenten des Massenmarktes zusammengestellt sind, bezeihnet
als Beowulf Cluster. Ein Multiomputer, welher sih aus hardware- wie softwaremäÿig oft-
mals heterogenen und geogrash weit voneinander entfernten Rehnern zusammensetzt,
wird als Grid bezeihnet. Oft handelt es sih bei den vernetzten Rehnern selber bereits
um Parallelrehner, die sih in untershiedlihen Rehenzentren benden [34℄. Bei einem
Grid handelt es sih um die loseste Kopplung von Prozessoren gemäÿ dem Diagramm in
Abbildung 2.5.
Der Preisverfall bei Rehner- und Netzwerkkomponenten bei gleihzeitiger Leistungsstei-
gerung hat Rehnerluster als Arhitektur für das parallele Rehnen in den vergangenen
Jahren stark an Bedeutung gewinnen lassen, da mit einem Cluster ein nahezu unshlagba-
res Verhältnis von Hardwarekosten zu Rehenleistung erreiht werden kann. Ein weiterer
Vorteil dieser Systeme ist ihre fast unbegrenzte Erweiterbarkeit. Mittlerweile existieren
Cluster, welhe aus deutlih mehr als 100.000 Prozessoren bestehen [35℄.
Der Erfolg der Cluster als Infrastruktur für das parallele Rehnen lässt sih an der TOP 500
Liste der leistungsfähigsten Parallelrehner ablesen [36℄. Mehr als 70% der 500 leistungsfä-
higsten Rehner der Welt sind zum Zeitpunkt des Entstehens dieser Arbeit Rehnerlus-
ter, während ein Anteil von etwa 10-20% als MPP Systeme bezeihnet werden können,
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wobei die Bedeutung der Rehnerluster immer noh kontinuierlih zunimmt (siehe Ab-
bildung 2.6).
Der gröÿte Nahteil von Multiomputersystemen ergibt sih aus der verteilten Natur des
Systems. Abhängig vom Speiherzugrismuster der verwendeten Algorithmen ist es bei
parallelen Rehnungen in der Regel unvermeidlih, dass ein Prozessor auf Daten zugreifen
muss, die niht in seinem lokalen Hauptspeiher gehalten werden. Diese Daten müssen
sonstige
Einzelproz.
hybride Syst.
Cluster
MPP
SMP
0
100
200
300
400
500
1993 1995 1997 1999 2001 2003 2005 2007
Jahr
A
n
z
a
h
l
d
e
r
S
y
s
t
e
m
e
Abbildung 2.6: Anteil der vershiedenen Parallelrehnerarhitekturen an den 500 leistungs-
fähigsten Parallelrehnern der Welt [36℄ .
über das Verbindungsnetzwerk aus einem entfernten Speiherblok geholt werden. Die da-
für benötigte Zeit ist sehr viel gröÿer als für einen Zugri auf den lokalen Speiher. Die
tatsählih benötigte Zeit für einen entfernten Speiherzugri hängt dabei von der verwen-
deten Netzwerktehnologie sowie der Netzwerktopologie ab. Dies maht sih umso stärker
bemerkbar, je langsamer das Verbindungsnetzwerk ist und je mehr Datenaustaush ein
paralleler Algorithmus erfordert.
Ein weiterer Nahteil ergibt sih daraus, dass Multiomputer keine Hardwareunterstützung
für den Zugri auf den verteilten Hauptspeiher anbieten, d.h. es existiert kein gemein-
samer Adressraum. Somit muss die Verteilung der Daten auf die Speihermodule sowie
die Zugrie auf nihtlokale Speihermodule softwareseitig organisiert werden, was dazu
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führt, dass sih die Programmentwiklung für einen Multiomputer im Allgemeinen sehr
viel komplizierter gestaltet als für einen Multiprozessor. Es existieren zwar einige Ansätze,
diese Datenverteilung automatisiert durh einen Compiler vornehmen zu lassen und somit
dem Programmentwikler einen einfahen Zugri auf den Speiher zu bieten, jedoh konn-
ten die mit derartigen Ansätzen erzielten Performaneergebnisse bislang niht überzeugen,
so dass bei dem Groÿteil der parallelen Programme für Multiomputer der Programment-
wikler die Zuordnung der Daten und Berehnungsoperationen auf die Prozessoren manuell
vornehmen muss, um eine zufriedenstellende Performane zu erreihen [37℄.
Die Grenzen zwishen den einzelnen Arhitekturen sind ieÿend. So gewinnen beispiels-
weise hybride Systeme an Bedeutung, bei denen es sih um Multiomputer handelt, die
aus Multiprozessoren statt aus Einzelprozessoren zusammengesetzt sind, welhe wiederum
aus mehreren Kernen bestehen können.
Die im Rahmen der vorliegenden Arbeit vorgestellten Algorithmen sind, wenngleih prin-
zipiell unabhängig von der Arhitektur des Parallelrehners, auf dem sie shlieÿlih im-
plementiert und ausgeführt werden, speziell für Multiomputer entwikelt worden, und
berüksihtigen deshalb shwerpunktmäÿig die Probleme, auf welhe man bei Verwendung
von Parallelrehnern dieser Arhitektur stöÿt.
2.4.2 Programmiermodelle für Parallelrehner
Ein Programmiermodell beshreibt ein Rehnersystem aus der Siht einer Programmier-
sprahe oder einer Programmierumgebung, deniert also die Siht des Programmentwik-
lers auf einen Rehner [38℄. Ein Programmiermodell speziziert somit die Basisfunktiona-
litäten, auf die bei der Implementierung zurükgegrien werden kann. Aus diesem Grund
muss bereits bei der Entwiklung eines Algorithmus das Programmiermodell berüksih-
tigt werden, welhes später bei der Implementierung genutzt werden soll.
Wie bereits in Abshnitt 2.4.1 erwähnt, gehören die meisten zur Parallelverarbeitung fä-
higen Rehner zur MIMD Klasse, d.h. es ist grundsätzlih möglih für jeden Prozessor
einen eigenen Befehlsstrom, der auf eigenen Daten arbeitet, zu spezizieren. Bei der Im-
plementierung eines Algorithmus auf einem MIMD Parallelrehner muss somit festgelegt
werden, welher Prozessor welhe Verarbeitungsshritte ausführen soll. Weiterhin können
Abhängigkeiten zwishen den Verarbeitungsshritten existieren, welhe eine Abarbeitung
in einer bestimmten Reihenfolge erzwingen. Somit müssen Synhronisationsmehanismen
vorhanden sein. Shlieÿlih muss festgelegt werden, wie ein Prozessor auf Daten im Haupt-
speiher zugreifen kann.
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2.4.2.1 Das SPMD Programmiermodell
Um die Komplexität, welhe durh die untershiedlihen Befehlsströme eingeführt wird, zu
reduzieren und der Tatsahe Rehnung zu tragen, dass ein paralleler Algorithmus oftmals
gleihe Operationen auf jeweils untershiedlihen Daten für die verfügbaren Prozessoren
vorsieht, wobei lediglih an gewissen Stellen eine Untersheidung notwendig ist, basieren
heute praktish alle Programmiermodelle auf dem von Darema et. al. [39℄ vorgeshlage-
nen Single-Program-Multiple-Data (SPMD) Modell. In diesem Modell führen alle an der
Rehnung beteiligten Prozessoren zunähst den gleihen Befehlsstrom aus, wobei innerhalb
des Befehlsstroms Kontrollstrukturen enthalten sind, die dazu führen, dass die einzelnen
Prozessoren untershiedlihe Anweisungen ausführen bzw. die Rehenoperationen auf un-
tershiedlihen Daten ausgeführt werden, so weit dies benötigt wird.
2.4.2.2 Implizit und explizit parallele Programmiermodelle
Inwieweit die Organisation der Verteilung der Daten auf die Speihermodule, der Speiher-
zugrie und der Synhronisation vom Programmentwikler vorgenommen werden muss, ist
stark untershiedlih. Es existieren sowohl implizit parallele Programmiermodelle, bei de-
nen dies vollständig vom Compiler übernommen wird und für den Programmentwikler
unsihtbar bleibt, wie auh explizit parallele Programmiermodelle, bei denen dies vollstän-
dig vom Programmentwikler geleistet werden muss. Daneben nden auh Mishformen,
bei denen lediglih ein oder mehrere Teilaspekte der Parallelverarbeitung von dem Pro-
grammentwikler organisiert werden muss, Anwendung.
Während implizite Programmiermodelle eine Programmentwiklung erlauben, welhe jener
für einen seriellen Rehner sehr ähnlih ist, sind sie durh den sehr begrenzten Einuss, den
der Programmentwikler auf die Erstellung der parallelen Programmteile ausüben kann,
reht unexibel und für Algorithmen mit komplizierten Speiherzugrismustern verbunden
mit einem Parallelrehner mit komplizierter Arhitektur kaum geeignet, da sie in solhen
Fällen zu einem inezienten Programm führen. In der Welt der Multiomputer haben
sih daher von Anfang an explizit parallele Programmiermodelle etabliert, während für
Multiprozessoren eher implizite Programmiermodelle Anwendung nden. Für Multiom-
puter ist insbesondere die Verteilung der Daten auf den Hauptspeiher, bedingt durh die
stark untershiedlihe Zugriszeit auf lokale und nihtlokale Speiherbereihe, entshei-
dend für eine zufriedenstellende Performane. Diese wird daher in der Regel explizit vom
Programmentwikler vorgenommen, basierend auf den Speiherzugrismustern, welhe der
Algorithmus erzeugt.
Da die im Rahmen dieser Arbeit vorgestellten Algorithmen shwerpunktmäÿig für Multi-
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omputersysteme entwikelt wurden, wurde bei deren Formulierung ein explizit paralleles
Programmiermodell verwendet. Die Verteilung der Daten auf den Hauptspeiher und die
Organisation des benötigten Datenaustaushes werden somit explizit angegeben und deren
Optimierung für PIC Algorithmen bilden einen Shwerpunkt der Arbeit.
2.4.2.3 Gemeinsamer und verteilter Speiher
Eine weitere Klassikation von Programmiermodellen für Parallelrehner bezieht sih auf
die Art, wie aus Siht des Programmentwiklers auf den Hauptspeiher zugegrien werden
kann. Man untersheidet zwishen Modellen, die einen gemeinsamen globalen Adressraum
spezizieren, und nahrihtenorientierten Programmiermodellen.
Im Falle eines Programmiermodells mit gemeinsamem Speiher erfolgt die physikalishe
Verteilung der Daten auf den Speiher des Parallelrehners vollkommen unsihtbar für den
Programmentwikler. Auf der Ebene der Programmentwiklung besteht die Illusion eines
einzigen groÿen, homogenen Speihermoduls, auf das alle Instruktionsströme gleiherma-
ÿen zugreifen können. Da jedoh mehrere Instruktionsströme auf dem gleihen Speiher-
modul arbeiten, muss die Konsistenz der Daten im Speiher vom Programmentwikler
sihergestellt werden. Dazu besteht die Möglihkeit einer bedingten oder unbedingten Syn-
hronisation, wodurh eine bestimmte Reihenfolge, in der Operationen auf dem gemein-
samen Speiher ausgeführt werden, erzwungen werden kann. Das Fehlen einer derartigen
Reihenfolge führt in der Regel zu einem undenierten Verhalten des Programms. Auÿer
Synhronisationsoperationen gibt es keine Interaktion zwishen den Instruktionsströmen,
die vom Programmentwikler organisiert werden muss. Für das Modell mit gemeinsa-
mem Adressraum hat sih das 1998 standardisierte und seither kontinuierlih erweiterte
OpenMP [40℄ als Shnittstelle durhgesetzt.
Im Fall des nahrihtenorientierten Programmiermodells ist jedem der Instruktionsströ-
me ein privater Speiherbereih zugeordnet. Die Verteilung der Daten auf die privaten
Speiherbereihe muss vom Programmentwikler vorgenommen werden. Einem Instrukti-
onsstrom ist ein Zugri auf die Daten auÿerhalb seines eigenen Speihers niht möglih.
Werden Daten aus einem anderen Speiherbereih benötigt, so müssen diese explizit durh
eine sogenannte Nahriht vershikt werden. Ein nihtlokaler Speiherzugri erfordert al-
so die Interaktion zweier Instruktionsströme, welhe vom Programmentwikler organisiert
werden muss. Neben den sogenannten blokierenden Sende- und Empfangsoperationen, die
einen Instruktionsstrom so lange anhalten, bis die Übertragung der Nahriht vollständig
abgeshlossen ist, existieren auh niht blokierende Operationen, die dem aufrufenden In-
struktionsstrom erlauben, mit der Ausführung anderer Befehle, welhe der angeforderten
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Daten niht bedürfen, fortzufahren, während auf das Eintreen der Nahriht gewartet
wird. Der Abshluss der niht blokierenden Kommunikationsoperation kann dann zu ei-
nem späteren Zeitpunkt erfolgen. Somit enthält jede Kommunikationsoperation implizit
eine Synhronisation der beteiligten Prozesse. Niht blokierende Kommunikationsopera-
tionen erlauben lediglih, den Zeitpunkt für die Synhronisation zu vershieben und die
Wartezeit bis zum Eintreen der Nahriht mit nützlihen Berehnungen zu füllen. Somit
denieren beim nahrihtenorientierten Programmiermodell die Kommunikationsoperatio-
nen verbunden mit ihrer inhärenten Synhronisation die Reihenfolge, mit der Operationen
auf dem verteilten Speiher ausgeführt werden.
Das auh im Rahmen dieser Arbeit verwendete Message Passing Interfae (MPI) spe-
ziziert eine Shnittstelle, welhe die Operationen des nahrihtenorientierten Program-
miermodells zur Verfügung stellt. MPI wurde 1994 standardisiert [41℄ und 1997 erwei-
tert [42℄. Freie sowie kommerzielle Implementierungen existieren mittlerweile für zahlrei-
he Programmiersprahen und die untershiedlihsten Parallelrehner sowie alle gängi-
gen Betriebssysteme. Heute ist MPI mit weitem Abstand die am häugsten verwendete
Shnittstelle für parallele Programme, welhe auf dem nahrihtenorientierten Program-
miermodell basieren. Auÿer Funktionen für den Punkt-zu-Punkt Datenaustaush zwishen
genau zwei Prozessoren stellt der MPI Standard auh Funktionen für globale Kommunika-
tionsoperationen zur Verfügung, an denen mehr als zwei Prozessoren beteiligt sein können.
Der Datenaustaush erfolgt dann mittels optimierter Kommunikationsmuster.
Da, wie in Abshnitt 2.4.1 erwähnt, auh zunehmend hybride Systeme zum Einsatz kom-
men, welhe für einen Teil der Prozessoren die Multiprozessorarhitektur umsetzen, diese
Multiprozessoren aber als Bausteine zum Aufbau von Multiomputern nutzen, werden
auh zunehmend Algorithmen entwikelt, welhe beide Modelle beinhalten und deren Im-
plementierung MPI ebenso wie OpenMP benutzt.
Obwohl Implementierungen beider Modelle sowohl für Multiprozessoren wie für Multi-
omputer existieren, hat sih für die Programmierung von Multiomputern weitgehend
der nahrihtenorientierte Ansatz durhgesetzt, der dem Programmentwikler die nötige
Flexibilität bietet, um die Datenverteilung und den Speiherzugri optimal organisieren
zu können, während sih für Multiprozessoren das Modell, welhes den Datenzugri über
einen gemeinsamen Adressraum ermögliht, etabliert hat. Trotz zahlreiher Bemühungen,
für Multiomputer einen gemeinsamen Adressraum auf Softwareebene zu emulieren, wel-
her zu einer erheblih einfaheren Softwareentwiklung führen würde (siehe [43℄ für eine
Übersiht), ist es selbst angesihts der Entwiklung von Netzwerken mit hoher Bandbreite
und geringer Latenz bislang niht gelungen, eine Performane zu erreihen, die mit derje-
nigen von optimierten Programmen, die auf dem nahrihtenorientierten Ansatz basieren,
konkurrieren kann [37℄.
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Bei der Entwiklung der in dieser Arbeit vorgestellten Algorithmen wurde ein explizit
paralleles Programmiermodell zugrunde gelegt. Für die Organisation der Speiherzugrif-
fe wurde ein nahrihtenorientiertes Programmiermodell verwendet. Diese Kombination
bietet die Flexibilität, welhe zur Formulierung und ezienten Implementierung der Al-
gorithmen auf Multiomputern benötigt wird.
2.4.3 Analyse paralleler Algorithmen
Ein wihtiges Qualitätsmerkmal für einen Algorithmus ist sein Bedarf an Ressouren. Von
groÿem Interesse ist dabei insbesondere die benötigte Rehenzeit sowie der Speiherbedarf
und deren Abhängigkeit von der Gröÿe des zu bearbeitenden Problems. Die Problemgröÿe
ist zunähst ein abstrakter Begri und kann nur kontextabhängig deniert werden. Bei-
spielsweise würde für einen Algorithmus, welher zum Sortieren einer Liste von Ganzzahlen
verwendet wird, unter der Problemgröÿe sinnvollerweise die Anzahl der Elemente in der
Liste verstanden werden, die sortiert werden soll.
Bei einer theoretishen Analyse eines Algorithmus ist insbesondere sein asymptotishes
Verhalten von Interesse, d.h. die Abhängigkeit des Ressourenbedarfs von der Problem-
gröÿe für den Grenzfall sehr groÿer Problemgröÿen. Das asymptotishe Verhalten wird in
der theoretishen Informatik mit Hilfe der Methoden der Komplexitätstheorie beshrie-
ben [44℄. Die Sihtweise der Komplexitätstheorie ist zur Bewertung paralleler Algorithmen
jedoh niht ausreihend, da an einen parallelen Algorithmus weitere Qualitätsforderungen
gestellt werden müssen. Insbesondere ist das Verhalten des Algorithmus in Abhängigkeit
von der Anzahl der verwendeten Prozessoren des Parallelrehners von Interesse. Zur Ana-
lyse und Bewertung dieses Verhaltens sind vershiedene Metriken vorgeshlagen worden.
Im Folgenden wird eine Auswahl dieser Metriken vorgestellt, welhe für die Analyse der
im Rahmen dieser Arbeit behandelten Algorithmen von Interesse sind. Eine vollständigere
Übersiht ndet sih in [45℄ und [46℄.
Die theoretishe Analyse eines Algorithmus erfordert grundsätzlih ein Modell des Reh-
ners, auf welhem der Algorithmus implementiert werden soll. Die Verbindung eines Al-
gorithmus mit einem Rehnermodell wird als System bezeihnet. Im Falle von parallelen
Algorithmen spriht man von einem parallelen System [47℄.
Im Folgenden soll jedoh zunähst vollkommen von Mashinenmodellen abstrahiert wer-
den, bis in Abshnitt 2.4.4 auf diese Problematik eingegangen wird.
2.4.3.1 Laufzeit
Wie auh bei seriellen Systemen ist eine Analyse der Laufzeit, welhe ein paralleles System
zur Bearbeitung eines Problems benötigt, von besonderem Interesse, und insbesondere für
33
2 Theoretishe Grundlagen
zeitkritishe Berehnungen ist eine Abshätzung der Laufzeit unverzihtbar, um den für
die Berehnungen zur Verfügung stehenden Zeitrahmen niht zu übershreiten. Anders als
bei seriellen Systemen hängt die Laufzeit für ein paralleles System mindestens von den
zwei Parametern Problemgröÿe N und Anzahl der verwendeten Prozessoren Nπ ab.
Obwohl die im Folgenden vorgestellten Metriken wihtige Einblike in das Verhalten eines
parallelen Systems geben können, kann ihre alleinige Anwendung zu falshen Shluss-
folgerungen über die Qualität des untersuhten Systems führen [45℄. Eine Analyse der
shlussendlih erzielten Laufzeit ist daher meist unverzihtbar.
2.4.3.2 Speedup und Ezienz
Wie bereits erwähnt, ist das Ziel der Parallelverarbeitung, die zur Lösung eines Pro-
blems benötigte Laufzeit gegenüber einer seriellen Bearbeitung zu reduzieren. Der par-
allele Speedup misst die durh die Parallelverarbeitung erzielte Reduktion der Laufzeit
bei der Lösung eines Problems im Vergleih zur Lösung mit Hilfe eines seriellen Algorith-
mus, welher auf einem Referenzprozessor ausgeführt wird. Die Denition des Speedup in
der Literatur ist niht einheitlih. Es existieren die beiden folgenden Denitionen. Zum
einen wird der Speedup deniert als (siehe z.B. [47℄)
S∗(Nπ, N) :=
T ∗(1, N)
T (Nπ, N)
. (2.44)
Dabei bezeihnet T ∗(1, N) die benötigte Laufzeit für den Fall, dass das Problem mit Hilfe
des bestmöglihen seriellen Algorithmus auf einem Referenzprozessor gelöst wird, wobei als
bestmögliher Algorithmus in diesem Zusammenhang derjenige angesehen wird, der das
Problem in der kürzest möglihen Zeit löst. Die Gröÿe T (Nπ, N) bezeihnet die benötigte
Laufzeit, welhe zur Lösung des Problems mit Hilfe eines parallelen Systems unter Benut-
zung von Nπ gleihartigen Prozessoren, die überdies identish zu dem Referenzprozessor
sind, benötigt wird. Ein Speedup von S∗(Nπ, N) = s bedeutet also, dass das parallele
System mit Hilfe von Nπ gleihartigen Prozessoren das Problem um den Faktor s shneller
löst als der beste sequentielle Algorithmus auf dem Referenzprozessor. Der Parameter N
beshreibt die Problemgröÿe und muss, wie erwähnt, abhängig von der Problemstellung
deniert werden.
Die zweite Denition des Speedup, welhe sih in der Literatur ndet (siehe z.B. [48℄),
lautet
S(Nπ, N) :=
T (1, N)
T (Nπ, N)
. (2.45)
Dabei bedeutet T (1, N) die Laufzeit des parallelen Algorithmus, wenn dieser auf einem
einzigen Referenzprozessor ausgeführt wird. Die beiden Denitionen führen dadurh, dass
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denitionsgemäÿ T ∗(1, N) ≤ T (1, N) gelten muss, zu untershiedlihen Bewertungen des
gleihen parallelen Algorithmus.
Während die Denition in Gleihung (2.45) den Vorteil besitzt, dass hier nur das zu unter-
suhende parallele System betrahtet werden muss, muss bei Denition (2.44) jedes denk-
bare System zur Lösung des Problems berüksihtigt werden, um T ∗(1, N) zu bestimmen.
Allerdings birgt Denition (2.45) den Nahteil, dass der durh die Parallelverarbeitung
erzielte Gewinn an Rehenzeit übershätzt wird.
Bei dem Studium der relevanten Literatur fällt auf, dass Gleihung (2.44) wesentlih häu-
ger als Denition des Speedup angeführt wird, allerdings in konkreten Performaneana-
lysen häuger Denition (2.45) Anwendung ndet. In Anlehnung an [45℄ werde die in
Gleihung (2.44) denierte Gröÿe als realer Speedup und die in Gleihung (2.45) denierte
Gröÿe als relativer Speedup bezeihnet.
Da die in dieser Arbeit betrahteten parallelen Algorithmen für den Fall Nπ = 1 in die
für serielle Berehnungen verwendeten Algorithmen übergehen, sind die beiden Gröÿen S
und S∗ in diesem Fall äquivalent. Der Speedup wird daher im Folgenden stets mit S be-
zeihnet.
Für den Speedup in Denition (2.44) und (2.45) ergibt sih eine theoretishe obere Shran-
ke S
opt
gemäÿ
S
opt
(Nπ, N) := Nπ, (2.46)
da im Allgemeinen die Ungleihung
T ∗(1, N) ≤ T (1, N) ≤ Nπ · T (Nπ, N) (2.47)
erfüllt ist. Es sei jedoh angemerkt, dass unter bestimmten Bedingungen die Ungleihungs-
kette (2.47) verletzt werden und ein Speedup S > S
opt
erreiht werden kann. Man spriht
in diesem Fall von einem superlinearen Speedup. Ein superlinearer Speedup kann bei-
spielsweise aufgrund von Eekten auftreten, die durh die Arhitektur des verwendeten
Parallelrehners, insbesondere durh die Speiherhierarhie, bedingt sind. Für eine Analy-
se von vershiedenen Ursahen für das Auftreten eines superlinearen Speedup sei auf [49℄
verwiesen.
Die mit dem Speedup eng verwandte Ezienz bildet ein weiteres häug angewendetes Maÿ
zur Bewertung eines parallelen Systems. Ebenso wie beim Speedup existieren zwei unter-
shiedlihe Denitionen, die sih wiederum darin untersheiden, ob T (1, Nπ) oder T
∗(1, Nπ)
als Vergleihsgröÿe herangezogen wird. Die Denitionen lauten
E∗(Nπ, N) :=
T ∗(1, N)
Nπ · T (Nπ, N)
=
S∗(Nπ, N)
Nπ
(2.48)
bzw.
E(Nπ, N) :=
T (1, N)
Nπ · T (Nπ, N)
=
S(Nπ, N)
Nπ
. (2.49)
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Die Ezienz beshreibt, welher Anteil der Laufzeit für sinnvolle Rehnungen verwendet
wird. Die übrige Laufzeit wird z.B. für Datenverwaltung verbrauht, welhe bei der Aus-
führung auf einem einzigen Prozessor niht benötigt wird. Die optimale Ezienz ergibt
sih daher zu
E
opt
(Nπ, N) =
S
opt
(Nπ, N)
Nπ
= 1. (2.50)
Mit der gleihen Begründung wie beim Speedup wird im Folgenden lediglih die Denition
in Gleihung (2.49) weiter verwendet.
Im Folgenden sollen die Eekte untersuht werden, welhe dazu führen, dass der ideale
Speedup bzw. die ideale Ezienz niht erreiht wird. Dazu wird ein ktiver paralleler Al-
gorithmus betrahtet, welher jedoh Ähnlihkeiten mit dem in Abshnitt 2.3 vorgestellten
PIC Algorithmus besitzt. Die folgenden Ausführungen werden daher bei der Konstruktion
der parallelen PIC Algorithmen in Kapitel 3 hilfreih sein.
Der ktive Algorithmus benötigt zur Berehnung seines Ergebnisses N
it
Stufen, wobei die
innerhalb einer Stufe durhzuführenden Rehenshritte das Ergebnis der vorherigen Stu-
fe benötigen. Die Berehnungen, welhe innerhalb der i-ten Stufe durhgeführt werden
müssen, benötigen auf einem Referenzprozessor die Rehenzeit
T (i)(1, N) = T (i)
p
(1, N) + T (i)
s
(1, N), (2.51)
wobei die Berehnungen, welhe die Rehenzeit T
(i)
p
benötigen, als parallelisierbar an-
genommen werden können, d.h. die zur Fertigstellung erforderlihen Rehenoperationen
können auf vershiedene Prozessoren verteilt werden. Der Anteil T
(i)
s
hingegen wird durh
Rehenoperationen verursaht, die niht parallelisierbar sind, und somit bei einer paral-
lelen Berehnung von jedem Prozessor ausgeführt werden müssen. Damit beträgt die Re-
henzeit, welhe auf dem Referenzprozessor zur Fertigstellung der Berehnung insgesamt
benötigt wird,
T (1, N) =
N
it∑
i=1
T (i)(1, N) =
N
it∑
i=1
[
T (i)
p
(1, N) + T (i)
s
(1, N)
]
. (2.52)
Wird der Algorithmus nun auf einem Parallelrehner mit Nπ Prozessoren ausgeführt, so
werden die Berehnungen des parallelisierbaren Anteils des Algorithmus auf die verfügba-
ren Prozessoren verteilt, so dass sih die Rehenzeit, welhe Prozessor iπ für die Bereh-
nungen der i-ten Stufe benötigt, angegeben werden kann als
T (i)(iπ, Nπ, N) = T
(i)
p
(iπ, Nπ, N) + T
(i)
s
(1, N). (2.53)
Da die Berehnungen, welhe T
(i)
s
verursahen, niht parallelisierbar sind, tritt dieser Term
in Gleihung (2.53) unverändert in Ersheinung. Die parallelisierbaren Berehnungen wer-
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den auf die verfügbaren Prozessoren verteilt, so dass
Nπ∑
iπ=1
T (i)
p
(iπ, Nπ, N) = T
(i)
p
(1, N) (2.54)
gelten muss. Die Berehnungen der i-ten Stufe benötigen die Ergebnisse der Stufe i−1. Dies
impliziert, dass im Allgemeinen Daten zwishen den Prozessoren nah dem Abshluss der
Berehnungen einer Stufe ausgetausht werden müssen. Zudem können die Berehnungen
der Stufe i + 1 niht begonnen werden, bevor niht die Ergebnisse von allen Prozessoren
für die i-te Stufe vorliegen. Der Prozessor, welher für die Berehnungen, sowie den darauf
folgenden Datenaustaush am meisten Zeit benötigt, bestimmt also die Gesamtzeit, welhe
auf dem Parallelrehner für die Bearbeitung der i-ten Stufe des Algorithmus erforderlih
ist. Mit T˜ (i)(iπ, Nπ, N) als Zeit, die Prozessor iπ für den Austaush von Ergebnisdaten in
der Stufe i benötigt, folgt somit für die Gesamtzeit, welhe von dem Parallelrehner für
die Bearbeitung der i-ten Stufe des Algorithmus benötigt wird
T (i)(Nπ, N) = max
iπ∈Π
{
T (i)
p
(iπ, Nπ, N) + T˜
(i)(iπ, Nπ, N)
}
+ T (i)
s
(1, N), (2.55)
wobei Π := {1 . . . Nπ} als die Menge der Prozessoren, beshrieben durh eine eindeutige
Identikationsnummer, deniert ist. Die Laufzeit der Gesamtberehnung über alle N
it
Stu-
fen ergibt sih zu
T (Nπ, N) =
N
it∑
i=1
T (i)(Nπ, N). (2.56)
Für den parallelen Speedup der Gesamtberehnung folgt somit
S(Nπ) =
N
it∑
i=1
[
T
(i)
p
(1, N) + T
(i)
s
(1, N)
]
N
it∑
i=1
[
max
iπ∈Π
{
T
(i)
p
(iπ, Nπ, N) + T˜ (i)(iπ, Nπ, N)
}
+ T
(i)
s
(1, N)
] . (2.57)
Aus Gleihung (2.57) lässt sih erkennen, dass drei Faktoren den Speedup eines parallelen
Algorithmus gegenüber S
opt
reduzieren.
Zum Ersten führt der benötigte Datenaustaush zwishen den Prozessoren, beshrieben
durh T˜ (i), zu einem Mehraufwand, der bei der seriellen Ausführung niht auftritt. Dieser
Term wird sowohl durh die Menge an Daten, welhe ausgetausht werden müssen, als
auh durh die Arhitektur des Parallelrehners und die Infrastruktur (Software, Proto-
kolle), die dieser zum Austaush von Daten zwishen den Prozessoren anbietet, wie auh
durh die konkrete Implementierung des Datenaustaushes (Kommunikationsstruktur) be-
einusst. Da die Menge an Daten, welhe zwishen den Prozessoren ausgetausht werden
müssen, und damit auh die für den Datenaustaush benötigte Zeit, oftmals direkt damit
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zusammenhängt, wie die parallelisierbaren Berehnungen den Prozessoren zugeordnet wer-
den, ist ein wesentlihes Ziel bei der Entwiklung eines parallelen Algorithmus,
basierend auf dessen Speiherzugrismuster die Berehnungen so aufzuteilen,
dass jeder Prozessor möglihst wenige Daten von anderen Prozessoren benö-
tigt.
Zum Zweiten führt die durh den Datenaustaush eingeführte Synhronisation nah je-
der Stufe des Algorithmus dazu, dass derjenige Prozessor, der für die Ausführung der
ihm zugeordneten Berehnungen und Kommunikationsoperationen die längste Zeitspanne
benötigt, die Gesamtzeit für die Stufe bestimmt. Ausgedrükt wird dies durh den Aus-
druk max {·} in Gleihung (2.55). Wird die Verteilung der Daten so vorgenommen, dass
die für den Datenaustaush benötigte Zeit gegenüber den Rehenzeiten so klein wird, dass
sie vernahlässigt werden kann (T˜ (i) ≈ 0), so folgt aufgrund von Gleihung (2.54), dass
T (i)(Nπ, N) = max
iπ∈Π
{
T (i)
p
(iπ, Nπ, N)
}
+ T (i)
s
(1, N)
≥
1
Nπ
T (i)
p
(1, N) + T (i)
s
(1, N) (2.58)
gilt. Somit ergibt sih, dass im Fall unbalanierter Lastverteilung aufgrund der Synhro-
nisation eine Erhöhung der Rehenzeit auftritt, die den Speedup reduziert. Die gleih-
mäÿige Verteilung der Rehenlast auf die verfügbaren Prozessoren ist somit
in diesem Fall essentiell, um einen möglihst hohen Speedup zu erzielen. Das
Gleihheitszeihen in Gleihung (2.58) gilt genau für den Fall idealer Lastbalanierung.
Abbildung 2.7 illustriert den Sahverhalt unbalanierter Lastverteilung für den Fall zweier
Prozessoren. Prozessor 1 besitzt weniger Rehenlast als Prozessor 2 und beendet seine
Rehnung zu einem deutlih früheren Zeitpunkt. Da er auf die Daten von Prozessor 2
warten muss, kann er aber erst mit seinen Berehnungen fortfahren, nahdem Prozessor 2
seine Berehnung abgeshlossen hat und die benötigten Daten zur Verfügung stellen kann.
Prozessor 2 bestimmt hier folglih die Laufzeit der Gesamtberehnung. In vielen Fällen
sind die beiden Ziele, den Kommunikationsaufwand zu minimieren, sowie eine optimale
Lastbalanierung zu erreihen, niht miteinander vereinbar, so dass ein Kompromiss zwi-
shen beiden Zielen gefunden werden muss, welher die Gesamtlaufzeit minimiert.
Sei nun noh angenommen, dass Lastbalanierung zu jedem Zeitpunkt der Berehnung
gewährleistet ist, so vereinfaht sih der Ausdruk für den Speedup (2.57) zu
S(Nπ, N) =
1 + Ts(1,N)
T
p
(1,N)
1
Nπ
+ Ts(1,N)
T
p
(1,N)
. (2.59)
38
2.4 Paralleles Rehnen
t
t
Proz. 1
Nahri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Proz. 2
lokale Berehnungen Kommunikationsinitialisierung Datenaustaush und Synhronisation
Abbildung 2.7: Ungleih verteilte Last führt zu untershiedlihen Laufzeiten für die beteilig-
ten Prozessoren. Der am stärksten belastete Prozessor bestimmt, bedingt durh die Synhro-
nisationspunkte, welhe durh jeden Datenaustaush eingeführt werden, die Laufzeit.
Da durh die Lastbalanierung alle T
(i)
p
(iπ, Nπ, N) gleih werden, konnte der max{·} Aus-
druk fortgelassen werden. Zudem wurde
T
p
(Nπ, N) :=
N
it∑
i=1
T (i)
p
(Nπ, N) (2.60)
und
T
s
(1, N) :=
N
it∑
i=1
T (i)
s
(1, N) (2.61)
gesetzt. Damit kann der Speedup selbst bei Verwendung von extrem vielen Prozessoren
den Wert von
S∞(N) := lim
Nπ→∞
S(Nπ, N) = 1 +
T
p
(1, N)
T
s
(N)
(2.62)
niht übershreiten. Der Ausdruk in (2.62) ist als Gesetz von Amdahl bekannt gewor-
den [50℄ und zeigt die dritte Ursahe für einen niht idealen Speedup: Die seriellen Bereh-
nungen, welhe bei der Ausführung des Algorithmus von allen Prozessoren durhgeführt
werden müssen, verhindern, dass der Speedup den Wert in (2.62) übershreitet, gleihgül-
tig wie viele Prozessoren benutzt werden. Ziel muss daher sein, möglihst alle Teile
eines Algorithmus zu parallelisieren . Zur Herleitung dieses Ergebnisses wurde ideale
Lastbalanierung vorausgesetzt sowie jegliher Aufwand für den Datenaustaush zwishen
Prozessoren vernahlässigt. Der Speedup einer realen Implementierung nähert sih daher
typisherweise niht asymptotish diesem Wert an, sondern nimmt bei der Erhöhung der
Prozessorenzahl nah dem Erreihen eines Maximums wieder ab, da der Kommunikations-
aufwand übliherweise mit wahsender Prozessorenzahl im Vergleih zum Rehenaufwand
ansteigt und zudem, je nah Art des betrahteten Algorithmus, die Lastbalanierung mit
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wahsender Anzahl an Prozessoren häug shwieriger zu gewährleisten ist.
Abbildung 2.8(a) zeigt das typishe Verhalten des Speedup in Abhängigkeit von der Pro-
zessorenzahl. Während sih die obere Kurve, welhe den Kommunikationsaufwand ver-
nahlässigt, asymptotish dem in Gleihung (2.62) berehneten Wert nähert, erreiht die
untere Kurve, welhe den Kommunikationsaufwand berüksihtigt, einen Extremalwert
und fällt dann bei weiterer Erhöhung der Prozessorenzahl ab. Die Verläufe, welhe sih
für die Ezienz in den beiden Fällen ergeben, sind in Abbildung 2.8(b) dargestellt. Die
Ezienz besitzt denitionsgemäÿ ihr Maximum für Nπ = 1. Wird Nπ erhöht, fällt die
Ezienz übliherweise kontinuierlih ab, obwohl auh hier aus den gleihen Gründen wie
für den Speedup in einigen Fällen Werte oberhalb von 1 möglih sind [49℄.
Ein Kritikpunkt an der Speedup- sowie der Ezienzmetrik ist, dass diese prinzipiell Syste-
me mit langsamen Prozessoren bevorzugen, d.h. diese Systeme erhalten höhere Speedup-
bzw. Ezienzwerte verglihen mit Systemen, welhe shnellere Prozessoren besitzen [45℄.
Dies ist aus Gleihung (2.57) ersihtlih. Für langsame Prozessoren können die Terme T
p
Nπ
S
S∞
idealer Speedup S
opt
Nπ
E
1
optimale Ezienz E
opt
(a) (b)
Abbildung 2.8: (a) Der typishe Verlauf des parallelen Speedup für eine feste Problemgröÿe.
Während sih der Speedup bei Vernahlässigung des Kommunikationsaufwandes einem Maxi-
malwert S∞ asymptotish nähert, erreiht er bei Berüksihtigung desselben einen Extremal-
wert und fällt danah ab. (b) Der typishe Verlauf der Ezienz für konstante Problemgröÿe.
Die Kurven gleiher Farbe in den beiden Bildern korrespondieren miteinander.
sowie T
s
gegenüber dem Term T˜ groÿ werden, was zu einem höheren Speedup bzw. zu einer
gröÿeren Ezienz führt. Diese besseren Werte werden jedoh durh eine hohe Gesamtlauf-
zeit erkauft. Somit muss zu einer sinnvollen Bewertung eines parallelen Systems immer
auh die Gesamtlaufzeit T (Nπ, N) herangezogen werden, um niht zu falshen Shlussfol-
gerungen zu gelangen.
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2.4.3.3 Skalierter Speedup und skalierte Ezienz
Die pessimistishe Siht, welhe sih aus dem Amdahlshen Gesetz (2.62) ergibt, folgt
daraus, dass die Problemgröÿe konstant gehalten wird, während die Anzahl der Prozessoren
immer weiter erhöht wird. Somit erhält der serielle Anteil der Laufzeit sowie auh die
Zeit, welhe für den Datenaustaush benötigt wird, einen immer höheren Anteil an der
Gesamtlaufzeit.
Häug tritt jedoh der Fall auf, dass Instanzen vershiedener Gröÿe ein und desselben
Problems gelöst werden müssen. Man denke nur an Konvergenzstudien, die bei vielen
Simulationen unerlässlih sind. Vielfah besteht hier der Wunsh, alle Problemgröÿen in
der gleihen Zeit zu lösen, und, um dies zu erreihen, eine an die Problemgröÿe angepasste
Anzahl an Prozessoren zu benutzen. Dies motiviert die Einführung des skalierten Speedup
für eine konstante Laufzeit [51℄. Dieser ist deniert als
S
T
(Nπ, T0) :=
T (1, N(T0, Nπ))
T0
. (2.63)
Hierbei ist T0 eine festgelegte Laufzeit. Für eine bestimmte Anzahl an Prozessoren ergibt
sih damit die Problemgröÿe N aus der Beziehung
T (Nπ, N)
!
=T0. (2.64)
Ebenso lässt sih die skalierte Ezienz einführen als
E
T
(Nπ, T0) :=
S
T
(Nπ, T0)
Nπ
. (2.65)
Von Gustafson [52℄ wurde der speiherskalierte Speedup eingeführt. Dieser ist deniert
als
S
M
(Nπ, N) :=
T (1, Nπ ·N)
T (Nπ, Nπ ·N)
. (2.66)
Analog lässt sih die speiherskalierte Ezienz denieren als
E
M
(Nπ, N) :=
S
M
(Nπ, N)
Nπ
. (2.67)
Wie in Gleihung (2.63) wird auh hier die Problemgröÿe mit der Anzahl der Prozessoren
erhöht. Während in Gleihung (2.63) jedoh die Laufzeit konstant gehalten wird und über
Gleihung (2.64) auf die Problemgröÿe geshlossen wurde, wird diese nun proportional
zu der Anzahl der Prozessoren erhöht. Dies kann in dem oft auftretenden Fall, dass der
Speiherbedarf des parallelen Systems linear mit der Problemgröÿe ansteigt, so interpre-
tiert werden, dass der Anteil des insgesamt verfügbaren Arbeitsspeihers, welher dem
parallelen System zur Verfügung gestellt wird, konstant gehalten wird, was dieser Metrik
ihren Namen einbrahte.
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2.4.3.4 Skalierbarkeit und Isoezienzfunktion
Wie in Abshnitt 2.4.3.2 erläutert, kann bei einer konstanten Problemgröÿe N durh Erhö-
hung der Prozessorenzahl Nπ die Ezienz E in der Regel niht konstant gehalten werden.
Jedoh ist zu beobahten, dass eine Erhöhung der Problemgröÿe bei einer festen Anzahl
an Prozessoren oftmals zu einem Ansteigen der Ezienz führt. In einem solhen Fall
ist es möglih durh eine gleihzeitige Erhöhung der Problemgröÿe N und der Prozesso-
renzahl Nπ die Ezienz konstant zu halten. Parallele Systeme, welhe diese Eigenshaft
besitzen, werden als skalierbar bezeihnet [47℄.
Die Skalierbarkeit ist ein wihtiges Qualitätsmerkmal eines parallelen Systems, da es nur
für skalierbare Systeme möglih ist, bei einer gegebenen Problemgröÿe eine Anzahl von
Prozessoren auszuwählen, so dass die Ressouren mit einer hohen Ezienz genutzt wer-
den. Bei niht skalierbaren Systemen führt eine Erhöhung der Prozessorenzahl zwangsläug
zu einer Vershlehterung der Ezienz. Da eine Erhöhung der Problemgröÿe in der Regel
auh mit einer Vergröÿerung des Speiherbedarfs einhergeht, und damit eine Erhöhung der
Anzahl der verwendeten Prozessoren/Rehenknoten (auf Multiomputern) unumgänglih
maht, sind niht skalierbare Algorithmen höhstens für kleine Problemgröÿen geeignet.
Der funktionale Zusammenhang zwishen Problemgröÿe N und Prozessorenzahl Nπ, wel-
her sih für eine konstante Ezienz E ergibt, wird als Isoezienzfunktion bezeihnet [53℄.
Die Isoezienzfunktion ist somit in impliziter Form deniert als
E(Nπ, N)
!
= E . (2.68)
Abbildung 2.9 zeigt beispielhaft die Konstruktion der Isoezienzkurven als Höhenlinien
der Funktion E(Nπ, N) sowie die Isoezienzlinien aufgetragen in der NπN -Ebene. Der
explizite Zusammenhang zwishen N und Nπ, welher sih durh Auösen von Gleihung
(2.68) nah N ergibt, werde bezeihnet mit EE . Damit ergibt sih
N = EE(Nπ). (2.69)
Man beahte, dass niht jede beliebige Kombination von Problemgröÿe N und Prozesso-
renzahl Nπ mit Hilfe eines parallelen Systems realisiert werden kann.
Mit der Problemgröÿe N nimmt im Allgemeinen auh der Speiherbedarf zu. Da der Spei-
her jedoh eine knappe Ressoure ist, existiert für jede Prozessorenzahl Nπ eine maximale
Problemgröÿe N
max
(Nπ), die niht übershritten werden kann. Bei Multiomputern bedeu-
tet die Hinzunahme weiterer Prozessoren bzw. Rehenknoten, dass der verfügbare Speiher
sih proportional erhöht, sofern alle Rehenknoten einen gleih groÿen Speiher besitzen.
Verhält sih der Speiherbedarf des parallelen Systems ebenfalls proportional zur Problem-
gröÿe, so ist die Funktion N
max
(Nπ) eine lineare Funktion, wie Abbildung 2.9(b) zeigt.
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(a) (b)
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Abbildung 2.9: (a) Konstruktion der Isoezienzkurven als Höhenlinien der Funkti-
on E(Nπ, N). (b) Isoezienzkurven in der NπN -Ebene. Die rote Kurve ergibt sih für eine
höhere Ezienz als die blaue .
Aufgrund der endlihen Granularität eines parallelen Systems, d.h. die Berehnungen zur
Lösung des Problems lassen sih niht in beliebig viele Teile zerlegen, ist es jedoh auh
niht möglih ein Problem bestimmter Gröÿe auf beliebig vielen Prozessoren zu lösen.
Für jede Prozessorenzahl existiert daher auh eine minimale Problemgröÿe N
min
(Nπ). Für
den häug auftretenden Fall, dass die Anzahl der Teilrehnungen, in die sih das Ge-
samtproblem maximal zerlegen lässt, proportional zu der Problemgröÿe ist, ergibt sih
für N
min
(Nπ) eine lineare Funktion, wie in Abbildung 2.9(b) gezeigt.
Wie bereits angesprohen, führt ein höherer Wert von E zu einer Isoezienzfunktion mit
einer gröÿeren Steigung. Die beiden in Abbildung 2.9(b) aufgetragenen Isoezienzlinien
zeigen dieses Verhalten. Hier wird auh deutlih, dass nur für den Fall
N
min
(Nπ) ≤ EE(Nπ) ≤ Nmax(Nπ) (2.70)
eine konstante Ezienz E mit dem parallelen System für eine beliebige Prozessorenzahl
erreiht werden kann. Ist eine der Bedingungen in Gleihung (2.70) verletzt, so wird die
Ezienz des parallelen Systems ab einer bestimmten Prozessorenzahl niht mehr konstant
gehalten werden können.
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2.4.4 Modelle für Parallelrehner
Um die Laufzeit eines konkreten Systems einer theoretishen Analyse zugänglih zu ma-
hen, ist ein Modell des Rehners erforderlih, auf welhem der Algorithmus ausgeführt
werden soll. Erst ein solhes Modell ermögliht es letztlih, die Laufzeiten, welhe in Ab-
shnitt 2.4.3 zunähst als abstrakte Gröÿen eingeführt wurden, zu konkretisieren.
Um von Nutzen zu sein, muss ein Rehnermodell einige Anforderungen erfüllen. Die erste
Forderung betrit die Komplexität des Modells. Das Modell muss einerseits so komplex
sein, dass es die dominanten Eekte, welhe die Laufzeit eines Systems beeinussen, ab-
bildet. Jedoh darf die Komplexität niht so hoh sein, dass keine konkreten Aussagen
darüber mehr möglih sind, durh welhe Strategien ein System optimiert werden kann.
Solhe Aussagen werden bei sehr komplexen Modellen häug hinter zahllosen Modellpa-
rametern bzw. einer komplizierten Modellstruktur verstekt.
Eine weitere wünshenswerte Eigenshaft eines Rehnermodells ist seine Portabilität, d.h.
seine Eignung zur Modellierung einer möglihst groÿen Klasse von Systemen. Dies ist in
der Regel nur dann möglih, wenn die betrahteten Rehner eine ähnlihe Arhitektur
besitzen.
Zur Analyse serieller Systeme hat sih das Modell der Random Aess Mahine (RAM)
weitgehend durhgesetzt [54℄. Es handelt sih dabei um einen Rehner, welher über einen
unbegrenzten und homogenen Arbeitsspeiher verfügt und mit einer konstanten Laufzeit
die folgenden Operationen ausführen kann, wobei die jeweils benötigte Laufzeit für die
vershiedenen Operationen untershiedlih sein kann:
• Ausführung eines arithmetishen Befehls (Addition, Subtraktion, Multiplikation, Di-
vision) zur Kombination von zwei Zahlen.
• Ausführung eines Transportbefehls, d.h. das Übershreiben einer Speiherstelle durh
einen Wert, welher an einer anderen Stelle im Speiher steht.
• Ausführung eines Lese- oder Shreibbefehls, welher eine Zahl aus dem Speiher
einliest oder eine Zahl in den Speiher shreibt.
Für Algorithmen untershiedlihster Art wurde die benötigte Rehenzeit in Abhängigkeit
der Problemgröÿe für das RAM Modell analysiert und umfangreihe Literatur mit derar-
tigen Analysen ist verfügbar (siehe z.B. [55℄). Der groÿe Erfolg des RAM Modells als Basis
zur Entwiklung und Analyse von Algorithmen begründet sih daraus, dass es trotz sei-
nes hohen Abstraktionsgrades und der damit einhergehenden geringen Komplexität reht
genaue Aussagen über die zu erwartende Laufzeit eines Algorithmus in Abhängigkeit von
der Problemgröÿe erlaubt.
Da Parallelrehner gegenüber seriellen Rehnern eine wesentlih kompliziertere Arhitek-
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tur besitzen, ist auh das Aufstellen eines Modells mit den oben genannten Eigenshaften
wesentlih komplizierter. Historish wurde die Entwiklung eines Modells noh dadurh
ershwert, dass viele Parallelrehner mit untershiedliher Arhitektur existierten. Diese
waren oftmals optimiert für bestimmte Rehenoperationen, während andere Rehenopera-
tionen nur inezient ausgeführt werden konnten. Hinzu kam eine Vielzahl untershiedliher
Netzwerktehnologien, welhe bei der Anbindung der Speihermodule an die Prozessoren
der Rehner zum Einsatz kamen. Dies betrit sowohl die Topologie des Netzwerks wie
auh Routing Methoden und Netzwerkprotokolle. Obwohl mittlerweile eine gewisse Kon-
vergenz der Rehnerarhitekturen hin zu Parallelrehnern, welhe aus Komponenten des
Massenmarktes als Multiomputer oder Multiprozessoren aufgebaut sind, zu beobahten
ist, gibt es bislang kein Modell für Parallelrehner, welhes die gleihe Akzeptanz und
Verbreitung gefunden hat wie das RAM Modell für serielle Rehner.
Es sollen daher im Folgenden einige Modelle für Parallelrehner kurz vorgestellt werden,
welhe eine gewisse Popularität erlangt haben, um im Anshluss daran das im Rahmen
dieser Arbeit für die Analyse der untersuhten parallelen Systeme verwendete Modell vor-
zustellen. Für eine reht umfassende Übersiht über Modelle für Parallelrehner sei auf [56℄
verwiesen.
2.4.4.1 Parallele RAM
Eines der frühsten Parallelrehnermodelle war eine Erweiterung des RAM Modells, das
Modell der Parallelen RAM (PRAM) [57℄. Es handelt sih dabei um eine Mashine mit
einer Anzahl an synhron getakteten, gleihartigen Prozessoren, welhe auf einem unbe-
shränkten, gemeinsamen Speiher arbeiten. Der Zugri auf jede Position des Speihers
ist für jeden der Prozessoren in einem Prozessortakt möglih.
Das PRAM Modell war jedoh, obwohl es eine reht weite Verbreitung fand, zur Laufzeit-
modellierung paralleler Systeme niht sehr erfolgreih. Insbesondere zeigte sih, dass die
Annahme eines homogenen, gemeinsamen Speihers für die zunehmend populär werden-
den Multiomputer zu unzutreenden Voraussagen über die Laufzeit führt, da auf realen
Rehnern ein signikanter Untershied zwishen der Zugriszeit für den lokalen und den
niht lokalen Speiher existiert und die Prozessoren übliherweise asynhron getaktet sind.
Obwohl zahlreihe Erweiterungen des PRAM Modells vorgeshlagen wurden, um die Qua-
lität des Modells zu verbessern (siehe z.B. [58℄ für eine Übersiht), konnte keines dieser
Modelle eine groÿe Akzeptanz erreihen.
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2.4.4.2 Bulk-Synhronous Parallel Computer
Das Modell des Bulk-Synhronous Parallel Computers (BSPC) [59℄ modelliert die benö-
tigte Zeit für den Austaush von Daten zwishen den Prozessoren eines Parallelrehners
als Einussgröÿe auf die Laufzeit. Ein BSPC ist eine Mashine bestehend aus einer be-
stimmten Anzahl Prozessoren, welhe in bestimmten festen Zeitintervallen synhronisiert
werden. Diese Zeitintervalle werden als Supershritte bezeihnet. Prinzipiell folgt auf eine
Phase von Berehnungen, welhe ausshlieÿlih mit lokalen Daten auskommen, eine Phase,
in der Daten zwishen den Prozessoren ausgetausht werden. Die beiden Phasen laufen se-
quentiell ab und können jeweils eine untershiedlihe Anzahl an Supershritten benötigen.
Die Modellierung des Datenaustaushes geshieht über sogenannte h-Relationen. Dabei
handelt es sih um den Austaush von höhstens h Datenelementen gleiher Gröÿe zwi-
shen den Prozessoren. Eine h-Relation benötigt zu ihrer Bearbeitung g·h+s Zeiteinheiten,
wobei g als Bandbreite des Verbindungsnetzwerks und s als Zeit, welhe für das Vorbe-
reiten der Datenelemente zur Übertragung benötigt wird, interpretiert werden kann. Es
spielt dabei keine Rolle, welhe der Prozessoren Datenelemente in welher Reihenfolge
austaushen.
Obwohl das Modell des BSPC die Annahme des PRAM Modells hinsihtlih der Synhro-
nisation der Prozessoren zu einer Synhronisation nah jedem Supershritt abshwäht und
auh die Zeit für den Austaush von Daten modelliert, ist die Annahme einer Synhro-
nisation in festen Zeitabständen häug zu restriktiv. Es wurde daher zum LogP Modell
weiterentwikelt, welhes einen Parallelrehner mit vollkommen asynhron arbeitenden
Prozessoren zugrunde legt.
2.4.4.3 LogP Modell
Das LogP Modell [60℄ verdankt seinen Namen den vier Parametern, die zur Beshreibung
des Parallelrehners benutzt werden. Diese vier Parameter sind die Anzahl der Prozesso-
ren (P ), die minimale Zeit, welhe zwishen dem Empfang zweier Datenelemente durh
ein und denselben Prozessor vergehen muss (g), die benötigte Zeit, um ein Datenelement
für die Übertragung vorzubereiten (o), sowie die Latenzzeit (L), die für die Übertragung
eines Datenelementes von einem Prozessor zu einem anderen vergeht. Das LogP Modell
trit keine Annahmen über die Synhronisation der Prozessoren.
Die Inverse des Parameters g kann als die pro Prozessor zur Verfügung stehende maximale
Bandbreite für die Datenübertragung interpretiert werden. Somit wird das Modell sen-
sitiv auf die Kommunikationsstruktur, d.h. die für einen Datenaustaush benötigte Zeit
hängt niht nur von der Menge der vershikten Daten ab, sondern auh davon, zwishen
welhen Prozessoren und in welher Reihenfolge der Datenaustaush erfolgt. So führt bei-
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spielsweise eine Kommunikationsoperation, bei der jeder Prozessor gleihzeitig Daten an
einen einzigen Prozessor vershikt, unter Umständen dazu, dass die Netzwerkanbindung
des Prozessors überlastet wird und als Folge die Daten mit der maximal zur Verfügung ste-
henden Rate 1/g empfangen werden. Die übrigen Prozessoren müssen so lange warten, bis
ihre Nahriht empfangen wurde. Somit ist die vom LogP Modell prognostizierte Laufzeit
für eine solhe Operation gröÿer als die Laufzeit für einen balanierten Datenaustaush,
bei dem jeder Prozessor etwa gleih groÿe Datenmengen sendet und empfängt, und die
Netzwerkanbindung der einzelnen Prozessoren gleihmäÿig belastet wird.
Für eine einzige Punkt-zu-Punkt Kommunikationsoperation prognostiziert das LogP Mo-
dell eine Abhängigkeit der Kommunikationsdauer T˜ LogP von der vershikten Datenmen-
ge m in der Form
T˜ LogP = ts + t
′
w ·m, (2.71)
wobei ts und t
′
w Funktionen der Parameter o, g bzw. L sind. Gleihung (2.71) legt nahe, dass
es von Vorteil ist, den Austaush von Daten, wenn möglih, mit Hilfe einer einzigen groÿen,
anstatt mit einer Vielzahl kleiner Nahrihten durhzuführen. Der konstante Anteil ts tritt
dann lediglih ein einziges Mal in Ersheinung. In diesem Fall kann der Term ts gegenüber
dem sehr viel gröÿeren Anteil t′w ·m vernahlässigt werden und man erhält
T˜ LogP ≈ t′w ·m. (2.72)
Diese Zeit beinhaltet sowohl einen Anteil für den eigentlihen Datentransfer über das
Netzwerk, als auh einen Anteil für Operationen, die für die Vorbereitung des Transfers
erforderlih sind. Abbildung 2.11(a) zeigt, dass das Modell eine gute Übereinstimmung mit
Messungen der (mittleren) Kommunikationszeit aufweist, welhe für zwei Rehnerluster
durhgeführt wurden.
2.4.5 Im Rahmen der Arbeit verwendetes Rehnermodell
Im Rahmen der Arbeit wurde zur Abshätzung von Laufzeiten das folgende Rehnermodell
verwendet. Zur Modellierung von Berehnungsoperationen, welhe vollständig auf lokalen
Daten arbeiten, wurde das RAM Modell eingesetzt. Für die Modellierung von Kommuni-
kationsoperationen wurde das LogP Modell verwendet. Wie in Abshnitt 2.4.4.3 erläutert,
ist es sinnvoll, die auszutaushenden Daten gebündelt in möglihst wenigen Nahrihten
zu vershiken. Es wird daher im Folgenden angenommen, dass die vershikten Nah-
rihten dadurh so groÿ werden, dass die mittlere zur Übertragung benötigte Zeit gemäÿ
Gleihung (2.72) als proportional zur Nahrihtengröÿe angenommen werden kann.
An dieser Stelle ersheint es sinnvoll, darauf einzugehen, welhe Annahmen in diesem
Modell enthalten sind, und welhe Eekte somit unberüksihtigt bleiben.
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• Überlappen von Datenaustaush und Berehnungen. Auf einigen Parallel-
rehnern ist es möglih, dass das Versenden und Empfangen von Nahrihten niht
der direkten Beteiligung der CPU bedarf und daher im Hintergrund erfolgen kann.
Durh spezialisierte Hardware, bei der ein Coprozessor das Senden und Empfangen
der Nahrihten übernimmt, müssen Sende- und Empfangsoperationen von der CPU
lediglih initialisiert und abgeshlossen werden. Während die Daten über das Netz-
werk transportiert werden, kann die CPU weitere Rehnungen durhführen, welhe
der vershikten Daten niht bedürfen. Dies ist als Versteken der Latenzzeit (engl.
lateny hiding) bekannt. Dies ist auh bei der Verwendung eines Multiomputers
bestehend aus mehreren Prozessoren pro Knoten möglih. Während ein Prozessor
Berehnungen durhführt, behandelt ein anderer Prozessor den Austaush der Daten
(siehe Abbildung 2.10). Dies muss jedoh explizit implementiert werden. Obwohl die-
se Tehnik bei den im Rahmen der Arbeit durhgeführten Implementierungen niht
zum Einsatz kam, wird bei der Vorstellung der parallelen Algorithmen im folgenden
Kapitel dennoh an geeigneter Stelle darauf hingewiesen, wie eine solhe Implemen-
tierung aussehen könnte.
Slave Threads
Master Thread Master Thread
lokale
Berehnungen
send(.)
rev(.)
lokale
Berehnungen
send(.)
rev(.)
Datenaustaush
Abbildung 2.10: Durh die Verwendung mehrerer Threads lässt sih die Zeit, welhe für
den Datenaustaush benötigt wird, mit lokalen Berehnungen füllen.
• Netzwerküberlastung. Der Einuss der Netzwerklast auf die Nahrihtenüber-
tragungszeiten bleibt unberüksihtigt. Eine Modellierung dieses Eekts ist extrem
shwierig, da sih in einem Zustand der Netzwerküberlastung starke Shwankungen
der Nahrihtenübertragungszeit beobahten lassen, die sih höhstens mit statisti-
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shen Methoden sinnvoll modellieren lassen (siehe z.B. [61, 56℄ für eine ausführlihe
Behandlung dieses Eekts). Abbildung 2.11(b) illustriert den Eekt. Abgebildet ist
die auf ihren Maximalwert normierte Häugkeitsverteilung von gemessenen Übertra-
gungszeiten von Punkt-zu-Punkt Nahrihten. Während die gemessenen Zeiten bei
einem einzigen kommunizierenden Prozessorpaar sehr stark bei einem Wert konzen-
triert sind, lässt sih bei 64 gleihzeitig kommunizierenden Prozessorpaaren bereits
eine starke Verbreiterung der Verteilung beobahten und die mittlere Kommunikati-
onszeit wähst deutlih an. Je mehr Prozessoren gleihzeitig miteinander kommuni-
zieren, desto breiter wird die gezeigte Verteilungsfunktion.
• Reihenfolge von Nahrihten. Es wird niht die genaue Reihenfolge betrahtet,
oder gar eine Reihenfolge erzwungen, in der die Nahrihten vershikt oder empfan-
gen werden. Werden mehrere Nahrihten an untershiedlihe Prozessoren vershikt,
so wird die dazu benötigte Zeit als Summe der einzelnen Kommunikationszeiten an-
genommen.
• Einuss fremder Prozesse. Das Modell berüksihtigt niht das eventuelle Vor-
handensein fremder Prozesse und deren Einuss auf die verfügbare Prozessorleistung
sowie die Netzwerklast. Eine Untersuhung dieser Einüsse ndet sih z.B. in [62℄.
• Annahme eines ahen Speihers. Es wird ein aher Speiher angenommen,
d.h. die Einüsse der Speiherhierarhie (Cahe) werden niht explizit modelliert.
An entsprehenden Stellen wird jedoh auf Eekte, die durh die Speiherhierarhie
bedingt sind, hingewiesen, sofern ein starker Einuss auf die Laufzeit zu beobahten
ist.
m
Bytes
T˜
ms
0 200 400 600 800 1000
0,4
0,6
0,8
1,0
0
0,02
b b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b b
b b b b
b b b
b b
b b b b b b b b b
b b
Gigabit Ethernet
b b
Myrinet
T˜
ms
h
norm
0
0,25
0,50
0,75
1,00
0 20 40 60 80
2 Prozessoren
128 Prozessoren
(a) (b)
Abbildung 2.11: (a) zeigt die mittlere benötigte Zeit für den Austaush einer Nahriht va-
riabler Gröÿe zwishen zwei Prozessoren für untershiedlihe Netzwerktehnologien. (b) zeigt
die normierte Häugkeitsverteilung, welhe sih beim Austaush einer Nahriht der Grö-
ÿe 10KByte zwishen einer untershiedlihen Anzahl Prozessoren, welhe über ein Gigabit
Ethernet Netzwerk verbunden sind, ergibt.
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Im folgenden Kapitel sollen Strategien zur Parallelisierung des PIC Algorithmus für Mul-
tiomputer vorgestellt werden. Zunähst wird in Abshnitt 3.1 hergeleitet, wie eine lauf-
zeitoptimale Zuordnung von Berehnungen im Falle eines Parallelrehners mit Prozessoren
beliebiger Leistungsfähigkeit erfolgen kann. In Abshnitt 3.2 wird der Begri der Paralleli-
sierungsstrategie im Rahmen eines zunähst abstrakten Optimierungsproblems formuliert.
In Abshnitt 3.3 wird dieses für den Fall der Parallelisierung des Feldlösers ohne Anwesen-
heit von Teilhen konkretisiert. Im anshlieÿenden Abshnitt 3.4 wird das Problem unter
Anwesenheit von Teilhen formuliert, und vershiedene Parallelisierungsstrategien werden
vorgestellt, um das Optimierungsproblem zu lösen. Innerhalb dieses Abshnittes werden im
Rahmen dieser Arbeit entwikelte Parallelisierungsstrategien, sowie die Verallgemeinerung
einer aus der Literatur bekannten Strategie vorgestellt.
3.1 Lastverteilung für Parallelrehner mit Prozessoren
untershiedliher Leistungsfähigkeit
In diesem Abshnitt soll untersuht werden, wie die Rehenlast, welhe bei der Lösung eines
Problems anfällt, auf die Prozessoren eines Parallelrehners verteilt werden muss, um die
Laufzeit zu minimieren. Betrahtet werde ein Problem, zu dessen Lösung C voneinander
unabhängige, gleihartige Rehenshritte ausgeführt werden müssen. Das Problem soll mit
Hilfe eines Parallelrehners mit Nπ Prozessoren gelöst werden, wobei Prozessor iπ einen
der Rehenshritte in λiπ Zeiteinheiten bearbeiten kann. Die Laufzeit T (Nπ, C), welhe
zur Lösung des Problems benötigt wird, wird von der Laufzeit des Prozessors bestimmt,
welher für die ihm zugeordneten Berehnungen die meiste Zeit benötigt
T (Nπ, C) = max
iπ∈{1...Nπ}
{T (iπ, Nπ, C)} . (3.1)
Gesuht ist die Anzahl an Rehenoperationen Ciπ , die Prozessor iπ zugeordnet werden
müssen, so dass T (Nπ, C) minimal wird. Dazu muss oenbar
T (iπ, Nπ, C) = T (jπ, Nπ, C) ∀iπ, jπ ∈ {1 . . . Nπ} (3.2)
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gelten. Anderenfalls gibt es einen Prozessor iπ ∈ {1 . . . Nπ}, für den
T (iπ, Nπ, C) ≥ T (jπ, Nπ, C) ∀jπ ∈ {1 . . . Nπ} (3.3)
gilt. Durh Abgabe von Berehnungen an die übrigen Prozessoren lässt sih T (iπ, Nπ, C)
und somit die Gesamtlaufzeit senken. Dies ist so lange möglih, bis Gleihung (3.2) erfüllt
ist. Mit Hilfe der Ciπ und λiπ lässt sih Gleihung (3.2) shreiben als
λiπCiπ = λjπCjπ ∀iπ, jπ ∈ {1 . . . Nπ} . (3.4)
Wegen
Nπ∑
iπ=1
Ciπ = C (3.5)
lässt sih sofort der Zusammenhang
Ciπ
C
=
1
λiπ
Nπ∑
jπ=1
1
λjπ
(3.6)
angeben, mit dem sih die laufzeitoptimalen Werte der Ciπ berehnen lassen.
Es besteht eine Analogie zu dem Problem aus der Netzwerktheorie bei bekanntem Ge-
samtstrom die Ströme durh die Zweige einer Parallelshaltung ohmsher Widerstände
zu berehnen. In der Analogie übernehmen die Ciπ die Rolle der Ströme und die λiπ die
Rolle der ohmshen Widerstände. Die Gleihungen (3.4) und (3.5) sind nihts anderes als
die Kirhhoffshen Gesetze und Gleihung (3.6) kann als Stromteilerregel identiziert
werden [63℄. Abbildung 3.1 illustriert die beshriebene Analogie.
3.2 Das Optimierungsproblem
Wie in Abshnitt 2.4 erwähnt, ist das Ziel jeder Parallelisierung eine Verkürzung der
Laufzeit, welhe zur Lösung eines Problems benötigt wird. Für eine gegebene Anzahl an
Prozessoren Nπ des verwendeten Parallelrehners und ein gegebenes Problem P , welhes
durh das parallele System gelöst werden soll, ist also eine Parallelisierungsstrategie S
gesuht, so dass bei deren Anwendung auf das Problem die Gesamtlaufzeit T minimal,
bzw. der Speedup maximal wird. Das sih ergebende Optimierungsproblem lautet somit
minimiere TS(Nπ,P) über S. (3.7)
Die Gröÿe TS bezeihnet die Gesamtlaufzeit, wenn zur Parallelisierung eine bestimmte
Strategie S eingesetzt wird. Um die Funktion TS explizit ausdrüken zu können, ist eine
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C
C1 C2 CNπ
λ1C1 λ2C2 λNπCNπ
Abbildung 3.1: Die Abbildung illustriert die beshriebene Analogie aus der Netzwerktheorie
für das Problem der Lastzuordnung im Falle eines Parallelrehners mit Prozessoren beliebiger
Leistungsfähigkeit.
Präzisierung der Begrie Problem und Parallelisierungsstrategie erforderlih. Zudem wird
ein Modell des Parallelrehners sowie ein Implementierungsmodell benötigt, um zu einem
Ausdruk zu gelangen, der einer Analyse zugänglih ist.
Zunähst lässt sih feststellen, dass der PIC Algorithmus aus dem wiederholten Durh-
laufen einer Shleife besteht (siehe Abb. 2.4). Ein Shleifendurhlauf ist abhängig von
den Ergebnissen des vorherigen Durhlaufes, weshalb die Abarbeitung sequentiell erfolgen
muss. Sei M die Anzahl der insgesamt auszuführenden Zeitshritte (Shleifendurhläufe)
und bezeihne T
(m)
S die benötigte Laufzeit für Zeitshritt m, so lässt sih Gleihung (3.7)
präzisieren zu
minimiere TS(Nπ,P) :=
M∑
m=1
T
(m)
S (Nπ,P) über S. (3.8)
Zunähst soll die Zielfunktion für den Fall einer reinen Feldberehnung ohne Anwesenheit
von Teilhen, wie in Abshnitt 2.2.3 beshrieben, konkretisiert werden.
3.3 Parallelisierung des Feldlösers
Werden nur Simulationen ohne Anwesenheit von Teilhen betrahtet, so ist die Rehen-
last lediglih durh die Zeitintegration der Feldfreiheitsgrade, d.h. der Gitterspannungen,
gegeben. Zur Parallelisierung des Feldlösers müssen diese Berehnungen auf die verfüg-
baren Prozessoren verteilt werden. Zunähst soll das Optimierungsproblem für den sehr
allgemeinen Fall formuliert werden, bei dem die Zuordnung der Gitterspannungen auf die
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Prozessoren zellweise erfolgen kann, d.h. für jede Zelle kann separat eine Prozessorzuord-
nung angegeben werden. Anshlieÿend wird mit Hilfe der aus der allgemeinen Formulierung
gewonnenen Erkenntnisse die Form der Gebiete so festgelegt, dass einerseits die gleihen
ezienten Datenstrukturen wie im seriellen Fall verwendet werden können und anderer-
seits die für den Datenaustaush aufgewendete Laufzeit klein gegenüber der Rehenzeit
gehalten werden kann.
Im betrahteten Fall strukturierter und niht adaptiver Gitter kann das Problem P mit
der Anzahl der Gitterzellen in jeder Raumrihtung vollständig beshrieben werden. Jede
Gitterzelle wird durh ihren Index (i, j, k) referenziert. Die Menge aller Index-Tripel, wel-
he eine Gitterzelle des primären Gitters referenzieren, werde mit I ⊂ N3 bezeihnet. Für
den in dieser Arbeit betrahteten Algorithmus zur Zeitintegration gemäÿ den Gleihun-
gen (2.36) und (2.37) ergibt sih, dass die mit jedem Freiheitsgrad und somit auh die mit
jeder Zelle verknüpfte Rehenlast gleih ist und sih auh im Laufe der Simulation niht
ändert. Die Tatsahe, dass einige Freiheitsgrade der Randzellen des Rehengebietes durh
die Randbedingungen xiert sind, bzw. einer abweihenden Behandlung bedürfen, soll hier
unberüksihtigt bleiben.
Gleihung (3.8) lässt sih damit vereinfahen zu
minimiere TS(Nπ,P) = M · T
(m)
S (Nπ,P) über S, (3.9)
mit beliebigem m ∈ {1 . . .M}. Die Verteilung der Berehnungen auf die Prozessoren kann
somit ein einziges Mal zu Beginn der Simulation erfolgen. Man spriht hier von einer so-
genannten statishen Lastzuordnung [47℄.
Eine Parallelisierungsstrategie S ist nun eine Abbildung von der Menge der Gitterzel-
len, beshrieben durh ihre Indextripel I auf die Menge Π := {1 . . . Nπ} der verfügbaren
Prozessoren:
S : I → Π. (3.10)
Diese Zuordnung kann ausgedrükt werden durh Entsheidungsvariablen
π
a i

,iπ , für die
gilt
π
a i

,iπ =
{
1 falls Zelle i

Prozessor iπ zugeordnet wird,
0 sonst.
(3.11)
Die Bezeihnung i

steht dabei abkürzend für das Indextripel (i, j, k) der entsprehen-
den Gitterzelle. Es sei angenommen, dass die zur numerishen Zeitintegration der einer
Zelle zugeordneten Freiheitsgrade benötigte Rehenzeit auf Prozessor iπ des parallelen Sys-
tems αiπ beträgt. Als reine Rehenzeit
FT
(m)
S während eines beliebigen Zeitshrittes m für
Prozessor iπ ergibt sih dann unter der Annahme einer RAM mit ahem Speiher
FT
(m)
S (iπ, Nπ,P) := αiπ
∑
i

∈I
π
a i

,iπ . (3.12)
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Die Proportionalitätsfaktoren αiπ modellieren die Leistungsfähigkeit der Prozessoren des
Parallelrehners. Im Fall eines Rehners, der mit gleihartigen Prozessoren ausgestattet
ist, besitzen alle αiπ den gleihen Wert.
Um eine Prognose für die gesamte Laufzeit pro Zeitshritt aufzustellen, muss zusätzlih
der Datenaustaush berüksihtigt werden. Dies erfordert eine Analyse des Speiherzu-
grismusters, welhes von dem Algorithmus generiert wird.
Im Falle einer Zeitbereihsrehnung mit FIT entstehen Abhängigkeiten zwishen den Frei-
primäres Gitter G
Zellindex il

Zellindex iu

B(il

, iu

)
(a) (b)
Abbildung 3.2: (a) zeigt die Abhängigkeiten der Freiheitsgrade in einem FIT Gitter in
zwei Dimensionen. Zur Zeitintegration der elektrishen und magnetishen Gitterspannungen,
welhe der dik umrahmten Zelle zugeordnet sind (shwarz eingezeihnet), werden die grau
eingezeihneten Gitterspannungen benötigt, die den grau shattierten Nahbarzellen zugeord-
net sind. (b) illustriert das Konzept der Bounding Box gemäÿ Gleihung (3.18).
heitsgraden einer Gitterzelle und den Freiheitsgraden einer anderen Gitterzelle, falls die
Zellen eine gemeinsame Flähe (in zwei Dimensionen: eine gemeinsame Kante) besitzen.
Die Abhängigkeit wird in Abbildung 3.2(a) für den Fall von zwei Raumdimensionen illus-
triert. Die shwarz markierten Gitterspannungen (zwei elektrishe und eine magnetishe)
sind der dik umrahmten Zelle zugeordnet. Die Zeitintegration dieser Freiheitsgrade bedarf
der grau eingezeihneten Gitterspannungen, die den shattierten Zellen zugeordnet sind.
Bezeihne Qi

⊂ I die Menge der Gitterzellen, welhe zu einer Zelle i

benahbart sind,
d.h. die Berehnungen, welhe für die Zelle i

durhzuführen sind, benötigen Daten, welhe
den inQi

enthaltenen Zellen zugeordnet sind. Dann lässt sih, unter den in Abshnitt 2.4.5
getroenen Annahmen betreend die Modellierung des Datenaustaushes und der zusätz-
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lihen Einshränkung, dass die benötigte Zeit für den Austaush eines Datenelementes
zwishen zwei beliebigen Prozessoren gleih ist, die zum Senden bzw. Empfangen benö-
tigte Laufzeit
F T˜
(m)
S für einen Prozessor iπ zu einem beliebigen Zeitshritt m abshätzen
als
F T˜
(m)
S (iπ, Nπ,P) := ξ
∑
i

∈I
Nπ∑
jπ = 1
jπ 6= iπ
(
π
a i

,jπ · s
( ∑
j

∈Qi

π
a j

,iπ
))
, (3.13)
wobei es sih bei ξ um einen mashinenabhängigen Proportionalitätsfaktor handelt. Der
Wert der Summe entspriht der Anzahl der Gitterzellen, welhe zu den Zellen, die Pro-
zessor iπ zugeordnet sind, benahbart sind, jedoh einem anderen Prozessor zugeordnet
werden. Bei der Funktion s(.) handelt es sih um die Einheitssprungfunktion, deniert als
s(x) =
{
1 falls x > 0,
0 sonst.
(3.14)
Eine Abshätzung für die zur Durhführung aller Berehnungen eines Zeitshrittes benötig-
te Gesamtlaufzeit auf Prozessor iπ ergibt sih aus der Summe der Zeiten
FT
(m)
S (iπ, Nπ,P)
und
F T˜
(m)
S (iπ, Nπ,P)
T
(m)
S (iπ, Nπ,P) :=
FT
(m)
S (iπ, Nπ,P) +
F T˜
(m)
S (iπ, Nπ,P). (3.15)
Da die einzelnen Zeitshritte sequentiell abgearbeitet werden müssen, kann ein Zeitshritt
erst begonnen werden, wenn alle Berehnungen und Kommunikationsoperationen des vor-
herigen Shrittes fertig gestellt wurden. Der Prozessor, welher zur Fertigstellung aller
Operationen die meiste Zeit benötigt, wird somit die Laufzeit bestimmen. Es folgt für die
Zielfunktion
TS(Nπ,P) = M ·max
iπ∈Π
{
T
(m)
S (iπ, Nπ,P)
}
. (3.16)
Die Zuordnung der Gitterzellen zu den Prozessoren muss eindeutig sein. Dies lässt sih in
einer Nebenbedingung an die Entsheidungsvariablen formulieren als
Nπ∑
iπ=1
π
a i

,iπ = 1 ∀i ∈ I. (3.17)
Zusammen mit Gleihungen (3.12),(3.13) und (3.15) deniert Gleihung (3.16) die Ziel-
funktion ausshlieÿlih in Abhängigkeit der gegebenen Parameter P und Nπ sowie den
gesuhten Entsheidungsvariablen
π
a i

,iπ , welhe die Zuordnung der Zellen beshreiben. Es
handelt sih bei dem formulierten Problem um ein nihtlineares, kombinatorishes Opti-
mierungsproblem [64℄. Abbildung 3.3 illustriert das Ablaufdiagramm für die parallelisierte
numerishe Zeitintegration der Gitterspannungen.
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Abbildung 3.3: Ablaufdiagramm für den parallelisierten Feldlöser. Die shattierten Kästen
beinhalten Kommunikationsoperationen, welhe eine Synhronisation der Prozesse erzwingen.
Mehrere Aspekte lassen die Suhe nah einem Algorithmus, welher zu einer optimalen
Lösung des in Gleihung (3.16) und (3.17) formulierten Optimierungsproblems führt, für
praktishe Zweke unattraktiv ersheinen.
Zum Ersten sind kombinatorishe Optimierungsprobleme prinzipiell deutlih shwieriger
zu lösen als Optimierungsprobleme mit kontinuierlihen Variablen. Viele kombinatorishe
Optimierungsprobleme gehören zur Klasse der NP-vollständigen Probleme [65, 64℄, so dass
zu ihrer Lösung nah dem gegenwärtigen Kenntnisstand kein ezienter Algorithmus kon-
struiert werden kann, der eine optimale Lösung liefert. Unter einem ezienten Algorithmus
wird hier ein solher verstanden, der eine polynomiale Komplexität besitzt.
Zum Zweiten ist das in Gleihung (3.16) und (3.17) gestellte Optimierungsproblem aus
einem stark vereinfahten Parallelrehnermodell hervorgegangen, welhes nur eine Appro-
ximation für die tatsählih benötigte Laufzeit liefern kann. Die praktishe Notwendigkeit
eines Algorithmus, der, womöglih unter groÿem Rehenaufwand, eine optimale Lösung
ndet, ist somit fraglih.
Aufgrund dieser Überlegungen soll das Augenmerk niht auf die exakte Lösung des Op-
timierungsproblems gelegt werden, sondern vielmehr auf die Entwiklung ezienter Heu-
ristiken, die eine für praktishe Zweke hinreihend gute Lösung liefern. Dies ist auh das
Vorgehen, welhes bei den in der Literatur vorgeshlagenen Ansätzen zur Lösung dieses
Problems durhweg verfolgt wird. Für eine Übersiht über die wihtigsten Heuristiken,
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welhe zur Lösung des Optimierungsproblems in der Literatur zu nden sind, sei auf An-
hang C verwiesen.
Eine Betrahtung der Bestandteile (3.12) und (3.13) der Zielfunktion gibt einige Hinweise
darauf, welhe Eigenshaften eine Parallelisierungsstrategie besitzen muss, um die Ziel-
funktion tendenziell zu minimieren.
Die Datenmenge, welhe in jedem Zeitshritt ausgetausht werden muss, kann oenbar
dadurh reduziert werden, dass den Prozessoren zusammenhängende Bereihe von Git-
terzellen zugeordnet werden, was an dem Ausdruk für die Kommunikationszeit in Glei-
hung (3.13) abgelesen werden kann. Für Parallelisierungsstrategien, welhe die Zellen den
verfügbaren Prozessoren in zusammenhängenden Partitionen zuordnen, wird ein Daten-
austaush nur für die Zellen am Rand der Partition benötigt, so dass die für den Datenaus-
taush benötigte Zeit
F T˜
(m)
S häug klein gegenüber der Rehenzeit
FT
(m)
S gehalten werden
kann. Die Ergebnisse in Kapitel 4 bestätigen diese Überlegung a posteriori.
Um für den parallelisierten Feldlöser und später für die Kopplung mit den Makroteil-
hen ähnlih eziente Datenstrukturen wie im seriellen Fall verwenden und gleihzeitig,
wie oben als sinnvoll erkannt, den einzelnen Prozessoren zusammenhängende Bereihe zu-
ordnen zu können, bietet sih eine Partitionierung an, bei der die einzelnen Partitionen
quaderförmige Bereihe des Gitters umfassen, oder aus solhen quaderförmigen Bereihen
zusammengesetzt sind. Um solhe Partitionen zu beshreiben, wird das Konzept der Boun-
ding Box B(il

, iu

) ⊆ I eingeführt. Diese sei deniert als
B(il

, iu

) :=
{
i

∈ I : il ≤ i ≤ iu ∧ jl ≤ j ≤ ju ∧ kl ≤ k ≤ ku
}
. (3.18)
Abbildung 3.2(b) veranshauliht die Beshreibung eines Gitterausshnittes mit Hilfe der
in Gleihung (3.18) eingeführten Shreibweise.
Im folgenden Abshnitt soll eine exible und eziente Parallelisierungsstrategie vorgestellt
werden, welhe unter Berüksihtigung der oben angestellten Überlegungen das Optimie-
rungsproblem heuristish löst.
3.3.1 Rekursive Koordinaten Bisektionierung
Die Methode der Rekursiven Koordinaten Bisektionierung (engl.: Reursive Coordinate
Bisetion (RCB)) wurde von Berger und Bokhari ursprünglih für die Partitionierung
von strukturierten Gittern mit lokaler Gitterverfeinerung entwikelt [66℄. Der Algorith-
mus wurde unter der Annahme eines Parallelrehners mit einer Anzahl Nπ = 2
n, n ∈ N
gleihartiger Prozessoren formuliert. Er erzeugt eine Partitionierung des Gitters in Nπ dis-
junkte Teile durh eine wiederholte Bisektionierung, wobei jede Bisektionierung durh eine
Ebene erfolgt, deren Normale in Rihtung einer der Koordinatenahsen zeigt. Durh diese
58
3.3 Parallelisierung des Feldlösers
Beshränkung sind die sih ergebenden Partitionen durh die in Gleihung (3.18) einge-
führte Notation beshreibbar. Biπ bezeihne im Folgenden den Gitterausshnitt, welher
Prozessor iπ zugeordnet wird. Der Partitionierungsalgorithmus soll hier in einer weiterent-
wikelten Form erläutert werden, die sowohl die Behandlung einer beliebigen Anzahl an
Prozessoren, wie auh die Berüksihtigung von Prozessoren untershiedliher Leistungs-
fähigkeit erlaubt [67, 68℄.
Durh die Beshränkung bezüglih der Form der Partitionen kann der Kommunikationsauf-
wand
F T˜
(m)
S lediglih durh die Wahl der Normale der Partitionierungsebene maÿgeblih
beeinusst werden. Die Normale der Partitionierungsebene wird in diejenige Koordinaten-
rihtung gewählt, in der die Anzahl der durh die Ebene eingeführten Randzellen minimal
ist. Die Gröÿe der Partitionen wird so gewählt, dass die Laufzeit
FT
(m)
S für den Feldlöser
für alle Prozessoren gleih ist:
FT
(m)
S (iπ, Nπ,P) =
FT
(m)
S (jπ, Nπ,P) ∀iπ, jπ ∈ Π. (3.19)
Mit Hilfe des Ausdruks in Gleihung (3.12) lässt sih die benötigte Rehenzeit für jeden
der Prozessoren in Abhängigkeit von der Anzahl der zugeordneten Gitterzellen angeben
zu
FT
(m)
S (iπ, Nπ,P) = αiπ · |Biπ | , (3.20)
wobei |Biπ | die Anzahl der Elemente der Menge Biπ beshreibt. Es soll zunähst der
Fall Nπ = 2 betrahtet werden. Die beiden gesuhten Partitionen B1 und B2 müssen für
eine optimale Lastbalanierung so gewählt werden, dass gilt
α1 · |B1| = α2 · |B2| . (3.21)
Aufgrund der begrenzten Flexibilität der Partitionierung, bedingt durh die vorgegebene
Form der Partitionen, kann Gleihung (3.21) im Allgemeinen niht exakt erfüllt werden.
Die Partitionierungsebene wird dann so gewählt, dass Gleihung (3.21) bestmöglih ap-
proximiert wird.
Nun soll das Problem für eine beliebige Anzahl von Prozessoren gelöst werden, wobei
von den in Abshnitt 3.1 hergeleiteten Ausdrüken Gebrauh gemaht wird. Zur rekursi-
ven Berehnung der |Biπ | werden nun im ersten Shritt die Prozessoren in zwei disjunkte
Mengen Πa und Πb aufgeteilt, so dass
|Πa| =
⌈
Nπ
2
⌉
und |Πb| =
⌊
Nπ
2
⌋
(3.22)
gilt, wobei ⌈.⌉ und ⌊.⌋ das Aufrunden beziehungsweise Abrunden auf die nähste Ganzzahl
bezeihnet gemäÿ
⌈x⌉ := min
k∈Z,k≥x
{k} und ⌊x⌋ := max
k∈Z,k≤x
{k} . (3.23)
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B1 B2
B3
Geisterzellen
von Partition 1
(a) (b)
Abbildung 3.4: (a) zeigt die Partitionierung eines zweidimensionalen Beispielgitters mit
Hilfe der Methode der RCB für Nπ = 3 im Falle gleihartiger Prozessoren (αiπ = α ∀iπ ∈ Π).
Die sih ergebenden Partitionen in den einzelnen Shritten sind fett markiert. (b) zeigt die
Zuordnung der elektrishen Gitterspannungen zu den Prozessoren für die Beispielpartitionie-
rung, sowie die Geisterzellen der Partition 1.
Diesen zwei Mengen von Prozessoren kann jeweils ein Proportionalitätsfaktor zugeordnet
werden gemäÿ
αa :=
1∑
iπ∈Πa
1
αiπ
bzw. αb :=
1∑
iπ∈Πb
1
αiπ
. (3.24)
Dies sind die bekannten Formeln zur Berehnung des Gesamtwiderstandes parallelgeshal-
teter ohmsher Widerstände [63℄. Sie folgen sofort aus der in Abshnitt 3.1 gezeigten
Analogie. Gemäÿ der Lastbalanierungsbedingung für den Zweiprozessorfall (3.21) kön-
nen nun die zwei Gebietsgröÿen |Ba| und |Bb| für die beiden Prozessorgruppen berehnet
werden gemäÿ
|Ba|
|Bb|
=
αb
αa
. (3.25)
In den nähsten Shritten werden die Mengen Πa und Πb wieder nah dem obigen Shema
partitioniert. Dies wird so lange fortgesetzt, bis jede der Teilmengen nur noh aus einem
einzigen Prozessor besteht. Die Entsheidungsvariablen des ursprünglihen Optimierungs-
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problems werden durh das Verfahren somit festgelegt zu
π
a i

,iπ =
{
1 falls i

∈ Biπ ,
0 sonst.
(3.26)
Die rekursive Partitionierung des Gitters lässt sih mit Hilfe eines Binärbaumes veran-
shaulihen. Die Blätter des Baumes zeigen dabei die endgültigen Partitionen, während
die anderen Knoten die Zwishenshritte zeigen. Die sih ergebende Partitionierung für ein
Beispielgitter im Falle Nπ = 3 gleihartiger Prozessoren zeigt Abbildung 3.4(a). Die sih
daraus ergebende Zuordnung der elektrishen Gitterspannungen zu den Prozessoren ist in
Abbildung 3.4(b) dargestellt. Zellen, deren Felddaten benötigt werden, die jedoh einem
anderen Prozessor zugeordnet sind, werden als Geisterzellen (engl. Ghostells) bezeihnet.
Dies sind alle Randzellen einer Partition, was sih mit Hilfe der in Abbildung 3.2(a) illus-
trierten Abhängigkeit zwishen den Gitterzellen ableiten lässt. Die Datenmenge, welhe in
jedem Zeitshritt zwishen den Prozessoren ausgetausht werden muss, ist direkt propor-
tional zur Anzahl der Geisterzellen. In Abbildung 3.4(b) sind zur Veranshaulihung die
Geisterzellen der Partition links unten shattiert eingezeihnet.
Die Einshränkung bezüglih der Form der Partitionen kann dazu führen, dass die Partitio-
nierungsbedingung (3.25) nur näherungsweise erfüllt werden kann und damit eine subop-
timale Verteilung der Gitterzellen auf die Partitionen erfolgt. Eine Verallgemeinerung des
Verfahrens, welhe die Randzellen einer Partition noh einmal gesondert zuordnet, ndet
sih z.B. in [69℄. Dies ist jedoh eher für kompliziertere Gitter (z.B. strukturierte Gitter
mit lokaler Gitterverfeinerung) von Interesse, die ohnehin kompliziertere Datenstrukturen
erfordern. Im Rahmen der Arbeit kommt das oben beshriebene Verfahren zum Einsatz.
3.3.2 Skalierbarkeitsanalyse für den parallelisierten Feldlöser
Wie in Abshnitt 2.4.3.4 erläutert, ist die Skalierbarkeit eines parallelen Systems ein wihti-
ges Qualitätsmerkmal. Nur bei einem skalierbaren System ist es möglih, eine Kombination
von Prozessorenzahl und Problemgröÿe zu nden, so dass das parallele System das Pro-
blem mit einer gewünshten Ezienz löst. Im Falle des Feldlösers ist die Gesamtzahl der
Gitterzellen N

ein sinnvolles Maÿ für die Problemgröÿe. Da der Rehenaufwand sowie der
Kommunikationsaufwand bei einer gegebenen Partitionierung a priori bestimmt werden
kann, ist es unter einigen vereinfahenden Annahmen möglih, eine theoretishe Skalierbar-
keitsanalyse für die RCB Partitionierungs- bzw. Parallelisierungsstrategie durhzuführen.
Die Skalierbarkeitsanalyse erfolgt, wie in Abshnitt 2.4.3.4 erläutert, für den Fall eines par-
allelen Systems mit gleihartigen Prozessoren. Im Folgenden wird daher αiπ = α ∀iπ ∈ Π
gesetzt.
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Die Analyse erfordert das Aufstellen der Isoezienzfunktion. Die Ezienz lässt sih zu-
nähst angeben als
E(Nπ, N) =
TS(1, N)
Nπ · TS(Nπ, N)
. (3.27)
Gemäÿ Gleihung (3.12) kann die serielle Laufzeit direkt proportional zu der Anzahl der
Gitterzellen angenommen werden und es folgt
FTS(1, N) = αMN. (3.28)
Wie in Abshnitt 3.3.1 gezeigt, führt die RCB Strategie für ein strukturiertes kartesishes
Gitter zu zusammenhängenden, quaderförmigen Partitionen. Unter der Annahme, dass die
Gitterzellen durh die RCB Heuristik gleihmäÿig auf die verfügbaren Prozessoren verteilt
werden, ergibt sih für alle Prozessoren die gleihe Rehenzeit pro Zeitshritt. Die benötigte
Zeit für den Datenaustaush kann gemäÿ Gleihung (3.13) proportional zu der Anzahl
der Gitterzellen angenommen werden, für die in jedem Zeitshritt Daten ausgetausht
werden müssen. Diese Anzahl ist wiederum proportional zu der Anzahl der Zellähen,
welhe die Partitionsgrenze bilden. Falls die Partitionen so beshaen sind, dass sie die
gleihe Anzahl an Gitterzellen in jeder Raumrihtung besitzen, so bilden 6 · (N

/Nπ)
2/3
Zellähen diese Grenze. Ansonsten bildet der Ausdruk eine gute Approximation. Da der
Zeitaufwand proportional zu der Anzahl auszutaushender Freiheitsgrade angenommen
wird, folgt shlieÿlih als Abshätzung für die Gesamtlaufzeit auf Nπ Prozessoren
TS(Nπ, N) = αM
N

Nπ
+ ζM
(
N

Nπ
) 2
3
, (3.29)
wobei ζ wiederum ein Proportionalitätsfaktor ist, und der max{.} Ausdruk aus Glei-
hung (3.16) fortgelassen wurde, da die Rehen- sowie die Kommunikationszeit als für alle
Prozessoren gleih angenommen wurde. Es folgt nun mit den Gleihungen (3.28) und (3.29)
für die Ezienz
E(Nπ, N) =
1
1 + ζ
α
(
Nπ
N

) 1
3
. (3.30)
Aus Gleihung (3.30) folgt, dass die Ezienz konstant bleibt, falls die Problemgröÿe pro-
portional zur Anzahl der Gitterzellen erhöht wird. Der parallelisierte Feldlöser ist somit
gemäÿ den Ausführungen in Abshnitt 2.4.3.4 optimal skalierbar.
In [70℄ wird dieses Ergebnis mit Hilfe graphentheoretisher Methoden allgemein für ei-
ne groÿe Klasse von Parallelisierungsstrategien, welhe auf dem Bisektionierungsansatz
basieren, bewiesen.
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3.3.3 Versteken der Latenzzeit
Wie in Abshnitt 2.4.5 erwähnt, ist es mit Hilfe von spezialisierter Hardware oder dem
expliziten Einsatz mehrerer Threads bei Multiprozessoren möglih, die für den Datenaus-
taush benötigte Zeit mit Berehnungen zu füllen, die der ausgetaushten Daten niht
bedürfen.
Da lediglih zur Zeitintegration der Feldfreiheitsgrade der Randzellen nihtlokale Daten
benötigt werden, kann der Datenaustaush wie folgt stattnden. Zunähst werden die
magnetishen Gitterspannungen nur für die Randzellen aktualisiert. Für diese aktualisier-
ten Gitterspannungen kann nun der Datenaustaush initialisiert werden. Während dieser
durhgeführt wird, können die magnetishen Gitterspannungen für die übrigen Gitterzel-
len aktualisiert werden. In der gleihen Weise kann mit den elektrishen Gitterspannungen
verfahren werden [11℄.
3.4 Parallelisierung des PIC Algorithmus
Das Optimierungsproblem soll nun um die durh die Makroteilhen verursahte Rehenlast
und den zusätzlih notwendigen Datenaustaush erweitert werden. Dazu ist eine Analyse
des Speiherzugrismusters erforderlih, welhes eine PIC Simulation erzeugt.
3.4.1 Erweiterung des Optimierungsproblems
Betrahtet man den vollständigen PIC Algorithmus gemäÿ Abshnitt 2.3, so lässt sih fest-
stellen, dass sih die zu verteilende Rehenlast aus der Integration der Feldfreiheitsgrade
einerseits, und der Integration der Trajektorien der Makroteilhen andererseits zusammen-
setzt (siehe Abbildung 2.4). Diese beiden Phasen des Algorithmus sind jeweils wehselseitig
auf die Ergebnisse der vorangehenden Phase angewiesen und erfolgen daher sequentiell.
Die Kopplung der beiden Phasen erfolgt durh die Berehnung des elektromagnetishen
Feldes am Ort des Teilhens einerseits, und die Berehnung der Ströme
⌢
j , die durh die
Bewegungen der Makroteilhen entstehen, andererseits.
Der Wert des elektromagnetishen Feldes am Ort des Teilhens muss durh Interpolation
aus den Gitterspannungen bestimmt werden. Welhe Gitterspannungen für die Interpola-
tion benötigt werden, hängt zum einen von der Position der Teilhen im Gitter und zum
anderen von dem verwendeten Interpolationsverfahren ab. Für die im Rahmen der Arbeit
durhgeführten Simulationen kam eine trilineare Interpolation zum Einsatz, welhe bei
drei Raumdimensionen für jede Feldkomponente die aht (im Falle zweier Raumdimensio-
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Makroteilhen
(a) (b)
Abbildung 3.5: (a) zeigt die Gitterspannungen welher Zellen im Allgemeinen für die Be-
rehnung des elektromagnetishen Feldes am Ort eines Teilhens benötigt werden können,
das sih in der umrahmten Gitterzelle bendet, wenn eine trilineare Interpolation verwen-
det wird. Für die eingezeihnete Teilhenposition werden die elektrishen Gitterspannungen
benötigt, welhe in die Skizze eingetragen sind. (b) zeigt die Ströme welher Gitterzellen im
Allgemeinen von einem Teilhen beeinusst werden können, welhes sih zu Beginn des Zeit-
shrittes in der umrahmten Zelle bendet, wenn das von Buneman beshriebene Verfahren
zur Stromberehnung zum Einsatz kommt. Die eingetragene Teilhenbewegung beeinusst die
eingezeihneten Ströme.
nen die vier) am nähsten zu der Teilhenposition allokierten Gitterspannungen benötigt.
Abbildung 3.5(a) zeigt für den zweidimensionalen Fall die an der Interpolation beteiligten
elektrishen Gitterspannungen für das eingezeihnete Makroteilhen. Die an der Interpo-
lation beteiligten magnetishen Gitterspannungen ergeben sih entsprehend.
Welhe Ströme
⌢
j durh die Bewegung des Makroteilhens während eines Zeitshrittes be-
einusst werden, hängt einerseits von der Bewegung und der Position des Teilhens im
Gitter und andererseits von dem für die Stromberehnung verwendeten Algorithmus ab.
Bei dem im Rahmen der Arbeit implementierten Algorithmus nah Buneman [31℄ kann
ein Teilhen während eines Zeitshrittes die Stromwerte beeinussen, welhe der Gitter-
zelle zugeordnet sind, in der sih das Teilhen zu Beginn des Zeitshrittes bendet, sowie
höhstens noh diejenigen Werte, die den Zellen zugeordnet sind, die mit dieser Gitterzelle
über eine Zwishenzelle verbunden sind. Dies erklärt sih daraus, dass sih ein Teilhen
aufgrund der Limitierung der Zeitshrittweite ∆t, welhe sih durh die Stabilitätsforde-
rung für den Feldlöser ergibt, in einem Zeitshritt maximal von einer Gitterzelle in eine zu
dieser benahbarte Gitterzelle bewegen kann. Diese Aussage bleibt selbst für ein Teilhen,
welhes sih mit der physikalish maximal möglihen Geshwindigkeit v = c bewegt, gültig.
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Abbildung 3.5(b) zeigt exemplarish die von einer Teilhenbewegung beeinussten Strom-
werte. Die Stromwerte, welhe den farbig hinterlegten Zellen zugeordnet sind, können im
Allgemeinen durh eine beliebige Bewegung des eingezeihneten Teilhens beeinusst wer-
den.
Auf welhe der Gitterspannungen und Gitterströme bei der Berehnung der Trajektori-
en und Ströme während eines Zeitshrittes zugegrien werden muss, hängt also von der
Verteilung der Teilhen im Rehengebiet ab. Um dies beshreiben zu können, werden Va-
riablen
p
n (m)
i

,p mit folgender Bedeutung eingeführt:
p
n (m)
i

,p =
{
1 falls sih Teilhen p in Zeitshritt m in Zelle i

bendet,
0 sonst.
(3.31)
Zur Vereinfahung des Laufzeitmodells soll angenommen werden, dass die zur Berehnung
des elektromagnetishen Feldes am Orte des Teilhens benötigten Gitterspannungen von
einem fremden Prozessor über das Netzwerk vershikt werden müssen, wenn die Zelle, in
der sih das Teilhen bendet, diesem Prozessor zugeordnet ist. Ebenso wird angenom-
men, dass die berehneten Stromwerte anshlieÿend an diesen Prozessor versendet werden
müssen, da er diese im nähsten Zeitshritt zur Integration der Felder benötigt. Diese
Annahme vernahlässigt den Fall, dass niht alle Felddaten, auf welhe zur Behandlung
eines einzigen Teilhens zugegrien werden muss, dem gleihen Prozessor zugeordnet sein
müssen. Unter der Annahme, dass die Gitterzellen in weitgehend zusammenhängenden
Bereihen auf die Prozessoren verteilt werden, wie es in Abshnitt 3.3 als sinnvoll erkannt
wurde, tritt dieser Fall jedoh nur dann auf, wenn sih ein Teilhen in einer Gitterzelle
nahe einer Partitionsgrenze bendet. Da dies in der Regel nur für einen vergleihsweise
geringen Teil aller vorhandenen Teilhen auftritt, ersheint diese Vereinfahung gereht-
fertigt.
Das Problem P wird nun, neben der Anzahl der Gitterzellen in jeder Raumrihtung, de-
niert durh die Positionen der Teilhen im Gitter
p
n (m)
i

,p zu jedem Zeitshrittm. Eine Paral-
lelisierungsstrategie S ist ein Algorithmus, welher eine eindeutige Zuordnung der Gitter-
zellen und Teilhen zu den Nπ verfügbaren Prozessoren für alle Zeitshritte m ∈ {1 . . .M}
liefert. Das Optimierungsziel ist wiederum, die Laufzeit TS zu minimieren.
Das Laufzeitmodell aus Abshnitt 3.2, welhes in Abshnitt 3.3 für den Feldlöser kon-
kretisiert wurde, muss aufgrund der obigen Ausführungen wie folgt erweitert werden. Im
Rahmen der Phase des Algorithmus, in der die Trajektorien der Makroteilhen integriert
werden, tritt für jedes Teilhen die gleihe Rehenlast auf. Für alle Teilhen, die einem
anderen Prozessor zugeordnet werden als die Gitterzelle, in der sie sih benden, müssen
die benötigten Felddaten nah dem Abshluss der Feldlöserphase mit diesem Prozessor
ausgetausht werden. Umgekehrt müssen nah der Berehnung der Teilhenbewegung die
sih ergebenden Ströme diesem Prozessor zur Verfügung gestellt werden. Gemäÿ der oben
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diskutierten Vereinfahung soll angenommen werden, dass die vershikte Datenmenge pro
Teilhen für alle Teilhen, die sih in einer solhen nihtlokalen Zelle benden, gleih ist
und von dem Prozessor bereitgestellt werden kann, welher die Felddaten für die Zelle
besitzt.
Die Zuordnung der Teilhen zu den Prozessoren kann frei gewählt werden. Sie möge, wie
bereits die Zuordnung der Gitterzellen, durh Entsheidungsvariablen
pπ
a (m)p,iπ beshrieben
werden. Es gelte
pπ
a (m)p,iπ =
{
1 falls Teilhen p in Zeitshritt m Prozessor iπ zugeordnet ist,
0 sonst.
(3.32)
Da auh hier eine eindeutige Zuordnung der Teilhen zu den Prozessoren erzwungen werden
soll, folgt die Nebenbedingung
Nπ∑
iπ=1
pπ
a (m)p,iπ = 1 ∀p ∈
{
1 . . . P (m)
}
,m ∈ {1 . . .M} . (3.33)
Die benötigte Laufzeit für die Berehnung der Trajektorien auf einem Prozessor iπ setzt
sih zusammen aus der Rehenzeit, welhe als proportional zu der Anzahl der Teilhen
angenommen werden kann, die dem Prozessor zugeordnet sind, sowie der für den Daten-
austaush benötigten Laufzeit. Die für die Trajektorienberehnung während des Zeitshrit-
tes m von Prozessor iπ benötigte Rehenzeit ergibt sih zu
PT
(m)
S (iπ, Nπ,P) := βiπ
P (m)∑
p=1
pπ
a (m)p,iπ . (3.34)
Die βiπ sind wiederum mashinenabhängige Proportionalitätsfaktoren. Als Abshätzung
für die für den Datenaustaush benötigte Laufzeit während des Zeitshrittes m für Pro-
zessor iπ ergibt sih mit dem Proportionalitätsfaktor γ
P T˜
(m)
S (iπ, Nπ,P) :=γ
Nπ∑
jπ = 1
jπ 6= iπ
∑
i

∈I
P (m)∑
p=1
pπ
a (m)p,iπ ·
π
a (m)
i

,jπ
·
p
n (m)
i

,p
+γ
Nπ∑
jπ = 1
jπ 6= iπ
∑
i

∈I
P (m)∑
p=1
pπ
a (m)p,jπ ·
π
a (m)
i

,iπ
·
p
n (m)
i

,p , (3.35)
wobei der erste Term proportional zur Anzahl der Teilhen ist, welhe Prozessor iπ zuge-
ordnet sind, jedoh Felddaten von einem der anderen Prozessoren benötigen. Der zweite
Term ist proportional zur Anzahl der Teilhen, welhe niht Prozessor iπ zugeordnet sind,
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jedoh von Prozessor iπ Felddaten benötigen. Bei Ausdruk (3.35) wurde, wie shon beim
Datenaustaush für den Feldlöser, angenommen, dass die Daten kollektiv in Nahrihten
groÿer Länge statt einzeln vershikt werden, so dass die dafür benötigte Zeit als direkt
proportional zur vershikten Datenmenge angenommen werden kann.
Sowohl die Zuordnung von Teilhen, als auh die Zuordnung von Gitterzellen und den
damit verbundenen Gitterspannungen zu den Prozessoren, können durh die Paralleli-
sierungsstrategie während der Simulation verändert werden, wie der hohgestellte Index
an den Entsheidungsvariablen
pπ
a (m)p,iπ bzw.
π
a (m)
i

,iπ
andeutet. Eine solhe Veränderung der
Zuordnung erfordert den Austaush der mit der Gitterzelle bzw. mit dem Teilhen ver-
bundenen Daten. Die dafür aufzuwendende Laufzeit werde mit
LBT˜
(m)
S bezeihnet. Unter
der Annahme, dass die benötigte Zeit für den Datenaustaush für jeden Prozessor propor-
tional zur Anzahl der Gitterzellen bzw. Teilhen ist, die dem Prozessor neu zugeordnet
werden, beziehungsweise, die er an einen anderen Prozessor abgibt, ergibt sih für einen
Prozessor iπ in Zeitshritt m:
LBT˜
(m)
S (iπ, Nπ,P) :=ν
∑
i

∈I
Nπ∑
jπ = 1
jπ 6= iπ
(
π
a (m)
i

,iπ
·
π
a (m+1)
i

,jπ
+
π
a (m)
i

,jπ
·
π
a (m+1)
i

,iπ
)
+η
P (m)∑
p=1
Nπ∑
jπ = 1
jπ 6= iπ
(
pπ
a (m)p,iπ ·
pπ
a (m+1)p,jπ +
pπ
a (m)p,jπ ·
pπ
a (m+1)p,iπ
)
, (3.36)
wobei der erste Term proportional zur Anzahl der Gitterzellen ist, die Prozessor iπ neu
zugeordnet oder von Prozessor iπ an andere Prozessoren abgegeben werden. Der zweite
Term ist proportional zur Anzahl der Teilhen, welhe Prozessor iπ neu zugeordnet wer-
den, oder von Prozessor iπ an andere Prozessoren abgegeben werden. Die Gröÿen ν und η
sind wiederum entsprehende Proportionalitätsfaktoren.
Auf welhe Weise die einzelnen Ausdrüke
FT
(m)
S ,
F T˜
(m)
S ,
PT
(m)
S ,
P T˜
(m)
S und
LBT˜
(m)
S zu
einer Gesamtlaufzeit kombiniert werden können, hängt von der Implementierung ab. Ins-
besondere davon, zu welhem Zeitpunkt der Datenaustaush vorgenommen wird, welher
zu einer Synhronisation der Prozesse führt.
Da die beiden Phasen des PIC Algorithmus durh die Kopplung voneinander abhängig
sind, liegt die Annahme einer Synhronisation nah jeder Phase nahe. Abbildung 3.6(a)
zeigt shematish das zugehörige Ablaufdiagramm. Die Neuzuordnung der Feld- und Teil-
hendaten geshieht nah Abshluss der Berehnungen eines Zeitshrittes in einer separa-
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ten Phase. Unter dieser Annahme kann die Laufzeit abgeshätzt werden zu
TS(Nπ,P) =
M∑
m=1
(
max
iπ∈Π
{
FT
(m)
S (iπ, Nπ,P) +
F T˜
(m)
S (iπ, Nπ,P)
}
+max
iπ∈Π
{
PT
(m)
S (iπ, Nπ,P) +
P T˜
(m)
S (iπ, Nπ,P)
}
(3.37)
+max
iπ∈Π
{
LBT˜
(m)
S (iπ, Nπ,P)
})
. (synhroner Fall)
Durh eine Duplizierung von Berehnungen kann in bestimmten Fällen der gesamte Daten-
austaush zu einem Zeitpunkt nah den Berehnungen eines Zeitshrittes durhgeführt wer-
den, so dass einer der Synhronisationspunkte vermieden werden kann. Abbildung 3.6(b)
zeigt shematish den Ablauf des Algorithmus für diesen Fall. Welhe Berehnungen zu
duplizieren sind, hängt von der Zuordnung der Felddaten zu den Prozessoren ab. Dies soll
zu einem späteren Zeitpunkt genauer betrahtet werden (Abshnitt 3.4.6.1). Aufgrund
des Wegfalls des Synhronisationspunktes zwishen den beiden Phasen ergibt sih als Ab-
shätzung für die Laufzeit
TS(Nπ,P) =
M∑
m=1
(
max
iπ∈Π
{
FT
(m)
S (iπ, Nπ,P) +
F T˜
(m)
S (iπ, Nπ,P)
+ PT
(m)
S (iπ, Nπ,P) +
P T˜
(m)
S (iπ, Nπ,P)
}
(3.38)
+max
iπ∈Π
{
LBT˜
(m)
S (iπ, Nπ,P)
})
. (asynhroner Fall)
Es handelt sih bei dem durh die erweiterte Zielfunktion gegebenen Optimierungsproblem,
wie shon im Falle des Feldlösers, um ein nihtlineares kombinatorishes Optimierungspro-
blem [64℄. Bereits für das Optimierungsproblem in Abshnitt 3.3 war die Suhe nah einer
Strategie, die zu einer Optimallösung führt, aus den dort erläuterten Gründen niht prak-
tikabel, und es kam eine Heuristik zur Anwendung, welhe mit geringem Laufzeitaufwand
eine hinreihend gute Lösung lieferte. Durh die Erweiterung der Zielfunktion für den voll-
ständigen PIC Algorithmus ist das zu lösende Optimierungsproblem nohmals shwieriger
geworden, so dass auh hier wieder Heuristiken entwikelt werden müssen. Ershwert wird
die Lösung durh die Tatsahe, dass sih die Verteilung der Teilhen über das Rehen-
gebiet im Verlauf der Simulation in einer Weise ändert, die a priori unbekannt ist. Die
zu einer Optimierung im Vorfeld der Simulation notwendige Information der Zuordnung
von Teilhen zu Gitterzellen in jedem Zeitshritt der Berehnung ist somit niht verfügbar
und oenbart sih erst im Laufe der Simulation. Somit muss die Zuordnung von Teilhen
und Gitterzellen zu den Prozessoren im Laufe der Simulation basierend auf den sih er-
gebenden Werten der
p
n (m)
i

,p immer wieder dynamish angepasst werden. Diese Änderung
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Start
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(inkl. Datenaustaus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(a)
Start
Initialisierung
Feldlöser und Berehnung
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h
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Endzeit te
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ja
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(b)
= Synhronisationspunkt
Abbildung 3.6: Ablaufdiagramm des parallelen PIC Algorithmus. (a) Der Datenaustaush
ndet nah jeder Berehnungsphase statt. Damit entstehen insgesamt drei Synhronisations-
punkte in einem Durhlauf der Shleife. (b) Der Datenaustaush ndet nah dem vollständi-
gen Abshluss der Berehnungen statt. Damit vershwindet einer der Synhronisationspunkte,
jedoh ist ein gröÿerer Datenaustaush am Rand der einzelnen Teilgebiete notwendig.
der Zuordnung von Objekten zu Prozessoren während der Laufzeit wird als dynamishe
Lastzuordnung oder auh dynamishe Lastbalanierung bezeihnet [47℄. Die dafür benö-
tigte Laufzeit ieÿt über den Term
LBT˜
(m)
S in die Zielfunktion ein. Im Gegensatz dazu
steht die statishe Lastzuordnung, wie sie für den Feldlöser ausreihend war. Dabei erfolgt
die Zuordnung der Daten zu den Prozessoren nur ein einziges Mal und ändert sih danah
niht mehr.
Bevor im folgenden Abshnitt untershiedlihe, im Rahmen der Arbeit entwikelte Lö-
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sungsheuristiken vorgestellt und soweit wie möglih theoretish analysiert werden, sollen
anhand der Zielfunktionen (3.37) bzw. (3.38), wie bereits für den Feldlöser, noh einige
Überlegungen angestellt werden, welhe grundsätzlihen Eigenshaften einer Parallelisie-
rungsstrategie dazu führen, dass TS tendenziell minimiert wird. Für eine Übersiht über
die wihtigsten Parallelisierungsstrategien für PIC, welhe in der Literatur zu nden sind,
sei auf Anhang C verwiesen.
Bei Betrahtung des Terms
P T˜
(m)
S fällt auf, dass dieser umso kleiner wird, je mehr Teilhen
dem gleihen Prozessor zugeordnet werden wie die Gitterzelle, in der sie sih benden. In
dem Fall, dass eine Parallelisierungsstrategie die Zuordnung der Teilhen an die Zuordnung
der Gitterzellen koppelt, d.h. ein Teilhen wird immer genau dem Prozessor zugewiesen,
dem auh die Gitterzelle zugeordnet ist, in der sih das Teilhen bendet, so wird
P T˜
(m)
S = 0
und nimmt damit seinen kleinstmöglihen Wert an. In diesem Fall sind die
pπ
a (m)p,iπ festgelegt
als
pπ
a (m)p,iπ =
∑
i

∈I
p
n (m)
i

,p ·
π
a (m)
i

,iπ
. (3.39)
Der Term
LBT˜
(m)
S , welher die benötigte Laufzeit für die Neuzuordnung von Teilhen und
Gitterzellen im Rahmen der dynamishen Lastbalanierung beshreibt, wird umso klei-
ner, je kleiner die Menge an Daten ist, für welhe die Prozessorzuordnung verändert wird.
Da
LBT˜
(m)
S als einziger Term innerhalb der Zielfunktion von den Entsheidungsvariablen
zweier vershiedener Zeitshritte abhängt, nimmt er eine Sonderstellung ein. Seine Be-
handlung innerhalb einer Parallelisierungsstrategie soll im nähsten Abshnitt genauer
untersuht werden.
3.4.2 Behandlung des Lastbalanierungsaufwandes
Der Term
LBT˜
(m)
S verkoppelt die Entsheidungsvariablen der einzelnen Zeitshritte mit-
einander. Ohne Berüksihtigung dieses Terms in der Zielfunktion zerfällt das Optimie-
rungsproblem (3.37) bzw. (3.38) inM voneinander unabhängige Probleme. Die Zuordnung
der Gitterzellen und Teilhen zum Zeitshritt m kann dann ausshlieÿlih auf den
p
n (m)
i

,p
basieren. Da sih dadurh die Bewegung groÿer Datenmengen niht mehr negativ auf die
Zielfunktion auswirkt, besteht zunähst die Gefahr, Lastbalanierungsverfahren zu kon-
struieren, welhe die bestehende Zuordnung der Daten bei der Berehnung einer Neuzu-
ordnung vollkommen unberüksihtigt lassen. Das kann dazu führen, dass in jedem Shritt
eine groÿe Menge an Daten im Rahmen des Lastbalanierungsprozesses auszutaushen ist.
Im Wesentlihen existieren zwei Möglihkeiten, dies durh die Konstruktion des Lastba-
lanierungsalgorithmus zu vermeiden [71℄.
Zum einen ändert sih die Verteilung der Teilhen im Rehengebiet nur langsam. Führt
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nun ein Lastbalanierungsalgorithmus für ähnlihe Teilhenverteilungen zu einer ähnlihen
Zuordnung von Teilhen und Gitterzellen zu den Prozessoren, so wird automatish ver-
mieden, dass eine unnötig groÿe Menge an Daten bewegt werden muss, um zu einer guten
Lastverteilung zu kommen.
Zum anderen kann ein Lastbalanierungsalgorithmus so konstruiert werden, dass, ausge-
hend von der bereits vorliegenden Verteilung der Daten, lediglih inkrementelle Ände-
rungen zugelassen werden, so dass die bereits vorliegende Zuordnung von Teilhen und
Gitterpunkten implizit berüksihtigt wird.
Für die im Rahmen der vorliegenden Arbeit entwikelten Lastbalanierungsstrategien kom-
men beide Möglihkeiten zum Einsatz, worauf an entsprehender Stelle hingewiesen wird.
3.4.3 Dynamishe Teilhenzuordnung
Eine Zuordnung der Teilhen und Gitterzellen ohne die Berüksihtigung der durh
p
n (m)
i

,p
beshriebenen Abhängigkeiten führt, trotz idealer Verteilung der Rehenlast, aufgrund ei-
nes im Allgemeinen hohen Aufwandes für den Datenaustaush
P T˜
(m)
S niht zu einer prak-
tikablen Parallelisierungsstrategie wie frühere Untersuhungen zeigten [1, 2℄.
In diesem Abshnitt soll daher eine im Rahmen dieser Arbeit entwikelte Parallelisie-
rungsstrategie vorgestellt werden, mit deren Hilfe, basierend auf einer bereits gegebenen
Zuordnung der Gitterzellen zu den verfügbaren Prozessoren, die Zuordnung der Teilhen
so bestimmt werden kann, dass die Zielfunktion minimiert wird. Die Zuordnung der Git-
terzellen kann mit dem in Abshnitt 3.3.1 oder einem der in Anhang C beshriebenen
Verfahren zunähst unabhängig von der Teilhenverteilung vorgenommen werden.
Es sei angenommen, dass die Zuordnung der Gitterzellen so erfolgte, dass alle Prozessoren
die gleihe Zeit
FT0 für den Feldlöser und den damit verbundenen Datenaustaush benö-
tigen und dass die Zuordnung der Gitterzellen im Laufe der Simulation niht modiziert
wird.
Wie in Abshnitt 3.4.2 angedeutet, soll der Term
LBT˜
(m)
S zwar niht explizit in der Ziel-
funktion berüksihtigt werden, jedoh wird der Lastbalanierungsalgorithmus derart kon-
struiert, dass sih für eine nur geringfügig modizierte Teilhenverteilung auh nur eine
geringfügig geänderte Zuordnung der Teilhen zu den Prozessoren ergibt.
Unter Berüksihtigung der beshriebenen Annahmen vereinfaht sih die Zielfunktion zu
TS(Nπ,P) = M ·
FT0 +
M∑
m=1
max
iπ∈Π
{
PT
(m)
S (iπ, Nπ,P) +
P T˜
(m)
S (iπ, Nπ,P)
}
. (3.40)
Die Summanden in (3.40) sind unabhängig voneinander, da jeder der Summanden nur
die Entsheidungsvariablen für einen bestimmten Zeitshritt enthält. Somit kann jeder
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einzelne Summand separat minimiert werden, und die Betrahtung kann auf die optimierte
Zuordnung der Teilhen zu den Prozessoren für einen Zeitshritt reduziert werden. Der
konstante AnteilM · FT0 für den Feldlöser spielt für die Optimierung keine Rolle und wird
daher ohne Beshränkung der Allgemeingültigkeit zu Null gesetzt. Für einen beliebigen
Zeitshritt m lautet die Zielfunktion somit
T
(m)
S (Nπ,P) = max
iπ∈Π
{
PT
(m)
S (iπ, Nπ,P) +
P T˜
(m)
S (iπ, Nπ,P)
}
. (3.41)
Da die Optimierung für jeden Zeitshritt getrennt erfolgen kann, wird im Folgenden der
hohgestellte Index an allen Gröÿen fortgelassen.
Für die in Gleihung (3.35) auftretenden Terme soll folgende abkürzende Shreibweise
verwendet werden:
nπ
a iπ ,jπ :=
∑
i

∈I
P∑
p=1
pπ
a p,iπ ·
π
a i

,jπ ·
p
n i

,p. (3.42)
Auÿerdem sei
siπ :=
∑
i

∈I
P∑
p=1
π
a i

,iπ ·
p
n i

,p. (3.43)
Die Gröÿe
nπ
a iπ ,jπ beshreibt die Anzahl der Teilhen, welhe Prozessor iπ zugeordnet wer-
den und sih in einer Gitterzelle benden, die Prozessor jπ zugeordnet wurde. Die Gröÿe siπ
beshreibt die Gesamtzahl aller Teilhen, welhe sih in Gitterzellen benden, die Prozes-
sor iπ zugeordnet wurden. Ziel der Optimierung ist, die
nπ
a iπ ,jπ basierend auf den Werten
von siπ so zu bestimmen, dass die Zielfunktion (3.41) minimiert wird. Die Auswahl der
Teilhen, d.h. die konkrete Wahl der
pπ
a p,iπ , hat dann lediglih so zu erfolgen, dass sih
die berehneten Werte für die
nπ
a iπ ,jπ ergeben. Diese Vereinfahung ist möglih, da es sih
bei den Teilhen bezüglih der mit ihnen verbundenen Rehenlast um ununtersheidbare
Objekte handelt.
Die Zielfunktion lässt sih mit Hilfe der Beziehung
P∑
p=1
pπ
a p,iπ =
nπ
a iπ ,iπ +
Nπ∑
jπ = 1
jπ 6= iπ
nπ
a iπ ,jπ , (3.44)
welhe sih mit Hilfe von Gleihung (3.17) sowie dem Zusammenhang∑
i

∈I
p
n i

,p = 1 ∀p ∈ {1 . . . P} (3.45)
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aus Gleihung (3.42) ableiten lässt, vollständig in Abhängigkeit der
nπ
a iπ ,jπ formulieren als
TS(Nπ,P) = max
iπ∈Π
{
βiπ ·
nπ
a iπ ,iπ + (βiπ + γ) ·
Nπ∑
jπ = 1
jπ 6= iπ
nπ
a iπ ,jπ + γ ·
Nπ∑
jπ = 1
jπ 6= iπ
nπ
a jπ,iπ
}
, (3.46)
was sih durh Einsetzen von Gleihung (3.42) und (3.44) in Gleihung (3.34) und (3.35)
ergibt. Die Nebenbedingung aus Gleihung (3.33) lässt sih sofort auf die neuen Variablen
übertragen. Auÿerdem müssen die
nπ
a iπ ,jπ sinnvollerweise positiv sein. Die vollständigen
Nebenbedingungen für das Optimierungsproblem lauten somit
Nπ∑
jπ=1
nπ
a jπ,iπ = siπ ∀iπ ∈ Π, (3.47)
nπ
a iπ ,jπ ≥ 0 ∀iπ, jπ ∈ Π. (3.48)
Für die Optimierung soll angenommen werden, dass
nπ
a iπ ,jπ ∈ R gilt. Aus dem diskreten
Optimierungsproblem wird damit ein kontinuierlihes Optimierungsproblem, welhes sih
mit dem in diesem Abshnitt beshriebenen Algorithmus optimal lösen lässt. Im Anshluss
wird erläutert, wie die diskreten Werte der
nπ
a iπ ,jπ durh Runden aus den kontinuierlihen
bestimmt werden können, um eine gute Approximation für die Lösung des diskreten Op-
timierungsproblems zu erhalten. Diese Vereinfahung lässt sih damit rehtfertigen, dass
bei einer PIC Simulation die Anzahl der Makroteilhen übliherweise als sehr viel gröÿer
angenommen werden kann als die Zahl der Prozessoren des verwendeten Parallelrehners.
Deswegen ist zu erwarten, dass die
nπ
a iπ ,jπ so groÿ sein werden, dass sih der relative Fehler,
welher durh das Runden der Werte eingeführt wird, kaum bemerkbar mahen wird. Die-
ses Vorgehen ist eine zur approximativen Lösung diskreter Optimierungsprobleme häug
angewandte Strategie [64℄.
Ohne Beshränkung der Allgemeingültigkeit sei angenommen, dass
βiπ · siπ ≤ βjπ · sjπ ∀iπ ≤ jπ (3.49)
gilt. Ist dies niht der Fall, so kann durh eine Permutation der Prozessoren erreiht wer-
den, dass Bedingung (3.49) erfüllt ist.
Ausgehend von einem Referenzzustand sollen die
nπ
a iπ ,jπ nun iterativ berehnet werden,
so dass shlieÿlih die Zielfunktion nah maximal Nπ − 1 Iterationsshritten ihr Minimum
annimmt. Die
nπ
a iπ ,jπ , welhe sih im n-ten Shritt des Optimierungsalgorithmus ergeben,
werden mit
nπ
a
(n)
iπ ,jπ bezeihnet. Für das Argument der max{.} Funktion im n-ten Iterati-
onsshritt in Gleihung (3.46) wird im Folgenden kurz T
(n)
S (iπ) geshrieben. Man beahte,
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dass sih der hohgestellte Index nun auf den Iterationsshritt des Optimierungsalgorith-
mus bezieht und niht auf den Zeitshritt der Simulation.
Die
nπ
a
(n+1)
iπ ,jπ ergeben sih aus den Werten der
nπ
a
(n)
iπ ,jπ und einer noh zu berehnenden Kor-
rektur ∆
nπ
a
(n)
iπ ,jπ . Es gilt
nπ
a
(n+1)
iπ ,jπ =
nπ
a
(n)
iπ ,jπ +∆
nπ
a
(n)
iπ ,jπ . (3.50)
Die Nebenbedingungen aus Gleihung (3.47) und (3.48) gelten natürlih auh für alle im
Laufe des Optimierungsverfahrens berehneten Zwishenwerte, so dass
Nπ∑
jπ=1
nπ
a
(n)
jπ ,iπ = siπ ∀iπ ∈ Π, n ∈ N, (3.51)
nπ
a
(n)
iπ ,jπ ≥ 0 ∀iπ, jπ ∈ Π, n ∈ N (3.52)
jederzeit erfüllt sein muss. Aus Gleihung (3.51) ergibt sih sofort, dass für die Korrekturen
Nπ∑
jπ=1
∆
nπ
a
(n)
jπ,iπ = 0 ∀iπ ∈ Π, n ∈ N (3.53)
gelten muss.
Initialisierungsshritt:
Die Variablen
nπ
a
(0)
iπ ,jπ seien gegeben durh
nπ
a
(0)
iπ ,jπ =
{
siπ falls iπ = jπ
0 sonst.
(3.54)
Die Werte der T
(0)
S (iπ) ergeben sih daher zu
T
(0)
S (iπ) = βiπ · siπ . (3.55)
Abbildung 3.7 zeigt den beshriebenen Referenzzustand.
Iterationsshritt:
Seien die Gröÿen l(n), u(n) ∈ Π so festgelegt, dass gilt:
T
(n)
S (l
(n)) = T
(n)
S (iπ) ∀iπ ≤ l
(n) ∧ . . .
T
(n)
S (l
(n)) < T
(n)
S (iπ) ∀iπ > l
(n)
(3.56)
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ipi
T
(0)
S
(ipi)
1 2 3 4 Npi − 3 Npi − 2 Npi − 1 Npi
β1s1
β2s2
β3s3
β4s4
βNπ−3sNπ−3
βNπ−2sNπ−2
βNπ−1sNπ−1
βNπsNπ
Abbildung 3.7: Ausgehend von dem abgebildeten Referenzzustand, in dem alle Teilhen dem
Prozessor zugeordnet werden, dem die Gitterzelle zugeordnet ist, in der sie sih benden, wird
die Optimierung vorgenommen.
sowie
T
(n)
S (u
(n)) = T
(n)
S (iπ) ∀iπ ≥ u
(n) ∧ . . .
T
(n)
S (u
(n)) > T
(n)
S (iπ) ∀iπ < u
(n). (3.57)
Abbildung 3.8 illustriert die beiden Gröÿen l(n) und u(n). Da der Wert der Zielfunktion
wegen des max{.} Ausdruks durh die T
(n)
S (u
(n) . . . Nπ) bestimmt wird, müssen diese zur
Reduktion des Wertes der Zielfunktion alle reduziert werden. Das wird dadurh erreiht,
dass die Gruppe der Prozessoren u(n) . . . Nπ Teilhen an die Prozessoren 1 . . . l
(n)
abgibt.
Dies geshieht so lange, bis entweder T
(n)
S (iπ) = T
(n)
S (jπ) ∀iπ, jπ ∈ Π gilt, oder einer der
Prozessoren u(n) . . . Nπ keine Teilhen mehr besitzt, die abgegeben werden könnten. Damit
ergeben sih die folgenden Abbruhbedingungen.
Falls
T
(n)
S (iπ) = T
(n)
S (jπ) ∀iπ, jπ ∈ Π (3.58)
gilt, dann ist der bestmöglihe Zustand erreiht und das Verfahren wird beendet. Ebenso
wird das Verfahren beendet, falls es einen Prozessor iπ mit iπ ≥ u
(n)
gibt, für den
nπ
a
(n)
iπ ,iπ = 0 (3.59)
oder
βiπ < γ (3.60)
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ipi
T
(n)
S
(ipi)
1 2 3 4 Npi − 3 Npi − 2 Npi − 1 Npi
T
(n)
S
(l(n) + 1)− T
(n)
S
(l(n))
T
(n)
S
(u(n))− T
(n)
S
(u(n) + 1)
u(n)l(n)
Abbildung 3.8: Alle Prozessoren mit iπ ≥ u
(n)
oder iπ ≤ l
(n)
besitzen den gleihen Wert
für T
(n)
S (iπ).
gilt, da auh in diesem Fall der Zustand niht mehr verbessert werden kann. Ansonsten
werden die ∆
nπ
a
(n)
iπ ,jπ wie folgt bestimmt.
Zunähst wird die Gesamtzahl der Teilhen berehnet, welhe insgesamt von der Gruppe
der Prozessoren u(n) . . . Nπ an die Prozessoren 1 . . . l
(n)
abgegeben werden sollen. Dazu
muss eine Falluntersheidung bezüglih l(n) und u(n) vorgenommen werden.
Fall 1: l(n) < u(n) − 1
Die Gröÿen ∆
nπ
a
(n)
iπ ,jπ sollen so bestimmt werden, dass
entweder l(n+1) ≥ l(n) + 1 oder u(n+1) ≤ u(n) − 1 (3.61)
gilt. Es dürfen nur maximal so viele Teilhen von jedem Prozessor abgegeben werden, dass
die Nebenbedingung (3.52) niht verletzt wird. Diese Bedingung impliziert, dass der Wert
von T
(n)
S (u
(n) . . . Nπ) nur um maximal
∆T
(n)
S
max
:= min
iπ∈{u(n)...Nπ}
{
(βiπ − γ) ·
nπ
a
(n)
iπ ,iπ
}
(3.62)
reduziert werden kann. Bezeihne ∆
nπ
a
(n)
die insgesamt von den Prozessoren der Grup-
pe u(n) . . . Nπ an die Prozessoren der Gruppe 1 . . . l
(n)
abgegebene Teilhenzahl. Damit
sih l(n+1) ≥ l(n) + 1 ergibt oder einer der Prozessoren u(n) . . . Nπ keine Teilhen mehr be-
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sitzt, muss
∆
nπ
a
(n)
1 = min
{
∆T
(n)
S
max
;
(
T
(n)
S (l
(n) + 1)− TS(l
(n))
)}
·
l(n)∑
iπ=1
1
βiπ + γ
(3.63)
sein. Damit u(n+1) ≤ u(n) − 1 gilt muss entsprehend
∆
nπ
a
(n)
2 = min
{
∆T
(n)
S
max
;
(
T
(n)
S (u
(n))− TS(u
(n) − 1)
)}
·
Nπ∑
iπ=u(n)
1
βiπ − γ
(3.64)
gelten. Die tatsählihe Anzahl an Teilhen, welhe abgegeben wird, wird gemäÿ
∆
nπ
a
(n)
:= min
{
∆
nπ
a
(n)
1 ; ∆
nπ
a
(n)
2
}
(3.65)
gewählt.
Fall 2: l(n) = u(n) − 1
Falls l(n) = u(n) − 1 gilt, muss die Bestimmung von ∆
nπ
a
(n)
etwas anders erfolgen. Wieder-
um werden nur Teilhen von der Gruppe der Prozessoren u(n) . . . Nπ an Prozessoren der
Gruppe 1 . . . l(n) abgegeben. Der Wert von ∆
nπ
a
(n)
wird in diesem Fall so gewählt, dass
entweder
T
(n+1)
S (u
(n) . . . Nπ) = T
(n+1)
S (1 . . . l
(n)) (3.66)
gilt, oder ein Prozessor der Gruppe u(n) . . . Nπ keine Teilhen mehr besitzt. Der Ausdruk in
Gleihung (3.62) gibt wiederum den maximalenWert an, um den T
(n)
S (u
(n) . . . Nπ) reduziert
werden kann. Bei einer Abgabe von insgesamt ∆
nπ
a
(n)
Teilhen ändert sih T
(n)
S (1 . . . l
(n))
gemäÿ
∆T
(n)
S (1 . . . l
(n)) =
∆
nπ
a
(n)
l(n)∑
kπ=1
1
βkπ+γ
(3.67)
und T
(n)
S (u
(n) . . . Nπ) gemäÿ
∆T
(n)
S (u
(n) . . . Nπ) = −
∆
nπ
a
(n)
Nπ∑
kπ=u(n)
1
βkπ−γ
. (3.68)
Damit ergibt sih zunähst aus der Bedingung (3.66)
T
(n)
S (u
(n) . . . Nπ) + ∆T
(n)
S (u
(n) . . . Nπ) = T
(n)
S (1 . . . l
(n)) + ∆T
(n)
S (1 . . . l
(n)). (3.69)
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Einsetzen von Gleihung (3.67) und (3.68) in Gleihung (3.69) ergibt
∆
nπ
a
(n)
=
T
(n)
S (u
(n) . . . Nπ)− T
(n)
S (1 . . . l
(n))
1
l(n)P
kπ=1
1
βkπ
+γ
+ 1
NπP
kπ=u
(n)
1
βkπ
−γ
. (3.70)
Falls von Gleihung (3.70) Bedingung (3.62) verletzt wird, so muss ∆
nπ
a
(n)
stattdessen
gewählt werden gemäÿ
∆
nπ
a
(n)
= ∆T
(n)
S
max
·
Nπ∑
iπ=u(n)
1
βiπ − γ
. (3.71)
Damit ist die Falluntersheidung beendet und aus dem Wert von ∆
nπ
a
(n)
können die Werte
der ∆
nπ
a
(n)
iπ ,jπ bestimmt werden.
Damit die T
(n+1)
S für die Prozessoren der Gruppe 1 . . . l
(n)
und u(n) . . . Nπ um den gleihen
Wert erhöht bzw. reduziert werden, müssen die insgesamt von der Gruppe der Prozesso-
ren u(n) . . . Nπ an die Gruppe 1 . . . l
(n)
abzugebenden Teilhen entsprehend verteilt werden.
Von den insgesamt von der Gruppe der Prozessoren u(n) . . . Nπ abgegebenen Teilhen muss
daher ein Anteil von
∆
nπ
a
(n)
.,jπ
∆
nπ
a
(n)
=
1
βjπ−γ
Nπ∑
kπ=u(n)
1
βkπ−γ
(3.72)
auf Prozessor jπ aus dieser Gruppe entfallen, wobei ∆
nπ
a
(n)
.,jπ deniert ist als
∆
nπ
a
(n)
.,jπ :=
Nπ∑
kπ=u(n)
∆
nπ
a
(n)
kπ ,jπ , (3.73)
also als Gesamtanzahl der Teilhen, die Prozessor jπ an die Gruppe der Prozessoren 1 . . . l
(n)
abgeben muss. Die ∆
nπ
a
(n)
.,jπ von Prozessor jπ abgegebenen Teilhen sollen so auf die Pro-
zessoren 1 . . . l(n) verteilt werden, dass sie den Wert von T
(n)
S für jeden dieser Prozessoren
um den gleihen Wert erhöhen. Es folgt daher für einen Prozessor iπ aus dieser Gruppe
∆
nπ
a
(n)
iπ ,jπ
∆
nπ
a
(n)
.,jπ
=
1
βiπ+γ
l(n)∑
kπ=1
1
βkπ+γ
. (3.74)
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Somit ergeben sih die gesuhten Werte der ∆
nπ
a
(n)
iπ ,jπ zu
∆
nπ
a
(n)
iπ ,jπ =
1
βiπ+γ
Nπ∑
kπ=u(n)
1
βkπ+γ
·
1
βjπ−γ
l(n)∑
kπ=1
1
βkπ−γ
·∆
nπ
a
(n)
∀iπ ∈ {1 . . . l
(n)}, jπ ∈ {u
(n) . . . Nπ}. (3.75)
Aus Gleihung (3.53) ergibt sih weiterhin, dass
∆
nπ
a
(n)
jπ,jπ = −
l(n)∑
iπ=1
∆
nπ
a
(n)
iπ ,jπ (3.76)
gelten muss. Die verbleibenden ∆
nπ
a
(n)
iπ ,jπ werden zu Null gesetzt. Damit ist der Iterations-
shritt beendet. Abbildung 3.9 illustriert den Ablauf des Optimierungsverfahrens.
Das beshriebene Verfahren führt zu einer Optimallösung für den Fall
nπ
a
(n)
iπ ,jπ ∈ R. Für den
Beweis dieser Behauptung sei auf Anhang D verwiesen.
Aus der Lösung des kontinuierlihen Optimierungsproblems muss nun eine gute Approxi-
mation an die Optimallösung des diskreten Optimierungsproblems bestimmt werden. Dies
kann für praktishe Zweke dadurh erfolgen, dass die berehneten kontinuierlihen Werte
wie folgt modiziert werden. Werden mit
nπ
a iπ ,jπ nun wieder die diskreten Variablen be-
zeihnet und mit
nπ
a
(n)
iπ ,jπ ∈ R die Werte, die sih nah Abshluss des Optimierungsverfahrens
ergeben, so kann durh
nπ
a iπ ,jπ = ⌊
nπ
a
(n)
iπ ,jπ⌋ ∀iπ 6= jπ (3.77)
nπ
a iπ ,iπ = siπ −
Nπ∑
jπ = 1
jπ 6= iπ
nπ
a jπ ,iπ (3.78)
eine zulässige Lösung des diskreten Optimierungsproblems gefunden werden, welhe nah
an der berehneten Optimallösung liegt.
Wird das Verfahren verwendet, um eine Neuverteilung der Teilhen vorzunehmen, so exis-
tiert bereits eine Zuordnung der Teilhen auf die Prozessoren, von der ausgehend der
berehnete Zustand erreiht werden muss. Daher ist nun aus den berehneten Werten
der
nπ
a iπ ,jπ zu bestimmen, für welhe Teilhen die Prozessorzuordnung verändert werden
muss. Bezeihne
nπ
a
alt
iπ ,jπ die vorhandene Zuordnung der Teilhen und
nπ
a
neu
iπ ,jπ die gemäÿ dem
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Start
(3.58) oder
(3.59) oder
(3.60) erfüllt?
Ende
l(n) < u(n) − 1
wähle ∆
npi
a
(n)
gemäÿ (3.65)
wähle ∆
npi
a
(n)
gemäÿ (3.70) bzw.
(3.71)
berehne
npi
a
(n+1)
iπ,jπ
gemäÿ (3.75) und
(3.76)
npi
a
(n+1)
iπ,jπ
=
npi
a
(n)
iπ,jπ
+∆
npi
a
(n)
iπ,jπ
ja
nein
ja
nein
Abbildung 3.9: Das oben stehende Ablaufdiagramm illustriert das in Abshnitt 3.4.3 be-
shriebene Optimierungsverfahren.
Optimierungsverfahren berehnete neue Zuordnung der Teilhen, so ergibt sih eine Än-
derung gemäÿ
∆
nπ
a iπ ,jπ =
nπ
a
neu
iπ ,jπ −
nπ
a
alt
iπ ,jπ , (3.79)
wobei ein negativer Wert von ∆
nπ
a iπ ,jπ ausdrükt, dass eine entsprehende Anzahl von
Teilhen von Prozessor iπ an Prozessor jπ abgegeben werden muss. Ein positiver Wert
zeigt an, dass die entsprehende Anzahl an Teilhen von jπ an iπ abgegeben werden muss.
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Abbildung 3.10: Speedup Werte für die Integration der Teilhentrajektorien vor und
nah Anwendung des in Abshnitt 3.4.3 beshriebenen Algorithmus für vershiedene Werte
von β/γ, wobei es sih bei β um die zur Ausführung der Trajektorienberehnung pro Zeitshritt
und pro Teilhen benötigte Laufzeit handelt und γ die Laufzeit beshreibt, welhe zum Aus-
taush der Felddaten pro Zeitshritt und pro nihtlokalem Teilhen benötigt wird. Der ideale
Verlauf des Speedup ist gestrihelt eingezeihnet. (a) Die Teilhen sind über das komplette
Rehengebiet gleihmäÿig verteilt. (b) Die Teilhen konzentrieren sih in 10% der Gitterzellen
des Rehengebietes. () Die Teilhen konzentrieren sih in 1% der Zellen des Rehengebietes.
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Da sih die Teilhenverteilung von einem Zeitshritt zum nähsten nur langsam ändert
und sih damit auh die siπ tendenziell langsam ändern, wird das Optimierungsverfahren
zu einer ähnlihen Zuordnung der Teilhen führen, wie sie bereits vorliegt
nπ
a
neu
iπ ,jπ ≈
nπ
a
alt
iπ ,jπ , (3.80)
so dass für die ∆
nπ
a iπ ,jπ und somit auh für
LBT˜
(m)
S kleine Werte zu erwarten sind.
Die Graphen in Abbildung 3.10 zeigen den zu erwartenden Speedup für die Trajektori-
enberehnung inklusive dem benötigten Datenaustaush, nahdem die Teilhen nah dem
oben beshriebenen Algorithmus den Prozessoren zugeordnet wurden. Die Werte wurden
über die in der Zielfunktion angenommenen Abhängigkeiten von
PT
(m)
S und
P T˜
(m)
S für
untershiedlih stark lokalisierte Teilhenverteilungen bestimmt (siehe Gleihung (3.46)).
Die Gebietszerlegung wurde mit Hilfe einer RCB vorgenommen. Es zeigt sih, dass sih
die Skalierbarkeit vershlehtert, je stärker sih die Teilhen in einem kleinen Teil des
Rehengebietes konzentrieren. Dieses Verhalten resultiert daraus, dass bei einer stark lo-
kalisierten Teilhenverteilung sehr viele Teilhen Felddaten aus einem kleinen Teil des
Rehengebietes benötigen. Diese Felddaten sind einigen wenigen oder nur einem einzelnen
Prozessor zugeordnet. Für diese Prozessoren entsteht ein Kommunikationshotspot, d.h.
diese Prozessoren müssen groÿe Datenmengen senden und empfangen, was die erreihbare
Performane vershlehtert. Der Eekt wird umso gröÿer, je kleiner das Verhältnis der
beiden Gröÿen β und γ zueinander ist.
3.4.4 Adaptive Bounding Box
Das im vorigen Abshnitt vorgestellte Verfahren führt bei räumlih stark lokalisierten Teil-
henverteilungen, wie in Abbildung 3.10 gezeigt, zu Kommunikationshotspots, welhe die
Performane erheblih vershlehtern können. Bei der Konstruktion des Verfahrens wurde
angenommen, dass der Austaush der benötigten Feld- und Stromdaten pro Teilhen er-
folgt, was dazu führt, dass für stark lokalisierte Teilhenverteilungen eine groÿe Redundanz
bei den ausgetaushten Daten entsteht.
Um dies zu vermeiden, wurde in [72, 73, 4℄ eine Parallelisierungsstrategie vorgeshlagen
und in [74℄ untersuht, welhe den Datenaustaush für diesen Fall reduzieren kann. Bei
dieser Variante werden sowohl die Teilhen als auh die Gitterzellen so auf die Prozessoren
verteilt, dass die Rehenlast ideal balaniert ist, d.h. es gilt
FT
(m)
S (iπ, Nπ,P) =
FT
(m)
S (jπ, Nπ,P) ∀iπ, jπ ∈ Π, (3.81)
PT
(m)
S (iπ, Nπ,P) =
PT
(m)
S (jπ, Nπ,P) ∀iπ, jπ ∈ Π. (3.82)
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Nun wird in jedem Zeitshritt die kleinste Menge an Gitterzellen (Bounding Box) B
(m)
min
bestimmt, die alle Gitterzellen enthält, auf deren Feld- bzw. Stromwerte für die Trajekto-
rienberehnung zugegrien werden muss. Die Felddaten der Gitterzellen in diesem Bereih
werden durh eine globale Kommunikationsoperation an alle Prozessoren vershikt. Die
Stromdaten werden nah Abshluss der Berehnungen auf allen Prozessoren, wiederum
mittels einer globalen Kommunikationsoperation, akkumuliert. In der im Rahmen der Ar-
beit durhgeführten Implementierung erfolgte der Datenaustaush in beiden Fällen mittels
der Funktion MPI_Allredue. Abbildung 3.11 illustriert den Anwendungsfall des Verfah-
rens.
Bei einer theoretishen Analyse stellt sih heraus, dass der Algorithmus niht skalierbar
ist. Die Skalierbarkeitsanalyse soll im Folgenden vorgestellt werden und erfolgt unter der
Annahme eines Parallelrehners mit gleihartigen Prozessoren, das heiÿt es gilt αiπ = α
und βiπ = β.
Da sowohl die Gitterzellen als auh die Teilhen gleihmäÿig den verfügbaren Prozessoren
zugeordnet werden, ergibt sih die reine Rehenzeit pro Zeitshritt für den Feldlöser bzw.
für die Integration der Trajektorien zu
FT
(m)
S (iπ, Nπ,P) = α ·
N

Nπ
PT
(m)
S (iπ, Nπ,P) = β ·
P (m)
Nπ
∀iπ ∈ Π. (3.83)
Diese Werte sind aufgrund der idealen Lastbalanierung für jeden der beteiligten Prozes-
soren gleih. In jedem Zeitshritt müssen die Felddaten für diejenigen Zellen ausgetausht
werden, welhe zu B
(m)
min
gehören. Somit lässt sih die Laufzeit für den benötigten Austaush
der Felddaten einerseits, sowie der Stromdaten andererseits abshätzen zu
P T˜
(m)
S (iπ, Nπ,P) = κ|B
(m)
min
| log (Nπ) ∀iπ ∈ Π, (3.84)
wobei κ ein Proportionalitätsfaktor ist. Bei einer Punkt-zu-Punkt Kommunikationsope-
ration zwishen den Prozessoren würde
P T˜
(m)
S proportional zu Nπ ansteigen. Durh die
Verwendung der ezienteren globalen Kommunikationsoperation (MPI_Allredue) kann
dies auf den oben angegebenen Zusammenhang reduziert werden [47℄. Als Abshätzung
für den Term
F T˜
(m)
S folgt mit den Überlegungen aus Abshnitt 3.3.2
F T˜
(m)
S (iπ, Nπ,P) = ζ ·
(
N

Nπ
) 2
3
∀iπ ∈ Π. (3.85)
Es ergibt sih somit als Abshätzung für die benötigte Laufzeit in Zeitshritt m
T
(m)
S (Nπ,P) =
FT
(m)
S (iπ, Nπ,P) +
F T˜
(m)
S (iπ, Nπ,P) +
PT
(m)
S (iπ, Nπ,P) +
P T˜
(m)
S (iπ, Nπ,P)
= α ·
N

Nπ
+ ζ ·
(
N

Nπ
) 2
3
+ β ·
P (m)
Nπ
+ κ|B
(m)
min
| log (Nπ) . (3.86)
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Für hinreihend groÿe Simulationsprobleme N

≫ Nπ kann der zweite Summand gegen-
über dem ersten vernahlässigt werden. Damit ergibt sih als Abshätzung für die Ezienz
in Zeitshritt m gemäÿ der Denition (2.49)
E
(m)
S (Nπ,P) =
T
(m)
S (1,P)
Nπ · T
(m)
S (Nπ,P)
≈
1
1 +
κ|B(m)
min
|/N

α+βP (m)/N

Nπ log (Nπ)
. (3.87)
Um mit Hilfe des Ausdruks in Gleihung (3.87) die Isoezienzfunktion ableiten und
somit die Skalierbarkeit untersuhen zu können, muss der Zusammenhang zwishen den
Parametern N

, P (m) sowie B
(m)
min
untersuht werden, um zu einem einzigen Parameter zu
kommen, der die Problemgröÿe beshreibt.
Die Anzahl der Gitterzellen, für die Felddaten auszutaushen sind, ist bei einem homogenen
Gitter proportional zur Anzahl der gesamten Gitterzellen. Es gilt
|B
(m)
min
| ∝ N

. (3.88)
Bei einer sinnvollen Simulation wird die Teilhenanzahl P (m) niht unabhängig von der
Anzahl der Gitterzellen verändert. Vielmehr wird bei einer besseren räumlihen Auösung
durh eine gröÿere Anzahl an Gitterzellen auh eine gröÿere Anzahl an Teilhen benötigt,
so dass das Verhältnis der Anzahl an Teilhen zu der Anzahl an Gitterzellen ungefähr
gleih bleibt. Es folgt
P (m) ∝ N

. (3.89)
Unter Voraussetzung der Gleihungen (3.88) und (3.89) wird der Ausdruk für die Ezi-
enz in Gleihung (3.87) unabhängig von den Parametern N

, P (m) sowie B
(m)
min
, welhe die
Problemgröÿe beshreiben. Somit kann durh eine Erhöhung der Problemgröÿe bei kon-
stanter Anzahl an Prozessoren niht erreiht werden, dass die Ezienz ansteigt. Damit ist
diese Parallelisierungsstrategie niht skalierbar und die Isoezienzfunktion existiert niht.
Trotz dieses negativen Ergebnisses kann die Strategie für Simulationsprobleme mit räum-
lih stark lokalisierter Teilhenverteilung reht gute Performaneergebnisse erreihen, wie
in Kapitel 4 gezeigt werden wird.
3.4.5 Statishe Gebietszerlegung
Interessant ist eine Betrahtung der sih mit dem in Abshnitt 3.4.3 beshriebenen Ver-
fahren ergebenden Zuordnung der Teilhen für γ ≪ min
iπ∈Π
{βiπ} sowie γ > max
iπ∈Π
{βiπ}.
Der erste Fall modelliert einen Parallelrehner mit einem Verbindungsnetzwerk sehr hoher
Bandbreite, während der zweite Fall einen Parallelrehner mit einem Verbindungsnetzwerk
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Abbildung 3.11: Illustriert das in Abshnitt 3.4.4 beshriebene Verfahren für Nπ = 6. Die
Felddaten innerhalb des grau shraerten Bereihes (Bounding Box B
(m)
min
) werden allen Pro-
zessoren über eine globale Kommunikationsoperation bekannt gemaht. Für eine räumlih
stark lokalisierte Teilhenverteilung kann dies zu einer Reduktion redundanter Kommunika-
tion führen.
niedriger Bandbreite modelliert. Insbesondere für Parallelrehner aus der Klasse der Mul-
tiomputer wird tendenziell eher der zweite als der erste Fall auftreten.
Im ersten Fall kann
P T˜
(m)
S gegenüber
PT
(m)
S vernahlässigt werden, und es ist sofort er-
sihtlih, dass dies im Grenzfall γ = 0 zu einer Zuordnung der Teilhen auf die Prozessoren
führt, bei der
PT
(m)
S (iπ, Nπ,P) =
PT
(m)
S (jπ, Nπ,P) ∀iπ, jπ ∈ Π gilt, bei der also die Rehen-
last balaniert ist.
Im zweiten Fall ergibt sih wegen der Abbruhbedingung (3.60), dass das Verfahren zu
einem Zustand führt, bei dem die Zuordnung der Teilhen direkt an die Zuordnung der
Gitterzellen gekoppelt wird, denn es ergibt sih sofort, dass im resultierenden Zustand
nπ
a iπ ,jπ =
{
siπ falls iπ = jπ
0 sonst
(3.90)
gilt. Somit wird die Zuordnung der Teilhen gemäÿ
pπ
a (m)p,iπ =
∑
i

∈I
p
n (m)
i

,p ·
π
a (m)
i

,iπ
(3.91)
vorgenommen und der Term
P T˜
(m)
S in der Zielfunktion vershwindet, was sih durh Ein-
setzen von Gleihung (3.91) in Gleihung (3.35) leiht überprüfen lässt.
In den vergangenen Jahren wurden zahlreihe PIC Implementierungen vorgestellt, welhe
auf dem Prinzip einer statishen Gebietszerlegung und einer mit dieser gekoppelten Zuord-
nung der Teilhen gemäÿ Gleihung (3.91) basieren (siehe z.B. [6, 7, 5, 8℄). Im Folgenden
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soll durh eine Skalierbarkeitsanalyse gezeigt werden, dass diese Strategie für bestimmte
Teilhenverteilungen problematish sein kann. Der für die Strategie kritishe Fall ist der-
jenige, bei dem sih ein groÿer Teil der Teilhen in Gitterzellen bendet, die dem gleihen
Prozessor zugeordnet sind.
Bei der folgenden Skalierbarkeitsanalyse wird ein beliebiger Zeitshritt m betrahtet. In
dem betrahteten Zeitshritt seien die Teilhen so im Rehengebiet verteilt, dass sie auf-
grund von Gleihung (3.91) einem einzigen Prozessor zugewiesen werden und für keines der
Teilhen während des Zeitshrittes die Prozessorzuordnung geändert werden muss. Da bei
vielen Simulationsproblemen, insbesondere bei der Simulation der Teilhendynamik inner-
halb von Beshleunigerstrukturen, wie z.B. der in Abshnitt 4.2 vorgestellten Anordnung,
räumlih stark lokalisierte Teilhenverteilungen auftreten, die sih bei der beshriebenen
Parallelisierungsstrategie tendenziell in wenigen oder tatsählih nur einer einzigen Parti-
tion konzentrieren, tritt dieser Fall durhaus bei der Simulation praxisrelevanter Anord-
nungen in Ersheinung. Auÿerdem soll angenommen werden, dass die Berehnungen auf
einem Parallelrehner mit gleihartigen Prozessoren vorgenommen und die Gitterzellen so
den Prozessoren zugeordnet werden, dass
max
iπ∈Π
{
FT
(m)
S (iπ, Nπ,P) +
F T˜
(m)
S (iπ, Nπ,P)
}
= α
N

Nπ
+ ζ
(
N

Nπ
) 2
3
, (3.92)
angenommen werden kann (vgl. Gleihung (3.29)), was einer gleihmäÿigen Verteilung
der Gitterzellen auf die Prozessoren mittels einer Partitionierung wie in Abshnitt 3.3.1
entspriht.
Da die Teilhen einem einzigen Prozessor zugewiesen sind und wegen
P T˜
(m)
S = 0 folgt, dass
max
iπ∈Π
{
PT
(m)
S (iπ, Nπ,P) +
P T˜
(m)
S (iπ, Nπ,P)
}
= βP (m) (3.93)
gilt. Es ergibt sih als Abshätzung für die Laufzeit des betrahteten Zeitshrittes
T
(m)
S (Nπ,P) = α
N

Nπ
+ ζ
(
N

Nπ
) 2
3
+ βP (m). (3.94)
Für Probleme mit N

≫ Nπ kann der zweite Summand in guter Näherung vernahlässigt
werden und es folgt
T
(m)
S (Nπ,P) ≈ α
N

Nπ
+ βP. (3.95)
Wie bereits bei der Skalierbarkeitsanalyse in Abshnitt 3.4.4 soll aus den dort erläuterten
Gründen auh nun wieder die sinnvolle Annahme getroen werden, dass die verwendete
Anzahl an Makroteilhen mit der Anzahl an Gitterzellen verknüpft ist. Somit gilt mit
einem Proportionalitätsfaktor k(m)
P (m) = k(m)N

, (3.96)
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so dass die Problemgröÿe nun allein mit N

beshrieben werden kann. Somit ergibt sih
als Abshätzung für die Ezienz der Berehnungen in Zeitshritt m
E(m)(Nπ,P) =
T
(m)
S (1,P)
Nπ · T
(m)
S (Nπ,P)
=
α+ βk(m)
α+ βk(m)Nπ
. (3.97)
Damit lässt sih ein Abfallen der Ezienz durh eine Erhöhung der Problemgröÿe niht
erreihen und die Parallelisierungsstrategie ist für den betrahteten Fall niht skalierbar.
Da die mit den Teilhen verbundenen Berehnungen einem einzigen Prozessor zugeordnet
werden, wirken sih diese wie ein niht parallelisierbarer Anteil auf die Laufzeit aus. Dies
ist genau der Fall, für den in Abshnitt 2.4.3.2 das Amdahlshe Gesetz hergeleitet wur-
de [50℄. Folglih ergibt sih für den betrahteten Fall ein maximal erzielbarer Speedup S∞
in Zeitshritt m von
S(m)∞ = 1 +
α
k(m)β
. (3.98)
Abgesehen von der fehlenden Skalierbarkeit ist der betrahtete Fall noh aus einem ande-
ren Grund kritish.
Da insbesondere bei Multiomputern die Gröÿe des jedem Prozessor zur Verfügung stehen-
den Arbeitsspeihers begrenzt ist, führt die betrahtete Situation, dass alle Teilhen einem
einzigen Prozessor zugeordnet werden, bei entsprehender Problemgröÿe dazu, dass die
Teilhendaten niht mehr im Arbeitsspeiher gehalten werden können, was, abhängig vom
verwendeten Parallelrehner und/oder Betriebssystem, entweder zu einem Auslagern der
Daten auf die Festplatte, was bedingt durh die wesentlih höhere Zugriszeit die Laufzeit
stark ansteigen lässt, oder zu einem vollständigen Abbruh der Berehnungen führen kann.
3.4.6 Dynamishe Gebietszerlegung
Parallelisierungsstrategien, welhe die Zuordnung der Teilhen mit derjenigen der Git-
terzellen gemäÿ Gleihung (3.91) koppeln, besitzen die besonders für Multiomputer mit
einem Verbindungsnetzwerk niedriger Bandbreite attraktive Eigenshaft, dass alle zur Be-
rehnung der Teilhentrajektorien benötigten Daten im lokalen Speiher verfügbar sind
und somit der Term
P T˜
(m)
S in der Zielfunktion vershwindet. Durh die sih während der
Laufzeit ändernde Verteilung der Teilhen im Rehengebiet können jedoh die in Ab-
shnitt 3.4.5 erläuterten Probleme entstehen. Im Folgenden sollen zwei im Rahmen dieser
Arbeit untersuhte Parallelisierungsstrategien vorgestellt werden, die diese Probleme durh
eine dynamishe Neuzuordnung der Gitterzellen und den mit diesen verbundenen Teilhen
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abshwähen können. Die erste der beiden Strategien basiert auf einem von Campbell,
Carmona und Walker vorgeshlagenen Verfahren [9℄, welhes in [10, 11, 12, 75℄ zur
Parallelisierung vershiedener PIC Codes eingesetzt wurde. Es basiert auf dem in Ab-
shnitt 3.3.1 zur Parallelisierung des Feldlösers beshriebenen Verfahren der Rekursiven
Koordinaten Bisektionierung [66℄. Die Formulierung erfolgte bislang lediglih für Parallel-
rehner mit gleihartigen Prozessoren. Es soll hier in verallgemeinerter Form vorgestellt
werden, die eine Implementierung für Parallelrehner mit Prozessoren untershiedliher
Leistungsfähigkeit erlaubt.
Bei der zweiten Strategie handelt es sih um ein im Rahmen der Arbeit entwikeltes Ver-
fahren, welhes neben der dynamishen Balanierung der Rehenlast zwishen den Prozes-
soren durh die geshikte Anordnung der Daten im Speiher die Speiherhierarhie (Ca-
hes) moderner Rehner ausnutzen kann, zum Preis eines etwas höheren Aufwandes für
den Datenaustaush. Zudem ermögliht es eine Diskretisierung des Rehengebietes, wel-
he besser auf das Simulationsproblem zugeshnitten werden kann und dadurh weniger
Rehnerressouren benötigt
3.4.6.1 Rekursive Koordinaten Bisektionierung
Zunähst soll erläutert werden, wie durh das Duplizieren eines Teiles der Rehenlast für
den Feldlöser erreiht werden kann, dass der Synhronisationspunkt zwishen der Feld-
löserphase und der Trajektorienberehnung fortgelassen werden, und der Datenaustaush
nah Abshluss aller Berehnungen eines Zeitshrittes erfolgen kann [12℄. Dies ermögliht
die Formulierung der Zielfunktion in der in Gleihung (3.38) angegebenen Form.
Um den Datenaustaush für den Feldlöser erst nah Abshluss der Trajektorienberehnung
durhführen zu können, muss gewährleistet sein, dass sämtlihe Feldwerte, auf die bei der
Berehnung der Trajektorien sowie bei der Zeitintegration der Gitterspannungen zugegrif-
fen werden muss, im lokalen Speiher des entsprehenden Prozessors verfügbar sind. Im
Falle der verwendeten trilinearen Interpolation bedeutet dies, dass für jede Gitterzelle, die
einem Prozessor mitsamt der in ihr enthaltenen Teilhen zugeordnet wurde, die Felddaten
derjenigen Zellen lokal verfügbar sein müssen, die an die Zelle angrenzen (vgl. Abbil-
dung 3.5(a)). Um die aktuellen Werte dieser Felddaten zu besitzen, müssen diese entweder
nah der Feldlöserphase zwishen den Prozessoren ausgetausht werden, was die uner-
wünshte Synhronisation der Prozessoren zur Folge hätte, oder sie müssen lokal bereh-
net werden. Zu deren lokaler Berehnung werden wiederum die Felddaten weiterer Zellen
gemäÿ der in Abshnitt 3.3 analysierten Abhängigkeiten benötigt. Für die durh eine RCB
erstellte Partitionierung kann durh eine Erweiterung der Gebiete mit einer zwei Zellen
diken Shiht von Geisterzellen, deren Felddaten zu Beginn jedes Zeitshrittes von dem
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(a) (b)
Partitionsgrenze
Geisterzellen
Abbildung 3.12: (a) Die Gebiete werden um eine zwei Zellen dike Shiht von Geister-
zellen erweitert. Zu Beginn eines Zeitshrittes werden die den Geisterzellen zugeordneten
Felddaten von den entsprehenden Prozessoren geholt. Dies ermögliht die lokale Berehnung
aller Felddaten, welhe für die folgende Trajektorienberehnung benötigt werden. (b) illustriert
das rekursive Vershieben der Gebietsgrenzen im Rahmen einer dynamishen Lastbalanie-
rung.
entsprehenden Prozessor geholt werden müssen, erreiht werden, dass alle zur lokalen
Berehnung der bei der Interpolation benötigten Feldwerte lokal vorhanden sind. Abbil-
dung 3.12 illustriert, für eine einfahe Partitionsgrenze, die Felddaten welher Zellen für
die mit der linken Partition verbundenen Berehnungen ausgetausht werden müssen.
Wie bereits bei dem in Abshnitt 3.4.3 vorgestellten Verfahren soll der Aufwand für die
Neuzuordnung der Teilhen und Gitterzellen in der Zielfunktion niht explizit berüksih-
tigt werden. Stattdessen wird die Neuzuordnung basierend auf der bereits bestehenden Zu-
ordnung durh inkrementelle Veränderungen derselben vorgenommen, und so der Aufwand
für den mit der Lastbalanierung verbundenen Datenaustaush gering gehalten. Unter der
Annahme N

≫ Nπ soll der Term
F T˜ vS ernahlässigt werden. Unter Berüksihtigung dieser
Vereinfahungen lautet die Zielfunktion
TS(Nπ,P) =
M∑
m=1
max
iπ∈Π
{
FT
(m)
S (iπ, Nπ,P) +
PT
(m)
S (iπ, Nπ,P)
}
. (3.99)
Durh den Wegfall des Terms
LBT˜
(m)
S kann jeder Zeitshritt entkoppelt von den restlihen
betrahtet werden.
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Die den einzelnen Prozessoren in Zeitshritt m zugeordneten Gebiete seien mit B
(m)
iπ
be-
zeihnet. Die Zuordnung der Gitterzellen und Teilhen wird durh die Wahl der Gebiete
festgelegt gemäÿ
π
a (m)
i

,iπ
=
{
1 falls i

∈ B
(m)
iπ
0 sonst
(3.100)
sowie
pπ
a (m)p,iπ =
∑
i

∈B(m)iπ
p
n (m)
i

,p ·
π
a (m)
i

,iπ
. (3.101)
Die Gesamtanzahl der Teilhen, welhe Prozessor iπ durh die Wahl der Partitionierung
zugeordnet werden, ergibt sih gemäÿ
P
(m)
iπ
:=
P (m)∑
p=1
pπ
a (m)p,iπ =
P (m)∑
p=1
∑
i

∈B(m)iπ
p
n (m)
i

,p ·
π
a (m)
i

,iπ
. (3.102)
Der Wert des m-ten Summanden in der Zielfunktion ergibt sih somit unter Berüksihti-
gung von Gleihung (3.102) sowie dem Zusammenhang
|B
(m)
iπ
| =
∑
i

∈I
π
a (m)
i

,iπ
(3.103)
zu
max
iπ∈Π
{
FT
(m)
S (iπ, Nπ,P) +
PT
(m)
S (iπ, Nπ,P)
}
= max
iπ∈Π
{
αiπ |B
(m)
iπ
|+ βiπP
(m)
iπ
}
= max
iπ∈Π
{
αiπ ·
(
|B
(m)
iπ
|+
βiπ
αiπ
P
(m)
iπ
)
︸ ︷︷ ︸
=:W
(m)
iπ
}
= max
iπ∈Π
{
αiπ ·W
(m)
iπ
}
. (3.104)
Es sei angemerkt, dass der Ausdruk
βiπ
αiπ
als das Verhältnis der Anzahl der Berehnungs-
operationen, welhe für ein Teilhen durhzuführen sind zur Anzahl der Berehnungsope-
rationen, die für die mit einer Gitterzelle verknüpften Gitterspannungen ausgeführt werden
müssen, interpretiert werden kann. Die Leistungsfähigkeit der Prozessoren wird also durh
die αiπ modelliert, während die W
(m)
iπ
eine davon unabhängige Beshreibung der Rehen-
last bilden.
Der Ausdruk in Gleihung (3.104) nimmt sein Minimum an, wenn
αiπ ·W
(m)
iπ
= αjπ ·W
(m)
jπ
∀iπ, jπ ∈ Π. (3.105)
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Lastbalanierung
ipi
T
(m)
S
(ipi)
1 2 3
PT
(m)
S
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S
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1 2 3
PT
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S
FT
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S
Abbildung 3.13: Durh das Vershieben der Partitionierungsebenen wird die Lastbalanie-
rung der Berehnungen durhgeführt. Die Daten, welhe dem grau hinterlegten Bereih im
rehten Bild zugeordnet sind, müssen im Rahmen der Lastbalanierung zwishen den Prozes-
soren ausgetausht werden.
gilt. Wie bereits bei der Parallelisierung des Feldlösers soll zunähst wieder der Zweiprozes-
sorfall betrahtet werden. Die Verallgemeinerung auf den Fall eines Parallelrehners mit
einer beliebigen Anzahl an Prozessoren durh Rekursion ist dann ohne Shwierigkeiten
möglih.
Im Zweiprozessorfall reduziert sih Bedingung (3.105) auf
α1 ·W
(m)
1 = α2 ·W
(m)
2 . (3.106)
Ist diese Bedingung durh die bestehende Partitionierung niht erfüllt, so wird die Parti-
tionierungsebene um eine Gitterzelle vershoben, so dass die Partition mit zu groÿer Last
verkleinert wird zugunsten der Partition mit zu kleiner Last. Dies wird so lange wieder-
holt, bis sih eine Partitionierung ergibt, die Gleihung (3.106) erfüllt, oder zumindest
die bestmöglihe Approximation an (3.106) liefert, welhe durh die RCB Partitionierung
erreiht werden kann.
Das Verfahren kann nun durh Rekursion auf den allgemeinen Fall mit einer beliebigen
Anzahl an Prozessoren erweitert werden. Im ersten Rekursionsshritt muss die erste Par-
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titionierungsebene so vershoben werden, dass
αa ·W
(m)
a = αb ·W
(m)
b (3.107)
gilt, wobei sih die αa bzw. αb gemäÿ den Gleihungen unter (3.24) bestimmen lassen.
Die Zuordnung der Prozessoren zu den beiden Mengen Πa und Πb wird gemäÿ der be-
stehenden Partitionierung übernommen. In jedem weiteren Rekursionsshritt wird die be-
stehende Partitionierungsebene wie beshrieben vershoben, so dass für die entstehende
neue Partitionierung shlieÿlih die Last so verteilt ist, dass Gleihung (3.105) zumindest
näherungsweise erfüllt wird.
Dadurh, dass die bestehenden Partitionierungsebenen lediglih inkrementell verändert
werden, verursaht das Verfahren einen reht geringen Datenaustaush. Abbildung 3.13
illustriert beispielhaft für einen Parallelrehner mit drei Prozessoren das Vershieben der
Partitionierungsebenen und die resultierende Balanierung der Rehenlast. Man beahte,
dass im resultierenden Zustand die Gesamtrehenlast (
FT
(m)
S (iπ, Nπ,P) +
PT
(m)
S (iπ, Nπ,P)),
niht jedoh die Rehenlast jeder einzelnen Phase des PIC Algorithmus zwishen den Pro-
zessoren balaniert ist.
Trotz der relativ geringen Datenmenge, die im Rahmen der Lastbalanierungsoperation
ausgetausht werden muss, zeigt sih, dass eine Lastbalanierung in jedem Zeitshritt niht
vorteilhaft ist, da die Operation immer auh mit niht unerheblihen lokalen Berehnungen
im Rahmen der Bestimmung der neuen Partitionierung, sowie mit Aufwand für die an-
shlieÿende Neuorganisation der lokalen Datenstrukturen verbunden ist [68℄. Daher wurde
in [68, 9℄ vorgeshlagen, die Entsheidung, ob eine Lastbalanierung in einem Zeitshritt
durhgeführt werden soll oder niht, von einem Parameter abhängig zu mahen, der ein
Maÿ dafür bildet, wie stark die Verteilung der Last von der optimalen Verteilung gemäÿ
Gleihung (3.105) abweiht. Im Rahmen dieser Arbeit wurde
σ(m) :=
max
iπ∈Π
{
αiπ ·W
(m)
iπ
}
− α ·W
(m)
ges
α ·W
(m)
ges
(3.108)
mit
α :=
1
Nπ∑
iπ=1
1
αiπ
und W (m)
ges
:=
Nπ∑
iπ=1
W
(m)
iπ
(3.109)
als Entsheidungsgröÿe herangezogen. Die Lastbalanierungsoperation wird eingeleitet, so-
bald der Entsheidungsparameter einen vorher festgelegten Shwellwert σ
max
übershreitet.
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Im Falle gleihartiger Prozessoren ist die Gröÿe in (3.108) äquivalent zu den in [68, 9℄ vor-
geshlagenen Entsheidungsparametern. Der Entsheidungsparameter σ(m) ist dann direkt
verknüpft mit der Ezienz E(m) und es gilt
E(m) =
1
1 + σ(m)
. (3.110)
Die Vorgabe eines bestimmten Wertes von σ
max
ist also äquivalent zur Vorgabe eines
Mindestwertes für die Ezienz der Berehnung.
3.4.6.2 Kombinatorishe Gebietszerlegung
Die folgende, im Rahmen der Arbeit entwikelte Parallelisierungsstrategie ermögliht ei-
nerseits eine Reihe von Laufzeitverbesserungen, führt aber andererseits zu einer etwas
gröÿeren Menge an Daten, die in jedem Zeitshritt zwishen den Prozessoren ausgetausht
werden müssen.
Durh die gekoppelte Zuordnung von Teilhen und Gitterzellen sind die zur Interpola-
tion der Feldwerte und Extrapolation der Ströme während der Trajektorienberehnung
benötigten Speiherzugrie allesamt lokal, wodurh die Zeit für diese Speiherzugrie re-
duziert wird. Jedoh wurde kein Augenmerk darauf gelegt, in welher Reihenfolge diese
lokalen Speiherzugrie erfolgen. Ein Zugri auf den Arbeitsspeiher eines Rehners dauert
übliherweise mehrere CPU Zyklen, in denen die Verarbeitung angehalten werden muss,
bis die benötigten Daten dem Prozessor zur Verfügung stehen. Zur Verringerung der Zu-
griszeit existieren shnelle Zwishenspeiher (Cahes), die zwar deutlih kleiner als der
Arbeitsspeiher sind, jedoh im Vergleih zu diesem eine deutlih geringere Zugriszeit
aufweisen. Diese Zwishenspeiher arbeiten nah dem Lokalitätsprinzip, d.h. bei einem
Speiherzugri wird niht nur der tatsählih benötigte Wert in den shnellen Cahe Spei-
her geladen und anshlieÿend zur Verarbeitung zur CPU transportiert, sondern es werden
auh Werte, die im Hauptspeiher benahbart zu diesem Wert liegen, in den Cahe Spei-
her übernommen. Dies geshieht in der Erwartung, dass als nähstes auf einen dieser
benahbarten Werte zugegrien werden muss [32℄. Ist dies der Fall, so kann die Zugris-
zeit ganz erheblih verkürzt werden, da der Wert direkt aus dem shnellen Cahe Speiher
geholt werden kann. Dies impliziert, dass ein zufälliger Zugri auf Daten im Hauptspeiher
den Cahe nur shleht ausnutzt.
Insbesondere die Speiherzugrie zur Feldinterpolation und Stromextrapolation bieten bei
PIC im Hinblik auf die eziente Nutzung des Cahe Speihers Optimierungspotenti-
al. In [76℄ ndet sih eine Untersuhung darüber, wie groÿ der Einuss einer ezienten
Ausnutzung des Cahes auf die Laufzeit der PIC Shleife ist. Für die betrahtete Problem-
stellung (Plasma Simulation) erhielt der Autor auf dem von ihm verwendeten Rehner eine
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Laufzeitverbesserung um 40-70% dadurh, dass er die Teilhen nah den Gitterzellen, in
denen sie sih benden, im Speiher gruppierte. Während die im letzten Abshnitt be-
shriebene Strategie durhaus um eine derartige Sortierung der Teilhen ergänzt werden
und somit ebenfalls von dem Potential des Cahes protieren kann, ist eine solhe Sortie-
rung bei dem im Folgenden beshriebenen Verfahren bereits inhärent vorhanden.
Eine weitere Optimierungsmöglihkeit bietet die exiblere Wahl der Form des Rehenge-
bietes. Häug sind Anordnungen zu simulieren, bei denen das interessierende Rehengebiet
durh Körper begrenzt wird, welhe als ideal elektrishe Leiter modelliert werden können.
Insbesondere bei Problemstellungen aus der Beshleunigerphysik tritt dieser Fall in Er-
sheinung. Ein Rehengitter, dessen Konstruktion nah dem einfahen in Abshnitt 2.2.1
erläuterten Prinzip erfolgt, überdekt immer einen quaderförmigen Raumbereih, was zur
Folge hat, dass häug ein groÿer Teil der Gitterzellen innerhalb der ideal leitfähigen Körper
liegen. Die Speiherung der Feldfreiheitsgrade für diese Zellen sowie deren Traversierung
im Rahmen der Zeitintegration ist daher eine Vershwendung von Speiherplatz bzw. Re-
henzeit. Durh eine exiblere Diskretisierung, wie im Folgenden vorgestellt, kann dies zum
Teil vermieden werden. Eine solhe exiblere Methode der Diskretisierung kommt auh in
anderen Anwendungsfeldern der numerishen Simulation zum Einsatz (siehe z.B. [77℄).
Die Grundidee der im Folgenden beshriebenen Parallelisierungsstrategie ist die Zerlegung
des Rehengebietes in eine Anzahl an Partitionen, die deutlih gröÿer als die Anzahl der
Prozessoren ist, welhe für die Simulation zum Einsatz kommen sollen. Jede der Partitionen
bildet eine separate Datenstruktur, in der die ihr zugeordneten Feld- und Teilhendaten
gespeihert werden. Die Partitionen bilden die kleinste Einheit, in der die Feld- und Teil-
hendaten sowie die mit diesen verknüpften Berehnungen den verfügbaren Prozessoren
zugeordnet werden. Eine dynamishe Lastbalanierung erfolgt dann durh den Austaush
dieser Partitionen zwishen den Prozessoren. Abbildung 3.14 illustriert, wie eine resul-
tierende Partitionierung für Nπ = 2 aussehen kann. Die farblihe Markierung deutet die
Prozessorzuordnung der einzelnen Gebiete in einem bestimmten Zeitshritt m an. Die vier
weiÿ hinterlegten Partitionen liegen vollständig innerhalb eines als ideal elektrish leitfähig
modellierten Materials. Diese Partitionen können nah Feststellen dieser Tatsahe gelösht
werden und spielen bei den folgenden Überlegungen keine Rolle mehr. Eine derartige Form
der Partitionierung wurde in [72, 73, 4℄, im Kontext einer Parallelisierungsstrategie wie in
Abshnitt 3.4.4 vorgeshlagen, was jedoh, wie bereits erläutert, zu einem niht skalierba-
ren Algorithmus führt, während der im Folgenden erläuterte Algorithmus skalierbar ist.
Das Rehengebiet sei partitioniert in G Partitionen B1 . . . BG , so dass die Anzahl der
Gitterzellen, welhe in jeder dieser Partitionen enthalten sind, gleih ist. Durh die Be-
shränkung, welhe durh die Form der Gebiete auferlegt wird, ist diese Bedingung im
Allgemeinen nur näherungsweise zu erfüllen. Bezeihne K
(m)
ig
die Anzahl der Teilhen,
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Abbildung 3.14: Illustriert eine möglihe Partitionierung für den Fall Nπ = 2. Die farbli-
he Markierung zeigt die Prozessorzugehörigkeit einer Partition an. Die in weiÿ hinterlegten
Partitionen liegen vollständig innerhalb eines als ideal elektrish leitfähig modellierten Mate-
rials. Eine Diskretisierung dieser Bereihe kann daher unterbleiben und die entsprehenden
Partitionen können gelösht werden.
welhe sih in Zeitshritt m innerhalb der Partition Big benden:
K
(m)
ig
:=
∑
i

∈Big
P (m)∑
p=1
p
n (m)
i

,p . (3.111)
Eine Zuweisung der Gebiete zu den verfügbaren Nπ Prozessoren werde durh Entshei-
dungsvariablen
gπ
a (m)ig ,iπ ausgedrükt, wobei
gπ
a (m)ig ,iπ :=
{
1 falls Big im Zeitshritt m Prozessor iπ zugeordnet wird,
0 sonst.
(3.112)
gilt. Die Parallelisierungsstrategie ist in diesem Zusammenhang ein Algorithmus, welher
die Werte der
gπ
a (m)ig ,iπ festlegt. Die Zuordnung muss eindeutig sein, d.h.
Nπ∑
iπ=1
gπ
a (m)ig ,iπ = 1 ∀ig ∈ {1 . . . G} ,m ∈ {1 . . .M} . (3.113)
Zunähst soll die Zielfunktion in Abhängigkeit der
gπ
a (m)ig ,iπ formuliert werden. Durh die
vorgegebenen Gebiete ist der Kommunikationsaufwand
F T˜
(m)
S bereits bestimmt und niht
mehr zu beeinussen. Dieser Term wird daher in der Zielfunktion niht mehr berüksih-
tigt.
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Der Aufwand für die Lastbalanierungsoperation soll wieder durh die Konstruktion des
Lastbalanierungsverfahrens möglihst gering gehalten werden, indem eine neue Zuord-
nung der Partitionen zu den Prozessoren durh eine inkrementelle Veränderung der alten
Partitionierung konstruiert wird. Eine Lastbalanierung wird niht in jedem Zeitshritt
durhgeführt, sondern nur, wenn die Lastverteilung als ungleihmäÿig erkannt wurde, wo-
bei als Entsheidungsgröÿe wieder der in Gleihung (3.108) eingeführte Parameter σ(m)
verwendet wurde. Unter diesen Voraussetzungen lautet die Zielfunktion
TS(Nπ,P) =
M∑
m=1
[
max
iπ∈Π
{
FT
(m)
S (iπ, Nπ,P)
}
+max
iπ∈Π
{
PT
(m)
S (iπ, Nπ,P)
}]
=
M∑
m=1
[
max
iπ∈Π
{
αiπ
G∑
ig=1
gπ
a (m)ig ,iπ · |Big |
}
+max
iπ∈Π
{
αiπ ·
βiπ
αiπ︸︷︷︸
=:ψ
G∑
ig=1
gπ
a (m)ig ,iπ ·K
(m)
ig
} ]
.
(3.114)
Der Faktor βiπ/αiπ ist, wie in Abshnitt 3.4.6.1 erläutert, für alle Prozessoren gleih, womit
die Gröÿe αiπ das alleinige Maÿ für die Leistungsfähigkeit der einzelnen Prozessoren ist.
Da alle Partitionen B1 . . . BG (zumindest näherungsweise) die gleihe Anzahl an Gitter-
zellen beinhalten, folgt
|Big | = |Bjg | ∀ig, jg ∈ {1 . . . G} . (3.115)
Die Laufzeit für den Feldlöser lässt sih somit minimieren, indem jedem Prozessor iπ eine
Anzahl an Gebieten Giπ zugeordnet wird, so dass gilt (vgl. Gleihung (3.6))
Giπ
G
=
1
αiπ
Nπ∑
jπ=1
1
αjπ
. (3.116)
Die endlihe Anzahl an verfügbaren Partitionen führt dazu, dass sowohl Gleihung (3.115)
als auh Gleihung (3.116) im Allgemeinen nur näherungsweise erfüllt werden können,
was bei einer groÿen Anzahl an Gebieten oder einem Parallelrehner mit Prozessoren von
etwa gleiher Leistungsfähigkeit jedoh kaum ins Gewiht fällt. Sind Gleihung (3.115)
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und (3.116) erfüllt, so folgt für die Laufzeit des Feldlösers
FT
(m)
S (Nπ,P) = max
iπ∈Π
{
αiπ ·Giπ · |B1|
}
= max
iπ∈Π
{ G · |B1|
Nπ∑
jπ=1
1
αjπ
}
=: FT0, (3.117)
und nimmt somit seinen optimalen Wert an.
Der Lastbalanierungsalgorithmus soll durh einen Austaush der Gebiete zwishen den
Prozessoren die für die Berehnung der Trajektorien benötigte Laufzeit verbessern, oh-
ne die für den Feldlöser benötigte Laufzeit zu erhöhen. Die Anzahl der jedem Prozessor
zugewiesenen Gebiete Giπ darf sih somit während der Simulation niht ändern:
G∑
ig=1
gπ
a (m)ig ,iπ =
G∑
ig=1
gπ
a (m+1)ig ,iπ = Giπ ∀m ∈ {1 . . .M} , iπ ∈ Π. (3.118)
Zunähst soll der Lastbalanierungsalgorithmus für den Spezialfall, dass genau ein Pro-
zessor o existiert, für den
P (m)o >
1
αo
Nπ∑
jπ=1
1
αjπ
· P (m) (3.119)
gilt, der also überlastet ist, behandelt werden. Alle anderen Prozessoren seien unterbelas-
tet. Die Berehnung der neuen Gebietszuordnung
gπ
a (m+1)ig ,iπ erfolgt iterativ in maximal Go
Iterationen, wobei Go die Anzahl der Prozessor o zugeordneten Gebiete bezeihnet. Das
Verfahren basiert auf dem in der kombinatorishen Optimierung wohl bekannten Greedy-
Prinzip [64℄.
Bezeihne
gπ
c (n)ig ,iπ die Zuordnung der Gebiete im n-ten Iterationsshritt des Verfahrens,
und u
(n)
1 . . . u
(n)
Nπ−1 ∈ Π die aufsteigend nah der für die Trajektorienberehnung benötig-
ten Laufzeit sortierte Liste der unterbelasteten Prozessoren im n-ten Iterationsshritt des
Lastbalanierungsverfahrens.
Seien weiterhin liπ : {1 . . . Giπ} → {1 . . . G} Abbildungen, welhe die Gebiete, die einem
beliebigen Prozessor iπ zu Beginn des Lastbalanierungsverfahrens zugeordnet sind, auf-
steigend nah der Anzahl an Teilhen, die diese Gebiete enthalten, durhlaufen. Es gilt
also
K
(m)
liπ (κ1)
≤ K
(m)
liπ (κ2)
∀κ1 < κ2. (3.120)
Da der Zeitshritt m, in dem die Lastbalanierung durhgeführt wird, keinen Einuss auf
den Ablauf des Lastbalanierungsverfahrens hat, wird der hohgestellte Zeitshrittindex
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im Folgenden bei allen Gröÿen fortgelassen. Bei den Gröÿen, die mit einem hohgestellten
Index ausgestattet sind, bezeihnet dieser den Iterationsshritt des Lastbalanierungsver-
fahrens.
Initialisierungsshritt:
Setze
gπ
c (0)ig ,iπ =
gπ
a ig ,iπ , (3.121)
womit der Ausgangszustand für die Lastbalanierung gegeben ist durh die vorliegende
Gebietszuordnung. Setze
i(0)o = Go (3.122)
sowie
i
(0)
u
(0)
1
= . . . = i
(0)
u
(0)
Nπ−1
= 1 (3.123)
und
κ = 1. (3.124)
Iterationsshritt:
Shritt 1: (Prüfen der Abbruhbedingungen)
Falls
αo · ψ ·
G∑
ig=1
gπ
c (n)ig ,o ·Kig − α · ψ · P
α · ψ · P + FT0
< σ
max
(3.125)
oder
i(n)o = 0 (3.126)
gilt, so wird das Verfahren beendet und die
gπ
c (n)ig ,iπ enthalten die neue Zuordnung der
Gebiete. Im Fall, dass Gleihung (3.125) erfüllt ist, wurde das Lastbalanierungsziel, die
Überlastung des Prozessors o unter die vorgegebene Shwelle σ
max
zu reduzieren, erreiht.
Im Fall, dass Gleihung (3.126) erfüllt ist, konnte dieses Ziel niht erreiht werden.
Shritt 2: (Vergleih/Austaush der Gebiete)
Falls
K
lo(i
(n)
o )
> Kl
u
(n)
κ
(i
u
(n)
κ
) (3.127)
und
α
u
(n)
κ
· ψ ·
(
G∑
ig=1
gπ
c (n)
ig ,u
(n)
κ
·Kig +Klo(i(n)o )
−Kl
u
(n)
κ
(i
u
(n)
κ
)
)
− α · ψ · P
α · ψ · P + FT0
< σ
max
(3.128)
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gilt, vertaushe die Prozessorzuordnung von Gebiet lo(i
(n)
o ) mit derjenigen von lu(n)κ (iu(n)κ ),
das heiÿt es wird gesetzt
gπ
c (n+1)
lo(io(n)),u
(n)
κ
= 1 ;
gπ
c (n+1)
lo(i
(n)
o ),o
= 0
gπ
c (n+1)
l
u
(n)
κ
(i
u
(n)
κ
),u
(n)
κ
= 0 ;
gπ
c (n+1)
l
u
(n)
κ
(i
u
(n)
κ
),o = 1.
(3.129)
Die übrigen
gπ
c (n+1)ig ,iπ werden aus dem vorherigen Iterationsshritt übernommen.
Setze
i(n+1)o = i
(n)
o − 1 (3.130)
sowie
i
(n+1)
u
(n)
j
=

i
(n)
u
(n)
j
+ 1 für j = κ
i
(n)
u
(n)
j
sonst.
(3.131)
Falls Bedingung (3.127) oder (3.128) niht erfüllt ist, erhöhe den Wert von κ um Eins und
prüfe, ob
κ ≤ Nπ − 1 (3.132)
gilt. Ist dies der Fall, so wird mit Shritt 2 fortgefahren. Anderenfalls wird
i(n+1)o = i
(n)
o − 1 und i
(n+1)
u(n).
= i
(n)
u(n).
(3.133)
sowie
κ = 1 (3.134)
gesetzt und mit Shritt 1 fortgefahren. In Abbildung 3.15 werden die oben beshriebenen
Shritte mit Hilfe eines Ablaufdiagramms illustriert.
Für den allgemeinen Fall, in dem eine beliebige Anzahl an Prozessoren überlastet und
unterbelastet ist, wird der Algorithmus durh einen Shritt ergänzt, der die Prozessoren
vor der Durhführung der oben beshriebenen Shritte derart gruppiert, dass in jeder der
gebildeten Gruppen genau ein überlasteter Prozessor existiert und somit innerhalb der
entstehenden Gruppen der Algorithmus wie oben beshrieben anwendbar ist. Die Prozes-
sorgruppen werden wie folgt gebildet.
Ohne Beshränkung der Allgemeingültigkeit sei angenommen, dass für die Prozessoren
gilt:
αiπ ·
G∑
ig=1
gπ
a ig ,iπ ·Kig ≤ αjπ ·
G∑
ig=1
gπ
a ig ,jπ ·Kig ∀iπ < jπ, (3.135)
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Start
(3.125) oder
(3.126) erfüllt?
Ende
(3.127) und
(3.128) erfüllt?
austaushen der
Gebiete lo(i
(n)
o )
und l
u
(n)
κ
(i
u
(n)
κ
)
erhöhe κ um 1
i
u
(n+1)
κ
= i
u
(n)
κ
+ 1
κ >Nπ-1
κ = 1
i
(n+1)
o = i
(n)
o − 1
ja
nein
ja
nein
ja
nein
Abbildung 3.15: Das Ablaufdiagramm illustriert das in Abshnitt 3.4.6.2 beshriebene Last-
balanierungsverfahren.
d.h. die Prozessoren seien proportional zu den Laufzeiten sortiert, welhe sie für die Tra-
jektorienberehnung benötigen.
Zunähst wird eine Prozessorgruppe aus Prozessor Nπ mit der gröÿten Laufzeit und den
Prozessoren 1 . . . v mit den geringsten Laufzeiten gebildet, wobei v der kleinstmöglihe
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Wert ist, für den gilt
v∑
iπ=1
1
αiπ
Nπ∑
jπ=1
1
αjπ
· P −
v∑
iπ=1
Piπ ≥ PNπ −
1
αNπ
Nπ∑
jπ=1
1
αjπ
· P (3.136)
d.h. die Belastung der Prozessoren 1 . . . v ist derart, dass die Teilhen, welhe die Überlas-
tung von Prozessor Nπ verursahen, von diesen aufgenommen werden könnten, ohne dass
diese Prozessoren selbst überlastet werden. Die verbleibenden Prozessoren werden nun
nah dem gleihen Prinzip weiter gruppiert. Die Lastbalanierungsoperation kann dann,
wie oben beshrieben, innerhalb jeder der gebildeten Prozessorgruppen unabhängig von
allen anderen Gruppen erfolgen, womit das Lastbalanierungsverfahren selbst wiederum
parallelisiert ist.
Es sei angemerkt, dass evtl. für die letzte sih ergebende Prozessorengruppe eine Bedin-
gung wie in Gleihung (3.136) niht mehr erfüllt werden kann. Daher kann es sinnvoll
sein, das Verfahren mehrfah hintereinander anzuwenden. In der im Rahmen der Arbeit
durhgeführten Implementierung wurde das Verfahren daher so lange wiederholt, bis nah
den oben angegebenen Kriterien keine Gebiete mehr ausgetausht werden konnten.
Die Graphen in Abbildung 3.16 zeigen den zu erwartenden Speedup für die Integration
der Trajektorien für den Fall eines Parallelrehners mit gleihartigen Prozessoren, nah-
dem die Teilgebiete nah dem oben beshriebenen Algorithmus den Prozessoren zugeordnet
wurden. Die Werte wurden über die in der Zielfunktion angenommenen Abhängigkeiten
von
PT
(m)
S für untershiedlih stark lokalisierte Teilhenverteilungen bestimmt. Die Anzahl
der Gebiete pro Prozessor wurde zu Giπ = 2
NL
festgelegt, wobei NL ein Parameter ist.
Da lediglih Teilgebiete zwishen den Prozessoren ausgetausht werden können, um eine
gleihmäÿige Lastverteilung zu erreihen, ist eine hinreihend gute Auösung der Teil-
henverteilung durh die Teilgebiete notwendig, d.h. die nah Anwendung des Verfahrens
verbleibende Lastdierenz zwishen den Prozessoren ist umso kleiner, je mehr Gebiete
existieren, auf die die Rehenlast verteilt ist. Für räumlih sehr stark lokalisierte Teilhen-
verteilungen erfordert dies eine entsprehend groÿe Anzahl an Gebieten, um eine gleih-
mäÿige Lastverteilung gewährleisten zu können. Dies führt zu einem Anstieg der Anzahl
der Randzellen, für die in jedem Zeitshritt Daten ausgetausht werden müssen, der in
den Graken in Abbildung 3.16 ebensowenig berüksihtigt wurde wie der Aufwand für
die Lastbalanierungsoperation. Wie stark sih diese Eekte bemerkbar mahen, wird im
folgenden Kapitel mit Hilfe realer Benhmarks untersuht.
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Abbildung 3.16: Speedup Werte für die Integration der Teilhentrajektorien vor und nah
Anwendung des in Abshnitt 3.4.6.2 beshriebenen Algorithmus für vershiedene Anzahl an
Untergebieten pro Prozessor Giπ = 2
NL
. Die gestrihelte Linie bezeihnet den idealen Speedup.
(a) Die Teilhen sind über das komplette Rehengebiet gleihmäÿig verteilt. (b) Die Teilhen
konzentrieren sih in 10% der Gitterzellen des Rehengebietes. () Die Teilhen konzentrieren
sih in 1% der Zellen des Rehengebietes.
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Im folgenden Kapitel sollen zunähst in Abshnitt 4.1 Benhmarkprobleme, welhe zur Per-
formaneevaluierung der Implementierungen der im vorangegangenen Kapitel entwikelten
Parallelisierungsstrategien zum Einsatz kamen, vorgestellt und die erhaltenen Ergebnis-
se diskutiert werden. Im Anshluss wird in Abshnitt 4.2 der Photoinjektor-Teststand
in Zeuthen (PITZ), welher im Rahmen eines Projektes zum Aufbau eines Freie-Elek-
tronen-Lasers (FEL) vom Deutshen Elektronen Synhrotron (DESY) betrieben wird,
als praxisnahes Anwendungsbeispiel für eine PIC Simulation vorgestellt. Mit Hilfe der im
Rahmen der Arbeit entwikelten Software wurde eine 3D Simulation der Teilhendynamik
bis zu einer Entfernung von zwei Metern ab der Emissionsstelle durhgeführt.
4.1 Benhmarkergebnisse
Um Implementierungen der in Kapitel 3 vorgestellten Parallelisierungsstrategien sinnvoll
analysieren zu können, ist die Denition von Benhmarkproblemen notwendig, welhe ty-
pishe Merkmale realer Simulationsprobleme beinhalten. In den folgenden Abshnitten
wird das Verhalten von Implementierungen der vorgestellten Parallelisierungsstrategien
für solhe Benhmarkprobleme analysiert.
Als Testumgebung diente ein Clusterrehner ausgestattet mit insgesamt 90 Einzelrehnern
vershiedenen Typs. Die wihtigsten Merkmale der drei Rehnertypen sowie deren Anzahl
sind in Tabelle 4.1 aufgelistet. Die Rehner waren weiterhin ausgestattet mit 8GB Ar-
beitsspeiher (DDR2) und verbunden über ein Inniband-Netzwerk (SDR, 10Gb/s). Für
die Benhmarks wurden im Wesentlihen die Rehner des Typs 2 verwendet. Für alle im
Folgenden aufgelisteten Ergebnisse mit Nπ ≤ 36 wurde genau eine Instanz des Programms
auf den verwendeten Rehnern des Typs 2 ausgeführt. Für alle Benhmarks mit Nπ > 36
wurden entsprehend Rehner des Typs 3 hinzugenommen.
Der Quellode wurde kompiliert mit dem Mirosoft C/C++ Compiler für x64 Prozesso-
ren in der Version 14.0 mit der Optimierungseinstellung -O2. Bei der verwendeten MPI-
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Typ Anzahl Prozessor
Cores
Prozessor
Prozessoren
System
Taktfreq.
Level 2
Cahe
RAM
1 24 Intel Xeon 1 1 3,2GHz 2MB 8GB
2 36 Intel Xeon 5130 2 2 2,0GHz 4MB 8GB
3 30 Intel Xeon 5335 4 2 2,0GHz 8MB 8GB
Tabelle 4.1: Die drei Typen von Einzelrehnern im verwendeten Clusterrehner.
Bibliothek handelt es sih um die von Mirosoft mit dem Betriebssystem Windows Ser-
ver 2003 in der Compute Cluster Edition mitgelieferten Implementierung. Die Zeitmes-
sung geshah durh Zählen der CPU-Taktzyklen für jede der Operationen mittels der
Funktion __rdts.
Die in den Lastbalanierungsalgorithmen verwendeten Mashinenparameter αiπ und βiπ
wurden über die sih ergebenden Laufzeiten bei mehrmaliger Ausführung der entsprehen-
den Operationen bestimmt. Dazu wurden die entsprehenden Operationen auf jedem der
an der Simulation beteiligten Prozessoren im Vorfeld der durhzuführenden Simulation
mehrmals durhgeführt und aus den gemessenen Laufzeiten durh Mittelwertbildung der
entsprehende Wert für jeden der Parameter gewonnen.
Für die in Abshnitt 3.4.6.2 beshriebene Parallelisierungsstrategie wurden die benötig-
ten G Partitionen durh eine RCB-Partitionierung erzeugt. Die Anzahl der Gebiete pro
Prozessor wurde für die Untersuhungen gemäÿ
G = Nπ · 2
NL
(4.1)
mit dem Parameter NL festgelegt.
4.1.1 Feldlöser Benhmarks
Zunähst soll das Verhalten des parallelisierten Feldlösers analysiert werden. Als Benh-
markbeispiel wurde ein Rehtekresonator (Kantenlänge 2m) ausgewählt, welher in allen
drei Raumrihtungen äquidistant diskretisiert wurde. Das Rehengebiet wurde mit Hilfe
des RCB-Algorithmus in G = Nπ · 2
NL
gleih groÿe Gebiete unterteilt, wobei jedem der
Prozessoren 2NL Gebiete zugeordnet wurden. Für NL = 0 ergibt sih somit die gewöhnlihe
Partitionierung gemäÿ Abshnitt 3.3.1. Für die Untersuhungen wurde die Zeitintegrati-
on der Gitterspannungen über 100 Zeitshritte mit dem in Abshnitt 2.2.3 beshriebenen
Leap-Frog-Algorithmus ausgeführt. Aus den sih ergebenden Laufzeiten
FT
(m)
S und
F T˜
(m)
S
für jeden Zeitshritt wurden die Mittelwerte
FT S bzw.
F T˜ S gebildet. Der sih für das
Verhältnis von
FT S zu
F T˜ S ergebende Verlauf wurde in Abhängigkeit von der Anzahl
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Abbildung 4.1: Benhmarkergebnisse für den Feldlöser für eine Rehnung mit einer Pro-
blemgröÿe von 10 Millionen Gitterzellen. (a) zeigt das Verhältnis von
F T˜S zu FTS über der
Anzahl der verwendeten Prozessoren. (b) zeigt das Verhältnis für die skalierten Problemgrö-
ÿen. () zeigt den Verlauf des gewöhnlihen Speedup S. (d) zeigt den Verlauf des skalierten
Speedup S
M
.
der verwendeten Prozessoren sowie dem Parameter NL in den Abbildungen 4.1(a) und (b)
aufgetragen, wobei in Abb. 4.1(a) die Verläufe für eine konstante Problemgröÿe von 10 Mil-
lionen Gitterzellen und in Abb. 4.1(b) die Verläufe für die entsprehenden skalierten Pro-
blemgröÿen aufgetragen sind, d.h. die Anzahl der Gitterzellen wurde proportional zur
Anzahl der Prozessoren erhöht.
Nah den in Abshnitt 3.3.2 angestellten Überlegungen gilt für das Verhältnis
FT S/
F T˜ S
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bei konstanter Problemgröÿe und NL = 0 der Zusammenhang
O
(
FT S/
F T˜ S
)
= O
(
Nπ
1
3
)
, (4.2)
welher für die entsprehende Kurve in Abb. 4.1(a) reht gut erreiht wird. Für die wei-
teren Kurven ergibt sih durh das Ansteigen der Datenmenge, die in jedem Zeitshritt
ausgetausht werden muss, bei gleihzeitig unveränderten Laufzeiten für die Berehnun-
gen
FT S , ein Anstieg des Verhältnisses (Vershiebung der Kurve nah oben) sowie auh
eine gröÿere Steigung der Kurven. Die gröÿere Steigung kann auf den in Abshnitt 2.4.5
erläuterten Eekt zurükgeführt werden, dass die Zeit, welhe im Mittel für den Daten-
austaush benötigt wird, mit der Anzahl der miteinander kommunizierenden Prozessoren
und der Datenmenge ansteigt.
Für die skalierten Problemgröÿen ist ein von der Prozessorenzahl unabhängiges Verhältnis
von
FT S zu
F T˜ S zu erwarten, da sih die Menge der in jedem Zeitshritt auszutaushen-
den Daten sowie die Anzahl der Berehnungsoperationen pro Prozessor niht ändern. Die
Kurven in Abb. 4.1(b) zeigen dieses Verhalten reht gut. Ebenso lässt sih erkennen, dass
die für den Datenaustaush aufgewendete Laufzeit im Verhältnis zur Rehenzeit selbst für
eine groÿe Anzahl an Teilgebieten pro Prozessor reht gering bleibt.
Abbildungen 4.1() und (d) zeigen die Verläufe für den gewöhnlihen und den speiherska-
lierten Speedup. Interessant an Abb. 4.1() ist der superlineare Verlauf für die FälleNL = 0
sowie NL = 2, der auf Cahe-Eekte zurükgeführt werden kann. Da die Laufzeit für den
Feldlöser maÿgeblih durh die Speiherzugriszeit bestimmt wird, ergibt sih ein deut-
lihes Abfallen derselben, wenn durh die Verringerung der Problemgröÿe pro Prozessor
ein groÿer Anteil der Gitterspannungen im Cahe gehalten werden kann. Dieser Eekt
existiert zwar auh für die übrigen Werte von NL, wird jedoh durh das Ansteigen der
Kommunikationszeit überkompensiert.
Der Verlauf des skalierten Speedup in Abb. 4.1(d) veriziert die Skalierbarkeitsanalyse
für den Feldlöser in Abshnitt 3.3.2. Aufgrund des dort hergeleiteten Ausdruks ist bei
einer proportional zur Anzahl der Prozessoren ansteigenden Anzahl an Gitterpunkten ei-
ne konstante Ezienz bzw. ein linear ansteigender Speedup zu erwarten, was durh den
erhaltenen Verlauf näherungsweise bestätigt wird.
4.1.2 PIC Benhmarks
4.1.2.1 Homogene Teilhenverteilung
Für den einfahsten Fall einer räumlih homogenen Teilhenverteilung führen alle Paralle-
lisierungsstrategien im Falle eines Parallelrehners mit gleihartigen Prozessoren zu einer
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Abbildung 4.2: Benhmarkergebnisse für homogene Teilhenverteilung für eine Basispro-
blemgröÿe von einer Million Gitterzellen und durhshnittlih 10 Teilhen pro Gitterzelle.
(a) zeigt den gewöhnlihen Speedup S für eine untershiedlihe Anzahl an Teilgebieten pro
Prozessor. (b) zeigt den skalierten Speedup S
M
für die entsprehend skalierten Problemgröÿen.
() zeigt die zur Berehnung der Trajektorien pro Zeitshritt für die skalierten Problemgröÿen
durhshnittlih benötigte Laufzeit
PTS in Abhängigkeit von der Anzahl der Teilgebiete pro
Prozessor. Die Laufzeiten sind normiert auf die Laufzeit T0, welhe sih für den Fall NL =0
ergibt.
gleihmäÿigen Zuordnung der Teilhen und Gitterzellen. Die Rehenlast ist ideal balaniert
und die in jedem Shritt auszutaushende Datenmenge ist minimal. Somit handelt es sih
um den Fall, für den die beste Skalierbarkeit zu erwarten ist. Als Benhmarkproblem wurde
107
4 Benhmark- und Simulationsergebnisse
ein quaderförmiger Raumbereih von 2m Kantenlänge ausgewählt, welher mit insgesamt
einer Million Gitterzellen äquidistant diskretisiert wurde und pro Zelle durhshnittlih
zehn Teilhen enthält. Abbildung 4.2(a) zeigt den Speedup pro Zeitshritt, welher sih
für dieses Benhmarkproblem ergibt. Wiederum wird ein deutlih superlinearer Speedup
erreiht, was, wie beim Feldlöser, auf Cahe-Eekte zurükgeführt werden kann.
Abbildung 4.2() illustriert den Eekt des Cahe-Speihers abhängig von der Anzahl der
Gebiete, die jedem Prozessor zugeordnet werden, für die skalierten Problemgröÿen. Aufge-
tragen ist die mittlere Laufzeit, welhe pro Zeitshritt für die Berehnung der Trajektorien
der Teilhen benötigt wurde, normiert auf die entsprehende Laufzeit T0 für NL = 0. Durh
die Segmentierung des jedem Prozessor zugeordneten Rehengebietes in Teilgebiete, sowie
das gemeinsame Ablegen aller mit einer Partition verbundenen Daten in einer Datenstruk-
tur, wird bei den im Rahmen der Trajektorienberehnung auftretenden Speiherzugrien
der Cahe besser ausgenutzt, was sih in einer deutlihen Reduktion der Laufzeit für diese
Operation zeigt. Durh diese Segmentierung wird eine Sortierung der Teilhen gemäÿ ihrer
Position im Gitter eingeführt, ähnlih wie durh den in [76℄ beshriebenen Sortieralgorith-
mus.
Für den Fall der skalierten Problemgröÿe ergibt sih erwartungsgemäÿ ein ähnlihes Resul-
tat wie für den Feldlöser, wobei sih der Verlauf aufgrund der durh die Teilhen zusätzlih
eingeführten und ideal verteilten Rehenlast gegenüber dem reinen Feldlöser verbessert
hat.
4.1.2.2 lokalisierte Teilhenverteilungen
Für eine groÿe Klasse von Simulationsproblemen, welhe mit dem PIC-Algorithmus ge-
löst werden können, sind die Teilhen auf einen im Vergleih zum gesamten Rehengebiet
kleinen Raumbereih konzentriert. Die Impulse aller Teilhen innerhalb eines solhen Teil-
henpaketes variieren in der Regel nur sehr wenig, so dass die Teilhen auh über die
gesamte Simulationsdauer in einem kleinen Raumbereih lokalisiert bleiben. Bei der Simu-
lation der Teilhendynamik innerhalb von Beshleunigern tritt dieser Fall beispielsweise
in Ersheinung, und auh bei dem in Abshnitt 4.2 vorgestellten PITZ-Injektor handelt es
sih um eine Simulation diesen Typs.
Um das Verhalten der Parallelisierungsstrategien (bzw. ihrer Implementierungen) für die-
se Problemklasse zu analysieren, wurde das in Abbildung 4.3 gezeigte Benhmarkproblem
verwendet. Dabei ist eine gewisse Anzahl an Makroteilhen gleihmäÿig über einen quader-
förmigen Bereih mit einem Volumen von lx · ly · lz verteilt, der sih in einem Rehengebiet
mit einem Volumen von Lx · Ly · Lz bendet. Alle Teilhen bewegen sih mit der konstan-
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v0 · ~ez
lx
ly
lz
Lz
Lx
Ly
x
y
z
Abbildung 4.3: Diese Skizze illustriert das Benhmarkproblem, welhes bei der Untersu-
hung der parallelen PIC Algorithmen zum Einsatz kam.
Problem
Nr.
L/m l/m N

P M v0/c
1 2,00 1,60 1,0·106 1,0·106 50 0,9
2 2,00 0,75 1,0·106 1,0·105 50 0,9
3 2,00 1,60 1,0·107 1,0·107 108 0,9
4 2,00 0,75 1,0·107 1,0·106 108 0,9
Tabelle 4.2: Die Einstellungen für die vier betrahteten Benhmarkprobleme.
ten Geshwindigkeit v0 · ~ez. Bei den durhgeführten Benhmarks wurde generell
L = Lx = Ly =
1
10
Lz (4.3)
sowie
l = lx = ly =
1
2
lz (4.4)
gesetzt. Das Rehengebiet wurde mit einem in jeder Raumrihtung äquidistanten Gitter
diskretisiert. Es wurden vier Problemstellungen und die zugehörigen skalierten Problem-
stellungen untersuht. Skaliert heiÿt in diesem Fall, dass die Problemgröÿe pro Prozessor
konstant gehalten, die Anzahl der Teilhen und Gitterzellen also proportional zur Anzahl
der verwendeten Prozessoren erhöht wurde.
Die Tabelle 4.2 zeigt die für die drei Basisproblemgröÿen verwendeten Einstellungen. Die
gröÿere Anzahl der Zeitshritte für Problem Nr.3 und Nr.4 erklärt sih daraus, dass die
Simulationen jeweils das gleihe Zeitintervall umfassen. Da sih durh die feinere Diskre-
tisierung der Zeitshritt aufgrund der Stabilitätsforderung aus Gleihung (2.38) entspre-
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hend verkleinert, vergröÿert sih folglih die Anzahl der Zeitshritte entsprehend. Diese
Anpassung der Anzahl der Zeitshritte wurde ebenso für die skalierten Problemgröÿen
durhgeführt, so dass alle durhgeführten Simulationen dieselbe Zeitspanne umfassen.
Bei den Problemen 1 und 3 sind 10% des Gesamtvolumens des Rehengebietes mit Teilhen
gefüllt, während bei den Problemen 2 und 4 nur ein Anteil von 1% des Rehengebietsvolu-
mens mit Teilhen gefüllt ist. Die Anzahl der Teilhen wurde so gewählt, dass sih bei allen
Problemen durhshnittlih 10 Teilhen in jeder Gitterzelle des entsprehenden Bereihes
benden.
Für die in den folgenden Graken gezeigten Speedup-Ergebnisse wurde die Gesamtlaufzeit
der jeweiligen Simulationen zugrunde gelegt.
Adaptive Bounding Box Entsheidend für das Verhalten der Parallelisierungsstrategie
ist die Allredue-Operation [41℄, mit deren Hilfe die durh die Bounding Box referenzierten
Feld- bzw. Stromwerte zwishen den Prozessoren ausgetausht werden. Um das Verhalten
der Implementierung der Parallelisierungsstrategie auf dem verwendeten Parallelrehner
besser verstehen zu können, wurde daher zunähst das Verhalten der Allredue-Funktion
untersuht. Dazu wurden Nahrihten untershiedliher Länge zwishen einer variierenden
Anzahl von Prozessoren ausgetausht. Für jedes Paar aus Nahrihtengröÿe und Prozesso-
renzahl wurden 100 Wiederholungen durhgeführt und die mittlere Zeit pro Übertragung
bestimmt.
Abbildung 4.4(a) zeigt die Abhängigkeit der Laufzeit von der Länge der versendeten
Nahriht. Es zeigt sih, dass auf dem betrahteten System und für die verwendete MPI-
Implementierung die Laufzeit etwas stärker als linear von der Nahrihtenlänge abhängt.
Abbildung 4.4(b) zeigt die Abhängigkeit der Laufzeit für die Allredue-Operation von der
Anzahl der beteiligten Prozessoren für untershiedlihe Nahrihtenlängen, wobei die Lauf-
zeiten auf die gemessene Zeit für den Fall zweier Prozessoren normiert wurden. In dem
verwendeten logarithmishen Maÿstab für die Abszisse sind aufgrund des log(Nπ)-Terms
in dem Ausdruk für
P T˜
(m)
S (siehe Gleihung (3.84)) gerade Verläufe zu erwarten. Für klei-
ne Nahrihtenlängen ergibt sih der erwartete Verlauf in sehr guter Näherung, während
für gröÿere Nahrihten ein Abahen der Kurven zu beobahten ist.
Die weiteren Abbildungen 4.4()-(f) zeigen die Ergebnisse für die in Tabelle 4.2 spezizier-
ten Benhmarkprobleme. Die mit durhgezogenen Linien gezeihneten Kurven wurden mit
Hilfe von Messwerten bestimmt, während die gestrihelt eingezeihneten Verläufe gleiher
Farbe mit Hilfe der analytishen Ausdrüke in Abshnitt 3.4.4 gewonnen wurden. Für den
Speedup ist, nah der Herleitung in Abshnitt 3.4.4, für ein Simulationsproblem, bei dem
die Gesamtanzahl der Teilhen sowie die Anzahl an Gitterzellen innerhalb der Bounding
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Abbildung 4.4: Benhmarkergebnisse zur Parallelisierungsstrategie Adaptive Bounding
Box. (a) zeigt die mittlere Laufzeit zur Durhführung der Allredue Operation in Abhän-
gigkeit von der vershikten Datenmenge. (b) zeigt die benötigte Laufzeit für die Allredue
Operation in Abhängigkeit von der Anzahl der beteiligten Prozessoren. ()-(f) zeigen den
Verlauf des gewöhnlihen und skalierten Speedup für die in Tabelle 4.2 beshriebenen Benh-
markprobleme.
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Box B
min
während der Simulation gleih bleibt, ein Verlauf gemäÿ
S(Nπ,P) ≈
1
1
Nπ
+ κ|Bmin|/N
α+βP/N

log (Nπ)
=
1
1
Nπ
+ k · log (Nπ)
(4.5)
zu erwarten. Für den speiherskalierten Speedup ergibt sih ein zu (4.5) identisher Aus-
druk. Durh eine Vergröÿerung der Problemgröÿe ist folglih keine Verbesserung des
Speedup zu erwarten, wie bereits in Abshnitt 3.4.4 bei der dort vorgestellten Skalierbar-
keitsuntersuhung festgestellt wurde. Dadurh, dass die Laufzeit für die Allredue Opera-
tion im Gegensatz zu der für die Berehnung der Trajektorien aufgewendeten Laufzeit auf
dem betrahteten System überlinear von der Problemgröÿe abhängt, ist sogar zu erwar-
ten, dass der Verlauf des skalierten Speedup unterhalb des unskalierten Speedup verläuft.
Durh das etwas shwäher als im Modell angenommene Ansteigen der Laufzeit für die
Allredue Operation von der Anzahl der Prozessoren, welhes in Abbildung 4.4(b) gezeigt
wurde, ist zu erwarten, dass der Verlauf des Speedup ein etwas besseres Verhalten zeigt als
von Gleihung (4.5) prognostiziert. Anhand der Abbildungen 4.4(),(e) und (f) erweisen
sih beide Aussagen als rihtig. Bei den blau gestrihelt eingezeihneten Kurven handelt
es sih um mit Hilfe von Gleihung (4.5) prognostizierte Verläufe, welhe bis 32 Prozesso-
ren für die Fälle Nπ = 2
n, n ∈ N den gemessenen Verlauf in guter Näherung abbilden. Für
eine noh gröÿere Anzahl verwendeter Prozessoren wird der Verlauf des Speedup etwas
untershätzt. Die Abweihung im Fall Nπ = 12 lässt sih dadurh erklären, dass die zur
Implementierung des Datenaustaushes verwendete Allredue-Operation Algorithmen ver-
wendet, die für den Fall Nπ = 2
n, n ∈ N optimiert sind und für andere Prozessorenzahlen
eine shlehtere Performane liefern [47℄.
Für das kleinste der betrahteten Probleme (siehe Abbildung 4.4(d)) ergibt sih ein deut-
lih shlehterer Verlauf des Speedup für das unskalierte Problem als bei den übrigen
Benhmarks. Dies kann auf das Verhalten der Allredue Operation für das betrahtete
parallele System zurükgeführt werden. Da sih für kleine Nahrihtenlängen ein deutlih
stärkerer Anstieg der Laufzeit für diese Operation ergibt (siehe Abbildung 4.4(b)), resul-
tiert dies in einem shlehteren Verlauf für den Speedup für das relativ kleine Problem.
Man beahte, dass der sih ergebende Verlauf für den Speedup besser durh den Aus-
druk (4.5) beshrieben werden kann als dies bei den übrigen Problemen der Fall war, bei
denen sih das Abahen der Verläufe in Abbildung 4.4(b) stärker bemerkbar mahte.
Insgesamt liefert die Parallelisierungsstrategie nur für Probleme, welhe sih mit einer
kleinen Anzahl an Prozessoren lösen lassen, reht gute Ergebnisse, was aufgrund der Er-
gebnisse der Skalierbarkeitsuntersuhung zu erwarten war.
Rekursive Koordinaten Bisektionierung Abbildungen 4.5 und 4.6 zeigen die mit
Hilfe der in Abshnitt 3.4.6.1 beshriebenen Methode für die vier Benhmarkprobleme
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Abbildung 4.5: Benhmarkergebnisse für die Parallelisierungsstrategie Rekursive Koor-
dinaten Bisektionierung. (a) und () zeigen den Verlauf des gewöhnlihen Speedup S.
(b) und (d) zeigen den Verlauf des skalierten Speedup S
M
für die Benhmarkprobleme Nr. 1
und 2, welhe in Tabelle 4.2 speziziert sind.
aus Tabelle 4.2 erhaltenen Ergebnisse. Die in den Graken eingetragenen Verläufe des
gewöhnlihen und des speiherskalierten Speedup wurden für untershiedlihe Werte des
Parameters σ
max
, welher über die Durhführung der Lastbalanierungsoperation entshei-
det, erhalten. Obwohl ein sehr niedriger Wert von σ
max
dazu führt, dass die Rehenlast
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Abbildung 4.6: Benhmarkergebnisse für die Parallelisierungsstrategie Rekursive Koor-
dinaten Bisektionierung. (a) und () zeigen den Verlauf des gewöhnlihen Speedup S.
(b) und (d) zeigen den Verlauf des skalierten Speedup S
M
für die Benhmarkprobleme Nr. 3
und 4, welhe in Tabelle 4.2 speziziert sind.
gleihmäÿig auf die Prozessoren verteilt bleibt, ergibt sih für diesen Fall ein niht zufrie-
denstellender Verlauf des Speedup, der für einige der betrahteten Benhmarks sogar hinter
dem Verlauf, welher sih für den Fall ohne jeglihe Lastbalanierung ergibt (σ
max
→∞),
zurükbleibt. Bei Simulationen ohne dynamishe Lastbalanierung wurde allerdings nah
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der Generierung der Anfangsverteilung der Teilhen im Rehengebiet und noh vor den
Berehnungen des ersten Zeitshrittes eine Lastbalanierung durhgeführt, da anderenfalls
die meisten der Simulationen für Problem 3 und 4 mit skalierter Problemgröÿe aufgrund
der begrenzten Speiherressouren der Einzelrehner niht durhführbar gewesen wären.
Dennoh sind auh auf diese Weise einige der Simulationen niht durhführbar, da die sih
im Laufe der Simulation vershlehternde Balanierung der Rehenlast und, damit verbun-
den, die ungleihmäÿiger werdende Verteilung der Daten shlieÿlih die Speiherressouren
auf einem der beteiligten Rehner übersteigt, was zum Sheitern der Berehnung führt.
Die fehlenden Punkte in den Speedup Kurven für den Fall σ
max
→∞ in den Abbildun-
gen 4.6(b) und (d) dokumentieren dies und verdeutlihen einmal mehr die Wihtigkeit der
dynamishen Lastbalanierung für das Gelingen sehr groÿer Simulationen.
Die Lastbalanierungsoperation kann nur dann zu einer Verbesserung der Skalierbarkeit
im Vergleih zu dem Fall unbalanierter Rehenlast führen, wenn die zur Durhführung
der Operation zusätzlih aufzuwendende Laufzeit von dem Laufzeitgewinn, welher durh
die gleihmäÿigere Verteilung der Rehenlast erzielt wird, überkompensiert wird. Eine
zu häuge Neuverteilung der Daten kann somit in der Summe sogar zu einem Anstei-
gen der Laufzeit gegenüber dem Fall ohne jeglihe Lastbalanierung führen, was für den
Fall σ
max
=0,01 zu beobahten ist. Für zu groÿe Werte des Entsheidungsparameters hin-
gegen vershlehtert sih die Skalierbarkeit durh die ungleihmäÿig auf die Prozessoren
verteilte Rehenlast und nähert sih im Grenzfall dem Verlauf, welher sih für den Fall
ohne Lastbalanierung ergibt, an. Der optimale Wert des Entsheidungsparameters ist
mashinen- und implementierungsabhängig. Für die durhgeführten Benhmarks lieferte
ein Wert von σ
max
im Bereih von 0,1 bis 0,2 meist die besten Ergebnisse auf dem betrah-
teten Parallelrehner.
Generell ist zu beobahten, dass die erreihbare Skalierbarkeit für die Probleme mit kon-
zentrierter Teilhenverteilung (Problem Nr.2 und Nr.4) im Vergleih zu den übrigen besser
ist. Dies ist darauf zurükzuführen, dass der Anteil der statishen Rehenlast, welher mit
den Gitterzellen verbunden ist, für diese Problemstellungen gröÿer ist, gegenüber dem
dynamishen Anteil, welher durh die Teilhen repräsentiert wird. Eine ungleihmäÿig
verteilte Rehenlast kann sih daher weniger stark bemerkbar mahen.
Für die superlinearen Werte des gewöhnlihen Speedup können wiederum Eekte verant-
wortlih gemaht werden, die auf die Speiherhierarhie (Cahe) des betrahteten Parallel-
rehners zurükzuführen sind. Bereits in Abbildung 4.2 wurde gezeigt, dass die Speiher-
hierarhie moderner Rehner einen groÿen Einuss auf die Laufzeit hat. Insbesondere die
Anordnung der Teilhen im Speiher des Rehners stellte sih als wihtige Einussgröÿe
heraus. Während sih eine aheeziente Anordnung der Teilhen für das als Kombina-
torishe Gebietszerlegung bezeihnete Verfahren mit wahsender Anzahl an Teilgebieten
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automatish ergibt, ist dies für das in diesem Abshnitt betrahtete Verfahren niht der
Fall. Um die Lastbalanierungseigenshaften der beiden Verfahren vergleihen zu können,
wurde daher bei der Generierung der Anfangsverteilung der Teilhen eine Sortierung ge-
mäÿ der Position der Teilhen im Rehengebiet durhgeführt, so dass für beide Verfahren
ein möglihst aheezienter Zugri auf die Daten möglih ist. Dadurh wurden die Eek-
te durh die Speiherhierarhie so weit wie möglih minimiert, womit ein direkter Vergleih
der Lastbalanierungseigenshaften der beiden Verfahren möglih wird.
Kombinatorishe Gebietszerlegung Abbildungen 4.7 und 4.8 zeigen die mit Hilfe der
in Abshnitt 3.4.6.2 beshriebenen Methode erhaltenen Ergebnisse. Man beahte hierbei,
dass die Vergleihssimulation auf einem einzigen Prozessor, welhe zur Berehnung des
Speedup verwendet wurde, identish mit derjenigen ist, welhe bereits für die im letzten
Abshnitt gezeigten Speedup-Verläufe herangezogen wurde, da die beiden Verfahren für
den Fall Nπ = 1 identish sind. Somit ist durh den Vergleih der Speedup-Verläufe auh
ein direkter Vergleih der Laufzeiten für die einzelnen Benhmarkprobleme möglih. Wie
im letzten Abshnitt erläutert, wurden durh die Sortierung der Teilhen die Eekte der
Speiherhierarhie abgeshwäht.
Die Kurven wurden für den Fall σ
max
=0,2 aufgetragen, da für diesen Wert des Entshei-
dungsparameters, wie bereits im vorangegangenen Abshnitt, in den meisten Fällen die
besten Ergebnisse zu erzielen waren.
Wie shon bei der im letzten Abshnitt betrahteten Parallelisierungsstrategie zeigt sih
auh hier eine etwas bessere Skalierbarkeit für die Benhmarkprobleme mit konzentrier-
ter Teilhenverteilung (Problem Nr.2 und Nr.4), was wiederum darauf zurükzuführen ist,
dass für diese Simulationen der dynamishe Lastanteil, welher durh die Teilhen bzw.
die durh diese verursahten Berehnungen bedingt ist, im Vergleih zu dem statishen
Lastanteil durh die Feldberehnungen niedriger ist im Vergleih zu den Benhmarkproble-
men Nr.1 und Nr.3. Dadurh ist eine dynamishe Lastbalanierung in diesem Fall weniger
wihtig, um eine gute Skalierbarkeit zu erhalten.
Wie aus den theoretishen Überlegungen zu erwarten war, hängt die Skalierbarkeit we-
sentlih von der Anzahl der Teilgebiete pro Prozessor ab, durh deren Austaush eine
Balanierung der Rehenlast erreiht werden kann. Da eine Erhöhung der Gebietsanzahl
einerseits zu einer besseren Balanierung der Rehenlast, andererseits jedoh zu einem
Ansteigen des Kommunikationsaufwandes führt, ist zu erwarten, dass die Laufzeit mit an-
steigendem NL zunähst abnimmt, einen Minimalwert erreiht und bei weiterer Erhöhung
wieder ansteigt. Dieses Verhalten zeigt sih in den Abbildungen 4.7 und 4.8, wobei meist
für NL = 4 oder NL = 6 die besten Ergebnisse zu erhalten waren.
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Abbildung 4.7: Benhmarkergebnisse für die Parallelisierungsstrategie Kombinatorishe
Gebietszerlegung. (a) und () zeigen den Verlauf des gewöhnlihen Speedup S. (b) und (d) zei-
gen den Verlauf des skalierten Speedup S
M
für die Benhmarkprobleme Nr. 1 und 2, welhe
in Tabelle 4.2 speziziert sind.
Vergleih der Verfahren Beim Vergleih der Speedup Verläufe und damit der relati-
ven Laufzeiten für die beiden Parallelisierungsstrategien Rekursive Koordinaten Bisektio-
nierung sowie Kombinatorishe Gebietszerlegung zeigt sih, dass für die betrahteten
Benhmarkprobleme die Laufzeiten für das letztgenannte Verfahren in fast allen Fällen
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Abbildung 4.8: Benhmarkergebnisse für die Parallelisierungsstrategie Kombinatorishe
Gebietszerlegung. (a) und () zeigen den Verlauf des gewöhnlihen Speedup S. (b) und (d) zei-
gen den Verlauf des skalierten Speedup S
M
für die Benhmarkprobleme Nr. 3 und 4, welhe
in Tabelle 4.2 speziziert sind.
etwas shlehter ausfallen als die entsprehenden Laufzeiten bei Anwendung der ersten
Strategie. Dies ist damit zu begründen, dass die Parallelisierungsstrategie Kombinato-
rishe Gebietszerlegung ihren Laufzeitvorteil, welher sih durh das in Abbildung 3.14
illustrierte Löshen von Teilgebieten, die sih innerhalb von perfekt elektrish leitendem
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Material benden, ergeben würde, niht ausspielen kann, da das gesamte Rehengebiet als
ein im Vakuum bendliher Raumbereih angenommen wurde und folglih alle Teilgebiete
für die Berehnungen relevant sind. Bei realen Anordnungen wie z.B. der in Abshnitt 4.2
gezeigten Elektronenkanone liegen häug groÿe Teile des quaderförmigen Rehengebietes
auÿerhalb des relevanten Bereihes, und die entsprehenden Teilgebiete können gelösht
werden. Für solhe Simulationsprobleme ist eine Überlegenheit der Parallelisierungsstra-
tegie Kombinatorishe Gebietszerlegung zu erwarten.
4.2 Der PITZ-Injektor
Der PITZ-Injektor wurde zum Studium von Elektronenkanonen und Photoinjektoren, wel-
he hohfrequente elektromagnetishe Felder zur Beshleunigung der Ladungsträger nut-
zen, erstellt [78℄. Das spätere Ziel ist die Verwendung solher Anordnungen als Elektro-
nenquellen für Linearbeshleuniger (LINACs) und Freie-Elektronen-Laser. Abbildung 4.9
zeigt shematish den Aufbau der Elektronenkanone des Teststandes.
Durh einen Laserstrahl wird die Photokathode angeregt, so dass ein Elektronenpaket
aus dem Material herausgelöst wird. Die Elektronen werden durh das in den Kavitä-
ten angeregte hohfrequente elektromagnetishe Feld beshleunigt. Durh ein statishes
Photokathode
Kompensa-
tionsspule
Solenoidspule
Laserstrahl
Elektronenstrahl
Spiegel
Wellenleiter
Abbildung 4.9: Die Skizze zeigt den prinzipiellen Aufbau des PITZ Injektors.
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Photokathode
Kavitäten
koaxialer Koppler
Wellenleiter
Diagnosekreuz
z
Abbildung 4.10: CAD-Modell des PITZ-Injektors sowie des Diagnosekreuzes.
Magnetfeld, welhes von den zwei Solenoidspulen erzeugt wird, wird die Aufweitung des
Elektronenpaketes verhindert. Zum Design und zur Optimierung einer solhen komplexen
Anordnung sind numerishe Simulationen unerlässlih.
Durh Elemente, wie z.B. das in Abbildung 4.10 gezeigte Diagnosekreuz, wird die Rota-
tionssymmetrie der Anordnung gebrohen, was eine 3D-PIC-Simulation zur zuverlässigen
Berehnung der Teilhendynamik innerhalb des Injektors erforderlih maht. Ershwert
wird diese Simulation dadurh, dass die Teilhendynamik nahe der Photokathode eine
sehr komplexe Phasenraumdynamik aufweist, in der kurzskalige kollektive Eekte domi-
nant sind. Numerishe Tests zeigen, dass eine sehr hohe Auösung dieses Bereihes mit
einer Gittershrittweite von etwa 20µm in z-Rihtung erforderlih ist, um die Eekte hinrei-
hend genau zu erfassen [79℄. Die wihtigsten Simulationsparameter für die durhgeführten
Berehnungen sind in Abbildung 4.11(b) zusammengestellt.
Der Verlauf der z-Komponente des statishen Magnetfeldes, welhes durh die Solenoid-
Magneten erzeugt wird, entlang der Mittelahse ist in Abbildung 4.11() aufgetragen.
Der Verlauf der z-Komponente des elektrishen Feldes für die Phase Null des zur Be-
shleunigung genutzten hohfrequenten Modes entlang der Mittelahse ist shlieÿlih Ab-
bildung 4.11(d) zu entnehmen. Der Beitrag des statishen Magnetfeldes sowie des be-
shleunigenden hohfrequenten elektromagnetishen Feldes zu dem Gesamtfeld am Ort
der Teilhen wurde aus dem Verlauf der jeweiligen Felder entlang der Mittelahse mit Hil-
fe einer paraxialen Näherung bestimmt [80℄.
Die emittierte Ladung wird als gleihmäÿig verteilt über einen kreisförmigen Bereih mit
dem Radius r
bunh
angenommen. Für den aus der Photokathode emittierten Strom wird
ein Verlauf gemäÿ Abbildung 4.11(a) angenommen [81℄.
Mit Hilfe der im Rahmen der Arbeit entstandenen Software wurde die Teilhendynamik in-
nerhalb der Struktur auf einer Länge von zwei Metern ab der Emissionsstelle simuliert. Die
Diskretisierung des Rehengebietes mit hinreihender Genauigkeit führt zu einer Menge an
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Parameter Wert
Frequenz des Eigenmodes 1,3GHz
Phase des Eigenmodes (t =ts) -58,5
◦
Bun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bunh
) 2,5mm
Bunhladung (q
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Abbildung 4.11: (a) zeigt den Zeitverlauf des Emissionsstromes als Funktion der Zeit.
(b) zeigt die wihtigsten Simulationsparameter für die in Abbildung 4.12 gezeigten Simulati-
onsergebnisse. () zeigt den Verlauf der z-Komponente der magnetishen Flussdihte, welhe
durh die Solenoid-Magnete erzeugt wird, entlang der Mittelahse. (d) zeigt den Verlauf der
z-Komponente des elektrishen Feldes des beshleunigenden hohfrequenten Modes entlang
der Mittelahse für die Phase Null.
Daten und Rehenoperationen, die sih nur mit Hilfe der Ressouren eines Parallelrehners
handhaben lässt. Es wurden Simulationen mit untershiedliher Anzahl an Gitterzellen so-
wie einer entsprehend angepassten Anzahl an Makroteilhen bis zu einer maximalen Pro-
blemgröÿe von insgesamt 650 Millionen Gitterzellen und 250.000 Teilhen durhgeführt,
welhe auf den in Abshnitt 4.1 genauer beshriebenen Parallelrehner mit 90 Knoten ver-
teilt wurde. Abbildung 4.12 zeigt einige aus der Simulation hervorgegangene Ergebnisse
sowie den Verlauf der entsprehenden Gröÿen, der mit dem Simulationsprogramm ASTRA
erhalten wurde [82℄, welhe die erhaltenen Ergebnisse verizieren sollen. Dieses Programm
berehnet die Teilhendynamik unter einigen vereinfahenden Annahmen, die sih für die
betrahtete Struktur jedoh als gerehtfertigt herausgestellt haben, was sih durh frühere
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Abbildung 4.12: Simulationsergebnisse: (a) Transversaler RMS-Radius σx, (b) Longitudi-
naler RMS-Radius σz, () Transversale Emittanz ǫx, (d) Energie W des Elektronenpaketes.
Alle Gröÿen sind über der Position des Shwerpunktes des Elektronenpaketes aufgetragen.
Vergleihsrehnungen mit dem kommerziellen PIC-Simulationsprogramm MAFIA sowie
mit anderen PIC-Simulationsprogrammen, welhe am Institut für Theorie Elektromagne-
tisher Felder der Tehnishen Universität Darmstadt entwikelt wurden, zeigte, die für
den vorderen Teil der Struktur durhgeführt wurden [83, 84℄. Als vereinfahende Annahme,
welhe den Berehnungen von ASTRA zugrunde liegt, ist insbesondere die Vernahlässi-
gung der Materialverteilung zu nennen, wodurh der Einuss der an den Materialgrenz-
ähen gestreuten elektromagnetishen Felder vernahlässigt wird. Eine Ausnahme bildet
die Emissionsähe, deren Einuss mit Hilfe von Spiegelladungen modelliert wird. Eine
weitere Annahme ist die Rotationssymmetrie aller Gröÿen, d.h. weder Felder noh Teil-
henverteilung besitzen eine azimutale Abhängigkeit.
Die Abbildungen 4.12(a) und (b) zeigen die transversale bzw. longitudinale Ausdehnung
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des Elektronenpaketes beshrieben durh den RMS-Radius σx bzw. σz, welher für ein
Ensemble von P Teilhen deniert ist als
σx :=
√√√√ P∑
p=1
(
~rp · ~ex − ~r · ~ex
)2
mit ~r :=
1
P
·
P∑
p=1
~rp, (4.6)
während in Abb. 4.12() die transversale RMS-Emittanz ǫx, deniert als [85℄
ǫx :=
√
r2x · p
2
x − rx · px
2, (4.7)
aufgetragen ist. Abbildung 4.12(d) zeigt shlieÿlih die Energie des Elektronenpaketes. Al-
le Gröÿen sind in Abhängigkeit von der Position des Shwerpunktes des Elektronenpaketes
in z-Rihtung aufgetragen. Da die Beshleunigung der Elektronen lediglih in den Kavitä-
ten stattndet und sih die Energie der Teilhen danah niht mehr wesentlih verändert,
wurde der Verlauf der Energie in Abbildung 4.12(d) lediglih für diesen Bereih aufgetra-
gen.
Die mit Hilfe von ASTRA erhaltenen Simulationsergebnisse wurden bis zu einer Entfer-
nung von z=1,5m ab der Emissionsähe aufgetragen, da in diesem Bereih die Annahme
der Rotationssymmetrie noh erfüllt ist. Die Ergebnisse zeigen eine gute Übereinstimmung
in diesem Bereih.
Obwohl in dem gewählten Anwendungsbeispiel ein Simulationsprogramm wie ASTRA mit
seinen stark vereinfahenden Annahmen zu gleihwertigen Ergebnissen wie ein 3D-PIC-
Programm kommen kann, sei abshlieÿend angemerkt, dass sih das entstandene 3D-PIC-
Simulationsprogramm natürlih auf eine gröÿere Klasse an Simulationsproblemen anwen-
den lässt als ein Programm wie ASTRA, dessen Anwendungsbereih auf Probleme be-
shränkt ist, für welhe die oben beshriebenen vereinfahenden Annahmen das Ergebnis
niht wesentlih beeinussen.
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In der vorliegenden Arbeit wurden vershiedene Parallelisierungsstrategien des PIC Algo-
rithmus für Multiomputer aus einem vereinfahten Mashinenmodell entwikelt, theore-
tish analysiert sowie das Verhalten von Implementierungen der Strategien für repräsen-
tativ ausgewählte Benhmarkprobleme untersuht. Zudem wurde anhand der Simulation
einer Elektronenkanone, welhe im Rahmen des PITZ Projektes Anwendung ndet, ge-
zeigt, dass die im Rahmen der Arbeit entstandene Software zur Lösung praxisrelevanter
Problemstellungen geeignet ist, die sih aufgrund der hohen Anzahl an Freiheitsgraden,
die für eine hinreihend genaue Rehnung notwendig sind, einer Simulation auf einem Ein-
zelprozessorrehner entziehen.
Die Verteilung der Teilhen im Rehengebiet und das daraus resultierende Speiherzugris-
muster stellte sih als entsheidend für die Auswahl einer geeigneten Parallelisierungsstra-
tegie heraus. Im Rahmen der durhgeführten Untersuhungen zeigte sih, dass Paralle-
lisierungsstrategien, welhe auf einer Gebietszerlegung basieren, in Verbindung mit einer
dynamishen Zuordnung der Rehenlast gute Ergebnisse liefern können. Jedoh erwies sih
die Wahl des Entsheidungsparameters σ
max
, welher die Durhführung der Lastbalanie-
rungsoperation steuert, als kritish für das Erreihen eines guten Performaneergebnisses.
Eine zu häuge Neuzuordnung der Rehenlast führt aufgrund des dadurh eingeführten
Overheads zu unbefriedigenden Ergebnissen, während eine zu groÿe Wahl dazu führt, dass
die Performane durh die ungleihmäÿig verteilte Rehenlast vermindert wird.
Die als kombinatorishe Gebietszerlegung bezeihnete Parallelisierungsstrategie bietet
aufgrund der exiblen Möglihkeit der Diskretisierung für viele Simulationsprobleme eine
interessante Möglihkeit, die Berehnungen zu beshleunigen. Bedingt durh die Art, wie
die Rehenlast auf die Prozessoren verteilt werden kann, ist die Strategie jedoh für Simu-
lationen mit räumlih stark lokalisierter Teilhenverteilung tendenziell weniger geeignet,
da in diesem Fall die Lastbalanierung für die Trajektorienberehnung niht zufriedenstel-
lend gewährleistet werden kann.
Für Simulationsprobleme mit räumlih stark lokalisierter Teilhenverteilung wurde eine
Parallelisierungsstrategie untersuht, die sih zwar als niht skalierbar erwies, jedoh für
ihren Anwendungsbereih reht gute Ergebnisse liefern kann.
Die vorliegende Arbeit beshränkte sih auf PIC Simulationen in Verbindung mit struk-
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turierten, niht adaptiven Gittern. Der Wunsh nah immer wirklihkeitsnäheren Simu-
lationen hat jedoh die Simulationsprobleme, ebenso wie die verwendeten Algorithmen,
immer komplexer werden lassen. Simulationen auf unstrukturierten und/oder adaptiven
Gittern, die aufgrund der Gröÿe der behandelten Probleme parallelisiert werden müssen,
treten immer häuger in Ersheinung und erfordern eziente Parallelisierungsstrategien,
die die von dem verwendeten Parallelrehner zur Verfügung gestellten Ressouren zu-
friedenstellend ausnutzen. Obgleih Parallelisierungsstrategien zur Behandlung derartiger
Simulationen vorgeshlagen wurden, fehlen für diese noh groÿteils Untersuhungen mit
Hilfe aussagekräftiger Benhmarkprobleme, die eine Bewertung bezüglih der praktishen
Einsetzbarkeit der Strategien ermöglihen, so dass an dieser Stelle noh weiterer For-
shungsbedarf besteht.
Weiterhin bietet die Entwiklung hybrider Programmiermodelle [86℄ eine interessante Mög-
lihkeit, dem seit einiger Zeit anhaltenden Trend zu Multiomputern, welhe aus Multipro-
zessorrehnern aufgebaut sind, deren Prozessoren häug auh noh mehrere Rehenkerne
besitzen, zu begegnen und für diesen immer wihtiger werdenden Parallelrehnertyp opti-
mierte Parallelisierungsstrategien zu entwikeln.
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A Notation
Mehanik/Elektrodynamik
Ω  Rehengebiet
Γ  Phasenraum
ε  Permittivität
µ  Permeabilität
κ  Leitfähigkeit
c  lokale Lihtgeshwindgkeit (c := 1√
εµ
)
~r  Ortsvektor
t  Zeit
~E  elektrishe Feldstärke
~D  dielektrishe Vershiebungsdihte
~H  magnetishe Feldstärke
~B  magnetishe Flussdihte
~J  elektrishe Stromdihte
̺  elektrishe Raumladungsdihte
~F  Kraft
W  Energie
m0  Ruhemasse
γ  relativistisher Faktor (γ := 1/
√
1−
(
v
c
)2
)
m  relativistishe Masse (m := γm0)
q  elektrishe Ladung
~v  Geshwindigkeit
~p  mehanisher Impuls (~p := m~v)
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Methode der niten Integration/Partile-In-Cell
⌢e  einzelne elektrishe Gitterspannung
⌢
d  einzelner elektrisher Gitteruss
⌢
h  einzelne magnetishe Gitterspannung
⌢
b  einzelner magnetisher Gitteruss
⌢
j  einzelner elektrisher Gitterstrom
⌢e  Vektor aller elektrisher Gitterspannungen
⌢
d  Vektor aller elektrisher Gitterüsse
⌢
h  Vektor aller magnetisher Gitterspannungen
⌢
b  Vektor aller magnetisher Gitterüsse
⌢
j  Vektor aller elektrisher Gitterströme
Dε  Materialmatrix, verbindet
⌢
d und ⌢e über
⌢
d = Dε ·
⌢e
Mµ−1  Materialmatrix, verbindet
⌢
h und
⌢
b über
⌢
h =Mµ−1 ·
⌢
b
C,C˜  diskrete Rotationsoperatoren (primäres bzw. duales Gitter)
S,S˜  diskrete Divergenzoperatoren (primäres bzw. duales Gitter)
L,L˜  Länge einer primären bzw. dualen Gitterkante
A,A˜  Fläheninhalt einer primären bzw. dualen Gitterähe
V,V˜  Volumen einer primären bzw. dualen Gitterzelle
N

 Gesamtzahl der Gitterzellen der räumlihen Diskretisierung
i

 Kurzshreibweise für das Indextripel (i, j, k)
I  Menge aller zulässigen Indextripel i

P  Anzahl der Makroteilhen
∆t  Zeitshritt
(.)(m)  bezeihnet die entsprehenden Gröÿen zum Zeitshritt m
Bewertung paralleler Algorithmen
T  Laufzeit
S  paralleler Speedup
S
M
 speiherskalierter Speedup
E  parallele Ezienz
EE  Isoezienzfunktion
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S  Parallelisierungsstrategie
P  Simulationsproblem
I  Menge aller Gitterzellen beshrieben durh ihre Indextripel (i, j, k) ∈ N3
B  Bounding Box (ein quaderförmiger Gitterausshnitt aus einem kartesi-
shen Gitter)
Nπ  Gesamtanzahl der für eine parallele Rehnung verwendeten Prozessoren
Π  Menge aller Prozessoren Π := {1 . . . Nπ}, wobei jeder Prozessor durh
eine eindeutige Zahl bezeihnet wird.
TS  Gesamtlaufzeit der Simulation bei Einsatz von Parallelisierungsstrate-
gie S
T
(m)
S  Gesamtlaufzeit des Zeitshrittes m bei Einsatz von Parallelisierungs-
strategie S
FT
(m)
S  Laufzeit für die Zeitintegration der Gitterspannungen in Zeitshritt m
F T˜
(m)
S  Laufzeit für den im Rahmen des Feldlösers benötigten Datenaustaush
zwishen den Prozessoren in Zeitshritt m
PT
(m)
S  Laufzeit für die zur Trajektorienberehnung der Makroteilhen benötig-
ten Rehenshritte in Zeitshritt m
P T˜
(m)
S  Laufzeit für den im Rahmen der Trajektorienberehnung benötigten
Datenaustaush in Zeitshritt m
LBT˜
(m)
S  Laufzeit für die in Zeitshritt m durhgeführte Neuzuordnung der
Rehenlast
p
n (m)
i

,p  gibt an, ob sih Teilhen p in Zeitshritt m in Gitterzelle i bendet.
pπ
a (m)p,iπ  Entsheidungsvariablen zur Beshreibung der Zuordnung von Teilhen
zu Prozessoren
π
a (m)
i

,iπ
 Entsheidungsvariablen zur Beshreibung der Zuordnung von Gitterzel-
len zu Prozessoren
nπ
a
(m)iπ,jπ
 Entsheidungsvariable. Gibt an, wie viele Teilhen in Zeitshritt m
Prozessor iπ zugeordnet sind, für die Berehnung deren Trajektorien
Felddaten von Prozessor jπ benötigt werden.
gπ
a (m)ig ,iπ  Entsheidungsvariable. Gibt die Zuordnung von Teilgebieten zu Prozes-
soren an.
G  Gesamtanzahl an Teilgebieten
Giπ  Anzahl der Teilgebiete, die Prozessor iπ zugeordnet werden.
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⌈x⌉  Aufrunden auf die nähst gröÿere Ganzzahl gemäÿ ⌈x⌉ := min
k∈Z,k≥x
{k}.
⌊x⌋  Abrunden auf die nähst kleinere Ganzzahl gemäÿ ⌊x⌋ := max
k∈Z,k≤x
{k}.
αiπ  Anzahl der benötigten Zeiteinheiten zur Durhführung der Zeitintegra-
tion der Feldfreiheitsgrade pro Zeitshritt und Zelle für Prozessor iπ.
βiπ  Anzahl der benötigten Zeiteinheiten zur Durhführung der Trajektori-
enberehnung pro Zeitshritt und Teilhen für Prozessor iπ.
γ  Proportionalitätsfaktor zur Beshreibung der benötigten Zeit für den
Datenaustaush zwishen zwei Prozessoren.
σ
max
 Entsheidungsparameter zur Steuerung der Lastbalanierung.
NL  Anzahl der Partitionierungsebenen bei der Erstellung der Teilgebiete für
die Parallelisierungsstrategie "kombinatorishe Gebietszerlegung".
Giπ  Anzahl der Teilgebiete, welhe Prozessor iπ zugeordnet sind.
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B Abkürzungen
BSPC  Bulk-Synhronous Parallel Computer
CPU  Central Proessing Unit
DESY  Deutshes Elektronen Synhrotron
FEL  Freie Elektronen Laser
FIT  Finite Integration Theory (deutsh: Methode der niten Integrati-
on)
MIMD  Multiple Instrution Stream,Multiple Data Stream
PIC  Partile-In-Cell
PITZ  Photoinjektor Teststand in Zeuthen
PRAM  Parallel Random Aess Mahine
RAM  Random AessMahine oder Random AessMemory (kontext-
abhängig)
RCB  Reursive Coordinate Bisetion (deutsh: Rekursive Koordinaten
Bisektionierung)
SIMD  Single Instrution Stream,Multiple Data Stream
SISD  Single Instrution Stream,Single Data Stream
SPMD  Single Program Multiple Data
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C Literaturübersiht
Das bei der Parallelisierung eines Algorithmus auftretende Problem der Zuordnung von
Rehenoperationen auf die Prozessoren eines Parallelrehners hat in den vergangenen zwei
Jahrzehnten viel Beahtung gefunden. Das folgende Kapitel stellt eine Würdigung der in
der Literatur untersuhten Parallelisierungsstrategien für PIC Simulationen dar.
C.1 Parallelisierungsstrategien für Feldlöser
Das Problem, die Gitterzellen eines Rehengitters einer Anzahl von Prozessoren zuzuord-
nen, so dass die mit den Gitterzellen verknüpften Berehnungen in möglihst kurzer Zeit
ausgeführt werden können, ist wohlbekannt. Die mathematishe Formulierung dieses Pro-
blems führt je nah Modellierung von Rehen- und Kommunikationszeit auf untershied-
lihe kombinatorishe Optimierungsprobleme, zu deren Lösung ausshlieÿlih Heuristiken
eingesetzt werden. Die Gründe, weshalb man sih mit Heuristiken zufrieden gibt, sind
zweierlei.
Der erste Grund ist die Shwierigkeit, einen ezienten Algorithmus zu nden, der die exak-
te Lösung des Optimierungsproblems liefert. Von Bokhari wurde gezeigt, dass es sih bei
dem Lastzuordnungsproblem in seiner populärsten Formulierung (siehe Abshnitt C.1.1)
um ein NP-vollständiges Problem handelt [87℄. Für NP-vollständige Probleme existiert
kein Algorithmus, welher das Problem exakt löst und dessen Laufzeit eine polynomiale
Komplexität aufweist [65℄. Vielmehr wähst die benötigte Laufzeit in Abhängigkeit der
Problemgröÿe shneller als jedes Polynom. Somit führt bereits die exakte Lösung eines
Problems relativ geringer Gröÿe zu unvertretbar langen Laufzeiten.
Der zweite Grund ist, dass die zur Verfügung stehenden Mashinen- und Netzwerkmodel-
le, mit deren Hilfe die Optimierungsprobleme konstruiert werden, ohnehin nur eine grobe
Vorhersage der Laufzeit erlauben. Details der Implementierung, der Mashinenarhitektur,
der verwendeten Netzwerkprotokolle et. und deren Einuss auf die Laufzeit können niht
berüksihtigt werden (siehe Abshnitt 2.4.5). Eine exakte Lösung der aus diesen relativ
groben Modellen hervorgegangenen Optimierungsprobleme ersheint vor diesem Hinter-
grund niht unbedingt notwendig, um eine zufriedenstellende Performane zu erreihen.
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Das Augenmerk rihtet sih also auf die Entwiklung von Heuristiken, die in vertretbarer
Zeit eine hinreihend gute Partitionierung nden.
Beim Studium der relevanten Literatur fällt auf, dass für untershiedlihe Gittertypen
auh sehr vershiedene Partitionierungsheuristiken entwikelt wurden. Diese lassen sih
unterteilen in geometrishe und graphenbasierte Heuristiken. Obwohl prinzipiell alle Heu-
ristiken zur Partitionierung beliebiger Gitter anwendbar sind, werden die komplizierteren
aber auh exibleren graphenbasierten Heuristiken eher für unstrukturierte und die ein-
faheren geometrishen Heuristiken eher für strukturierte Gitter eingesetzt, bei denen sie
zu guten Ergebnissen führen. Im Folgenden kann nur eine kurze Übersiht über die popu-
lärsten Heuristiken gegeben werden. Für einen ausführlihen Überblik und viele weitere
Literaturverweise zum Thema der Gitterpartitionierung sei auf [71℄ verwiesen.
C.1.1 Graphenbasierte Heuristiken
Graphenbasierte Heuristiken bilden das Problem der Lastzuordnung auf ein Graphenpar-
titionierungsproblem ab. Die Knoten eines Graphen stehen dabei für die Objekte, übli-
herweise die Gitterzellen, welhe den Prozessoren des Parallelrehners zugeordnet werden
sollen, während seine Kanten die Abhängigkeiten zwishen den Objekten, und somit den
Datenaustaush, modellieren. Mathematish lässt sih das in der Literatur im Rahmen der
Gitterpartitionierung meist verwendete Graphenpartitionierungsproblem wie folgt formu-
lieren [71℄.
gegeben: Ein gewihteter und ungerihteter Graph G = (V,E) dessen Knoten jeweils
Gewihte w(v), v ∈ V und dessen Kanten Gewihte l(e), e ∈ E besitzen.
gesuht: Eine Zerlegung der Knotenmenge in Nπ disjunkte Teilmengen V1...Nπ , so dass die
Summe der Knotengewihte für jede der Teilmengen einen Wert von
1
Nπ
∑
v∈V
w(v)+ ε niht
übershreitet, wobei die Summe der Kantengewihte für diejenigen Kanten, welhe zwei
Knoten aus untershiedlihen Teilmengen miteinander verbinden, minimal sein soll. Dabei
ist ε ein sinnvoll zu wählender Parameter. Im einfahsten Fall, dass mit jeder Gitterzelle
die gleihen Berehnungsoperationen und für die voneinander abhängigen Zellen die glei-
hen Operationen für den Datenaustaush durhgeführt werden müssen, ergeben sih die
gleihen Gewihte für alle Knoten bzw. Kanten des Graphen.
Dieses Graphenpartitionierungsproblem ist NP-vollständig und kann daher für praktish
interessante Problemgröÿen nur heuristish gelöst werden [87, 65℄. Die Idee bei der Kon-
struktion dieses Graphenpartitionierungsproblems ist es, alle Partitionierungen zu betrah-
ten, die im Falle der Vernahlässigung des Kommunikationsaufwandes die Laufzeit mini-
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mieren (Nebenbedingung). Dies sind alle Partitionierungen, bei denen die Gitterzellen
gleihmäÿig auf die verfügbaren Prozessoren verteilt werden. Innerhalb der Menge dieser
Partitionierungen wird dann diejenige gesuht, bei der die über alle Prozessoren aufsum-
mierte Kommunikationszeit, modelliert durh die Anzahl der Kanten, die Knoten aus
vershiedenen Knoten miteinander verbinden, minimal wird.
Obwohl eine Partitionierung gemäÿ der Lösung dieses Graphenpartitionierungsproblems
niht unbedingt die Laufzeit minimiert [88℄ und ein Versuh zur Lösung des Lastzuord-
nungsproblems mit Hilfe von Heuristiken zur Lösung des Graphenpartitionierungsproblems
somit zunähst fragwürdig ersheint, hat sih dieses Vorgehen für praktishe Problemstel-
lungen doh bewährt und liefert hinreihend gute Ergebnisse [71℄.
Insbesondere Multi-Level Verfahren und Spektralverfahren haben bei der heuristishen
Lösung des Lastzuordnungsproblems für Berehnungen auf unstrukturierten Gittern eine
groÿe Verbreitung gefunden [89, 90, 91℄. Multi-Level Verfahren bestehen aus drei Shritten.
Im ersten Shritt wird die Knotenanzahl des zu partitionierenden Graphen durh wieder-
holtes Zusammenfassen von Knoten zu Groÿknoten reduziert. Die Zusammenfassung der
Knoten und der entstehenden Groÿknoten wird entweder so lange durhgeführt, bis der
resultierende Graph nur noh Nπ Groÿknoten besitzt und somit in trivialer Weise par-
titioniert werden kann, oder bis die Anzahl der Knoten zumindest so weit abgenommen
hat, dass andere Algorithmen zur Partitionierung eingesetzt werden können, die für den
Gesamtgraphen entweder zu shlehte Ergebnisse liefern würden oder zu aufwändig wären.
Nah der Partitionierung werden die Groÿknoten shrittweise wieder in ihre Bestandteile
zerlegt, wobei überprüft wird, ob durh Austaush von Knoten zwishen den Partitionen
der Wert der Zielfunktion verbessert werden kann. Die vorgeshlagenen Heuristiken unter-
sheiden sih in der Wahl des Algorithmus zur Knotenzusammenfassung, der Berehnung
der Partitionierung für den gröbsten Graphen und dem Algorithmus zur Auswahl der Kno-
ten, welhe zwishen den Partitionen ausgetausht werden sollen.
Ebenso sind parallele Multi-Level Partitionierungsalgorithmen entwikelt worden, die die
parallele Abarbeitung der oben beshriebenen Shritte erlauben [92, 93℄.
Neben den Multi-Level Verfahren haben Spektralverfahren eine gewisse Verbreitung ge-
funden [94℄. Spektralverfahren konstruieren eine Partition des Graphen basierend auf dem
Eigenvektor zu dem zweitgröÿten Eigenwert der Laplae Matrix LG des Graphen, deren
Einträge wie folgt deniert sind:
(LG)ij :=

1 falls i 6= j und {vi; vj} ∈ E
−deg(vi) falls i = j
0 sonst.
(C.1)
Der Eigenvektor erlaubt Rükshlüsse darüber wie die Knoten des Graphen miteinander
verbunden sind. Gemäÿ diesen Informationen werden die Knoten den einzelnen Partitionen
zugeordnet. Für algorithmishe Details sei auf [94℄ verwiesen.
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C.1.2 Geometrishe Heuristiken
Geometrishe Heuristiken verwenden zur Partitionierung eines Gitters die Position der
Gitterzellen im Raum als zusätzlihe Information. Populär sind geometrishe Verfahren
insbesondere für die Partitionierung strukturierter Gitter geworden. Für deren vergleihs-
weise einfahe Struktur führen sie zu guten Ergebnissen und sind im Vergleih zu graphen-
basierten Methoden einfah und shnell. Zudem sind die konstruierten Partitionen häug
von einfaher Form und ermöglihen so die Verwendung ähnlih einfaher Datenstruktu-
ren wie im seriellen Fall, was einen niht zu untershätzenden Vorteil darstellt. Aus den
genannten Gründen wurde auh für die im Rahmen der vorliegenden Arbeit vorgestellten
Parallelisierungsstrategien eine geometrishe Heuristik ausgewählt.
Im Fall eines strukturierten, kartesishen Gitters liefert eine einfahe Partitionierung, wel-
he das Gitter in Quader gleiher Gröÿe unterteilt, bereits gute Ergebnisse [95℄. Die Ge-
biete ergeben sih bei dieser Partitionierungsheuristik als Tensorprodukt eindimensionaler
Partitionierungen in den einzelnen Koordinatenrihtungen. Eine solhe Partitionierung ist
jedoh aufgrund ihrer fehlenden Flexibilität nur zur statishen Lastzuordnung geeignet.
Viele geometrishe Verfahren erzeugen eine Partitionierung mittels einer rekursiven Bi-
sektionierung, d.h. eine Zerlegung in Nπ Partitionen erfolgt durh eine wiederholte Parti-
tionierung in zwei Partitionen (Bisektionierung). Dies wird so lange durhgeführt, bis die
benötigten Nπ Gebiete entstanden sind. Obwohl die Lösung des Partitionierungsproblems
niht äquivalent zur Lösung einer Reihe von Bisektionierungsproblemen ist und selbst bei
optimalen Bisektionierungen das Ergebnis beliebig shleht im Vergleih zur Lösung des
ursprünglihen Partitionierungsproblems sein kann [70℄, zeigt sih doh, dass Bisektio-
nierungsverfahren insbesondere bei der Partitionierung strukturierter Gitter Ergebnisse
liefern, die durhaus praktikabel sind (siehe Ergebnisse in Kapitel 4). Die Rekursive Koor-
dinaten Bisektionierung (RCB) [66℄, wie sie in Abshnitt 3.3.1 in verallgemeinerter Form
erläutert wurde, ist die wohl bekannteste Variante des Bisektionierungsansatzes.
Eine Verallgemeinerung der RCB Heuristik wurde von Nour-Omid vorgeshlagen und
wird als Reursive Inertial Bisetion (RIB) bezeihnet [96℄. Jede Gitterzelle wird dabei
als Massenpunkt interpretiert. Das Rehengitter wird somit zu einer Verteilung von Mas-
senpunkten im Raum. Von dieser Verteilung wird die Ahse berehnet, bezüglih derer die
Verteilung das kleinste Trägheitsmoment besitzt. Diese Ahse gibt die Normalenrihtung
der Partitionierungsebene vor. Im Fall eines strukturierten kartesishen Gitters, welhes
nah den Koordinatenahsen ausgerihtet ist, fällt diese Ahse immer mit einer Koordi-
natenahse zusammen, und führt somit zum gleihen Ergebnis wie die RCB Heuristik in
Abshnitt 3.3.1.
Die Einshränkung bezüglih der Form der Partitionen, kann dazu führen, dass eine subop-
timale Verteilung der Gitterzellen auf die Partitionen erfolgt. Eine Verallgemeinerung des
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Verfahrens, welhe die Randzellen einer Partition noh einmal gesondert zuordnet, ndet
sih z.B. in [69℄. Dies ist jedoh eher für kompliziertere Gitter (z.B. strukturierte Gitter
mit lokaler Gitterverfeinerung) von Interesse, die ohnehin kompliziertere Datenstrukturen
erfordern.
Insbesondere zur Parallelisierung von Berehnungen auf strukturierten Gittern mit lokaler
Gitterverfeinerung hat die Partitionierung mittels raumfüllender Kurven (engl. spael-
ling Curves) Popularität erlangt [97, 98℄. Dabei wird das Problem der Gitterpartitionie-
rung auf das Problem der Partitionierung einer Liste, d.h. ein eindimensionales Parti-
tionierungsproblem, zurükgeführt. Die Anordnung der Gitterzellen in der Liste erfolgt
mit Hilfe einer Kurve, welhe mit einer bestimmten Bildungsvorshrift alle Gitterzellen
traversiert. Die Liste wird dann in Nπ zusammenhängende Teile zerlegt. Alle Gitterzellen
innerhalb eines Listenteils werden jeweils einer Partition zugeordnet. Raumfüllende Kurven
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Abbildung C.1: Partitionierung
eines kartesishen Gitters mit Hil-
fe der Hilbert Kurve.
besitzen die Eigenshaft, dass Gitterzellen, welhe
im zwei- oder dreidimensionalen Rehengitter nahe
beieinander liegen, tendenziell auh in der resultie-
renden Liste nahe beieinander liegen [99℄. Aufgrund
dieser Eigenshaft führt die Partitionierung mittels
raumfüllender Kurven zu der Zuordnung vieler im
Gitter benahbarter Zellen zu derselben Partition
und damit zu einem relativ geringen Kommunika-
tionsaufwand. Die am häugsten verwendete Kur-
ve ist die Hilbert Kurve [100℄, welhe in Abbil-
dung C.1 für ein einfahes Gitter abgebildet ist. An-
dere raumfüllende Kurven nden jedoh auh ver-
einzelt Anwendung (siehe z.B. [101℄). Dadurh, dass
die Zuordnung der Gitterzellen zu den Partitionen
zellweise erfolgt, kann die Last sehr gleihmäÿig auf
die Prozessoren verteilt werden. Allerdings wird dies
durh, die im Vergleih zur RCB Heuristik, gröÿere Anzahl an Randzellen und damit einen
höheren Kommunikationsaufwand erkauft [98℄.
C.2 Parallelisierungsstrategien für PIC
Strategien zur Parallelisierung des PIC Algorithmus können im Wesentlihen nah zwei
Gesihtspunkten klassiziert werden. Erstens danah, ob und wie eine Kopplung zwishen
der Zuordnung der Gitterzellen und der Zuordnung der Teilhen vorgenommen wird und
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zweitens, ob diese Zuordnung im Rahmen einer dynamishen Lastbalanierung während
der Rehnung modiziert wird oder niht. Eine reht gute Zusammenfassung über die
vershiedenen Gesihtspunkte, die bei der Konstruktion einer Parallelisierungsstrategie
für PIC eine Rolle spielen, ndet sih in [15℄.
Im folgenden Abshnitt sollen nur solhe Parallelisierungsstrategien Erwähnung nden, für
die aus der Veröentlihung ersihtlih ist, dass Implementierungen existieren.
C.2.1 Parallelisierungsstrategien mit statisher Lastbalanierung
C.2.1.1 Ungekoppelte Zuordnung von Gitterzellen und Teilhen
In [1, 2, 3℄ werden Parallelisierungsstartegien vorgeshlagen, welhe die Teilhen unge-
ahtet ihrer Position im Gitter gleihmäÿig auf die verfügbaren Prozessoren verteilen. Es
ist somit keine Kopplung der Zuordnung von Teilhen und Gitterzellen vorhanden. Die
Zuordnung der Gitterzellen geshieht in räumlih zusammenhängenden Blöken, ähnlih
einer strukturierten geometrishen Partitionierung.
Da sowohl die Teilhen wie auh die Gitterzellen gleihmäÿig auf die verfügbaren Prozes-
soren zugeordnet werden, ist die Rehenlast zu jedem Zeitpunkt ideal balaniert und es
gilt
FT
(m)
S (iπ, Nπ,P) =
FT
(m)
S (jπ, Nπ,P) ∀iπ, jπ ∈ Π,
PT
(m)
S (iπ, Nπ,P) =
PT
(m)
S (jπ, Nπ,P) ∀iπ, jπ ∈ Π.
Die Zuordnung der Teilhen und Gitterzellen wird während der Simulation niht verändert.
In den jeweiligen Benhmarkuntersuhungen wurden Simulationsprobleme betrahtet, bei
denen die Teilhen während der gesamten Simulation gleihmäÿig über das Rehengebiet
verteilt sind.
Die Ergebnisse zeigen jeweils einen sehr starken Overhead verursaht durh den notwen-
digen Datenaustaush. Um die Zeit für den Datenaustaush zu reduzieren, shlugen die
Autoren in [1℄ vor, die Zuordnung der Teilhen ganz oder teilweise basierend auf der
Gebietszerlegung für den Feldlöser vorzunehmen. Bei einer vollständigen Kopplung der
Teilhenzuordnung mit der Gebietszerlegung erreihten die Autoren für ihr Benhmark-
Beispiel deutlih reduzierte Laufzeiten für die Feldinterpolation sowie für die Stromextra-
polation. Die Laufzeiten für diese Operationen waren bei der Implementierung der Autoren
nun in der gleihen Gröÿenordnung wie die Integration der Teilhentrajektorien.
Eine weitere Parallelisierungsstrategie, bei der die Teilhen gleihmäÿig auf die Prozes-
soren verteilt werden, wird in [72, 73, 4℄ vorgeshlagen. Es handelt sih dabei um das
in Abshnitt 3.4.4 theoretish untersuhte Verfahren. Wie die theoretishe Untersuhung
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zeigte, ist diese Parallelisierungsstrategie niht skalierbar, kann aber für Simulationspro-
bleme mit räumlih stark konzentrierten Teilhenverteilungen zu reht zufriedenstellenden
Ergebnissen führen.
C.2.1.2 Gekoppelte Zuordnung von Gitterzellen und Teilhen
Parallelisierungsstrategien, welhe die Zuordnung der Teilhen direkt an die Zuordnung der
Gitterzellen koppeln, sind in der Literatur am häugsten zu nden (siehe z.B. [5, 6, 7, 8℄).
Für Simulationsprobleme, bei denen die Teilhenverteilung zumindest annähernd homogen
ist, führen sie zu guten Ergebnissen. Für Simulationsprobleme mit räumlih konzentrierten
Teilhenverteilungen leidet diese Parallelisierungsstrategie jedoh an der ungleihmäÿigen
Verteilung der Rehenlast auf die Prozessoren (siehe auh die Skalierbarkeitsuntersuhung
in Abshnitt 3.4.5).
C.2.2 Parallelisierungsstrategien mit dynamisher
Lastbalanierung
In [13, 14, 15, 16℄ werden Parallelisierungsstrategien vorgeshlagen, bei denen die Zuord-
nung der Teilhen und Gitterzellen gebietsorientiert erfolgt, wobei jedoh die Partitionie-
rungen für Teilhen und Gitterzellen niht übereinstimmen müssen. Während in [15℄ keine
Performaneergebnisse präsentiert werden und in [13℄ lediglih Ergebnisse für den trivia-
len Fall einer im gesamten Rehengebiet homogenen Teilhenverteilung präsentiert werden,
für den eine Lastbalanierung niht notwendig ist, werden in [16℄ einige Performane Er-
gebnisse für ein Benhmarkproblem mit einer räumlih konzentrierten Teilhenverteilung
gezeigt, bei der etwa 50% der Gitterzellen mit Teilhen gefüllt sind, die sih in eine Vor-
zugsrihtung bewegen. In [14℄ wird ein reales Simulationsproblem als Benhmark benutzt.
In [9, 10, 11, 12, 67℄ werden Parallelisierungsstrategien vorgeshlagen, welhe die Zuord-
nung der Teilhen und Gitterzellen ebenfalls gebietsorientiert vornehmen, bei denen jedoh
die Partitionierungen für Teilhen und Felder übereinstimmen. Eine dynamishe Lastba-
lanierung wird durh die inkrementelle Veränderung der Partitionsgrenzen durhgeführt.
In Abshnitt 3.4.6.1 wurde eine Verallgemeinerung dieser Strategie vorgestellt.
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Um zu beweisen, dass der in Abshnitt 3.4.3 beshriebene Algorithmus für den kontinuier-
lihen Fall einen optimalen Zustand ndet, soll zunähst gezeigt werden, dass die durh die
Nebenbedingungen (3.48) und (3.47) beshriebene Menge konvex ist. Anshlieÿend wird
die Konvexität der Zielfunktion (3.46) gezeigt. Aufgrund dieser Eigenshaften der Ziel-
funktion und der Menge der zulässigen Lösungen kann gefolgert werden, dass jedes lokale
Optimum identish zu dem globalen Optimum ist (siehe Satz 2.35 in [102℄). Anshlieÿend
wird gezeigt, dass der beshriebene Algorithmus ein lokales Optimum ndet, womit bewie-
sen ist, dass der Algorithmus zu einem globalen Optimum führt. Es sei angemerkt, dass
der Beweis bisher nur unter der Voraussetzung eines Parallelrehners mit gleihartigen
Prozessoren vollständig geführt werden konnte. In Abshnitt D.3 wird an entsprehender
Stelle auf diese Einshränkung hingewiesen.
D.1 Konvexität der Menge der zulässigen Lösungen
Gemäÿ Denition 3.1 aus [102℄ handelt es sih bei der Menge, welhe die Nebenbedin-
gungen beshreibt, um ein Polyeder. Gemäÿ Bemerkung 3.2 aus [102℄ ist jedes Polyeder
konvex. Damit ist die Menge der zulässigen Lösungen konvex.
D.2 Konvexität der Zielfunktion
Gemäÿ Denition 2.26 aus [102℄ ist eine Funktion f : Rn → R genau dann konvex, wenn
für alle x1, x2 ∈ R
n
und λ ∈ (0; 1) gilt, dass
f(λx1 + (1− λ)x2) ≤ λ · f(x1) + (1− λ) · f(x2). (D.1)
Die Zielfunktion lautet
TS(Nπ,P) = max
iπ∈Π
{
βiπ ·
nπ
a iπ ,iπ + (βiπ + γ) ·
∑
jπ ∈ Π
jπ 6= iπ
nπ
a iπ ,jπ + γ ·
∑
jπ ∈ Π
jπ 6= iπ
nπ
a jπ ,iπ
}
. (D.2)
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Es gilt
max
iπ∈Π
{
βiπ ·
[
λ ·
nπ
a iπ ,iπ + (1− λ) ·
nπ
a
′
iπ ,iπ
]
+ . . .
. . .+ (βiπ + γ) ·
∑
jπ ∈ Π
jπ 6= iπ
[
(λ
nπ
a iπ ,jπ + (1− λ)
nπ
a
′
iπ ,jπ
]
+ . . .
. . .+ γ ·
∑
jπ ∈ Π
jπ 6= iπ
[
λ
nπ
a jπ ,iπ + (1− λ)
nπ
a
′
jπ,iπ
] }
= max
iπ∈Π
{
λ
[
βiπ ·
nπ
a iπ ,iπ + (βiπ + γ) ·
∑
jπ ∈ Π
jπ 6= iπ
nπ
a iπ ,jπ + γ ·
∑
jπ ∈ Π
jπ 6= iπ
nπ
a jπ,iπ
]
+ . . .
. . .+ (1− λ)
[
βiπ ·
nπ
a
′
iπ ,iπ + (βiπ + γ) ·
∑
jπ ∈ Π
jπ 6= iπ
nπ
a
′
iπ ,jπ + γ ·
∑
jπ ∈ Π
jπ 6= iπ
nπ
a
′
jπ ,iπ
] }
≤ λ ·max
iπ∈Π
{
βiπ ·
nπ
a iπ ,iπ + (βiπ + γ) ·
∑
jπ ∈ Π
jπ 6= iπ
nπ
a iπ ,jπ + γ ·
∑
jπ ∈ Π
jπ 6= iπ
nπ
a jπ ,iπ
}
+ . . .
. . .+ (1− λ) ·max
iπ∈Π
{
βiπ ·
nπ
a
′
iπ ,iπ + (βiπ + γ) ·
∑
jπ ∈ Π
jπ 6= iπ
nπ
a
′
iπ ,jπ + γ ·
∑
jπ ∈ Π
jπ 6= iπ
nπ
a
′
jπ ,iπ
}
, (D.3)
was aufgrund der Dreieksungleihung folgt [103℄. Die Konvexität der Zielfunktion ist somit
gezeigt.
D.3 Beweis der Optimalität
Nun soll gezeigt werden, dass der in Abshnitt 3.4.3 vorgeshlagene Algorithmus zu Wer-
ten
nπ
a iπ ,jπ führt, für welhe die Zielfunktion ein lokales Minimum und, gemäÿ den Überle-
gungen in Abshnitt D.1 und D.2, somit ihr globales Minimum annimmt.
Das Verfahren briht entweder ab, weil ein Prozessor der Gruppe u(n) . . . Nπ keine Teilhen
mehr besitzt, die abgegeben werden können (siehe Gleihung (3.59)), oder weil βiπ < γ für
einen Prozessor dieser Gruppe gilt (siehe Gleihung (3.60)), oder weil T
(n)
S (iπ) = T
(n)
S (jπ)
gilt (siehe Gleihung (3.58)). Zunähst werden die beiden ersten Fälle betrahtet.
Fall 1: Das Verfahren briht ab, weil für einen Prozessor iπ
nπ
a
(n)
iπ ,iπ = 0 gilt.
Aufgrund des max{.} Ausdrukes in der Zielfunktion müssen, um den Wert der Ziel-
funktion zu reduzieren, die T
(n)
S (u
(n) . . . Nπ) alle reduziert werden, da diese nah jedem
Shritt des Optimierungsverfahrens gleih sind und den Wert der Zielfunktion bestimmen.
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Die T
(n)
S (u
(n) . . . Nπ) können jedoh nur dann reduziert werden, wenn die
nπ
a
(n)
iπ ,iπ der Pro-
zessoren u(n) . . . Nπ reduziert werden. Da
nπ
a
(n)
iπ ,iπ = 0 für einen dieser Prozessoren gilt, kann
der Wert T
(n)
S (iπ) niht mehr weiter reduziert werden. Damit kann auh der Wert der Ziel-
funktion niht weiter reduziert werden und der erreihte Zustand ist optimal.
Fall 2: Das Verfahren briht ab, weil für einen Prozessor iπ βiπ < γ gilt. Wie unter
Fall 1 bereits erläutert, müssen die T
(n)
S (u
(n) . . . Nπ) alle reduziert werden, um den Wert
der Zielfunktion zu reduzieren. Für einen Prozessor der Gruppe u(n) . . . Nπ kann dieser
Wert nur durh Abgabe von Teilhen reduziert werden. Gibt ein solher Prozessor iπ eine
Anzahl von k Teilhen ab, so verändert sih der Wert von T
(n)
S (iπ) um (γ − βiπ) · k. Falls
niht βiπ < γ gilt, kann T
(n)
S (iπ) folglih niht reduziert werden und ist somit der bestmög-
lihe Wert der Zielfunktion.
Fall 3: Das Verfahren briht ab, weil T
(n)
S (iπ) = T
(n)
S (jπ)∀iπ, jπ ∈ Π gilt.
Für diesen Fall soll die Optimalität nur für den Sonderfall eines Parallelrehners mit gleih-
artigen Prozessoren
βiπ = β ∀iπ ∈ Π (D.4)
bewiesen werden. Auf den allgemeinen Fall konnte der Beweis bislang niht erweitert
werden. Um zu zeigen, dass ein lokales Optimum vorliegt, soll eine dierentiell kleine
Änderung in den
nπ
a
(n)
iπ ,jπ und deren Auswirkung auf den Wert der Zielfunktion unter-
suht werden. Um den Wert der Zielfunktion durh eine dierentielle Änderung der
nπ
a
(n)
iπ ,jπ
zu reduzieren, ist wegen des max{.} Ausdrukes in der Zielfunktion sowie der Tatsahe,
dass T
(n)
S (iπ) = T
(n)
S (jπ)∀iπ, jπ ∈ Π gilt, notwendig, dass
dT
(n)
S (iπ) < 0 ∀iπ ∈ Π (D.5)
gilt. Es werden zunähst die Prozessoren der Gruppe u(n) . . . Nπ betrahtet. Die Lastän-
derung für einen Prozessor aus dieser Gruppe ergibt sih zunähst ganz allgemein zu
dT
(n)
S (iπ) = (γ + β) ·
Nπ∑
jπ = 1
jπ 6= iπ
d
nπ
a
(n)
iπ ,jπ + (γ − β) ·
Nπ∑
jπ = 1
jπ 6= iπ
d
nπ
a
(n)
jπ ,iπ . (D.6)
Aufspalten der Summen nah den beiden Prozessorgruppen 1 . . . l(n) und u(n) . . . Nπ ergibt
dT
(n)
S (iπ) =(γ + β) ·
l(n)∑
jπ=1
d
nπ
a
(n)
iπ ,jπ + (γ − β) ·
l(n)∑
jπ=1
d
nπ
a
(n)
jπ,iπ + . . .
. . .+(γ + β) ·
Nπ∑
jπ = u
(n)
jπ 6= iπ
d
nπ
a
(n)
iπ ,jπ + (γ − β) ·
Nπ∑
jπ = u
(n)
jπ 6= iπ
d
nπ
a
(n)
jπ ,iπ . (D.7)
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Damit (D.5) erfüllt sein kann, ist es notwendig, dass
Nπ∑
iπ=u(n)
dT
(n)
S (iπ) < 0. (D.8)
Einsetzen von (D.7) in (D.8) ergibt
2γ
Nπ∑
iπ=u(n)
Nπ∑
jπ = u
(n)
jπ 6= iπ
d
nπ
a
(n)
iπ ,jπ
︸ ︷︷ ︸
1
+(γ+β) ·
Nπ∑
iπ=u(n)
l(n)∑
jπ=1
d
nπ
a
(n)
iπ ,jπ
︸ ︷︷ ︸
2
+(γ−β) ·
Nπ∑
iπ=u(n)
l(n)∑
jπ=1
d
nπ
a
(n)
jπ,iπ
︸ ︷︷ ︸
3
< 0. (D.9)
Wegen der Nebenbedingung
nπ
a
(n)
iπ ,jπ ≥ 0 ∀iπ, jπ ∈ Π folgt, dass alle Terme in den Sum-
men 1 und 2 gröÿer oder gleih Null sein müssen, da für das Optimierungsverfahren
immer gilt
nπ
a
(n)
iπ ,jπ = 0 ∀iπ, jπ ∈ {u
(n) . . . Nπ} (iπ 6= jπ),
nπ
a
(n)
iπ ,jπ = 0 ∀jπ ∈ {1 . . . l
(n)}, iπ ∈ {u
(n) . . . Nπ}.
Nun werden die Prozessoren der Gruppe 1 . . . l(n) betrahtet. Wieder folgt aufgrund von (D.5)
l(n)∑
iπ=1
dT
(n)
S (iπ) < 0 (D.10)
als notwendige Bedingung. Es folgt durh Einsetzen des allgemeinen Ausdruks unter (D.7)
in (D.10)
2γ
l(n)∑
iπ=1
l(n)∑
jπ = 1
jπ 6= iπ
d
nπ
a
(n)
iπ ,jπ
︸ ︷︷ ︸
4
+(γ+β)·
l(n)∑
iπ=1
Nπ∑
jπ=u(n)
d
nπ
a
(n)
iπ ,jπ
︸ ︷︷ ︸
5
+(γ−β)·
l(n)∑
iπ=1
Nπ∑
jπ=u(n)
d
nπ
a
(n)
jπ,iπ
︸ ︷︷ ︸
6
< 0. (D.11)
Durh Vertaushung der Indizes lassen sih die Summen 5 und 6 in die Summen 3
bzw. 2 überführen. Wegen
nπ
a
(n)
iπ ,jπ = 0 ∀iπ, jπ ∈ {1 . . . l
(n)} (iπ 6= jπ)
nπ
a
(n)
iπ ,jπ = 0 ∀jπ ∈ {1 . . . l
(n)}, iπ ∈ {u
(n) . . . Nπ},
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folgt, dass alle Terme in den Summen 4 und 6 gröÿer Null sein müssen. Mit den Abkür-
zungen für die Summen lassen sih die beiden Ungleihungen (D.9) und (D.11) shreiben
als
2γ · 1 + (γ + β) · 2 + (γ − β) · 3 < 0 (D.12)
2γ · 4 + (γ − β) · 2 + (γ + β) · 3 < 0. (D.13)
Wegen γ > 0 und 1 > 0, 4 > 0 folgt, dass notwendig ist um (D.12) und (D.13) zu
erfüllen, dass
(γ + β) · 2 + (γ − β) · 3 < 0 (D.14)
(γ − β) · 2 + (γ + β) · 3 < 0 (D.15)
gilt. Diese zwei Ungleihungen sind äquivalent zu der Ungleihungskette
β + γ
β − γ
· 3 < 2 <
β − γ
β + γ
· 3 (D.16)
Wegen β − γ > 0 gilt aber
β + γ
β − γ
>
β − γ
β + γ
. (D.17)
Somit kann die Ungleihungskette (D.16) nur dann erfüllt werden, falls 3 < 0, wor-
aus 2 < 0 folgen würde im Widerspruh zur Nebenbedingung.
Damit kann durh eine dierentielle Änderung der
nπ
a
(n)
iπ ,jπ der Wert der Zielfunktion in der
Umgebung des erreihten Wertes niht weiter reduziert werden, wenn das Verfahren in
einem Zustand abbriht für den T
(n)
S (iπ) = T
(n)
S (jπ)∀iπ, jπ ∈ Π gilt. Der erreihte Zustand
muss ein lokales und damit aufgrund der Eigenshaften von Zielfunktion und Nebenbedin-
gungen auh ein globales Optimum sein.
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