Typically, computational design optimization of commercial aircraft is performed considering a small number of representative operating conditions. These conditions are based on the types of missions and the Mach number, altitude, and other operational profiles for which the aircraft will be flown. However, the design also influences which routes and mission parameters are optimal, so there is coupling that is ignored when using this approach. Here, we aim to simultaneously optimize the aircraft design, mission profiles, and the allocation of aircraft to routes in an airline network. To enable this, we use a gradient-based optimization approach with a parallel computational framework that facilitates the computation of derivatives and the multidisciplinary analysis. We use a surrogate model for the CFD analysis that is re-trained in each optimization iteration given the new set of shape design variables. The resulting optimization problem contains over 6,000 design variables and 23,000 constraints, and we solve it in roughly 10 hours on 128 processors. The optimization results show a 27% increase in airline profit when comparing the allocation-mission-design optimization to allocationonly optimization. The resulting aircraft shape design differs from a conventional multipoint design optimization, which confirms the need for the new approach. Its significance is that it produces aircraft designs that are optimal with respect to the airline-level profit, and the algorithm can quantify in these terms the potential benefits of next-generation aircraft.
I. Introduction
In the commercial aviation industry, there is significant interest in next-generation aircraft configurations because of aggressive goals for fuel burn, emissions, and noise reduction [1] . One of the challenges associated with the introduction of unconventional configurations is that the lack of prior experience and data on these new designs necessitates the use of higher-fidelity modeling tools early in the design process. For instance, the wing of a conventional tube-and-wing design is often modeled using a simple panel code for the aerodynamics and empirical relations for estimating structural weight as a function of parameters such as span and sweep. However, a concept such as the truss-braced wing requires 3-D computational fluid dynamics (CFD) to capture the interference drag where the struts, wing, and fuselage intersect [2] , and a detailed structural sizing using finite element analysis (FEA) must be carried out to estimate the wing weight because historical data is simply not available.
Unfortunately, the comparison between unconventional configurations, and the high-level design of the layout of these new concepts are carried out during conceptual design, where high-fidelity simulations such as CFD are usually not suitable. The conceptual design stage is characterized by an iterative process that alternates between requirement specification and actual design [3] . The requirements define, among other things, a design mission that includes the range, cruise Mach number, and payload. From these requirements, overall sizing is carried out and refined analysis provides feedback with which to update the requirements based on the customer's true needs and the perceived difficulty of satisfying the current requirements. Because this process is iterative, it is necessary that the computational models used for sizing and analysis at this stage be fast and robust, which is usually not the case for methods such as CFD and FEA.
As a result, design optimization studies carried out using CFD and FEA are not designed to be part of such an iterative process. Rather, they are typically run assuming a fixed set of requirements. For instance, aerodynamic shape optimization using CFD might be run at a fixed, pre-determined set of lift coefficients that represent typical values of similarly-sized aircraft during actual operation [4] . Similarly, aerostructural optimization that couples CFD and FEA designs the aerodynamic shape and structural sizing simultaneously, while considering fuel burn for a limited number of flight conditions [5, 6] . Herein lies the high-level motivation for this paper-we aim to widen the scope of the high-fidelity optimization to include some of the requirement-definition part of conceptual design. Instead of optimizing the aircraft design for a set of representative missions-or a design range, design Mach number, and payload-we let the algorithm choose on which routes in a network it is optimal to fly this next-generation aircraft, and which cruise Mach numbers are optimal on those routes. Thus, we view the problem from the airline's perspective, since the airlines are the customers who define the requirements in the conceptual-design sense.
In this new formulation, the objective function is the profit margin for the airline. We assume an airline network-a set of routes that the airline operates-as well as a finite-sized fleet of existing and next-generation aircraft that the airline can deploy on those routes. The optimizer chooses how to allocate the fleet of aircraft, selects the optimal mission profile for each aircraft flying on each route, and designs the next-generation aircraft, all at the same time. Thus, we call this formulation allocation-mission-design optimization, since all three are designed or chosen simultaneously within a single optimization problem. In this approach, the effective design range and payload for the next-generation aircraft is implicitly determined through optimization. The optimizer has the ability to design a smaller aircraft that is particularly efficient for short-range missions, or it could size the aircraft for long-range missions and cover the short-range routes for which it is over-designed using existing aircraft.
This paper describes the first implementation and solution of the aforementioned allocation-mission-design optimization problem. On the design side, we use 3-D Euler analysis of a swept, linearly-tapered wing with its twist distribution and shape parametrized as design variables. On the mission side, we optimize the shape of the altitude profiles for each mission, and we also make the cruise Mach number for each mission a design variable with a linear Mach number variation during climb and descent. On the allocation side, we consider a hypothetical 128-route network with fixed passenger demand on each route and a fleet consisting of 4 existing types of aircraft in addition to the simultaneous design of the next-generation aircraft.
There are several benefits to the allocation-mission-design optimization (AMD) approach compared to the traditional approach that optimizes or considers each one separately. These benefits result from the fact that the AMD approach uses a formulation that is much closer to the 'true' design problem because it captures the coupling among the airline allocation, mission analysis, and design. There are at least three sources of coupling between these disciplines. The first is due to the fact that changing the aircraft design can change on which routes it is optimal to operate the aircraft, and the route of course affects the optimal design. Thus, there is coupling between the allocation and design that is captured by the AMD approach. Another source of coupling exists between the allocation and mission disciplines, and it relates to the Mach number. A higher Mach number decreases the aerodynamic performance, thus increasing fuel burn, but it also reduces operating costs, enables the operation of potentially more flights, and increases passenger demand. A third source of coupling is due to next-generation technologies such as morphing wings [7, 8, 9] and continuous descent approaches [10, 11] . Given an aircraft design, it is possible to find an optimal descent profile or an optimal scheduling for wing morphing; however, the use of these technologies also impacts which aircraft design is optimal, so the mission and design are coupled as well.
To make the initial implementation of the AMD approach tractable, we limit the scope of this paper by fixing the aircraft sizing, which allows us to avoid including many additional disciplines and models. Fixing the sizing negates some of the benefits of AMD, especially the ability to exploit the coupling between allocation and design. However, we view this paper as a stepping stone towards future work that will incorporate the necessary detail and models to widen the scope of this problem to include all of the aforementioned benefits.
The remainder of the paper is organized as follows. First, we outline the overall approach by describing the computational challenges and their respective solutions. Second, we list and describe the various computational tools used in the AMD optimization. Next, we summarize the optimization problem, the wing geometry, and allocation problem. Finally, we present the optimization results and conclude with a summary and discussion of expected significance.
II. Overall approach
In this section, we present the overall approach by listing the computational challenges and the corresponding measures taken to address each. The challenges are the large number of design variables, the complexity of coupling many computational models from multiple disciplines, the large number of aerodynamic simulations that must be run, and the computational cost of the aerodynamic and mission analyses.
A. Large number of variables-adjoint-based optimization
The AMD optimization has design variables contributed from each discipline. The allocation problem parametrizes which aircraft is selected to run on each route by including as a design variable the number of flights per day for each route and for each type of aircraft. Since the network we consider in Sec. V has 128 routes, the allocation problem alone contributes hundreds of design variables. In the mission discipline, the continuous altitude profile is optimized for each route and each type of aircraft, and the curves are parametrized using between 10 and 50 B-spline control points, yielding thousands of design variables in total. The design problem also contributes O(10) to O(100) design variables because we are performing high-fidelity shape design optimization.
With thousands of design variables modeled using expensive simulations, the only feasible approach is to use gradient-based optimization. Moreover, it is necessary to use the adjoint method to compute the gradients for two reasons [12] . First, the accuracy of the analytic derivatives helps minimize the number of optimization iterations required by enabling the optimizer to find good search directions, and it also helps to achieve a high level of convergence. Tight convergence makes the algorithm more robust with respect to scaling issues among design variables and constraint functions-with poor scaling, a tighter overall convergence is required to ensure all the design variables are sufficiently converged. Otherwise, more manual effort is required a priori to ensure the variables are well-scaled relative to each other. Second, the adjoint method allows us to avoid the explosion of gradient computation time that would otherwise exist in a problem with such a large number of design variables.
B. Large number of disciplines-the MAUD architecture The adjoint method can be difficult and time-consuming to implement in many situations, but this is exacerbated in a problem involving a large number of disciplines-i.e., a large number of heterogeneous computational models. Furthermore, in a problem such as the AMD optimization, there is a combination of computational models that internally solve a nonlinear system of equations (which we will call implicit models) and those that simply evaluate explicit functions (which we will call explicit models). Implicit models are the ones that are typically associated with the adjoint method, and there is a method equivalent to the adjoint method for multidisciplinary problems with only explicit models. However, for the general case involving both implicit and explicit models, neither can be directly applied.
The general case is addressed by the modular analysis and unified derivatives (MAUD) architecture [13] . MAUD does this by formulating the multidisciplinary computational model as a single system of nonlinear equations. We define a single vector u as the concatenation of all the variables in the computational model, whether its type is input, output, design, state, objective, constraint, and so on. We then define a residual for each variable, the form of which depends on the variable's type. If it is an input variable x whose value at the current optimization iteration is x * , the residual is defined as R x = x − x * ; if it is an implicitly defined state variable y, we simply take the residual R y that is already defined; and if it is an explicitly computed output variable z = f (u 1 , . . . , u n ), the residual is defined as R z = z − f (u 1 , . . . , u n ). If we concatenate all the residuals into a single residual function R, we obtain a nonlinear system R(u) = 0 that, once solved, represents the successful convergence and evaluation of our multidisciplinary computational model, accounting for all the coupled dependencies. This formulation leads to a unified equation for computing derivatives [12] , given by ∂ R ∂u
which generalizes both the adjoint method and the related method for groups of explicit models that was mentioned previously. Equation (1) . can handle any combination of implicit and explicit models, and in fact, it unifies all existing methods for computing derivatives-i.e., the chain rule, algorithmic differentiation, and the adjoint method can all be derived from this equation. Figure 1 shows how the adjoint method can be derived from Eq. (1) [12] . Using this equation as a foundation, the MAUD architecture enables a matrix-free computational framework that can semi-automatically compute derivatives using the adjoint method if the user provides partial derivatives for each component. MAUD allows the integration and coupling of computational models of multiple disciplines in an efficient way that does not introduce significant framework overhead in computational time or memory. This is a key enabling aspect of the AMD optimization we present in this paper-the allocation, mission, and aerodynamic models are all implemented as a collection of components that follow the same template and interface. The tasks of handling the complex network of data connections between these components, solving the coupled nonlinear and linear systems of equations, and many other smaller details are automated centrally by a computational framework implementation that uses the MAUD architecture. This computational framework implementation of MAUD is built on top of the Portable, Extensible Toolkit for Scientific Computation (PETSc) [14] .
The MAUD architecture has been adopted as part of the core of NASA's OpenMDAO framework [15] . OpenM-DAO is an open-source computational framework designed to facilitate the solution of multidisciplinary optimization problems. Since it uses MAUD, OpenMDAO provides coupled adjoint-based derivative computation, as one of its key features. The mission analysis and allocation models used in this paper have been implemented in OpenMDAO, and other areas in which OpenMDAO has been applied include wind turbine design [16] and the design of the Hyperloop concept [17] . 
C. Large number of aerodynamic evaluations-dynamically-trained surrogate model
The solution of the AMD optimization necessarily involves millions of evaluations of the aerodynamic model. Each mission profile is discretized using O(100) points, but the coupling between the fuel weight differential equation and the aircraft equations of motion introduces at least another factor of O(10) because the aerodynamic model must be evaluated at each point within each iteration. In this problem, there are O(100) missions to evaluate, and the optimizer requires another O(100) iterations to converge. Since performing tens of millions of evaluations of a 3-D CFD code is infeasible, we use a surrogate model as done by Liem et al. [18] However, the inputs to the surrogate model cannot include the O(10) to O(100) shape design variables because a space with that many dimensions would again require an inordinate number of CFD evaluations just to build the surrogate model. The solution is to re-train the surrogate model each optimization iteration so that the only inputs to the surrogate model are the aerodynamic operating conditions such as angle of attack α and Mach number M . A two-dimensional space with M and α can be populated with only O(10) points, with the downside that O(10) evaluations of the CFD model would be required at the start of each optimization iteration. Though this approach of using a dynamically-trained surrogate model is not inexpensive, it is tractable and certainly a significant improvement over the naive approach.
The AMD optimization problem data flow is shown in Fig. 2 . At the start of each optimization iteration, the latest values of the twist and shape variables are passed to the geometry and mesh warping component. The updated mesh is passed to the CFD solver, which is run to compute the lift and drag coefficients at 16 points in M -α space. The results are assembled and given to the surrogate model as training data. During the 128 mission analyses, this aerodynamic surrogate model is now called for each point in the climb, cruise, or descent segments in the mission multiple times to converge the coupled mission equations, where the surrogate model provides the lift and drag coefficients as functions of Mach number and angle of attack. The fuel burn and block time information computed by the mission analyses are given to the allocation component to compute airline profit and the allocation constraint values.
The interpolation method using for the aerodynamic surrogate model is an energy-minimizing tensor-product spline interpolant. It can smoothly interpolate unstructured data in an arbitrary number of dimensions, though it is best suited for low-dimensional problems such as this one. Because it minimizes energy, it has the favorable property that it limits spurious oscillations, even with data sets that are not evenly spaced or arranged in a grid.
D. Large computational cost of the models-parallelization
Though the solutions to the previous challenges reduce the computational cost, the fact remains that the CFD evaluations and the coupled mission analyses are costly to run because they solve large systems of equations. The last aspect to the approach for solving the AMD optimization problem is to use distributed-memory parallelization at multiple levels. Within an optimization iteration, the first step is to evaluate the CFD model to generate the training points for the surrogate model (16 in this case). The 128-route AMD problem is run with 128 processors, so the MAUD framework automatically splits the 128 processors by 16, assigning 8 processors to each CFD evaluation. The 128 processors broadcast the data at the 16 training points to each other and re-combine to update the surrogate model globally. They are then split up once again, one processor per mission analysis, before re-combining to evaluate the allocation model and pass the outputs to the optimizer. This parallelization is fully automated in the MAUD framework. MAUD allows us to build the AMD problem in a hierarchical fashion where, for instance, each of the components in a mission analysis assembly are grouped together, then all of the 128 mission assemblies are grouped together in parallel, and the collective assembly of missions is grouped in sequence with the allocation, CFD, and surrogate modeling assemblies. MAUD also adjusts accordingly if the problem is run with a different number of processors or a different number of missions. The automatic handling of parallelism is an enabling feature that eliminates a large amount of time-consuming and error-prone development.
Another detail relevant to the parallelization is the fact that adjoints are computed in parallel. For outputs involving all processors, such as the profit objective, the parallel solution of the linear system for the adjoint method is a natural extension of the parallel solution of the nonlinear system for evaluating the multidisciplinary computational model. However, for outputs that do not involve all processors, such as the individual mission constraints, a naive implementation of Eq. (1) would compute the adjoint vector for each mission constraint in series, one right-hand side at a time. In this case, all processors would always be idling except the one processor that owns the mission analysis of the current constraint. As Fig. 3 illustrates, this issue is resolved by solving groups of multiple right-hand sides simultaneously [19] . By applying the linear block-Jacobi solver across the mission analyses, each processor would solve the one non-zero right-hand side it has in its group, all simultaneously, rather than waiting for the previous mission analysis to complete its adjoint solution.
The adjoint system from Eq. (1) for a notional two-mission problem where a constraint from the first mission is solved (left), a constraint from the second mission is solved (center), or both constraints are solved simultaneously (right) using a strategy that solves the linear equation with multiple right-hand sides simultaneously [19] .
III. Software overview
The software components that are integrated to solve the AMD optimization problem include: an unstructured CFD mesh deformation algorithm, a CFD solver, a mission analysis model, an aircraft allocation model, and an optimizer.
A. CFD mesh deformation
The CFD mesh deformation algorithm we use propagates the displacements and rotations from the deformed surface to the full CFD volume mesh by using inverse-distance weights [20] . More specifically, the deformation of each node in the CFD volume mesh is the sum of the displacements and rotations of all the nodes on the deformed surface, weighted by the inverse of the distance to that surface node. In numerical experiments, this approach has proven to be a robust strategy for CFD mesh deformation in both aerodynamic and aerostructural optimization problems [7] , though we consider only aerodynamic optimization in this paper.
B. CFD solver
The CFD solver is SUMad, which is a structured multi-block finite-volume solver with multigrid [21] . SUMad was originally developed at Stanford University and an adjoint using reverse-mode automatic differentiation was developed at the University of Michigan [22] . SUMad solves the Reynolds-averaged Navier-Stokes (RANS) equations or the Euler equations in parallel using the fourth-order Runge-Kutta scheme or the diagonally dominant alternating direction implicit (DDADI) scheme, combined with the Newton-Krylov method. In this paper, we solve the Euler equations using SUMad to reduce computation time.
C. Mission analysis
The mission analysis tool [23] discretizes the full mission profile using a collocation approach and solves the vertical and horizontal equilibrium equations, the trim condition, and the ordinary differential equation for fuel weight. The equations are all coupled to the aircraft performance model, which is represented using the aforementioned surrogate model for lift and drag coefficients as functions of Mach number and angle of attack. The mission analysis takes the altitude and Mach number profiles as inputs, parametrized using B-splines, and its outputs are fuel burn, block time, and aggregated values for idle and maximum thrust constraints.
There are two approaches used for mission profile optimization: direct and indirect [24] . The direct approach applies the optimality conditions after discretizing the equilibirium conditions, while the indirect approach differentiates the equilibriums first and then discretizes. The mission analysis tool takes the direct approach as it is more amenable to coupling with other disciplines, and the implementation is similar to that of Betts and Cramer [24] , which also uses gradient-based optimization.
One of the advantages of optimizing the altitude profiles is that we are able to consider continuous descent approach (CDA), also known as optimized descent profile (ODP). ODP is part of the FAA's next generation air transportation system (NextGen), currently in development to achieve reductions in noise and fuel burn. To this end, continuous descent tests have been conducted recently at several airports [10, 11, 25, 26] . Figure 4 lists all the variables in the mission analysis, including the shapes of the Jacobians in each connection between variables. The variables are organized into five groups, also known as assemblies, both for convenience and to take advantage of hierarchical solution algorithms in the MAUD framework-i.e., we use nonlinear block GaussSeidel across the 5 groups and within all but the CoupledAnalysis assembly, which internally uses a Newton solver to resolve the coupling.
The inputs are the B-spline control points for the altitudes and their corresponding horizontal positions. The resolution depends on the mission range, but typically we use between 10 and 50 control points and 100 to 250 discretization points. The Bsplines assembly then computes the actual values of the altitudes, horizontal coordinates, and slopes. The AtmosphericProperties assembly parametrizes the Mach number, temperature, pressure, density, and airspeed in terms of the altitude. The thrust-specific fuel consumption is also a simple function of altitude, but more elaborate models can be used in future work.
The CoupledAnalysis assembly contains the core of the mission analysis model. Given an initial guess for the fuel weight at every point in the mission, it applies the vertical equilibrium equation to solve for the required lift coefficient using Next, the surrogate model for C L is used to solve an implicit function to determine the angle of attack that produces this target C L with the residual,
whereC L is the surrogate model. The surrogate model for drag coefficient,C D , is then evaluated using the computed angle of attack to determine the resulting drag coefficient from
Next, the horizontal equilibrium equation is applied to compute the thrust coefficient from
Finally, the ordinary differential equation for the fuel weight is given bẏ
This must be integrated backwards from the last mission point which has a small amount of reserve fuel, and this produces a new estimate of aircraft weight that requires us to iterate back to the first step of the CoupledAnalysis assembly.
The Outputs component performs a series of postprocessing computations, including the maximum thrust estimate at altitude, given by
where the maximum thrust is expressed in terms of pressure and temperature, and the respective sea-level values.
There is no guarantee that the engine was appropriately sized to fly the mission as evaluated by the CoupledAnalysis assembly; thus, we define nonlinear constraints that the throttle setting is between idle and maximum, and let the optimizer make sure this is satisfied. However, these thrust constraints must be satisfied at every point in the mission, so we aggregate them using the Kreisselmeier-Steinhauser function [27, 28] . The two outputs of the mission analysis that are of interest in the allocation problem are the fuel burn and block time, which are computed at the end.
D. Allocation model
The allocation problem is formulated with two sets of design variables: the number of flights per day flown by a type of aircraft on a given route, and the number of passengers per flight for a given type of aircraft and a given route. This formulation was first used as an application of linear programming in 1956 [29] . Here, the formulation maximizes profit subject the operational and demand constraints [30, 31] . Govindaraju and Crossley [32] also solve this allocation problem simultaneously while optimizing the aircraft design; however, the key difference in this work is that we use CFD analysis, which enables us to perform high-fidelity shape optimization. The airline profit is evaluated using estimates for ticket price and operating costs, using
where price pax i,j is the ticket price per flight, cost flt i,j is the total cost of operating a flight minus fuel, cost fuel is the cost per unit fuel, and fuel flt is the total fuel burn on a flight. The allocation problem contributes two inequality constraints to the allocation-mission optimization. The first ensures that the total number of people that fly on a given route on a given day is less than the total demand for that route, and it is given by
The second inequality constraint takes into consideration how many aircraft of a given type are actually owned by the airline, and it is given by
where time flt i,j is the block time for a flight, maint j is the maintenance time required as a multiple of block time, turn flt is the turnaround time between flights, and num ac j is the number of aircraft available for a given type.
E. Optimizer
The gradient-based optimizer we use in this paper is SNOPT [33] , which is an active-set sequential quadratic programming (SQP) algorithm. SNOPT is designed to handle sparse nonlinear constrained optimization problems, so it is well-suited to the current application. In addition to the thousands of design variables, the AMD optimization also has tens of thousands of constraints, mostly from the 128 mission analysis, but the tens of thousands by thousandssized Jacobian is sparse. This is efficiently handled by SNOPT because of its reduced-Hessian approach, and the fact that it uses a direct solver for its quadratic programming (QP) problems. In this paper, we interface to SNOPT in Python via a version of the pyOpt library [34] , modified to handle sparse constraints.
IV. Problem description
In this section, we describe the wing geometry and parametrization, the Mach number parametrization, and the optimization problem.
A. Geometry parametrization
The geometry that we analyze in this paper is a swept, linearly-tapered wing that based on a scaled version of the Boeing 717 wing. Figure 5 shows the result of a CFD analysis of the wing using the Euler equations at a Mach number of 0.78 and an angle of attack of 3
• . The mesh has roughly 100,000 cells with an O topology as shown in Fig. 5 . Since we model only the wing, the additional sources of drag-fuselage drag, trim drag, viscous drag, and so on-are accounted for by subtracting the computed drag at a nominal condition from the known, expected drag for an aircraft of this size. For the geometry parametrization, we use free-form deformation with 72 B-spline control points in total, as shown in Fig. 6 There are 6 sections with 6 control points on each of the upper and lower surfaces, and the control points define a 3-D tensor-product B-spline volume that morphs smoothly. Each of the 6 twist variables causes a non-shearing twist by rotating its group of 12 control points, and all 72 control points are free to move vertically; thus, there are 78 shape design variables in total. However, this 78-dimensional design space is narrowed by constraints on the wing volume, a 10 × 10 grid of thickness constraints, and linear constraints on the leading and trailing edge that eliminate redundant degrees of freedom-e.g., reproducing a twist-like shape change using only shape variables. Figure 6 : Geometry parametrization using free-form deformation with a tensor-product B-spline volume.
B. Cruise Mach number
Since we are analyzing the full mission profile, we need to discuss the parametrization of the cruise Mach number. The approach we adopt is based on the actual Mach number profiles that are flown. Pilots climb using the indicated airspeed (IAS) as the reference until the aircraft reaches the altitude at which the Mach number reaches the desired cruise Mach number. Here, we assume a constant IAS climb at 300 knots. This is shown in the 'true' curve in Fig. 7 with an assumed cruise Mach number of 0.78. For the AMD optimization, however, we use a piecewise linear approximation, labeled accordingly in Fig. 7 , that is linear between a Mach number of 0.45 at sea level and the cruise Mach number at an altitude of 8 km. 
C. Optimization problem
The full allocation-mission-design optimization problem is summarized in Table 1 . As mentioned previously, there are 6 twist and 72 shape design variables with a minimum wing volume constraint and a 10 × 10 grid of points on the wing at which a minimum thickness is enforced. Each mission analysis contributes a cruise Mach number design variable and altitude control points, the number of which varies depending on the mission range. The mission analyses also contribute minimum and maximum thrust constraints aggregated using the Kreisselmeier-Steinhauser function and linear constraints on the maximum climb and descent angle. The allocation problem adds passengers per flight and flights per day design variables for each type of existing or new aircraft, for each of the 128 routes. There is also a demand constraint that limits the total number of passengers travelling on a route in a given day, and an aircraft utilization constraint that takes into account the finite number of aircraft of each type that the airline owns.
Variable
subject to wing volume constraint 1 wing thickness constraints 100 idle thrust KS constraint for each route 128 maximum thrust KS constraint for each route 128 linear climb angle bounds for each mission 22,875 demand constraint for each route 128 total flight time constraint for each aircraft 5 Total number of constraints 23,365 Table 1 : The 128-route allocation-mission-design optimization problem.
D. Location of aerodynamic points
In Sec. V, we present not only the results of the AMD optimization, but also results from a multipoint design optimization to provide a baseline. Here, we discuss the locations of the aerodynamic analyses, in M-α space for the AMD optimization, and in M-C L space for the design-only optimization. The locations are shown in Fig. 8 . For the AMD optimization, the Mach number range extends down to M=0.45 because of the climb and descent parts of the missions, as shown in Fig. 7 . In fact, a Mach number below 0.45 is never required. At the upper end, we are constrained by CFD convergence failures because of which we do not include points above M=0.8. Moreover, cases with high M and high α are the most difficult to solve, which is why the corner point with M=0.8 and α=3
• is omitted. The points are clustered at the high end of this range, and we keep remaining the corner points to ensure the surrogate model is accurate over the full range. For the design optimization, we use C L = 0.5 and M=0.8 as the design condition and take the neighboring points in all directions except for the direction of higher M, again due to convergence issues. Figure 9 shows lift and drag coefficient contours as a function of Mach number and angle of attack. These results can be used to verify that the Euler-based CFD analysis is converging at all the training points and is providing reasonable results, but the results can also indicate whether the surrogate model is performing well. At the very least, we observe that the energy-minimizing interpolant is able to avoid spurious oscillations despite the fact that the training points are not arranged in a grid and their spacing varies fairly significantly in different parts of the space. 
V. Results
In this section, we present the AMD optimization results and compare them to the baseline design-only multipoint optimization where appropriate. We discuss the optimal values of the shape design variables, the optimal allocation variables, the optimal cruise Mach numbers, and the computational performance.
A. Optimal design As we examine the optimized designs, the questions of interest are whether the AMD optimization result agrees with intuition and is reasonable, and whether the AMD optimization and design-only optimization are significantly different. First, we consider the twist and lift distributions, which are shown in Fig. 10 . We observe that the twist distribution from the design-only optimization is smoother and less oscillatory. This is expected given that the design optimization is effectively a direct maximization of the lift-to-drag ratio albeit in a multipoint setting, while in the AMD optimization the output of the CFD analysis undergoes post-processing-first being interpolated by a surrogate model and then repeatedly called in the mission analyses to solve the coupled equations. Because of this, there is numerical noise downstream of the CFD analyses in the AMD optimization, and this likely contributes some error to the derivatives with respect to the shape and twist design variables, making it more difficult to converge to smooth distributions. In both the AMD and design optimization cases, the twist distribution is shown only for a single representative operating condition, but we observe that the lift distributions are close to elliptical in both cases. Figure 11 shows slices of the wing at 6 span-wise locations that are approximately equally spaced. Beyond the differences in twist, the differences in shape between the AMD and design-only results are minor and irregular. We observe that they are both thicker overall and have thicker leading and trailing edges when compared to the initial design, though this result would likely be different if we were capturing viscous effects with the Reynolds-averaged Navier-Stokes (RANS) equations [35] . The AMD and design-only results are sufficiently different to imply that the coupling with allocation and mission analysis is not negligible, but further investigation is required to make a firm conclusion.
B. Optimal allocation
In this subsection, we look at the optimized values of the allocation variables, both from the allocation-only optimization and from the AMD optimization. Here, we look at the coupling between allocation and design from the perspective of the allocation problem-i.e., if we want to determine the optimal allocation, whether a flexible design significantly impacts the optimal allocation.
We observe a 27% increase in airline profit per day going from the allocation-only optimization to the AMD optimization. The result from the allocation-only optimization yields a daily profit of about $23.4 million, and the AMD-optimized result has a profit of $29.8 million, as shown in Fig. 12 .
We can see in Fig. 13 how the allocation-only and AMD optimization results differ. The most noteworthy difference between the two is that the AMD optimization flies the next-generation aircraft on the shorter-range routes much more. We see more directly in Fig. 14 that the next-generation aircraft enjoys the largest share of the total number of passengers flown per day, but this share increases in AMD optimization, as one would expect since the design of the next-generation aircraft improves in the AMD optimization. Figure 15 shows the cruise Mach numbers at the solution to the AMD optimization problem. The cruise Mach numbers are given a lower bound of 0.6 and an upper bound of 0.82, as marked by the dotted lines. We see that for short-range missions, many of the optimal Mach numbers are on the low end, which is expected especially for missions so short that the aircraft does not reach cruising altitude. We also see that the majority of the Mach numbers stay at the initial value of 0.78. This is the case for all the missions on which the next-generation aircraft is not flown-likely the majority of the 128 routes.
C. Optimal cruise Mach numbers
However, we see that for many routes, and all above a range of 2000 nm, the optimal cruise Mach number goes to the upper bound. The advantage of a higher Mach number is that the block time is lower, which allows the airline to get more utilization out of the aircraft each day. This advantage is likely overestimated since we relax the number Figure 10 : Planform view, optimal twist distribution, and optimized lift distribution. The AMD result is in blue, the design optimization result is in red, and green is the initial. The elliptical lift distribution is shown in gray. Figure 11 : Airfoil shapes at 6 roughly uniformly spaced sections from the root to the tip of the wing. The AMD result is in blue, the design optimization result is in red, and green is the initial.
Allocation-only opt. 23.4 Problem Profit (10 6 $) AMD opt. 29.8 Figure 12 : The AMD optimization produces 27% more profit than the allocation-only optimization. of flights per day design variable and ignore the fact that it should be an integer variable. Moreover, the cruise Mach number is also likely to be higher because the transonic drag rise is not captured sufficiently accurately. This would be addressed partly by switching to a viscous CFD solver and also by including more training points for the surrogate model in this region of high Mach numbers.
D. Computational performance
The AMD optimization solution time is dominated by the CFD solver. The computation time per optimization iteration is highly irregular for three reasons. First, the CFD solver takes the most amount of time on the first iteration and is faster in all subsequent iterations because the design variable changes are typically small and the previous solution usually provides a good initial guess. Since we parallelize across the 16 points, each set of processors deals with only one flow condition-i.e., one Mach number and angle of attack combination-so the previous solution is always stored and available. Second, as is typical with high-fidelity shape optimization, the first 10-50 major iterations in the SQP optimization algorithm involves the largest design changes, and afterwards, the optimization accelerates significantly because each design variable change is small enough that only a few iterations are required to converge the flow equations. Finally, there is always a risk of convergence failure in the flow solver or mesh failures, which is part of the reason for a conservative selection of training points with no Mach numbers above 0.80.
The convergence history for the AMD optimization is shown in Fig. 16 . The optimality, which is the norm of the gradient of the augmented Lagrangian, converges nearly two orders of magnitude, and feasibility is converged to within 10 −5 . The merit function changes significantly in the first 5-10 iterations and is nearly converged by the 50th iteration. The number of superbasic variables-design variables neither at their bounds nor used to satisfy constraints-stays fairly consistently around 1600 after a steady increase initial because SNOPT limits the increase in the number of superbasic variables from iteration to iteration. Viewed together, all the convergence metrics suggest that the optimization problem converges within 50-100 iterations.
VI. Conclusion
In this paper, we presented an aircraft allocation-mission-design (AMD) optimization algorithm that maximizes an airline's profit by designing a next-generation aircraft and solving an allocation problem to decide how to allocate this and a fleet of existing aircraft to a 128-route network. The long-term motivation is that we want to perform design optimization while also accounting for next-generation operational technologies such as continuous descent approach, and to simultaneously determining the appropriate sizing, design mission, and optimal cruise Mach number. To make the current work tractable, however, we make the following high-level simplifications: we fix the aircraft sizing and layout, solve the Euler equations ignoring viscous drag, model only the wing, ignore the aircraft trim constraint, use only 16 points in the aerodynamic surrogate, use an empirically-based propulsion model, allow the integer allocation design variables to converge to continuous values, and ignore aeroelastic deflections. Instead, the current work focuses on addressing the computational challenges of coupling these disciplines together. We address the first challenge, dealing with over 6000 design variables, by using a gradient-based optimizer and computing the required derivatives using the adjoint method. The second challenge is that of integrating three disciplines that are each composed of many components. We use a computational framework that adopts the modular analysis and unified derivatives (MAUD) architecture to handle parallel data passing between components and to provide a semi-automatic implementation of the adjoint method to compute multidisciplinary derivatives. The third challenge is the need to evaluate the aerodynamic model tens of millions of times during the solution of the allocationmission-design optimization problem. We deal with this issue by using a surrogate model that is retrained in the loop, at the start of each optimization iteration. Finally, we address the issue of the large computational cost of performing CFD and mission analysis by using efficient parallelization facilitated by the aforementioned computational framework.
We apply the allocation-mission-design optimization algorithm on a swept, linearly tapered wing parametrized with 6 twist and 72 shape design variables and analyzed using a 3-D Euler solver. The continuous altitude profiles and the cruise Mach numbers on each mission are also design variables, in addition to those coming from the allocation problem to represent how an existing fleet of aircraft is deployed on the hypothetical airline's 128 routes. The objective function, airline profit, depends on the block times and fuel burn values computed by each mission analysis.
The results show a 27% increase in airline profit going from the allocation-only optimization to the simultaneous allocation-mission-design optimization. Examining the optimized variables, we see that some of this additional profit comes from flying the next-generation aircraft on more routes overall and in particular on short-range routes. Moreover, we see differences in comparing the optimized wing geometry from the simultaneous optimization with that from a design-only optimization. We also see a distribution of optimal cruise Mach numbers depending on the mission range. There are several steps for future work including adding aircraft sizing, engine sizing, aeroelastic analysis, using RANS CFD, and applying this algorithm to unconventional configurations, where we see the highest potential impact for this approach.
