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I. INTRODUCTION
Field-Programmable Gate Arrays (FPGAs) are widely used to implement special-purpose processors. FPGAs are cost-effective for small-lot production because functions and in terconnections of logic resources can be directly programmed by end users. In spite of their design cost advantage, FPGAs impose a large power overhead compared to custom silicon alternatives. The overhead limits integrations of FPGAs into portable devices.
Since the power consumption is proportional to the square of the supply voltage, lowering the supply voltage reduces the power consumption significantly. However, lowering the supply voltage also increases the delay of the block. Blocks on the critical path are supplied with the highest voltage since its performance determines the system performance. The rest blocks can be supplied with a lower voltage without system performance degradation [1] . Thus, a large proportion of blocks can be supplied with the lower voltage. This approach saves the power consumption significantly.
Multi-voltage techniques can be mainly classified as follows:
•Static Voltage Scaling (SVS): different blocks are given different, fixed supply voltages.
•Dynamic Voltage and Frequency Scaling (DVFS): blocks are dynamically switched between two or more voltage levels follow changing workloads.
DVFS is a more efficient technique for power reduction since the workload in a processor varies with time [2] [3] [4] . Fig. 1 shows a DVFS architecture. Each multi-voltage domain has a DVFS controller, a voltage selector and a programmable clock generator. The multivoltage domains communicate via the asynchronous handshake protocol.
Although DVFS is efficient for power reduction, it is difficult to be implemented in conventional synchronous FPGAs. First, in DVFS, pairs of voltage and frequency values for each power domain need to be determined with sufficient margin to guarantee operation across the entire range of the best and worst case process. Energy savings are possible only the system level performance requirements are understood. It is clear when the frequency can be lowered without missing deadlines. Second, each multi-voltage domain requires a local clock tree, however it is difficult to be implemented. In FPGAs, the local clock tree can be implemented using the programmable interconnection resources. However, the worst case of clock skew cannot be estimated since FPGA vendors do not guarantee the worst case of the minimum delay of components. As a result, it is impossible to guarantee that no hold-time violations occur [5] . For this reason, the Xilinx ISE reference manual [6] strongly recommends not customizing the fixed clock tree.
Moreover, the conventional synchronous FPGAs are difficult to implement fine-grain DVFS which archives lower power than coarse-grain DVFS. The power consumption of DVFS circuitry is mainly consumed by the DVFS controller, the programmable clock generator, the level shifters and the voltage-control signal distribution network. The fundamental challenge for any DVFS technique is to ensure that the saved power outweighs the power overhead of the DVFS circuitry. DVFS techniques are classified into two types: coarsegrain DVFS and fine-grain DVFS. In coarse-grain DVFS, a large number of LUTs (Look-Up-Tables) share a single DVFS controller so the area and power overheads of the DVFS controller are relatively small. However, if any LUT within a coarse-grain multi-voltage domain is supplied with a high voltage to achieve a high throughput, none of the LUTs which share the same voltage control signal can be supplied with a lower voltage even if they are not required to achieve a high throughput. FPGAs with coarse-grain DVFS also cause a large dynamic power and a large area overheads in the voltage-control signal distribution network since it is distributed to many LUTs through programmable interconnection resources. On the other hand, in fine-grain DVFS, each LUT has its own DVFS controller. Therefore, when any LUTs are not required to achieve a high throughput, they can be supplied with a lower voltage. This results in much lower power consumption compared to coarse-grain DVFS. Especially, for FPGAs, no programmable interconnection resource for distributing the voltage-control signal is required. In fine-grain DVFS, each LUT has its DVFS controller, the number of the DVFS controllers is much larger than that of coarse-grain DVFS. This results in large area and power overheads. Due to these overheads, fine-grain DVFS is commonly assumed to be less efficient than coarse-grain DVFS, although it has the potential to save more power.
In order to implement fine-grain DVFS to FPGAs for lower power, this paper proposes a supply-voltagecontrol scheme called self-adaptive voltage control, which detects the critical path in real time with small overheads by exploiting features of asynchronous architectures. In the proposed supply-voltage-control scheme, logic blocks on the sub-critical path are autonomously switched to a lower supply voltage to reduce the power consumption without system performance degradation. The supply voltage of each power domain is self-adaptive to the workload, data path, process variation and temperature. Note that no software or complex off-line analyze is required. Moreover, in order to reduce the overheads of level shifters used at the power domain interface, a Look-Up- Table (LUT) without level shifters is employed [7] . Because of the small overheads of the proposed supply-voltage-control scheme and the power domain interface, the granularity size of the power domain in the proposed FPGA is as fine as a single four-input logic block. This paper is an extension of conference paper [8] with detail implementation and new evaluations.
II. RELATED WORK

Autonomous Fine-Grain Power Gating
A hardware-based fine-grain power gating technique, called autonomous fine-grain power gating has been proposed [9, 10] . The power gating technique directly detects the activity of each power-gated domain by exploiting the features of asynchronous architectures, and uses this activity to determine when to shut down and wake up the power-gated domain. The activity of a power-gated domain can be easily detected by comparing the phases of the input data with that of the output data. Since the activity of each power-gated domain can be detected easily, the area and the power overheads of the sleep controller are small. Thanks to the small power overhead of the sleep controller, the energy penalty for entering the sleep-state from the active-state and exiting the active-state from the sleep-state is small. As a result, the granularity size of the power-gated domain is small, and the energy breakeven time is short.
Asynchronous FPGAs
In order to solve the problems caused by the clock and the clock tree, asynchronous FPGAs have been proposed [11] [12] [13] [14] [15] [16] . Asynchronous encoding schemes are mainly classified into
•Single-rail encoding (ex. bundled-data encoding)
•Dual-rail encoding (ex. four-phase dual-rail encoding)
The bundled-data encoding is the most common one in the single-rail encoding. Fig. 2 shows a simple bundleddata pipeline. In the bundled-data encoding, request and value are splits into separate wires. The value is encoded as in a synchronous circuit using N wires to denote a Nbit number, and request is encoded using a dedicated request wire denoted by Req. The bundled-data encoding requires the explicit insertion of matching delays in Req to ensure that a request is never received before the bundled value is valid. The bundled-data encoding is the most frequently-used way in ASICs since its hardware overhead is relatively small. This is because the Req wire is shared among all the N wires. Hence, to transfer an Nbit value, only N+2 wires are required. The major disadvantage of the bundled-data encoding is that it requires the constraint of the delay length. If the data path is fixed in advance, it is relatively easy to meet the constraint by optimizing the layouts. However, for FPGAs, since the data path is programmable, complex programmable delay elements are required. As a result, the bundled-data encoding is not suitable for FPGAs.
The dual-rail encoding encodes a bit onto two wires. Fig. 3 shows a simple dual-rail pipeline. In the dual-rail encoding, value is made implicit in the request and no delay insertion is therefore required [17] . Hence, the dual-rail encoding is the ideal one for FPGAs. In the dual-rail encoding, to transfer an N-bit value, 2N+1 wires are required. The four-phase dual-rail encoding is the most common one in dual-rail encodings. Table 1 shows the code table of the four-phase dual-rail encoding. The four-phase dual-rail encoding has two phases: "data" and "spacer". The data value "0" is encoded as (0, 1) and "1" is encoded as (1, 0). Moreover, the spacer is encoded as (0, 0). Fig. 4 shows the example where data values "0", "0" and "1" are transferred. The main feature is that the sender sends a spacer after a data value. The receiver knows the arrival of a data value by detecting the change of either bit: "0" to "1". As a result, the data itself has the information of data arrival, and no delay element is III. ARCHITECTURE
Overview
Fig . 5 shows the overall structure of the proposed FPGA and Fig. 6 shows the programmable interconnection resources. Similar to conventional synchronous FPGAs, the proposed FPGA consists of Logic Blocks (LBs), Connection Blocks (CBs) and Switch Blocks (SBs). The LB computes an arbitrary four-input function. The LB accesses nearby communication resources through the CB, which connects LB input and output terminals to routing resources through programmable switches. The SB consists of diamond switches that allow a signal on a track to connect to another track. Because dual-rail encodings are employed, four wires are required for a data bit. Two wires for the data encoded in dual-rail encoding, one wire for the acknowledge and one wire for the supply-voltage-control signal. The four wires for a data bit are controlled by a single configuration memory bit.
Fundamental Principle of Self-Adaptive Voltage Control
In an asynchronous architecture, it is easily detected which input data arrives earlier at an LB. Using the data arrival information, the critical path can be detected in real time. Fig. 7 demonstrates the principle of the data arrival detection. For simplicity, each LB is assumed to operate a two-input function. As the initial state, the phases of the input and output data are spacer. If In0 arrives earlier than In1, the phase of In0 changes to data, and the phase of In1 does not change (Case0 shown in Fig. 7 ). On the other hand, if In1 arrives earlier than In0, the phase of In1 changes to data, and that of In0 does not change (Case1 shown in Fig. 7) . Therefore, the data arrival comparator just extracts and compares the phases of the input data. As a result, the area and power overheads of the data arrival comparator are small. Fig. 8 shows the critical path detection using the data arrival information. For each LB, the solid line from the previous LB denotes the data that arrives earlier; the dotted line denotes the data that arrives later; the dotdash line denotes the data arrives at the same time as the other. Beginning with the last LB, the critical path is gradually found by repeating the comparison of data arrival as follows. First, the last LB (LB8) is focused since it is mathematically guaranteed that the last LB is on the critical path. The predecessors of LB8 are LB7 and LB6. Data from LB7 arrives at LB8 later than that from LB6. This means that LB7 is on the critical path. Next, LB7 is focused. Data from LB5 arrives at LB7 later than that from LB2. This means that LB5 is on the critical path. Finally, LB5 is focused. Data from LB0 and LB1 arrive at LB5 at the same time. This means that LB0 and LB1 are on the critical path. As a result, the path: LB0, LB1, LB5, LB7, LB8 is the critical path. Thus, by exploiting the data arrival information, the critical path is detected in real time. Since the critical path is detected, LBs on the sub-critical path can be autonomously supplied with a lower voltage to reduce the power consumption without system performance degradation. Fig. 9 shows an example of the proposed supplyvoltage-control scheme. In the example, two supply voltages are used. The gray blocks are the LBs supplied with the higher voltage (VDDH), while the white blocks are the LBs supplied with the lower voltage (VDDL). As shown in Fig. 9(a) , as the initial state (Step0), all LBs are supplied with VDDH. As shown in Fig. 9(b) , in Step1, LBs whose data arrives earlier at the successor are switched to VDDL. Although many LBs are supplied with VDDL, some LBs which are not on the critical path are supplied with VDDH. As shown in Fig. 9(c) , in Step2, LBs which send data to the LB supplied with VDDL are switched to VDDL. All LBs on the sub-critical path are supplied with VDDL by repeating Step2. In this scheme, only the LBs on the critical path are supplied with VDDH, and the other are supplied with VDDL. As a result, the power consumption is reduced without system performance degradation. switched to VDDH or VDDL according to the VDDcontrol signal from the next LB. For simplicity, twoinput LBs are shown. CBs and SBs are also omitted. In the example, LB2 is assumed to be on the critical path and to be supplied with VDDH. The supply voltages of LB0 and LB1 are controlled by LB2. The data from LB0 (In0) arrives at LB2 earlier than that from LB1 (In1) for a predefined threshold time. The threshold time is determined such that In0 arrives earlier than In1 even if the supply voltage of LB0 is VDDL. LB2 detects the data arrival information of each input data, and sends the VDD-control signal (VC_out_0) to LB0 for setting its supply voltage to VDDL. Since In0 arrives earlier than In1 even if the supply voltage of LB0 is VDDL, the power consumption is reduced by lowering the supply voltage without system performance degradation. Note that if LB2 is not on the critical path and is supplied with VDDL, LB0 and LB1 are also not on the critical path. In this case, LB0 and LB1 are controlled to be supplied with VDDL. In this way, in the proposed supply-voltagecontrol scheme, the VDD-control signal is propagated together with the data and the acknowledge signal as shown in Fig. 6 . Therefore, no extra configuration memory bits are required to route the VDD-control, and the extra routing resources are only pass-gates and wires. Fig. 11 shows the structure of an LB. The LB mainly consists of an LUT, an output register, a handshake controller, a programmable power supply, a VDD controller and three level shifters. The VDD controller is supplied with VDDL, and the gray region is supplied with the programmable power supply. The inputs of the VDD controller are the input data from the previous LBs of the data path. If the VDD controller is supplied with the programmable power supply, the level shifters are required for each input signals. In the proposed FPGA, the VDD controller is supplied with VDDL since the delay overhead is smaller than that of the level shifters. As mentioned in the later, since the LUT is based on dynamic circuit, no level shifter is required for the inputs. Hence, in the LB, only three level shifters are required for control signals. As a result, the power and area overheads of the power domain interface are small. Fig. 12 shows the structure of the VDD controller. For simplicity, instead of a four-input VDD controller which is used in the actual LB, a two-input VDD controller is shown. The VDD controller mainly consists of a data arrival detector, a programmable delay, pass-gates and latches. The data arrival detector is also used to generate the request signal (Req) for the LUT and the handshake controller. Since the Req generating circuit is also required for conventional asynchronous FPGAs, the overheads of the VDD controller are small. The behavior of the VDD controller can be classified into two cases. Fig. 13 shows the case where one data arrives earlier than the other data for a predefined threshold time Tth (Case0), and Fig. 14 shows the case where the two data arrive at almost the same time (Case1). In Case0, as shown in Fig. 13 , In0 arrives earlier than In1. When In0 arrives, Data-arrival_in0 is set from "0" to "1". When In1 arrives, Data-arrival_in1 is set from "0" to "1". Since In0 arrives earlier than In1, the waveform of Earliest-data-arrival is same as that of Data-arrival in0. Earliest-data-arrival propagates through the programmable delay, and the delayed signal is PD out. The delay time of the programmable delay is used as the predefined threshold time Tth, and is determined such that the earlier arriving data (In0) arrives earlier than the other data (In1) even if the supply voltage of the LB which sends the earlier arriving data (In0) is VDDL. When In0 arrives, pass-gate PG0 is opened. Since PG0 is opened before PD out arrives at Latch0, VC_out_in1 is kept as "0". Then the supplied voltage of the LB which sends In1 is kept as VDDH. When In1 arrives, PG1 is opened. Since PG1 is opened after PD out arrives at Latch1, VC_out_in0 is set to "1". Then the supplied voltage of the LB which sends In0 is switched to VDDL.
Circuit Implementation
In Case1, as shown in Fig. 14, In0 and In1 arrive at almost the same time. Since PG0 and PG1 are opened before PD out arrives at the latches. Then the supplied voltage of the LBs which send In0 and In1 are kept as VDDH. Fig. 15 shows the structure of the LUT. For simplicity, instead of a four-input LUT which is used in the actual LB, a two-input LUT is shown. As a typical manner, to implement LB-level fine-grain DVFS for an FPGA, each input of LBs requires a level-shifter. Moreover, since the dual-rail encoding is used, the number of level shifters in the asynchronous FPGA is twice as many as that in a synchronous FPGA. The large number of level shifters causes a large power and a large area overheads. In order to resolve this problem, dynamic circuit is used to reduce the number of level-shifters. The request signal (Req) is used as the pre-charge signal. That is the circuits precharge when Req=0, evaluate when Req=1. Since pulldown network is used, regardless the voltage of the supply voltage used in previous LBs and the current LB, no level-shifter is required for the LUT [7] . The behavior of the LUT is as follows. When Req =0, the values of Out.t and Out.f are "0", that is the output represents a spacer in the four-phase dual-rail encoding. When Req =1, the values of Out.t and Out.f are depend on the operation. Note that the value of Out.f is the same as Out.t , that is the output represents a data in the fourphase dual-rail encoding.
IV. EVALUATION
An FPGA based on the proposed supply-voltage scheme is fabricated using the e-Shuttle 65 nm CMOS process. Fig. 16 and Table 2 show the micro-photograph and the features of the proposed FPGA, respectively. The chip includes 100 cells, where a cell consists of an LB, a CB and an SB as shown in Fig. 17 . Correct operation of the proposed FPGA on the test chip is confirmed. Table 3 shows the comparison between a conventional asynchronous FPGA using a single supply voltage and the proposed FPGA. The evaluation circuit is a cell as shown in Fig. 17 . For example, VDDH and VDDL are respectively set as 1.2 V and 0.9 V in the proposed FPGA. Compared to the conventional asynchronous FPGA, the transistor count is increased by 29%. This hardware overhead is mainly caused by the VDDcontroller in the LB and the programmable switches for the VDD-control signal in the CB and the SB. Since the proposed FPGA supplied with VDDL uses a lower supply voltage than the conventional asynchronous FPGA, the processing time is increased by 92% and the processing energy is reduced by 33%. The processing energy of the proposed FPGA supplied with VDDH is lower than that of the conventional asynchronous FPGA. This is because the data arrival detector is always supplied with VDDL. For the same reason, the processing time of the proposed FPGA supplied with VDDH is larger than that of the conventional asynchronous FPGA. Fig. 18 shows the relationship between the energy consumption and VDDL, and Fig. 19 shows the relationship between the processing time and VDDL. The evaluation circuit is a cell. The energy consumption in Fig. 18 consists of the processing energy and the VDD-control energy. The processing time and energy consumption of the cell supplied with VDDH depends not only on VDDH but also on VDDL. This is because the data arrival detector is always supplied with VDDL. Fig. 20 shows the relationship between the energy consumption and the ratio of the LBs supplied with VDDL to the total LBs. The evaluation circuit includes 100 cells. In an MPEG4 video codec application, 68% of the LBs can be supplied with VDDL [18] . If 0.7 V is chosen for VDDL, the energy is reduced by 35% compared to the conventional asynchronous FPGA.
V. CONCLUSIONS
This paper proposed a fine-grain DVFS scheme called self-adaptive voltage control for low-power FPGAs. In order to decide the supply voltage for each LB, an asynchronous architecture is exploited. LBs on the subcritical path are switched to a lower supply voltage to reduce the power consumption. In the proposed FPGA, the supply voltage of each LB is self-adaptive to the workload, data path, process variation and temperature. Moreover, in order to reduce the overheads of level shifters used at the power domain interface, an LUT without level shifters is employed. Because of the small overheads of the proposed supply-voltage-control scheme and the power domain interface, the granularity size of the power domain in the proposed FPGA is as fine as a single four-input logic block.
By fully exploiting the adaptivity of asynchronous architectures, control parameters such as threshold voltages and a degree of parallelism will be self-adaptive to the workload, data path, process variation and temperature. Hence, the self-adaptive scheme is also suitable for dynamically reconfigurable processors since their data paths change dynamically and frequently, it is more difficult than FPGAs to determine the control parameters for each LB using offline analysis. 
