Induced matchings in asteroidal triple-free graphs  by Chang, Jou-Ming
Discrete Applied Mathematics 132 (2004) 67–78
www.elsevier.com/locate/dam
Induced matchings in asteroidal triple-free
graphs
Jou-Ming Chang
Department of Information Management, National Taipei College of Business, Taipei, Taiwan, ROC
Received 2 January 2001; received in revised form 1 November 2001; accepted 6 May 2002
Abstract
An induced matching M of a graph G is a set of pairwise nonadjacent edges such that no two
edges of M are joined by an edge in G. The problem of /nding a maximum induced matching
is known to be NP-hard even for bipartite graphs of maximum degree four. In this paper, we
study the maximum induced matching problem on classes of graphs related to AT-free graphs.
We /rst de/ne a wider class of graphs called the line-asteroidal triple-free (LAT-free) graphs
which contains AT-free graphs as a subclass. By examining the square of line graph of LAT-free
graphs, we give a characterization of them and apply this for showing that the maximum induced
matching problem and a generalization, called the maximum -separated matching problem, on
LAT-free graphs can be solved in polynomial time. In fact, our result can be extended to the
classes of graphs with bounded asteroidal index. Next, we propose a linear-time algorithm for
/nding a maximum induced matching in a bipartite permutation (bipartite AT-free) graph using
the greedy approach. Moreover, we show that using the same technique the minimum chain
subgraph cover problem on bipartite permutation graphs can be solved with the same time
complexity.
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1. Introduction
Let G=(V; E) be a graph consisting of the vertex set V of size n and the edge set E
(i.e., a set of two-element subsets of V ) of size m. The distance between two vertices
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Fig. 1. A graph with a unique maximum induced matching {{a; b}; {d; e}} of size 2.
u; v∈V is the number of edges of a shortest path from u to v in G. Let k be a positive
integer. The kth power Gk is the graph with the same vertex set as G such that two
vertices are adjacent in Gk if and only if their distance in G is at most k. In particular,
we call G2 the square of G, and Gk for k¿ 2 a proper power of G. The line graph of
G, denoted by L(G), is the intersection graph whose vertices correspond to the edges
of G, and two vertices in L(G) are adjacent if and only if their corresponding edges
in G share a common incident vertex.
An independent set in a graph G is a set of pairwise nonadjacent vertices. A match-
ing is a collection of non-intersecting edges. A matching is induced if no two edges in
the matching are joined by an edge. The maximum induced matching problem is that
of /nding an induced matching with the maximum cardinality in a graph G (see Fig.
1). Induced matchings were independently introduced under various names including
2-separated matchings [25] and strong matchings [9,11]. Induced matchings have the
applications for secure messages broadcast on communication channels and for risk-free
marriage problems [25,12]. Stockmeyer and Vazirani [25] showed that /nding a maxi-
mum induced matching is NP-hard even for bipartite graphs of maximum degree four.
The NP-completeness for bipartite graphs was shown independently by Cameron [4].
In that paper, she also proposed a general way for solving this problem by using a
reduction. That is, /nding a maximum induced matching in a graph G can be trans-
formed to searching a maximum independent set on the square of the line graph of G
(i.e., L(G)2). Using this approach, the maximum induced matching problem has been
shown to be polynomial for several classes of graphs, such as chordal graphs [4], circu-
lar arc graphs [11], trapezoid graphs, k-interval-dimension graphs and cocomparability
graphs [12]. Besides, there exist linear-time algorithms when the input graphs are trees
[9,12,29] or interval graphs [12]. For more information on special graph classes which
are mentioned but not de/ned here, we refer to [2].
An asteroidal triple (AT) of a graph is a set of three vertices such that any two of
them are joined by a path avoiding the closed neighborhood of the third. A graph is
called asteroidal triple-free (AT-free) if it does not contain an AT. Lekkerkerker and
Boland [21] /rst introduced the concept of asteroidal triples to characterize interval
graphs. A graph is an interval graph if and only if it is AT-free and every cycle
of length at least four has a chord, i.e., a chordal graph. Gallai [10] showed that
cocomparability graphs and thus all k-interval-dimension graphs and trapezoid graphs
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are AT-free. Corneil et al. [6,7] provided many interesting results concerning the linear
structure and dominations for AT-free graphs. One of the most compelling results is
that every connected AT-free graph contains a dominating pair (two vertices such that
every path connecting them forms a dominating set).
In this paper, we study the maximum induced matching problem on classes of
graphs related to AT-free graphs. We /rst de/ne a wider class of graphs called
the line-asteroidal triple-free graphs (LAT-free graphs) which generalizes the class
of AT-free graphs. As a result, we show that every proper power of the line graph
of a LAT-free graph is AT-free. Applying this characterization and since there exists
a polynomial time algorithm for /nding a maximum independent set on an AT-free
graph, it is shown that the maximum induced matching problem and a generalization,
called the maximum -separated matching problem, on LAT-free graphs can be solved
in polynomial time. Further, the result can be extended to the classes of graphs with
bounded asteroidal index. Finally, we present a linear-time algorithm for solving the
maximum induced matching problem on bipartite permutation graphs using the greedy
approach. As a by-product of the algorithm, a minimum chain subgraph cover of a
bipartite permutation graph can also be found in the same time complexity.
2. Line-asteroidal triple-free graphs
All graphs considered in this paper are /nite, undirected, without loops and multiple
edges. For a graph G=(V; E), the open neighborhood N (u) of a vertex u∈V is the set
{v∈V : {u; v}∈E}; and the closed neighborhood N [u] is N (u)∪{u}. The neighborhood
N (e) of an edge e={x; y} is the set of edges with at least one incident vertex contained
in N (x)∪N (y), i.e., N (e)={f∈E :f∩(N (x)∪N (y)) = ∅}. Note that M is an induced
matching of a graph G if and only if e ∈ N (f) and f ∈ N (e) for any pair of edges
e; f∈M . For a subset W ⊂ V , we use G −W to denote the subgraph of G induced
by the vertex set V \ W (i.e., {v∈V : v ∈ W}). Similarly, for F ⊆ E we denote the
graph (V; E \ F) by G − F .
Walter [26] generalized the concept of asteroidal triples to the so-called asteroidal
sets, and used asteroidal sets to characterize certain subclasses of chordal graphs. A
set of vertices A ⊆ V is an asteroidal set if for every vertex a∈A, the set A \ {a}
is contained in one connected component of G − N [a]. It is easy to see that every
asteroidal set is an independent set and a set of two vertices is asteroidal if and only
if these vertices are nonadjacent. The asteroidal number of a graph G is the maximum
cardinality of an asteroidal set in G. Let s¿ 2 be a positive integer. We denote by
A(s) the class of graphs with asteroidal number at most s. Note that A(s) ⊂A(s+1)
and AT-free graphs are those graphs contained in A(2). Kloks et al. [18] investigated
the complexity of /nding asteroidal number for certain classes of graphs. In a recent
paper [19] they showed that the important structural properties of AT-free graphs have
natural analogues for graphs with bounded asteroidal number. Ho et al. [16] investigated
the closure property and the forbidden structures under the powers of graphs G ∈A(s).
In the following, we de/ne a new class of graphs and its generalizations. Three
edges of a graph G form a line-asteroidal triple (LAT) if for any two of them there is
70 Jou-Ming Chang /Discrete Applied Mathematics 132 (2004) 67–78
a path from an incident vertex of one to an incident vertex of the other that avoids the
neighborhood of the third edge. A graph is called line-asteroidal triple-free (LAT-free)
if it does not contain a LAT. Generally, a set of edges F ⊆ E is called a line-asteroidal
set if for every edge e∈F , the set F \ {e} is contained in one connected component
of G−N (e). From an easy observation we can see that every line-asteroidal set is an
induced matching and a set of two edges is line-asteroidal if and only if these two
edges form an induced matching. The asteroidal index of a graph G is the maximum
cardinality of a line-asteroidal set in G. Let s¿ 2 be a positive integer. We denote by
L(s) the class of graphs with asteroidal index at most s. Obviously, LAT-free graphs
are those graphs contained in L(2) and all the classes of graphs with bounded aster-
oidal index constitute a hierarchy by set inclusion, i.e., L(s) ⊂ L(s + 1). Moreover,
if F is a line-asteroidal set of a graph G, the set consisting of one incident vertex of
each edge e∈F forms an asteroidal set in G. Hence, A(s) ⊂ L(s) for s¿ 2. For
example, cycle C3s for s¿ 2 is contained in the class L(s), while it is not contained
in the class A(s).
The class of line graphs is a proper subclass of claw-free graphs (i.e., graphs without
a K1;3). For more information about the algorithmic properties of claw-free AT-free
graphs and AT-free line graphs we refer to [1,15,20,23]. KLohler and Kriesell [20]
showed that if L(G) is AT-free then G must be AT-free, while the converse is not
true. Consequently, the line graph of a LAT-free graph is not necessarily AT-free. In
the following, we will show that if a graph G is LAT-free then every proper power
of the line graph of G is AT-free. Our proof in fact extends the result and obtains a
similar implication for any class of graphs with bounded asteroidal index.
Lemma 1. Let G = (V; E) be a graph and F ⊆ E. If F is a line-asteroidal set of G,
then the vertices corresponding to F in L(G)2 form an asteroidal set.
Proof. Let F be a line-asteroidal set of G. If |F |=2, then the corresponding vertices of
F are nonadjacent in L(G)2. Thus the result is trivial. Consider |F |¿ 3. Let e be any
edge of F and H the subgraph of L(G)2 that is induced by the vertex set corresponding
to E\N (e). It is clear that H contains L(G−N (e))2 as a subgraph. Since any two edges
f;f′ ∈F \ {e} are contained in one connected component of G − N (e), the vertices
corresponding to f and f′ are contained in one connected component of L(G−N (e))2,
and thus are also contained in one connected component of H . This shows that the set
of vertices corresponding to F is an asteroidal set in L(G)2.
Lemma 2. Let G= (V; E) be the line graph of some graph H and A ⊆ V . If A is an
asteroidal set of G2, then the edges corresponding to A in H form a line-asteroidal
set.
Proof. Let A be an asteroidal set in G2. If |A| = 2, then the corresponding edges
of A form an induced matching of size 2 in H . Thus the result is trivial. We now
consider |A|¿ 3 and let x; y; z be any three vertices contained in A, i.e., {x; y; z} forms
an AT in G2. Let P = (x = v1; v2; : : : ; vk = y) be a shortest path connecting x and y
in G2 that avoids the neighborhood of z, and let F be the set consisting of edges of
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P that are absent in G. It is clear that for each edge {vi; vi+1}∈F there is a vertex
wi in G such that wi is adjacent to both vi and vi+1. Since P is a shortest path, the
corresponding vertex wi cannot be contained in P. Moreover, wi and wj with i = j
are not the same vertex in G. Thus, we substitute the edges {vi; wi} and {wi; vi+1} for
{vi; vi+1} in P. The replacements of all these edges yield another path connecting x
and y in G2, and also is in G. For each vertex v in G, we denote by e(v) the edge
corresponding to v in H . Since vi ∈ N (z) in G2, the distance from vi to z in G is
at least three. Thus, e(vi) ∈ N (e(z)) in H for all i = 1; : : : ; k. Also, we claim that
for each edge {vi; vi+1}∈F , the distance from wi to z in G is at least three and thus
e(wi) ∈ N (e(z)) in H . Suppose not and let z′ be a vertex adjacent to both z and wi
in G. Clearly, {vi; z′} and {vi+1; z′} cannot be contained in G, for otherwise vi and
vi+1 are within distance two to z in G. Thus, in this case {vi; vi+1; wi; z′} induces a
claw, while this is impossible for the line graph G. The above argument shows that
the set of edges {e(vi): i = 1; : : : ; k} ∪ {e(wi): {vi; vi+1}∈F} in H contains a path
connecting e(x) and e(y) that avoids the neighborhood of e(z). By a similar proof, we
can show that there exists a path connecting e(x) and e(z) (resp. e(y) and e(z)) in
H that avoids the neighborhood of e(y) (resp. e(x)). Thus, {e(x); e(y); e(z)} forms a
LAT in H . Furthermore, {e(u): u∈A} is a line-asteroidal set in H .
From Lemmas 1 and 2, we have the following result.
Theorem 3. Let G be a graph and s¿ 2 an integer. Then G ∈L(s) if and only if
L(G)2 ∈A(s). In particular, G is LAT-free if and only if L(G)2 is AT-free.
Broersma et al. [3] showed that for any positive integer s, /nding a maximum
independent set of a graph with n vertices and asteroidal number at most s can be
solved in O(ns+2) time (in particular, a maximum independent set on AT-free graphs
can be found in time O(n4)). Furthermore, they also showed that the proposed algorithm
can be extended to the weighted case on vertices within the same time bound. Thus,
applying this to the square of the line graph of graphs with bounded asteroidal index
gives the desired result.
Corollary 4. The maximum (weighted) induced matching problem on graphs with
bounded asteroidal index can be solved in polynomial time.
Recently, Ho et al. [16] showed that every class A(s) for s¿ 2 is closed un-
der power. In fact, they gave a more strong result: If Gk ∈A(s) for s¿ 2 then
Gk+1 ∈A(s). According to the result and Theorem 3, we have the following corollary.
Corollary 5. Let G be a graph and s; k¿ 2 be integers. If G ∈L(s) then L(G)k ∈
A(s). In particular, if G is LAT-free then L(G)k is AT-free.
A natural generalization of the maximum induced matching problem was introduced
by Stockmeyer and Vazirani [25]. Let  be a positive integer. A matching M of a
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graph G is called -separated if for any pair of edges e; f∈M , every path connecting
these two edges in G has length at least . Obviously, any matching is 1-separated and
any induced matching is 2-separated. The so-called maximum -separated matching
problem is that of /nding a -separated matching with the maximum cardinality in a
graph G. It is easy to see that for any graph G, every -separated matching in G is
corresponding to an independent set in L(G) and conversely. Based on this observation
and Corollaries 4 and 5, the following consequence can be obtained.
Corollary 6. For any integer ¿ 2, the maximum -separated matching problem is
polynomially solvable on graphs with bounded asteroidal index.
3. Linear-time algorithms on bipartite permutation graphs
In this section, we would like to present an algorithm for solving the maximum
induced matching problem on bipartite AT-free graphs. Let G = (A; B; E) denote a bi-
partite graph where A and B are two color classes of vertices of G. An ordering of
A has the adjacency property if for each vertex b∈B, N (b) consists of vertices that
are consecutive in the ordering of A. An ordering of A has the enclosure property
if for every pair of vertices b; b′ ∈B with N (b) ⊂ N (b′), vertices in N (b′) \ N (b)
occur consecutively in the ordering of A. A strong ordering of the vertices of G
consists of an ordering of A and an ordering of B such that for any two edges
{a; b′}; {a′; b}∈E, where a; a′ ∈A with a¡a′ and b; b′ ∈B with b¡b′, it implies that
{a; b}; {a′; b′}∈E.
A graph is a permutation graph if there exist two permutations of its vertices such
that any two vertices, say u and v, are adjacent if and only if u precedes v in one
permutation and v precedes u in the other. A bipartite permutation graph is a both
bipartite and permutation graph, or equivalently, a bipartite graph containing no aster-
oidal triple [2]. This class of graphs was studied by Spinrad et al. [24] and can be
characterized as follows.
Theorem 7 (Spinrad et al. [24]). The following statements are equivalent for a bipar-
tite graph G = (A; B; E).
(1) G is a bipartite permutation graph.
(2) There is a strong ordering of A and B.
(3) There exists an ordering of A (or B) which has the adjacency and enclosure
properties.
Based on this property, Spinrad et al. developed an O(n + m) time algorithm for
recognizing whether a given graph is a bipartite permutation graph and producing a
strong ordering of the vertices if so. In [5], we reveal that a linear-time algorithm called
the 2-sweep LexBFS used by Corneil et al. [7] for solving certain type of domination
problem on AT-free graphs can also be used for constructing a strong ordering and
solving the recognition problem on bipartite permutation graphs.
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For simplicity of illustrating our algorithm, we may assume that the given bipartite
permutation graph G = (A; B; E) is connected. (If G is not connected, we can /nd a
maximum induced matching for each connected component of G and make the union
of them). Let A = {a1; a2; : : : ; a|A|} and B = {b1; b2; : : : ; b|B|}, where the vertices of A
and B are sorted in a strong ordering such that ai ¡aj if and only if 16 i¡ j6 |A|
and bi ¡bj if and only if 16 i¡ j6 |B|, respectively.
For each vertex v∈A ∪ B and each edge e∈E, we de/ne the following notation:
• s(v) = minN (v), i.e., the smallest vertex adjacent to v.
• l(v) = maxN (v), i.e., the largest vertex adjacent to v.
• G(ai; bj) the subgraph of G induced by the vertex set {ak ∈A: k6 i}∪{bk∈B: k6j}.
• Ni;j(e) the neighborhood of an edge e in the subgraph G(ai; bj).
• M (ai; bj) a maximum induced matching of G(ai; bj).
Note that if G = (A; B; E) is a connected bipartite permutation graph provided with
a strong ordering of A∪B, then both the ordering of A and the ordering of B have the
adjacency and enclosure properties. Thus the following properties are clear.
(P1) If ai ¡aj, then s(ai)6 s(aj) and l(ai)6 l(aj).
(P2) If bi ¡bj, then s(bi)6 s(bj) and l(bi)6 l(bj).
(P3) {a; b}∈E for s(a)6 b6 l(a).
(P4) {a; b}∈E for s(b)6 a6 l(b).
(P5) {a1; b1}; {a|A|; b|B|}∈E.
(P6) if {ai; bj}∈E, then G(ai; bj) is connected.
Lemma 8. Suppose that {ai; bj}∈E. Then Ni;j({ai; bj}) = {{a; b}∈E: s(bj)6 a6 ai
or s(ai)6 b6 bj}.
Proof. For any edge e = {a; b} in the graph G(ai; bi), we consider the following
cases. If a¡s(bj) and b¡s(ai) then e has no incident vertices in N (ai) ∪ N (bj).
Thus e ∈ Ni;j({ai; bj}). We now consider s(bj)6 a6 ai. Obviously, if a = ai or a =
s(bj) then e∈Ni;j({ai; bj}). For the case s(bj)¡a¡ai, since {s(bj); bj}; {ai; bj}∈E,
the adjacency property implies that {a; bj}∈E. Thus {a; b} ∩ (N (ai) ∪ N (bj)) = ∅.
This shows that e∈Ni;j({ai; bj}). Similarly, we can show that if s(ai)6 b6 bj then
e∈Ni;j({ai; bj}).
Lemma 9. Suppose that {ai; bj}∈E and e∈Ni;j({ai; bj}). Then Ni;j({ai; bj}) ⊆Ni;j(e).
Proof. Let e = {ak ; bl} where ak6 ai and bl6 bj. It is clear that s(ak)6 s(ai) and
s(bl)6 s(bj). We will show that if f∈Ni;j({ai; bj}) then f∈Ni;j({ak ; bl}). Since
e∈Ni;j({ai; bj}), by Lemma 8 we may consider the following two cases.
Case 1: s(bj)6 ak6 ai. Since {s(bj); bj}; {ai; bj}∈E, by the adjacency property
we have {ak ; bj}∈E. Note that s(ak)6 s(ai)6 bj. Since {ak ; s(ak)}; {ak ; bj}∈E, the
adjacency property also implies that every vertex between s(ai) and bj must be ad-
jacent to ak . Thus, every edge f∈Ni;j({ai; bj}) with an incident vertex in the set
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{b∈B: s(ai)6 b6 bj} is contained in Ni;j({ak ; bl}). Since s(bl)6 s(bj)6 ak and
{s(bl); bl}; {ak ; bl}∈E, a similar proof as the above argument shows that every edge
f∈Ni;j({ai; bj}) with an incident vertex in the set {a∈A: s(bj)6 a6 ak} is also con-
tained in Ni;j({ak ; bl}). To complete the proof, by Lemma 8 we need to show that every
edge f∈Ni;j({ai; bj}) with an incident vertex in the set {a∈A : ak ¡a6 ai} is con-
tained in Ni;j({ak ; bl}). Let f={a; b} be an edge in G(ai; bj) where ak ¡a6 ai. Since
{ak ; bj}∈E, it is clear that if b=bj then f∈Ni;j({ak ; bl}). On the other hand, if b¡bj
then {ak ; b}∈E follows from the strong ordering of A∪B because {ak ; bj}; {a; b}∈E.
Thus f∈Ni;j({ak ; bl}).
Case 2: s(ai)6 bl6 bj. Similar to the proof of Case 1.
Theorem 10. For every edge {ai; bj}, there is a maximum induced matching in the
graph G(ai; bj) that contains {ai; bj}.
Proof. Suppose that M is a maximum induced matching of G(ai; bj) and {ai; bj} ∈ M .
Then there is an edge {ak ; bl}∈Ni;j({ai; bj}) with k ¡ i or l¡ j that is contained in M ,
for otherwise M ∪ {{ai; bj}} is an induced matching of size larger than that of M . By
Lemma 9, Ni;j({ai; bj}) ⊆ Ni;j({ak ; bl}). Let H be the graph obtained from G(ak ; bl)
by removing the edges of Nk;l({ak ; bl}) and let M ′ be a maximum induced matching
of H . If M ′=∅ then M={{ak ; bl}}. In this case {{ai; bj}} is also an induced matching
of G(ai; bj). We now consider M ′ = ∅. If any edge e∈M ′ and {ai; bj} are connected
by a third edge in G(ai; bj), then e∈Ni;j({ai; bj}). However, this is impossible because
Ni;j({ai; bj}) ⊆ Ni;j({ak ; bl}) and H does not contain any edge of Ni;j({ak ; bl}). Thus,
M ′ ∪ {{ai; bj}} forms an induced matching of G(ai; bj) with the same size as M .
Theorem 11. Suppose that {ai; bj}∈E and let ap = s(bj) and bq = s(ai). If H is
a graph obtained from G(ai; bj) by removing the edges of Ni;j({ai; bj}), then the
following statements are true.
(1) If p= 1 or q= 1, H does not contain any edge.
(2) If s(ap)¡bq and s(bq)¡ap, G(ap−1; bq−1) is the only one non-singleton con-
nected component in H . Moreover, {ap−1; bq−1}∈E.
(3) If s(ap) = bq and s(bq)¡ap where q¿ 2, G(l(bq−1); bq−1) is the only one
non-singleton connected component in H .
(4) If s(bq) = ap and s(ap)¡bq where p¿ 2, G(ap−1; l(ap−1)) is the only one
non-singleton connected component in H .
Proof. Statement (1) is obvious since by Lemma 8, if p=1 or q=1 then Ni;j({ai; bj})
contains all the edges of the graph G(ai; bj). To show the statement (2), we suppose
that s(ap)¡bq and s(bq)¡ap. Clearly, G contains the vertices ap−1 and bq−1. Also,
it is easy to see from Lemma 8 that G(ap−1; bq−1) does not contain any edge of the
set Ni;j({ai; bj}). Further, if we remove the edges of Ni;j({ai; bj}) from G(ai; bj), then
every vertex in the set {a∈A: ap6 a6 ai}∪{b∈B: bq6 b6 bj} must be an isolated
vertex. Note that if ap and ai are the same vertex of G then bq = s(ai) = s(ap)¡bq.
Thus ap = ai. By a similar argument we can show that bq = bj. Since ap¡ai and
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bq ¡bj, by the strong ordering of A ∪ B and the fact {ap; bj}; {bq; ai}∈E, we have
{ap; bq}∈E. Since s(bq)6 ap−1¡ap and s(ap)6 bq−1¡bq, the adjacency property
implies that {ap−1; bq}; {bq−1; ap}∈E. It follows that {ap−1; bq−1}∈E by the strong
ordering of A ∪ B. Thus G(ap−1; bq−1) is connected.
We now consider the statement (3). Suppose s(ap)=bq and s(bq)¡ap where q¿ 2.
Clearly, bq−1 is contained in G. Since s(ap) = bq, every vertex a∈A with a¿ ap
cannot be adjacent to a vertex smaller than bq. Thus l(bq−1)¡ap. By Lemma 8,
every edge of the set Ni;j({ai; bj}) cannot be contained in G(l(bq−1); bq−1). Also,
if all the edges of Ni;j({ai; bj}) are removed from G(ai; bj), then every vertex in
the set {a∈A: l(bq−1)¡a6 ai} ∪ {b∈B: bq6 b6 bj} must be an isolated vertex.
Since {l(bq−1); bq−1}∈E, the only one non-singleton connected component of H is
G(l(bq−1); bq−1). By the symmetry of the strong ordering of A ∪ B, statement (4) can
be proved similarly.
From Theorems 10 and 11, we lead to the following corollary.
Corollary 12. Suppose that {ai; bj}∈E and let ap = s(bj) and bq = s(ai). Then,
M (ai; bj) =


{{ai; bj}}; if p= 1 or q= 1;
{{ai; bj}} ∪M (ap−1; bq−1); if s(ap)¡bq and s(bq)¡ap;
{{ai; bj}} ∪M (l(bq−1); bq−1); if s(ap) = bq; s(bq)¡ap and q¿2;
{{ai; bj}} ∪M (ap−1; l(ap−1)); if s(bq) = ap; s(ap)¡bq and p¿2:
From the above results, we can design the following algorithm to /nd a maximum
induced matching in a bipartite permutation graph using the greedy approach. For
simplicity, we assume that G contains at least one edge.
Algorithm Max-IM
Input: A connected bipartite permutation graph G = (A; B; E) provided
with a strong ordering of A ∪ B.
Output: A maximum induced matching M of G.
begin
for each vertex v∈A ∪ B do calculate s(v) and l(v);
i ← |A|; j ← |B|; M ← {{ai; bj}};
while s(ai) = b1 and s(bj) = a1 do
Remove the edges of Ni;j({ai; bj}) from G(ai; bj) and let H be the
non-singleton connected component of the remaining graph;
/* Theorem 11 guarantees that H must exist */
Let ai and bj be the largest vertices in the ordering of A and the
ordering of B, respectively, that are contained in H ;
M ← M ∪ {{ai; bj}};
do
Output M as a maximum induced matching of G;
end.
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Theorem 13. Algorithm Max-IM 9nds a maximum induced matching of a connected
bipartite permutation graph in O(n+ m) time.
Proof. The correctness of Algorithm Max-IM immediately follows from Theorems
10 and 11. It is clear that calculating s(v) and l(v) for each vertex v of G can be
implemented in O(n + m) time. The total iterations of while loop require O(n + m)
time for computing the edges of Ni;j({ai; bj}) and removing them from G. Therefore,
the time complexity of the algorithm is O(n+ m).
We close this section with the following discussion concerning a problem related to
induced matchings on bipartite permutation graphs. A bipartite graph G = (A; B; E) is
called a chain graph if every two nonadjacent edges in G are connected by a third
edge, or equivalently, for any pair of vertices u; v∈A (or B), either N (u) ⊆ N (v) or
N (v) ⊆ N (u) (i.e., vertices in the same side of bipartition are totally ordered by their
neighborhoods). Chain graphs were also studied under the name of di:erence graphs
[13] or nonseparable bipartite graphs [8], which form a proper subclass of the class
of bipartite permutation graphs. For a bipartite graph G, a k-chain cover is a collection
of chain subgraphs H1; : : : ; Hk of G such that the union of edge sets of the k chain
subgraphs covers all the edges of G. The chain dimension, denoted by ch(G), is the
minimum number k such that G is k-chain coverable. The minimum chain subgraph
cover (MCSC) problem is that to /nd a chain cover C of a bipartite graph G such that
|C|= ch(G). Yannakakis [27] showed that determining if a given bipartite graph G is
k-chain coverable is NP-complete for k¿ 3 and polynomial solvable for k = 2. Ma
and Spinrad [22] presented an O(n2) time algorithm for the 2-chain subgraph cover
problem. Yu et al. [28] showed that the MCSC problem on convex bipartite graphs
(i.e., bipartite graphs G = (A; B; E) have the adjacency property on the orderings of
A or B) can be solved in O(m2) time. Note that the class of convex bipartite graphs
properly contains bipartite permutation graphs as a subclass. We now show that MCSC
problem on bipartite permutation graphs can be solved in linear-time.
We denote by im(G) the size of the largest induced matching of a graph G. By
de/nition, it is clear that im(G)=1 for every chain graph G. Further, for every bipartite
graph G, im(G)6 ch(G) since every edge of a maximum induced matching must be
contained in a diOerent chain subgraph in any minimum chain cover. Note that the
equality does not hold for every bipartite graph, for instance im(C8)=2 and ch(C8)=3.
Now, from an easy observation of the Algorithm Max-IM, we can see that the edges
of Ni;j({ai; bj}) removed from each iteration of the loop together with their incident
vertices form a chain subgraph of the bipartite permutation graph G. Thus, we can
produce a chain cover with the same size as that of the maximum induced matching.
Since the size of the resulting chain cover attains to the low bound, we have the
following consequences.
Theorem 14. The minimum chain subgraph cover problem on bipartite permutation
graphs can be solved in O(n+ m) time.
Corollary 15. For any bipartite permutation graph G, im(G) = ch(G).
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4. Conclusions
In this paper, we have shown that the maximum -separated matching problem for
¿ 2 on graphs with bounded asteroidal index can be solved in polynomial time. This
includes the problem of /nding a maximum induced matching on AT-free graphs as a
special case. Also, we have presented linear-time algorithms for solving the maximum
induced matching problem and the minimum chain subgraph cover problem on bipar-
tite permutation graphs. To /nd the maximum induced matching for chordal graphs,
Cameron [4] has shown that if G is a chordal graph, then so is L(G)2. Thus, it would
be interesting to know whether there is similar implication for the larger classes of
graphs, such as weakly chordal graphs or HHD-free graphs, since these classes of
graphs properly contain chordal graphs as a subclass and a maximum independent set
for these graphs can be computed ePciently [14,17]. Another direction of the future
research is that one can characterize the bipartite graphs for which im(G) = ch(G).
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