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We consider coupling an ordinary quantum field theory with an infinite number of degrees
of freedom to a topological field theory. On Rd the new theory differs from the original
one by the spectrum of operators. Sometimes the local operators are the same but there
are different line operators, surface operators, etc. The effects of the added topological
degrees of freedom are more dramatic when we compactify Rd, and they are crucial in
the context of electric-magnetic duality. We explore several examples including Dijkgraaf-
Witten theories and their generalizations both in the continuum and on the lattice. When
we couple them to ordinary quantum field theories the topological degrees of freedom allow
us to express certain characteristic classes of gauge fields as integrals of local densities, thus
simplifying the analysis of their physical consequences.
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1. Introduction
The goal of this paper is to examine the effect of coupling an ordinary quantum field
theory to a topological quantum field theory. Superficially, one might suspect that since
the ordinary field theory has an infinite number of degrees of freedom, the addition of the
topological theory with its finite number of degrees of freedom cannot be interesting. In
fact, it turns out that the added topological sector can lead to important consequences.
Among other things, such added topological sectors change the set of observables and is
crucial in understanding electric-magnetic duality.
It is good to keep in mind some simple examples. Perhaps the most widely known
class of examples is 2d orbifolds, including cases with discrete torsion. Here we start with
an ordinary field theory and couple it to a discrete gauge theory. The discrete gauge theory
is topological, but its coupling to the ordinary field theory dramatically changes it. Some
of the original local operators are projected out and new, twisted-sector local operators
are added.
Another class of examples is the 3d Chern-Simons-matter theories. Here we start
with a free field theory of matter fields and couple them to the topological Chern-Simons
theory. The resulting theory is an interacting quantum theory. Here the effect of the added
topological degrees of freedom is even more dramatic, changing the local dynamics and
critical exponents.
The theories we will study in this paper are closer to the former of the two classes.
They are similar to the examples in [1-3]. In 4d the spectrum of local operators and their
correlation functions on R4 are not modified by the coupling to the topological field theory.
Instead, the spectrum and correlation functions of line operators, surface operators and
higher dimensional operators are different. Also, upon compactification, e.g. studying the
theory on R3 × S1, even the local dynamics can be modified [3,4].
The configurations contributing to the functional integral typically fall into distinct
sectors. These can be associated with topological classes of the configuration space or with
various twisted boundary conditions (e.g. coupling the theory to a flat background gauge
field). We label these sectors by I, which can be either a continuous or a discrete label,
and the partition function in the sector I is ZI .
Next, we would like to combine ZI to the full partition function
Z =
∑
I
cIZI . (1.1)
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The choice of coefficients {cI} is constrained by various consistency conditions and it is
often the case that there is more than one consistent choice1. In that case the different
choices correspond to distinct theories and the parameters labeling the choices are coupling
constants in the theory. For example, in a four dimensional SU(2) gauge theory the
instanton number ν labels distinct topological sectors. It is commonly stated that the sum
in (1.1) is such that all values of ν should be included with cν = e
iνθ and the only freedom
is in the value of θ-angle. (It was emphasized in [1] that there are other consistent choices
of {cν}.) Other examples of distinct choices of the coefficients {cI} in (1.1) are familiar
in theories of 2d orbifolds. One of our points will be to show that (at least in some cases)
different consistent choices of {cI} are related to each other by coupling the quantum field
theory to a topological quantum field theory.
As a preliminary to our discussion we should define some terminology. We will consider
ordinary gauge fields A with their ordinary gauge symmetries parameterized by a scalar
function λ. We will also consider higher-rank gauge fields A(q+1), which are locally (q+1)-
forms. Their gauge symmetry will be referred to as a q-form gauge symmetry A(q+1) →
A(q+1) + dλ(q). Locally λ(q) is a q-form, but more precisely it is a q-form gauge field; i.e.
λ(q) can have transition functions associated with its own gauge symmetry. Below we will
find gauge fields with more complicated gauge transformation laws.
We can also have generalized global symmetries. A continuous q-form global symmetry
is a symmetry for which the transformation parameter is a closed q-form ǫ(q). The Noether
current of such a global symmetry is a conserved (q+1)-form j(q+1) and the corresponding
charged objects are q-branes. For example, q = 0 corresponds to an ordinary global
symmetry. q = 1 is associated with strings. Since ǫ(q) is closed, we write locally
ǫ(q) = dǫ̂(q−1) . (1.2)
It is often the case that some ǫ(q) act trivially. This can happen when the correspond-
ing ǫ̂(q−1) in (1.2) is a gauge symmetry of the system. Then, it makes sense to quotient
the symmetry by these trivial transformations. For example, the closed form ǫ(q) could
1 In many situations it is interesting to interpret ZI as a vector in a vector space and to
view them as a generalized notion of a partition function. This interpretation is familiar in the
context of rational conformal field theories, where the ZI are known as conformal blocks. This
interpretation is essential in the study of the 6d (2, 0) theory, where it is often the case that ZI
exist, but there is no fully satisfactory choice of {cI}. For more details, see [5-10].
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act trivially, if its periods are quantized in some unites. In this case the corresponding
brane charges are quantized. This is the generalization to q-form symmetries of compact
ordinary (q = 0) symmetry groups (e.g. U(1)).
Below we will also deal with discrete q-form global symmetries, which generalize or-
dinary (q = 0) Abelian discrete symmetries. Such a symmetry transformation is parame-
terized by a closed q-form ǫ(q) whose periods are quantized:∫
ǫ(q) ∈ 2πZ ; (1.3)
i.e. ǫ̂(q−1) of (1.2) is a compact (q − 1)-form gauge field. In this case there is no Noether
current. The generalization of ordinary Zn global symmetries occurs when ǫ
(q) has integral
periods (1.3) and furthermore an ǫ(q), whose periods are in 2πnZ, acts trivially.
Throughout this paper we will examine how gauge symmetries can be created or
destroyed. One thing we can do is to start with a theory with gauge group G and Higgs it
down to a subgroup H ⊂ G using an appropriate Higgs field. Conversely, we can enhance
the gauge group G to a larger group Ĝ (G ⊂ Ĝ) by adding Stueckelberg fields. This can
be done for arbitrary q-form gauge symmetry and then the Higgs/Stueckelberg fields are
q-form gauge fields. These fields transform under the broken group and also have their
own (q − 1)-form gauge symmetry.
A related phenomenon occurs when we start with a gauge group G and end up with
the quotient gauge group H = G/Γ. In this paper we limit ourselves to Γ a subgroup of
the center of G. (More general cases were discussed in [11,12].) If G is a q-form gauge
symmetry, this is achieved by introducing a (q + 1)-form gauge symmetry Γ and letting
some of the (q + 1)-form gauge fields for G be the Higgs/Stueckelberg fields for Γ.
A special case of such a quotient, which we will discuss in more detail in sections 7
and 9, involves an ordinary gauge theory (q = 0) with gauge group G. Such a theory is
described in terms of a cover Ui with transition functions gij ∈ G on the overlap of Ui and
Uj . They are subject to the cocycle condition
gijgjkgki = 1 (1.4)
on triple overlaps. If there are no matter fields transforming under a subgroup Γ of the
center of G, the theory has a one-form global symmetry Γ. This symmetry is characterized
by
Cij ∈ Γ such that CijCjkCki = 1 (1.5)
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and acts on the transition functions as
gij → Cijgij . (1.6)
The condition (1.5) is the discrete version of the closeness condition on ǫ above.
When the system is compactified on a circle, this one-form global symmetry leads in
the lower dimensional theory both to a one-form global symmetry and an ordinary (zero-
form) global symmetry. The latter one is familiar in the context of thermal physics, where
the Polyakov loop is an order parameter for its breaking.
In this case we can gauge the one-form global symmetry Γ by promoting it to a one-
form gauge symmetry. This has the effect of relaxing the constraint (1.4) and replacing it
with
gijgjkgki ∈ Γ . (1.7)
This clearly demonstrates that this gauging makes the gauge group G/Γ.
Our standard topological theory is a Zn gauge theory or its higher form generaliza-
tion. Consider, for concreteness, an ordinary Zn gauge theory in 4d. This theory can be
represented in the following equivalent ways:
1. The standard description of a Zn gauge theory is in terms of patches and Zn transition
functions between them. In this formulation there are not continuous degrees of
freedom and the action vanishes.
2. We add a circle valued field ϕ ∼ ϕ + 2π and introduce a U(1) gauge symmetry
ϕ → ϕ − nλ with λ ∼ λ + 2π. Here we need to specify U(1) transition functions
between patches. As in the first formulation, the action of this theory vanishes.
3. We add a U(1) gauge field A and a Lagrange multiplier three-form H (with quantized
periods) and write the Lagrangian
i
2π
H ∧ (dϕ+ nA) . (1.8)
In this presentation it is easier to write some of the observables of the Zn gauge theory.
4. We dualize ϕ to a two-form gauge field B by replacing (1.8) with
in
2π
B ∧ dA . (1.9)
This is the BF -theory.
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5. We can also dualize A in (1.9) to find
i
2π
F ∧ (dÂ+ nB) , (1.10)
where F is a two-form (with quantized periods) Lagrange multiplier. The gauge
symmetry in this formulation is
Â→ Â+ dλ̂(0) − nλ(1)
B → B + dλ(1) ,
(1.11)
where λ̂(0) and λ(1) are zero and one-form gauge parameters.
6. We can also integrate out F and B in (1.10) to find a theory only of Â with vanishing
Lagrangian with the gauge symmetry (1.11).
7. And as above, we can gauge fix to a Zn one-form gauge theory without continuous
degrees of freedom.
We will elaborate on these various presentations and will generalize them in section
3.
Sections 2 and 3 review known material, which is included here for completeness and
for setting the terminology of the later sections. In section 2 we review some properties of
line operators. Here we will distinguish between genuine line operators and line operators
that need to be the boundary of a surface operator. The second class of line operators with
a surface is further divided to two classes – those where only the topology of the surface
is important and those for which the actual geometry of the surface is physical. In section
3 we review the basic topological field theory that we will use – a BF -theory (1.9).
In sections 4, 5 and 6 we discuss simple topological field theories in 2d, 3d and 4d
respectively. These theories are obtained by adding certain terms to the basic Lagrangian
of the BF -theories (1.9). All these field theories are free, but they exhibit interesting
properties. In particular, in section 4 and 5 we find simple continuum descriptions of some
of the Dijkgraaf-Witten (DW) theories [13]. In section 4 we study the 2d theory
S =
i
2π
∫
(nB1dA1 +mB2dA2 + p lcm(n,m)A1 ∧A2) , (1.12)
where A1,2 are two U(1) gauge fields and B1,2 are scalars. In section 5 we study the 3d
theory
S =
in
2π
∫
X
B ∧ dA+
ip
4π
∫
A ∧ dA , (1.13)
5
where A and B are two U(1) gauge fields. And in section 6 we discuss a 4d theory
S =
in
2π
∫
B ∧ dA+
ipn
4π
∫
B ∧B , (1.14)
where A is a U(1) gauge field and B is a two-form gauge field.
In section 7 we couple an ordinary gauge theory to a topological field theory. Specif-
ically, starting with an SU(n) gauge theory we construct an SU(n)/Zn theory. Here we
follow the discussion in (1.5)-(1.7), but we present the Zn one-form symmetries using U(1)
symmetries, as in (1.8)-(1.11). This allows us to probe certain characteristic classes of
SU(n)/Zn bundles using integrals of local densities. In particular, we write a simple ex-
pression for the surface operator that measures w2 of the gauge bundle. We also present
an integral of a local density for the the Pontryagin square term and its corresponding
discrete θ-parameter [3].
The remaining sections are devoted to various lattice systems. The basic topological
theory that we use is presented in section 8. It is a Zn gauge theory with vanishing
curvature. The discussion in section 9 is a lattice version of the SU(n)/Zn discussion of
section 7.
Sections 10 and 11 discuss duality transformations in spin and gauge systems. Such
dualities are well known. Our main point is the careful analysis of the theory on a compact
space. This analysis uncovers a topological sector that must be included in order to make
the duality precise.
In appendix A we recall some properties of the central extension of ZN ×ZM that we
need. In appendix B we present a lattice version of topological theories that are discussed
in the body of the paper. We review the formalism of simplicial calculus, present a lattice
version of a 2d Dijkgraaf-Witten theory that is similar to the continuum presentation of
section 4, and construct a lattice version of the 4d theory of section 6.
2. Classes of line operators
The purpose of this section is to review and clarify some aspects of line operators and
to set the notation for the rest of the paper. For concreteness we will specialize in most of
this discussion to 4d.
We distinguish between three classes of line operators.
1. We can study a surface operator in spacetime that ends on a line. Clearly, such a
line operator does not exist in isolation and it needs the surface that is attached to
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it. Examples of such surfaces and the way they can end on lines were considered in
[14,15]. In order to specify the operator completely we need to state where both the
line and the surface are. Hence, one might not want to refer to such operators as “line
operators.”
2. The second situation is similar to the previous case, but now the dependence on the
precise location of the surface is quite mild. Specifically, small changes in the location
of the surface do not affect correlation functions – they depend only on the topological
class of the surface. For example, in 4d the surface can link another line operator and
then the dependence on the location of the surface is only through this linking number
and can change only when the line and the surface cross each other. As we explain
below, most of the Wilson and ’t Hooft operators in the discussion of ’t Hooft [16]
and many subsequent papers are of this kind. They depend on a choice of a surface,
but the dependence is only on its topology.
3. The simplest case of line operators is when no surface needs to be specified. To
highlight this fact we will refer to such line operators as “genuine line operators.”
It is good to keep in mind some specific 4d examples. When the gauge group is SU(n)
all Wilson lines are genuine line operators. They do not need a choice of a surface. An ’t
Hooft line is the world line of a probe magnetic monopole and needs a string of magnetic
flux attached to them. This string sweeps a surface. Depending on the physics of this
string the surface might or might not be observable. This facts determines which of the
three classes above the line operator belongs to.
Line operators with vanishing ’t Hooft charge (but with nontrivial GNO charges [17])
are genuine line operators. The Dirac string emanating from them is invisible.
Lines with nontrivial ’t Hooft charge are more interesting. In this case Wilson lines
associated with representations transforming nontrivially under the Zn center of the gauge
group can detect the Dirac string and therefore, the choice of the surface spanned by the
loop is physical. Depending on the representations of the dynamical matter fields, the
surface is topological (the second class above) or is completely physical (the first class
above). If all the dynamical matter fields are invariant under the Zn center of SU(n),
they cannot detect the Dirac string and then the surface is topological. Matter fields
transforming under the Zn center can detect some of these surfaces and then these surfaces
are completely physical and the corresponding lines are of the first class above.
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When the gauge group is SU(n)/Zn, the situation changes. In this case all the dynam-
ical matter fields are invariant under the center. The Wilson lines in representations that
are invariant under the center are genuine line operators. It is often stated that Wilson
lines in other representations are not gauge invariant and hence should not be considered.
But we can still consider such a Wilson line, provided we attach a surface to it.2 Clearly
the surface associated with this line is topological and the correlation functions do not
change when it is deformed slightly. We emphasize that such Wilson lines that bound a
topological surface can have a perimeter law or an area law and thus they are interesting
order parameters that can detect confinement in SU(n)/Zn gauge theories. In particular,
such an operator can be used to measure the string tension even when the gauge group is
SU(n)/Zn. Note that since the surface is topological, the coefficient of the area law (i.e.
the string tension) cannot be absorbed into its renormalization.
The genuine ’t Hooft lines in the SU(n)/Zn theory are more subtle. The discussion in
[19,3] shows that there are distinct theories with the same gauge group, but with different
choices of genuine line operators. The remaining lines are “non- local” [19,3], because they
need (topological) surfaces.
Let us consider these lines in more detail. Denote the Wilson line of the fundamental
representation of SU(n) by W and the basic ’t Hooft operator with the smallest value of
’t Hooft charge by T . ’t Hooft discussed the equal time commutation relations [16]
T W = e2πiL/nWT , (2.1)
where L is the linking number of the two loops in R3. Such commutation relations clearly
mean that the two line operators are not mutually local – their points are space-like
separated and yet they do not commute. When the gauge group is SU(n) the expression
(2.1) means that we must attach a surface to T . Hence, T is not a genuine line operator.
It is a boundary of a surface operator. Conversely, if the gauge group is SU(n)/Zn, we
attach a surface to W.
Using W and T as building blocks we can construct genuine loop operators of the
form WneT nm . The allowed pairs (ne, nm) are determined such that the corresponding
operators commute at equal time; i.e. the phase in (2.1) cancels [19,3].
2 If the line wraps a non-contractible loop in spacetime, and no choice of surface is possible,
we set such an operator to zero. More precisely, if there are several such loops, such that we can
connect them by surfaces, the loops are nonzero. For a more detailed discussion, see [18].
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It is straightforward to repeat this discussion in 3d. Here an ’t Hooft operator is
inserted at a point and it is referred to as a monopole operator. In this case the analog of
the equal time commutators (2.1) are between a monopole at a point and a Wilson line
operator. As in 4d, we have the three classes of objects mentioned above. First, some
local operators need physical lines attached to them. These lines are analogous to the 4d
Gukov-Witten surface operators.3 Second, correlation functions can depend only on the
topological class of that line. And finally, we can have genuine local operators.
3. The Basic Toplogical Field Theory
The purpose of this section is to review some aspects of BF -theories, which we will
need below. These theories were first introduced in [20] and were later identified as Zn
gauge theories in [21,2]. Their applications in condensed matter physics were discussed,
for example, in [22,23,24]. We will make use of compact BF -theories; noncompact BF -
theories are much simpler and are not interesting for our purposes.
We consider a topological theory in D dimensions. The degrees of freedom are a
(q+1)-form gauge field A(q+1) and a (D− q−2)-form gauge field A(D−q−2). The action is
SBF =
in
2π
∫
A(q+1) ∧ dA(D−q−2) . (3.1)
It is invariant under two U(1) gauge symmetries
A(q+1) → A(q+1) + dλ(q)
A(D−q−2) → A(D−q−2) + dλ(D−q−3)
. (3.2)
The gauge invariant field strengths are F (q+2) = dA(q+1) and F (D−q−1) = dA(D−q−2).
Often A(D−q−2) is denoted by B(D−q−2) and hence the name BF -theory. The equations
of motion of (3.1) state that the two field strengths vanish
F (D−q−1) = F (q+2) = 0 . (3.3)
This eliminates all local degrees of freedom and makes it clear that the theory is topological.
3 In some cases, like in Chern-Simons theory with continuous gauge groups, a Wilson line
induces a holonomy around it. So it is the 3d version of a Gukov-Witten operator. But more
generally, such lines are different objects.
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More precisely, the gauge fields A(q+1) and A(D−q−2) as well as gauge parameters
λ(q) and λ(D−q−3) are forms only locally. Globally, one needs to choose a fine enough
open cover of the manifold and specify not only A(q+1), A(D−q−2), λ(q) and λ(D−q−3) on
each element of the cover, but also transition forms of degrees q, (D − q − 3), (q − 1) and
(D − q − 4) on double overlaps. The transition forms themselves must satisfy consistency
conditions on triple overlaps involving forms of even lower degree, etc. The process stops
when one reaches forms of degree 0, which we interpret as S1-valued functions. The object
one gets in this way is called a Deligne-Beilinson cocycle or a Cheeger-Simons differential
character (see [25-28] for reviews aimed at physicists). An ordinary differential form is a
special case, with all transition forms trivial.
Let us make this completely explicit for q = −1, 0, 1 (these are the only cases we
will need in this paper). Let us choose an open cover Ui, i ∈ I, of X . For q = −1 the
field A(q+1) = A(0) is a scalar which takes values in S1 = R/2πZ. There are no gauge
transformations in this case. Alternatively, we can view A(0) as a real-valued function,
whose values are defined modulo 2πZ; then gauge transformations are specified by constant
functions with values in 2πZ. Taking the second viewpoint, A(0) is specified by a collection
of ordinary real-valued functions fi : Ui → R so that on Uij = Ui ∩ Uj we have fi − fj =
2πmij . Here mij ∈ Z are regarded as constant functions on Uij , which satisfy a cocycle
condition mij +mjk +mki = 0 on Uijk = Ui ∩ Uj ∩ Uk. It is also assumed that the cover
is fine enough so that Uij is connected for all i, j. The exterior derivative dA
(0) is a closed
one-form whose periods divided by 2π are winding numbers for the periodic scalar A(0).
For q = 0 the field A(q+1) = A(1) is defined by a collection of one-forms Ai on each
Ui, so that on Uij one has Ai−Aj = dfij for some circle-valued functions fij . If we regard
them as valued in R/2πZ, then the cocycle condition on triple overlaps reads
fij + fjk + fki = 2πmijk, (3.4)
for some integers mijk. These integers satisfy a cocycle condition on quadruple overlaps.
Again it is assumed that the cover is fine enough, so that Uij are all simply-connected, and
Uijk are all connected. The 2-form dA
(1) is the curvature 2-form of the gauge field A(1).
For q = 1 the field A(q+1) = A(2) is specified by a collection of two-forms Ai on each
Ui, so that on Uij one has Ai − Aj = dλij for some one-forms λij (assuming again that
the cover is fine enough). On each Uijk we have a consistency condition
λij + λjk + λki = dfijk, (3.5)
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where fijk are circle-valued functions on Uijk. They satisfy a cocycle condition on quadru-
ple overlaps. If we regard fijk as valued in R/2πZ the cocycle condition is satisfied only
modulo integers mijkl defined on quadruple overlaps. The integers mijkl themselves satisfy
a cocycle condition on quintuple overlaps.
The exterior derivative dA(q+1) of (q+1)-form gauge field is itself a (q+2)-form gauge
field and in fact is a globally-defined closed (q+2)-form. It is not exact as a (q+2)-form,
but its periods are constrained to be integer multiples of 2π. Therefore the transformation
(3.2) shifts the action by
in
2π
∫
dλ(q) ∧ dA(D−q−2) ∈ 2πinZ. (3.6)
Since exp(−SBF ) is required to be gauge-invariant, this means that the parameter n must
be integral.
It is sometimes convenient to dualize one of the gauge fields. We view F (D−q−1) as
an independent field and write the Lagrangian as
in
2π
A(q+1) ∧ F (D−q−1) +
i
2π
dÂ(q) ∧ F (D−q−1) =
i
2π
F (D−q−1) ∧ (dÂ(q) + nA(q+1)) , (3.7)
where Â(q) is a Lagrange multiplier implementing the Bianchi identity of F (D−q−1). In
this formulation the system has the gauge symmetry
Â(q) → Â(q) + dλ̂(q−1) − nλ(q) . (3.8)
The gauge symmetry with λ̂(q−1) is an emergent gauge symmetry. Here the equation of
motion of F (D−q−1) states that
dÂ(q) + nA(q+1) = 0 . (3.9)
As we discussed in the introduction, we can integrate out F (D−q−1) and A(q+1) to find a
theory with only Â(q) with the gauge symmetry (3.8). In this formulation the Lagrangian
vanishes.
The gauge invariant operators are the Wilson operators
W (q+1)(Σ(q+1)) = e
i
∫
Σ(q+1)
A(q+1)
W (D−q−2)(Σ(D−q−2)) = e
i
∫
Σ(D−q−2)
A(D−q−2)
,
(3.10)
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where Σ(q+1) and Σ(D−q−2) are q + 1 and D − q − 2 dimensional closed manifolds.4
One way to understand their correlation functions is to note that an insertion of
W (D−q−2)(Σ(D−q−2)) modifies the equation of motion (3.3) to nF (q+1) = 2πδΣ(D−q−2).
The delta function curvature means that the holonomy of W (q+1) around Σ(D−q−2) is
e2πi/n. Similarly, W (q+1)(Σ(q+1)) induces holonomy for W (D−q−2).
It is important that there are no additional ’t Hooft operators. One way to see that is
to use the formulation (3.7). An ’t Hooft operator is of the form exp
(
i
∫
Σ(q)
Â(q)
)
, but this
object is not invariant under the gauge symmetry (3.8). In order to make it gauge invariant
we could consider exp
(
i
∫
Σ(q)
Â(q) + in
∫
Σ(q+1)
A(q+1)
)
with Σ(q) = ∂Σ(q+1). Using the
equation of motion (3.9) it is clear that this operator is trivial. The same reasoning shows
that the n’th power of the operators (3.10) are also trivial.
This reasoning about the ’t Hooft operators is incomplete when our spacetime manifold
has torsion cycles γ(q) satisfying
∂Σ(q+1) = lγ(q) (3.11)
for some integer l. Then
W(q+1)(Σ(q+1)) = exp
(
in
gcd(n, l)
∫
Σ(q+1)
A(q+1)
)
exp
(
il
gcd(n, l)
∫
γ(q)
Â(q)
)
(3.12)
is gauge invariant. Using the equation of motion (3.9) it satisfies
W(q+1)(Σ(q+1))gcd(n,l) = 1 . (3.13)
Clearly, we can do the same for open Σ(D−q−2) in (3.10).
We mentioned in the introduction global higher form symmetries (1.3)(1.2). Let us
examine them in our system. We can shift the fields
A(q+1) → A(q+1) +
1
n
ǫ(q+1)
A(D−q−2) → A(D−q−2) +
1
n
ǫ(D−q−2)
F (D−q−1) → F (D−q−1)
Â(q) → Â(q) − ǫ̂(q) ,
(3.14)
4 We are being a little schematic here. Since for q > −1 A(q+1) is not a globally-defined
(q + 1)-form, one needs to define more precisely how to integrate it over a (q + 1)-dimensional
closed manifold. For q = 0 the definition is well-known, for q = 1 it is spelled out in [29], for
general q it is an outcome of the integration theory of Deligne-Beilinson cocycles [25].
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where ǫ(q+1) and ǫ(D−q−2) are closed forms of the appropriate rank, whose periods are
quantized:
∫
ǫ(q+1),
∫
ǫ(D−q−2) ∈ 2πZ. ǫ̂(q) is defined locally through ǫ(q+1) = dǫ̂(q). It is
easy to check that our actions (3.1)(3.7) are invariant under these shifts. These correspond
to (q + 1)-form and (D − q − 2)-form global Zn symmetries.
One way to see that these are not gauge symmetries is to note that the gauge invariant
Wilson operators (3.10) transform as
W (q+1)(Σ(q+1))→ e
i
n
∫
Σ(q+1)
ǫ(q+1)
W (q+1)(Σ(q+1))
W (D−q−2)(Σ(D−q−2))→ e
i
n
∫
Σ(D−q−2)
ǫ(D−q−2)
W (D−q−2)(Σ(D−q−2)) .
(3.15)
Therefore, if Σ(q+1) or Σ(D−q−2) are topologically nontrivial, they transform by an n’th
root of unity under these transformation. As a result, the expectation values of these
operators around nontrivial cycles must vanish. This reasoning was used in [18] in a U(1)
gauge theory.
In general the operators (3.10) and (3.12) are not invariant under (3.14) and therefore
their expectation values are constrained by this symmetry. However, the symmetry may
be broken when one couples the TQFT to other degrees of freedom.
Consider now the special case q = 0. Here A(q+1) is an ordinary gauge field and Â(q)
is a scalar. The final expression in (3.7) shows that the U(1) gauge symmetry of A(q+1)
is being Higgsed down to Zn. This conclusion is true also for higher values of q and the
system represents a Zn gauge theory with a gauge parameter a q-form for A
(q+1). It also
has a Zn gauge symmetry with a (D − q − 3)-form gauge parameter for A
(D−q−2).
Another special case is q = −1 (or equivalently q = D − 2). Here φ = A(q+1) is a
scalar and the first gauge symmetry (3.2) is replaced with the condition φ ∼ φ+2π. If the
spacetime is of the form Σ×R with compact Σ, which we interpret as space, the equations
of motion (3.3) mean that the system is equivalent to a quantum mechanical system with
two variables. One of them is φ =
∫
Σ
A(q+1)volΣ and the other is φ˜ =
∫
Σ
A(D−q−2). Their
action is the D = 1 version of (3.1):
in
2π
∫
φ
dφ˜
dt
dt. (3.16)
It leads to a Hilbert space with n states. The invariant operators are eiφ and eiφ˜. They
act as a Heisenberg algebra – a central extension of Zn × Zn (see Appendix A).
This system with q = −1 arises whenever we have a microscopic system with a sponta-
neously broken global Zn symmetry. The order parameter of the breaking is e
iφ, and it has
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n different values in the n vacua. The other gauge invariant operator ei
∫
A(D−1) represents
a domain wall between these different vacua. If space is compact, the n low energy states
are in the same superselection sector and eiφ˜ = e
i
∫
Σ
A(D−1)
implements transitions between
them. As mentioned above, for higher values of q this Zn global symmetry is replaced with
a Zn global (q + 1)-form symmetry.
4. The Zn × Zm Dijkgraaf-Witten theory in 2d
The Dijkgraaf-Witten theory [13] in 2d with gauge group G is a topological gauge
theory defined on the lattice. It has parameters living in H2(G,U(1)). For G = Zn × Zm
one gets
H2(Zn × Zm, U(1)) = Zgcd(n,m) . (4.1)
In this section we provide a continuum description of the Zn × Zm 2d DW theory.
Consider the action
S =
i
2π
∫
(nB1F1 +mB2F2 + p lcm(n,m)A1 ∧ A2) . (4.2)
Here B1 and B2 are 2π-periodic scalars, and A1, A2 are U(1) gauge fields. The parameters
n,m, p are integers. We postulate the following gauge transformations:
A1 → A1 + df1
A2 → A2 + df2
B1 → B1 −
pm
gcd(n,m)
f2
B2 → B2 +
pn
gcd(n,m)
f1 .
(4.3)
Taking into account that gcd(n,m)lcm(n,m) = nm, one can check that the action is
gauge-invariant, provided p is integral.
As in (3.7), we can dualize B1,2 and replace (4.2) with
S =
i
2π
∫ (
G1 ∧ (dB̂1 + nA1) +G2 ∧ (dB̂2 +mA2) + p lcm(n,m)A1 ∧ A2
)
. (4.4)
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Its gauge symmetries are
A1 → A1 + df1
A2 → A2 + df2
B̂1 → B̂1 − nf1
B̂2 → B̂2 −mf2
G1 → G1 +
pm
gcd(n,m)
df2
G2 → G2 −
pn
gcd(n,m)
df1 .
(4.5)
We can further integrate out G1,2 and A1,2 to find a theory with only B̂1,2 with the gauge
symmetry (4.5) and the action
S =
ip
2π gcd(n,m)
∫
dB̂1 ∧ dB̂2 . (4.6)
In this presentation it is clear that the theory is unchanged by a shift p→ p+ gcd(n,m),
and therefore there are only gcd(n,m) distinct theories labeled by p.
The action (4.2) is gauge-invariant up to total derivatives. The boundary term is
1
2πi
p lcm(n,m)
∫
∂M
(f1A2 − f2A1 + f1df2) . (4.7)
The last term shows that one cannot, for example, use free boundary conditions: that
would not be gauge-invariant. Instead one has to couple the gauge field on the boundary
to a quantum mechanical system on which Zn×Zm acts projectively. Then the boundary
action is gauge-invariant up to a phase that cancels the boundary term (4.7). One can
regard the boundary theory as having a gauge anomaly which is canceled by the anomaly
inflow from the bulk. The simplest boundary theory consist of a pair of 2π-periodic scalars
φ1, φ2 with gauge transformations
φ1 → φ1 + f2
φ2 → φ2 − f1
(4.8)
and the action
Sbdry =
i
2π
p lcm(n,m)
∫
∂M
(−φ1dφ2 + φ1A1 + φ2A2) . (4.9)
This action describes a particle on a non-commutative torus of symplectic volume
p lcm(n,m). Its quantization gives a Hilbert space of dimension p lcm(n,m) on which
translations act via a projective representation.
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The fundamental closed line operators in the bulk theory are
W1 = e
i
∮
A1
W2 = e
i
∮
A2 .
(4.10)
Clearly, Wn1 = W
m
2 = 1 are trivial operators. We will soon see that also lower powers of
them can be trivial.
Let us consider local operators in the 2d bulk. For p = 0 (or equivalently if p =
gcd(n,m)) we can have eiB1 and eiB2 . They satisfy einB1 = eimB2 = 1. But when p 6= 0
the operators eiB1 and eiB2 are not gauge invariant. Instead, we can multiply them by line
operators
V̂1 = e
iB1e−i
pm
gcd(n,m)
∫
A2
V̂2 = e
iB2ei
pn
gcd(n,m)
∫
A1
(4.11)
that run from the point of the insertion to another operator or to infinity. Using the
triviality of Wn1 =W
m
2 = 1 the set of genuine local operators are generated by
V1 = V̂
K
1
V2 = V̂
K
2
K =
gcd(n,m)
gcd(p, n,m)
(4.12)
with
V
n
K
1 = V
m
K
2 = 1 . (4.13)
The dimension of the space of bulk local operators is therefore
nm
K2
=
lcm(n,m)gcd(n,m, p)2
gcd(n,m)
. (4.14)
Because of (4.11), some line operators can end on eiB1,2 . Therefore, these line op-
erators have trivial correlation functions in the topological theory5 and the closed line
operators (4.10) satisfy
W
i pn
gcd(n,m)
1 =W
i pm
gcd(n,m)
2 = 1 . (4.15)
More precisely, line operators in a TQFT form a category with a distinguished object 1
(the trivial line operator), and the above equalities should be interpreted as isomorphisms
of objects.
5 If this theory is coupled to another non-topological theory, these lines can be non-trivial.
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An alternate way to think about the local operators is as follows. We remove a point P
from our spacetime and impose a transition function across a line emanating from P. For
example, we can gauge transform with f1 = r1θ with θ a coordinate that winds around P.
The value of r1 is restricted by two considerations. First, we see from (4.7) that under this
gauge transformation the action is shifted by −ir1p lcm(n,m)
∫
P
A2, where the line runs
to another operator or to infinity. This line is trivial when r1p lcm(n,m)/m ∈ Z. Second,
the induced singularity in F1 at P is 2πr1. Invariance of the action under B1 → B1 + 2π
requires it to be an integer multiple of 2π/n. Therefore, r1 must be an integer multiple of
m
lcm(n,m) gcd(p, n,m)
=
gcd(n,m)
n gcd(p, n,m)
. (4.16)
Such an operator is equivalent to a power of V2 in (4.12). Similarly, we can find a local
operator with f2 = r2θ when r2 is an integer multiple of
n
gcd(p, n,m) lcm(n,m)
=
gcd(n,m)
m gcd(p, n,m)
. (4.17)
This operators is the same as a power of V1 in (4.12).
Using the dual variables B̂1,2 in (4.4)(4.6) the gauge invariant local operators (4.12)
can be written as
V1 = e
iKB1−
ip
gcd(p,m,n)
B̂2
V1 = e
iKB2−
ip
gcd(p,m,n)
B̂1
K =
gcd(n,m)
gcd(p, n,m)
.
(4.18)
In this presentation no line integral is needed to preserve gauge invariance. Note that B1,2
are nonlocal relative to B̂1,2, but the expressions (4.18) still make sense.
Boundary observables can be obtained either by fusing bulk observables with the
boundary, or by constructing them out of boundary degrees of freedom. Consider the
boundary condition corresponding to a pair of periodic scalars as above. In this case we
can make exp(iφ1) and exp(iφ2) gauge-invariant by attaching to them Wilson lines:
eiφ1+i
∫
A2
eiφ2−i
∫
A1 ,
(4.19)
but then these operators depend on the choice of the contour. To eliminate this dependence,
we need to consider
O1 = e
imφ1+im
∫
A2
O2 = e
inφ2−in
∫
A1
(4.20)
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and their powers. They satisfy
ON1 = O
M
1 = 1
N =
pn
gcd(n,m)
M =
pm
gcd(n,m)
.
(4.21)
Note that these boundary operators do not commute when p is not a factor of gcd(n,m)
O1O2 = O2O1e
2πi mn
p lcm(n,m) = O2O1e
2πi
gcd(n,m)
p (4.22)
so we find NM = p
2lcm(n,m)
gcd(n,m) operators representing a central extension of ZN × ZM .
Using gcd(pn/gcd(n,m), pm/gcd(n,m)) = p, the extension parameter is η = e2πi
gcd(n,m)
p =
e2πi
P
gcd(N,M) with P = gcd(n,m) (see Appendix A).
The algebra of boundary local operators has a large center. It is generated by
O
p
gcd(p,n,m)
1 , O
p
gcd(p,n,m)
2 (4.23)
and consists of(
n gcd(p, n,m)
gcd(n,m)
)(
m gcd(p, n,m)
gcd(n,m)
)
=
lcm(n,m) gcd(p, n,m)2
gcd(n,m)
(4.24)
operators.
The center consists of those and only those boundary local operators that can be
obtained by fusing bulk local operators with the boundary. The first part of this statement
is not surprising. The lack of commutativity (4.22) is associated with the order of the
insertions along the boundary. An operator that can move away from the boundary can
smoothly move around another local boundary operator and hence it must commute with
it. The second part is less obvious. To show that it is true, consider the the boundary
equations of motion
p lcm(n,m)φ1 = −nB1mod2π
p lcm(n,m)φ2 = −mB2mod2π .
(4.25)
They imply that on the boundary we have the relations
V1 → e
i pm
gcd(p,n,m)
(
−φ1−
∫
A2
)
= O
−p
gcd(p,n,m)
1
V2 → e
i pn
gcd(p,n,m)
(
−φ2+
∫
A1
)
= O
−p
gcd(p,n,m)
2 .
(4.26)
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Thus Ok11 is a limit of a bulk operator only when k1 is a multiple of
p
gcd(p,n,m) , but not
otherwise. Similarly, Ok22 is a limit of a bulk operator only when k2 is a multiple of
p
gcd(p,n,m) , but not otherwise.
The algebra of boundary local operators thus contains a commutative sub-algebra of
dimension (4.24) and the quotient has dimension
(
p
gcd(p, n,m)
)2
. (4.27)
It is generated by X1, X2 satisfying
XJ1 = X
J
2 = 1
X1X2 = X2X1e
2πiQ/J
J =
p
gcd(p, n,m)
Q =
gcd(n,m)
gcd(p, n,m)
.
(4.28)
Since J and Q are relatively prime, this algebra is isomorphic to the algebra of square
matrices of size J .
Axioms of TQFT tell us that every boundary condition gives rise to a bulk local
operator obtained by shrinking the boundary to a point. This map from the set of boundary
conditions to the space of bulk local operators is usually called the boundary-bulk map, and
the image of a particular boundary condition is called the boundary state. The expansion
of the boundary state in terms of a basis of bulk operators can be computed by evaluating
one-point disk correlators.
For example, suppose we use the second description of the set of bulk local operators
(as codimension-2 defects). Then it is easy to see that for any choice of holonomy there
is an essentially unique configuration of bulk and boundary fields solving the equations
of motion. Thus the boundary state is proportional to the sum of all codimension-2
defects. The magnitude of the overall normalization coefficient can be fixed by evaluating
the annulus partition function, which on one hand must be equal to the norm squared
of the boundary state, and on the other hand must be equal to the dimension of the
space of boundary local operators. Therefore the normalization coefficient has magnitude
p/gcd(p, n,m).
Axioms of TQFT also say that the space of bulk local operators in a 2d TQFT is
isomorphic to the Hilbert space of the theory on S1. One can reproduce the count of bulk
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local operators by performing the canonical quantization of the theory (4.2) on a circle.
We parameterize the S1 space by a periodic coordinate in [0, 2π) and we choose axial gauge
for A1,2. For p = 0 the Gauss law constraint says that B1 and B2 are constant, and then
the theory reduces to an ordinary quantum mechanics of a system with a classical action
in
2π
∫
b1∂0a1dt+
im
2π
∫
b2∂0a2dt, (4.29)
where the variables a1, b1, a2, b2 are 2π-periodic. The variables a1 and a2 are the holonomies
of A1 and A2, while b1 and b2 are the constant modes of B1 and B2. Quantization of such a
system is standard and gives a Hilbert space of dimension nm. The operators Uj = exp(iaj)
and Vj = exp(ibj) are realized as clock and shift matrices satisfying U
n
1 = V
n
1 = 1,
Um2 = V
m
2 = 1 and
U1V1 = e
2πi
n V1U1, U2V2 = e
2πi
m V2U2, U1V2 = V2U1, U2V1 = V1U2. (4.30)
For p 6= 0 the Gauss law constraint implies
a1 =
m
p lcm(n,m)
(B2(2π)−B2(0)), a2 = −
n
p lcm(n,m)
(B1(2π)−B1(0)). (4.31)
Since B1 and B2 are 2π-periodic scalars, this means that a1 and a2 have to be quantized
in units of 2πm/(p lcm(n,m)) and 2πn/(p lcm(n,m)), respectively. Therefore Uk1 and V
k
1
are physical operators only if k satisfies
kp lcm(n,m)
nm
∈ Z, (4.32)
or equivalently, if k is an integer multiple of K = gcd(n,m)/gcd(p, n,m). The same
reasoning applies to U2 and V2. Thus the algebra of physical operators is generated by U
K
j
and V Kj , and the dimension of its irreducible representation is nm/K
2.
5. The Zn Dijkgraaf-Witten theory in 3d
In 2d the only topological gauge theory with gauge group Zn is the BF -theory;
no DW deformation is possible since H2(Zn, U(1)) = 0. On the other hand, one has
H3(Zn, U(1)) = Zn, so there are nontrivial DW theories with gauge group Zn labeled by
a parameter p ∈ Zn. These theories and their non-Abelian analogs have been extensively
studied with the view to applications in condensed matter and quantum computing. A
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Hamiltonian lattice formulation of these theories has been given by Kitaev [30] and Levin
and Wen [31]. They can also be described by a continuum action [2]
S =
in
2π
∫
X
B ∧ dA+
ip
4π
∫
A ∧ dA. (5.1)
Here B and A are U(1) gauge fields with the usual gauge symmetry
B → B + dg, A→ A+ df. (5.2)
This action defines a 3d TQFT provided n and p are integer. (If p is odd, the theory
requires a choice of spin structure, i.e. it is a spin-TQFT.) The shift p → p + 2n can be
undone by a field redefinition B → B − A and hence p takes values in Z2n.
On a closed manifold the action is invariant under U(1)×U(1) gauge transformations,
but on a manifold with a boundary the action changes by a boundary term
1
4π
∫
∂X
(2ng + pf)dA. (5.3)
One cannot preserve the full U(1)×U(1) symmetry on the boundary without introducing
non-topological degrees of freedom; however, one can preserve a single U(1) by requiring
2nB + pA = 0 on the boundary and accordingly constraining gauge transformations there
by 2ng + pf ∈ 2πZ. This is a special case of the observation that topological boundary
conditions in Abelian Chern-Simons theories correspond to maximal isotropic subgroups
in the gauge group [32]. Since Abelian Chern-Simons theories have been much studied, we
will not discuss this theory any further.
6. A Zn Topological Gauge Theory in 4d
Following [11,33] we now study a 4d analog of the topological theory of section 2,
which is not of the Dijkgraaf-Witten type.
The action is
S =
in
2π
∫
B ∧ dA+
ipn
4π
∫
B ∧B
=
in
4πp
∫
(dA+ pB) ∧ (dA+ pB)−
in
4πp
∫
dA ∧ dA ,
(6.1)
where A is a one-form gauge field, B is a 2-form gauge field, n is an integer, and p is a
number, whose quantization law will be determined below.
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The second form of the action in (6.1) motivates us to refer to the parameter p as a
discrete θ-parameter. This interpretation will become clearer in section 7.
A is a U(1) gauge field, but the one-form gauge transformations of B acts on it too:
B → B + dλ, A→ A− pλ . (6.2)
Here λ is a U(1) gauge field; i.e. dλ is not exact, but its periods may be arbitrary integral
multiples of 2π. Since the same should apply to A, p must be an integer.
Under the one-form gauge transformation (6.2) the action is shifted by
in
2π
∫
dλ ∧ dA − πipn
∫
dλ
2π
∧
dλ
2π
. (6.3)
On a closed 4-manifold, the first term is automatically an integral multiple of 2πi and can
be dropped. The second term is trivial when
np
2
∈ Z . (6.4)
If n is even, p can be an arbitrary integer. If n is odd, p has to be even. On a spin
manifold with a given spin structure this last requirement is not necessary and p can also
be an arbitrary integer. However, if n is odd and p is odd, the theory will depend on the
spin structure on the manifold. This is analogous to the situation in U(1) Chern-Simons
theory at odd level k, which depends on the spin structure in a nontrivial way [34].
There is also a periodic identification of the parameter p. To see this, note that
equation of motion for A implies that the periods of B are integral multiples of 2π/n.
Thus the term quadratic in B depends only on the fractional part of p2n . Hence,
p ∼ p+ 2n . (6.5)
Thus the discrete θ-parameter takes values in Z2n and can be labeled by
exp
(
2πip
2n
)
. (6.6)
(Since when the theory is placed on an arbitrary manifold and n is odd, p must be even,
this means that in this case the θ-parameter takes values in Zn.)
As in the discussion around (3.7), we can dualize A. We view the 2-form F as an
independent degree of freedom and study the Lagrangian
L =
in
2π
B ∧ F +
ipn
4π
B ∧B +
i
2π
dÂ ∧ F =
i
2π
F ∧ (dÂ+ nB) +
ipn
4π
B ∧B , (6.7)
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where Â is the dual gauge field, which arises as a Lagrange multiplier implementing the
Bianchi identity of F . In addition to the ordinary U(1) gauge symmetry of Â, the 1-form
gauge transformations of B act as
B → B + dλ
F → F − pdλ
Â→ Â− nλ .
(6.8)
As in the discussion above, gauge-invariance of the theory puts a constraint on the values
of n and p.
As in the introduction and in section 3, we can now integrate out F and B to find a
theory only of Â with Lagrangian
L =
ip
4πn
dÂ ∧ dÂ . (6.9)
In this formulation the gauge symmetry Â → Â − nλ easily leads to the condition (6.4)
and to the identification (6.5).
Next, we discuss the global symmetries of our system. For p = 0 we can use the
discussion around (3.14) with q = 1 to find a one-form and a two-form Zn global symmetries
A→ A+
1
n
ǫ(1)
B → B +
1
n
ǫ(2)
F → F
Â→ Â− ǫ̂(1) ,
(6.10)
with ǫ(1) and ǫ(2) are closed forms and ǫ̂(1) is defined locally through ǫ(2) = dǫ̂(1). When
p 6= 0 (6.10) should be modified to
A→ A+
1
n
ǫ(1) −
p
J
ǫ̂(1)
B → B +
1
J
ǫ(2)
F → F −
p
J
ǫ(2)
Â→ Â−
n
J
ǫ̂(1)
J =
{
1
2
gcd(p, n) p and n are even
gcd(p, n) otherwise
,
(6.11)
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with ǫ(2) = dǫ̂(1). We see that the one-form global Zn symmetry associated with ǫ
(1) is not
modified, but the two form global symmetry associated with ǫ(2) became ZJ .
Following [11] we now discuss the line and surface observables in the theory. The
simplest surface observables have the form
exp(ik
∮
Σ
B) , (6.12)
where Σ is a closed oriented surface. Invariance under the one-form gauge transformations
requires k to be integral. Since on-shell the periods of B are integral multiples of 2π/n,
we can identify k ∼ k + n. But not all of these surface observables are nontrivial. As in
the discussion around (4.15), those with k divisible by p can terminate on Wilson loops
of charge k/p. Hence, we can also identify k ∼ k + p. Nontrivial surface operators are
therefore labeled by elements of Zgcd(n,p).
If the surface Σ in (6.12) is topologically non-trivial, the global symmetry (6.10),
(6.11) restricts its expectation value.
The discussion of line operators is similar to the discussion of local operators in the 2d
theory of section 4. We can try to construct line operators using the Wilson loop e
i
∮
γ
A
,
but invariance under (6.2) forces us to study the open surface operator
W˜ = e
i
∮
γ
A
e
ip
∫
Σ
B
, (6.13)
with ∂Σ = γ. Clearly, this is possible only if γ is homologically trivial. Since Σ is an open
surface, it is clear that W˜ has trivial correlation functions in our topological theory. More
precisely, it can have non-trivial correlation functions only if the surface Σ is penetrated
by another operator; i.e. W˜ has only contact term interactions. (As above, if our theory
is coupled to a non-topological theory, W˜ can be nontrivial.) Genuine line operators are
found when the coefficient of
∫
Σ
B is a multiple of n. In that case the B dependence can
be removed by a large gauge transformation. Hence the genuine lines are generated by
W = W˜
n
gcd(p,n) . (6.14)
Note, as a surface operator W˜ has only contact term and hence it is trivial, but it can still
lead to nontrivial line operators W. Since W˜n = 1,
Wgcd(p,n) = 1 , (6.15)
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and we have gcd(p, n) nontrivial line operators. As could be expected, the numbers of
nontrivial surface and line observables match.
As in previous sections, we could have attempted to find additional lines using ’t Hooft
operators. These can be written using using Â of (6.7) as e
i
∮
γ
Â
. But they do not lead to
new operators. Indeed, the nontrivial line operator W can be written as
W = e
i n
gcd(p,n)
∮
γ
A−i p
gcd(p,n)
∮
γ
Â
. (6.16)
Again, this is meaningful only when the contour is homologically trivial. The dependence
on Â reflects the need for a large gauge transformation in removing B from the expression
in (6.14).
As in (3.11)-(3.13), additional operators arise when our spacetime has torsion one-
cycles. Using the formulation (6.7), if a one-cycle γ satisfies ∂Σ = lγ, we can define a
gauge-invariant observable
Ŵo(Σ) = exp
(
in
gcd(n, l)
∫
Σ
B
)
exp
(
il
gcd(n, l)
∮
γ
Â
)
. (6.17)
It satisfies6
Ŵo(Σ)
gcd(n,l) = 1 . (6.18)
As with the closed surface operators (6.12) in general, the global symmetries (6.10), (6.11)
restrict the expectation value of Wo.
On a manifold with a boundary the action is invariant under the one-form gauge
transformations only up to boundary terms:
∆S =
i
2π
∫
∂X
(
−
np
2
λdλ+ nλdA
)
. (6.19)
To cancel this boundary term, one needs to introduce boundary degrees of freedom. A
natural possibility is to introduce a boundary gauge field a, which transforms under the
one-form gauge transformations as follows:
a→ a− λ. (6.20)
6 We should emphasize again that when our topological theory is coupled to another QFT
these relations might no longer be satisfied.
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If one takes the boundary action to be
Sbdry =
i
2π
∫
∂X
(
−
np
2
ada+ nadA
)
, (6.21)
the total action is gauge-invariant.
Boundary line observables can be constructed as follows. We start with a Wilson line
for a and make it gauge-invariant :
Ŵb(k, r) = exp
(
i(nk − pr)
∮
a+ ir
∮
A+ ink
∫
B
)
. (6.22)
Here r and k are arbitrary integers. We took the coefficient of the surface term to be an
integer multiple of n in order to eliminate the dependence on the choice of a surface and
get a genuine boundary line observable.
Note that replacing
k → k +
p
gcd(n, p)
, r → r +
n
gcd(n, p)
(6.23)
multiplies the boundary line Wb(k, r) by a bulk line W. Therefore, boundary lines are
generated by the bulk line W and the “minimal” boundary line
Wb = exp
(
i gcd(n, p)
∮
a+ . . .
)
. (6.24)
The number of independent boundary lines (those not obtained as limits of bulk lines) is
therefore lcm(n, p).
Boundary line observables may have a nontrivial braiding. For the boundary condition
considered above, the phase between Wsb and W
s′
b is
exp
(
4πiℓss′gcd(n, p)2
np
)
= exp
(
4πiℓss′gcd(n, p)
lcm(n, p)
)
, (6.25)
where ℓ is the linking number. Note that the braiding is degenerate if gcd(n, p) 6= 1, i.e.
the braided tensor category of boundary lines is not modular.
7. Coupling a Topological Field Theory to 4d Gauge Theories
Rather than studying the general case, in this section we consider a particular coupling
of a four dimensional SU(n) gauge theory without matter fields to the topological theory
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(6.1) or its dual version (6.7). Our goal is to show that an SU(n)/Zn gauge theory with
an arbitrary discrete θ-parameter can be constructed by coupling an SU(n) gauge theory
to topological degrees of freedom. A related lattice construction has been discussed in
[11,33].
We follow the discussion in the introduction (1.4)-(1.7) with G = SU(n) and Γ = Zn
to find a G/Γ = SU(n)/Zn theory. For the gauging of the one-form Zn symmetry we use
the continuous gauge symmetry formulation that we have used throughout this paper.
Since in (6.1) we used A for a U(1) gauge field, we denote the SU(n) gauge field by
a. First, we promote the SU(n) gauge theory to a U(n) gauge theory by adding the U(1)
gauge field Â. More precisely, Â is the trace of the U(n) gauge field in the fundamental
representation, while the U(n) gauge field itself is
â = a+
1
n
Â1I, (7.1)
where a is traceless and 1I is the unit matrix. Note that even if Â is a well-defined U(1)
gauge field, 1
n
Â is not since its transition functions, which are nth roots of the transition
functions for Â, may fail to satisfy the correct cocycle condition on triple overlaps. But
the same problem may afflict the transition functions for a (namely, on triple overlaps
the cocycle condition holds only modulo nth roots of unity). If the field â is a well-
defined U(n) gauge field, these two problems compensate each other, and the U(n)-valued
transition functions for â satisfy the usual cocycle condition
gijgjkgki = 1I. (7.2)
The U(n) theory has more local degrees of freedom that the SU(n)/Zn theory we are
aiming at. It also does not have the correct properties as regards the ’t Hooft flux: in
the SU(n)/Zn gauge theory the flux takes values in H
2(X,Zn), while in the U(n) gauge
theory it takes values in H2(X,Z). Both problems are solved by postulating an Abelian
one-form gauge symmetry
â→ â− λ1I , (7.3)
where λ is a U(1) gauge field. Equivalently, a is invariant under a one-form gauge sym-
metry, while Â is shifted by −nλ. This gauge symmetry prevents a kinetic term for Â but
allows us to add to the action a topological term
ip
4πn
∫
dÂ ∧ dÂ . (7.4)
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This is our term (6.9). As in (6.3), invariance under (7.3) forces np/2 ∈ Z. (On a spin
manifold p can be an arbitrary integer.)
The presence of a one-form gauge symmetry means that we should enlarge the set of
allowed field configurations. Namely, given an open cover Ui, i ∈ I, of X and a U(n) gauge
field âi on each Ui, we postulate the following compatibility condition on double overlaps
Uij = Ui ∩ Uj :
âj = gjiâig
−1
ji − igjidg
−1
ji − λji1I, (7.5)
where λji is a U(1) gauge field on Uij and gji is a U(n)-valued function on Uij . As usual,
we assume that gij = g
−1
ji and λij = −λji.
Note that a U(1) gauge transformation for λji also acts on gji:
λji → λji + dhji, gji → e
−ihjigji . (7.6)
These are “gauge transformations of gauge transformations.” Therefore, it does not make
sense to impose the usual cocycle condition on the transition functions gij on triple overlaps
Uijk. Rather, let us postulate that on triple overlaps the condition (3.5) holds (it is almost
required by consistency). The functions fijk transform as follows under (7.6) :
fijk → fijk + hij + hjk + hki . (7.7)
Then on triple overlaps we can impose a twisted cocycle condition
gijgjkgki = e
−ifijk , (7.8)
while preserving invariance under (7.6). (Compare with (1.7).) The functions fijk must
then satisfy a cocycle condition on quadruple overlaps. This kind of generalized U(n)
gauge field has appeared previously in the study of D-branes in a topologically nontrivial
B-field [35].
To summarize, the gauge field â looks like a U(n) gauge field locally, but differs from
it globally. The gluing data for â allow one to define a class in H2(X,Zn) which describes
the ’t Hooft flux. Namely, computing the determinant of (7.8) we find
exp(i(nfijk + sij + sjk + ski)) = 1, (7.9)
where sij = log det gij is an S
1-valued function on Uij . Therefore there exist integers mijk
such that
fijk +
1
n
(sij + sjk + ski) =
2πmijk
n
. (7.10)
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Since fijk satisfy a cocycle condition modulo 2πZ, the integers mijk satisfy a cocycle
condition modulo n. Thus they define an element m ∈ H2(X,Zn). One can check that it
is well-defined (i.e. does not depend on the choice of the branch of the logarithm needed to
define sij and is invariant under the “gauge transformations of gauge transformations”).
In the D-brane context, the class m is determined by the restriction of the B-field to the
brane world-volume.
We interpret the resulting theory as an SU(n)/Zn theory. The nontrivial topology
of the SU(n)/Zn bundle is controlled by the cohomology class w2 of mijk. Alternatively,
we can introduce a two-form gauge field B = − 1
n
dÂ = − 1
n
Tr â. It is flat and so locally
trivial, but its transition one-forms λij on double overlaps together with the functions fijk
on triple overlaps encode the same information as w2. The Pontryagin square term is given
schematically7 by (7.4).
The resulting theory can be thought of as an SU(n) gauge theory coupled to a 4d
TQFT (6.7). To make this explicit it is convenient to introduce an independent two-form
gauge field B and a Lagrange multiplier two-form F and add to the U(n) action a term
i
2π
∫
F ∧ (dÂ+ nB) +
ipn
4π
∫
B ∧B . (7.11)
The one-form gauge symmetry (7.3) now also acts as (6.8).
Note that the global Zn two-form symmetry corresponding to ǫ
(2) in (6.10),(6.11) is
broken by coupling the TQFT to the SU(n) degrees of freedom. More precisely, if ǫ(2) is
exact, then the symmetry is still maintained, if we augment (6.10) with â → â − 1
J
ǫ̂(1)1I.
But if ǫ(2) is not exact, then ǫ̂(1) is not a globally-defined one-form, but a connection on a
U(1) bundle. Shifting â then must be supplemented by changing the transition one-forms
λij and the transition functions gij. In general, this is impossible to do while maintaining
the cocycle conditions (7.8) and (3.5).
Let us discuss loop observables in this theory. Consider first the situation with p = 0.
Since the gauge symmetry is U(n), the basic Wilson loop along γ is
(
TrfPe
i
∮
γ
a
)
e
i
n
∮
γ
Â
,
where Trf is the trace in the fundamental representation. This object is not invariant
under the gauge symmetry (6.8) and should be multiplied by a surface operator
Wf (γ) =
(
TrfPe
i
∮
γ
a
)
e
i
n
∮
γ
Â
e
i
∫
Σ
B
(7.12)
7 The formula is only schematic because dÂ is not a globally-defined two-form, but a Deligne-
Belinson cocycle [25].
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where ∂Σ = γ. In other words, this is not a genuine line operator. The genuine Wilson
lines are associated with SU(n) representations that are invariant under the Zn center.
Other line operators are constructed using the dual gauge field A (whose field strength is
the Lagrange multiplier F )
T (γ) = e
i
∮
γ
A
. (7.13)
It is easy to see that T and W satisfy the ’t Hooft commutation relations (2.1). More
generally, since all the dynamical fields are in the adjoint of SU(n) and they are invariant
under the Â U(1) gauge symmetry, the dependence on the surface Σ is topological.
Finally, we can also consider closed surface operators of the form
e
i
∫
Σ(2)
B
(7.14)
with Σ(2) a closed surface.
These line and surface operators are easily identified as the operators in an SU(n)/Zn
gauge theory. For example, the surface operator (7.14) measures the value of w2 on this
surface. When there are torsion one-cycles, we can use more general observables like (3.12).
This leads us to identify T (γ) as the ’t Hooft operator of SU(n)/Zn. We conclude that
the SU(n)/Zn gauge theory is obtained from an SU(n) gauge theory by coupling it to a
topological field theory.
Next, we consider the effect of nonzero p. The discussion of the Wilson operators is
exactly as for p = 0, but the ’t Hooft operator (7.13) is not invariant under the gauge
symmetry (6.8). Instead, we should multiply it by a surface operator:
T (γ) = e
i
∮
γ
A
e
ip
∫
Σ
B
, (7.15)
with ∂Σ = γ. It is not a genuine line operator. However, as in (6.16), it is clear that the
dyonic line operator
T (γ)Wf (γ)
−p (7.16)
is a genuine line operator. Comparing with [3], we recognize the that the parameter p labels
the theory (SU(n)/Zn)p, which is characterized by adding to it a discrete θ-parameter
associated with the Pontryagin square of SU(n)/Zn.
Let us discuss the reverse process, which was anticipated in [3]. We start with an
(SU(n)/Zn)p theory and couple it to a topological theory that projects out the non-
trivial bundles, such that we end up with an SU(n) theory. Specifically, we couple our
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(SU(n)/Zn)p system (either in the formulation (7.4) with only Â or in the version (7.11),
which includes also B) to another Zn topological theory. The latter is described using a
one-form gauge field A˜ and a two-form gauge field B˜ with the Lagrangian
i
2π
∫
B˜ ∧
(
dÂ− ndA˜
)
. (7.17)
The gauge symmetry (7.3) must act also on A˜ as A˜→ A˜−λ. The equation of motion of B˜
forces dÂ = ndA˜ and therefore, all the sectors with nontrivial periods 12π
(∫
dÂ
)
mod n,
i.e. nontrivial w2, are projected out. Clearly, this is the SU(n) theory. This construction
is very similar to the construction in [1], where couplings similar to (7.17) restrict the
instanton number.
We end this section with a simple 2d version of the previous discussion. Again, we
start with an SU(n) gauge theory and want to construct an SU(n)/Zn theory. As above,
we add a gauge field Â with the one-form gauge symmetry Â → Â − nλ. Then, we can
add to the action a term
ir
n
∫
dÂ (7.18)
with r = 0, 1, ..., n−1. It can be interpreted as a Zn-valued discrete θ-parameter associated
with π1(SU(n)/Zn) = Zn. Again, one should really understand this term as an integral of
a two-form gauge field in the sense of [29,25].
As above, in order to make the two-form gauge field nature of dÂ more clear, we can
introduce an independent two-form gauge field B and a Lagrange multiplier Φ and study
the action
i
2π
∫
Φ(dÂ+ nB) + ir
∫
B . (7.19)
Note that if we insert the gauge invariant Wilson loop (7.12) in the functional integral,
then the value of r outside the loop differs from its value inside the loop by one unit.
Therefore, r can be interpreted as a background discrete electric flux associated with the
discrete θ-parameter.
8. Topological Lattice Gauge Theories
Ordinary lattice gauge theories based on the gauge group G are constructed out of
link variables Uℓ ∈ G.
8 If G is Abelian we can also define a theory where the variables
8 In order to keep the notation simple, we will not distinguish between the group elements and
their values in the simplest nontrivial representation.
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are on plaquettes, cubes etc. The product of the group elements around a plaquette Up =∏
ℓ∈p Uℓ (with standard conjugation depending on the orientation of the links) transforms
by conjugation and the action is a conjugation-invariant function of Up.
A topological version of this lattice gauge theory can be obtained by restricting the
configuration space to “flat gauge fields” for which Up = 1. For discrete gauge groups such
a constraint can be found in the weak coupling limit, where configurations that deviate
from Up = 1 are suppressed. Alternatively, as we will do below, the constraint Up = 1 can
be implemented with a Lagrange multiplier.
For Abelian G, say G = Zn, we introduce Lagrange multiplier fields on the plaquettes
Bp = e
2πibp/n with bp = 0, 1, ..., n− 1 and include in the partition function a factor
∏
p
U bpp =
∏
p
e2πiupbp/n =
∏
p
Bupp , (8.1)
where Up = e
2πiup/n. The sum over bp implements the constraint on Up. Then, the gauge
system does not have local degrees of freedom – locally, we can choose a gauge Uℓ = 1.
But globally, there are nontrivial holonomies around non-contractible cycles.
In addition to the Zn gauge symmetry that acts on sites, our system has another Zn
gauge symmetry associated with cubes, e2πiλc/n with λc = 0, .1, ..., n−1. We can multiply
Bp (or equivalently shift bp) by a group element of each cube that p participates in. Using
the Bianchi identity
∏
p∈c Up = 1 (where the product is over all the plaquettes around a
cube c), this multiplies (8.1) by (
∏
p∈c Up)
λc = 1. One way to think about it is to regard
Bp = e
2πibp/n as living on the (d− 2)-dimensional faces of the dual lattice, and then this
Zn gauge symmetry is a standard gauge symmetry (of higher forms).
Gauge-invariant observables include Wilson lines obtained as products of the gauge
variables around a closed loop γ, W(γ) =
∏
ℓ∈γ Uℓ. There are also (d − 2)-dimensional
operators constructed out of Bp. In 4d these are surface operators WB(S) obtained by
multiplying Bp∗ around a closed surface S on the dual lattice
9. Their correlation functions
are
〈W(γ)WB(S)〉 = e
2πiL(γ,S)/n , (8.2)
where L(γ,S) is the linking number of the line and the surface.
9 We denote sites, links, plaquettes, and cubes of the dual lattice by s∗, ℓ∗, p∗, and c∗
respectively.
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For non-Abelian G we can enforce the constraint Up = 1 by hand, inserting a product
of delta-functions ∏
p
δ(Up) , (8.3)
where δ : G→ R is a function that is equal to 1 at the identity element and zero elsewhere.
Alternatively, we can expand this function in terms of the irreducible characters of G.
Since G is assumed to be finite, their number is equal to the number of conjugacy classes
in G. Let R be the set of irreducible representations. Then on each plaquette we have a
variable Rp taking values in R, and the weight of each configuration is∏
p
dimRp χRp(Up) , (8.4)
where χR is the character of the representation R. The partition function is computed by
summing over the link variables Uℓ and the plaquette variables Rp.
Below we will encounter also higher-dimensional generalization of these topological
lattice gauge theories associated with higher form gauge symmetry.
We end this section with a lattice version of the theory of section 4 – a 2d Zn × Zm
topological theory with the DW term. We work with the Zn-valued variables Uℓ = e
2πiuℓ/n
on the links of the lattice and the Zm-valued variables Vℓ∗ = e
2πivℓ∗/m on the links of
the dual lattice. We also have Zn-valued variables Bp on the plaquettes and Zm-valued
variables Cp∗ on the dual plaquettes, both with the interactions like (8.1). This is similar
to the first two terms in (4.2), but unlike the discussion there, where the gauge symmetry
was U(1)× U(1), here it is Zn × Zm. The analog of the third term in (4.2) is∏
ℓ
U
p lcm(n,m)vℓ∗/n
ℓ =
∏
ℓ
e2πip lcm(n,m)uℓvℓ∗/mn =
∏
ℓ∗
V
p lcm(n,m)uℓ/n
ℓ∗ , (8.5)
where ℓ∗ is related to ℓ by counterclockwise rotation by 90◦ about the midpoint . It is
easy to check that (8.5) is invariant under the shifts uℓ → uℓ + n and vℓ → vℓ +m.
Under a Zn gauge transformation e
2πiλs/n at a site s the expression (8.5) is multiplied
by
(∏
V ±1ℓ
)p lcm(n,m)λs/n
, where the product is over the links ℓ touching s and the signs
are determined by the orientation. This can be written as V
p lcm(n,m)λs/n
p∗ , where Vp∗ is
the “field strength” plaquette variable of the Zm gauge theory on the dual lattice. A
similar expression can be derived for the Zm gauge transformations e
2πiρs∗/m. Therefore,
to ensure gauge invariance we need Bp and Cp∗ to transform as
Bp → Bpe
2πip lcm(n,m)ρp/m
Cp∗ → Cp∗e
−2πip lcm(n,m)λp∗/n ,
(8.6)
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where the gauge parameters ρ and λ are expressed as dual plaquette variables. The trans-
formation laws (8.6) are similar to (4.3).
On-shell, where we impose the equations of motion of Bp and Cp∗ , the Zn×Zm gauge
fields are constrained to be flat. Then, this is exactly the theory studied by Dijkgraaf and
Witten [13]. But our theory has full gauge invariance off-shell. In other words, we managed
to write this model also for non-flat gauge fields. Therefore, it is easy to consider operators
depending on Bp and Cp∗ that are analogous to (4.11), (4.12), which introduce curvature
(as in the discussion above). In the usual formulation, where the plaquette constraint is
imposed by hand, these local operators are regarded as disorder operators.
9. A lattice description of the SU(n)/Zn gauge theory
An SU(n) gauge theory is constructed out of link variables Vℓ ∈ SU(n). Their product
around a plaquette Vp is used to write the Lagrangian. As in (1.5), this system has a one-
form global Zn symmetry. It is generated by Zn elements on the links Cℓ such that their
product around plaquettes satisfies
∏
Cℓ = 1. It acts as
Vℓ → CℓVℓ . (9.1)
Following [36,37] (see also the related papers [38,39]) we now construct an SU(n)/Zn
lattice gauge theory. One way to do it is to use link variables in SU(n)/Zn. Alternatively,
we can use the SU(n) variables Vℓ and their product around the plaquettes Vp and express
the Lagrangian as a trace in a representation of SU(n)/Zn, e.g. |TrVp|
2.
Here we will use another strategy imitating the continuum discussion of section 7 and
construct an SU(n)/Zn lattice gauge theory by gauging the symmetry (9.1). We will do
it by coupling an SU(n) gauge theory to the topological Zn lattice gauge theory (8.1). A
version of this construction has been discussed recently in [11] and [33].
We start with an SU(n) lattice gauge theory with a single plaquette Lagrangian
LSU(n) = f(TrVp) . (9.2)
In order to turn it into an SU(n)/Zn theory we gauge the one-form symmetry (9.1) by
relaxing the condition on the product of the symmetry elements around the plaquettes.
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In other words, we use a one-form gauge symmetry Λℓ ∈ Zn, whose gauge field Bp ∈ Zn
resides on the plaquettes. Under this Zn gauge symmetry the fields transform as follows:
Vℓ → Λ
−1
ℓ Vℓ
Bp →

∏
ℓ∈p
Λℓ

Bp , (9.3)
where the product is over all the links around the plaquette. The Lagrangian (9.2) is made
gauge invariant by replacing it with
LSU(n)/Zn = f(BpTrVp) . (9.4)
In order not to add unnecessary degrees of freedom we make this new Zn gauge theory
topological by including in the partition function the factor
∏
c
Bucc , (9.5)
where Bc is the product of Bp around a cube and Uc = e
2πiuc/n is a Zn Lagrange multiplier
on the cubes. It has its own Zn gauge symmetry. By expressing it on the dual lattice, it
is clear that in 4d the topological theory based on (9.5) is identical to that of (8.1) and uc
is the standard gauge field on the dual lattice.
The gauge invariant operators are easily constructed. The discussion is similar to the
continuum discussion in section 7. The fundamental SU(n) Wilson line Tr
∏
ℓ∈γ Vℓ is not
gauge invariant, but
W(γ) =

∏
p∈Σ
Bp



Tr∏
ℓ∈γ
Vℓ

 (9.6)
with ∂Σ = γ is gauge invariant. The added surface shows that the fundamental Wilson
line is not a genuine line operator. Genuine Wilson lines without a surface involve the n’th
power of W(γ).
The ’t Hooft operator is readily constructed as
T (γ) =
∏
c∈γ
Uc (9.7)
where the product is over cubes pierced by γ. In four dimension this is a line operator.
Clearly, W and T satisfy the ’t Hooft algebra (2.1).
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We can also consider closed surface operators
∏
p∈ΣBp. Because of the factor (9.5),
the product of the plaquette elements Bc around a generic cube is equal to 1 and therefore,
the dependence on the surface Σ both in the closed surfaces and in the Wilson operators
(9.6) is topological.
Unlike the continuum discussion in section 7, the construction of the discrete θ-
parameter in the topological theory and hence also in the gauge theory is more involved
and is discussed in Appendix B.3.
We end this section with a lattice version of the 2d gauge theory discussed around
(7.19). As above, we start with an SU(n) gauge theory with link variables Vℓ ∈ SU(n) and
we add the plaquette variables Bp ∈ Zn and the associated Zn gauge symmetry Λℓ ∈ Zn.
The lattice Lagrangian is as in (9.4). In this case there is no need to add the Lagrange
multiplier term (9.5). Instead, we insert into the partition function a factor
∏
p
Brp (9.8)
with r = 0, 1, ..., n − 1. We interpret this term as the discrete θ-parameter of the 2d
SU(n)/Zn theory. As in the continuum discussion around (7.19), we see that in the
presence of the Wilson operator (9.6) the effective value of r differs by one unit inside and
outside the loop. So the term (9.8) can be thought of as inducing r units of background
Zn flux, as we expect from the discrete θ-parameter.
To check that this theory is indeed an SU(n)/Zn theory we integrate out Bp. Then,
the partition function is ∑
{Vℓ}
∏
p
F (TrVp)(TrVp)
−r (9.9)
with F (TrVp) some function satisfying F (e
2πi/nTrVp) = F (TrVp). For r = 0 the action is
trivially invariant under Vℓ → e
2πi/nVℓ. This would be the standard lattice action for an
SU(n)/Zn gauge theory. The novelty here is that also for nonzero r the action (9.9) is
invariant under this operation (on a closed manifold). Hence, the partition function based
on (9.9) describes the SU(n)/Zn theory with a discrete θ-parameter r.
10. Dualizing Zn spin systems
Following Kramers and Wannier we discuss here the duality of Zn spin systems (the
standard Ising model corresponds to n = 2). The original variables are Zn spin variables
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on the sites Ss . The action is a sum of terms where each term depends only on the
nearest-neighbor interaction terms SsS
∗
s+ℓ. The partition function can be written as
Z =
∑
{Ss}
∏
ℓ
f
(
SsS
∗
s+ℓ
)
=
∑
{Ss}
∏
ℓ
∑
lℓ
f˜
(
e2πilℓ/n
)
(SsS
∗
s+ℓ)
lℓ , (10.1)
where lℓ = 0, 1, ..., n−1 are introduced on the links and f˜ is the discrete Fourier transform
of the function f . It is standard to perform the sum over {Ss}, find a constraint on lℓ and
solve it in terms of dual spin variables on the dual lattice.
Instead, we keep the spin variables Ss in (10.1) and transform to the dual lattice. For
simplicity, we focus on 2d. The spin variables Ss and the link variables lℓ now reside on
the plaquettes and the links of the dual lattice, Sp∗ and lℓ∗ respectively. We introduce a
new Zn gauge symmetry with “Stueckelberg fields” S˜s∗ on the sites of the dual lattice and
link gauge fields Vℓ∗ . The partition function is
Z =
∑
{Sp∗ ,Vℓ∗ ,S˜s∗}
(∏
p∗
S
vp∗
p∗
)∏
ℓ∗
f˜
(
S˜s∗Vℓ∗ S˜
∗
s∗+ℓ∗
)
, (10.2)
where Vp∗ = e
2πivp∗/n =
∏
ℓ∗∈p∗ Vℓ∗ . In the “unitary gauge” S˜s∗ = 1 we recover the
partition function (10.1) with e2πilℓ/n = Vℓ∗ .
Using the fact that Vp∗ are constrained to be 1, locally we can pick the gauge Vℓ∗ = 1,
leading to a dual spin system with the degrees of freedom S˜s∗ and the partition function∑
{S˜s∗}
∏
ℓ∗
f˜
(
S˜s∗ S˜
∗
s∗+ℓ∗
)
. (10.3)
This is the standard statement about duality of these spin systems10.
But the choice Vℓ∗ = 1 cannot be implemented globally. Therefore, we interpret (10.2)
to mean that the dual spin system with S˜s∗ is coupled to a topological Zn gauge theory.
The latter depends on the variables Sp∗ on the plaquettes and Vℓ∗ on the links. This is the
topological gauge theory described in the previous section with the identification Bp → Sp∗
and Uℓ → Vℓ∗ .
It is illuminating to study the physical operators in the presentation (10.2). First, we
have the local gauge-invariant operators Sp∗ , which are the original spin variables Ss. In
10 Since the space of functions on Zn has dimension n, any function can be thought of as a
single function depending on n parameters, and one can regard regard the transformation f → f˜
as self-duality which acts on these parameters.
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the disordered phase the spins fluctuate rapidly and 〈Ss〉 = 0, while in the weak coupling
phase in the infinite volume limit the system has n vacua labeled by 〈Ss〉, which are
associated with the spontaneous breaking of the global Zn symmetry.
We can also consider Wilson lines made out of Vℓ∗ . Since in the absence of insertions
Vp∗ = 1, the correlation functions of the Wilson lines are topological – they are not changed
when the lines are moved around, provided they do not cross any insertion. The correlation
function of such a closed Wilson line with the spins Sp∗ depends only on whether the local
operator at p∗ is inside or outside the Wilson line.
The operators S˜s∗ are the usual disorder operators. In the presentation (10.2) they
are not gauge-invariant. Instead, we can consider S˜s∗V V... with the string of V ’s running
to infinity, or S˜s∗1V V...S˜
∗
s∗2
with the string of V ’s connecting the two points s∗1,2. These
operators are gauge invariant, but they are nonlocal. More specifically, as above, the
correlation function does not change when we move the path of the string of V ’s, provided
it does not cross another insertion. This is the expected behavior of the nonlocal correlation
functions of the spin operators S and the disorder operators of the spin system. (The path
of V ’s is usually interpreted as the location of a branch cut in spacetime.)
In the broken phase with nonzero vev 〈S〉 the expectation value of a pair of disorder
operators 〈S˜s∗1V V...S˜
∗
s∗2
〉 vanishes. However, in the disordered phase with 〈S〉 = 0, the
expectation value 〈S˜s∗1V V...S˜
∗
s∗2
〉 is a constant independent of the separation between s∗1
and s∗2. We can interpret it to mean that the Zn gauge symmetry associated with V is
Higgsed; the imprecise way to state it is that 〈S˜〉 is nonzero. But since this symmetry is
a gauge symmetry, the system still has only a single ground state.
In conclusion, the spin system is not dual to another spin system, but to another
spin system coupled to a topological field theory. The latter keeps track of the nonlocality
between the order and disorder operators and holonomies around non-contractible cycles
in spacetime.
It is straightforward to extend this discussion to higher dimensions. In 3d we find that
the dual of a Zn spin system is a Zn gauge theory coupled to a topological field theory of
a 2-form gauge field. We will find a closely related system in the next section.
Lack of duality in the continuum limit of the Ising model
We end this section with a discussion of a similar and closely related subtlety in the
continuum version of these theories. For simplicity, we focus on n = 2, where in the
continuum, this is a system of free fermions.
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The duality transformation should switch the sign of the fermion mass m. In order to
see that this is not a symmetry of the problem, consider the system on a Riemann surface.
Here we have to sum over the spin structures. They fall into two orbits of the modular
group. Even spin structures typically do not have any fermion zero modes and odd spin
structure typically have a single fermion zero mode. Modular invariance determines the
coefficients of the contributions in each class. Factorization demands that we sum over the
odd spin structures with coefficient ±1. This coefficient can be thought of as a discrete
θ-like parameter of the 2d system11.
Let us label the total partition function of the system for these two values of the
parameter as Z± = Ze ± Zo, where Ze,o are the contributions of the even and odd spin
structures. Expanding in powers of m, it is clear that Ze is an even function and Zo is an
odd function of m. Hence
Z+(m) = Z−(−m) . (10.4)
We see that the partition function is not invariant under the duality transformation
m → −m. Instead, the system is invariant under the simultaneous change in the sign of
m and in the discrete θ-like parameter. This fact should not be surprising. In the torus,
the ± sign determines the sign of the projection in the Ramond sector. This determines
whether we study the system with the order operator σ or the disorder operator µ. These
choices are interchanged under duality.
11. Dualizing Zn Lattice Gauge theory
Here we follow Wegner [40] (for a review see [41]) and dualize Zn gauge theories.
The original degrees of freedom are Zn elements on the links Uℓ; their product around
a plaquette p is denoted Up =
∏
ℓ∈p Uℓ (where depending on the orientation of the link we
might need to take U∗ℓ instead of Uℓ). The partition function is
Z =
∑
{Uℓ}
∏
p
f(Up) =
∑
{Uℓ}
∏
p

∑
lp
f˜
(
e2πilp/n
)
U lpp

 . (11.1)
Here lp = 0, 1, ..., n− 1 are integers on the plaquettes and the function f˜ is the discrete
Fourier transform of the function f .
11 This discrete θ-parameter is familiar in the context of string theory, where it labels the 0A
and the 0B theories.
39
The standard approach is to perform the sum over the link variables Uℓ, leading to a
constraint on lp. This constraint is solved it in terms of variables on the dual lattice.
Instead, we will keep all the variables and express the answer in the dual lattice. For
simplicity of the presentation we will do it separately in three and in four dimensions.
11.1. d = 3
In the dual lattice the original link variables Uℓ and plaquette variables lp reside on
the plaquettes and the links of the dual lattice Up∗ and lℓ∗ respectively. We also add a new
Zn gauge symmetry that acts on the sites of the dual lattice with “Stueckelberg fields” Ss∗
on the sites and gauge fields Vℓ∗ on the links. The partition function is
Z =
∑
{Ss∗ ,Vℓ∗ ,Up∗}
∏
ℓ∗,p∗
U
vp∗
p∗ f˜
(
Ss∗Vℓ∗S
∗
s∗+ℓ∗
)
. (11.2)
Here Vp∗ = e
2πivp∗/n is the product of the link variables Vℓ∗ around the plaquette p
∗.
The original Zn gauge symmetry acting on Uℓ = Up∗ is preserved because of the Bianchi
identity of Vp∗ .
In the “unitary gauge” Ss∗ = 1 we find our original system (11.1) with the identifica-
tion Vℓ∗ = e
2πilℓ∗/n.
Locally, we can use the fact that Vp∗ are constrained to be 1 to choose Vℓ∗ = 1. Then
the partition function becomes
∑
{Ss∗}
∏
ℓ∗
f˜
(
Ss∗S
∗
s∗+ℓ∗
)
. (11.3)
This is the standard duality between the 3d Zn gauge theory and the Zn spin system of
Ss∗ .
But this solution of the constraint is not true globally. Instead, we interpret the
system (11.2) as the Zn spin system with Ss∗ coupled to a topological gauge system with
the variables Up∗ and Vℓ∗ . This is the topological lattice gauge theory (8.1) with the
identification Bp → Up∗ and Uℓ → Vℓ∗ .
Let us discuss the observables of this system. First, we have Wilson lines of the original
variables WU = U...U . They can be described as a product of Up∗ along the plaquettes
p∗ that are pierced by the line. We also have Wilson lines WV = V...V . The correlation
functions of these kinds of lines depend on their linking number as in (8.2).
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The spin degrees of freedom Ss∗ are not gauge invariant. Instead, we can consider
operators like Ss∗ = Ss∗V V V... with the string of V ’s running to infinity or bilinear
operators Ss∗1S
∗
s∗2
= Ss∗1V V...V S
∗
s∗2
. The correlation functions of WV , and Ss∗ do not
depend on precise paths of the V ’s – only on its topology. Specifically, they change only
when this path circles around a Wilson line WU .
We see that the spin operators Ss∗ are not gauge invariant and need to be “dressed”
with a string of V ’s. Therefore, they are nonlocal relative to the Wilson lines WU . We in-
terpret the operators Ss∗ = Ss∗V V V... as monopole operators. They do not commute with
WU and strictly speaking are not genuine local operators. Their equal time commutation
relations are similar to the ’t Hooft commutation relations [16]
WUSs∗ = e
2πiL/nSs∗WU , (11.4)
where L is the number of times the closed line winds around s∗ with a sign that depends
on the orientation.
Note that the system does not have a global Zn symmetry. There is a phase with
〈Ss∗1V V...V S
∗
s∗2
〉 6= 0 but it can be interpreted as associated with Higgsing the Zn gauge
symmetry of V and does not lead to n distinct vacua. Nevertheless, since it has a long-
range order, we may call it the ordered phase. In this phase the gauge field U is confined,
and accordingly WU has an area law. In the disordered phase, where 〈Ss∗1V V...V S
∗
s∗2
〉 = 0,
WU has a perimeter law. On the other hand, the Wilson line WV has a perimeter law in
both phases.
Given the duality we established here between the Zn gauge system and a Zn spin
system coupled to topological Zn gauge field, we can trivially derive another duality. The
original Zn gauge system has a global Zn one-form symmetry. It multiplies the variables
Uℓ in (11.1) by Zn transformation parameters Λℓ. The action (11.1) is invariant provided
the parameters Λℓ are such that their product around every plaquette is 1. Because of this
constraint, this symmetry is a one-form global symmetry. This symmetry is present both
in the original formulation (11.1) and in its dual description (11.2). To check it in (11.2),
note that ∏
p∗
U
vp∗
p∗ =
∏
ℓ∗
Uvℓ∗ℓ∗ , (11.5)
with Uℓ∗ = Up is the product of Up∗ over all the plaquettes touching ℓ
∗.
Next, we gauge this global one-form symmetry by coupling our Zn gauge theory
to a topological theory of a Zn-valued 2-form. We introduce in (11.1) a new plaquette
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gauge field Bp and add a Lagrange multiplier on the cubes Cc = e
2πicc/n to constrain
Bc =
∏
p∈cBp
Z ′ =
∑
{...}
∏
c
Bccc
∏
p
f(BpUp) . (11.6)
We can do the same in (11.2). Using (11.5) the partition function is
Z ′ =
∑
{...}
∏
ℓ∗
Bcℓ∗ℓ∗ (Bℓ∗Uℓ∗)
vℓ∗ f˜
(
Ss∗Vℓ∗S
∗
s∗+ℓ∗
)
, (11.7)
where the first factor is the Lagrange multiplier expressed in terms of the dual lattice:
Bℓ∗ = Bp and Cℓ∗ = e
2πicℓ∗/n = Cs∗C
∗
s∗+ℓ∗ with Cs∗ = Cp. Summing over Bℓ∗ we learn
that
Cℓ∗Vℓ∗ = Cs∗Vℓ∗C
∗
s∗+ℓ∗ = 1 . (11.8)
Hence, Vℓ∗ is a pure gauge and can be set to 1. We end up with
Z ′ =
∑
{Ss∗}
∏
ℓ∗
f˜
(
Ss∗S
∗
s∗+ℓ∗
)
. (11.9)
In other words, this is a pure Zn spin system like (10.1).
In conclusion, the 3d spin system (11.9) is dual to a Zn gauge system coupled to a
topological theory of flat Zn gauge fields on plaquettes (11.6). The global Zn symmetry
of the spin system acts on (11.6) by multiplication of Cc. Of course, we could derive the
same conclusion by starting with (11.3) and following the steps in section 10.
11.2. d = 4
Here we follow [42,43] and describe the duality of the 4d Zn gauge system. We describe
the system using three different Zn gauge symmetries:
1. The original Zn gauge symmetry acts on the sites of the original lattice (hyper-cubes
of the dual lattice) and the gauge fields Uℓ = Uc∗ .
2. A new Zn gauge symmetry acts on the sites of the dual lattice. Its gauge fields U˜ℓ∗
reside on the links of that lattice.
3. A one-form Zn gauge symmetry acts on the links of the dual lattice. The variables
U˜ℓ∗ transform under this symmetry by multiplication. The gauge fields reside on the
plaquettes of the dual lattice Vp∗ . Their product around cubes Vc∗ = e
2πivc∗/n is gauge
invariant. Another gauge invariant object is the product of U˜ℓ∗ around a plaquette
U˜p∗ multiplied by the gauge field Vp∗ .
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The partition function is
Z =
∑
{U˜ℓ∗ ,Vp∗ ,Uc∗}
∏
p∗,c∗
Uvc∗c∗ f˜
(
U˜p∗Vp∗
)
. (11.10)
It is invariant under all three Zn gauge symmetries mentioned above. The invariance under
the original Zn symmetry (that acts on Uℓ = Uc∗) is guaranteed using the Bianchi identity
of Vc∗ .
In the “unitary gauge” U˜ℓ∗ = 1 we find our original system (11.1) with Vp∗ = e
2πilp∗/n.
Locally, we can choose the gauge Vp∗ = 1 and find the partition function∑
{U˜ℓ∗}
f˜
(
U˜p∗
)
, (11.11)
which is the standard statement that the system is dual to a Zn gauge theory.
But more precisely, we see that the dual gauge theory is coupled to a topological
gauge theory with gauge fields Vℓ∗ (with one-form gauge symmetry on the links). This
topological field theory is similar to the one in (8.1) with Bp → Uc∗ and Uℓ → Vp∗ .
Let us discuss the operators in our system. First, we have Wilson lines of the original
variables
WU =
∏
ℓ∈γ
Uℓ , (11.12)
with the product over the links in the closed loop γ. Equivalently, we can multiply Uc∗ of
the cubes in the dual lattice that are pierced by γ. We also have surface operators
WV =
∏
p∗∈S
Vp∗ , (11.13)
where S is a closed surface on the dual lattice.
The closed Wilson lines of U˜ℓ∗ are not gauge invariant under the gauge symmetry
of Vp∗ . But we can make them gauge invariant by “dressing” them with the plaquette
gauge fields Vp∗ that fill the loop. The combined object T = U˜ ..U˜V...V is a surface with
a boundary. We interpret such a T as the closed ’t Hooft line [16] of the original gauge
theory. Only the topology of the surface filling the loop affects the correlation functions.
But the dependence on this topology prevents it from being a genuine line operator. In
particular, the equal time commutation relations [16]
WUT = e
2πiL/nT WU (11.14)
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with L the linking number of the two loops reflects the dependence on the surface.
The long distance behavior of these operators characterizes the phase of the theory.
The work of [42,43] using the Villain action found three phases of this system (for n large
enough). Using our notations they are:
1. WU exhibits an area law signaling confinement. This is the case at strong coupling.
Here T has a perimeter law.
2. Both WU and T exhibit Coulomb behavior. This phase is not gapped and it is
associated with an emergent U(1) gauge symmetry on the lattice. In the Villain
formulation this U(1) symmetry is manifest on the lattice.
3. WU has a perimeter law and T has an area law. This phase is sometimes referred to
as a Higgs phase. The Villain U(1) symmetry is indeed Higgsed, but its Zn subgroup
is preserved12. Correspondingly, the low energy dynamics is that of a Zn topological
gauge theory. This is obvious in the presentation (11.10). The interesting observables
at low energy are the Wilson lineWU (11.12) and the closed surface WV (11.13). The
situation with T in this phase is as for the fundamental Wilson line in the SU(n)/Zn
theory without matter fields (see section 2). Its definition needs a choice of a topolog-
ical surface and it has an area law associated with the world-sheet of a string. This
area law cannot be absorbed into the renormalization of the surface term. Therefore,
T plays no role in the low energy description of the theory.
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Appendix A. Central extensions of ZN × ZM
The group ZN ×ZM has MN elements and is generated by (g, 1) and (1, h) with the
relations gN = hM = 1. We are looking for a central extension group G
AB = η(A,B)BA , A,B ∈ G, (A.1)
12 This phase was referred to as a “free charge phase” in [44].
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such that elements of the form (gl, 1) satisfy ZN relations, elements of the form (1, h
k)
satisfy ZM relations, and η(A,B) ∈ U(1) commutes with all elements in G. Starting with
the generators (g, 1)(1, h) = eiα(1, h)(g, 1), we can multiply with additional generators to
find (gl, 1)(1, hk) = eilkα(1, hk)(gl, 1). Imposing gN = hM = 1 we find
(g, 1)(1, h) = e2πi
P
gcd(N,M) (1, h)(g, 1) (A.2)
with gcd(N,M) possible values for P , P = 0, 1, 2, ..., gcd(N,M)− 1.
Appendix B. Topological gauge theories on a triangulation
B.1. Simplicial calculus
When doing field theory on a lattice, it is often more convenient from a theoretical
standpoint to use a triangulation instead of a hypercubic lattice. Triangulations are better
than cubic lattices because there is a good simplicial analog of the calculus of differential
forms, while as far as we know there is nothing similar for cubic lattices.
An analog of a p-form is a simplicial p-cochain, i.e. a function on p-simplices. The
space of p-cochain with values in an Abelian group G will be denoted Cp(G). Throughout
this appendix we will be using additive notation for the group operation. In particular,
we will represent Zn by integers modulo n. An analog of the exterior differential is the
simplicial differential δ : Cp(G)→ Cp+1(G). An explicit formula for δ is [45]
(δf)(v0 . . . vp+1) =
p+1∑
i=0
(−1)if(v0 . . . v̂i . . . vp+1), (B.1)
where v̂i means that this argument is not present. In (B.1) we assumed that the vertices
of the triangulation have been ordered in some way, and v0 < . . . < vp+1 are vertices of a
p+ 1-simplex. We also used the fact that any q + 1 vertices of a p-simplex, q < p, span a
q-simplex. The simplicial differential satisfies the identity δ2 = 0, as usual.
If G is a commutative ring (like Z or Zn), we have an analog of the wedge product:
the cup product f ∪ g. An explicit formula for ∪ is [45]
(f ∪ g)(v0 . . . vp+q) = f(v0 . . . vp)g(vp . . . vp+q), (B.2)
where f ∈ Cp(G) and g ∈ Cq(G) and it is assumed that v0 < . . . < vp+q.
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δ satisfies the usual Leibniz identity with respect to ∪:
δ(f ∪ g) = δf ∪ g + (−1)pf ∪ δg . (B.3)
The cup product is actually defined in a slightly more general case, when f ∈ Cp(G),
g ∈ Cq(H), and there is a bilinear map G × H → K into a third Abelian group K.
The only important case for us is when H is the Pontryagin-dual of G (i.e. the group of
characters for G), and K is R/Z. The Leibniz identity still holds in this more general case.
Let us go back to the case when G is a ring. Where the simplicial calculus differs
from the calculus of forms is in the lack of supercommutativity of the cup product. The
cup product fails to be supercommutative in a very specific way [46]. Namely, there exists
a “fermionic” cup product ∪1, which has degree −1 (i.e. f∪1g ∈ C
p+q−1 if f ∈ Cp and
g ∈ Cq) such that
f ∪ g − (−1)pqg ∪ f = (−1)p+q−1 (δ(f∪1g)− δf∪1g − (−1)
pf∪1δg) . (B.4)
This identity implies that the cup product is supercommutative at the level of cohomology
classes. In turn, the fermionic cup product ∪1 fails to be anti-supercommutative in a very
specific way [46]. Namely, there exists a product ∪2, which has degree −2 such that
f∪1g + (−1)
pqg∪1f = (−1)
p+q (δ(f∪2g)− δf∪2g − (−1)
pf∪2δg) . (B.5)
This pattern continues [46], but we will only use the products ∪, ∪1 and ∪2. Explicit
formulas for ∪i can be written down, but their complexity grows with i. For example ∪1
is defined as follows:
(f∪1g)(v0 . . . vp+q−1) =
p−1∑
j=0
(−1)(p−j)(q+1)f(v0 . . . vjvj+q . . . vp+q−1)g(vj . . . vj+q). (B.6)
The sum can be thought of as a signed sum over the partitions of the ordered set
{v0, . . . , vp+q−1} into three nonempty overlapping consecutive pieces, so that the mid-
dle piece has length q + 1 (and the sum of the lengths of the other two pieces is therefore
p+ 1):
(f∪1g)(v0 . . . vp+q−1) =
∑
±f(A1 ⊔A3)g(A2), (B.7)
where (A1, A2, A3) is an overlapping partition of the set {v0, . . . , vp+q−1} into three pieces
and ⊔ stands for disjoint union.
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Similarly, the product ∪2 can be written as a signed sum over overlapping partitions
of the ordered set {v0, . . . , vp+q−2} into four overlapping consecutive pieces, so that the
lengths of the odd-numbered pieces sum up to p+1 (and therefore the lengths of the even
numbered pieces sum up to q + 1):
(f∪2g)(v0 . . . vp+q−2) =
∑
±f(A1 ⊔ A3)g(A2 ⊔ A4) . (B.8)
For example, below we will need a special case of ∪2 with p = q = 3. In that case the
formula contains nine terms, but five of them vanish identically, because for them A1 and
A3 or A2 and A4 are not disjoint. The remaining four overlapping partitions of {0, 1, 2, 3, 4}
are
{0}{0, 1}{1, 2, 3}{3, 4},
{0}{0, 1, 2}{2, 3, 4}{4},
{0, 1}{1, 2}{2, 3}{3, 4},
{0, 1}{1, 2, 3}{3, 4}{4} .
(B.9)
Finally, a d-cochain can be integrated over an oriented d-dimensional triangulated
manifold, so that the usual Stokes formula holds [45]. In particular, if the boundary is
empty, an integral of an exact p-cochain is zero.
B.2. Zn × Zm DW theory in 2d on a triangulation
As an illustration, let us describe the 2d Dijkgraaf-Witten theory with gauge group
Zn × Zm on an oriented triangulated manifold X . The variables are: a one-cochain A1
with values in Zn, a 0-cochain b1 with values in Zn, a one-cochain A2 with values in Zm
and a 0-cochain b2 with values in Zm. The naive lattice version of the continuum action
(4.2) is
S0 =
2πi
n
∫
X
b1 ∪ δA1 +
2πi
m
∫
X
b2 ∪ δA2 +
2πip
gcd(n,m)
∫
X
A1 ∪ A2. (B.10)
By analogy with the continuum theory, we postulate the following gauge transformations:
A1 → A1 + δλ1,
A2 → A2 + δλ2,
b1 → b1 −
np
gcd(n,m)
λ2,
b2 → b2 +
mp
gcd(n,m)
λ1.
(B.11)
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Here λ1 is a 0-cochain with values in Zn and λ2 is a 0-cochain with values in Zm. But
unlike the continuum action (4.2), the action (B.10) fails to be gauge-invariant because
the cup product is not supercommutative. Rather, the variation of the action is
2πip
gcd(n,m)
∫
X
δA1 ∪ δλ2. (B.12)
To cancel it, we need to add a new term to the action which does not have a continuum
counterpart:
S1 = −
2πip
gcd(n,m)
∫
X
δA1 ∪1 A2. (B.13)
The action S0 + S1 is gauge-invariant if X has no boundary.
One subtle issue with the action (B.10) is that, unlike in the continuum theory, for
a general triangulation summing over bi does not force the equation of motion δAi = 0.
Nevertheless, one can show that any triangulation can be subdivided so that δAi = 0 does
hold. Similar subtleties appear in the discussion of the 4d topological gauge theory below.
B.3. Topological Zn gauge theory in 4d on a triangulation
Now let us write down a lattice action for a Zn gauge theory of a one-form A and a
two-form b on a 4d simplicial complex X . This is the lattice version of (6.1). We begin
with the case when there are no topological terms (i.e. p = 0). In that case the simplest
action is
S =
2πi
n
∫
X
δb ∪ A, (B.14)
where b ∈ C2(Zn), A ∈ C
1(Zn). We think of values of B and A as integers modulo n; it is
clear that S2πi is well-defined modulo integer. On a closed X it is also invariant under two
sets of gauge symmetries:
B → B + δλ, A→ A+ δf, (B.15)
where λ ∈ C1(Zn), and f ∈ C
0(Zn). Note that the value of
S
2πi on any configuration is an
integer multiple of 1/n.
Alternatively, we can use the Villain formulation, where B is an integral 2-cochain, A
is a 1-cochain with values in R/Z, and in addition there is an integral 3-cochain C. The
action is
S0 = 2πi
∫
X
(δb− nC) ∪ A. (B.16)
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The action now takes values in purely imaginary numbers modulo 2πiZ. We now have
more gauge symmetries:
A→ A+
1
n
δf
b→ b+ nβ + δλ
C → C + δβ
(B.17)
with f ∈ C0(Zn), λ ∈ C
1(Z), and β ∈ C2(Z).
In effect, b is a two-form gauge field with gauge group Z; C “confines” its subgroup
consisting of integers divisible by n, so effectively one ends up with a Zn two-form gauge
field.
Now let us add a topological term, which corresponds to the continuum b ∧ b term.
We begin with the case of even p. Even this case is not quite trivial, precisely because the
cup product is not supercommutative. Naively, we need to add a term
S1 =
2πip
2n
∫
X
b ∪ b, (B.18)
and modify the transformation law of A under the one-form gauge symmetry:
A→ A−
p
n
λ, λ ∈ C1(Z). (B.19)
However, on the lattice the resulting action is not invariant under the one-form gauge
symmetry. Rather, it is shifted by
p
2n
∫
X
δb∪1δλ . (B.20)
To cancel this, we need to add to the action another term which does not have a continuum
counterpart:
S2 = −
2πip
2n
∫
X
δb∪1b (B.21)
One can easily verify that the resulting action is invariant (modulo 2πi times an integer)
under two-form gauge symmetry as well, provided p is even.
For p odd, however, while the action is still invariant under the one-form gauge sym-
metry, it is no longer invariant under the two-form gauge symmetry, but is shifted by
2πipn
2
∫
X
β ∪ β +
2πip
2
∫
X
δb∪2δβ. (B.22)
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The first term is an integer if pn/2 ∈ Z and can be dropped. To cancel the second term
we add yet another term to the lattice action:
S3 = −
2πip
2
∫
X
δb∪2C. (B.23)
It is clearly invariant under the one-form gauge symmetry. The resulting action S0 +
S1 + S2 + S3 is invariant under all three gauge symmetries, modulo integers and modulo
boundary terms.
We can use this lattice TQFT to provide a lattice formulation of SU(n)/Zn Yang-
Mills theory with an arbitrary discrete θ-parameter. (In section 9 we gave a similar lattice
description of the system on a hyper-cubic lattice, but we limited ourselves to p = 0.)
Yang-Mills fields on a triangulated 4-manifold X are described by a non-Abelian one-
cochain U with values in SU(n). The non-topological (Yang-Mills) part of the action is
taken to be
SYM =
1
g2
∑
p
Tr
(
e
2πibp
n Up + c.c.
)
, (B.24)
where g is the gauge coupling, Up is the curvature of U (it is a non-Abelian 2-cochain with
values in SU(n)), and the summation is over all 2-simplices p of the triangulation. The
total action is S0 + S1 + S2 + S3 + SYM . It is gauge-invariant provided U transforms as
follows under the one-form gauge symmetry (B.17):
U → e
−iλ
n U. (B.25)
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