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The standard model of particle physics is among the most precisely verified scientific
theories in the history of mankind. However, extended theories are already in place,
ready to supersede the standard model should it fail to describe any new physics
that may be observed in the next generation of high energy particle accelerators.
One such minimal extension is the Two Higgs Doublet Model (2HDM). However,
the appearance of additional symmetries to those of the gauge symmetries in the
2HDM can have consequences for the cosmological viability of the model, with the
possibility for non-trivial topological defects forming during spontaneous symmetry
breaking phase transitions.
In this research we perform a systematic study of six accidental Higgs Fam-
ily and CP symmetries that can occur in the 2HDM potential, by introducing and
utilizing our Majorana scalar-field formalism. General sufficient conditions for con-
vexity and stability of the scalar potential are derived and analytical solutions for
two non-zero neutral vacuum expectation values of the Higgs doublets for each of
the six symmetries are presented, in terms of the parameters of the theory. We
identify the topological defects associated with the spontaneous symmetry breaking
of each symmetry by means of a homotopy-group analysis. We find the existence
of domain walls from the breaking of Z2, CP1 and CP2 discrete symmetries, vor-
tices in models with broken U(1)PQ and CP3 symmetries and a global monopole
in the SO(3)HF-broken model. We study the associated topological defect solutions
as functions of the potential parameters via gradient flow methods. We also con-
sider the cosmological implications of the topological defects and are able to derive
bounds on physical observables of the theory in order to avoid contradictions with
experiments. The application of our Majorana scalar-field formalism in studying
more general scalar potentials that are not constrained by the U(1)Y hypercharge
symmetry is discussed. In particular, the formalism may be used to properly iden-
tify seven previously hidden symmetries that may be manifest in a U(1)Y-invariant
scalar potential for particular choices of the model parameters.
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Notations and Conventions
Unless otherwise stated, we use the following conventions throughout this thesis:
• Natural units are used, i.e. kB = ~ = c = 1.
• Greek indices run from 0 to 3.
• Upper case Roman indices run from 0 to 5.
• A circumflex ˆ is used to denote dimensionless parameters.
In order to present equations and formulas in a compact and succinct fashion, we employ
the following mathematical shorthand notations in this thesis:
• Rk = Re(λk) and Ik = Im(λk). Here λk represents a general, complex quartic
coupling parameter of the 2HDM, and Re(λk) and Im(λk) denote that we only use
the real or imaginary part respectively.
• λab = λa + λb,
• λ¯ab = λa − λb,
• λabc = λa + λb + λc,
• λ¯abc = λa + λb − λc.
• λ˜abc = λa + λb − |λc|.
• sx = sinx.
• cx = cos x.
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So true
Funny how it seems
Always in time, but never in line for dreams
Head over heels, when toe to toe
This is the sound of my soul
This is the sound
I bought a ticket to the world
But now I’ve come back again
Why do I find it hard to write the next line
Oh I want the truth to be said
– Gary Kemp (Spandau Ballet)
As the days go by, we face the increasing inevitability that we are alone in a Godless,
uninhabited, hostile and meaningless Universe. Still, you’ve got to laugh, haven’t you?
– Holly (Red Dwarf)
17
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Chapter 1
Introduction
The standard models of particle physics and cosmology are two of the most stud-
ied and experimentally verified theories of modern physics, yet they are both known to
have several shortcomings and contain many undesirable and, as of yet, unobserved pre-
dictions. To remedy such problems, mechanisms and extensions have been proposed that
alleviate many of the problems whilst preserving the experimentally vindicated properties
of the models. The simplest extension to the standard model of particle physics is the
Two Higgs Doublet Model (2HDM), which includes many additional features to that of
the standard model. One such set of additional features is a collection of accidental sym-
metries in the scalar sector, whose neutral vacuum and topological properties have yet to
receive a comprehensive analytical study.
It is therefore the aim of this thesis to create a complete and self-consistent the-
oretical framework in which to study the neutral vacuum solutions and vacuum topology
of the various discrete and global accidental symmetries of the scalar sector of the 2HDM,
and then to use the results of such a study to discuss the existence and cosmological
constraints of any topological defects which may form.
The structure of this thesis is as follows; we begin with a short historical review
on cosmology in Section 1.1, followed by a overview of cosmological topological defects
and modern particle physics in Sections 1.2 and 1.3 respectively 1. The focus of the thesis
then shifts towards the 2HDM in Chapter 2, first by a review of the recent developments in
the theoretical framework for the tree-level model and then on to discussing and deriving
the sufficient conditions for the potential of the model to be convex and bounded-from-
1No claim for any original work is made for these sections.
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below in terms of the gauge invariant potential parameters, in Section 2.3. We then
discuss our extension of the theoretical framework which allows the study of all possible
accidental symmetries in the 2HDM. We call this the Majorana scalar-field formalism,
or in short, the Majorana formalism, which is shown in Section 2.4. In Section 2.5 we
use the Majorana formalism to develop a group-theoretical discussion on the vacuum
manifold of the 2HDM due to the spontaneous breaking of any accidental symmetries
which may be manifest. In Chapters 3 and 4 we use the Majorana formalism along with
a Lagrange multiplier method to analytically derive the topologically non-trivial vacuum
expectation values (VEVs) for six accidental symmetries of the 2HDM. We also discuss the
individual symmetry breaking schemes and topology for these symmetries, the results of
which determine the types of possible topological defects that can arise during spontaneous
symmetry breaking. In Chapter 5 we study the topological defect solutions for each of
the additional accidental symmetries we study. These solutions are then used in Chapter
6 to impose constraints on the experimentally observable quantities of the 2HDM, such as
the VEV ratio tan β, in order to avoid cosmological inconsistencies such as domain wall
domination. Chapter 7 further develops the Majorana formalism to include 2HDM scalar
potentials which violate the hypercharge gauge symmetry. In this new class of potentials,
a further seven accidental symmetries for neutral vacuum conserving 2HDM potentials can
be detected which cannot be distinguished in previous theoretical frameworks from the six
previously known accidental symmetries. The main body of the thesis then concludes with
a summary of the main results in Chapter 8 and a discussion of possible future work. The
Appendices contain many technical details of the calculations performed throughout the
study, including an explicit example of the numerical methods used during the analysis in
Chapter 5.
1.1 Cosmology
Cosmology is the study of the creation of the Universe, the subsequent evolution
of the Universe into its current state and its long-term future. Cosmology is amongst
the oldest subjects in human history with its roots dating back to the very first human
civilizations and beyond, such as the ancient Egyptian civilization where primitive cos-
mological ideas formed the basis of religion and society. However, it was during the 17th
century with the discoveries of Isaac Newton that first put cosmology on a sound scientific
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footing. Newton’s laws of gravitation showed for the first time how a relatively simple
mathematical model could predict cosmological events with high precision, such as the
re-occurrence of comets and the existence of Neptune.
Modern cosmology, however, is a subject born primarily out of the work of Albert
Einstein. Einstein’s work on gravity, known as general relativity, extended and corrected
the ideas of Newton, thus allowing new and more advanced models of the Universe to be
constructed. The theory also made surprising predictions like regions of space which have
such intense gravitational fields from which no information can escape and therefore once
information has entered into the region, it will not return. These regions are termed black
holes due to the predicted lack of electromagnetic radiation that would emanate from
them. Another of the key results of general relativity is the expansion of the Universe,
which was shown to be in accordance with Edwin Hubble’s later measurements of the
distance of distant galaxies and the redshift they exhibit. These results eventually led
to the current and most complete theory of cosmology, the Friedmann-Robertson-Walker
(FRW) model.
With general relativity at its core, the FRW model was able to extend the ideas
of cosmology, especially the creation of the Universe in what has become to be known as
the hot big bang. The model predicts that the entire content of the Universe was once
compacted into an incredibly dense and extremely hot point that expanded and subse-
quently cooled down. The cooling, however, brought about a sequence of intermediate
states or phases, separated by so-called phase transitions. A simple analogy can be bor-
rowed from the cooling of steam; as steam cools down, it undergoes a phase transition
whereby it condenses into liquid water, i.e. the water passes from its gaseous phase to
its liquid phase. Similarly, as the liquid water cools down further, it undergoes another
phase transition where the liquid water freezes into ice, passing from its liquid phase to
the solid phase. Whilst the predicted phase transitions in the early Universe occurred at
much higher temperatures that those needed to observe the phase transitions of water,
the principle remains the same with the Universe being in a particular state before the
phase transition and being in a different state after the phase transition.
One particular phase transition out of the speculated plethora of phase transitions
with specific importance to this thesis is the electroweak phase transition. Before this
phase transition occurred, the state of the Universe was that the electromagnetic and
weak forces were indistinguishable and unified, and the W± and Z0 gauge bosons behind
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the weak interaction were massless. After the phase transition, which took place at an
energy of order ∼ 246GeV, the W± and Z0 bosons became massive whilst the photon, the
gauge boson associated with the electromagnetic force, remained massless. This removed
the indistinguishability between the Z0 boson and the photon, thereby making the weak
and electromagnetic interactions distinguishable, as they have remained ever since.
We now move our short introduction of cosmology on to some of the important
aspects of cosmological phase transitions, with particular focus on the appearance and
consequences of topological defects, which we discuss in the next section.
1.2 Topological Defects
A cosmological topological defect is a physical region of space typically with a
much higher concentration of energy relative to that of the surrounding space. They can
form as the result of spontaneous symmetry breaking at cosmological phase transitions,
whereby neighbouring regions of space that are not in causal contact fall into different
ground states. This process is known as the Kibble mechanism [1] and the resulting
topological defect that forms is entirely dependent upon the symmetry which breaks, and
the residual symmetry after the symmetry breaking phase transition.
To develop an understanding of how spontaneous symmetry breaking can occur,
let us use the simple analogy of the cooling of steam discussed in the previous section.
In the gaseous state, the water molecules move in completely random directions and,
as a result, there is no particular direction which is favoured. Therefore, the motion of
the water molecules has a large spatial symmetry. However, after condensing into the
liquid phase and then freezing into the solid phase, the water molecules spatial symmetry
is significantly reduced. This is since a particular direction is chosen for the crystalline
structure of the ice to be set up in. The direction in which the lattice of water molecules is
aligned is completely arbitrary, and so the large spatial symmetry the molecules possessed
in the gaseous phase is spontaneously broken to a smaller spatial symmetry. A simple
schematic to illustrate these directional symmetries is shown in Figure 1.1.
For a phase transition that causes the spontaneous breaking of a symmetry group
G to a smaller symmetry group H, the classification of the type of topological defect that
forms is intimately linked to the coset space G/H. This coset space is known as the vacuum
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Figure 1.1: A schematic diagram showing the directional symmetries possessed by water
molecules during the gaseous, liquid and solid phases of water.
manifold M, that is
M ∼= G/H . (1.2.1)
A particularly useful property of the vacuum manifold is that if a single point on the
vacuum manifold can be calculated, say Φ0, then the entire vacuum manifold can be
generated by the application of the coset space G/H on single point Φ0. This is known as
the transitivity of the vacuum manifold, with the vacuum manifold being viewed as the
orbit of the symmetry group G. The vacuum manifold is then the set of points Φ such
that
M =
{
Φ : Φ = gΦ0, g ∈ G
}
. (1.2.2)
Here we also note that the action of the residual symmetry group H on a point on the
vacuum manifold is the identity mapping, i.e. hΦ0 = Φ0, for h ∈ H. Therefore, the
residual symmetry group H can be viewed as the stabilizer of the larger symmetry group
G, i.e. H = {g ∈ G : gΦ0 = Φ0}.
An interesting and important point to mention for the study of the spontaneous
breaking of global symmetry groups is what happens when the initial group G is contin-
uous, as opposed to being a set of discrete elements. Goldstone’s theorem [2] states that
spin-zero particles can materialize under such circumstances, with the number of so-called
Goldstone bosons that appear being equal to the number of generators of the symmetry
group G that are broken during spontaneous symmetry breaking, or equivalently, the dif-
ference in the dimensions of the groups G and H, which in turn is the dimension of the
vacuum manifold M. If the symmetry group G was instead describing a local symmetry,
then a spectrum of massive particles can emerge. This latter point is discussed further in
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Relevant Homotopy Group Vacuum Manifold Structure Topological Defect
Π0 [M] 6= I Contains disconnected regions Domain Wall
Π1 [M] 6= I Contains non-contractible loops Cosmic String
Π2 [M] 6= I Contains non-contractible 2-spheres Monopole
Table 1.1: Homotopy group relations for the vacuum manifold M and the associated cos-
mological topological defect which can form.
Section 1.3.1.
For the study of topological defects, the vacuum manifold is an important quan-
tity as its topology is integral in classifying the type of topological defect that can form
at a spontaneous symmetry breaking phase transition. This classification requires the use
of the nth homotopy groups of the vacuum manifold. The standard results for the clas-
sification of topological defects are shown in Table 1.1 [3, 4]. The individual properties
of the topological defects listed in Table 1.1, namely domain walls, cosmic strings and
monopoles, are reviewed in Sections 1.2.1, 1.2.4 and 1.2.5 respectively. Other topological
defects can exist, such as textures. However, these are not discussed since only the three
previously mentioned topological defects are relevant to the original work in this thesis,
and textures typically do not pose any significant cosmological implications [5, 6], unlike
domain walls, cosmic strings and monopoles.
A common occurrence of topological defect formation and structure in solid state
physics can be demonstrated again through the freezing of water to ice. During the phase
transition, ice can form at many different locations simultaneously and so the orientation of
the lattice of water molecules are set up in random directions at these different locations,
with no information about lattice orientation being shared between neighbouring sites.
When neighbouring ice forming sites come together, a region is created which interpolates
and connects the different lattice orientations. This region often appears as a fissure or
crack in the ice and is a type of topological defect.
Several symmetry breaking mechanisms are known to typically lead to topolog-
ical defect formation, such as the spontaneous breaking of a discrete symmetry leading
to domain wall formation, the spontaneous breaking of an axial symmetry leading to cos-
mic string formation, and the spontaneous breaking of a spherical symmetry leading to
monopole formation [3]. These statements lead directly from the result Πn[S
n] 6= I for
n ≥ 1 and Π0[Z] 6= I [7], where Sn is an n-dimensional sphere and Z is the set of integers.
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A common feature of grand unified theories (GUTs), which attempt to describe
all fundamental particle interactions in one consistent theoretical framework, is that the
Universe and the fields within it began in a highly symmetric and unified state, with
an associated large symmetry group G0. As the Universe cooled, it is predicted to have
undergone many phase transitions which have continually broken and reduced the large
symmetry group G0 into the vacuum symmetry group we observe today. A simplified
representation of these numerous symmetry breaking phase transitions is
G0 → G1 → G2 → · · · → SU(3)c ⊗ SU(2)L ⊗U(1)Y → SU(3)c ⊗U(1)em . (1.2.3)
These circumstances give rise to a significant possibility for a topological defect to form
since any one of the many intermediate phase transitions Gk → Gk+1 could have given the
coset space Gk
/
Gk+1 , and therefore the vacuum manifold, the correct topology to allow
topological defect formation.
Topological defect formation, however, is not without its problems and can have
serious ramifications for the Universe and its evolution. We will now discuss each topo-
logical defect listed in Table 1.1, beginning with domain walls.
1.2.1 Domain Walls
Domain walls, as the name suggests, are two-dimensional topological defects that
can be considered as boundaries between regions of space, i.e. domains, of differing char-
acteristics. Since information such as temperature and random fluctuations cannot be
shared at distances larger than the causal horizon, a phase transition in which a field is
required to make a choice of VEV can result in neighbouring domains selecting different
choices for the field’s VEV, provided there are two or more possible choices for the VEV.
In order that there is a smooth transition between neighbouring regions containing fields
which have selected different VEVs, the field is required to interpolate continuously be-
tween the two states. This region of interpolation, or boundary, is the domain wall. A
diagram depicting such a situation is given in Figure 1.2.
An important characteristic of domain walls is that they are predicted to be
long-lived. This stems from the non-zero topological charge associated with the domain
wall, which prevents the dissolving of a domain wall with anything other than a domain
wall of opposite topological charge, akin to the annihilation of an electron with a positron.
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Figure 1.2: A 2D schematic representation of a Universe containing a network of domains
and domain walls. In this figure the domains are either of the “+ type” or “- type”, with
equal probability. The domain walls are shown by the bold black lines which separate regions
of different type. Notice that domain walls do not form between neighbouring regions of
like type, leaving the possibility for large networks of domains to be linked without the
presence of domain walls. (Image reproduced from [3])
The archetypal example of the occurrence of a domain wall is provided by the
simple Goldstone model with a single real scalar field, which exhibits a discrete Z2 sym-
metry. The Lagrangian for such a model is
L = 1
2
(
∂µφ
)2 −V , (1.2.4)
where the potential V can be given as
V =
λ
4
(
φ2 − η2
)2
. (1.2.5)
Here, λ and η are two real parameters which govern the geometry of the potential. In
order for the potential to be bounded-from-below, we require that λ > 0. Figure 1.3 shows
the potential V for particular values of λ and η. Finding the VEVs of such a potential is
not a difficult task via standard methods of extremization. One finds that the extrema
are located at
φ = ±η . (1.2.6)
Here it is easy to observe that the VEVs are related by the symmetry of the model before
symmetry breaking, namely Z2. Since these two VEVs are the only possibilities which
minimize the potential V, the vacuum manifold M is comprised of two disconnected
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Figure 1.3: Plot of the simple Z2 invariant Goldstone potential in (1.2.5) for the potential
parameter values λ = η = 1, in arbitrary mass units.
points, M = {η,−η}. Figure 1.3 shows the two vacua of this simple potential for the
particular value η = 1. After spontaneous symmetry breaking, the field φ is randomly
assigned a VEV out of the two possibilities, and the residual symmetry group H is the
trivial group. The 1-dimensional scalar field which solves the equation of motion associated
with the Lagrangian of (1.2.4), and interpolates between the two different VEV boundary
conditions is well known to be
φ(x) = η tanh
(√λ
2
η x
)
. (1.2.7)
Here, the coordinate x represents the spatial dimension perpendicular to the plane of the
domain wall, and the quantity (
√
λ η)−1 represents the scale of the thickness of the domain
wall. The energy density of the scalar field, which is given by E = 12
(
∂xφ
)2
+ λ4
(
φ2−η2
)2
,
is found to have the coordinate dependence
E(x) = 1
2
λη4sech4
(√λ
2
η x
)
. (1.2.8)
The profile of the scalar field and the corresponding energy density for particular values
of λ and η are shown in Figure 1.4. As is clear from Figure 1.4, the energy density is
localized around the interpolating region, highlighting the region of the domain wall.
A useful and important quantity in the study of domain walls is the total energy
per unit area of the domain wall. This can be found directly from energy density E by
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Figure 1.4: Plot of the scalar field φ(x) and the energy density E(x) of the Goldstone
potential (1.2.5) for the potential parameter values λ = η = 1, in arbitrary mass units.
integrating over the entire space perpendicular to the plane of the domain wall, that is
E =
∫ ∞
−∞
dx E(x) . (1.2.9)
For the simple Z2 Goldstone model energy density of (1.2.8), one finds that the total
energy per unit area of the domain wall is given by the simple relation:
E =
2
√
2
3
√
λ η3 . (1.2.10)
For example, a typical domain wall forming from a GUT-scale phase transition, i.e. η ∼
1016GeV and λ ∼ 1, would have a mass per unit area of ∼ 1051 kg/m2 and a thickness of
∼ 10−28 cm.
Of course, the simple Z2 Goldstone model is not the only model which can exhibit
domain wall solutions. Other introductory models include the sine-Gordon model which
has a potential given by
V =
α
β2
(
1− cos (βφ)) . (1.2.11)
Whilst the full analysis of this model is omitted 2, we do note that this model again exhibits
a discrete symmetry since it is invariant under the transformation φ 7→ φ′ = φ+ 2nπ for
integer n. Like the simple Goldstone model, this discrete symmetry is also broken to the
2A complete analysis is provided in Section 1.9 of [8].
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trivial group during spontaneous symmetry breaking. Therefore, the vacuum manifold for
this symmetry breaking scheme is homeomorphic to Z, the set of integers.
Having presented the basic properties of domain walls, such as the general lo-
calized energy density and interpolating nature of domain wall solutions, we progress our
discussion on to the cosmological implications of domain wall formation, in particular the
domain wall problem.
1.2.2 The Domain Wall Problem
Despite the apparent auspicious nature of domain walls, such as providing a
possible candidate for Dark Matter [9], these sheet-like topological defects can pose an
undesirable fate for the Universe. As is well known from the FRW model of the Universe,
the time dependent energy per unit volume of matter and radiation in both the matter
and radiation dominated epochs, which are shown for completeness in Table 1.2, each
decrease at a rate proportional to t−2 in their respective epoch of domination. The energy
per unit volume for domain walls, ρdw, is calculated from a simple self-scaling argument; if
we assume that there is at least one domain wall per cosmological horizon, then the total
energy of the domain wall within the cosmological horizon is proportional to E r2, where
E is the energy per unit area defined in (1.2.9) and r is the radius of the current horizon.
Therefore, the energy per unit volume of the domain wall is proportional to Er . Since the
horizon expands at the speed of light, we then have
ρdw ∝ E
t
. (1.2.12)
Comparison of (1.2.12) with Table 1.2 leads to the realization that the domain wall’s
energy per unit volume grows relative to that of the matter and radiation in both the
matter and radiation dominated epochs, and at some point will consequently “overtake”
and come to dominate the Universe’s energy per unit volume, regardless of the energy per
unit area E of the domain walls [10]. This is known as the domain wall problem.
The domain wall problem, however, has several solutions that can delay and even
avert any possible domain wall dominating epoch, several of which we will now discuss.
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Energy Density Radiation Epoch Matter Epoch
Matter ∝ t− 32 ∝ t−2
Radiation ∝ t−2 ∝ t− 83
Table 1.2: Time dependence of the energy density for matter and radiation in both the
matter and radiation dominated epochs.
1.2.3 Solutions to the Domain Wall Problem
There exist several ways to remedy the domain wall problem. The domain wall
problem can be neglected entirely if the symmetry breaking phase transitions of a model
are restricted such that the vacuum manifold is not comprised of disconnected parts. This
extreme measure ensures domain walls do not form in the first place, and therefore are not
present to evolve and dominate the Universe. Whilst favourable in terms of not having
a domain wall problem, this restriction on the symmetry groups allowed in the predicted
sequence of phase transitions, shown in (1.2.3), removes much of the richness and variation
possible 3. To allow for the possibility of breaking discrete symmetries during symmetry
breaking phase transitions in addition to avoiding domain wall domination, various mech-
anisms have been studied. We now briefly discuss four such mechanisms, namely: (i)
symmetry restoration, (ii) model parameter constraints, (iii) a period of inflation, and (iv)
approximate symmetries.
Symmetry Restoration
A possible route to eliminate the domain wall problem is to require that the
spontaneously broken symmetry which brought about the formation of domain walls be
restored at a subsequent phase transition [11]. A simple representation of symmetry
restoration is
G→ H→ · · · → G . (1.2.13)
Models which make use of symmetry restoration at a later phase transition, however, are
generally quite scarce due to the difficulty in organizing symmetry restoration to occur.
3Also, not allowing the appearance of any discrete symmetries could have consequences for the con-
trolling of flavour changing neutral currents (FCNCs) that can arise in models of particle physics, more of
which is discussed in Section 1.3.1.
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Model Parameter Constraints
A relatively simple way to delay, but not prevent, the onset of domain wall
domination is to constrain the energy per unit area of the domain wall to fit within
theoretical constraints, or cosmological observations such as cosmic microwave background
(CMB) anisotropies [12]. A simple example can be provided by the simple Z2 Goldstone
model discussed in Section 1.2.1. First, let us note that the domain wall density parameter,
Ωdw, can be shown to be
Ωdw =
ρdw
ρcrit
∝ E t
m2pl
, (1.2.14)
where ρcrit is the critical density of the Universe, and mpl is the Planck mass with the
value mpl ≈ 1019GeV. Imposing the minimal theoretical requirement that Ωdw < 1, we
find that the resulting restrictions on the parameters of the simple Z2 Goldstone model
to avoid domain wall domination in the current era, i.e. t = 1041GeV−1, are
√
λ η3 .(
100MeV
)3
. However, imposing stronger requirements such as associating the domain
wall density parameter with the 10−5 fluctuation observed in CMB data, further reduces
this constraint to
√
λ η3 . 1MeV3 . (1.2.15)
Inflation
A period of exponential inflation during the earliest times of the Universe has
been shown to cure many major problems in modern physics [13], such as solving the
“Horizon problem” and the “Flatness problem”. However, inflationary epochs also lend
themselves to solving the domain wall problem (for instance, see [14, 15]). This is since if
a domain wall forming phase transition occurred before a period of inflation, the domain
walls would then have been inflated beyond the current cosmological horizon. This effec-
tively removes the domain wall problem from the current horizon altogether as the energy
per unit volume of the current observable Universe would receive no contribution from the
domain wall energy per unit volume.
A period of inflation also has the advantage of removing the strong constraints
on the parameters of a model that are generally needed to avoid domain wall domination,
giving more freedom in such theories.
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Approximate Symmetries
Instead of requiring a model be invariant under an exact symmetry, the potential
can be modified with the addition of a small symmetry violating term. This introduction
can lift the general degeneracy observed in the vacuum manifolds associated with domain
walls, creating a true and false vacuum. Additionally, the domain wall energy per unit
volume suffers a favourable exponential suppression [16, 17], allowing domain walls to
form but not to dominate the Universe by removing the relative growth of the domain
wall energy per unit volume to that of the background.
The difference in the values of the potential at the true and false vacua ∆V,
which is closely related to the symmetry violating term, is required to satisfy a lower
bound derived from domain wall dynamics [18, 19], which is
∆V >
(
E
mpl
)2
. (1.2.16)
We note, however, that large symmetry violating terms can avoid domain wall formation
altogether by eradicating the existence of the false vacuum.
To provide a more quantitative understanding of the role the approximate sym-
metry method can have on domain wall problem, we present a toy model which exhibits
such an approximate symmetry by extending the simple Z2 Goldstone potential of (1.2.5)
with the inclusion of a linear term:
V =
λ
4
(
φ2 − η2
)2
+ τφ . (1.2.17)
Again, for the potential to be bounded-from-below we require that λ > 0. From the
extremization condition, which is a third order equation in φ, we find that for two minima
to exist, the symmetry violating term τ has the upper and lower bounds given by
∣∣∣∣ τλη3
∣∣∣∣ < 23√3 . (1.2.18)
Figure 1.5 demonstrates this inequality explicitly by showing the form of the potential of
(1.2.17) for choices of the model parameter set {λ, η, τ} which satisfy and fail (1.2.18). It
is clear to see that the false vacuum disappears if the inequality of (1.2.18) is not met, the
local minima first transforming into a point of inflection at equality and then vanishing
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Figure 1.5: Plots of the simple Z2 Goldstone potential with the inclusion of a linear sym-
metry violating term. Here, three plots of the potential of (1.2.17) are shown where values
of λ and η are fixed to equal 1 in arbitrary mass units, and the symmetry violating param-
eter τ takes on three different values according to (1.2.18), simulating the three distinct
possibilities.
altogether.
Under the regime where two minima exist and τ 6= 0, the difference in the
potential values between the true and false vacua to first order in the symmetry violating
term τ is found to be
∆V = 2τη . (1.2.19)
Thus, for domain wall domination to be avoided, from (1.2.16) we require that the sym-
metry violating term satisfy the lower bound
τ >
1
2η
(
E
mpl
)2
. (1.2.20)
Now, if we assume that the energy per unit area of the domain walls for the approximate
symmetry has the same form as the exact symmetry, given in (1.2.10), then combining the
two inequalities (1.2.18) and (1.2.20) gives the parameter space for τ which allows domain
wall formation, but prevents domain wall domination, to be:
4
9
(
η
mpl
)2
<
τ
λη3
<
2
3
√
3
. (1.2.21)
We complete the discussion of this toy model for the approximate symmetry method for
avoiding domain wall domination by noting that the dimensionless symmetry violating
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Figure 1.6: A 2D schematic representation of a Universe containing a network of domains
and cosmic strings. In this figure the domains choose a particular value in the interval
[0, 2π). The cosmic strings are shown by the black dots form along the boundaries between
regions which have a cyclic winding. (Image reproduced from [3])
term τ
λη3
need only be very small to prevent wall domination. This is due to the lower
bound being inversely proportional to the square of the Planck mass. For example, if we
take λ to be of order unity and η as the electroweak scale, η ≈ 246GeV, we see that the
lower bound for τ is: τ
1
3 & 1 eV.
At this point we end our discussion of domain walls and the associated problems
and we move our introduction to topological defects on to the second topological defect,
cosmic strings.
1.2.4 Cosmic Strings
Cosmic strings are 1-dimensional topological defects that form at symmetry
breaking phase transitions where the vacuum manifold is not simply-connected. This is
typically the case in the spontaneous breaking of a U(1) group to the trivial group. Vac-
uum manifolds which exhibit such structure typically have a continuum of vacua which
are connected by a relative phase. In analogy with domain walls, information such as
temperature cannot be shared at distances larger than the cosmological horizon, and so at
the time of spontaneous symmetry breaking, neighbouring domains may relax into vacua
with different choices of the relative phase. Cosmic strings form at the boundaries between
different domains where the relative phase between the domains forms a cyclic pattern,
allowing a 2π winding. A simplified diagram of this scenario is shown in Figure 1.6.
The study of cosmic strings is normally centred around the energy per unit
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length, E, of the string. It should be noted, however, that cosmic strings do not have
the same pitfalls as domain walls. This can be seen by the same self-scaling arguments
used for domain walls in Section 1.2.2; the energy per unit volume for cosmic strings, ρcs,
is proportional to the total energy of the cosmic string within the cosmological horizon
divided by the volume of the horizon. The total energy of the string is proportional to
E r, where r is the radius of the horizon. Then the energy per unit volume of the cosmic
string is proportional to E
r2
. Since the horizon expands at the speed of light, we then have
ρcs ∝ E
t2
. (1.2.22)
Comparing (1.2.22) with Table 1.2, we see that the cosmic string energy per unit volume
grows at the same rate as the background in both the matter and radiation dominated
epochs, and so does not come to dominate the Universe’s energy per unit volume, as is
the case with domain walls. Hence there is no analogy to the domain wall problem for
cosmic strings.
The lack of major cosmological problems for cosmic strings has led to the ex-
tensive study of cosmic strings and the roles they may have played during the Universe’s
evolution. Similarly, due to the axially symmetric, 1-dimensional nature and typically high
mass density of a cosmic string, a cosmic string can act as a gravitational lens [20, 21]
and searches are already under way to detect strings which may be within the current
horizon, e.g. using precision cosmic microwave background data from experiments such
as WMAP [22, 23].
A simple but illustrative model which exhibits a cosmic string solution is the
Goldstone model with a complex scalar field, that is
L = (∂µφ∗)(∂µφ)− λ
4
(
φ∗φ− η2
)2
. (1.2.23)
Here, we see that the Lagrangian is invariant under a global U(1) transformation, that is
φ 7→ φ′ = eiαφ, where α ∈ [0, 2π). Solving the extremization problem for such a potential
shows that the vacuum manifold is a continuum of points given by
M =
{
φ : φ = eiθη, θ ∈ [0, 2π)
}
. (1.2.24)
After spontaneous symmetry breaking, the complex field φ relaxes into a particular vac-
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uum, i.e. a random value of θ is chosen, breaking the U(1) symmetry into a residual
symmetry, which is found to be the trivial group. The vacuum manifold space is then
homeomorphic to S1, which is clear from (1.2.24). Using Π1[S
1] 6= I and the results of
Table 1.1, we see that this simple model contains a cosmic string. We also note that
the single generator of the U(1) group is broken during spontaneous symmetry breaking,
leaving a single Goldstone boson to emerge from this symmetry breaking regime.
For brevity, we end our study of this simple model here as a full analysis would
require numerical methods 4. We now move our topological defect discussions on to the
third common topological defect, monopoles.
1.2.5 Monopoles
Monopoles are point-like topological defects that form at symmetry breaking
phase transitions where the vacuum manifold contains non-contractible 2-spheres. This is
typically the case when the residual group H contains a U(1) subgroup [24]. It is for this
reason that many GUTs predict the existence of a monopole; using (1.2.3), if the Universe
started in a state with a large symmetry group G0 which has been continually broken into
the current observable vacuum, SU(3)c ⊗ U(1)em, then at one of the phase transitions, a
symmetry group Gk has spontaneously broken to a residual symmetry which contains a
U(1) subgroup.
The physical properties of monopoles rest largely on the type of symmetry which
was spontaneously broken to produce the monopole and less so on the cosmological con-
ditions [25]. For instance, the breaking of a local or gauge symmetry which results in
the formation of monopoles generally leads to long-lived ‘local’ monopoles, whereas the
breaking of a global symmetry which results in the formation of monopoles generally leads
to unstable ‘global’ monopoles [26]. Global monopoles, however, can provide a mechanism
for initial structure formation in the Universe [27].
Like domain walls, monopoles are not without their problems. Whilst non-
interacting monopoles have an energy density which scales exactly the same as matter,
i.e.
ρmp ∝ E
a3
, (1.2.25)
where a is the FRW scale factor and E is the energy per monopole, the energy scale at
4For a complete study, see Section 4 of [3].
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which monopole formation is predicted to occur is generally of the GUT scale, ∼ 1016
GeV. This poses the problem that the monopole energy density would initially be much
larger than the matter energy density and remain much larger, as these proportions would
remain constant relative to each other. Thus, rather than matter coming to dominate the
Universe’s energy per unit volume, monopoles would dominate, which contradicts current
observations. There are remedies to such problems, which include a period of inflation
similar to that discussed for domain walls in Section 1.2.3. Such an inflationary epoch
would ameliorate this monopole problem by diluting monopole concentrations and there-
fore the monopole energy per unit volume, and possibly even remove all monopoles from
the current horizon [28]. This latter point would make any possible monopole formation
consistent with the current lack of experimental evidence for a monopole.
To illustrate the appearance of monopoles in a model, we briefly give an overview
of a simple model with a global SO(3) symmetry. Such a model can have Lagrangian which
is given by
L = 1
2
(
∂µφ
)T(
∂µφ
)− λ
4
(
φTφ− η2
)2
, (1.2.26)
where φ is an SO(3) triplet. It is clear to see from (1.2.26) that the vacuum manifold
is comprised of triplets which have the property φTφ = η2. More formally, the vacuum
manifold is the set
M = {φ : φTφ = η2} . (1.2.27)
One such point on the vacuum manifold is φT = (0, 0, η). However, as can be seen by this
explicit example of a vacuum manifold point, the residual symmetry after spontaneous
symmetry breaking is not the trivial group, but SO(2), since the triplet φT = (0, 0, η) is
invariant under an SO(2) rotation:

cos θ − sin θ 0
sin θ cos θ 0
0 0 1


0
0
η
 =

0
0
η
 , (1.2.28)
where θ ∈ [0, 2π). Since SO(3) and SO(2) are homeomorphic to the spaces S3 and S1
respectively, the vacuum manifold is then homeomorphic to the space S2. Using Π2[S
2] 6= I
and the results of Table 1.1, we see that this simple model contains a monopole, which is
a global monopole since the symmetry breaking involved global symmetries. Additionally,
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we observe that the number of generators of SO(3) that are broken during spontaneous
symmetry breaking is two, hence we expect there to be two Goldstone bosons that emerge
from this particular scenario.
Again, for reasons of brevity, we end the discussion of this simple model here.
This also brings to an end our introduction to the properties and problems of the three
classical topological defects; domain walls, cosmic strings and monopoles. Next, we move
on to an introductory and historical discussion of particle physics.
1.3 Particle Physics
Modern particle physics is a subject born out of centuries of study and philoso-
phy, with its roots tracing back to Ancient Greece where the idea of the atom, the then
most fundamental particle, was first devised by Democritus. The ultimate goal of parti-
cle physics is to be able to describe the four fundamental forces of nature and the entire
particle content of the Universe within a single, consistent theoretical framework. During
the last century, both experimental and theoretical particle physicists have made major
strides forward on this endeavour, with discoveries ranging from the atomic nucleus to the
top quark and inventions such as quantum field theory and then tailored quantum descrip-
tions for three of the fundamental interactions. The electromagnetic interaction, which
already had a complete classical theory from the work of Maxwell and Faraday, was the
first of the fundamental forces to receive a quantum-theoretic framework, which is known
as Quantum Electrodynamics (QED). QED utilizes a single massless gauge boson, called
the photon, to mediate the electromagnetic force and only couples to charged particles,
and has the relatively simple symmetry group U(1)em. The equivalent quantum theory
for the strong force is known as Quantum Chromodynamics (QCD), and utilizes eight
massless gauge bosons known as gluons, which mediate the strong force and couple to
quarks, the fundamental particles of which all hadrons are composed from. QCD is based
upon the symmetry group SU(3)c, where the subscript c represents “colour”, the strong
force’s equivalent conserved quantity to the electromagnetic electric charge. However, a
standalone quantum description of the weak interaction proved more elusive than the elec-
tromagnetic and strong force counterparts, until it was theorized that the weak interaction
was mediated via three massive gauge bosons, called the W± and Z electroweak bosons,
and at high enough energies, the weak interaction would be indistinguishable from the
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electromagnetic interaction. This work culminated in the standard theory of electroweak
interactions, which is often called the Standard Model (SM) [29, 30, 31].
1.3.1 The Standard Model
The SM is the current benchmark of particle physics theories and contains all of
the fundamental fermions and gauge bosons that are known to exist or can be created by
experiments. These include the three generations of leptons and their associated neutrinos,
namely: the electron e− and the electron-neutrino νe, the muon µ− and the muon-neutrino
νµ, and the tauon τ
− and tauon-neutrino ντ . The particle content also includes the six
flavours of quark, namely: up, down, strange, charm, bottom and top, and the force-
mediating bosons: the massless photon γ, the gluon g, of which there are eight varieties,
and the aforementioned three electroweak bosons W± and Z0.
In order to account for the origin of the masses of its particle spectrum, the SM
utilizes the Higgs mechanism [32, 33, 34, 35]. The Higgs mechanism assigns mass to the
fermions and electroweak bosons through the use of a massless scalar field. Upon the scalar
field acquiring a non-zero VEV, the previously massless gauge fields of the theory acquire
quadratic potentials, and therefore become massive. The acquisition of a non-zero VEV
also results in a massive scalar boson, which is the so-called Higgs boson. In particular, the
massless scalar field acquires its VEV during the electroweak symmetry breaking phase
transition, which is conjectured to have taken place early in the Universe’s history, where
the SM symmetry group SU(2)L⊗U(1)Y spontaneously breaks to U(1)em. This symmetry
breaking scheme breaks all three generators of the SU(2)L symmetry group, producing
the three physical electroweak bosons. Here, it is important to note that Goldstone’s
theorem [2] relates to the massless particle spectrum that appears due to the spontaneous
breaking of a global symmetry. The resulting particles which appear for the spontaneous
breakdown of a gauge symmetry are massive, but the number produced is still equal to
the number of broken group generators, as in Goldstone’s theorem.
Let us consider the scalar sector of the SM, as this area of the SM is linked with
the original content of this thesis. The scalar sector of the SM utilizes a single SU(2)L
complex doublet φ with the Lagrangian
L = (Dµφ)†(Dµφ)−V , (1.3.1)
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where Dµ is the covariant derivative, given by Dµ = ∂µ + ig
σi
2 W
i
µ + ig
′YBµ. Here, σi
are the three Pauli matrices 5, which are the generators of SU(2)L group, and Y is the
hypercharge, which is the generator of the U(1)Y hypercharge group. Also, g and g
′
represent the coupling strengths of the SU(2)L and U(1)Y groups respectively. The Higgs
potential V is given by
V = −µ2(φ†φ) + λ(φ†φ)2 . (1.3.2)
For this potential to be Hermitian, the two free parameters µ2 and λ are required to be real.
The potential of (1.3.2) is the most general potential that is renormalizable and dependent
upon a single SU(2)L ⊗ U(1)Y invariant complex doublet φ, i.e. φ 7→ φ′ = eiYθUφ, where
θ ∈ [0, 2π) for Y = 1, and U ∈ SU(2); renormalization rules out any terms higher than
(φ†φ)2 and linear and cubic terms in φ are discarded since they are not SU(2)L ⊗ U(1)Y
invariant. For the SM Higgs potential to be convex and bounded-from-below, λ is required
to be positive, i.e. λ > 0. Additionally, in order for spontaneous symmetry breaking to
occur, a non-trivial minimum of the potential is required to exist so that the Higgs doublet
φ can acquire a non-trivial VEV. From the extremization conditions, this requirement
forces µ2 > 0 and the VEV is found to be v2SM =
µ2
2λ .
In order to see the Higgs mechanism in action, the explicit manifestation of the
Higgs boson and the assigning of mass to the electroweak bosons, let us consider what
happens if one now perturbs about this minimal point with an ansatz for the Higgs doublet
of the form
φ =
1√
2
 0
vSM + h
 , (1.3.3)
where we introduce the scalar field h = h(x). Now, upon inserting this ansatz for the
doublet of (1.3.3) into the Higgs potential of (1.3.2), a term proportional to h2 appears,
which is
λv2
SM
2 h
2. It is this term which corresponds to the mass of the SM Higgs boson,
m2h = λv
2
SM. The electroweak boson masses are generated from the covariant derivative
in the kinetic term of (1.3.1). If one uses the standard definitions for the gauge fields, for
5See (2.2.4) for further details.
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example as used by Sher [36], which are
W±µ =
1√
2
(
W1µ ∓ iW2µ
)
, (1.3.4a)
Zµ = sin θw Bµ − cos θwW3µ , (1.3.4b)
Aµ = cos θwBµ + sin θwW
3
µ , (1.3.4c)
with the so-called weak mixing angle θw being specified by tan θw =
g′
g , then upon expan-
sion of the kinetic term with the ansatz of (1.3.3), the gauge fields W±µ and Zµ are seen
to have the masses
m2W± =
1
4
g2v2SM , m
2
Z =
1
4
(g2 + g′ 2)v2SM , (1.3.5)
whilst the gauge field Aµ is massless. Aµ is of course the familiar photon from electromag-
netism. Therefore, during spontaneous symmetry breaking the twelve degrees of freedom
of the symmetric phase of the SM, i.e. the four massless gauge fields each with two spin
polarizations and the complex doublet φ, are redistributed, giving three of the four gauge
fields a longitudinal component of spin, and therefore a mass [37, 38]. These degrees of
freedom are said to have been “eaten” by the massless gauge fields, subsequently produc-
ing massive gauge fields. The remaining massless gauge field, i.e. the photon, and the
scalar field, i.e. the Higgs boson, account for the three degrees of freedom left over.
As with the electroweak bosons, to generate the masses of the three generations
of fermions and six quarks, the fermionic fields of the SM must couple to the Higgs doublet
φ. Such couplings are called Yukawa interactions and result in mass terms for the fermions
which are proportional to the Yukawa coupling between the particular fermion and the
Higgs doublet, and the VEV of the Higgs doublet vSM. From this it is then clear to see
that only fields which couple to the Higgs doublet become massive when the Higgs doublet
acquires a non-zero VEV, and it is the magnitude of the coupling to the Higgs field which
determines the mass of the particular particle. Conversely, particles such as the gluon and
photon which do not couple to the Higgs field remain massless, which is in agreement with
the restriction imposed by gauge invariance.
Interestingly, the electroweak symmetry breaking regime in the SM, SU(2)L ⊗
U(1)Y → U(1)em, leads to a vacuum manifold which is homeomorphic to S3 6. Using the
6For a mathematical analysis, see Section 3.1.2.
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third homotopy group, this would imply that Π3[S
3] = Z, which would be indicative for
the formation of non-trivial topological configurations called textures. However, as stated
in Section 1.2, local textures do not pose any significant cosmological implications [5],
unlike domain walls, cosmic strings and monopoles.
The success of the SM is its accurate predictions, such as the existence of the
electroweak bosons, and its currently faultless and highly accurate description of the ex-
perimental observations taken at the Large Electron-Positron (LEP) collider and Teva-
tron [39]. In spite of its conspicuous success, however, it is known that the SM is not a
complete theory of particle physics since several key features remain outside of its theo-
retical framework. These include the lack of a quantum description of gravity, the Dark
Matter problem and the lack of sources of CP violation to account for the observed baryon
anti-baryon asymmetry in the Universe, the latter of which will be discussed further in
Section 1.3.2. Additionally, the SM’s usage of the Higgs boson for attributing mass to its
particle spectrum has not been experimentally confirmed, with the Higgs boson still evad-
ing detection. It is hoped, however, that the existence of the Higgs boson will be answered
in the near future with the energies available at the Large Hadron Collider (LHC), CERN,
being much higher than the electroweak symmetry breaking scale, vSM ∼ 246GeV, which
is generally seen as the region where the mass of the Higgs boson should lie [37, 38]. The-
oretical upper and lower bounds on the Higgs boson’s mass under numerous conditions
and scenarios have been discussed 7. For instance, if no new physics or particles exist
up to the Planck scale, then the mass of the Higgs boson should reside in the interval:
115GeV < mh < 180GeV, [41]. Such theoretical limits not only give indications
about the mass of the SM Higgs boson, should it exist, but could also signal the possible
breakdown of the SM should a Higgs boson not be detected within the SM’s constraints.
Similarly, the lack of observation of the Higgs boson has led to experimental lower bounds
being placed on its mass. For instance, during its lifetime, the LEP collider was able to
place a lower bound of approximately 114GeV on the Higgs boson mass [42].
A possible way to extend the SM to address some of its theoretical shortcomings
is with Supersymmetry (SUSY). The basic premise of SUSY involves manufacturing a
symmetry not present within the SM which links fermionic and bosonic fields [43], whilst
still reproducing all of the successful predictions of the SM. An interesting consequence
7See [40] for a compilation of SM Higgs boson upper and lower bounds.
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of SUSY is the prediction of a bosonic partner to each currently observed fermion, and
similarly, a fermionic partner to each currently observed boson. However, no so-called
super-partners have been detected during experimentation, leading to the conclusion that
if SUSY is an accurate description of nature, it must not be an exact symmetry, but
instead must be broken in order to produce super-partners which are much more massive
than there SM counterparts [44], putting the super-partners out of the range of detection
for the current particle physics experiments.
One of the most studied supersymmetric theories which attempts to extend the
SM is the Minimal Supersymmetric extension of the Standard Model (MSSM). This par-
ticular extension requires the existence of an additional Higgs doublet φ2 to the SM Higgs
doublet φ1, which has the opposite hypercharge, so that mass is assigned to both up-type
and down-type quarks. The MSSM has the analytical advantage in that the tree level po-
tential contains relatively few terms, leading to reasonably straightforward computation
and study. However, CP-even [45, 46, 47] and CP-odd [48, 49, 50] radiative corrections to
the MSSM scalar potential can be significant and generate additional terms, giving rise
to an effective CP-violating potential [51, 52, 53, 54] which takes on the form of the Two
Higgs Doublet Model (2HDM) [55] 8, the most general extension of the SM which uses
two Higgs doublets.
Out of the many extensions of the SM, the 2HDM is particularly attractive since
it involves the fewest additions to the SM whilst giving rise to new physics beyond the
SM [37, 38]. The implementation of two Higgs doublets gives the theory a further four
degrees of freedom over the SM. As with the SM, three of these degrees of freedom go
on to produce the physical electroweak bosons at electroweak symmetry breaking, but in
contrast to the single Higgs boson of the SM, the 2HDM predicts five Higgs bosons: two
neutral CP-even particles, a neutral CP-odd particle and a charged pair of particles. In a
similar manner, the number of parameters within the 2HDM potential swells from the two
of the SM Higgs potential in (1.3.2), to fourteen, for the most general 2HDM potential
which is renormalizable. Unfortunately, these additional parameters have consequences
for the study of the model. In particular, the VEVs of the two Higgs doublets φ1,2 can only
be derived analytically using traditional methods for the simplest cases where many of the
8Historically, the bilinear mass operator,
(
m212 φ
†
1φ2 + H.c.
)
, was missing in the original article by
T.D. Lee [55]. However, it is worth mentioning that this dimension-two operator plays an important role
in the renormalization of the general 2HDM potential [56].
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parameters are set to zero. However, as will be discussed further in Chapter 2, methods
are now in place that allow the VEVs of both doublets to be calculated analytically in
much less restricted scenarios for the parameters of the potential.
Interestingly, there are no theoretical constraints on the number of Higgs doublets
which may be used, and consequently models with higher numbers of Higgs doublets have
been studied [57]. These are often termed N Higgs doublet models (NHDM) and as
with the 2HDM, models of this type predict a series of Higgs bosons. Such “higher”
models are, however, often much more complicated with many mass terms and quartic
couplings, making their study much more difficult at present than the SM and 2HDM.
Another feature with models which use more than one Higgs doublet is the appearance of
flavour changing neutral currents (FCNCs), whereby diagonalization of the fermion mass
matrices does not necessarily lead to a diagonalization of the Yukawa couplings [36]. This
leads to interactions which can change the flavour of a fermion without a change in the
charge between the incoming and outgoing fermions. It is an experimentally observed
fact that these types of interactions are heavily suppressed, so theories which predict
such interactions are generally in conflict with empirical results. Fortunately, several
mechanisms to suppress such couplings can be imposed [58]. For instance in the 2HDM,
FCNCs can be avoided if one of the two doublets is assigned a discrete symmetry 9, which
effectively diagonalizes the Yukawa couplings as is the case in the SM.
From a cosmological perspective, more advanced theories of particle physics may
give rise to the formation and presence of topological defects in the Universe. For instance,
the appearance of domain walls and the subsequent domain wall problem in SUSY and
the MSSM has received some attention [59, 60], as well as the existence of domain wall
solutions in theories which utilize additional spatial dimensions, e.g. the Randall-Sundrum
model [61, 62], and the possibility that the current 3 + 1 dimensions of spacetime are a
hyperplane which is fixed to a domain wall [63].
Let us now move on to a discussion of symmetries within particle physics. This
will naturally lead on to the topic of CP violation, its manifestation in theories of particles
physics and its significance for the Universe’s evolution.
9This is the Z2 symmetry studied in Section 3.1.
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1.3.2 Symmetries and CP Violation
Many of the triumphs of fundamental particle physics in the past century are
closely linked to the better understanding of the underlying symmetries in nature, as
a symmetry generally indicates a conserved quantity within a particular system; this is
known as Noether’s theorem [64]. There are many instances in classical physics where this
is true; the uniformity of time within a system corresponds to the conservation of energy
and the rotational symmetry of space corresponds to the conservation of angular momen-
tum. However, more subtle symmetries can exist in theories like quantum mechanics,
quantum field theory and higher dimensional theories. These include charge conjugation
(C), parity (P) and time reversal (T), each of which we will now briefly discuss.
Charge conjugation can be summarised by saying that for every particle, there
exists an antiparticle which behaves in exactly the same way as the particle but has the op-
posite quantum numbers. For example, the charge conjugate of a proton is the anti-proton.
Parity is the invariance of an object under reversal of all spatial axes, and similarly time
reversal is the reversal of the temporal axis, i.e. running time backwards. Although one
may naively think that each of these three symmetries should be universal symmetries, it
has been shown by several different experiments that parity can be violated, most notably
by the so-called τ -θ puzzle and beta decay [65]. Both of these parity violating decays
proceed via the weak interaction. In fact, the weak interaction is the only fundamental
interaction that does not preserve parity, and so parity is not a fundamental symmetry of
the Universe.
Due to the violation of parity, it was then thought that the most fundamental
symmetry of the Universe was CP, that is charge conjugation and parity acting together.
Evidence in support of this theory included the observations that a system may break
both C and P symmetries but is invariant under the combined CP symmetry. To see this
consider the decays of the pions π± [66]:
π+ → µ+ + νµ , (1.3.6)
π− → µ− + ν¯µ . (1.3.7)
It is found experimentally that the neutrinos from the π+ decays are all left-handed, i.e.
have a negative helicity h, with h = S·P|P| where S and P are the spin and momentum of the
46 Chapter 1: Introduction
particle respectively, and the anti-neutrinos from the π− decay are all right-handed, i.e.
have a positive helicity. This is a direct violation of parity since if the parity symmetry
was obeyed, there would be equal amounts of left-handed and right-handed neutrinos and
anti-neutrinos in the respective decays, whereas in each decay one orientation is preferred
over the other. This preference of orientation also violates charge conjugation since under
a C-transformation, where all particles become their respective anti-particles, one decay
does not transform into the other; this is since the neutrino of (1.3.6) and the anti-neutrino
of (1.3.7) have different helicities. However, the decays do possess a CP symmetry, since
a CP transformation would map one decay into the other, as in the schematic
π+ → µ+ + νµ CP−→ π− → µ− + ν¯µ , (1.3.8)
π− → µ− + ν¯µ CP−→ π+ → µ+ + νµ . (1.3.9)
However, in 1964 it was discovered [67] that the CP symmetry is also not a
fundamental symmetry of the Universe, using the decay modes of neutral kaons. The two
decay modes that were studied were
K0 → π− + e+ + νe , (1.3.10)
K0 → π+ + e− + ν¯e . (1.3.11)
It was observed that the decay mode of (1.3.10) occurred significantly less frequently than
the decay mode of (1.3.11). This violates C-symmetry since the decay rates for each mode
should be equal to preserve C-symmetry. Since the decays were parity preserving decays,
the two decays gave explicit evidence of the violation of the CP symmetry, commonly
known as CP violation.
It is this seemingly fundamental asymmetrical nature of decay modes that has
led to speculation that CP violation plays a significant role in the baryon anti-baryon
asymmetry (BAA) that is observed in the Universe, i.e. why there is an abundance of
matter over anti-matter. In 1967, a possible explanation of the observed BAA was given
by Sakharov [68], who hypothesized that to give the observed BAA, the Universe should
exhibit three mechanisms: (i) the proton, the lowest mass baryon, must be unstable to
allow for violation of baryon number, (ii) there exist interactions that violate C and CP
symmetry, and (iii) non-equilibrium conditions are needed to remove processes which could
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otherwise eliminate the BAA. Under these three circumstances, all of the anti-matter that
was created in the early times of the Universe would have been completely annihilated with
only a fraction of the total matter of the Universe, leaving only radiation and the remaining
matter to pervade the Universe. It should be noted, however, that no experiment has yet
shown baryon number violation and the lifetime of the proton currently has a lower bound
of ∼ 1033 years [69].
In theories which involve complex scalar doublets, such as the SM and 2HDM,
CP is a valid symmetry of the potential if the potential is invariant under C-symmetry.
A C-transformation on a complex SU(2) doublet is simply the mapping of the doublet to
its complex conjugate, i.e. φ1(2) 7→ φ′1(2) = φ∗1(2) 10. The SM Higgs potential of (1.3.2)
is explicitly CP-invariant, but this is not so for the 2HDM potential (which is studied
in detail in Chapter 2). For the 2HDM, two types of CP violation can be manifest;
the 2HDM potential explicitly violates CP if the potential is not symmetric under the C
transformation of the two Higgs doublets φ1,2, and the 2HDM potential spontaneously
violates CP if the potential is symmetric under the C-transformation of the two Higgs
doublets φ1,2, but at least one of the VEVs of the doublets is not symmetric under the
C-transformation [55, 70]. This allows more possible sources of CP violation in the 2HDM
compared with the SM, giving the 2HDM an advantage in terms of the ability to generate
the observed BAA.
We now bring to a close our introductory review of particle physics. Next, we
move on to our study of the theoretical framework and vacuum manifold of the 2HDM in
Chapter 2.
10Here, the U(1)Y symmetry of the SM or 2HDM has been used to remove the non-zero phase introduced
by the C transformation.
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Chapter 2
The Two Higgs Doublet Model
2.1 Introduction
Recently, a classification of the possible accidental symmetries that could oc-
cur in a 2HDM potential has been attempted [71, 72, 73, 74]. Such a classification was
motivated by the use of a gauge-invariant bilinear scalar-field formalism based on the
SL(2,C) group [75, 76, 77], or its SU(2) subgroup [72, 78, 79]. However, the largest possi-
ble symmetry group of the 2HDM is O(8) [80], giving rise to a large number of symmetry
breaking patterns, far beyond the restricted set considered so far. The SU(2) subgroup
emerges as a reparameterization group of the 2HDM potential [81] in the standard two
Higgs doublet basis φ1,2. In detail, the 2HDM potential may exhibit accidental symmetries
for given choices of its theoretical parameters, and following the terminology in [72, 74],
there exist two classes of symmetries. The first class of symmetries involve the transfor-
mation of the two Higgs doublets φ1,2, but not their CP-conjugates φ
∗
1,2, and are called
Higgs Family (HF) symmetries. The second class linearly maps the fields φ1,2 into their
CP-conjugates φ∗1,2 and are therefore termed CP symmetries.
Three physically interesting HF symmetries of the 2HDM that have been dis-
cussed extensively in the literature are: the Z2 discrete symmetry [58], the Peccei–Quinn
symmetry U(1)PQ [82] and the HF symmetry SO(3)HF [71, 73, 74, 80], the latter of which
involves an SU(2)HF/Z2 rotation of the Higgs doublets φ1,2. Likewise, three typical CP
symmetries of the 2HDM that have received much attention are: the CP1 symmetry,
which realizes the naive CP transformation φ1(2) 7→ φ∗1(2) [55, 70, 80], the CP2 symmetry,
where φ1(2) 7→ (−)φ∗2(1) [83] and the CP3 symmetry, which combines CP1 symmetry with
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an SO(2)HF/Z2 transformation of the fields φ1,2 [71, 72, 73, 74].
To perform a study of the vacuum topology of the accidental symmetries of the
2HDM, we introduce a Majorana scalar-field basis where both the HF and CP symmetries
can be realized by acting on the same representation of Higgs fields. To this end, we extend
the aforementioned gauge-invariant bilinear formalism to the larger complex linear group
GL(8,C), which is then reduced by a Majorana constraint and gauge invariance. Specifi-
cally, GL(8,C) is the reparameterization group acting on the 8-dimensional complex field
multiplet Φ that contains the two Higgs doublets φ1,2 and their hypercharge conjugates
iσ2φ∗1,2 as components, where σ
2 is the second Pauli matrix. The multiplet Φ satisfies
the Majorana constraint Φ = CΦ∗ which, together with the constraint of SU(2)L ⊗U(1)Y
gauge invariance, reduces GL(8,C) into two subgroups isomorphic to GL(4,R), where C
is a charge-conjugation matrix defined in Section 2.4. The first subgroup is related to
the HF transformations and the second one to the generalized CP transformations on the
Majorana field multiplet Φ. Therefore, we refer to the above description as the Majorana
scalar-field formalism, or in short, the Majorana formalism.
As we will explicitly demonstrate in Chapter 7, the GL(8,C) Majorana formalism
has the analytical advantage that scalar potentials being only constrained by the SU(2)L
gauge group, but not by U(1)Y, can be described in a similar quadratic form as in the
usual SU(2)L ⊗ U(1)Y gauge-invariant 2HDM. In particular, the same formalism can be
used to identify symmetries of U(1)Y-invariant 2HDM potentials that are larger than O(3)
in the bilinear field space, such as O(8) and O(4)⊗O(4) in the real field space [80]. As
we will see in Chapter 7, these latter symmetries fail to be captured by the restricted
framework of the SL(2,C) bilinear approach.
The structure of this Chapter is as follows: first, we review the 2HDM potential
in the bilinear field formalism [75, 76, 78]. We then derive the sufficient conditions for
convexity and stability of the general 2HDM potential, and briefly explain the Lagrange
multiplier method for finding the neutral VEV solutions for the two Higgs doublets, an
approach we use extensively in Chapters 3 and 4. We then proceed by introducing our
Majorana scalar-field formalism and present the group structure of six accidental symme-
tries that may occur in the 2HDM potential. The chapter concludes with a discussion of
the general group-theoretical properties of the vacuum manifold, enabling us to identify
the exact nature of any possible topological defects in the 2HDM.
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2.2 The Two Higgs Doublet Model Potential
Let us start our discussion by writing down the tree-level structure of the general
2HDM potential V in terms of the two Higgs doublets φ1,2:
V = −µ21(φ†1φ1)− µ22(φ†2φ2)−m212(φ†1φ2)−m∗212(φ†2φ1)
+λ1(φ
†
1φ1)
2 + λ2(φ
†
2φ2)
2 + λ3(φ
†
1φ1)(φ
†
2φ2) + λ4(φ
†
1φ2)(φ
†
2φ1)
+
λ5
2
(φ†1φ2)
2 +
λ∗5
2
(φ†2φ1)
2 + λ6(φ
†
1φ1)(φ
†
1φ2) + λ
∗
6(φ
†
1φ1)(φ
†
2φ1)
+λ7(φ
†
2φ2)(φ
†
1φ2) + λ
∗
7(φ
†
2φ2)(φ
†
2φ1) . (2.2.1)
It is clear to see that the 2HDM potential V contains three mass parameters with: µ21,
µ22 ∈ R and m212 ∈ C, and seven quartic couplings: λ1,2,3,4 ∈ R and λ5,6,7 ∈ C. These
requirements on the potential parameters are enforced to guarantee the Hermiticity of the
potential, and as with the SM, requiring the potential be renormalizable forbids terms
higher than (φ†aφb)(φ
†
cφd). In order to evaluate the VEVs of the Higgs doublets φ1 and
φ2, we first have to calculate the extremization conditions by solving the coupled cubic
equations
∂V
∂φ†1
=
[
−µ21 + 2λ1(φ†1φ1) + λ3(φ†2φ2) + λ6(φ†1φ2) + λ∗6(φ†2φ1)
]
φ1
+
[
−m212 + λ4(φ†2φ1) + λ5(φ†1φ2) + λ6(φ†1φ1) + λ7(φ†2φ2)
]
φ2 = 0 , (2.2.2a)
∂V
∂φ†2
=
[
−µ22 + 2λ2(φ†2φ2) + λ3(φ†1φ1) + λ7(φ†1φ2) + λ∗7(φ†2φ1)
]
φ2
+
[
−m∗212 + λ4(φ†1φ2) + λ∗5(φ†2φ1) + λ∗6(φ†1φ1) + λ∗7(φ†2φ2)
]
φ1 = 0 . (2.2.2b)
Finding analytical solutions to the above coupled cubic equations for the VEVs of φ1,2, in
terms of the gauge-invariant potential parameters, is a formidable task within the 2HDM.
In practice, this problem is usually avoided by assuming that the VEVs of φ1,2 are the input
parameters, for a given set of quartic couplings, whereas the potential mass parameters are
derived from these (see, e.g. [51]). Nevertheless, it would be highly preferable, particularly
in the study of the vacuum topology of the model, to devise a method in which the VEVs of
φ1,2 can be analytically expressed in terms of the gauge-invariant mass terms and quartic
couplings of the 2HDM potential.
A method which can address this problem of deriving analytical formulas for the
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VEVs of the two Higgs doublets is the bilinear scalar-field formalism introduced in [75,
76, 78]. According to this formalism, the 2HDM potential V given in (2.2.1) can now be
expressed in full by the 4-dimensional vector
Rµ ≡ φ†σµφ =

φ†1φ1 + φ
†
2φ2
φ†1φ2 + φ
†
2φ1
−i
[
φ†1φ2 − φ†2φ1
]
φ†1φ1 − φ†2φ2

, (2.2.3)
where φ = (φ1 , φ2)
T and σµ (with µ = 0, 1, 2, 3) denote the two-by-two identity and the
three Pauli matrices:
σ0 =
 1 0
0 1
 , σ1 =
 0 1
1 0
 , σ2 =
 0 −i
i 0
 , σ3 =
 1 0
0 −1
 .
(2.2.4)
It is clear that the scalar-field multiplet φ spans an SL(2,C) group space similar to the
spinorial Weyl space, since the matrices σµ form a linearly independent basis for SL(2,C).
Hence, the vector Rµ becomes a proper 4-vector in the Minkowski space, described by the
flat metric ηµν = diag(1,−1,−1,−1). In terms of the 4-vector Rµ, the 2HDM potential
reads:
V = − 1
2
MµR
µ +
1
4
LµνR
µRν + V0 , (2.2.5)
where Mµ and Lµν are given by
Mµ =
(
µ21 + µ
2
2 , 2Re(m
2
12) , −2Im(m212) , µ21 − µ22
)
, (2.2.6a)
Lµν =

λ1 + λ2 + λ3 Re(λ6 + λ7) −Im(λ6 + λ7) λ1 − λ2
Re(λ6 + λ7) λ4 +Re(λ5) −Im(λ5) Re(λ6 − λ7)
−Im(λ6 + λ7) −Im(λ5) λ4 − Re(λ5) −Im(λ6 − λ7)
λ1 − λ2 Re(λ6 − λ7) −Im(λ6 − λ7) λ1 + λ2 − λ3

. (2.2.6b)
Notice that we have added a constant term V0 to the scalar potential V in (2.2.5), which
is adjusted such that the minimum of the potential Vmin is set to zero, thereby accounting
for the vanishingly small cosmological constant.
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2.3 Convexity and Stability Conditions
An obvious advantage of the bilinear scalar-field formalism is that the 2HDM
scalar potential V in (2.2.1) has been reduced from a fourth order polynomial in φ1,2 to a
polynomial of second degree in Rµ as given in (2.2.5). We can now calculate the neutral
vacuum solutions of the potential V(Rµ), which amounts to finding the local extrema of
V(Rµ), for which Rµ is a null vector, i.e. RµRµ = 4(φ
†
1φ1)(φ
†
2φ2) − 4(φ†1φ2)(φ†2φ1) = 0.
The neutral vacuum requirement ensures the photon remains massless after spontaneous
symmetry breaking of the electroweak gauge group, more of which will be discussed in
Section 2.5.
To enforce the null norm restriction on Rµ, we introduce the Lagrange multiplier
ζ and modify the potential V of (2.2.5) to
Vζ = − 1
2
MµR
µ +
1
4
NµνR
µRν + V0 , (2.3.1)
with Nµν = Lµν−ζηµν. More explicitly, the modified quartic-coupling matrix Nµν is given
by
Nµν =

λ1 + λ2 + λ3 − ζ Re(λ6 + λ7) −Im(λ6 + λ7) λ1 − λ2
Re(λ6 + λ7) λ4 +Re(λ5) + ζ −Im(λ5) Re(λ6 − λ7)
−Im(λ6 + λ7) −Im(λ5) λ4 − Re(λ5) + ζ −Im(λ6 − λ7)
λ1 − λ2 Re(λ6 − λ7) −Im(λ6 − λ7) λ1 + λ2 − λ3 + ζ

.
(2.3.2)
Consequently, within the bilinear scalar-field formalism, the extremization conditions for
the neutral vacuum solutions of the 2HDM potential are given by ∂Vζ/∂R
µ = 0 and
∂Vζ/∂ζ = 0, or equivalently by
Mµ = NµνR
ν , (2.3.3a)
RµR
µ = 0 . (2.3.3b)
For an extremal point to be a local minimum, we require that the Hessian matrix H,
derived from the scalar potential V(φ1,2), be positive-definite. The Hessian is, in general,
an 8× 8-dimensional matrix obtained by double differentiation with respect to all 8 scalar
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fields contained in the two Higgs doublets φ1,2, evaluated at the neutral VEVs v
0
1,2 of φ1,2
and their possible relative phase ξ (for exact notation, see Section 2.5). However, for the
given HF and CP symmetries, it is sufficient to examine the positivity of H derived in the
restricted 3-dimensional space of v01,2 and ξ. Having identified all local minima, we then
compare the values of the 2HDM potential V at these minima. The lowest value obtained
for V singles out the global minimum, provided V itself is bounded-from-below.
It is therefore important to derive the constraints on the parameters of the poten-
tial in order to have a potential which is convex and bounded-from-below. To ensure this,
we require that the quartic-coupling matrix Lµν be positive-definite [76]. This requirement
can be enforced in several different ways, such as evaluating the eigenvalues of Lµν and
requiring that they are positive, or by a Cholesky decomposition of Lµν , similar to that
discussed in [84]. However, for simplicity we employ Sylvester’s criterion which yields the
following general restrictions:
λ1 + λ2 + λ3 > 0 , (2.3.4a)
(λ1 + λ2 + λ3)(λ4 +R5)− (R6 +R7)2 > 0 , (2.3.4b)
(λ1 + λ2 + λ3)(λ
2
4 − |λ5|2)− λ4
[
(R6 +R7)
2 + (I6 + I7)
2
]
−2I5 (R6 +R7) (I6 + I7) +R5
[
(R6 +R7)
2 − (I6 + I7)2
]
> 0 . (2.3.4c)
In the above, we used the shorthand notation: Rk = Re(λk) and Ik = Im(λk). In addition
to (2.3.4a)–(2.3.4c), we require that the determinant of Lµν , which is given analytically
in (C.0.6i), be positive as well, i.e. det [Lµν ] > 0.
We may now observe that if RµRµ > 0, this would imply that ζ = 0. This is
since the 2HDM potential should not modify by the addition of the Lagrange multiplier ζ,
i.e. Vζ = V. Hence, possible solutions with ζ = 0 usually signify a charged-breaking
vacuum for the six HF/CP symmetries we consider and they are therefore rejected in our
analysis. As a consequence, there are two distinct sets of U(1)em-preserving minima that
could occur in the 2HDM, depending on whether det[Nµν ] vanishes or not. If Nµν is not
singular, i.e. det[Nµν ] 6= 0, the components of the vector Rµ can be uniquely determined
by simply inverting (2.3.3a), i.e.
Rµ =
(
N−1
)µν
Mν , (2.3.5)
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and the Lagrange multiplier must guarantee that RµRµ = 0, i.e.
(
N−1
)
µα
MαMβ
(
N−1
)βµ
= 0 . (2.3.6)
As we will see in Chapters 3 and 4, when det[Nµν ] 6= 0 the neutral vacuum solutions for the
six HF and CP symmetries under study imply that at least one of the VEVs of φ1,2 is zero,
with exception of the CP1 symmetry. Such vacuum solutions are uninteresting in the study
of topological defects, since solutions of this type do not lead to stable topological defects
as the electroweak gauge group can be used to remove any topological configurations.
The second class of neutral vacua occurs when the modified quartic-coupling
matrix Nµν is singular, i.e. when det[Nµν ] = 0. In this case, the Lagrange multiplier ζ takes
on a specific value which leads to a singular matrix Nµν . If this happens, the undetermined
component of Rµ is calculated by requiring that the neutral vacuum condition RµR
µ = 0
is met. In this second class of solutions, both the VEVs of the Higgs doublets can be
non-zero, leading to the interesting topological solutions and configurations that cannot
be removed by gauge transformations. This class of solutions forms the main focus of
our study of the neutral vacuum solutions of the six accidental symmetries of the 2HDM
potential.
For each of the neutral vacuum solutions we obtain by the Lagrange multiplier
and Hessian methods outlined above, we cross-check that they also satisfy the four convex-
ity conditions and the conventional extremization conditions (2.2.2a) and (2.2.2b). In this
way, we ensure that a stable and global neutral vacuum is found for the 2HDM potential.
Since the matrix Nµν plays an instrumental role in our analysis, Appendix C contains
analytical expressions for its determinant, as well as solutions for the Lagrange multiplier
ζ that give rise to a vanishing determinant, i.e. det[Nµν ] = 0.
2.4 The Majorana Formalism
It would be interesting and useful to introduce a formalism where both the HF
and CP symmetries can be realized by acting on the same representation of scalar fields.
For this purpose, we extend the gauge-invariant bilinear formalism based on the SL(2,C)
group to the larger complex linear group GL(8,C) (see also [85] for a related discussion).
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Specifically, this latter group acts on the 8-dimensional complex field multiplet
Φ =

φ1
φ2
iσ2φ∗1
iσ2φ∗2

. (2.4.1)
Notice that under a SU(2)L gauge transformation UL, all doublet components of the
multiplet Φ transform in the same way, i.e. Φ 7→ ULΦ, with
UL = exp
[
i θk
(
σ0 ⊗ σ0 ⊗ σk/2
)]
= σ0 ⊗ σ0 ⊗ exp
[
i θkσk/2
]
, (2.4.2)
where the summation convention over the repeated group indices k = 1, 2, 3 is assumed,
with σ1,2,3/2 being the generators of the SU(2)L gauge group and θ
1,2,3 ∈ [0, 4π) are the
associated group parameters.
In order to describe the 2HDM potential, we introduce the 4-vector R˜µ:
R˜µ = Φ†ΣµΦ , (2.4.3)
where Σµ in the full 8-dimensional field space must have the form: Σµ = Σµαβσ
α⊗σβ⊗σ0,
as required by SU(2)L gauge invariance, i.e. Σ
µ = U†LΣ
µUL. Moreover, as shown explicitly
in Appendix B, the imposition of U(1)Y invariance and a Majorana constraint to be
discussed below further reduces the form of the 4-vector matrices Σµ to
Σµ =
1
2
 σµ 02
02 (σ
µ)T
⊗ σ0 , (2.4.4)
where 02 is the two-by-two null matrix. Consequently, in the Majorana scalar-field for-
malism, we obtain for U(1)Y-invariant 2HDM potentials that
R˜µ = Rµ , (2.4.5)
where Rµ is defined in (2.2.3). However, it should be stressed that if the U(1)Y symmetry
is lifted from the 2HDM potential, the 4-vector Rµ needs to be promoted to a 6-vector
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RA (with A = 0, 1, . . . , 5) and the corresponding structure of ΣA becomes non-trivial. We
discuss and explicitly demonstrate this analytical advantage of the Majorana formalism
in Chapter 7.
Under charge conjugation, the multiplet Φ exhibits the following property:
Φ = CΦ∗ , (2.4.6)
where C = σ2 ⊗ σ0 ⊗ σ2, with C = C−1. Hence, Φ satisfies a Majorana constraint, very
analogous to the one obeyed by Majorana fermions. It is for this reason that we call this
formalism the Majorana scalar-field formalism. In addition, the Majorana multiplet Φ
transforms under the reparameterization group GL(8,C) as
Φ′ = MΦ , (2.4.7)
with M ∈ GL(8,C). However, as we will shortly see, the form of M cannot be general
since it is constrained by three basic conditions: (i) the conservation of SU(2)L symmetry
by the transformation matrices M; (ii) the Majorana condition (2.4.6) for any GL(8,C)-
transformed multiplet Φ′; (iii) the conservation of U(1)Y symmetry by the transformation
matrices M. Applying these three constraints on M, the 4-vector matrix Σµ is found to
transform as
eσ/8 ΛµνΣ
ν = M†ΣµM , (2.4.8)
implying that Rµ transforms into
R′µ = eσ/8 Λµν R
ν , (2.4.9)
where eσ = det [M†M] > 0 and Λµν ∈ SO(1, 3).
Since M ∈ GL(8,C), the matrix M can then be represented in the full 8-
dimensional scalar-field basis Φ by the triple tensor product:
M = Mµνλ σ
µ ⊗ σν ⊗ σλ . (2.4.10)
As was briefly mentioned earlier, there are two types of GL(8,C) transformations M acting
on Φ. The first one is a HF transformation, where the transformed multiplet Φ′ transforms
in the same way under SU(2)L as Φ, whereas the second one is a CP transformation
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where Φ′ transforms in the same way as the charge-conjugated multiplet Φ∗. Thus, for
a HF transformation compatible with SU(2)L gauge invariance, we must have that M =
U†LMUL, where UL is given in (2.4.2). Instead, for a general CP and SU(2)L-invariant
transformation, we must demand that M = UTL MUL. Consequently, the SU(2)L-invariant
tensorial forms for the two types of transformation, which we denote by M±, are
HF : M+ = Mµν σ
µ ⊗ σν ⊗ σ0 , (2.4.11a)
CP : M− = Mµν σµ ⊗ σν ⊗ (−iσ2) , (2.4.11b)
where we have used that VT iσ2V = iσ2, for any V ∈ SU(2). The remaining two con-
straints imposed on the above SU(2)L-invariant structure of M±, resulting from the Ma-
jorana condition (2.4.6) and the conservation of the U(1)Y hypercharge symmetry. The
requirement that the Majorana condition (2.4.6) should consistently hold for the multiplet
Φ and the HF/CP-transformed multiplet Φ′ = M± Φ produces the non-trivial constraint:
M∗± = CM± C . (2.4.12)
This last constraint reduces the form of the tensor Mµν defined in (2.4.11a) and (2.4.11b)
to
Mµν =

M00 M01 iM02 M03
iM10 iM11 M12 iM13
iM20 iM21 M22 iM23
iM30 iM31 M32 iM33

, (2.4.13)
where all the components M00,M01,M02, . . . ,M33 ∈ R. Explicit details of this calculation
can be found in Appendix B.3. Thus, we observe that the Majorana condition applied to
M reduces the reparameterization group from GL(8,C) to two subgroups isomorphic to
GL(4,R), acting on a complex vector space.
The HF and CP transformation matrices M± should also respect the U(1)Y
hypercharge symmetry of the theory. Following a similar line of steps as for the SU(2)L-
gauge invariance case, we require that M+ = U
∗
YM+UY, for a HF transformation, and
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M− = UYM−UY, for a general CP transformation, where
UY = exp
[
i θY/2
(
σ3 ⊗ σ0 ⊗ σ0
)]
= exp
(
i θY σ
3/2
)
⊗ σ0 ⊗ σ0 , (2.4.14)
in the GL(8,C) representation, with θY ∈ [0, 4π). Evidently, the above two constraints
from requiring U(1)Y invariance result in the commutator and anti-commutator conditions
[
M+, σ
3 ⊗ σ0 ⊗ σ0] = 0 , (2.4.15a){
M−, σ3 ⊗ σ0 ⊗ σ0
}
= 0 , (2.4.15b)
for the HF and CP transformations respectively. Since M+ = Mµνσ
µ ⊗ σν ⊗ σ0, the
commutator relation (2.4.15a) becomes Mµν
[
σµ, σ3
]⊗ σν ⊗ σ0 = 0. Using the properties
of the σµ matrices, we see that only µ = 0, 3 satisfy the last commutator relation, implying
that M1α =M2α = 0, for α = 0, 1, 2, 3. Then, Mµν takes on the form:
Mµν =

M00 M01 iM02 M03
0 0 0 0
0 0 0 0
iM30 iM31 M32 iM33

, (2.4.16)
leading to the following structure for the HF transformation matrix M+:
M+ =
 T+ 02
02 T
∗
+
⊗ σ0 , (2.4.17)
where T+ is a general 2× 2 complex matrix with the components:
T+ =
 M00 +M03 + iM30 + iM33 M01 +M02 + iM31 − iM32
M01 −M02 + iM31 + iM32 M00 −M03 + iM30 − iM33
 . (2.4.18)
The matrix form (2.4.17) for M+ also provides closure in the 4-vector space of R
µ, through
the relation:
M†+Σ
µM+ = e
σ+/8 (Λ+)
µ
ν Σ
ν , (2.4.19)
where eσ+ = det [T∗+T+] > 0 and (Λ+)
µ
ν ∈ SO(1, 3).
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In a similar fashion, the anti-commutator relation given in (2.4.15b) leads to
the constraint: Mµν
{
σµ, σ3
} ⊗ σν ⊗ (−iσ2) = 0. Again using the properties of the σµ
matrices, one can readily observe that only µ = 1, 2 satisfy the last anti-commutation
relation, whilst M0α =M3α = 0, for α = 0, 1, 2, 3. Thus, Mµν acquires the form:
Mµν =

0 0 0 0
iM10 iM11 M12 iM13
iM20 iM21 M22 iM23
0 0 0 0

. (2.4.20)
The resulting matrix M− for general CP transformations is given by
M− =
 02 T−
−T∗− 02
⊗ (−iσ2) , (2.4.21)
where T− is a general complex 2× 2 matrix given by
T− =
 M10 +M13 − iM20 − iM23 M11 −M12 − iM21 + iM22
M11 +M12 − iM21 − iM22 M10 −M13 − iM20 + iM23
 . (2.4.22)
As before, the block off-diagonal form of M− provides closure in the 4-vector space of Rµ,
since
M†−Σ
µM− = eσ−/8 (Λ−)µν Σ
ν , (2.4.23)
with eσ− = det [T∗−T−] > 0 and (Λ−)
µ
ν ∈ SO(1, 3).
In addition we note that mixed transformations involving both M+ and M− do
not provide closure within the 4-vector space of Rµ, i.e.
M†+Σ
µM− 6∝ ΛµνΣν . (2.4.24)
Hence, two distinct SO(1,3) spaces exist which are compatible with U(1)Y hypercharge
invariance. We denote these by (Λ+)
µ
ν and (Λ−)
µ
ν , and their respective field transformation
matrices by M+ and M−. Of course, combined transformation of different types are also
possible, resulting in a composite transformation described by M+ or M−, as shown in
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First Transformation Type Second Transformation Type Composite Type
M+ M+ M+
M+ M− M−
M− M+ M−
M− M− M+
Table 2.1: Transformation properties after two successive operations of M±.
Table 2.1.
In summary, the HF and CP transformation matrices M± may be written down
in the following tensorial forms:
HF : M+ =
[
(σ0 + σ3)
2
⊗ T+ + (σ
0 − σ3)
2
⊗ T∗+
]
⊗ σ0 , (2.4.25a)
CP : M− =
[
(σ1 + iσ2)
2
⊗ T− − (σ
1 − iσ2)
2
⊗ T∗−
]
⊗ (−iσ2) . (2.4.25b)
Given the above representation of the HF and CP transformations, we observe that
M∓ = CM± , (2.4.26)
provided we set T− = T∗+. This means that a general CP transformation can be thought
of as a combination of a HF and a standard CP transformation. This is also consistent
with the geometric interpretation presented by Ferreira et al [74]. Likewise, the action of
two successive CP transformations is equivalent to a single HF transformation, as can be
seen from the last row of Table 2.1.
In Table 2.2, we display the matrix representations of T+ (T±) for the HF (CP)
symmetries that will be analyzed in Chapters 3 and 4. Let us comment on the domains
of the group parameters shown in Table 2.2. Specifically, we have considered α ∈ [0, π)
for the U(1)PQ symmetry, θ ∈ [0, π) for the CP3 symmetry, and α, β, θ ∈ [0, π) for the
SO(3)HF symmetry. The parameter intervals for the symmetry groups are chosen so as to
avoid double covers of the total symmetry group G, due to the presence of the SM gauge
group SU(2)L ⊗U(1)Y, and especially of the U(1)Y hypercharge group [72].
Another important point to make is that for each CP symmetry, there should
be a HF symmetry associated to it. This arises when the CP symmetry is raised to even
powers and guarantees closure of the symmetry group (cf. Table 2.1). For the CP1 and
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HF/CP Symmetry Transformation Matrix T+ Transformation Matrix T−
in the Basis (φ1 , φ2) in the Basis (φ1 , φ2)
Z2
(
1 0
0 1
)
,
(
1 0
0 −1
)
U(1)PQ
(
e−iα 0
0 eiα
)
α ∈ [0, π)
SU(2)HF
/
Z2
∼= SO(3)HF
(
e−iα cos θ e−iβ sin θ
−eiβ sin θ eiα cos θ
)
θ, α, β ∈ [0, π)
CP1
(
1 0
0 1
) (
1 0
0 1
)
CP2
(
1 0
0 1
) (
0 1
−1 0
)
CP3
(
cos θ sin θ
− sin θ cos θ
) (
cos θ sin θ
− sin θ cos θ
)
θ ∈ [0, π) θ ∈ [0, π)
Table 2.2: Matrix representations of T± for six generic HF and CP symmetries of the
2HDM.
CP2 symmetries, an even number of applications of the symmetry results in the identity
mapping 1, i.e. (CP1)2n = I and (CP2)2n = I. However, for CP3, we obtain a non-trivial
HF symmetry, i.e. (CP3)2n ∼= SO(2)HF/Z2. Unlike the CP symmetries, HF symmetries
close within themselves, as shown in Table 2.1. In Section 2.5, we will discuss further
theoretical issues related to the breaking of the symmetry group G into a subgroup H, as
these issues are important in order to generate the entire vacuum manifold associated to a
given 2HDM potential as well as the presence and type of any possible topological defects.
If the 2HDM potential V is invariant under a particular HF or CP symme-
try GHF/CP, realized by the matrices (Λ±)
µ
ν , then the theoretical parameters Mµ and Lµν
satisfy the relations:
Mν = MµΛ
µ
ν , (2.4.27a)
Lαβ = LµνΛ
µ
αΛ
ν
β , (2.4.27b)
1up to a hypercharge rotation.
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HF/CP Symmetry OHF/CP Matrices in the Basis (R1 , R2 , R3)
Z2

1 0 0
0 1 0
0 0 1
 ,

−1 0 0
0 −1 0
0 0 1

U(1)PQ

c2α −s2α 0
s2α c2α 0
0 0 1

α ∈ [0, π)
SO(3)HF

c2αc
2
θ − c2βs2θ −s2αc2θ − s2βs2θ −s2θcα+β
s2αc
2
θ − s2βs2θ c2αc2θ + c2βs2θ −s2θsα+β
s2θcα−β −s2θsα−β c2θ

θ, α, β ∈ [0, π)
CP1

1 0 0
0 1 0
0 0 1
 ,

1 0 0
0 −1 0
0 0 1

CP2

1 0 0
0 1 0
0 0 1
 ,

−1 0 0
0 −1 0
0 0 −1

CP3

c2θ 0 s2θ
0 1 0
−s2θ 0 c2θ
 ,

c2θ 0 s2θ
0 −1 0
−s2θ 0 c2θ

θ ∈ [0, π)
Table 2.3: Matrix representation of OHF/CP defined in (2.4.28) for the six generic HF/CP
symmetries of the 2HDM potential. Here, we use the shorthand notation cθ = cos θ and
sθ = sin θ.
Here, for convenience, the subscript ± from (Λ±)µν is dropped and we have implicitly
assumed that σ = 0 or eσ/4 = 1. Hence, for each HF or CP transformation acting on
the Majorana field multiplet Φ, there is an equivalent transformation on Rµ, as given in
(2.4.9). The tensor Λµν in the SO(1, 3) space then has the following matrix form:
ΛHF/CP = diag
(
1 , OHF/CP
)
, (2.4.28)
where OHF/CP is a subgroup of O(3) for the six HF and CP symmetries under considera-
tion. In Table 2.3, we give the matrix representation of OHF/CP, for the three HF and the
three CP symmetries, respectively.
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2.5 The Vacuum Manifold
After minimization of the 2HDM potential, the field multiplet Φ acquires, in
general, a non-zero VEV, i.e.
Φ =

φ1
φ2
iσ2φ∗1
iσ2φ∗2

=

V1
V2
iσ2V∗1
iσ2V∗2

, (2.5.1)
where V1,2 denote the VEVs of the Higgs doublets φ1,2. Employing the freedom of the
SU(2)L ⊗U(1)Y gauge transformations, the VEVs V1,2 can be parameterized as:
V1 =
1√
2
 0
v01
 , (2.5.2a)
V2 =
1√
2
 v+2
v02e
iξ
 . (2.5.2b)
where the vacuum manifold parameters v01 , v
0
2 , v
+
2 , ξ ∈ R. This parameterization of V1,2
represents a single point of the vacuum manifold in the Φ-space, which we denote as
Φ0. Under this particular parameterization of the VEVs of the two doublets φ1,2, the
equivalent extremal point in the Rµ basis in terms of the vacuum manifold parameters is:
Rµ0 =

1
2 (v
0
1)
2 + 12 (v
0
2)
2 + 12(v
+
2 )
2
v01v
0
2 cos ξ
v01v
0
2 sin ξ
1
2 (v
0
1)
2 − 12 (v02)2 − 12(v+2 )2

. (2.5.3)
Our aim is to determine the entire vacuum manifoldMΦ of the 2HDM potential,
which amounts to finding all topologically distinct points of Φ, by appropriately acting
on Φ0 with the set M that leaves the minimum of the 2HDM potential Vmin invariant.
Thus, our task is to find M and its topological properties. Whilst neutral vacuum solu-
tions with one VEV of the two Higgs doublets φ1,2 being zero are relatively straightforward
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to find, we focus our attention on neutral vacuum solutions where both VEVs v01,2 of φ1,2
are non-zero in order to uncover topologically non-trivial vacuum manifold configurations
which cannot be removed by gauge transformations. Under these circumstances, we de-
mand that the vacuum manifold parameter v+2 in (2.5.2b) vanishes, i.e. v
+
2 = 0, in order
to produce a massless photon after electroweak symmetry breaking if v01,2 6= 0 [cf. (1.2)
in [86]]. As a consequence, the VEVs V1,2 are invariant under rotations generated by the
electromagnetic operator Qem =
1
2σ
3 + yφ σ
0, since QemV1,2 = (0, 0)
T, where yφ = 1/2 is
the hypercharge of φ1,2. Hence, if no HF or CP symmetries are present in the 2HDM po-
tential, a non-trivial transformation of the VEVs V1,2 can only be obtained by the action
of the coset set: SU(2)L ⊗U(1)Y/U(1)em.
If there is a HF (CP) symmetry group GHF (GCP) acting on the scalar poten-
tial V, then one needs to know whether there is a residual HF (CP) symmetry, HHF (HCP)
say, which survives after spontaneous symmetry breaking. In such a breaking pattern:
GHF/CP → HHF/CP, the vacuum manifold point Φ0 is invariant under the action of the
little group HHF/CP, such that
HHF/CP : Φ0 7→ Φ′0 = MHΦ0 = Φ0 , (2.5.4)
or equivalently Rµ0 is invariant under HHF/CP, i.e.
HHF/CP : R
µ
0 7→ R′µ0 = (ΛH)µν Rν0 = Rµ0 , (2.5.5)
where MH [(Λ
H)µν ] is a representation of the unbroken group HHF/CP in the GL(8,C)
[SO(1,3)] space. As will be studied in Chapter 3, this is the case for the SO(3)HF model
which breaks into the subgroup SO(2)HF ∼= U(1)′PQ, not the trivial group I which the
other five HF and CP symmetries are spontaneously broken to.
Consequently, a non-trivial HF/CP transformation of Φ0 or R
µ
0 can only be per-
formed in the coset spaces: GHF/HHF or GCP/HCP. Using the ideas and group-theoretic
language introduced in Section 1.2, the vacuum manifold points Φ0 or R
µ
0 satisfying (2.5.4)
and (2.5.5) are called orbit stablizers, and the entire vacuum manifold can be generated by
the transitive action of the total symmetry group G on the vacuum manifold points, where
G = SU(2)L ⊗U(1)Y ⊗GHF/CP 2. In the GL(8,C) space, the entire vacuum manifold for
2Throughout this study we ignore the SU(3)
c
colour gauge group which remains unbroken by the VEVs
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a potential with a HF/CP symmetry may be described by the set
MHF/CPΦ =
{
Φ : Φ =MΦ0, M ∈ (GHF/CP/HHF/CP)⊗ (SU(2)L ⊗U(1)Y/U(1)em)
}
,
(2.5.6)
where Φ0 is the orbit stabilizer which is invariant under the little group U(1)em⊗HHF/CP.
As stated in Section 1.2, it is the topological properties of MHF/CPΦ or its generating set
M under its homotopy groups, Πn(M), which determines the presence and nature of the
topological defects [3, 8]. Table 1.1 details the way of classifying topological defects via
homotopy groups. It is therefore vital to determine the representation of M in the full
8-dimensional Φ-space, for a HF and a CP symmetry. With this aim, we first note that a
general element U of the SU(2)L ⊗U(1)Y gauge group can always be written down as
U = ULUY = exp
(
i θY
σ3
2
)
⊗ σ0 ⊗ exp
(
i θ˜1
σ1
2
+ i θ˜2
σ2
2
)
exp
(
i θ˜3
σ3
2
)
. (2.5.7)
where UL and UY are given in (2.4.2) and (2.4.14), respectively. Here, we also used
the so-called Baker–Campbell–Haussdorf formula to factor out the third rotation due to
the generator σ3/2 of UL, where the transformed group parameters θ˜
1,2,3 take values in
the domain [0, 4π). Using (2.5.7), one can show that an element U⊥ of the coset space
SU(2)L ⊗U(1)Y/U(1)em may be represented in the Φ-space as
U⊥ =
(
σ0 + σ3
2
)
⊗ σ0 ⊗U+ +
(
σ0 − σ3
2
)
⊗ σ0 ⊗U− , (2.5.8)
with
U± = exp
(
i θ˜1
σ1
2
+ i θ˜2
σ2
2
)
exp
[
± i
(
θY − θ˜3
2
)(
σ0 ∓ σ3
2
)]
. (2.5.9)
Note that the elements U⊥ represent gauge transformations of the VEVs V1,2 orthogonal
to the U(1)em electromagnetic group. In the Φ-space, the latter group can be represented
by an expression very analogous to (2.5.8), where the 2× 2 matrices U± are replaced with
Uem± = exp
[
± i
(
θY + θ˜
3
2
)(
σ0 ± σ3
2
)]
. (2.5.10)
Let us note that U⊥ does not account for redundant rotations within U(1)em, since
of the Higgs doublets φ1,2.
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σ0+σ3
2 V1,2 = (0 , 0)
T and σ
0−σ3
2 iσ
2V∗1,2 = (0 , 0)
T. In this decomposition of the elec-
troweak gauge group SU(2)L ⊗U(1)Y into the electromagnetic group U(1)em and the coset
space U⊥, the linear combinations θ± = 12(θY ± θ˜3) should be regarded as independent
parameters which assume values in the domain θ± ∈ [0, 2π).
Given the representation (2.5.8) for U⊥, a non-trivial HF and CP transformation
of the vacuum manifold point Φ0 is given by the GL(8,C) matrices
M+ = M⊥+U⊥ =
(
σ0 + σ3
2
)
⊗ T+ ⊗U+ +
(
σ0 − σ3
2
)
⊗ T ∗+ ⊗U− , (2.5.11a)
M− = M⊥−U⊥ =
(
σ1 + iσ2
2
)
⊗ T− ⊗
[
(−iσ2)U−
]
−
(
σ1 − iσ2
2
)
⊗ T ∗− ⊗
[
(−iσ2)U+
]
, (2.5.11b)
where T+ ∈ GHF/HHF and T± ∈ GCP/HCP, with T± being 2 × 2 complex matrices.
Similarly, M⊥+ ∈ GHF/HHF and M⊥± ∈ GCP/HCP are GL(8,C) matrices acting on the
HF/CP coset spaces, whose tensorial form is very analogous to those given in (2.4.25a)
and (2.4.25b).
At this point, it is important to reiterate that a HF symmetry GHF of the 2HDM
potential is closed under HF transformations M+ only, whereas a CP symmetry requires
both types of HF and CP transformations M± in order to obtain group closure, according
to Table 2.1. In a similar vein, the entire vacuum manifold for a 2HDM potential with
a HF symmetry can be generated by acting only with transformation matrices of type
M+ given in (2.5.11a) on the initial vacuum manifold point Φ0. Instead, for a general
CP-symmetric 2HDM potential, the complete vacuum manifold requires the use of both
types of transformation matrices M± acting on Φ0 [cf. (2.5.11a) and (2.5.11b)].
As was already mentioned above, we may obtain an alternative description of the
vacuum manifold in the Rµ space. In this bilinear field basis, the entire vacuum manifold
can be generated by the transitive action of the full group G on a single vacuum manifold
point Rµ0 , which is invariant under the orbit stabilizer group HHF/CP [cf. (2.5.5)]. For this
purpose, we would need to use the ΛHF/CP or OHF/CP matrices presented in Table 2.3
associated with a given HF/CP symmetry of the 2HDM potential. The vacuum manifold
is then given by the set
MHF/CPRµ =
{
Rµ : Rµ = Λµν R
ν
0 , Λ
µ
ν ∈ ΛHF/CP/ΛHHF/CP
}
, (2.5.12)
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where ΛHHF/CP is a possible residual HF/CP symmetry that remains intact after sponta-
neous symmetry breaking. In the gauge-invariant bilinear field basis, the SU(2)L ⊗U(1)Y
gauge-group rotations are not present, so the nature of the topological defect solution de-
pends only on the homotopic group properties of the coset bilinear field spaces: ΛHF/Λ
H
HF
or ΛCP/Λ
H
CP. The analysis of the homotopy groups of the vacuum manifolds in the
Majorana-field and the bilinear-field bases,MHF/CPΦ andMHF/CPRµ , lead to identical results.
As discussed in Section 1.3, the spontaneous symmetry breaking of the SM gauge
group SU(2)L ⊗ U(1)Y to U(1)em, gives rise to the formation of textures, a non-localized
topological defect that arises when Π3[M] 6= I. However, such local textures do not pose
significant problems for the Universe [5], unlike the other topological defects we study. For
this reason, we focus on non-trivial topological configurations that arise from the breaking
of HF or CP symmetries: GHF/CP → HHF/CP.
Having now set up a consistent framework to study the topology of the vacuum
manifolds of the accidental symmetries of the 2HDM, we now proceed to calculating the
non-trivial neutral vacuum solutions for each of the six accidental symmetries under study.
These calculations, along with the results of this chapter, will allow the topology and any
subsequent topological defects to be determined for each symmetry.
Chapter 3
Neutral Vacuum Solutions of the
Higgs Family Symmetries
We start our analysis of the neutral vacuum solutions and topology of the 2HDM
by considering the three generic HF symmetries: Z2, U(1)PQ and SO(3)HF. These HF
symmetries impose specific relations [72] among the parameters of the 2HDM potential,
which are presented in Table 3.1. For the Z2 symmetry, the quartic coupling λ5 can always
be made real by a simple phase redefinition of one of the two Higgs doublets φ1,2.
Given the constraints on the potential parameters due to the HF symmetries, the
four general convexity conditions (2.3.4a)–(2.3.4c) and (C.0.6i) become greatly simplified.
These four conditions are exhibited in Table 3.2. In the SO(3)HF case, the convexity
conditions are not independent of each other and only one distinct condition survives.
We will now derive analytical expressions for the neutral VEVs of the two Higgs
doublets φ1,2 for each of the three HF symmetries, by utilizing the Lagrange multiplier
method. These results will enable us to study in more detail any possible topological
defects that can emerge from a non-trivial vacuum topology of the theory, as shown in
Chapter 5.
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Symmetry µ21 µ
2
2 m
2
12 λ1 λ2 λ3 λ4 λ5 λ6 λ7
Z2 – – 0 – – – – Real 0 0
U(1)PQ – – 0 – – – – 0 0 0
SO(3)HF – µ
2
1 0 – λ1 – 2λ1 − λ3 0 0 0
Table 3.1: Parameter relations in the 2HDM potential that result from the imposition of
the three generic HF symmetries. A dash indicates the absence of a constraint.
Convexity Condition Z2 U(1)PQ SO(3)HF
1 λ1 > 0 λ1 > 0 2λ1 > |λ3|
2 λ2 > 0 λ2 > 0 –
3 2
√
λ1λ2 > |λ3| 2
√
λ1λ2 > |λ3| –
4 λ4 > |λ5| λ4 > 0 –
Table 3.2: The four sufficient conditions for a convex and bounded-from-below 2HDM po-
tential for each of the three HF symmetries. A dash signifies the absence of any additional
constraints on the parameters.
3.1 Z2 Symmetry
The discrete Z2 symmetry of the 2HDM is defined by the following transforma-
tions of the two Higgs doublets φ1,2:
φ1 7→ φ′1 = φ1 ,
φ2 7→ φ′2 = −φ2 .
To solve the extremization condition (2.3.3a), we consider two cases: (i) det[Nµν ] 6= 0, and
(ii) det[Nµν ] = 0. In the first case, the matrix Nµν can be inverted and the 4-vector R
µ
can be straightforwardly derived, whereas in the second case Nµν is not invertible and a
slightly different strategy needs to be deployed to determine Rµ.
Taking into account the parameter restrictions of Table 3.1 for the Z2 symmetry,
we may now calculate the determinant of Nµν (see also Appendix C). This can be expressed
in the factorized form:
det[Nµν ] =
[
λ25 − (λ4 + ζ)2
] [
(λ3 − ζ)2 − 4λ1λ2
]
. (3.1.1)
For the Z2 symmetry, the extremization condition NµνR
ν = Mµ decomposes into two
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separate matrix equations:
 λ1 + λ2 + λ3 − ζ λ1 − λ2
λ1 − λ2 λ1 + λ2 − λ3 + ζ

 R0
R3
 =
 µ21 + µ22
µ21 − µ22
 , (3.1.2a)
 λ4 + λ5 + ζ 0
0 λ4 − λ5 + ζ

 R1
R2
 =
 0
0
 . (3.1.2b)
Assuming that Nµν is non-singular, the above matrix relations can be inverted and the
individual components of Rµ for an arbitrary point on the vacuum manifold are found to
be
R0 =
2λ2µ
2
1 + 2λ1µ
2
2 − (λ3 − ζ)(µ21 + µ22)
4λ1λ2 − (λ3 − ζ)2 , (3.1.3a)
R1 = 0 , (3.1.3b)
R2 = 0 , (3.1.3c)
R3 =
2λ2µ
2
1 − 2λ1µ22 + (λ3 − ζ)(µ21 − µ22)
4λ1λ2 − (λ3 − ζ)2 . (3.1.3d)
From the defining equation (2.2.3) for the 4-vector Rµ, the following analytical expressions
for the VEVs of the Higgs field bilinears are easily obtained:
〈φ†1φ1〉 =
2λ2µ
2
1 − (λ3 − ζ)µ22
4λ1λ2 − (λ3 − ζ)2 ≥ 0 , (3.1.4a)
〈φ†2φ2〉 =
2λ1µ
2
2 − (λ3 − ζ)µ21
4λ1λ2 − (λ3 − ζ)2 ≥ 0 , (3.1.4b)
〈φ†1φ2〉 = 〈φ†2φ1〉 = 0 . (3.1.4c)
In order to have a neutral vacuum solution, we must satisfy the condition (2.3.6), namely
that Rµ is a null 4-vector, with RµRµ = 0. This restriction leads to[
2λ2µ
2
1 − (λ3 − ζ)µ22
] [
2λ1µ
2
2 − (λ3 − ζ)µ21
]
4λ1λ2 − (λ3 − ζ)2 = 0 , (3.1.5)
which completely specifies the Lagrange multiplier. More explicitly, requiring that the
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VEV parameter ζ1 ζ2
v01
√
µ21
λ1
0
v02 0
√
µ22
λ2
v+2 0 0
ξ 0 0
Table 3.3: The two neutral vacuum solutions to the Z2 symmetric 2HDM potential for
det[Nµν ] 6= 0. The Lagrange multipliers ζ1,2 are given in (3.1.6a) and (3.1.6b).
numerator of (3.1.5) vanishes, we find two solutions for the Lagrange multiplier:
ζ1 = λ3 − 2λ1µ
2
2
µ21
, (3.1.6a)
ζ2 = λ3 − 2λ2µ
2
1
µ22
. (3.1.6b)
Using the specific parameterization (2.5.2a) and (2.5.2b) for the VEVs of φ1,2, we can
determine the vacuum manifold parameters (v01 , v
0
2 , v
+
2 , ξ) for the two values ζ1,2 of the
Lagrange multiplier given in (3.1.6a) and (3.1.6b). The results are given in Table 3.3.
Moreover, we have verified that the two solutions ζ1,2 do not lead to a singular matrix Nµν .
In order for a set of neutral vacuum solutions to correspond to a local minimum of
the potential, we require that the Hessian of the Z2 invariant 2HDM potential is positive-
definite. The general Hessian of the Z2 invariant 2HDM potential with respect to v
0
1 and v
0
2
is given by
H =
 −µ21 + 3λ1(v01)2 + 12λ345(v02)2 λ345v01v02
λ345v
0
1v
0
2 −µ22 + 3λ2(v02)2 + 12λ345(v01)2
 . (3.1.7)
Here, we introduce the common summation conventions between the quartic couplings of
the model: λab = λa + λb and λabc = λa + λb + λc. Thus, the positivity of H leads to
additional constraints, which are listed in Table 3.4. Specifically, the first condition in
Table 3.4 corresponds to having a local minimum, whilst the second one is to ensure that
this minimum is the lowest one. If µ21 = µ
2
2 and λ1 = λ2, the global minimum is given by
V0 = −
µ41,2
4λ1,2
. (3.1.8)
Chapter 3: Neutral Vacuum Solutions of the Higgs Family Symmetries 73
Condition ζ1 ζ2
1 µ21 > 0 µ
2
2 > 0
2
µ21
µ22
>
2λ1
λ345
µ21
µ22
<
λ345
2λ2
Table 3.4: Minimization conditions for two neutral vacuum solutions in a Z2 symmetric
2HDM potential, with det[Nµν ] 6= 0. The first condition corresponds to having a local
minimum and the second one is for this minimum to be the lowest.
As can be seen from Table 3.3, when the determinant of Nµν is non-zero, at least
one of the VEVs of the Higgs doublets φ1,2 must be zero, in order to have a neutral vacuum
solution. As we will discuss in Section 3.1.2, such solutions do not lead to topological
defects and so they are not of interest for the study presented in this thesis. We now
turn our attention to the neutral vacuum solutions that can occur when the matrix Nµν
becomes singular for a specific choice of the Lagrange multiplier.
3.1.1 Neutral Vacuum Solutions from a Singular Matrix N
We now consider the possibility that the matrix Nµν has no inverse, by requiring
that its determinant given in (3.1.1) vanishes. Equating separately the two factors in
(3.1.1) to zero, we obtain four solutions:
ζ1,± = −λ4 ± λ5 , (3.1.9a)
ζ2,± = ±2
√
λ1λ2 + λ3 . (3.1.9b)
Since the extremization condition for the Z2 invariant potential splits into two separate
matrix equations, (3.1.2a) and (3.1.2b), the application of either of the above four Lagrange
multipliers only results in one of the matrices in the equations becoming singular. For
the solution ζ2,±, it is the 2 × 2 matrix in (3.1.2a) which becomes singular. However,
since the RHS of (3.1.2a) is in general a non-zero vector in this case, unless µ21 = µ
2
2 =
0, this matrix equation is overdetermined. Unless the parameters µ21,2 and the quartic
couplings λ1,2,3 satisfy an unnatural fine-tuning relation, the matrix equation (3.1.2a)
becomes incompatible for the Lagrange multiplier ζ2,±. We therefore reject the second
solution ζ2,± and focus on the first solution ζ1,±.
For the Lagrange multiplier solution ζ1,±, the matrix in (3.1.2b) becomes singu-
lar, whilst the matrix equation (3.1.2a) can be inverted in general, using standard linear
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algebra methods. Evaluating the singular matrix in (3.1.2b), we observe that the solu-
tion ζ1,+ yields R
1 = 0, but leaves R2 undetermined. Likewise, the solution ζ1,− renders
R2 = 0, but R1 6= 0 in general. The two solutions are related by a reparameterization
of the doublets, since φ2 7→ iφ2 implies ζ1,+ 7→ ζ1,−. Therefore, only one solution of the
Lagrange multipliers needs to be considered.
With the above in mind, we consider the solution ζ1,−, where λ5 enters additively
in all resulting equations. Substituting ζ1,− into (3.1.2a) gives
R0 =
2λ1µ
2
2 + 2λ2µ
2
1 − λ345(µ21 + µ22)
4λ1λ2 − λ2345
, (3.1.10a)
R3 =
2λ2µ
2
1 − 2λ1µ22 + λ345(µ21 − µ22)
4λ1λ2 − λ2345
. (3.1.10b)
In terms of field bilinear VEVs, R0 and R3 imply that
〈φ†1φ1〉 =
2λ2µ
2
1 − λ345µ22
4λ1λ2 − λ2345
> 0 , (3.1.11a)
〈φ†2φ2〉 =
2λ1µ
2
2 − λ345µ21
4λ1λ2 − λ2345
> 0 . (3.1.11b)
In order to uniquely fix the undetermined component R1, we require now that
Rµ is a null vector, i.e. RµR
µ = 0. Employing this last condition, we find that
(R1)2 =
4
[
2λ2µ
2
1 − λ345µ22
] [
2λ1µ
2
2 − λ345µ21
][
4λ1λ2 − λ2345
]2 . (3.1.12)
Comparing (3.1.10a), (3.1.10b) and (3.1.12) with the Rµ parameterization in (2.5.3) and
v+2 = ξ = 0, we obtain
v01 =
√
4λ2µ21 − 2λ345µ22
4λ1λ2 − λ2345
, (3.1.13a)
v02 =
√
4λ1µ
2
2 − 2λ345µ21
4λ1λ2 − λ2345
. (3.1.13b)
By analogy, we may calculate the vacuum manifold parameters related to the Lagrange
multiplier ζ1,+ = −λ4+λ5. These are found simply by replacing λ345 in all equations with
λ¯345, where we extended the summation convention as: λ¯abc = λa+λb−λc. As discussed in
Section 2.5, the space of the entire vacuum manifold is generated via the transitive action
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of the total symmetry group on this particular set of the vacuum manifold parameters. To
confirm the results obtained using the Lagrange multiplier method, we have also checked
that the VEVs of the Higgs doublets φ1,2 satisfy the extremization conditions given by
the traditional extremization equations (2.2.2a) and (2.2.2b).
To determine whether the above extremal solutions represent local minima as
well, we require that the Hessian H in (3.1.7), evaluated at the extremal points, is positive-
definite. This requirement generates two conditions:
λ1
(
4λ2µ
2
1 − 2λ345µ22
4λ1λ2 − λ2345
)
> 0 , (3.1.14a)
(
4λ2µ
2
1 − 2λ345µ22
)(
4λ1µ
2
2 − 2λ345µ21
)
4λ1λ2 − λ2345
> 0 . (3.1.14b)
These two inequalities are equivalent to the positivity conditions for the squared VEVs
in (3.1.11a) and (3.1.11b), provided 4λ1λ2 > λ
2
345 and λ1 > 0. The constraint λ1 > 0
represents one of the convexity conditions for the Z2-symmetric 2HDM potential (see Ta-
ble 3.2). However, the restriction 4λ1λ2 > λ
2
345 has not previously been accounted for and
creates two additional inequalities from the numerators of the fractions given in (3.1.11a)
and (3.1.11b). These can be summarized in the double inequality
λ345
2λ2
<
µ21
µ22
<
2λ1
λ345
, (3.1.15)
which is the condition for the neutral vacuum solutions related to a singular matrix Nµν
to be minima. Comparing this double inequality with the second line in Table 3.4, we see
that local minima with v01,2 = 0 and v
0
1,2 6= 0 cannot coexist. The value of the potential
at the local minimum associated with the Lagrange multiplier ζ1,− is given by
V0 =
λ345µ
2
1µ
2
2 − λ1µ42 − λ2µ41
4λ1λ2 − λ2345
. (3.1.16)
The corresponding value V0 for the local minimum related to ζ1,+ = −λ4+λ5 is obtained
by making the substitution λ345 → λ¯345 in (3.1.16). Between these two solutions, the
lowest minimum is given by ζ1,+ = −λ4+λ5, if λ5 > 0, and by ζ1,− = −λ4−λ5, if λ5 < 0.
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Figure 3.1: Contour plot depicting the shape of the Z2 invariant 2HDM potential V for the
parameter set {µ21, µ22, λ1, λ2, λ345} = {1, 1, 1, 1, 1}, in arbitrary mass units and normalized
such that Vmin = 0. The four degenerate and disconnected global minima are shown in
black around the central local maximum. The four minima form two pairs; the members
within each pair are related by the Z2 symmetry and the two pairs are related to one another
by U(1)Y.
Hence, the potential at the lowest minimum is given by
V0 =
(λ3 + λ4 − |λ5|)µ21µ22 − λ1µ42 − λ2µ41
4λ1λ2 − (λ3 + λ4 − |λ5|)2
, (3.1.17)
and is the global minimum of the Z2-symmetric 2HDM potential if (3.1.15) is fulfilled.
Otherwise, the global minimum is given by (3.1.8). A numerical example of a Z2-symmetric
2HDM potential, where both v01,2 are non-zero, is shown in Figure 3.1.
3.1.2 Z2 Topology
To analyse the presence and nature of any topological defects for the Z2 invariant
2HDM potential, it is important to determine the topology of the vacuum manifold. To
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do this we apply some of the general results presented in Section 2.5. In the symmetric
phase, the Z2 invariant 2HDM potential is governed by the total symmetry group GZ2 ≡
Z2 ⊗ SU(2)L ⊗ U(1)Y, which includes the electroweak gauge group. After spontaneous
symmetry breaking of the electroweak gauge group, we have
SU(2)L ⊗U(1)Y ≃ S′3 × S′1 → U(1)em ≃ S1 . (3.1.18)
In the above, we used the well-known homeomorphisms between compact groups and n-
spheres denoted as Sn (or S′n): U(1) ≃ S1 and SU(2) ≃ S3. According to our discussion
in Section 2.5, in the absence of any HF/CP symmetry in the theory, the vacuum manifold
of the 2HDM will then be homeomorphic to the coset space (S′3 × S′1)/S1, which in turn
is homeomorphic to S3, i.e. (S′3 × S′1)/S1 ≃ S3.
In the present case, there exists an additional discrete Z2 symmetry acting on the
2HDM, which can break to the identity, i.e. Z2 → I, after electroweak symmetry breaking.
If this happens, the breaking pattern of the total symmetry group proceeds as follows:
GZ2 ≡ Z2 ⊗ SU(2)L ⊗U(1)Y → HZ2 ≡ I⊗U(1)em . (3.1.19)
As a consequence, the topology of the vacuum manifold will then be described by the coset
space MZ2Φ = GZ2/HZ2 .
In order to generate the complete setMZ2Φ of the vacuum manifold points in the
Φ-space, we first need to find an initial point Φ0 of the Majorana scalar-field multiplet,
which remains invariant under the little group HZ2 . Then, MZ2Φ will be generated by the
transitive action of GZ2 on Φ0. In the parameterization of the Higgs-doublet VEVs V1,2
of (2.5.2a) and (2.5.2b), the Majorana scalar-field vacuum point Φ0, which is invariant
under HZ2
∼= U(1)em, is given by v+2 = 0 and ξ = 0.
Let us first consider the non-trivial case where v01,2 6= 0, as discussed in Sec-
tion 3.1.1. The general vacuum manifold point Φ is given by
Φ = MZ2+ Φ0 , (3.1.20)
where the HF transformation matrixMZ2+ is stated in (2.5.11a) and T+ = T+ = {σ0 , σ3}
are the 2 × 2 HF transformation matrices given in Table 2.2 under the Z2 symmetry. It
is interesting to see the different roles of the Z2 symmetry and the U(1)Y hypercharge
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symmetry, according to the more intuitive chart:
 V1
V2
 U(1)Y←→
 −V1
−V2

Z2 l l Z2 V1
−V2
 U(1)Y←→
 −V1
V2
 .
(3.1.21)
Observe that for Z2-symmetric 2HDM scenarios with two non-zero VEVs v
0
1,2 6= 0, we
cannot move via a U(1)Y transformation from one vacuum configuration, e.g. (v
0
1 , v
0
2), to
its Z2-symmetric one, i.e. (v
0
1 , −v02) or (−v01 , v02). However, if v01 or v02 were zero, then
such a transformation would be possible, and the discrete vacua will be connected via a
continuous U(1)Y gauge transformation. In the latter case, there are no topological de-
fects, such as domain walls or superconducting condensates similar to the ones discussed
by Hodges [87], even though such scenarios might be interesting as they predict stable
scalars which may act as Dark Matter (see, e.g. [88]). On the other hand, the Z2 invariant
2HDM where the two Higgs doublet VEVs are non-zero can lead to non-trivial topological
solutions, such as domain walls. Here, we assume that there are no other sources that vio-
late the Z2 symmetry of the theory, e.g., either by Yukawa couplings or by anomalies [89].
The vacuum manifold in the Φ-space may be given by
MZ2Φ ≃ Z2 × S3 , (3.1.22)
where the second factor S3 comes from the breaking pattern of the electroweak gauge
group as given in (3.1.18). Thus, the action of the zeroth homotopy group on this vacuum
manifold is non-trivial, since Π0
[
Z2 × S3
]
= Π0 [Z2]×Π0
[
S3
] 6= I, with Π0 [S3] = I [90].
This leaves the possibility for the formation of domain walls in the Z2 symmetric 2HDM,
whose spatial profile is studied in Chapter 5.
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3.2 U(1)PQ Symmetry
We now analyze the Peccei–Quinn symmetry of the 2HDM, which is defined by
the following transformations of the two Higgs doublets φ1,2:
φ1 7→ φ′1 = e−iα φ1 ,
φ2 7→ φ′2 = eiα φ2 ,
where α ∈ [0, π). The study of the neutral vacuum solutions of the U(1)PQ invariant
2HDM proceeds in a very analogous fashion to the Z2 invariant 2HDM discussed in the
previous section, since the only additional parameter restriction in the U(1)PQ invariant
theory is that one now has λ5 = 0. Therefore, we can employ the results gathered in
Section 3.1 in the limit λ5 → 0 to obtain the neutral vacuum solutions for the U(1)PQ
symmetry.
For neutral vacuum solutions resulting from a non-singular matrix Nµν , the VEVs
are given by (3.1.4a) and (3.1.4b), with λ5 = 0, i.e.
〈φ†1φ1〉 =
2λ2µ
2
1 − (λ3 − ζ)µ22
4λ1λ2 − (λ3 − ζ)2 > 0 , (3.2.1a)
〈φ†2φ2〉 =
2λ1µ
2
2 − (λ3 − ζ)µ21
4λ1λ2 − (λ3 − ζ)2 > 0 , (3.2.1b)
〈φ†1φ2〉 = 〈φ†2φ1〉 = 0 . (3.2.1c)
There are two Lagrange multiplier solutions for this situation which are given by (3.1.6a)
and (3.1.6b). Due to this close similarity, the vacuum manifold parameters are exactly
the same as those detailed in Table 3.3 of Section 3.1. Correspondingly, the conditions for
each solution to correspond to a minima are given in Table 3.4. As in the Z2 case when
det[Nµν ] 6= 0, the U(1)PQ-invariant 2HDM must also have at least one doublet with a
zero VEV for a neutral vacuum solution, which only leads to topologically trivial vacuum
manifold configurations. We are, therefore, only interested in neutral vacuum solutions
for which the matrix Nµν is singular.
80 Chapter 3: Neutral Vacuum Solutions of the Higgs Family Symmetries
3.2.1 Neutral Vacuum Solutions from a Singular Matrix N
In order for the matrix Nµν to have no inverse in the case of the Peccei-Quinn
symmetry, we require that the expression given in (3.1.1) with λ5 = 0 be equal to zero.
This requirement leads to the candidate solutions:
ζ1 = −λ4 , (3.2.2a)
ζ2,± = ±2
√
λ1λ2 + λ3 . (3.2.2b)
However, for the same reasons as in the Z2 case, we have to reject the second solution
ζ2,±, as it leads to an incompatible matrix equation, unless there is a particular, unnatural
fine-tuned relation between the parameters of the 2HDM. Therefore, we only focus on the
first solution ζ1.
Under this choice for the Lagrange multiplier both R1 and R2 remain unde-
termined, since the 2 × 2 matrix in (3.1.2b) becomes the null matrix. The remaining
components of the vector Rµ are found using (3.1.2a) and have the form:
R0 =
2λ1µ
2
2 + 2λ1µ
2
1 − λ34(µ21 + µ22)
4λ1λ2 − λ234
, (3.2.3a)
R3 =
2λ2µ
2
1 − 2λ2µ22 + λ34(µ21 − µ22)
4λ1λ2 − λ234
. (3.2.3b)
From these expressions, we obtain by means of (2.2.3) the VEVs of the scalar-field bilinears
〈φ†1φ1〉 =
2λ2µ
2
1 − λ34µ22
4λ1λ2 − λ234
> 0 , (3.2.4a)
〈φ†2φ2〉 =
2λ1µ
2
2 − λ34µ21
4λ1λ2 − λ234
> 0 . (3.2.4b)
For a neutral vacuum solution we require, as before, that Rµ satisfies RµR
µ = 0, which
leads to the relation:
(R1)2 + (R2)2 =
4
(
2λ2µ
2
1 − λ34µ22
) (
2λ1µ
2
2 − λ34µ21
)(
4λ1λ2 − λ234
)2 . (3.2.5)
Using the parameterization of Rµ in (2.5.3), we find that the vacuum manifold parameters
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for the Lagrange multiplier ζ1 with v
+
2 = 0 are:
v01 =
√
4λ2µ21 − 2λ34µ22
4λ1λ2 − λ234
, (3.2.6a)
v02 =
√
4λ1µ22 − 2λ34µ21
4λ1λ2 − λ234
, (3.2.6b)
ξ ∈ [0, 2π) . (3.2.6c)
Notice that the phase ξ remains undetermined, signifying the presence of a massless Gold-
stone boson, the so-called PQ axion [91, 92].
The conditions for a global minimum are identical to those of the Z2 case with
λ5 = 0. Thus, we have a global minimum with v
0
1,2 6= 0, provided
λ34
2λ2
<
µ21
µ22
<
2λ1
λ34
. (3.2.7)
The value of the U(1)PQ-invariant 2HDM potential at the global minimum is given by
V0 =
λ34µ
2
1µ
2
2 − λ1µ42 − λ2µ41
4λ1λ2 − λ234
. (3.2.8)
As before, we find that neutral vacua where v01,2 6= 0 and v01 = 0 or v02 = 0 cannot co-exist.
3.2.2 U(1)PQ Topology
Let us now discuss the topology of the vacuum manifold associated with the
U(1)PQ-invariant 2HDM potential. The total symmetry group of the potential in the
symmetric phase is GU(1)PQ = U(1)PQ ⊗ SU(2)L ⊗ U(1)Y. After electroweak symmetry
breaking [cf. (3.1.18)], the U(1)PQ symmetry group breaks into the identity I, so the
unbroken group is HU(1)PQ = I ⊗ U(1)em. As a consequence, the vacuum manifold in the
Φ-space is given by the set
MU(1)PQΦ = GU(1)PQ/HU(1)PQ ≃ S1 × S3 , (3.2.9)
where we used the fact that U(1)PQ is homeomorphic to S
1. We now observe that the
first homotopy group of this vacuum manifold is non-trivial, i.e. Π1
[
S1 × S3] = Π1 [S1]×
Π1
[
S3
]
= Π1
[
S1
]
= Z 6= I, since Π1
[
S3
]
= I. This implies that the U(1)PQ-invariant
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2HDM has a string or vortex solution, which we analyze in Chapter 5.
It is interesting to discuss the construction of the vacuum manifold in the Φ-
space. As stated in (2.5.11a), a general point of the vacuum manifold is given by Φ =
MU(1)PQ+ Φ0, where Φ0 is defined in terms of the non-zero VEVs v01,2 given in (3.2.6a) and
(3.2.6b) and by setting ξ = 0. Moreover, in the 8-dimensional Majorana Φ-space, the HF
transformation matrix MU(1)PQ+ takes on the form:
MU(1)PQ+ =
(
σ0 + σ3
2
)
⊗ T+ ⊗U+(θ˜1, θ˜2, θ−) +
(
σ0 − σ3
2
)
⊗ T ∗+ ⊗U−(θ˜1, θ˜2, θ−)
=
(
σ0 + σ3
2
)
⊗ exp
[
2iα
(
σ0 − σ3
2
)]
⊗U+(θ˜1, θ˜2, θ− − α) (3.2.10)
+
(
σ0 − σ3
2
)
⊗ exp
[
−2iα
(
σ0 − σ3
2
)]
⊗U−(θ˜1, θ˜2, θ− − α) .
Here, we have explicitly displayed the dependence of the gauge-group factors U± on their
group parameters and made use of the fact that the HF transformation matrix T+ = e−iασ3
for the PQ symmetry may be written as T+ = e−iαeiα(σ0−σ3). We may now re-define the
group parameter θ− as θ˜− = θ− − α ∈ [0, 2π), and so having the parameter 2α ∈ [0, 2π)
to span the complete space of the U(1)PQ group. Note that this result is identical to the
one that would be obtained in the Rµ space, as can be readily deduced from Table 2.3.
3.3 SO(3)HF Symmetry
An interesting HF symmetry emerges from the invariance of the 2HDM potential
under an SU(2)HF transformation of the Higgs fields, such as
φ1 7→ φ′1 = e−iα cos θ φ1 + e−iβ sin θ φ2 ,
φ2 7→ φ′2 = −eiβ sin θ φ1 + eiα cos θ φ2 .
To avoid a double cover of the SU(2)HF group because of the presence of U(1)Y hypercharge
rotations, we have to restrict the group parameters θ, α, β to lie in the interval [0, π).
Hence, the actual HF symmetry is the coset group SU(2)HF/Z2 [72], which is isomorphic
to SO(3)HF in the field-bilinear R
µ space. For this reason, this symmetry was called the
SO(3)HF symmetry.
The parameters of the 2HDM potential under the SO(3)HF symmetry are re-
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stricted, as shown in Table 3.1. In fact, most of the results can be easily recovered from
the Z2 case in Section 3.1, by making the replacements: λ2 → λ1, λ4 → 2λ1−λ3, µ22 → µ21
and putting λ5 = 0. As before, we first assume that the inverse of Nµν exists, with the
determinant of Nµν given by
det[Nµν ] = (2λ1 + λ3 − ζ) (2λ1 − λ3 + ζ)3 . (3.3.1)
Because of the more restrictive nature of the SO(3)HF symmetry, the matrix extremization
equation NµνR
ν = Mµ splits into four separate equations:
(2λ1 + λ3 − ζ)R0 = 2µ21 , (3.3.2a)
(2λ1 − λ3 + ζ)R1 = 0 , (3.3.2b)
(2λ1 − λ3 + ζ)R2 = 0 , (3.3.2c)
(2λ1 − λ3 + ζ)R3 = 0 . (3.3.2d)
On the basis of the above assumption that Nµν is invertible, the components of the 4-vector
Rµ are easily found to be
R0 =
2µ21
2λ1 + λ3 − ζ , (3.3.3a)
R1 = R2 = R3 = 0 . (3.3.3b)
On the other hand, the constraint for a neutral vacuum solution requires that Rµ is a null
vector, satisfying RµR
µ = 0. Since all the “spatial” components R1,2,3 vanish, so should
the “time” component, i.e. R0 = 0. This last result tells us that the Higgs doublets should
have vanishing VEVs, i.e. v01,2 = 0, leaving the electroweak gauge group unbroken. This
is an unrealistic scenario and can only be obtained in the limit µ21 → 0, or ζ → ±∞. We
will move our investigation on to neutral vacuum solutions that can result from a singular
matrix Nµν .
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3.3.1 Neutral Vacuum Solutions from a Singular Matrix N
From the fully factorized form of (3.3.1), we readily see that the following choices
of the Lagrange multiplier render Nµν singular:
ζ1 = −2λ1 + λ3 , (3.3.4a)
ζ2 = 2λ1 + λ3 . (3.3.4b)
However, from (3.3.2a), we notice that the solution ζ2 implies either R
0 →∞, or µ21 → 0,
both of which lead to unrealistic scenarios of electroweak symmetry breaking. Therefore,
we concentrate on the Lagrange multiplier solution ζ1.
Considering the Lagrange multiplier solution ζ1, we obtain from (3.3.2a) that
R0 =
µ21
2λ1
. (3.3.5)
Instead, from (3.3.2b)–(3.3.2d), we see that all the “spatial components” R1,2,3 remain un-
determined. The only constraint that can be placed upon the three “spatial” components
of Rµ is the requirement of a neutral vacuum solution, RµR
µ = 0, which implies that
(R1)2 + (R2)2 + (R3)2 =
µ41
4λ21
. (3.3.6)
In terms of the vacuum manifold parameters v01,2 and ξ, (3.3.5) and (3.3.6) are translated
into
v01 =
µ1√
λ1
sin θ , v02 =
µ1√
λ1
cos θ , (3.3.7)
where ξ ∈ [0, 2π) and θ ∈ [0, π) remain undetermined. The latter signifies the presence
of two Goldstone bosons. Specifically, the one associated with the phase ξ is a CP-odd
scalar, whereas the one related to the polar angle θ is a CP-even scalar. This result can
be cross-checked independently from the explicit analytical expressions presented in [51]
for general Higgs boson mass matrices. The global minimum of the SO(3)HF-symmetric
2HDM potential is given by
V0 = − µ
4
1
4λ1
. (3.3.8)
Such a global minimum is always guaranteed, as long as µ21 is positive and the bounded-
from-below condition, 2λ1 > |λ3| given in Table 3.2, is satisfied.
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3.3.2 SO(3)HF Topology
It is interesting to analyze the topology of the vacuum manifold arising from
the spontaneous symmetry breaking of an SO(3)HF-invariant 2HDM potential. In the
symmetric phase of the theory, the SO(3)HF-invariant 2HDM potential has the symmetry,
which is described by the group [72]
GSO(3)HF =
(
SU(2)HF ⊗ SU(2)L ⊗U(1)Y
)
/Z2 ∼= SO(3)HF ⊗ SU(2)L ⊗U(1)Y . (3.3.9)
Using the results of the previous section, we see that out of the three generators of the
SU(2)HF/Z2 group, one linear combination of generators, (σ
0+σ3)/2 related to a residual
HF symmetry, which we call U(1)HF, remains unbroken after the electroweak symmetry
breaking, resulting in the little group
HSO(3)HF = U(1)HF ⊗ SU(2)L ⊗U(1)Y ∼= SO(2)HF ⊗ SU(2)L ⊗U(1)Y . (3.3.10)
Then, the vacuum manifold MSO(3)HFΦ may be described by the product of spaces:
MSO(3)HFΦ = GSO(3)HF/HSO(3)HF ≃ S2 × S3 , (3.3.11)
where the first factor S2 is obtained using the known homeomorphism SO(3)HF/SO(2)HF
≃ S2 and the second factor S3 is due to the breaking of the electroweak group to U(1)em.
We observe that the second homotopy group of MSO(3)HFΦ is non-trivial. More explicitly,
Π2
[
S2 × S3] = Π2 [S2] × Π2 [S3] = Π2 [S2] 6= I, since Π2 [S3] = I. Consequently,
spontaneous symmetry breaking of the SO(3)HF-symmetric 2HDM can give rise to global
monopoles.
As with the previous HF symmetries, we are able to construct the entire vacuum
manifold by the transitive action of the total group GSO(3)HF stated in (3.3.9) on the
vacuum point Φ0, which remains invariant under the little group HSO(3)HF given in (3.3.10).
An appropriate representation of Φ0 consistent with the latter property is given by the
VEVs
V1 =
 0
0
 , V2 = 1√
2
 0
µ1√
λ1
 , (3.3.12)
where we set θ = ξ = 0 in (3.3.7). The general point Φ on the vacuum manifold is then
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given by the action of the coset set of HF transformation matrices MSO(3)HF+ on Φ0, i.e.
Φ =MSO(3)HF+ Φ0, where
MSO(3)HF+ =
(
σ0 + σ3
2
)
⊗ T+ ⊗U+(θ˜1, θ˜2, θ−) +
(
σ0 − σ3
2
)
⊗ T ∗+ ⊗U−(θ˜1, θ˜2, θ−) .
(3.3.13)
Here, the 2× 2 HF transformation matrices T+ belong to the coset space of the SO(3)HF
symmetry in the adjoint representation, i.e. T+ ∈ (SU(2)HF/Z2)/U(1)HF, and can be
represented as
T+=
 e−iα cos θ e−iβ sin θ
−eiβ sin θ eiα cos θ

 eiχ 0
0 1
 = e−iβ
 cos θ sin θ
−ei(α+β) sin θ ei(α+β) cos θ
 ,
(3.3.14)
where we set the free U(1)HF phase χ to be χ = α− β, in obtaining the second equation.
As in the U(1)PQ symmetry case, the overall factor e
−iβ can be absorbed into the defi-
nition of the gauge-group parameter θ−, i.e. by defining θ˜− = θ− − β ∈ [0, 2π). The HF
transformation matrices MSO(3)HF+ can then be written down as
MSO(3)HF+ =
(
σ0 + σ3
2
)
⊗
 cos θ sin θ
−ei(α+β) sin θ ei(α+β) cos θ
⊗U+(θ˜1, θ˜2, θ˜−)
+
(
σ0 − σ3
2
)
⊗
 cos θ sin θ
−e−i(α+β) sin θ e−i(α+β) cos θ
⊗U−(θ˜1, θ˜2, θ˜−) . (3.3.15)
If we ignore the S3 gauge rotations by setting U± = σ0, the action ofMSO(3)HF+ on Φ0 then
generates the general vacuum manifold point given in (3.3.7), with ξ = α+β ∈ [0, 2π) and
θ ∈ [0, π). Thus, the vacuum manifold of the SO(3)HF-broken 2HDM is homeomorphic
to S2, parameterized by the azimuthal angle θ and the polar angle ξ = α + β. This
parameterization will be used in Chapter 5 to analyze the monopole solution in this model.
Chapter 4
Neutral Vacuum Solutions of the
CP Symmetries
In this chapter, we will study the three generic CP symmetries, termed CP1, CP2
and CP3. These three CP symmetries impose specific relations [72] among the parameters
of the 2HDM potential, which are presented in Table 4.1.
Implementing the constraints on the potential parameters due to the CP symme-
tries, the four general convexity conditions (2.3.4a)–(2.3.4c) and (C.0.6i) take on a simpler
form. These four conditions are displayed in Table 4.2. In particular, for the CP3 case, the
four convexity conditions are not all independent of each other, so only the two distinct
conditions are presented.
As in the previous chapter for the HF symmetries, our aim for this chapter is to
derive analytical expressions for the neutral VEVs of the two Higgs doublets φ1,2 in terms
of the 2HDM potential parameters for each of the three CP symmetries, making use of
the Lagrange multiplier method. These results will be used to determine the existence
and the nature of possible topological defects for the three CP symmetries, which will be
discussed in detail in Chapter 5.
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Symmetry µ21 µ
2
2 m
2
12 λ1 λ2 λ3 λ4 λ5 λ6 λ7
CP1 – – Real – – – – Real Real Real
CP2 – µ21 0 – λ1 – – – – −λ6
CP3 – µ21 0 – λ1 – – 2λ1 − λ3 − λ4 0 0
Table 4.1: Parameter relations in the 2HDM potential that result from the imposition of
the three generic CP symmetries. A dash indicates the absence of a constraint.
Convexity
Condition CP1 CP2 CP3
1 λ1 + λ2 + λ3 > 0 2λ1 > −λ3 2λ1 > |λ3|
2 λ4 > −λ5 + (λ6+λ7)
2
λ1+λ2+λ3
λ4 > −R5 2λ4 > 2λ1 − λ3
3 λ4 > λ5 λ
2
4 > |λ5|2 –
4 λ1λ2 − 14λ23 > 2λ1 − λ3 > –
λ1λ26+λ2λ
2
7−λ3λ6λ7
λ4+λ5
4|λ6|2(λ4−R5)−8I6(I5R6−R5I6)
λ24−|λ5|2
Table 4.2: The four sufficient conditions for a convex and bounded-from-below 2HDM po-
tential for each of the three CP symmetries. A dash signifies the absence of any additional
constraint.
4.1 CP1 Symmetry
The discrete CP1 symmetry of the 2HDM represents the standard CP transfor-
mation of the two Higgs doublets φ1,2, given by
1
φ1 7→ φ′1 = φ∗1 ,
φ2 7→ φ′2 = φ∗2 .
Taking into account the CP1 parameter restrictions of Table 4.1, we calculate the VEVs
of φ1,2 by imposing the extremization condition (2.3.3a) and the condition (2.3.3b) for
an electrically neutral vacuum. As before, we consider two cases: (i) det[Nµν ] 6= 0 and
(ii) det[Nµν ] = 0.
The determinant of Nµν resulting from a CP1-invariant 2HDM potential follows
1Strictly, the CP1 transformation of the two Higgs doublets should include factors of iσ2, i.e. φ1 7→
φ′1 = iσ
2φ∗1 , φ2 7→ φ
′
2 = iσ
2φ∗2. However, we omit these factors as they are irrelevant in the study of
the neutral vacuum solutions and subsequent vacuum topology.
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from Appendix C and can be expressed in the factorized form:
det[Nµν ] = (λ¯45 + ζ)
[
(λ45 + ζ)
(
4λ1λ2 − (λ3 − ζ)2
)− 4λ1λ26 − 4λ2λ27 + 4λ6λ7(λ3 − ζ)] .
(4.1.1)
Moreover, the extremization condition NµνR
ν = Mµ decomposes into two equations:
λ1+λ2+λ3−ζ λ6+λ7 λ1−λ2
λ6+λ7 λ4+λ5+ζ λ6−λ7
λ1−λ2 λ6−λ7 λ1+λ2−λ3+ζ


R0
R1
R3
 =

µ21 + µ
2
2
2m212
µ21 − µ22
 , (4.1.2a)
(λ4 − λ5 + ζ)R2 = 0 . (4.1.2b)
Assuming that the matrix Nµν is invertible, we observe that R
2 = 0, which implies that
〈φ†1φ2〉 = 〈φ†2φ1〉. This latter condition can be satisfied in two ways, if v02 6= 0. The first
possibility is to have ξ = 0, which amounts to the non-breaking of the CP1 symmetry by
the vacuum. The second possibility is to have v01 = 0, with ξ 6= 0 and possibly v+2 6= 0.
However, ξ and v+2 can be set to zero by an SU(2)L gauge rotation, giving rise to a CP1-
invariant vacuum. Hence, the neutral vacuum solutions arising from an invertible matrix
Nµν do not break the discrete CP1 symmetry and so do not lead to topological defects,
such as domain walls. We therefore turn our attention to situations where the determinant
of the matrix Nµν is singular, thanks to specific choices of the Lagrange multiplier ζ.
4.1.1 Neutral Vacuum Solutions from a Singular Matrix N
In order for the matrix Nµν to have no inverse under the CP1 symmetry, we
require that the determinant of Nµν vanishes. This is guaranteed by setting the expres-
sion in (4.1.1) to zero. We find four possible solutions for the Lagrange multiplier, three
attributed to (4.1.2a) and one attributed to (4.1.2b). However, as we have previously seen
for the other symmetries studied so far, since the RHS of (4.1.2a) is in general a non-zero
vector in this case, unless µ21 = µ
2
2 = 0 and Re(m
2
12) = 0, this matrix equation is overdeter-
mined. Unless the parameters µ21,2, Re(m
2
12) and the quartic couplings λ1,2,...,7 satisfy an
unnatural fine-tuning relation, the matrix equation (4.1.2a) becomes incompatible for the
Lagrange multipliers that result from requiring that the matrix of (4.1.2a) is singular. We
therefore reject these three possible Lagrange multipliers and focus on the single Lagrange
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multiplier solution to (4.1.2b):
ζ = −λ¯45 . (4.1.3)
This choice of ζ lifts the constraint R2 = 0, which resulted from a non-singular ma-
trix Nµν . As consequence, the CP-odd phase ξ can be non-zero in general, thus triggering
spontaneous breakdown of the CP1 symmetry after the electroweak symmetry breaking.
Substituting the value of the Lagrange multiplier ζ in (4.1.3) into the matrix
equation (4.1.2a), we can calculate the individual components of the 4-vector Rµ. These
are given by
R0 =
1
A
{[
λ5(2λ2 − λ¯345) + λ¯67λ7
]
µ21 +
[
λ5(2λ1 − λ¯345)− λ6λ¯67
]
µ22
+
[
λ¯12λ¯67 − (λ12−λ¯345)λ67
]
m212
}
, (4.1.4a)
R1 =
1
A
{(
λ¯345λ7 − 2λ2λ6
)
µ21 +
(
λ¯345λ6 − 2λ1λ7
)
µ22 +
(
4λ1λ2 − λ¯2345
)
m212
}
,
(4.1.4b)
R3 =
1
A
{[
λ5(2λ2 + λ¯345)− λ67λ7
]
µ21 +
[
λ6λ67 − λ5(2λ1 + λ¯345)
]
µ22
+
[
λ¯12λ67 − (λ12 + λ¯345)λ¯67)
]
m212
}
, (4.1.4c)
with
A = λ5
(
4λ1λ2 − λ¯2345
)− 2λ1λ27 − 2λ2λ26 + 2λ¯345λ6λ7 . (4.1.5)
From (4.1.4a) and (4.1.4c), we can now calculate, by means of (2.2.3), the VEVs for the
bilinear field expressions:
〈φ†1φ1〉 =
(
2λ2λ5 − λ27
)
µ21 +
(
λ6λ7 − λ¯345λ5
)
µ22 +
(
λ¯345λ7 − 2λ2λ6
)
m212
λ5
(
4λ1λ2 − λ¯2345
)− 2λ1λ27 − 2λ2λ26 + 2λ¯345λ6λ7 > 0 ,
(4.1.6a)
〈φ†2φ2〉 =
(
λ6λ7 − λ¯345λ5
)
µ21 +
(
2λ1λ5 − λ26
)
µ22 +
(
λ¯345λ6 − 2λ1λ7
)
m212
λ5
(
4λ1λ2 − λ¯2345
)− 2λ1λ27 − 2λ2λ26 + 2λ¯345λ6λ7 > 0 .
(4.1.6b)
In order to fix the remaining undetermined component R2, we impose the neutral vacuum
condition (2.3.3b) on the 4-vector Rµ, i.e. Rµ has to be a null vector. In this way, we find
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for the second component R2 that
R2 = ± 1
A
{
4
[ (
2λ2λ5 − λ27
)
µ21 +
(
λ6λ7 − λ¯345λ5
)
µ22 +
(
λ¯345λ7 − 2λ2λ6
)
m212
]
×
[ (
λ6λ7 − λ¯345λ5
)
µ21 +
(
2λ1λ5 − λ26
)
µ22 +
(
λ¯345λ6 − 2λ1λ7
)
m212
]
(4.1.7)
−
[ (
λ¯345λ7 − 2λ2λ6
)
µ21 +
(
λ¯345λ6 − 2λ1λ7
)
µ22 +
(
4λ1λ2 − λ¯2345
)
m212
]2}1/2
.
After determining all the components of Rµ and comparing them with (2.5.2a) and
(2.5.2b), it is straightforward to find the vacuum manifold parameters for the Lagrange
multiplier solution ζ given in (4.1.3), with v+2 = 0. These are given by
v01 =
√
2
(
2λ2λ5 − λ27
)
µ21 + 2
(
λ6λ7 − λ¯345λ5
)
µ22 + 2
(
λ¯345λ7 − 2λ2λ6
)
m212
λ5
(
4λ1λ2 − λ¯2345
)− 2λ1λ27 − 2λ2λ26 + 2λ¯345λ6λ7 , (4.1.8a)
v02 =
√
2
(
λ6λ7 − λ¯345λ5
)
µ21 + 2
(
2λ1λ5 − λ26
)
µ22 + 2
(
λ¯345λ6 − 2λ1λ7
)
m212
λ5
(
4λ1λ2 − λ¯2345
)− 2λ1λ27 − 2λ2λ26 + 2λ¯345λ6λ7 , (4.1.8b)
cos ξ =
2m212 − λ6(v01)2 − λ7(v02)2
2λ5v
0
1v
0
2
. (4.1.8c)
We note the necessary condition 0 < | cos ξ| < 1, for obtaining spontaneous electroweak
breaking of the CP symmetry in the CP1-invariant 2HDM.
In order for the above extremal solutions to represent local minima, we require
that the Hessian of the CP1-invariant potential be positive definite when evaluated at the
extremal points. The Hessian with respect to v01 , v
0
2 and ξ for the CP1-invariant potential
has the elements:
H11 = −µ21 + 3λ1(v01)2 +
1
2
[
λ¯345 + 2λ5 cos
2 ξ
]
(v02)
2 + 3λ6v
0
1v
0
2 cos ξ , (4.1.9a)
H12 =
[
λ¯345 + 2λ5 cos
2 ξ
]
v01v
0
2 + cos ξ
[
−m212 +
3
2
λ6(v
0
1)
2 +
3
2
λ7(v
0
2)
2
]
, (4.1.9b)
H13 = −v02 sin ξ
[
2λ5v
0
1v
0
2 cos ξ −m212 +
3
2
λ6(v
0
1)
2 +
1
2
λ7(v
0
2)
2
]
, (4.1.9c)
H22 = −µ22 + 3λ2(v02)2 +
1
2
[
λ¯345 + 2λ5 cos
2 ξ
]
(v01)
2 + 3λ7v
0
1v
0
2 cos ξ , (4.1.9d)
H23 = −v01 sin ξ
[
2λ5v
0
1v
0
2 cos ξ −m212 +
1
2
λ6(v
0
1)
2 +
3
2
λ7(v
0
2)
2
]
, (4.1.9e)
H33 = −λ5(v01)2(v02)2 cos 2ξ −
[
−m212 +
1
2
λ6(v
0
1)
2 +
1
2
λ7(v
0
2)
2
]
v01v
0
2 cos ξ . (4.1.9f)
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It is difficult to obtain compact analytical expressions in terms of the set of potential
parameters {µ21, µ22,m212, λ1, λ2, λ3, λ4, λ5, λ6, λ7}, so the positivity of the symmetric H
matrix can only be checked numerically for a given set of input parameters. This procedure
forms part of our numerical analysis in Section 5.1.2.
4.1.2 CP1 Topology
The topology of the CP1-invariant 2HDM potential is very similar to the Z2-
symmetric case discussed in Chapter 3. In the symmetric phase of the theory, the total
symmetry group of the potential is GCP1 = CP1 ⊗ SU(2)L ⊗ U(1)Y ≃ Z2 × S3 × S1.
Here we have used the fact that CP1 is homeomorphic to Z2. After electroweak symmetry
breaking [cf. (3.1.18)], the CP1 symmetry breaks into the identity I, so the unbroken group
is HCP1 = I⊗U(1)em ≃ S1. In the Φ-space, the vacuum manifold is then given by
MCP1Φ = GCP1/HCP1 ≃ Z2 × S3 . (4.1.10)
This vacuum manifold is homeomorphic to that of the Z2 HF symmetry and we conclude
that Π0
[MCP1Φ ] 6= I. This implies that the CP1-invariant 2HDM has a domain wall
solution, which is studied in Chapter 5.
The construction of the vacuum manifold in the Φ-space proceeds in a rather
analogous manner. As stated in (2.5.11a) and (2.5.11b), a general point of the vacuum
manifold due a CP1 symmetry is given by Φ =MCP1± Φ0, where Φ0 is defined in terms of
the non-zero VEVs v01,2 and the CP-odd phase ξ given in (4.1.8a), (4.1.8b) and (4.1.8c),
respectively. In the 8-dimensional Majorana Φ-space, the HF and CP transformation
matrices MCP1± of (2.5.11a) and (2.5.11b) have T± = T± = σ0. Ignoring gauge transfor-
mations, there are two distinct neutral vacuum solutions:
φ1 =
1√
2
 0
v01
 , φ2 = 1√
2
 0
v02e
iξ
 and φ1 = 1√
2
 0
v01
 , φ2 = 1√
2
 0
v02e
−iξ
 ,
(4.1.11)
in the Φ basis, where v01 > 0. Finally, it is worth mentioning that under the additional
parameter restrictions m212 = λ6 = λ7 = 0, the phase ξ takes on the special value ξ =
pi
2 ,
as can be seen from (4.1.8c). Given the freedom of reparameterization φ2 7→ iφ2 [93], the
CP1 vacuum manifold coincides with the Z2 vacuum manifold in this limit, as would be
expected.
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4.2 CP2 Symmetry
The discrete CP2 symmetry of the 2HDM is defined by the following transfor-
mation of the Higgs doublets:
φ1 7→ φ′1 = φ∗2 ,
φ2 7→ φ′2 = −φ∗1 .
Using the CP2 parameter restrictions of Table 4.1, we derive the VEVs of φ1,2 by con-
sidering the two conditions (2.3.3a) and (2.3.3b). As before, we examine the two distinct
cases: (i) det[Nµν ] 6= 0 and (ii) det[Nµν ] = 0.
To start with, we first calculate the determinant of Nµν , which may be conve-
niently expressed as follows:
det[Nµν ] = (2λ1 + λ3 − ζ)
[
(2λ1 − λ3 + ζ)((λ4 + ζ)2 − |λ5|2)
−4|λ6|2(λ4 −R5 + ζ) + 8I6(I5R6 −R5I6)
]
. (4.2.1)
Then, for the CP2-invariant 2HDM potential, the extremization condition NµνR
ν = Mµ
gives the two equations:
(2λ1 + λ3 − ζ)R0 = 2µ21 , (4.2.2a)
λ4 +Re(λ5) + ζ −Im(λ5) 2Re(λ6)
−Im(λ5) λ4 − Re(λ5) + ζ −2Im(λ6)
2Re(λ6) −2Im(λ6) 2λ1 − λ3 + ζ


R1
R2
R3
 =

0
0
0
 .
(4.2.2b)
Now, if the matrix Nµν is invertible, the components of R
µ are found to be
R0 =
2µ21
2λ1 + λ3 − ζ , (4.2.3a)
R1 = R2 = R3 = 0 . (4.2.3b)
Since only the component R0 is non-zero, this result is not compatible with the neutral
vacuum condition (2.3.3b), with RµRµ = 0, unless µ
2
1 = 0. This is not a viable scenario,
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since v01,2 = 0 and consequently the electroweak symmetry remains unbroken. For this
reason, we now consider the second possibility of a singular matrix Nµν , with det[Nµν ] = 0.
4.2.1 Neutral Vacuum Solutions from a Singular Matrix N
We now analyze the neutral vacuum solutions, for which the determinant of Nµν
vanishes due to a particular choice of the Lagrange multiplier ζ. From (4.2.2a), we see
that the singular solution ζ = 2λ1 + λ3 is not compatible, unless µ
2
1 = 0. Therefore, we
concentrate on the other three possible solutions obtained from requiring the vanishing of
the determinant of the matrix on the LHS of (4.2.2b).
Employing standard methods for solving cubic equations, we obtain the three
roots:
ζ1 =
d
6
− 6b− 2a
2
3d
− a
3
, (4.2.4a)
ζ2 = −(1 + i
√
3)d
12
+
(1− i√3)(3b − a2)
3d
− a
3
, (4.2.4b)
ζ3 = −(1− i
√
3)d
12
+
(1 + i
√
3)(3b − a2)
3d
− a
3
, (4.2.4c)
where a, b, c and d are defined as
a = 2λ1 − λ3 + 2λ4 , (4.2.5a)
b = 2λ4(2λ1 − λ3) + λ24 − |λ5|2 − 4|λ6|2 , (4.2.5b)
c = (2λ1 − λ3)(λ24 − |λ5|2)− 4|λ6|2(λ4 −R5) + 8I6(I5R6 −R5I6) , (4.2.5c)
d =
(
36ab− 108c − 8a3 + 12
√
12b3 − 3a2b2 − 54abc+ 81c2 + 12a3c
)1/3
. (4.2.5d)
Since the matrix equation (4.2.2b) is underdetermined, we may exploit this fact
to express the components R2 and R3 in terms of R1 as
R2 =
I5R6 − I6(λ4 +R5 + ζ)
R6(λ4 −R5 + ζ)− I5I6 R
1 , (4.2.6a)
R3 =
2I5R6 − 2I6(λ4 +R5 + ζ)
4I6R6 − I5(2λ1 − λ3 + ζ) R
1 . (4.2.6b)
To determine the component R1, we impose the neutral vacuum condition RµRµ = 0. In
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this way, we obtain that
R1 = ± 1
B
2µ21
2λ1 + λ3 − ζ , (4.2.7)
where the parameter B is given by
B =
√[
I5R6 − I6(λ4 +R5 + ζ)
R6(λ4 −R5 + ζ)− I5I6
]2
+
[
2I5R6 − 2I6(λ4 +R5 + ζ)
4I6R6 − I5(2λ1 − λ3 + ζ)
]2
+ 1 . (4.2.8)
We observe that there are two possible solutions for R1, and therefore for R2 and R3,
through (4.2.6a) and (4.2.6b). The two solutions differ by a common overall sign and they
are topologically connected via the CP2 transformation OCP2 given in Table 2.3 (see also
our discussion which follows in Section 4.2.2). Considering only the positive solution of
R1, the vacuum manifold parameters for v+2 = 0 are calculated to be
v01 =
√(
2µ21
2λ1 + λ3 − ζ
)(
1 +
1
B
2I5R6 − 2I6(λ4 +R5 + ζ)
4I6R6 − I5(2λ1 − λ3 + ζ)
)
, (4.2.9a)
v02 =
√(
2µ21
2λ1 + λ3 − ζ
)(
1− 1
B
2I5R6 − 2I6(λ4 +R5 + ζ)
4I6R6 − I5(2λ1 − λ3 + ζ)
)
, (4.2.9b)
tan ξ =
(λ4 +R5 + ζ)I6 − I5R6
I5I6 − (λ4 −R5 + ζ)R6 . (4.2.9c)
For completeness we note that the negative solution of R1 is obtained by interchanging
v01 ↔ v02 and shifting ξ → ξ + π.
Here, it is important to remark that the phase ξ in (4.2.9c) does not signal spon-
taneous breaking of the CP symmetry [83]. Within the bilinear scalar-field formalism one
can see that a unitary rotation of the Higgs doublets φ1,2 which induces an orthogonal rota-
tion to the “spatial” components R1,2,3 leaves the matrix equation (4.2.2b) form invariant.
In particular, one can always find an orthogonal rotation such that the matrix on the LHS
of (4.2.2b) becomes diagonal [94]. It is clear that in this diagonal basis, the transformed
quartic couplings λ6,7 vanish and Im (λ5) = 0. This result is identical to the one found
previously in [95], which is based on the construction of all possible Jarlskog-like [96, 97],
Higgs-basis independent CP-odd invariants [98, 99] 2.
For illustration, we display in Table 4.3 the numerical values of the vacuum
2For a review, see [100].
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Quantity ζ1 ζ2 ζ3
v01 0.372 0.349 0.340
v02 0.305 0.261 0.060
ξ -1.17 0.343 0.971
V(v01 , v
0
2 , ξ) -0.0578 -0.0474 -0.0297
Table 4.3: The numerical values for the vacuum manifold parameters and potential value at
the extremal points for the parameter set {µ21, λ1, λ3, λ4, λ5, λ6} = {1, 8, 1, 3, 1− 2i, 1− 2i},
in arbitrary mass units.
manifold parameters for ζ1,2,3 in a CP2-invariant 2HDM, where
{µ21, λ1, λ3, λ4, λ5, λ6} = {1, 8, 1, 3, 1 − 2i, 1 − 2i} , (4.2.10)
in arbitrary mass units. This particular set of parameters was chosen so as to satisfy
the CP2 convexity conditions of Table 4.2. The values of the three Lagrange multipliers
are: ζ1 = −0.295, ζ2 = −4.09 and ζ3 = −16.6. In order to determine whether the three
extremal points presented in Table 4.3 are local minima, we need to analyze the positivity
of the Hessian matrix H.
The Hessian for the CP2-invariant 2HDM potential is a 3× 3 symmetric matrix,
with the elements
H11 = −µ21 + 3λ1(v01)2 +
1
2
(
λ34 +R5 cos 2ξ − I5 sin 2ξ
)
(v02)
2 + 3v01v
0
2
(
R6 cos ξ − I6 sin ξ
)
,
(4.2.11a)
H12 =
(
λ34 + R5 cos 2ξ − I5 sin 2ξ
)
v01v
0
2 +
3
2
[
(v01)
2 − (v02)2
](
R6 cos ξ − I6 sin ξ
)
, (4.2.11b)
H13 = −
(
R5 sin 2ξ + I5 cos 2ξ
)
v01(v
0
2)
2 − 1
2
v02
[
3(v01)
2 − (v02)2
](
R6 sin ξ + I6 cos ξ
)
, (4.2.11c)
H22 = −µ21 + 3λ1(v02)2 +
1
2
(
λ34 +R5 cos 2ξ − I5 sin 2ξ
)
(v01)
2 − 3v01v02
(
R6 cos ξ − I6 sin ξ
)
,
(4.2.11d)
H23 = −
(
R5 sin 2ξ + I5 cos 2ξ
)
(v01)
2v02 −
1
2
v01
[
(v01)
2 − 3(v02)2
](
R6 sin ξ + I6 cos ξ
)
, (4.2.11e)
H33 = −
(
R5 cos 2ξ − I5 sin 2ξ
)
(v01)
2(v02)
2 − 1
2
v01v
0
2
[
(v01)
2 − (v02)2
](
R6 sin ξ − I6 cos ξ
)
.
(4.2.11f)
We can numerically check the positivity of the matrix H. In this way, we find that for
a convex CP2-invariant potential with input parameters as given in (4.2.10), only the
Lagrange multiplier ζ1 represents a local minimum, which is also the global minimum.
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4.2.2 CP2 Topology
In the symmetric phase of the theory, the total symmetry group of the CP2-
invariant 2HDM potential is GCP2 = CP2⊗SU(2)L⊗U(1)Y ∼= Z2⊗Π2⊗SU(2)L⊗U(1)Y,
where Π2 is the permutation symmetry φ1 ↔ φ2. To be specific, here we have used
the isomorphism [72]: CP2 ∼= Z2 ⊗ Π2, which is evident in the Z2-constrained Higgs
basis [72], where λ6 = λ7 = I5 = 0. After electroweak symmetry breaking [cf. (3.1.18)],
the permutation symmetry Π2 remains intact, so the residual unbroken group of CP2 is
HCP2 = Π2 ⊗ U(1)em. As a consequence, the vacuum manifold MCP2Φ in the Φ-space has
the topology of the coset space:
MCP2Φ = GCP2/HCP2 ≃ Z2 × S3 . (4.2.12)
The vacuum manifoldMCP2Φ is homeomorphic to that of the Z2 HF symmetry, and there-
fore has a non-trivial zeroth homotopy group: Π0
[MCP2Φ ] = Π0 [MZ2Φ ] 6= I. This implies
that the CP2-invariant 2HDM has a domain wall solution, which we analyze in Chapter 5.
An arbitrary point Φ of the vacuum manifold due to a CP2 symmetry may be
obtained with the help of (2.5.11a) and (2.5.11b), i.e. Φ =MCP2± Φ0, where Φ0 is defined
in terms of the non-zero VEVs v01,2 given in (4.2.9a), (4.2.9b) and ξ in (4.2.9c). The HF
and CP transformation matrices MCP2± of (2.5.11a) and (2.5.11b) are T+ = T+ = σ0 and
T− = T− = iσ2, respectively. From the action of these transformation matrices on Φ0, we
find that the vacuum manifold is comprised of two disconnected sets. The elements within
each set are related by S3 gauge rotations U±. Two representative vacuum manifold points
from each set are
φ1 =
1√
2
 0
v01
 , φ2 = 1√
2
 0
v02e
iξ
 , (4.2.13)
and
φ1 =
1√
2
 0
v02
 , φ2 = 1√
2
 0
− v01eiξ
 , (4.2.14)
where we used the freedom of the gauge rotations U±, in order to rotate the phase of
Higgs doublet φ1 to zero.
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4.3 CP3 Symmetry
The CP3 symmetry is a continuous CP symmetry and is defined by the trans-
formations
φ1 7→ φ′1 = cos θ φ∗1 + sin θ φ∗2 ,
φ2 7→ φ′2 = − sin θ φ∗1 + cos θ φ∗2 ,
where θ ∈ [0, π). As before, we first consider the case det[Nµν ] 6= 0. Under the CP3
parameter requirements of Table 4.1, the determinant of Nµν is given by
det[Nµν ] = (2λ1 + λ3 + ζ) (2λ1 − λ3 − ζ)2 (2λ4 + λ3 − 2λ1 − ζ) . (4.3.1)
For the CP3-invariant 2HDM potential, the extremization condition NµνR
ν = Mµ leads
to four separate equations:
(2λ1 + λ3 − ζ)R0 = 2µ21 , (4.3.2a)
(2λ1 − λ3 + ζ)R1 = 0 , (4.3.2b)
(2λ4 − 2λ1 + λ3 + ζ)R2 = 0 , (4.3.2c)
(2λ1 − λ3 + ζ)R3 = 0 . (4.3.2d)
Based on the assumption that Nµν can be inverted, we find that all “spatial” components
R1,2,3 vanish. Like in the CP2 case, the condition for having a neutral vacuum restricts
the remaining component R0 to be zero as well, which can be naturally fulfilled only if
µ21 = 0. In such a scenario, one has v
0
1,2 = 0 and therefore, the absence of electroweak
symmetry breaking. Therefore, we now investigate the case where det[Nµν ] = 0.
4.3.1 Neutral Vacuum Solutions from a Singular Matrix N
From the system of equations (4.3.2a)–(4.3.2d), it is easy to see that there are
only two compatible singular solutions of Nµν for the Lagrange multipliers:
ζ1 = −2λ1 + λ3 , (4.3.3a)
ζ2 = 2λ1 − λ3 − 2λ4 . (4.3.3b)
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Let us first consider the solution ζ1 = −2λ1 + λ3. In this case, only the components R0
and R2 of the 4-vector Rµ are determined as
R0 =
µ21
2λ1
, (4.3.4a)
R2 = 0 . (4.3.4b)
Instead, R1 and R3 are free parameters, which are constrained by the neutral vacuum
condition: RµRµ = 0. Specifically, this condition gives rise to the constraint:
(R1)2 + (R3)2 =
(
µ21
2λ1
)2
. (4.3.5)
The constraint R2 = 0 implies that ξ = nπ, where n ∈ Z, if we require that v01,2 6= 0. In
terms of the vacuum manifold parameters v01,2, we have the general solution
v01 =
µ1√
λ1
sin θ , v02 =
µ1√
λ1
cos θ , (4.3.6)
where ξ = nπ and θ ∈ [0, π). The free angle θ is associated with a massless CP-even
Goldstone boson, as can be verified independently from the analytical results presented
in [51].
In order for the extremal point given in (4.3.6) to be a local minimum, we require
that the elements of the Hessian matrix H for the CP3-invariant 2HDM potential be
positive. The elements of the symmetric matrix H read:
H11 = −µ21 + 3λ1(v01)2 +
1
2
[λ34 + (2λ1 − λ34) cos 2ξ] (v02)2 , (4.3.7a)
H12 = [λ34 + (2λ1 − λ34) cos 2ξ] v01v02 , (4.3.7b)
H13 = − (2λ1 − λ34) v01(v02)2 sin 2ξ , (4.3.7c)
H22 = −µ21 + 3λ1(v02)2 +
1
2
[λ34 + (2λ1 − λ34) cos 2ξ] (v01)2 , (4.3.7d)
H23 = − (2λ1 − λ34) (v01)2v02 sin 2ξ , (4.3.7e)
H33 = − (2λ1 − λ34) (v01)2(v02)2 cos 2ξ . (4.3.7f)
Evaluating this Hessian matrix at the extremal points (4.3.6), we find that the condi-
tions for the positivity of H for the neutral vacuum solutions obtained via the Lagrange
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multiplier ζ1 are simply given by
µ21 > 0 , λ34 > 2λ1 . (4.3.8)
Note that the second condition in (4.3.8) is supplementary to the two conditions given in
Table 4.2 for ensuring a convex CP3-invariant 2HDM potential, i.e. the condition is not
guaranteed by the CP3 convexity conditions alone. This local minimum solution gives a
value of the potential:
V0 = − µ
4
1
4λ1
. (4.3.9)
Let us now investigate the second singular solution ζ2 = 2λ1 − λ3 − 2λ4. In this
case, by using (4.3.2a)–(4.3.2d) we obtain
R0 =
µ21
2(λ3 + λ4)
, (4.3.10a)
R1 = R3 = 0 . (4.3.10b)
The undetermined component R2 is fixed by the neutral vacuum condition (2.3.3b) im-
posed on Rµ, i.e. RµRµ = 0, from which we find that
R2 = ±R0 . (4.3.11)
Taking the constraints (4.3.10a), (4.3.10b) and (4.3.11) into account, we derive the vacuum
manifold parameters
v01 =
v′√
2
, v02 = ±
iv′√
2
, (4.3.12)
where v′ = µ1/
√
λ34. The conditions for this neutral vacuum solution to be a local
minimum result from the positivity of the Hessian matrix H given in (4.3.7a)–(4.3.7f),
evaluated at the extremal point (4.3.12). These conditions are
µ21 > 0 , 2λ1 > λ34 . (4.3.13)
The relations of (4.3.13) are, in general, not guaranteed solely by the convexity conditions
for the CP3-invariant potential stated in Table 4.2. The value of the potential arising from
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the second solution ζ2 is easily evaluated to be
V0 = − µ
4
1
2λ34
. (4.3.14)
Direct comparison of the minima conditions for both the neutral vacuum solutions
for the ζ1 and ζ2 Lagrange multiplier solutions in (4.3.8) and (4.3.13) shows that both sets
of local minima cannot co-exist. The solution which becomes a local minimum depends on
the relative values of 2λ1 and λ34. Consequently, the solution which satisfies its minimum
conditions goes on to be the global minimum of the CP3 potential.
In the following, we will analyze the topology resulting from the two neutral
vacuum solutions given in (4.3.6) and (4.3.12), respectively.
4.3.2 CP3 Topology
In order to study the occurrence of topological defects within the CP3-invariant
2HDM, it is important to study the associated vacuum topology for the two neutral vac-
uum solutions obtained by means of the Lagrange multipliers ζ1 and ζ2, given in (4.3.3a)
and (4.3.3b), respectively, whereby the VEVs of both Higgs doublets are non-zero, pre-
venting the removal of any topological configurations by gauge transformations.
We first note that the total symmetry group of the CP3-symmetric 2HDM po-
tential is GCP3 = CP3⊗ SU(2)L ⊗U(1)Y ≃ ×S1 × S3 × S1, since CP3 ∼= SO(2).
Let us now consider the neutral vacuum solution obtained by the Lagrange mul-
tiplier ζ1. After electroweak symmetry breaking, the total symmetry group GCP3 breaks
into the residual group H
(1)
CP3 = I ⊗ U(1)em. Here, the SO(2) HF symmetry gets sponta-
neously broken to the identity I. As a consequence, the vacuum manifold in the Φ-space
is determined by the coset space
MCP3Φ = GCP3/H(1)CP3 ≃ S1 × S3 . (4.3.15)
Here we note that the vacuum manifold of the CP3-invariant 2HDM for the ζ1 neu-
tral vacuum solution is homeomorphic to that of the U(1)PQ invariant 2HDM, studied
earlier in Chapter 3. Therefore, using our previous results, we see that Π1
[MCP3Φ ] =
Π1
[
MU(1)PQΦ
]
6= I, and we conclude that the CP3-invariant 2HDM related to the La-
grange multiplier ζ1 has a vortex solution, which we analyze in detail in Chapter 5. Using
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the result of (4.3.6), the transitive action of the transformation matrices of (2.5.11a) and
(2.5.11b) result in the general points on the vacuum manifold:
φ1 =
1√
2
 0
v cos θ
 , φ2 = 1√
2
 0
(−1)n v sin θ
 , (4.3.16)
where v = µ1/
√
λ1 and θ ∈ [0, π). There is a relative minus sign for odd n, but this can
be absorbed by redefining θ as π − θ.
We may now determine the vacuum manifold of the CP3-symmetric 2HDM as-
sociated with the second Lagrange multiplier solution ζ2 (4.3.3b). In this case, the to-
tal symmetry group follows a different breaking pattern and the little group is H
(2)
CP3 =
SO(2) ⊗ U(1)em, i.e. the SO(2) symmetry group remains unbroken during electroweak
spontaneous symmetry breaking. In order to see this, we may consider an SO(2) rotation
of the vacuum manifold point given in (4.3.12), yielding
φ1 =
1√
2
 0
v′e±iθ
 , φ2 = 1√
2
 0
±iv′e±iθ
 . (4.3.17)
The phase θ can always be removed by a U(1)Y hypercharge rotation, which is a mani-
festation of the fact that the SO(2) symmetry is not broken, after electroweak symmetry
breaking. Thus, the vacuum manifold determined by the coset space GCP3/H
(2)
CP3 is home-
omorphic to S3, exactly as in the SM. Consequently, there are no non-trivial topological
defects in the 2HDM scenario related to the second Lagrange multiplier solution ζ2.
Before proceeding to our study of the topological defect solutions, let us mention
an important point with regards to the CP symmetries; whilst the CP symmetries are
symmetries of the scalar sector of the 2HDM, they are not, in general, symmetries in the
other sectors of the theory, for example, the fermionic sector. This remark is also true for
the SO(3)HF symmetry studied in Section 3.3, whereas the other two HF symmetries, Z2
and U(1)PQ, do extend to become symmetries of the other sectors of the theory. However,
radiative corrections would violate the six symmetries under study.
Chapter 5
Topological Defects in the Two
Higgs Doublet Model
Using our analysis of the six accidental symmetries of the 2HDM conducted in
Chapters 3 and 4, we will now study the topological defect solutions associated with
the spontaneous symmetry breaking of each of the six accidental symmetries studied.
As shown in Table 5.1, we find that there are three domain wall, two vortex and one
global monopole solutions due to the additional symmetries of the 2HDM, the cosmological
implications of which are discussed in Chapter 6.
In our study of the topological defects, we assume that the VEVs of the two
Higgs doublets φ1,2 are still assigned at the time of electroweak symmetry breaking, such
that (v01)
2 + (v02)
2 = v2SM, where vSM = 246 GeV is the VEV of the SM Higgs doublet.
Due to the complexity of the differential equations that result from the 2HDM Lagrangian
for each symmetry, our study of the scalar functions involved is carried out numerically
using gradient flow techniques which involve minimizing the energy of a configuration on
a finite grid with initial conditions that have the appropriate boundary conditions. For
the interested reader, a brief outline and explicit example of gradient flow techniques is
provided in Appendix E.
5.1 Domain Walls
We begin our discussion of topological defects with domain walls, which have
long been known to have severe consequences for the evolution of the Universe should they
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Symmetry GHF/CP HHF/CP MHF/CPΦ Topological Defect
Z2 Z2 I Z2 Domain Wall
U(1)PQ U(1)PQ ≃ S1 I S1 Vortex
SO(3)HF SO(3)HF SO(2)HF S
2 Global Monopole
CP1 CP1 ≃ Z2 I Z2 Domain Wall
CP2 Z2 ⊗Π2 Π2 Z2 Domain Wall
CP3 SO(2) CP1 S1 Vortex
Table 5.1: Breaking patterns of the total symmetry group GHF/CP into the little group
HHF/CP, after the electroweak symmetry breaking SU(2)L ⊗U(1)Y → U(1)em. The fourth
and fifth columns show the topology of the vacuum manifold MHF/CPΦ and the associated
topological defect, for each of the six accidental HF/CP symmetries of the 2HDM.
form at a symmetry breaking phase transition in the early Universe, as they can come to
dominate the Universe’s energy density [10]. As discussed in Section 1.2.3, various mecha-
nisms to reconcile this incompatible nature of domain walls with current observations have
been proposed, such as the restoration of the broken discrete symmetry and subsequent
evaporation of the domain walls at a later phase transition [11], the use of a period of
exponential inflation to dilute the concentration of domain walls [14] and the symmetry
of the model being only an approximate discrete, exponentially suppressing domain wall
energy density [16, 17, 18, 19].
We first study the domain wall solutions for the three discrete accidental sym-
metries of the 2HDM, namely Z2, CP1 and CP2. One of the important aspects of this
study is to determine whether or not the energy per unit area of the domain wall associ-
ated with each discrete symmetry can be made to be vanishingly small for specific valid
parameter choices. Furthermore, we use the results of the domain wall study presented in
the following sections to derive constraints on the parameters of the 2HDM potential in
order to be consistent with cosmological considerations, which are presented in Chapter
6.
5.1.1 Z2 Domain Walls
From our analysis in Section 3.1, the 2HDM potential that is invariant under the
HF Z2 symmetry can exhibit a disconnected vacuum manifold, the components of which
are not linked by the gauge symmetries of the theory, provided both VEVs of the Higgs
doublets φ1,2 that create the neutral vacuum global minimum solution are non-zero, i.e.
v01,2 6= 0 and v+2 = 0. This scenario is only apparent within the Z2 invariant 2HDM when
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the determinant of the matrix Nµν vanishes, as shown in Section 3.1.1.
Let us now analyze a one-dimensional, time-independent solution for the Z2 sym-
metry. In order to find such a solution, we will use an ansatz for the two Higgs doublets
given by:
φ1,2(x) =
1√
2
 0
v01,2(x)
 , (5.1.1)
where the coordinate x describes the spatial dimension perpendicular to the plane of the
domain wall. Using this ansatz, the energy per unit area of the system is
E =
∫ ∞
−∞
dx E(φ1, φ2) , (5.1.2)
where the energy density for the general 2HDM, which follows from the T 00 component
of the energy-momentum tensor, is given by
E(φ1, φ2) = (∇φ1)†(∇φ1) + (∇φ2)†(∇φ2) + V(φ1, φ2) + V0 , (5.1.3)
where ∇ is the 3-dimensional gradient operator, expressed in the relevant coordinate
system. Moreover, V0 is introduced to normalize the potential contribution to the energy
density to have a zero value at the global minimum. The energy density for the Z2 invariant
2HDM is given explicitly by
E(x) = 1
2
(
dv01
dx
)2
+
1
2
(
dv02
dx
)2
− 1
2
µ21v
0
1(x)
2 − 1
2
µ22v
0
2(x)
2
+
1
4
λ1v
0
1(x)
4 +
1
4
λ2v
0
2(x)
4 +
1
4
(λ34 − |λ5|) v01(x)2v02(x)2 + V0 . (5.1.4)
To simplify our study, we introduce the dimensionless quantities
xˆ = µ2x , vˆ
0
1,2(x) =
v01,2(x)
η
, Eˆ =
λ2E
µ32
, (5.1.5)
in order to rescale the energy per unit area of (5.1.2) to be dimensionless. Here, we intro-
duce the convention that a circumflex ˆ represents a dimensionless quantity. Performing
these rescalings leaves the dimensionless Z2 energy density, denoted correspondingly as Eˆ ,
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dependent on the following parameters:
µ2 =
µ21
µ22
, λ =
λ1
λ2
, g =
λ34 − |λ5|
2λ2
, η =
µ2√
λ2
. (5.1.6)
Also, the vacuummanifold parameters v01,2 of (3.1.13a) and (3.1.13b), which are the bound-
ary conditions on the fields v01,2(x), are rescaled, such that
lim
xˆ→±∞
vˆ01(xˆ) =
√
µ2 − g
λ− g2 , limxˆ→±∞ vˆ
0
2(xˆ) = ±
√
λ− µ2g
λ− g2 , (5.1.7)
and the rescaled potential minimum value Vˆ0 =
λ2
µ42
V0 follows from (3.1.17) and is given
by
Vˆ0 =
2gµ2 − λ− µ4
4(λ− g2) . (5.1.8)
The equations of motion for the two rescaled fields vˆ01,2(xˆ) are found to be
d2vˆ01
dxˆ2
= vˆ01
[
− µ2 + λ(vˆ01)2 + g(vˆ02)2
]
, (5.1.9a)
d2vˆ02
dxˆ2
= vˆ02
[
− 1 + (vˆ02)2 + g(vˆ01)2
]
. (5.1.9b)
As no analytical solutions are known for this particular system of ordinary differential
equations, we proceed by gradient flow techniques to minimize the energy per unit area.
To make this possible, we truncate the interval of integration of (5.1.2) from (−∞,∞)
to [−R,R], ensuring that R is chosen to be much larger than the width of the kink.
By making the range of integration symmetric about xˆ = 0, we break the translational
symmetry usually exhibited by kink solutions.
In order to perform the numerical analysis, a particular parameter set {µ2, λ, g}
must be chosen that satisfies the constraints for a bounded-from-below global minimum,
as these are given in (3.1.15) and Table 3.2. For convenience, we state these results in
terms of the rescaled parameter set:
λ > g2 , g < µ2 <
λ
g
, g > −
√
λ . (5.1.10)
Additionally, in order to satisfy that the sum of the squares of the two VEVs v01,2 is equal
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Figure 5.1: Plots of vˆ01(xˆ), vˆ
0
2(xˆ) and the dimensionless energy density Eˆ(xˆ) for two dif-
ferent valid parameter sets of the Z2 invariant potential. The parameter sets used are
{1, 1, 0.5} (LHS) and {1.5, 1, 0.5} (RHS), and the region of integration has R = 15.
to v2SM, we require that the VEV scale factor η have the value given by
η =
√
λ− g2
µ2 − g + λ− µ2g vSM . (5.1.11)
Here, we make the observation that a value of η can always be found that ensures con-
dition (5.1.11) is met for any parameter set {µ2, λ, g}, provided that the members of the
parameter set remain non-zero, finite and satisfy conditions (5.1.10).
We present two typical solutions in Figure 5.1 for the parameter sets {µ2, λ, g} =
{1, 1, 0.5} and {1.5, 1, 0.5}. We also show the general form of the dimensionless energy Eˆ
in Figure 5.2 and directly compare several different solutions in Figure 5.3, as a function
of µ2. From Figures 5.2 and 5.3, we see that as µ2 approaches its lower bound, µ2 → g,
the dimensionless energy approaches a finite value. In the limit g → 0, we find that this
finite value is the familiar value 23
√
2 [cf. (1.20) in [8]], and the kink width decreases
and becomes small. Conversely, we see that as µ2 approaches its upper bound, i.e. as
µ2 → λg , the dimensionless energy Eˆ tends towards zero, the kink width increases and the
energy density becomes de-localized. Therefore, the dimensionless energy can be made
vanishingly small for appropriate choices of the parameter set. This is a feature that can
be exploited to avoid domain wall domination by making the mass per unit area of the
walls ultra-light, as will be discussed further in Section 6.3.
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Figure 5.2: Numerical evaluation of the dependence of the dimensionless energy Eˆ as a
function of µ2, for the Z2 invariant potential. Here, we use the fiducial values λ = 1 and
g = 0.5. Convexity of the potential and global minima conditions for these values require
that µ2 ∈ (0.5, 2.0).
Figure 5.3: Plots comparing various vˆ01(xˆ) (LHS plot) and vˆ
0
2(xˆ) (RHS plot) curves for the
Z2 invariant potential by fixing λ = 1 and g = 0.5, and allowing µ
2 to vary. The region of
integration is R = 15.
5.1.2 CP1 Domain Walls
From our analysis in Section 4.1, the 2HDM potential which is invariant under
the CP1 symmetry can exhibit a disconnected vacuum manifold, the components of which
are not linked by the gauge symmetries of the theory, provided both VEVs of the Higgs
doublets φ1,2 and the relative phase between the doublets that create the neutral vacuum
global minimum solution are non-zero, i.e. v01,2 6= 0, v+2 = 0 and ξ 6= 0. This spontaneous
violation of CP is only apparent within the CP1-invariant 2HDM when the determinant of
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the matrix Nµν vanishes, as shown in Section 4.1.1. However, as we have shown in Section
4.1, a neutral vacuum solution with a CP-conserving global minimum is also possible,
where det[Nµν ] 6= 0, i.e. a global minimum with v01,2 6= 0, v+2 = 0 and ξ = 0. Therefore,
during our numerical analysis we are careful to choose parameter sets that give global
minimum neutral vacuum solutions with spontaneous CP violation.
Let us now investigate a one-dimensional, time-independent solution for the CP1
symmetry. In order to find such a solution, we will use an ansatz for the two Higgs doublets
given by
φ1(x) =
1√
2
 0
v01(x)
 , φ2(x) = 1√
2
 0
v02(x)e
iξ(x)
 , (5.1.12)
where the coordinate x describes the spatial dimension perpendicular to the plane of the
domain wall. The energy per unit area associated with the solution is again given by
(5.1.2), where the energy density for the CP1-invariant 2HDM is given by
E(x) = 1
2
(
dv01
dx
)2
+
1
2
(
dv02
dx
)2
+
1
2
v02(x)
2
(
dξ
dx
)2
− 1
2
µ21v
0
1(x)
2 − 1
2
µ22v
0
2(x)
2
+
1
4
λ1v
0
1(x)
4 +
1
4
λ2v
0
2(x)
4 +
1
4
(
λ34 + λ5 cos 2ξ(x)
)
v01(x)
2v02(x)
2
+
(
−m212 +
1
2
λ6v
0
1(x)
2 +
1
2
λ7v
0
2(x)
2
)
v01(x)v
0
2(x) cos ξ(x) + V0 . (5.1.13)
By rescaling (5.1.2) to be dimensionless for the CP1 energy density, we again make use of
the dimensionless quantities of (5.1.5). Performing these rescalings leaves the dimension-
less CP1 energy density dependent on the following parameters:
µ2 =
µ21
µ22
, m2 =
m212
µ22
, λ =
λ1
λ2
, g34 =
λ34
λ2
, gk =
λk
λ2
(
for k = 5, 6, 7
)
, η =
µ2√
λ2
.
(5.1.14)
It is also useful to introduce the parameter g¯ = g34 − g5. The parameter set for the
CP1-invariant model then reduces and becomes {µ2,m2, λ, g34, g5, g6, g7}. Similarly, the
vacuum manifold parameters v01,2 and ξ of (4.1.8a), (4.1.8b) and (4.1.8c), which are the
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boundary conditions on the fields v01,2(x) and ξ(x), are rescaled, so as to give
lim
xˆ→±∞
vˆ01(xˆ) =
√
2 (g6g7 − g¯g5) + 2
(
2g5 − g27
)
µ2 + 2 (g¯g7 − 2g6)m2
g5 (4λ− g¯2)− 2λg26 − 2g27 + 2g¯g6g7
, (5.1.15a)
lim
xˆ→±∞
vˆ02(xˆ) =
√
2
(
2λg5 − g26
)
+ 2 (g6g7 − g¯g5)µ2 + 2 (g¯g6 − 2λg7)m2
g5 (4λ− g¯2)− 2λg26 − 2g27 + 2g¯g6g7
, (5.1.15b)
lim
xˆ→±∞
ξ(xˆ) = ±arccos
(
2m2 − g6(vˆ01)2 − g7(vˆ02)2
2g5vˆ01 vˆ
0
2
)
. (5.1.15c)
Also, in order to meet the requirement that the VEVs squared sum equals the electroweak
scale v2SM, the VEV scale factor η is required to have the value given by
η =
vSM√
2
√
g5 (4λ− g¯2)− 2λg26 − 2g27 + 2g¯g6g7(
g6g7 − g26 + g5(2λ− g¯)
)
+
(
g6g7 − g27 + g5(2 − g¯)
)
µ2+
(
g¯(g6 + g7)− 2g6 − 2λg7
)
m2
.
(5.1.16)
The equations of motion for the three rescaled fields vˆ01,2(xˆ) and ξ(xˆ) are found to be
d2vˆ01
dxˆ2
=
[
−µ2 + λ(vˆ01)2 +
1
2
(g34 + g5 cos 2ξ) (vˆ
0
2)
2 +
3
2
g6vˆ
0
1 vˆ
0
2 cos ξ
]
vˆ01
−
[
m2 − 1
2
g7(vˆ
0
2)
2
]
vˆ02 cos ξ , (5.1.17a)
d2vˆ02
dxˆ2
=
[
−1 + (vˆ02)2 +
1
2
(g34 + g5 cos 2ξ] (vˆ
0
1)
2 +
3
2
g7vˆ
0
1 vˆ
0
2 cos ξ
]
vˆ02
−
[
m2 − 1
2
g6(vˆ
0
1)
2
]
vˆ01 cos ξ +
(
dξ
dxˆ
)2
vˆ02 , (5.1.17b)
(vˆ02)
2 d
2ξ
dxˆ2
+ 2vˆ02
(
dξ
dxˆ
)(
dvˆ02
dxˆ
)
=
− vˆ01 vˆ02 sin ξ
[
g5vˆ
0
1 vˆ
0
2 cos ξ −m2 +
1
2
g6(vˆ
0
1)
2 +
1
2
g7(vˆ
0
2)
2
]
. (5.1.17c)
As with the Z2 domain wall study, no analytical solutions are found for these equations
of motion and we therefore proceed by gradient flow techniques. Due to the number of
individual parameters one may tune within the confines of the CP1 convexity and minima
conditions, relationships between the parameters are in general complicated and so we end
our CP1 domain wall study by presenting two typical solutions in Figure 5.4. However,
we do note two cases determined by specific choices of the parameter set. For the case
lim
xˆ→±∞
ξ(xˆ) =
π
2
, which is guaranteed if g6(vˆ
0
1)
2+g7(vˆ
0
2)
2 = 2m2, the CP1 symmetry domain
wall reverts back to a Z2 style domain wall by use of the reparameterization φ2 7→ iφ2, as
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Figure 5.4: Plots of vˆ01(xˆ), vˆ
0
2(xˆ), ξ(xˆ) and the dimensionless energy density Eˆ(xˆ) for
two different valid parameter sets of the CP1-invariant potential. The parameter sets
used are {1, 0.1, 1, 2.5, 1, 0, 0} (LHS) and {1, 0.1, 1, 2.5, 1,−0.15, 0.15} (RHS). The region
of integration has R = 15.
discussed in Section 4.1.2. An explicit example can be seen for the Z2 symmetry potential
parameters constraints, m212 = λ6 = λ7 = 0. Also, the dimensionless energy Eˆ can be
made vanishingly small for certain valid choices of the parameter set that leave the limit
of (5.1.15c) still finite but ≪ 1. This is consistent with the case lim
xˆ→±∞
ξ(xˆ) = 0 in which
spontaneous CP violation ceases and subsequently there is no domain wall solution, as
discussed in Section 4.1.2. The scenarios for which the energy per unit area of the CP1
domain wall can be made small will be discussed further in Section 6.4.
5.1.3 CP2 Domain Walls
From our analysis in Section 4.2, the 2HDM potential which is invariant un-
der the CP2 symmetry can exhibit a disconnected vacuum manifold, the components of
which are not linked by the gauge symmetries of the theory, provided both VEVs of the
Higgs doublets φ1,2 that create the neutral vacuum global minimum solution are non-zero,
i.e. v01,2 6= 0, v+2 = 0. This scenario is only apparent within the CP2-invariant 2HDM when
the determinant of the matrix Nµν vanishes, as shown in Section 4.2.1
We now investigate a one-dimensional, time-independent kink solution for the
CP2 symmetry. In order to find such a solution, we will use an ansatz for the two Higgs
doublets given by (5.1.12). The energy per unit area associated with the solution is again
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given by (5.1.2). The energy density for the CP2-invariant 2HDM is given by
E(x) = 1
2
(
dv01
dx
)2
+
1
2
(
dv02
dx
)2
+
1
2
v02(x)
2
(
dξ
dx
)2
− 1
2
µ21
(
v01(x)
2 + v02(x)
2
)
+
1
4
λ1
(
v01(x)
4 + v02(x)
4
)
+
1
4
(
λ34 +R5 cos 2ξ(x)− I5 sin 2ξ(x)
)
v01(x)
2v02(x)
2
+
1
2
v01(x)v
0
2(x)
(
v01(x)
2 − v02(x)2
)(
R6 cos ξ(x)− I6 sin ξ(x)
)
+ V0 . (5.1.18)
Again, it is useful to rescale (5.1.2) to be dimensionless for the CP2 energy density, and
so we introduce
xˆ = µ1x , vˆ
0
1,2(x) =
v01,2(x)
η
, Eˆ =
λ1E
µ31
. (5.1.19)
Performing these rescalings leaves the dimensionless CP2 energy density Eˆ dependent on
the following parameters:
gk =
Rk
λ1
(
for k = 3, 4, 5, 6
)
, hk =
Ik
λ1
(
for k = 5, 6
)
, η =
µ1√
λ1
. (5.1.20)
Therefore, the parameter set for the CP2-invariant model becomes {g3, g4, g5, g6, h5, h6}.
Also, the vacuum manifold parameters v01,2 and ξ of (4.2.9a), (4.2.9b) and (4.2.9c), which
are the boundary conditions on the fields v01,2(x) and ξ(x), are rescaled as follows:
vˆ01(xˆ) →

√√√√( 2
2 + g3 − ζˆ
)(
1− 1
Bˆ
2h5g6 − 2h6(g4 + g5 + ζˆ)
4h6g6 − h5(2− g3 + ζˆ)
)
, as xˆ→ −∞
√√√√( 2
2 + g3 − ζˆ
)(
1 +
1
Bˆ
2h5g6 − 2h6(g4 + g5 + ζˆ)
4h6g6 − h5(2− g3 + ζˆ)
)
, as xˆ→ +∞
,
(5.1.21)
vˆ02(xˆ) →

−
√√√√( 2
2 + g3 − ζˆ
)(
1 +
1
Bˆ
2h5g6 − 2h6(g4 + g5 + ζˆ)
4h6g6 − h5(2− g3 + ζˆ)
)
, as xˆ→ −∞
√√√√( 2
2 + g3 − ζˆ
)(
1− 1
Bˆ
2h5g6 − 2h6(g4 + g5 + ζˆ)
4h6g6 − h5(2− g3 + ζˆ)
)
, as xˆ→ +∞
,
(5.1.22)
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lim
xˆ→±∞
ξ(xˆ) = arctan
(
(g4 + g5 + ζˆ)h6 − h5g6
h5h6 − (g4 − g5 + ζˆ)g6
)
, (5.1.23)
where the parameter Bˆ is defined as
Bˆ =
√√√√(h5g6 − h6(g4 + g5 + ζˆ)
g6(g4 − g5 + ζˆ)− h5h6
)2
+
(
2h5g6 − 2h6(g4 + g5 + ζˆ)
4h6g6 − h5(2− g3 + ζˆ)
)2
+ 1 . (5.1.24)
These boundary conditions depend on the non-trivial Lagrange multiplier ζˆ implemented
to produce the neutral vacuum solution. This Lagrange multiplier satisfies the cubic
equation:
ζˆ3 +
(
2− g3 + 2g4
)
ζˆ2 +
(
2g4(2− g3) + g24 − g25 − h25 − 4g26 − 4h26
)
ζˆ
+(2− g3)(g24 − g25 − h25)− 4(g26 + h26)(g4 − g5) + 8h6(h5g6 − g5h6) = 0 . (5.1.25)
In order to find a valid parameter set, we start by choosing parameter values that satisfy
the CP2 convexity conditions (shown in Table 4.2) and then solve (5.1.25) to find the
three possible values of ζˆ. We then find the rescaled vacuum manifold parameters which
correspond to each ζˆ solution, and determine if these solutions correspond to local minima,
i.e. we require that the CP2 Hessian matrix H in (4.2.11a)–(4.2.11f) be positive-definite.
If they do indeed relate to minima, we calculate the value of the potential at these extremal
points to determine which ζˆ solution generates the global minimum.
The equations of motion for the three rescaled fields vˆ01,2(xˆ) and ξ(xˆ) are:
d2vˆ01
dxˆ2
= vˆ01
[
−1 + (vˆ01)2 +
1
2
(g34 + g5 cos 2ξ − h5 sin 2ξ) (vˆ02)2
]
+
1
2
vˆ02
(
3(vˆ01)
2 − (vˆ02)2
)
(g6 cos ξ − h6 sin ξ) , (5.1.26a)
d2vˆ02
dxˆ2
= vˆ02
[
−1 + (vˆ02)2 +
1
2
(g34 + g5 cos 2ξ − h5 sin 2ξ) (vˆ01)2 +
(
dξ
dxˆ
)2]
+
1
2
vˆ01
(
(vˆ01)
2 − 3(vˆ02)2
)
(g6 cos ξ − h6 sin ξ) , (5.1.26b)
(vˆ02)
2 d
2ξ
dxˆ2
+ 2vˆ02
(
dvˆ02
dxˆ
)(
dξ
dxˆ
)
= −1
2
vˆ01 vˆ
0
2
[
vˆ01 vˆ
0
2 (g5 sin 2ξ + h5 cos 2ξ)
+
(
(vˆ01)
2−(vˆ02)2
)
(g6 sin ξ+h6 cos ξ)
]
. (5.1.26c)
We can obtain numerical solutions to these equations of motion, by making use of gradient
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Figure 5.5: Plots of vˆ01(xˆ), vˆ
0
2(xˆ), ξ(xˆ) and the dimensionless energy density Eˆ(xˆ)
for a valid parameter set of the CP2-invariant potential. The input parameter set is
{0.125, 0.375, 0.125, 0.125,−0.25,−0.25}. The region of integration has R = 15.
flow techniques. As with the CP1 domain wall solution, since there is a large number of
individual parameters that could vary within the confines of the CP2 convexity and minima
conditions, relationships between the parameters are, in general, complicated. Instead, we
present a typical solution of the CP2 domain wall, as shown in Figure 5.5. As with the
previous two discrete symmetries, we observe that the dimensionless energy Eˆ can be
made vanishingly small for certain valid choices of the parameter set, such as allowing g5,6
and h5,6 to tend to zero. Such scenarios are discussed further in Section 6.2 where the
cosmological implications of the CP2 domain wall are considered.
5.2 Vortices
We now turn our attention to other topological defects which may form in the
2HDM, such as vortices. Whilst vortex solutions have been discussed in the 2HDM [101],
these vortices were generated by the SM gauge group, whereas the vortices we discuss
here are generated solely by the spontaneous breaking of the U(1)PQ and CP3 accidental
symmetries which the 2HDM can exhibit for specific constraints on the parameters of the
potential.
Cosmic strings, which are the embedding of a vortex solution into a 3-dimensional
space, are often regarded as the most favourable topological defect, since their energy
density does not grow relative to that of the background and so, for sufficiently small
initial energy densities, cosmic strings can behave benignly and can comply with current
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cosmological observations. Due to the axially symmetric, one-dimensional and typically
high mass density characteristics of a cosmic string, strings can act as a gravitational
lens [20, 21] and searches are already under way to detect possible strings which may be
within the current horizon, e.g. using precision cosmic microwave background data from
experiments such as WMAP [22, 23].
As with our domain wall study in the previous section, we focus on presenting an
overview of typical solutions and determining whether or not the energy per unit length of
the vortex can be made to be vanishingly small for specific and valid choices of the model
parameters.
5.2.1 U(1)PQ Vortices
From our analysis in Section 3.2, the 2HDM potential which is invariant under the
global Peccei-Quinn U(1) symmetry can exhibit a non-simply connected vacuum manifold
provided both VEVs of the Higgs doublets φ1,2 that create the neutral vacuum global
minimum solution are non-zero, i.e. v01,2 6= 0 and v+2 = 0. This scenario is only apparent
within the U(1)PQ invariant 2HDM when the determinant of the matrix Nµν vanishes, as
shown in Section 3.2.1.
In order to find a two-dimensional time-independent vortex solution for the
U(1)PQ symmetry, we use the ansatz for the two Higgs doublets:
φ1(r) =
1√
2
 0
v01(r)
 , φ2(r, χ) = 1√
2
 0
v02(r)e
inχ
 , (5.2.1)
where the coordinate r describes the space radially outward from the core of the vortex,
and χ is an azimuthal angle which accounts for the winding of the vortex, with winding
number n. Using this ansatz, the energy per unit length of the system is then:
E = 2π
∫ ∞
0
rdr E(φ1, φ2) , (5.2.2)
where the energy density for the U(1)PQ invariant 2HDM is given by
E(r) = 1
2
(
dv01
dr
)2
+
1
2
(
dv02
dr
)2
+
n2
2r2
v02(r)
2 − 1
2
µ21v
0
1(r)
2 − 1
2
µ22v
0
2(r)
2
+
1
4
λ1v
0
1(r)
4 +
1
4
λ2v
0
2(r)
4 +
1
4
λ34v
0
1(r)
2v02(r)
2 +V0 . (5.2.3)
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For this type of energy density, the integral of (5.2.2) is logarithmically divergent in r, so
we truncate the region of integration from [0,∞) to [0, R], where R is a cut off radius [3].
To once again simplify our study, we rescale the energy per unit length of the vortex in
(5.2.2) to be dimensionless by introducing the dimensionless quantities
rˆ = µ2r , vˆ
0
1,2(r) =
v01,2(r)
η
, Eˆ =
E
2πη2
. (5.2.4)
With the help of these rescalings, the dimensionless U(1)PQ energy density derived from
(5.2.2) depends now on the following parameters:
µ2 =
µ21
µ22
, λ =
λ1
λ2
, g =
λ34
2λ2
, η =
µ2√
λ2
, (5.2.5)
in addition to the winding number n. Having rescaled the vacuum manifold fields vˆ01,2(rˆ),
we require that these approach their corresponding VEVs given in (3.2.4a) and (3.2.4b),
as r→∞. To be precise, we impose the boundary conditions:
dvˆ01
drˆ
∣∣∣∣
rˆ=0
= 0 , lim
rˆ→∞
vˆ01(rˆ) =
√
µ2 − g
λ− g2 , (5.2.6a)
lim
rˆ→0
vˆ02(rˆ) = 0 , lim
rˆ→∞
vˆ02(rˆ) =
√
λ− µ2g
λ− g2 . (5.2.6b)
These conditions force vˆ02(rˆ) to be regular for all values of rˆ and require vˆ
0
1(rˆ) to be
continuous and radially symmetric. The equations of motion for the two rescaled fields
vˆ01,2(rˆ) are found to be
d2vˆ01
drˆ2
= vˆ01
(− µ2 + λ(vˆ01)2 + g(vˆ02)2) , (5.2.7a)
d2vˆ02
drˆ2
+
1
rˆ
dvˆ02
drˆ
= vˆ02
(
− 1 + n
2
rˆ2
+ (vˆ02)
2 + g(vˆ01)
2
)
. (5.2.7b)
As is typical in vortex studies, no analytical solutions to the equations of motion are found
and so we make use of gradient flow numerical techniques.
For our numerical analysis, we choose a particular parameter set {µ2, λ, g, n} that
satisfies the constraints for a bounded-from-below global minimum, which are of exactly
the same form as for the Z2 symmetry in (5.1.10). In order to satisfy that (v
0
1)
2+ (v02)
2 =
v2SM, we require that the VEV scale factor η have the value given by (5.1.11). We note that
a value of η can always be found that ensures condition (5.1.11) is met for any parameter
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Figure 5.6: Plots of vˆ01(rˆ), vˆ
0
2(rˆ) and the dimensionless energy density Eˆ(rˆ) for two dif-
ferent valid parameter sets of the U(1)PQ invariant potential. The parameter sets used
are {1, 1, 0.5, 1} (LHS) and {1.5, 1, 0.5, 1} (RHS). The cut off radius used for both plots is
R = 15.
Figure 5.7: Numerical evaluation of the dimensionless energy Eˆ as a function of µ2, for
the U(1)PQ invariant potential. Here, we use the fiducial values λ = 1, g = 0.5 and
n = 1. Convexity of the potential and global minima conditions for these values require
that µ2 ∈ (0.5, 2.0).
set {µ2, λ, g, n}, provided that the members of the parameter set remain non-zero and
finite, and satisfy the conditions in (5.1.10).
We conclude our U(1)PQ vortex study by presenting two typical solutions in
Figure 5.6. We show the general form of the dimensionless energy Eˆ in Figure 5.7, as a
function of µ2, noting that the dimensionless energy tends to zero as µ2 approaches its
upper limit, i.e. µ2 → λg . We also directly compare several different solutions in Figures
5.8 and 5.9 by varying µ2 and the winding number n respectively. From Figures 5.8 and
5.9 in particular, we see that as µ2 increases, the width of the vortex core increases and
similarly, as the winding number increases, so does the width of the vortex core.
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Figure 5.8: Plots comparing various vˆ01(rˆ) (LHS plot) and vˆ
0
2(rˆ) (RHS plot) curves for the
U(1)PQ invariant potential. Here, we fix λ = 1, g = 0.5 and n = 1, and allow µ
2 to vary.
The cut off radius used for both plots is R = 15.
Figure 5.9: Plots comparing various vˆ01(rˆ) (LHS plot) and vˆ
0
2(rˆ) (RHS plot) curves for the
U(1)PQ invariant potential for various winding numbers n. Here, we fix λ = 1, g = 0.5
and µ2 = 1, and allow n to vary. The cut off radius used for both plots is R = 50
5.2.2 CP3 Vortices
As discussed in Section 4.3, the CP3-symmetric 2HDM potential can exhibit
a non-simply connected vacuum manifold, provided a neutral vacuum global minimum
solution exists where the sum of the squares of the two VEVs of the doublets φ1,2 is non-
zero. Such a scenario can be realized within the CP3-invariant 2HDM, if the matrix Nµν
happens to be singular. However, as shown in Section 4.3.1, there are two possible neutral
vacuum solutions that could form the global minimum solution, depending on the relative
magnitudes of the quantities 2λ1 and λ34. If 2λ1 > λ34, we find that any possible vortex
solution can be removed by gauge transformations, whereas for cases with λ34 > 2λ1, no
such gauge transformations are possible, allowing a vortex solution. Hence, we study cases
Chapter 5: Topological Defects in the Two Higgs Doublet Model 119
of the latter type to ensure vortex formation in the CP3-invariant potential.
In order to obtain a time-independent vortex solution for the CP3 symmetry, the
following ansatz for the two Higgs doublets is used:
φ1(r, χ) =
1√
2
 0
v(r) cos(nχ)
 , φ2(r, χ) = 1√
2
 0
v(r) sin(nχ)
 , (5.2.8)
where the coordinate r describes the space radially outward from the core of the vortex,
and χ is an azimuthal angle which accounts for the winding of the vortex, with winding
number n. Using this ansatz, the energy per unit length of the system is given by (5.2.2)
where the energy density for the CP3-invariant 2HDM is given by
E(r) = 1
2
(
dv
dr
)2
+
n2
2r2
v(r)2 − 1
2
µ21v(r)
2 +
1
4
λ1v(r)
4 + V0 . (5.2.9)
As before, (5.2.2) is logarithmically divergent for the CP3 energy density and so we trun-
cate (5.2.2) to a cut off radius r = R. Our study can be simplified, if we rescale the energy
per unit length of the vortex in (5.2.2) to be dimensionless and introduce the dimensionless
quantities
rˆ = µ1r , vˆ(r) =
v(r)
η
, Eˆ =
E
2πη2
, (5.2.10)
with η = µ1√
λ1
. We then require that (v01)
2 + (v02)
2 = v2SM, which implies η = vSM. Under
the above parameter re-definitions and provided the winding number n is non-zero, the
boundary conditions on the vacuum field vˆ(rˆ), which follows from (4.3.4a), become
lim
rˆ→0
vˆ(rˆ) = 0 , lim
rˆ→∞
vˆ(rˆ) = 1 . (5.2.11)
These conditions force vˆ(rˆ) to be regular for all values of rˆ and ensure that the dimensionful
field v(r) approaches its VEV in the limit r →∞. The equation of motion for the rescaled
field vˆ(rˆ) is
d2vˆ
drˆ2
+
1
rˆ
dvˆ
drˆ
= vˆ
(
− 1 + n
2
rˆ2
+ vˆ2
)
. (5.2.12)
The above differential equation is solved numerically, again by means of gradient flow
methods. Our numerical analysis only depends on the choice of the single parameter n,
i.e. the winding number. Figure 5.10 presents the dependence of vˆ and the corresponding
energy density Eˆ , as a function of rˆ, for various values of n. We observe that as the value of
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Figure 5.10: Plots of vˆ(rˆ) (LHS plot) and the dimensionless energy density Eˆ(rˆ) (RHS
plot) for the CP3-invariant potential. The winding number n is varied from 1 to 5 and
the cut off radius for both plots is R = 30.
n increases, the width of the vortex core increases and the energy density radially spreads
out, giving the characteristic volcano shape.
5.3 Global Monopoles
We complete our study of the topological defects that may form in the 2HDM due
to the spontaneous breaking of the six accidental symmetries with the global monopole.
This topological solution arises from the symmetry breaking of the SO(3)HF symmetry
to its subgroup SO(2)HF. In spite of being intrinsically unstable, global monopoles may
have important cosmological implications, as they can provide a mechanism for structure
formation within the Universe [27]. As with our previous topological defect studies, we
focus on presenting an overview of possible solutions.
5.3.1 SO(3)HF Global Monopoles
Our analysis in Section 3.3 has shown that a SO(3)HF-invariant 2HDM potential
can exhibit a vacuum manifold containing non-contractible 2-spheres, provided a neutral
vacuum solution for a global minimum exists, such that (v01)
2+(v02)
2 = v2SM. This scenario
is only possible in the SO(3)HF-invariant 2HDM, for a singular matrix Nµν [cf. Section
3.3.1].
We may seek a time-independent spherically symmetric global monopole solution
for the SO(3)HF symmetry, by making use of the following ansatz for the two Higgs
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Figure 5.11: Plots of vˆ(rˆ) and the dimensionless energy density Eˆ(rˆ) for the SO(3)HF
invariant potential. The cut off radius for this plot is R = 20.
doublets:
φ1(r, χ) =
1√
2
 0
v(r) sinχ
 , φ2(r, χ, ψ) = 1√
2
 0
v(r)eiψ cosχ
 , (5.3.1)
where the coordinate r describes the space radially outward from axis of symmetry of the
monopole, χ is an azimuthal angle and ψ is a polar angle. Using this ansatz, the energy
per monopole is
E = 4π
∫ ∞
0
r2dr E(φ1, φ2) , (5.3.2)
where the energy density for the SO(3)HF invariant 2HDM is given by
E(r) = 1
2
(
dv
dr
)2
+
1
r2
v(r)2 − 1
2
µ21v(r)
2 +
1
4
λ1v(r)
4 + V0 , (5.3.3)
For this type of energy density, the integral of (5.3.2) is linearly divergent in r, so we
truncate the region of integration from [0,∞) to [0, R], where R is a cut off radius [3].
Our study becomes considerably simplified if we rescale (5.3.2) to become dimensionless
and introduce the dimensionless quantities
rˆ = µ1r , vˆ(r) =
v(r)
η
, Eˆ =
λ1E
4πµ1
. (5.3.4)
We then define η = µ1√
λ1
and require that η = vSM. Under these rescalings, the boundary
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conditions on the vacuum field vˆ(rˆ), which follow from (3.3.5), become
lim
rˆ→0
vˆ(rˆ) = 0 , lim
rˆ→∞
vˆ(rˆ) = 1 . (5.3.5)
These conditions force vˆ(rˆ) to be regular for all values of rˆ and ensures the dimensionful
field v(r) approaches its VEV in the limit r →∞. The equation of motion for the rescaled
field vˆ(rˆ) is
d2vˆ
drˆ2
+
2
rˆ
dvˆ
drˆ
= vˆ
(
− 1 + 2
rˆ2
+ vˆ2
)
. (5.3.6)
As with the majority of monopole studies, we rely on gradient flow techniques to numeri-
cally solve the above differential equation. In Figure 5.11, we present the single solution
for an SO(3)HF global monopole, by displaying the rˆ-dependence of the vacuum field vˆ(rˆ)
and its respective dimensionless energy density Eˆ .
Chapter 6
Cosmological Constraints on the
Two Higgs Doublet Model
It is well known that the appearance of topological defects within a model can
have repercussions if the model is to be consistent with cosmological observations. The
emergence of domain walls often leads to strong constraints on the parameters of the
model, as was shown for the simple Goldstone model in Chapter 1. In contrast, the
emergence of cosmic strings and global monopoles can have less stringent requirements in
order to fall within observational and theoretical bounds. For instance, the cosmic string
solutions found for the U(1)PQ and CP3 symmetries must have energies per unit length less
than ∼ 1031GeV2 [23]. Similarly, the global monopole solution of the SO(3)HF-symmetric
2HDM must have an energy per monopole less than ∼ 1016GeV to avoid conflict with
cosmological observations [3]. We therefore choose to study the generally more restrictive
constraints which arise from domain wall production.
In this chapter, we will first give a short review of the calculations necessary to
determine the Higgs boson masses and mixing matrices using the techniques and results of
[51]. Using these results, we will then discuss the impact that the appearance of domain
walls has for the three discrete accidental symmetries of the 2HDM we study, namely the
Z2, CP1 and CP2 symmetries, in terms of the observables of the 2HDM. The observables
of the 2HDM include the masses of the three neutral Higgs bosons h, H, A, the mass of
the charged Higgs bosons H±, the physical phase ξ, the couplings of the two lightest Higgs
bosons to the neutral electroweak bosons ghZZ and gHZZ, the ratio of the VEVs of the two
neutral vacuum Higgs doublets tan β =
v02
v01
, and the electroweak breaking scale vSM, which
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Symmetry µ21 µ
2
2 m
2
12 λ1 λ2 λ3 λ4 Re(λ5) λ6 = λ7
Z2 – – 0 – – – – – 0
CP1 – – Real – – – – – Real
CP2 – µ21 0 – λ1 – – – 0
Table 6.1: Parameter relations for the three discrete symmetries in the diagonally reduced
basis, Im(λ5) = 0 and λ6 = λ7. A dash indicates the absence of a constraint.
Standard Diagonally Reduced Dimensional
Symmetry Basis Basis Rescalings
Z2 7 → 7 → 3
CP1 10 → 9 → 6
CP2 8 → 5 → 1
Table 6.2: A schematic showing how the number of free parameters of the 2HDM po-
tential reduces under a change of basis from the standard basis to the diagonally reduced
basis, and then the imposition of dimensional rescalings for the Z2, CP1 and CP2 discrete
symmetries.
we define through the sum of the VEVs of the two Higgs doublets: (v01)
2 + (v02)
2 = v2SM.
To further aid our study, we choose to work in the diagonally reduced basis
discussed in Section 4.2.1, i.e. the restriction on the potential parameters λ6 = λ7 and
Im(λ5) = 0 in order to diagonalize the sub-matrix Lij of Lµν . The constraints on the
parameters of the 2HDM potential for each of the three discrete symmetries in this basis
are given in Table 6.1. Adopting the diagonally reduced basis and the dimensionless
rescalings introduced in Sections 5.1.1, 5.1.2 and 5.1.3, the number of free parameters of
the domain wall solution for each of the three discrete symmetries reduces, as is shown in
Table 6.2.
6.1 Higgs Boson Masses and Mixing Matrices Review
The first step to deriving domain wall constraints in terms of the observables
of the 2HDM is to discuss the relationships between the masses and couplings of the
physical Higgs bosons and the mass and quartic terms of the 2HDM potential. As was
mentioned in Section 2.3, the Hessian matrix associated with determining the nature of any
extremal points is simply the neutral Higgs boson mass matrix. Therefore, to determine
relationships between the neutral Higgs boson masses and the parameters of the potential,
we only need to compute the eigenvalues of the Hessian matrix for each of the discrete
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symmetries. Since the Hessian matrix H is symmetric, it can be diagonalized by the use
of an orthogonal rotation matrix O, such that the diagonal mass matrix is
OTHO = diag(m2h, m2H , m2A) , (6.1.1)
where the scalar masses are ordered in increasing size, i.e. m2h ≤ m2H ≤ m2A. Working
in the diagonally reduced basis, the general CP-invariant Hessian matrix in terms of the
potential parameters, the electroweak scale vSM and the VEV ratio angle β is
H
v2
SM
=


2λ1c2β+
(
λ5c2ξ+
m′ 2
A
v2
SM
)
s2
β
+λ6cξs2β
(
λ34−m
′ 2
A
v2
SM
)
cβsβ+λ6cξ −λ52 s2ξsβ−λ6sξcβ(
λ34−m
′ 2
A
v2
SM
)
cβsβ+λ6cξ 2λ2s
2
β
+
(
λ5c2ξ+
m′ 2
A
v2
SM
)
c2
β
+λ6cξs2β −λ52 s2ξcβ−λ6sξsβ
−λ5
2
s2ξsβ−λ6sξcβ −λ52 s2ξcβ−λ6sξsβ
m′ 2
A
v2
SM


,
(6.1.2)
where the mass m′ 2A is given by
m′ 2A =
2m212cξ
s2β
− v2SM
(
λ5c2ξ +
λ6cξ
s2β
)
. (6.1.3)
Also, in the diagonally reduced basis, the relative phase between the two Higgs doublets
of (4.1.8c) satisfies the relation
cos ξ =
2m212 − λ6v2SM
λ5v2SMs2β
. (6.1.4)
In the absence of any CP violation, i.e. ξ = 0 1, the mass of the CP-odd scalar
coincides with m′ 2A , i.e. m
2
A = m
′ 2
A [102], and using (6.1.2) and (6.1.3), the masses of the
two CP-even scalars satisfy the relation
m2h +m
2
H = m
2
A + v
2
SM
(
2λ1c
2
β + 2λ2s
2
β + λ5 + 2λ6s2β
)
. (6.1.5)
We omit the recipe for calculating the elements of the matrix O, which can be
found in relations (3.12)–(3.14) of [51]. Once the elements of the matrix O are determined,
1In the diagonally reduced basis, the phase ξ for the Z2 and CP2 symmetries can be fixed to zero by
a redefinition of one of the two Higgs doublets, e.g. φ2 7→ iφ2, which is equivalent to the transformation
ξ → ξ + π
2
.
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the neutral Higgs-to-electroweak boson couplings follow from (5.6) of [51], which are
ghZZ = O11 cos β +O21 sin β , (6.1.6a)
gHZZ = O12 cos β +O22 sin β , (6.1.6b)
gAZZ = O13 cos β +O23 sin β , (6.1.6c)
with the normalization condition that g2hZZ + g
2
HZZ + g
2
AZZ = 1. To complete our short
review of the relevant mathematics required to calculate the observable quantities of the
2HDM, we also state the mass of the charged Higgs boson in the CP-invariant diagonally
reduced basis, which follows from (2.20) of [51]:
m2H± =
2m212cξ
s2β
− v
2
SM
2
(
λ4 + λ5c2ξ +
2λ6cξ
s2β
)
. (6.1.7)
Using these above relations, let us now discuss the domain wall constraints for each of the
three discrete symmetries we choose to study, starting with the simplest discrete symmetry,
CP2.
6.2 CP2 Domain Wall Constraints
To begin our CP2 domain wall study, we first calculate the observable quantities
in terms of the CP2 potential parameters. Under the restrictions of Table 6.1, we note
that the VEVs of the two Higgs doublets φ1,2 are equal to each other [cf. (3.1.13a) and
(3.1.13b)] and so tan β = 1. Similarly, the relative phase between the two doublets is
zero. The masses of the three neutral Higgs bosons, which follow from the Hessian matrix
of (6.1.2) which simplifies substantially under the CP2 symmetry, and the charged Higgs
boson mass are found to be
m2h = v
2
SM
(
λ1 − 12 λ˜345
)
, m2A = v
2
SM|λ5| ,
m2H = v
2
SM
(
λ1 +
1
2 λ˜345
)
, m2H± = −
v2SM
2 (λ4 − |λ5|) ,
(6.2.1)
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where we use the shorthand λ˜345 = λ3 + λ4 − |λ5|. The associated mixing matrix O takes
on the parameter independent form
O =

1√
2
1√
2
0
− 1√
2
1√
2
0
0 0 1
 . (6.2.2)
The result of such a matrix is that the Higgs-to-electroweak boson couplings are assigned
the following values: ghZZ = 0, gHZZ = 1 and gAZZ = 0. Using these results, the quartic
coupling λ1 and the VEV scale factor η for the CP2 symmetry can be determined in terms
of observables:
λ1 =
m2H(1 + ǫˆ
2)
2v2SM
, (6.2.3a)
η =
vSM√
1 + ǫˆ2
, (6.2.3b)
where we introduce the CP-even Higgs boson mass ratio ǫˆ = mhmH ∈ [0, 1]. Therefore, the
domain wall energy per unit area for the CP2 invariant potential given in (5.1.19) can be
rewritten as
E =
√
λ1 η
3 Eˆ =
mH v
2
SM Eˆ√
2(1 + ǫˆ2)
, (6.2.4)
where the dimensionless energy Eˆ is a function of one variable, Eˆ = Eˆ(ǫˆ).
Now, in order to avoid domain wall domination in the current epoch, we must
require that the domain wall density parameter Ωdw be less than unity, as per Section
1.2.3. Imposing this minimal theoretical constraint, we find that the observables of the
CP2 invariant 2HDM must satisfy
mH Eˆ
1 + ǫˆ2
. 140MeV
(
100MeV
vSM
)2
= 23 eV . (6.2.5)
In order to comply with this constraint, we must either require that mH or Eˆ be small.
However, requiring that mH be small may conflict with evidence collected at collider
experiments, which so far can confidently rule out any such particles below 114.4 GeV [42].
Therefore, let us investigate the conditions for which Eˆ can be small. Using Figure 6.1, we
see that Eˆ → 0 as ǫˆ → 0. This limit is known as the decoupling limit [103, 104], whereby
the mass of the lightest neutral Higgs bosonmh becomes many orders of magnitude lighter
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Figure 6.1: Numerical evaluation of the dimensionless energy Eˆ as a function of the Higgs
boson mass ratio ǫˆ for the CP2 invariant 2HDM.
than the mass of the second-to-lightest neutral Higgs boson mH .
Figure 6.2 depicts four contour plots of the CP2 potential, showing how the topology and
vacuum manifold changes for various values of ǫˆ. From these plots, one can see that the
disconnected minima which exist for ǫˆ ∈ (0, 1] become simply connected for ǫˆ = 0, which
further confirms the limit ǫˆ→ 0 corresponds to the absence of domain wall formation.
In order to proceed analytically with our domain wall study, we employ a linear fit
to Figure 6.1 to obtain an approximate functional form for Eˆ, which we give as Eˆ ≈ 0.738 ǫˆ.
Substituting this form of Eˆ into (6.2.5), we see that the domain wall constraint in the limit
ǫ→ 0 becomes
mh . 31 eV . (6.2.6)
Obviously, such a small mass for the lightest Higgs boson is easily ruled out on experimental
grounds [42] and thus for an exact CP2 symmetry, domain wall domination cannot be
avoided without being in conflict with the results from particle physics experiments. A
possible route to feasible domain wall formation could be in the soft breaking of the CP2
symmetry, whereby the mass term m212 is reintroduced into the CP2 potential, but we will
reserve this option for a future study. This brings to an end the CP2 domain wall study,
we next discuss the Z2 domain wall constraints.
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Figure 6.2: Contour plots of the CP2 invariant potential in the diagonally reduced basis for
4 values of the CP-even Higgs boson mass ratio ǫˆ = mhmH . In the limit ǫˆ→ 0, one sees that
the familiar Mexican hat potential typically associated with vortex solutions is retrieved,
dispelling any vacuum topology which would allow domain wall formation.
6.3 Z2 Domain Wall Constraints
We begin our study of the domain wall constraints of the Z2 symmetry by dis-
cussing the rationale for which of the two Higgs doublets receives the Z2 symmetry. To
facilitate our domain wall solution analysis presented in Section 5.1.1, we artificially as-
signed the doublet φ2 to be odd under the Z2 symmetry. However, the U(1)Y hypercharge
symmetry will perform this task automatically, giving the Z2 symmetry to the doublet
which corresponds to the lowest energy configuration. This coincides with which of the
two Higgs doublets has the smallest VEV for a particular parameter set. For instance,
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Figure 6.3: Numerical evaluation of the dimensionless energy Eˆ as a function of µ2 for
the Z2 invariant 2HDM potential for when either φ1 or φ2 is odd under the Z2 symmetry.
λ and g are fixed to the values 1 and 0.5 respectively, and so the change over point from
φ1-odd to φ2-odd is at µ
2 = 1, as given by (6.3.1).
if φ1 has a smaller VEV than φ2, it is φ1 that is odd under the Z2 symmetry, and vice
versa for φ2. To determine which doublet becomes odd under the symmetry, we have the
following inequalities in terms of the dimensionless parameters µ2, λ and g:
µ2

<
λ+ g
1 + g
⇒ φ1 is odd
>
λ+ g
1 + g
⇒ φ2 is odd
. (6.3.1)
For the case when the inequalities become equalities, the energy per unit area of the domain
wall is equal for both φ1–odd or φ2–odd under the Z2 symmetry, and so the assigning of
the Z2 symmetry to either of the two doublets is equivalent. This point is illustrated in
Figure 6.3. Let us note that in the case of the CP2 symmetry, since both VEVs are equal
the assignment of which doublet is odd under the CP2 symmetry is irrelevant as both
situations lead to the same domain wall energy per unit area.
The importance of this automatic symmetry assignment becomes apparent when
discussing the domain wall constraint, as the domain wall energy tends to zero when the
VEV of either φ1 or φ2 approaches zero. In terms of tan β, these limits are equivalent to
E → 0 as tan β → 0 , (6.3.2a)
E → 0 as tan β → ∞ . (6.3.2b)
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The energy per unit area of the Z2 domain wall, given in (5.1.5), can be rewritten
with the aid of (5.1.6) as
E =
√
λ2 η
3 Eˆ , (6.3.3)
where η is the VEV scale factor, given in (5.1.11), and the dimensionless energy Eˆ is a
function of µ2, λ and g, i.e. Eˆ = Eˆ(µ2, λ, g). At this point, we can derive constraints
for the parameter λ2 but it would be more useful to find constraints in terms of the
observables of the theory. Using the review provided in Section 6.1, we find that the Higgs
boson masses are
m2h = v
2
SM
(
(λ1c
2
β + λ2s
2
β)−
√
(λ1c2β − λ2s2β)2 + λ˜2345c2βs2β
)
, (6.3.4a)
m2H = v
2
SM
(
(λ1c
2
β + λ2s
2
β) +
√
(λ1c2β − λ2s2β)2 + λ˜2345c2βs2β
)
, (6.3.4b)
m2A = v
2
SM|λ5| , (6.3.4c)
m2H± = −
v2SM
2
(λ4 − |λ5|) , (6.3.4d)
and the orthogonal mixing matrix O for the Z2 symmetry has the form
O =

∣∣∣∣2λ2s2β− m2hv2
SM
∣∣∣∣√(
2λ2s2β−
m2
h
v2
SM
)2
+λ˜2345c
2
β
s2
β
− s2λ˜345cβsβ√(
2λ1c2β−
m2
H
v2
SM
)2
+λ˜2345c
2
β
s2
β
0
− s1λ˜345cβsβ√(
2λ2s2β−
m2
h
v2
SM
)2
+λ˜2345c
2
β
s2
β
∣∣∣∣2λ1c2β−m2Hv2
SM
∣∣∣∣√(
2λ1c2β−
m2
H
v2
SM
)2
+λ˜2345c
2
β
s2
β
0
0 0 1

, (6.3.5)
where we introduce the function s1 = sign
(
2λ2s
2
β −
m2
h
v2
SM
)
and s2 = sign
(
2λ1c
2
β −
m2
H
v2
SM
)
,
the convention for which is given by
sign(x) =
 1 , for x > 0−1 , for x < 0 . (6.3.6)
This ensures that the columns of the mixing matrix O form an orthonormal basis.
In addition to the above mass relations, the extremization condition NµνR
ν = Mµ
for the Z2 symmetry, which was studied in Section 3.1, fixes tan β and vSM, effectively
132 Chapter 6: Cosmological Constraints on the Two Higgs Doublet Model
eliminating µ21 and µ
2
2 from all formulas. Also, the lightest neutral Higgs-to-electroweak
bosons coupling follows from (6.1.6a) and (6.3.5), which is
ghZZ =
cβ
∣∣∣2λ2s2β − m2hv2
SM
− λ˜345s2β
∣∣∣√(
2λ2s
2
β −
m2
h
v2
SM
)2
+ λ˜2345c
2
βs
2
β
. (6.3.7)
To rewrite (6.3.3) in terms of observables, it then remains to obtain expressions
for the two quartic couplings λ1,2 and the dimensionless parameters of (5.1.6), namely
λ, µ2 and g. Using relations (6.3.4a)–(6.3.4b) with (6.3.7), we find that the two quartic
couplings λ1,2 are given by
λ1c
2
β =
m2H +m
2
h +G(m
2
H −m2h)
4v2SM
, λ2s
2
β =
m2H +m
2
h −G(m2H −m2h)
4v2SM
, (6.3.8)
and the three dimensionless parameters µ2, λ and g can be expressed as
µ2 =
(Mˆ + G) cot β +
√
1−G2
ˆ(M−G) tan β +√1−G2
tan2 β , (6.3.9a)
λ =
Mˆ + G
Mˆ−G tan
2 β , (6.3.9b)
g =
√
1−G2
Mˆ−G tan β , (6.3.9c)
where we introduce the quantities
Mˆ =
1 + ǫˆ2
1− ǫˆ2 , (6.3.10a)
G =
(1− tan2 β)(1 − 2g2hZZ)− 4ghZZ tan β
√
1− g2hZZ
1 + tan2 β
. (6.3.10b)
Here we note that Mˆ ∈ [1,∞) and G ∈ [−1, 1], and so Mˆ−G ≥ 0 for all possible values of
tan β, ghZZ and ǫˆ. Using the substitutions in (6.3.9a)–(6.3.9c), the Z2 VEV scale factor η
of (5.1.11) can be rewritten in terms of observables as
η = vSM
√
tan β
1 + tan2β
(
tan β +
√
1−G2
Mˆ−G
) 1
2
. (6.3.11)
Thus, using result (6.3.8) along with (6.3.11), the energy per unit area of the Z2 domain
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Figure 6.4: Numerical evaluation of the dimensionless energy Eˆ as a function of tan β for
the Z2 invariant 2HDM potential, for various choices of the ratio between the two lightest
neutral Higgs boson masses mh, mH and the lightest neutral Higgs-to-electroweak bosons
coupling ghZZ.
wall given in (6.3.3) becomes
E =
Eˆ v2SMmH
2
√
tan β(1− ǫˆ2)(Mˆ −G)
1 + tan2β
(
tan β +
√
1−G2
Mˆ−G
) 3
2
, (6.3.12)
where the dimensionless energy Eˆ becomes a function of three different dimensionless
quantities under the transformations given in (6.3.9a)–(6.3.9c), i.e. Eˆ = Eˆ (tan β, ǫˆ, ghZZ).
However, we find that the parameter Eˆ is closely approximated by
Eˆ =
Eˆ0
tan2 β
, (6.3.13)
where Eˆ0 is a function of only two variables, Eˆ0 = Eˆ0 (ǫˆ, ghZZ). To further motivate this
empirical statement, Figure 6.4 shows the value of Eˆ as a function of tan β for various
values of the Higgs boson mass ratio ǫˆ and coupling ghZZ. Similarly, Figure 6.5 shows a
contour plot of the function Eˆ0 spanned in the ghZZ– ǫˆ plane.
Now, in order to avoid domain wall domination in the current epoch, we must
require that the domain wall density parameter Ωdw be less than unity, as per Section
1.2.3. Imposing this minimal theoretical constraint, we find that the observables of the Z2
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Figure 6.5: Numerically estimated contour plot of the Eˆ0 function in the ghZZ– ǫˆ plane, for
the Z2 invariant 2HDM potential. The contours show the value of Eˆ0 as ghZZ and ǫˆ vary
within their allowed values.
invariant 2HDM must satisfy
Eˆ0 v
2
SMmH
2 tan2 β
√
tan β(1− ǫˆ2)(Mˆ−G)
1 + tan2β
(
tan β +
√
1−G2
Mˆ−G
) 3
2
. (100MeV)3 (6.3.14)
to avoid domain wall domination in the current epoch. To meet this constraint, let us
study two different approaches: either (i) tan β > tan βmin, or (ii) Eˆ0 ≪ 1. Whilst
tan β < tan βmax would also lead to the domain wall energy per unit area being small [cf.
(6.3.2a)], we chose to investigate large values of tan β in order for the top quark Yukawa
coupling to remain perturbative, which is related to the top quark mass by mt = htv
0
2.
Let us first examine case (i). For tan β ≫ 1, we see that the parameter G is
approximated by: G ≈ 2g2hZZ − 1. In this limit, the Z2 domain wall constraint of (6.3.14)
reduces to
tan β &
vSM
100MeV
(
Eˆ0mH
200MeV
√
1− g2hZZ(1− ǫˆ2)
) 1
2
= 5500fˆ
√
mH
1GeV
, (6.3.15)
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Figure 6.6: Contour plots of the Z2 invariant potential in the diagonally reduced basis for 3
values of the VEV ratio tan β, fixing: ǫˆ = ghZZ =
1√
2
. One can see that as tan β increases,
the Z2 symmetric minima begin to approach each other, eventually coinciding in the limit
tan β →∞.
where fˆ2 = Eˆ0
√
1− g2hZZ(1− ǫˆ2). In order to gain a feel for the order of magnitude
this inequality operates at, we see that for values of the neutral Higgs boson masses at
the electroweak scale, e.g. mh ∼ 200GeV, mH ∼ 300GeV, and ghZZ ∼ 0.5, tan β must
be at least of the order ∼ 104 − 105 to avoid domain wall domination until at least the
current epoch. In terms of the geometry of the Z2 invariant 2HDM potential in the limit of
increasing tan β, Figure 6.6 shows that the Z2 symmetric minima begin approaching each
other as tan β starts to increase. It is then not too difficult to imagine that in the limit
tan β →∞, the approaching minima coalesce and the domain wall creating Z2 symmetry
is no longer present.
For case (ii), we require that Eˆ0 ≪ 1. In order to isolate this behaviour from
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the cases where tan β becomes very small or very large, we require that the VEVs of
both Higgs doublets become small at the same rate. In order to achieve this scenario,
we can demand the dimensionless parameters tend to the limits µ2 → g and µ2 → λg , or
alternatively λ → g2. Notice that this second alternative limiting process squeezes µ2 by
the minima condition in (5.1.10). These limits in turn force tan β to equal 1, and using
(6.3.9b)–(6.3.9c) one can see that the limit λ→ g2 in terms of observables corresponds to
ǫˆ→ 0, both points exactly as in the CP2 domain wall study of Section 6.2. It is important
to note that this result is largely independent of the value of the coupling ghZZ, i.e. Eˆ0 → 0
as ǫˆ → 0 for all ghZZ ∈ [0, 1]. This point can be seen explicitly in Figure 6.5, where the
contours are approximately horizontal lines.
However, as also found in the CP2 domain wall scenario, the domain wall energy
per unit area becomes proportional to the mass of the lightest Higgs boson, E ∝ mh and
so small domain wall energies can only be achieved in the limit of a small Higgs boson
mass, which contradicts experimental results.
Let us also note that there does not exist any explicit ‘tuning’ scenarios which can
result in the domain wall energy per unit area becoming vanishingly small. For instance,
requiring that the square root of (6.3.14) vanishes 2 amounts to requiring: Mˆ − G → 0.
However, this limit in fact creates large domain wall energies since the bracket on the LHS
of (6.3.14) effectively produces a term ∼ (Mˆ−G)− 32 , which counteracts and overhauls the
decaying ∼ (Mˆ − G) 12 term produced by the square root. Similarly, requiring that the
bracket on the LHS of (6.3.14) vanishes corresponds to requiring: Mˆ−G = −
√
1−G2
tan β < 0.
However, as was stated earlier with the definitions of the parameters Mˆ and G [cf. (6.3.10a)
& (6.3.10b)], the combination Mˆ − G is non-negative for all values of the observable
quantities and therefore cannot satisfy the above condition.
Therefore, we conclude that only case (i) leads to the evasion of domain wall
domination in the Z2 invariant 2HDM, i.e. the requirement that tan β takes on a value
typically larger than ∼ 104 – 105. This brings to an end the possible domain wall con-
straints for an exact Z2 symmetry. We now move on to study the CP1 domain wall.
2Notice that in the limit ǫˆ→ 1, the square root of (6.3.14) appears to vanish. However, this ‘apparent’
process is nullified since lim
ǫˆ→1
(1− ǫˆ2)Mˆ = 2.
Chapter 6: Cosmological Constraints on the Two Higgs Doublet Model 137
6.4 CP1 Domain Wall Constraints
Out of the six accidental symmetries of the 2HDM we study throughout this the-
sis, the CP1 symmetry removes the smallest number of parameters from the most general
2HDM potential, with a total of nine parameters present in the diagonally reduced basis.
Thus, the Hessian matrix associated with the CP1 symmetry is exactly that shown in
(6.1.2), the eigenvalues of which follow from a third order characteristic equation. How-
ever, the expressions for the masses of the three neutral Higgs bosons and the couplings
ghZZ and gHZZ do not have a compact analytical form in the most general case, making the
elimination of the six quartic couplings λ1,...,6 an extremely difficult algebraic task whilst
still maintaining ξ 6= 0.
However, we may proceed qualitatively with the CP1 domain wall study using
the results of our analysis of the CP2 and Z2 domain walls. For instance, we would expect
that the domain wall energy per unit area for the CP1 symmetric 2HDM to vanish in
the limits tan β → 0 and tan β → ∞. This is since if either of the VEVS of the two
Higgs doublets were to become zero, the CP1 symmetry would remain unbroken after
electroweak symmetry breaking, exactly as in the Z2 symmetric model.
As briefly eluded to above, an additional feature of the CP1 symmetric domain
wall study to those of the corresponding Z2 and CP2 studies is the non-zero valued relative
phase ξ. Since it is ξ 6= 0 which guarantees the appearance of spontaneous CP violation,
and therefore the domain wall solution, in the CP1 symmetric 2HDM, we would expect an
additional route to a vanishingly small domain wall energy to be the limit ξ → 0 where the
spontaneous CP violation becomes absent from the theory. In terms of the electroweak
scale vSM and the VEV angle β, this limit corresponds to
2m212 → (λ5 sin 2β + λ6)v2SM . (6.4.1)
Figure 6.7 illustrates the dependence of the dimensionless energy Eˆ with tan β = 1 for a
particular parameter set of the CP1 potential, confirming the conjecture stated above.
To make quantitative progress with the CP1 domain wall study, one could choose
to study a restricted parameter space by introducing additional relationships between the
parameters of the model. See Section 8.1 for further details on this particular possible
path of study.
138 Chapter 6: Cosmological Constraints on the Two Higgs Doublet Model
Figure 6.7: Numerical evaluation of the dimensionless energy Eˆ as a function of the relative
phase between the two Higgs doublets ξ, for the particular parameter set of the CP1-
invariant potential:
{
µ21, µ
2
2, λ1, λ2, λ¯345, λ5, λ6
}
= {1, 1, 1, 1, 1.5, 1, 0}. In order to allow
ξ to take values in the range
(
0, pi2
]
, the value of m212 is varied. For this particular choice
of parameter set, tan β = 1 for all values of m212, and therefore all values of ξ.
This completes our current study of the scenarios in which the domain wall
solutions of the discrete accidental symmetries of the 2HDM can be forced to be consistent
with cosmological and particle physics observations.
Chapter 7
The U(1)Y-Violating Two Higgs
Doublet Model
In this chapter we discuss the application of our Majorana scalar-field formalism
to 2HDM potentials which are not restricted by the U(1)Y hypercharge group. Even
though such potentials may not be viable within the context of the SM, they may still be
realized in models describing cosmological inflation [105, 106]. Furthermore, we classify
all possible 15 symmetries that may occur in a general U(1)Y-violating 2HDM potential,
within the 6-dimensional bilinear field space.
7.1 The 6-dimensional Majorana Formalism
If conservation under the U(1)Y hypercharge group is lifted from the theory,
then additional SU(2) gauge-invariant bilinears can, in principle, be present in the 2HDM
potential, such as φT1 iσ
2φ2 and its Hermitian conjugate, −φ†2iσ2φ∗1. Introducing such
bilinear terms into the 2HDM potential and counting the number of real independent
parameters, the resulting potential would have 6 bilinear mass terms and 20 quartic terms.
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The most general analytic form of such a potential is given by
V = −µ21(φ†1φ1)− µ22(φ†2φ2)−m212(φ†1φ2)−m∗212(φ†2φ1)−m234(φT1 iσ2φ2) +m∗234(φ†2iσ2φ∗1)
+λ1(φ
†
1φ1)
2 + λ2(φ
†
2φ2)
2 +λ3(φ
†
1φ1)(φ
†
2φ2) +λ4(φ
†
1φ2)(φ
†
2φ1)+
λ5
2
(φ†1φ2)
2+
λ∗5
2
(φ†2φ1)
2
+λ6(φ
†
1φ1)(φ
†
1φ2) + λ
∗
6(φ
†
1φ1)(φ
†
2φ1) + λ7(φ
†
2φ2)(φ
†
1φ2) + λ
∗
7(φ
†
2φ2)(φ
†
2φ1)
+λ8(φ
†
1φ1)(φ
T
1 iσ
2φ2)−λ∗8(φ†1φ1)(φ†2iσ2φ∗1)+λ9(φ†2φ2)(φT1 iσ2φ2)−λ∗9(φ†2φ2)(φ†2iσ2φ∗1)
+λ10(φ
†
1φ2)(φ
T
1 iσ
2φ2)−λ∗10(φ†2φ1)(φ†2iσ2φ∗1)+λ11(φ†2φ1)(φT1 iσ2φ2)−λ∗11(φ†1φ2)(φ†2iσ2φ∗1)
+
λ12
2
(φT1 iσ
2φ2)
2 +
λ∗12
2
(φ†2iσ
2φ∗1)
2 . (7.1.1)
Here, we note that the mass terms µ21,2 and the quartic couplings λ1,2,3,4 are real, whereas
the mass terms m212 and m
2
34 and the quartic couplings λ5,6,...,12 are complex. In order
to account for the additional bilinear and quartic terms that occur in the U(1)Y-violating
2HDM potential, we need to promote the 4-vector R˜µ in (2.4.3) into a 6-vector RA, with
A = 0, 1, 2, 3, 4, 5. The individual components of RA read:
RA =

φ†1φ1 + φ
†
2φ2
φ†1φ2 + φ
†
2φ1
−i
[
φ†1φ2 − φ†2φ1
]
φ†1φ1 − φ†2φ2
φT1 iσ
2φ2 − φ†2iσ2φ∗1
−i
[
φT1 iσ
2φ2 + φ
†
2iσ
2φ∗1
]

. (7.1.2)
The vector of (7.1.2) is, by construction, a null-vector regardless of the individual values
of its components. This is since (R0)2 − (R1)2 − (R2)2 − (R3)2 = (R4)2 + (R5)2 for all
Higgs doublets φ1,2.
As with the 4-vector R˜µ, we can construct the 6-vector RAusing the 8-dimensional
complex multiplet Φ as RA = Φ†ΣAΦ. To determine the structure of ΣA, we start again
with the general GL(8,C) covariant and SU(2)L-invariant ansatz
ΣA = ΣAαβ σ
α ⊗ σβ ⊗ σ0 . (7.1.3)
The particular form of ΣAαβ is now only constrained by the Majorana condition on Σ
A,
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namely (ΣA)T = C−1ΣAC, in close analogy with (B.2.2). In terms of the tensor ΣAαβ, the
Majorana condition requires that
ΣAαβ = Σ
A
µνη
µ
α(δ−)
ν
β , (7.1.4)
where (δ−)νβ is defined in (A.0.2). Only 6 elements of Σ
A
αβ survive this constraint and
remain non-zero. These are ΣA00,Σ
A
01, Σ
A
03,Σ
A
12,Σ
A
22 and Σ
A
32. Hence, the six com-
ponents of the 6-vector ΣA compatible with the Majorana condition have the tensorial
structure
Σµ =
1
2
 σµ 02
02 (σ
µ)T
⊗ σ0 ,
Σ4 =
1
2
 02 iσ2
−iσ2 02
⊗ σ0 , Σ5 = 1
2
 02 −σ2
−σ2 02
⊗ σ0 . (7.1.5)
Comparing (7.1.5) with (B.2.9), we notice that the imposition of the U(1)Y hypercharge
symmetry on the SU(2)-invariant potential restricts Σ4,5 = 08, where 08 is the 8× 8 zero
matrix, and so effectively reduces RA to Rµ, as it should.
In the absence of the U(1)Y hypercharge symmetry, the transformation matrix
M no longer splits into two distinct parts [cf. Section 2.4], but takes on the general form
as determined in (2.4.13). Under a SU(2)L-invariant reparameterization group transfor-
mation M ∈ GL(4,R) of the scalar-field multiplet Φ, with M∗ = CMC [cf. (2.4.12)], the
6-vector RA transforms as
RA 7→ R′A = eσ/8 ΛAB RB , (7.1.6)
where eσ = det[M†M] > 0 is a real scale factor and ΛAB is related to the transformation
matrix M by
eσ/8 ΛAB Σ
B = M†ΣAM . (7.1.7)
Note that the matrix ΛAB is an element of SO(1,5). This last fact may be verified by
defining Σ
A ≡ (Σ0,−Σ1,2,3,4,5), in direct analogy with σµ ≡ (σ0,−σ1,2,3), and checking
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the Clifford algebra:
ΣAΣ
B
+ ΣBΣ
A
=
1
2
ηAB I8 , (7.1.8)
where I8 is the 8-dimensional identity matrix and η
AB = diag (1,−1,−1,−1,−1,−1) is
the respective metric for the (1 + 5)-dimensional Minkowski flat space. As a by-product
of (7.1.8), we obtain that
tr
[
ΣAΣ
B ]
= 2 ηAB . (7.1.9)
The latter can be used to compute ΛAB as
ΛAB =
1
2
e−σ/8 ηBC tr
[
M†ΣAMΣC
]
. (7.1.10)
With the aid of the newly introduced 6-vector RA, the potential of (7.1.1) can
be written down in a quadratic form similar to (2.2.5):
V = −1
2
MAR
A +
1
4
LABR
ARB , (7.1.11)
where the 6-vector MA containing the mass terms and the 6 × 6 quartic coupling matrix
LAB read:
MA=
(
µ21 + µ
2
2 , 2Re(m
2
12) , −2Im(m212) , µ21 − µ22 , 2Re(m234) , −2Im(m234)
)
, (7.1.12a)
LAB=


λ1 + λ2 + λ3 Re(λ6 + λ7) −Im(λ6 + λ7) λ1 − λ2 Re(λ8 + λ9) −Im(λ8 + λ9)
Re(λ6 + λ7) λ4 + Re(λ5) −Im(λ5) Re(λ6 − λ7) Re(λ10 + λ11) −Im(λ10 + λ11)
−Im(λ6 + λ7) −Im(λ5) λ4 − Re(λ5) −Im(λ6 − λ7) −Im(λ10 − λ11) −Re(λ10 − λ11)
λ1 − λ2 Re(λ6 − λ7) −Im(λ6 − λ7) λ1 + λ2 − λ3 Re(λ8 − λ9) −Im(λ8 − λ9)
Re(λ8 + λ9) Re(λ10 + λ11) −Im(λ10 − λ11) Re(λ8 − λ9) Re(λ12) −Im(λ12)
−Im(λ8 + λ9) −Im(λ10 + λ11) −Re(λ10 − λ11) −Im(λ8 − λ9) −Im(λ12) −Re(λ12)


.
(7.1.12b)
Note that in the U(1)Y-symmetric limit, MA → Mµ and LAB → Lµν , with the elements
of MA and LAB vanishing for the components A,B = 4, 5.
We may now use an approach analogous to [71], in order to identify all possible
accidental symmetries that could take place within a general U(1)Y-violating 2HDM. Re-
quiring that the kinetic terms remain invariant under GL(4,R) scalar-field transformations,
we are restricted to consider unitary rotations U ∈ U(4) in the Φ-space, subject into the
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Majorana constraint: U∗ = CUC. These Majorana-constrained U(4) transformations
induce orthogonal rotations SO(5) ⊂ SO(1, 5), which act on the “spatial” components of
the 6-vector RA, i.e. A = 1, 2, . . . 5. In detail, we may classify all possible symmetries
derived from SO(5), which include SO(5) and its proper subgroups. If Z2 is the reflection
group for one of the spatial components of RA, we may now list all the symmetries start-
ing from the larger and going to the smaller group. In this way, the symmetries may be
grouped into the following five categories:
I. SO(5);
II. O(4)⊗ Z2; SO(4);
III. O(3)⊗O(2); SO(3)⊗ (Z2)2; O(3)⊗ Z2; SO(3); (7.1.13)
IV. O(2)⊗O(2)⊗ Z2; O(2)⊗O(2); O(2)⊗ (Z2)3 ; SO(2) ⊗ (Z2)2;
O(2)⊗ Z2; SO(2);
V. (Z2)
4; (Z2)
2 .
Note that all the symmetry transformations have determinants equal to +1. With this
restriction, we get 15 distinct symmetries that could act on a general tree-level U(1)Y-
violating 2HDM potential. Moreover, the above classification in (7.1.13) contains the
U(1)Y group. More explicitly, the six accidental symmetries reported in the literature
are: the first symmetry under Category III and the first 5 symmetries under Category IV,
i.e. O(3)⊗O(2); O(2)⊗O(2)⊗Z2; O(2)⊗O(2); O(2)⊗ (Z2)3 ; SO(2)⊗ (Z2)2; O(2)⊗Z2.
In Table 7.1, we show the parameter restrictions of these six HF/CP symmetries for the
full U(1)Y-violating 2HDM potential, as these are realized in a specific basis where the
spatial part of LAB, i.e. where A, B = 1, 2 . . . 5, is made diagonal by an SO(5) rotation.
In such a diagonally reduced basis, we have
Im(λ5) = 0 , λ6 = λ7 , λ8 = λ9 , λ10 = λ11 = 0 , Im(λ12) = 0 . (7.1.14)
Given the classification in (7.1.13), we observe that symmetries higher than O(3),
which contain the U(1)Y group, can still occur. For instance, one such symmetry is SO(5),
which is obtained when 2λ1 = 2λ2 = λ3, µ
2
1 = µ
2
2, and all other parameters vanish. The
symmetry SO(5) is equivalent to O(8) [80] in the scalar-field space and includes the gauge-
group rotation SU(2)L⊗U(1)Y. In the extended bilinear RA-space, SO(5) breaks down to
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Symmetry µ22 m
2
12 m
2
34 λ2 λ4 Re(λ5) λ6 = λ7 λ8 = λ9
Z2 – 0 0 – – – 0 0
U(1)PQ – 0 – – – 0 0 –
SO(3)HF µ
2
1 0 – λ1 2λ1 − λ3 0 0 0
CP1 – Real Real – – – Real Real
CP2 µ21 0 Real λ1 – – 0 Real
CP3 µ21 0 Real λ1 – 2λ1 − λ34 0 0
Table 7.1: Parameter relations in the general U(1)Y-violating 2HDM potential that re-
sult from the imposition of the six accidental symmetries, in the diagonally reduced basis
Im(λ5) = 0, λ10 = λ11 = 0 and Im(λ12) = 0 [cf. (7.1.14)]. The parameters µ
2
1, λ1, λ3 and
Re
(
λ12
)
remain unconstrained by the six considered HF/CP symmetries. Finally, a dash
indicates the absence of a constraint.
Symmetry µ21 µ
2
2 m
2
12 λ1 λ2 λ3 λ4 Re(λ5) λ6 = λ7
SO(5) – µ21 0 – λ1 2λ1 0 0 0
O(4)× Z2 – µ21 0 – λ1 – 0 0 0
SO(4) – – 0 – – – 0 0 0
O(3) ×O(2) – µ21 0 – λ1 2λ1 – 0 0
SO(3)× (Z2)2 – µ21 0 – λ1 – – λ4 0
O(3)× Z2 – µ21 Real – λ1 – – λ4 Real
SO(3) – – Real – – – – λ4 Real
Table 7.2: Parameter relations in the general U(1)Y-invariant 2HDM potential that result
from the imposition of the additional accidental symmetries shown in Categories I, II and
III of (7.1.13), in the reduced basis Im(λ5) = 0 and λ6 = λ7 [cf. (7.1.14)]. An important
note is that all symmetries lead to CP-invariant scalar potentials. A dash indicates the
absence of a constraint.
SO(4) or O(4)× Z2, giving rise to four Goldstone bosons. This is exactly what one would
find in the breaking of O(8) to O(7) in the scalar-field space, once three broken generators
of O(8) have been assigned to electroweak symmetry breaking, i.e. the W± and Z0 bosons,
since seven generators are broken in the process O(8) → O(7). It is important to notice
that within the SU(2)L and U(1)Y constrained bilinear formalism, which implements the
4-dimensional vector Rµ, it is not possible to clearly make the distinction between the
SO(3)HF symmetry and the possible higher SO(5) symmetry.
Another interesting example is the symmetry SO(4), which is obtained from a
U(1)Y and U(1)PQ-invariant 2HDM potential, with the additional constraint that λ4 = 0.
This model is equivalent to the model O(4) ⊗ O(4) [80] in the scalar-field space, where
the second O(4) describes the gauge group rotations. The symmetry SO(4) breaks into
SO(3), giving rise to three Goldstone bosons. Again, this breaking scenario cannot be
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distinguished within a SU(2)L and U(1)Y constrained bilinear formalism, and can be easily
confused with the CP3 symmetry. In Table 7.2, we display the seven additional accidental
symmetries that may occur in a U(1)Y-invariant 2HDM potential, along with parameter
restrictions obtained in the diagonally reduced basis [cf. (7.1.14)].
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Summary and Conclusions
In this thesis, we take many important steps towards analyzing the vacuum topol-
ogy, the topological defects and the cosmological constraints for six accidental symmetries
of the 2HDM. We have considered the three HF symmetries: Z2, U(1)PQ and SO(3)HF,
and the three CP symmetries: CP1, CP2 and CP3. In order to study the vacuum topol-
ogy of these six symmetries, we have introduced a Majorana scalar-field formalism based
on two subgroups of GL(8,C), where the HF and CP transformations may act on a sin-
gle scalar-field multiplet representation, extending and replacing the previous incomplete
bilinear scalar-field formalism introduced by Nishi and Ivanov [75, 76, 77].
By the use of Sylvester’s criterion, we have derived general sufficient conditions
in terms of the parameters of the 2HDM in order to have a convex, stable and bounded-
from-below 2HDM potential. Given these convexity and stability constraints, we have
analytically solved the minimization conditions of the scalar potential, by making use of
the Lagrange multiplier method. We have thus obtained all two non-zero solutions for the
neutral vacuum expectation values of the Higgs doublets for the aforementioned six HF
and CP symmetries, in terms of the parameters of the theory. Simply put, without the
introduction of the Majorana scalar-field formalism, the task of computing the non-zero
VEVs of the two Higgs doublets and the subsequent vacuum topology would have only
been possible via numerical techniques.
In order to identify the nature of the topological defects associated with the
spontaneous symmetry breaking for each of the above six symmetries, we have studied the
homotopy groups of the resulting vacuum manifold after spontaneous symmetry breaking.
In particular, we have found the existence of domain walls from the breaking of the Z2, CP1
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and CP2 discrete symmetries, vortices in models with broken U(1)PQ and CP3 symmetries
and a global monopole in a model with SO(3)HF-broken symmetry. In Chapter 5 we have
then studied the six topological defect solutions numerically, as functions of the parameters
of the 2HDM potential, via gradient flow methods. We have given numerical examples for
each topological defect, showing the energy density of the defect for typical situations and
the spatial profile of the solutions.
We have also considered the topological solutions from a cosmological perspective.
With particular focus on the domain wall solutions, we have shown that the energy per
unit area of the domain wall can be made vanishingly small for particular choices of the
parameters of the model which satisfy the requirements of being a global minimum and
convexity of the potential. By requiring that the domain wall density parameter be at
least less than unity in the current epoch in order to avoid domain wall domination, we
have been able to obtain theoretical conditions on the observable parameters of the 2HDM,
such as the magnitude of the phenomenologically important tan β parameter and the ratio
of the two lightest neutral Higgs boson masses, for the Z2 and CP2 symmetries. However,
the CP2-symmetric domain wall can be ruled out since the mass of the lightest Higgs
boson in order to avoid wall domination is ten orders of magnitude below the current
experimentally derived lower bound. The CP1 domain wall study is complicated by the
difficulty in obtaining analytical formulas for the Higgs boson masses in the most general
potential. However, we have showed numerically that the domain wall energy can be
manufactured to be very small as the relative phase between the two Higgs doublet ξ
tends to zero.
As we have explicitly demonstrated in Chapter 7, our Majorana scalar-field for-
malism can be applied to identify fifteen accidental symmetries in the 2HDM potential
which is not constrained by the U(1)Y hypercharge group, which includes the maximal
symmetry of the 2HDM in the scalar-field space, namely O(8). However, thirteen of these
accidental symmetries can be realized in a hypercharge conserving 2HDM, six of which can
be identified with the previously known HF and CP symmetries. Therefore, an additional
seven symmetries emerge which remain undetected by the SU(2) and U(1)Y constrained bi-
linear field approach which is only able to detect at maximum O(3). This further reinforces
the Majorana scalar-field formalism as the correct and complete theoretical framework for
the study of the scalar sector of the 2HDM.
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8.1 Future Work
The appearance of a further seven accidental symmetries of the 2HDM through
the use of the Majorana scalar-field formalism and the ability of the formalism to allow
analytical study of the vacuum topology of the 2HDM leads naturally to the important
question: are there any non-trivial topological defects associated with these seven addi-
tional symmetries? Other outstanding curiosities include the geometrical properties of the
full 6-dimensional Majorana formalism, such as why the 2HDM neutral vacuum solutions
appear to only occupy the hyperplane R4 = R5 = 0.
In our CP1 domain wall study in Chapter 6, we only considered cases where
all of the parameters of the potential were present, which gave difficulties in obtaining
relations for the observables of the theory. However, it may prove beneficial to study a
restricted benchmark scenario. Such a scenario could possibly be achieved by requiring
that the H13 and H23 elements of the general Hessian matrix of (6.1.2) vanish, as they do
in the analytically solvable general Z2 invariant 2HDM. This is guaranteed if tan β = 1
and λ5 cos ξ + λ6 = 0. It would be interesting to see if cosmological constraints on the
phase ξ can be derived in this situation, which may give an idea of the order of magnitude
to which ξ must be suppressed in order to avoid domain wall domination.
Another possible avenue of study regarding the cosmological constraints that
must be imposed to avoid domain wall domination is the introduction of symmetry break-
ing terms. In Chapter 6, we only considered cases where the discrete symmetries were
exact. However, as was discussed in Section 1.2.3, the introduction of a term which vio-
lates the discrete symmetry can dispel the domain wall problem, provided the symmetry
violating term is sufficiently large. In this manner, it would be interesting to study the soft
breaking of the Z2, CP1 and CP2 discrete symmetries, possibly with the reintroduction
of the complex mass term m212.
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σ
µ Matrix Identities
Here we list a number of useful identities for the matrices σµ = (σ0, σ1,2,3), where
σ0 ≡ 12 and σ1,2,3 are the standard Pauli matrices. These identities are used in Appendix B
to derive the explicit form of Σµ. Under transposition and complex conjugation, the
individual components of σµ transform as
(σ0)T ≡ σ0 , (σ0)∗ ≡ σ0 ,
(σ1)T ≡ σ1 , (σ1)∗ ≡ σ1 ,
(σ2)T ≡ −σ2 , (σ2)∗ ≡ −σ2 ,
(σ3)T ≡ σ3 , (σ3)∗ ≡ σ3 .
Hence, the above identities may be cast into the more compact form:
(σµ)T ≡ (δ−)µνσν , (A.0.1a)
(σµ)∗ ≡ (δ−)µνσν , (A.0.1b)
with
(δ±)µν ≡ diag(1, 1,±1, 1) . (A.0.2)
We also make use of the three sandwich products
σ1σµσ1 ≡ (J1)µνσν , (A.0.3a)
σ2σµσ2 ≡ (J2)µνσν , (A.0.3b)
σ3σµσ3 ≡ (J3)µνσν , (A.0.3c)
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where the tensors J1,2,3 are defined as
(J1)
µ
ν ≡ diag(1, 1,−1,−1) , (A.0.4a)
(J2)
µ
ν ≡ diag(1,−1, 1,−1) , (A.0.4b)
(J3)
µ
ν ≡ diag(1,−1,−1, 1) . (A.0.4c)
Finally, it is interesting to note the identity
(J2)
µ
λ(δ−)
λ
ν ≡ ηµν . (A.0.5)
Appendix B
The Form of Σµ and the
Transformation Matrices
In order to derive the explicit form of Σµ in GL(8,C), we start with the following
general ansatz:
Σµ = Σµαβ σ
α ⊗ σβ , (B.0.1)
where we have suppressed the SU(2)L gauge-group space for convenience. Then, we need
to apply two constraints to determine the tensor coefficients Σµαβ: the U(1)Y constraint
and the Majorana constraint.
B.1 The U(1)Y Constraint on Σ
µ
Under a U(1)Y transformation, the 4-component multiplet Φ defined in (2.4.1)
transforms as follows:
Φ′ = UYΦ , (B.1.1)
where
UY = e
iYθ(σ3⊗σ0) = diag
(
eiYθ, eiYθ, e−iYθ, e−iYθ
)
= Bνσ
ν ⊗ σ0 , (B.1.2)
with
Bν = [cos (Yθ), 0, 0, i sin(Yθ)] . (B.1.3)
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Invariance of the 4-vector Rµ = Φ†ΣµΦ [cf. (2.4.3)] under a U(1)Y transformation implies
the following double equality constraint on Σµ:
Σµ = U∗YΣ
µUY = UYΣ
µU∗Y . (B.1.4)
Given the ansatz of Σµ in (B.0.1), the above double constraint gets translated into:
Σµ = U∗YΣ
µUY = Σ
µ
αβB
∗
νBλ
[
(σν)∗σασλ
]
⊗ σβ , (B.1.5a)
Σµ = UYΣ
µU∗Y = Σ
µ
αβBνB
∗
λ
[
σνσα(σλ)∗
]
⊗ σβ . (B.1.5b)
Using the identity (A.0.1b), the above two relations can be rewritten as
U∗YΣ
µUY = Σ
µ
αβB
∗
νBλ
[
(δ−)νγ σ
γσασλ
]⊗ σβ , (B.1.6a)
UYΣ
µU∗Y = Σ
µ
αβBνB
∗
λ
[
(δ−)λγ σ
νσασγ
]⊗ σβ . (B.1.6b)
Substituting the explicit forms of Bµ and (δ−)
µ
ν , (B.1.6a) and (B.1.6b) become respectively:
Σµ = Σµαβ
(
cos2(Yθ)σα + sin2(Yθ)(J3)
α
ρσ
ρ + i sin(Yθ) cos(Yθ)
[
σα, σ3
])⊗ σβ ,
(B.1.7a)
Σµ = Σµαβ
(
cos2(Yθ)σα + sin2(Yθ)(J3)
α
ρσ
ρ − i sin(Yθ) cos(Yθ) [σα, σ3])⊗ σβ .
(B.1.7b)
Evidently, in order that the above two constraints are satisfied, the commutator term must
vanish, i.e. [
σα, σ3
]
= 0 . (B.1.8)
This can only happen for the choices α = 0, 3, implying that
Σµ1β = Σ
µ
2β = 0 , (B.1.9)
independently of the Lorentz indices µ and β. As a consequence, the U(1)Y constraint
leads to the block diagonal form for the matrix Σµ:
Σµ =
 Σµ0βσβ 0
0 Σµ3βσ
β
 . (B.1.10)
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B.2 The Majorana Constraint on Σµ
The Majorana condition (2.4.6) on the scalar multiplet Φ gives rise to another
important constraint on the form of Σµ. Specifically, the condition (2.4.6) implies the
invariance of vector Rµ defined in (2.4.3) under charge conjugation. Thus, when Φ→ CΦ∗,
Rµ transforms as
Rµ = Φ†ΣµΦ → RµC = ΦTC†ΣµCΦ∗ = Φ†CT(Σµ)TC∗Φ . (B.2.1)
Requiring that Rµ = RµC yields the Majorana constraint:
(Σµ)T = C−1ΣµC . (B.2.2)
For the general ansatz (B.0.1), the last constraint is equivalent to
Σµαβ(σ
α)T ⊗ (σβ)T = Σµαβ
(
σ2σασ2
)⊗ σβ . (B.2.3)
Employing the identities of Appendix A,we obtain the constraining equation on Σµαβ :
Σµαβ = Σ
µ
λρη
λ
α(δ−)
ρ
β . (B.2.4)
Assuming that Σµ has the U(1)Y-invariant form (B.1.10) and using the identity (A.0.5)
allows us to express Σµαβ as follows:
Σµαβ =
 Σ
µ
0ρ(δ−)
ρ
β , for α = 0
−Σµ3ρ(δ−)ρβ , for α = 3
. (B.2.5)
From this last expression, we find that the two non-zero parts of the Σµαβ tensor are then,
in general, proportional to the following matrices:
Σµ0ρ ∝ (δ+)µρ + (δ−)µρ , (B.2.6a)
Σµ3ρ ∝ (δ+)µρ − (δ−)µρ . (B.2.6b)
This can be written down in the covariant form:
Σµαβ = aα(δ+)
µ
β + bα(δ−)
µ
β , (B.2.7)
156 Appendix B: The Form of Σµ and the Transformation Matrices
where the vectors aα and bα are defined as
aα ≡ 1
4
(1, 0, 0,−1) , (B.2.8a)
bα ≡ 1
4
(1, 0, 0, 1) . (B.2.8b)
Implementing all the above results, the U(1)Y-invariant vector R
µ compatible with the
Majorana constraint takes on the simple form:
Σµ =
1
2
 σµ 0
0 (σµ)T
 . (B.2.9)
B.3 The Majorana Constraint on GL(8,C)
It is interesting to discuss the reduction of the GL(8,C) group under the Majo-
rana constraint M∗ = CMC for HF symmetries, where M =Mµνσµ⊗ σν (with Mµν ∈ C)
becomes a general member of GL(4,C) after suppressing the SU(2)L gauge group space.
The Majorana reduction applicable to the CP transformations follows an identical se-
ries of arguments after removing the SU(2)L gauge group space. Applying the Majorana
constraint on M, we obtain the expression
M∗ = M∗µν (σ
µ)∗ ⊗ (σν)∗ = Mµν
(
σ2 ⊗ σ0) (σµ ⊗ σν) (σ2 ⊗ σ0) . (B.3.1)
We may now use the so-called mixed product identity: (A⊗ B) (C⊗D) = (AC) ⊗ (BD)
and the identity (A.0.1b), in order to rewrite (B.3.1) as follows:
M∗µν(δ−)
µ
α(δ−)
ν
βσ
α ⊗ σβ = Mµν
(
σ2σµσ2
)⊗ σν . (B.3.2)
Further use of the sandwich products given in Appendix A implies
M∗µν(δ−)
µ
α(δ−)
ν
βσ
α ⊗ σβ = Mµβ(J2)µασα ⊗ σβ , (B.3.3)
which translates into the constraining equation:
M∗λρ = Mµνη
µ
λ(δ−)
ν
ρ . (B.3.4)
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Solving this last equation term by term results in the following constraints:
M00 =M
∗
00 M01 =M
∗
01 M02 = −M∗02 M03 =M∗03
M10 = −M∗10 M11 = −M∗11 M12 =M∗12 M13 = −M∗13
M20 = −M∗20 M21 = −M∗21 M22 =M∗22 M23 = −M∗23
M30 = −M∗30 M31 = −M∗31 M32 =M∗32 M33 = −M∗33
Hence, from the 32 independent parameters of M, half are eliminated by the Majorana
condition. The resulting 16 free parameters generate a group which is isomorphic to
GL(4,R) acting on a complex four-dimensional vector space.
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Appendix C
Trace and Determinant Relations
for Nµν and Lµν
Relations involving the traces and determinants of Nµν and Lµν play an important
role in the calculation of the VEVs of the Higgs doublets and in the derivation of stability
and convexity conditions for the 2HDM potential.
To facilitate our presentation, we use the shorthand notation N ≡ Nµν , L ≡ Lµν
and η ≡ ηµν to represent the rank 2 tensors as 4×4 matrices. We also assume the standard
multiplication law between matrices, e.g. (N2)µν = NµαNαν , (Lη)µν = Lµαηαν etc. In the
above notation, the determinant of N may be written as
det [N] = det [L− ζη] , (C.0.1)
which can be calculated by the following determinant-trace identity:
det [N] =
1
24
{
tr4 [N]− 6tr2 [N] tr [N2]+ 3tr2 [N2]+ 8tr [N] tr [N3]− 6tr [N4]} .
(C.0.2)
The trace relations between N and L are found to be
tr [N] = tr [L] + 2ζ , (C.0.3a)
tr
[
N2
]
= tr
[
L2
]− 2ζtr [Lη] + 4ζ2 , (C.0.3b)
tr
[
N3
]
= tr
[
L3
]− 3ζtr [L2η]+ 3ζ2tr [L] + 2ζ3 , (C.0.3c)
tr
[
N4
]
= tr
[
L4
]− 4ζtr [L3η]+ 3ζ2tr [L2]+ 2ζ2tr [LηLη]− 4ζ3tr [Lη] + 4ζ4 . (C.0.3d)
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Thus, the determinant of N is given by
det[N] = −ζ4 −Aζ3 −Bζ2 − Cζ −D , (C.0.4)
where
A =−tr[Lη] , (C.0.5a)
B =tr[L2]− 1
2
tr2[Lη]+2tr[L2η]+
1
2
tr[LηLη]−tr[L] (2tr[Lη]+tr[L]) , (C.0.5b)
C =−tr[L3η]+tr[L] (tr[L2η]+tr[L2])+1
2
tr[Lη]
(
tr[L2]−tr2[L])− 1
3
tr3[L]− 2
3
tr[L3] ,
(C.0.5c)
D =−det[L] . (C.0.5d)
Notice that the coefficients A, B, C and D are entirely expressed in terms of traces of
powers of L and the determinant of L. These latter expressions depend explicitly on the
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quartic couplings of the 2HDM potential as follows:
tr [L] = 2λ1 + 2λ2 + 2λ4 , (C.0.6a)
tr
[
L2
]
= 4λ21 + 4λ
2
2 + 2λ
2
3 + 2λ
2
4 + 8|λ5|2 + 4|λ6|2 + 4|λ7|2 , (C.0.6b)
tr
[
L3
]
= 8λ31 + 8λ
3
2 + 6(λ1 + λ2)λ
2
3 + 2λ
3
4 + 24λ4|λ5|2 + 12λ1|λ6|2 + 12λ2|λ7|2
+ 12λ3(R6R7 + I6I7) + 6(λ4 + 2R5)(R
2
6 +R
2
7) + 6(λ4 − 2R5)(I26 + I27 )
+ 24I5(R6I6 +R7I7) , (C.0.6c)
tr
[
L4
]
= 16λ41 + 16λ
4
2 + 2λ
4
3 + 16(λ
2
1 + λ
2
2 + λ1λ2)λ
2
3 + 2λ
4
4 + 16|λ5|2(3λ24 + 2|λ5|2)
+ 8|λ6|2(4λ21 + 2λ1λ4 + λ23 + λ24 + 4|λ5|2 + |λ6|2)
+ 8|λ7|2(4λ22 + 2λ2λ4 + λ23 + λ24 + 4|λ5|2 + |λ7|2)
+ 32(λ1 + λ4)
[
R5(R
2
6 − I26 ) + 2I5R6I6
]
+ 32(λ2 + λ4)
[
R5(R
2
7 − I27 ) + 2I5R7I7
]
+ 16(R6R7 + I6I7)
2 + 16λ3(2λ1 + 2λ2 + λ4)(R6R7 + I6I7)
+ 32λ3 [R5(R6R7 − I6I7) + I5(R6I7 + I6R7)] , (C.0.6d)
tr [Lη] = 2λ3 − 2λ4 , (C.0.6e)
tr
[
L2η
]
= 4(λ1 + λ2)λ3 − 2λ24 − 8|λ5|2 − 2(R6 −R7)2 − 2(I6 − I7)2 , (C.0.6f)
tr
[
L3η
]
= 4(2λ21 + 2λ
2
2 + 2λ1λ2 + |λ6|2 + |λ7|2)λ3 − 4λ1|λ6|2 − 4λ2|λ7|2
+ 4(2λ1 + 2λ2 − λ3)(R6R7 + I6I7) + 2λ33 − 2λ34 − 24λ4|λ5|2
− 4(λ4 + 2R5)(R26 +R27 −R6R7)− 4(λ4 − 2R5)(I26 + I27 − I6I7)
+ 8I5(I6R7 +R6I7 − 2R7I7 − 2R6I6) , (C.0.6g)
tr [LηLη] = 8λ1λ2 + 2λ
2
3 + 2λ
2
4 + 8|λ5|2 − 8(R6R7 + I6I7) , (C.0.6h)
det[L] = (4λ1λ2 − λ23)(λ24 − 4|λ5|2)− 4λ4(λ1|λ7|2 + λ2|λ6|2) + 4|λ6|2|λ7|2
− 4(R6R7 + I6I7)2 + 8λ1
[
R5(R
2
7 − I27 ) + 2I5R7I7
]
+ 8λ2
[
R5(R
2
6 − I26 ) + 2I5R6I6
]
+ 4λ3λ4(R6R7 + I6I7)
− 8λ3 [R5(R6R7 − I6I7) + I5(I6R7 +R6I7)] . (C.0.6i)
To find the values for the Lagrange multiplier ζ that lead to a singular N matrix
with det[N] = 0, we need to solve a quartic equation. To do so, we first apply the standard
linear transformation to ζ,
ρ = ζ +
A
4
, (C.0.7)
which enables one to reduce the quartic order polynomial of (C.0.4) to the incomplete
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quartic equation
ρ4 + αρ2 + βρ+ γ = 0 , (C.0.8)
where
α = B − 3A
2
8
, (C.0.9a)
β =
A3
8
− AB
2
+ C , (C.0.9b)
γ = D − AC
4
+
A2B
16
− 3A
4
256
. (C.0.9c)
In terms of the quartic couplings λ1,2,...7, the coefficients α, β and γ are given by
α = −4λ1λ2 − 1
2
(λ3 + λ4)
2 − 4|λ5|2 + 4(R6R7 + I6I7) , (C.0.10a)
β = (4|λ5|2 − 4λ1λ2)(λ3 + λ4) + 4λ1|λ7|2 + 4λ2|λ6|2
− 8R5(R6R7 − I6I7)− 8I5(I6R7 +R6I7) , (C.0.10b)
γ = 16λ1λ2|λ5|2 + 1
16
(λ3 + λ4)
4 − (λ3 + λ4)2(λ1λ2 + |λ5|2 +R6R7 + I6I7)
+ 2(λ3 + λ4)(λ1|λ7|2 + λ2|λ6|2)− 4|λ6|2|λ7|2 + 4(R6R7 + I6I7)2
− 8λ1
[
R5(R
2
7 − I27 ) + 2I5R7I7
]− 8λ2 [R5(R26 − I26 ) + 2I5R6I6]
+ 4(λ3 + λ4) [R5(R6R7 − I6I7) + I5(R6I7 + I6R7)] . (C.0.10c)
The analytical solutions to the incomplete quartic equation can now be found by making
use of the Descartes–Euler method. To this end, we first construct the cubic resolvent
equation of (C.0.8), which is
x3 + 2αx2 + (α2 − 4γ)x− β2 = 0 , (C.0.11)
whose roots are determined by the standard formulae:
x1 =
δ
6
+
2α2 + 24γ
3δ
− 2α
3
, (C.0.12a)
x2 = −(1 + i
√
3)δ
12
− (1− i
√
3)(α2 + 12γ)
3δ
− 2α
3
, (C.0.12b)
x3 = −(1− i
√
3)δ
12
− (1 + i
√
3)(α2 + 12γ)
3δ
− 2α
3
, (C.0.12c)
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where
δ3 = 8α3 − 288αγ + 108β2
+12
√
−48α4γ + 384α2γ2 − 768γ3 + 12α3β2 − 432αβ2γ + 81β4 . (C.0.13)
Having thus obtained the cubic roots x1,2,3, the four roots ζ1,2,3,4 of the original quartic
equation det[N] = 0 are then given by
ζ1 = −1
2
(
√
x1 +
√
x2 +
√
x3)− A
4
, (C.0.14a)
ζ2 = −1
2
(
√
x1 −√x2 −√x3)− A
4
, (C.0.14b)
ζ3 = −1
2
(−√x1 +√x2 −√x3)− A
4
, (C.0.14c)
ζ4 = −1
2
(−√x1 −√x2 +√x3)− A
4
. (C.0.14d)
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Inverting the Transformation
Matrix Relations
It would be useful to give the relations between the transformation matrices M
and the SO(1,3) matrices Λµν , by assuming that the scale factor is eσ = 1.
As was discussed in Section 2.4, the general matrix M may describe both the
HF and CP transformations by the matrices M+ and M−, respectively, which contain the
reduced two-by-two matrices T± ∈ SL(2,C). Following [107], we first note that
σµT± σ¯µ = 2tr[T±] σ0 , (D.0.1)
where σ¯µ = (σ0,−σ1,2,3). On the other hand, contracting (2.4.19) and (2.4.23) from the
RHS by Σ
µ
= 12 diag [σ¯
µ , (σ¯µ)T] yields the relations
(Λ±)µν (δ±)
ν
λσ
λσ¯µ = T
†
±σµT±σ¯
µ . (D.0.2)
Making use now of the identity (D.0.1), we can solve for T†±:
T†± =
1
2tr[T±]
(δ±)νλ(Λ±)
µ
ν σ
λσ¯µ . (D.0.3)
To remove the σµ-dependence from the RHS of the above equation, we use a relationship
derived by taking the determinant on both sides of (D.0.2):
det[(Λ±)µν (δ±)
ν
λσ
λσ¯µ] = det[T
†
±(2tr[T±])] = (2tr[T±])
2 det[T†±] . (D.0.4)
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Since det [T±] = 1 for T± ∈ SL(2,C), one arrives at
2tr[T±] =
{
det
[
(Λ±)µν (δ±)
ν
λσ
λσ¯µ
]} 1
2
. (D.0.5)
Here, we have omitted the negative solution from the square root as this is accounted for
by the U(1)Y invariance of the theory. Thus, one ends up with the expression
T†± =
1{
det
[
(Λ±)
µ
ν (δ±)νλσλσ¯µ
]} 1
2
(δ±)νλ(Λ±)
µ
ν σ
λσ¯µ . (D.0.6)
The determinant in the denominator of the above equation can be calculated using the
relation: 2det[G] = tr[G]2 − tr[G2], which results in
D2± = det
[
(Λ±)µν(δ±)
ν
λσ
λσ¯µ
]
= 4 + tr[Λ±δ±]2 − tr[(Λ±δ±)2]− iǫλµρα(Λ±)µν(Λ±)αβ(δ±)νλ(δ±)βρ . (D.0.7)
Here we use the convention ǫ0123 = +1 for the Levi–Civita tensor. We can now use the
identity
σλσ¯µ = η
λ
µσ
0 + η 0µ σ
λ − ηλ0σµ + iǫ0λµασα , (D.0.8)
to write down the numerator of (D.0.6) in the form
(δ±)νλ(Λ±)
µ
ν σ
λσ¯µ = tr[Λ±δ±]σ0+
{
(δ±)
µ
i(Λ±)
0
µ − (δ±) 0µ (Λ±) µi + iǫ0νµi(δ±)αν(Λ±)µα
}
σi .
(D.0.9)
Using the representation T± = (T±)µσµ, the individual components of (T±)µ derived
from (D.0.6) are given by
(T±)0 =
1
D±
tr[Λ±δ±] , (D.0.10a)
(T±)i =
1
D±
[
(δ±)
µ
i(Λ±)
0
µ − (δ±) 0µ (Λ±) µi − iǫ0νµi(δ±)αν(Λ±)µα
]
. (D.0.10b)
Appendix E
Gradient Flow
For the interested reader, this Appendix aims to provide a brief overview of the
method of numerically minimizing a time independent energy functional via gradient flow
methods, first by discussing the general procedure, and then by applying the procedure
to an explicit example. We do note, however, that more complicated situations can be
analyzed, for instance see [108].
E.1 Theory and General Procedure
Let us begin by considering a time independent theory with N complex scalar
fields whose Lagrangian can be written as
L = −
N∑
k=1
(∇φk)†(∇φk) − V(φ1, φ2, . . . , φN) , (E.1.1)
where φk = φk
(
x). Now, the energy density E associated with such a theory is given by
the T00 component of the energy-momentum tensor, which for a time independent theory
is simply E = −L. Using this, the total energy E associated with the system follows from
the energy functional
E =
∫
d3x E , (E.1.2)
where the region of integration runs over the entire space of the coordinate system that
is implemented. In the study of topological defects, one frequently encounters situations
where the equations of motion for the fields φk, which follow from the respective Euler-
Lagrange equations, under the associated boundary conditions on the fields are required
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to be solved. This is known as a boundary value problem, and successfully solving leads to
the spatial profiles of the fields and the total energy of the system via (E.1.2), the latter of
which is normally an important cosmological quantity, e.g. the energy per unit area of a
domain wall. However, in some instances it is not possible to find analytical solutions for
the fields φk that simultaneously solve the equations of motion and satisfy the boundary
conditions, especially if the equations of motion of the fields φk are coupled in a non-trivial
manner. In this scenario, one may turn to gradient flow to obtain numerical estimates for
the spatial profiles and the total energy of the system.
In order to perform gradient flow on a theory, the fields of the theory φk are
extended to depend upon a fictitious time parameter, i.e.
φk = φk
(
x, t) . (E.1.3)
Now, the correct forms of each φk are such that they minimize the energy of the system.
In order to achieve this minimization, the time derivative of the fields φk, i.e. φ˙k, are set
equal to the functional derivative of the energy functional (E.1.2) with respect to the field
φ†k, i.e.
φ˙k = − δE
δφ†k
. (E.1.4)
Here, the minus sign ensures that the energy is minimized. Due to the integrand of the
time-independent energy functional of (E.1.2) being the Lagrangian of the theory, upto a
minus sign, the RHS of (E.1.4) is simply a non-zero Euler-Lagrange type equation for the
field φk, allowing (E.1.4) to be rewritten as
φ˙k = ∇2φk − dV
dφ†k
. (E.1.5)
This equation is analogous to the diffusion equation, and it is clear to see that as the
field φk evolves towards its minimal form, each φk becomes static in the fictitious time
parameter t. Thus, the LHS of (E.1.5) tends to zero in the large time limit t → ∞ and,
consequently, the RHS tends towards the true Euler-Lagrange equation for the field φk.
In order to solve (E.1.5) numerically, we must first truncate the region in which
we seek to find solutions for the fields φk. Originally, the region would include all al-
lowed values of the spatial coordinates; for instance, in a 1-dimensional problem we
would originally have that the single spatial coordinate x would take on all values on
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the real line, x ∈ (−∞,∞), but we now reduce this region to some restricted set, say
x ∈ [−R,R]. It is important to note that this reduction can impact on the boundary
conditions of the fields φk. For instance, if the boundary conditions on the fields are de-
fined as x → ±∞, then reducing the set of values the coordinate x may take will render
the boundary conditions only as approximations. Therefore, it is important to choose the
value of R to be one that we may expect closely approximates the actual boundary value,
e.g. φk(x = ±R) ≈ lim
x→±∞φ(x).
Once this reduction of the coordinate set is made, the next step is to discretize
the fields φk in both their spatial and fictitious time parameter. This allows the spatial
and temporal derivatives to be written as
φ˙k −→
φa+1k, b − φak, b
∆t
, (E.1.6a)
∂2φk
∂x2
−→ φ
a
k, b+1 − φak, b−1 + 2φak, b
(∆x)2
. (E.1.6b)
Here, we use the superscript ‘a’ to represent the discretization of the field φk in the fictitious
time parameter, and similarly, we use the subscript ‘b’ to represent the discretization in
one of the spatial coordinates, which we choose to be x. Obviously, further subscripts can
be introduced to represent discretization in the other spatial coordinates, e.g. ‘c’ for the
y-coordinate. We also introduce the temporal and spatial step lengths, ∆t and ∆x.
To begin the iterative evolution of the discretized fields φak, b in the fictitious time
and progress towards the spatial profile of the related fields φk which minimize the energy
of (E.1.2), we must choose a continuous function for φ0k, b that satisfies the truncated
boundary conditions. Once this initial guess has been established, (E.1.5) can be solved
via computational methods, as φ0k, b allows φ
1
k, b to be derived, φ
1
k, b allows φ
2
k, b to be derived,
and so on. Once the discretized fields have evolved into a static state by ensuring a large
number of time steps have taken place, this then defines the numerical estimation of the
continuous fields φk. Depending on the form of the discretized fields φ
a
k, b, upper and
lower Riemann bounds for the total energy of the system can be obtained using standard
numerical integration techniques with (E.1.2).
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E.2 Example of Gradient Flow
To further demystify the process of gradient flow, we now discuss its application
to a model where the analytical results are well known. Consider the 1-dimensional real
scalar field theory discussed in Section 1.2.1. For convenience we restate the Lagrangian
here:
L = −1
2
(
dφ
dx
)2
− λ
4
(
φ2 − η2
)2
. (E.2.1)
The spatial profile of the single real field φ of such a theory is given in (1.2.7), and the
total energy of the system is simply: E = 2
√
2
3
√
λ η3.
Now, let us consider the situation where we do not have the knowledge of such
simple results and treat this theory from a gradient flow perspective. First, let us truncate
the space from x ∈ (−∞,∞) to x ∈ [−R,R]. By the minimization of the potential of
the theory, we know that the field φ approaches its VEVs, which are related by the Z2
symmetry the theory possesses, at its spatial extremities, i.e.
lim
x→±∞φ(x) = ±η . (E.2.2)
Extending the dependence of the field φ to include a fictitious time, followed by
discretization gives the temporal and spatial derivatives of φ as
φ˙ −→ φ
a+1
b − φab
∆t
, (E.2.3a)
d2φk
dx2
−→ φ
a
b+1 − φab−1 + 2φab
(∆x)2
. (E.2.3b)
Therefore, the diffusion-type equation of (E.1.5) for the particular theory under study
becomes
φa+1b = φ
a
b + r
(
φab+1 − φab−1 + 2φab
)−∆t λφab((φab )2 − η2) , (E.2.4)
where we define r = ∆t
(∆x)2
. The last ingredient required to perform the iterative evolution
of (E.2.4) is to define an initial guess for the from of φ0b , that satisfies the truncated
boundary conditions. If the region the coordinate x is allowed to take values in is [−R,R],
then the length of this region is 2R. The number of spatial interpolation points, Nx, is
then
Nx =
2R
∆x
. (E.2.5)
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Figure E.1: Plots of the spatial profile for the field φ provided by gradient flow, shown
at various stages during the evolution. As the evolution in the fictitious time parameter
progresses, the spatial profile moves way from the initial guess and relaxes into the ground
state. The model parameters are chosen to be λ = 1 and η = 1GeV, to allow comparison
to be made with the analytical result in Figure 1.4, and R = 20.
Therefore, the truncated boundary conditions become φa0 = −η and φaNx = η. A simple
initial function which is continuous that satisfies this boundary conditions is a straight
line connecting the two boundaries, which can be written as
φ0b = η
(
b∆x
R
− 1
)
, (E.2.6)
where b takes on the integer values: b = 0, 1, 2, . . .Nx. At this point, one only needs to
define the values of R, ∆x, ∆t and the values of a particular input parameter set {λ, η},
then the iterative process can be started. To obtain accurate estimates of the spatial
profile of the field φ, we must choose a sufficient number of time steps in order to allow
enough “time” for the field to relax into its ground state. Figures E.1 and E.2 show how
the spatial profile of the field φ and the total energy of the system evolve in the fictitious
time parameter.
Simplifications to the numerical process can be made by defining three dimen-
sionless parameters, allowing work to be carried out with a dimensionless energy Eˆ, field
φˆ and spatial coordinate xˆ, e.g.
Eˆ =
E
E0
, φˆ =
φ
φ0
, xˆ =
x
x0
, (E.2.7)
172 Appendix E: Gradient Flow
Figure E.2: Numerical estimate of the total energy E for the topological solution provided
by gradient flow. The energy is originally high due to the initial choice for the form of the
field φ, but the field relaxes via gradient flow into its ground state as the fictitious time t
increases, reducing the energy to its minimum value of ∼ 0.943GeV3 in the process. The
model parameters are chosen to be λ = 1 and η = 1GeV, [cf. (1.2.10)].
where E0, φ0 and x0 are three dimensionful parameters defined in the parameters of the
model. In this way, the number of parameters of the model can be reduced by two. For
the simple model discussed in this section, performing this process we find that:
E0 =
√
λ η3 , φ0 = η , x0 =
1√
λ η
. (E.2.8)
To further aid this example, a sample code in C is provided below, which also
includes the total energy calculation via the numerical integration of the equivalent of
(E.1.2) for the simple theory we use as an example.
#include < iostream>
#include <cmath>
#include < fstream>
#include <cstdlib>
using namespace std;
double Phi[40001][500]; // An array for φ with [x][t] being the spatial and temporal coordinates
double EnergyDensity[40001][500]; // An array for E
double Energy[500]; // An array for E
int main(){
double L = 1; // Input value of λ
double v = 1; // Input value of η, the VEV of φ
double R = 20; // Defines R, the region of integration
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int N = 40000; // Defines Nx, the number of spatial points to interpolate between
double deltaX = (2*R)/N; // ∆x, the spatial step length
double r = 0.05;
double deltaT = r*pow(deltaX,2); // ∆t, the temporal step length
int T = 500; // Number of Time Steps in total, i.e. when the time evolution should stop
// Truncated boundary conditions
for(int q = 0; q < T+1; q = q + 1){
Phi[0][q] = -v; // The LHS boundary condition
Phi[N][q] = v; // The RHS boundary condition }
// Initial shape of scalar field
for(int q = 1; q < N; q = q + 1){
Phi[q][0] = v*( (deltaX*q)/R - 1 ); // A simple straight line }
cout << “Beginning Field Value Calculations:” << endl;
// A simple two-loop calculation to evolve φa
b
for(int n = 0; n < T; n = n + 1){
for(int k = 1; k < N; k = k + 1){
Phi[k][n+1]=Phi[k][n] +r*(Phi[k+1][n] + Phi[k-1][n] - 2*Phi[k][n]) - deltaT*L*Phi[k][n]*(pow(Phi[k][n],2)-pow(v,2)); }
cout << (n+1)*100/T << “% \r”; // A simple percentage complete indicator }
cout << “Field Calculations Complete. Now Starting Energy Calculations:” << endl;
// A simple two-loop calculation to calculate E and E
for(int n = 0; n < T; n = n + 1){
for(int k = 0; k < N; k = k + 1){
EnergyDensity[k][n] = 0.5*pow((Phi[k+1][n] - Phi[k][n])/deltaX,2) + 0.25*L*pow(pow(Phi[k][n],2) - pow(v,2),2);
Energy[n] = Energy[n] + EnergyDensity[k][n]*deltaX; }
cout << (n+1)*100/T << “% \r”; // A simple percentage complete indicator }
cout << “Energy Calculations Complete. Writing Data To Files” << endl;
const char outfilename1[ ] = “Phi.txt”;
const char outfilename2[ ] = “Energy.txt”;
const char outfilename3[ ] = “EnergyDensity.txt”;
{ ofstream out(outfilename1);
if(!out){
cerr << ”Failed to open output file ” << outfilename1 << endl;
exit(2); // termination condition, file doesn’t open }
out << ”# The Value of Phi are:\n” << endl;
for(int r = 0; r < N+1; r++){
out << -R + r*deltaX << “\t” << Phi[r][T] <<“\n”; } }
{ ofstream out(outfilename2);
if(!out){
cerr << ”Failed to open output file ” << outfilename2 << endl;
exit(2); // termination condition, file doesn’t open }
out << ”# The Energy Values are:\n” << endl;
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for(int r = 0; r < T; r++){
out << Energy[r] <<”\n”; } }
{ ofstream out(outfilename3);
if(!out){
cerr << ”Failed to open output file ” << outfilename3 << endl;
exit(2); // termination condition, file doesn’t open }
out << ”# The Energy Values are:\n” << endl;
for(int r = 0; r < N+1; r++){
out << -R + r*deltaX << “\t” << EnergyDensity[r][T-1] <<”\n”; } }
cout << “\n Done!\n” << endl; }
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