Abstract. We prove that the bounded complex of an affine oriented matroid is pure and collapsible. We also generalize Zaslavsky's Central Decomposition Theorem for hyperplane arrangements to affine oriented matroids.
Introduction
While arrangements of hyperplanes in R d arise as fundamental objects in various mathematical theories, they have also been studied for a long time by discrete geometers. In Zaslavsky's classic 1975 treatise of hyperplane arrangements [8] , he studies how the hyperplanes partition the space and proves many beautiful face enumeration formulas. Zaslavsky [8] also develops a theory of bounded faces. Let A = {H 1 , . . . , H n } be a hyperplane arrangement in R d , where
a ij x j = b j }. These affine hyperplanes partition the space into faces. The bounded faces are those bounded in the usual metric sense. The collection of all bounded faces is a polyhedral complex called the bounded complex of A.
Some of Zaslavsky's formulas were independently discovered by Las Vergnas [5] for the more general oriented matroids. Zaslavsky's other formulas and theory were later generalized to oriented matroids as well. Oriented matroids have a topological model as arrangements of pseudo-hyperplanes, each obtained from a flat hyperplane by tame topological deformation. In this model the hyperplane arrangements correspond to realizable affine oriented matroids. Since we can still talk about faces and a metric in a pseudo-hyperplane arrangement, the bounded complex of an affine oriented matroid can be defined as the regular cell complex consisting of all bounded faces. At first glance, the bounded complex of an affine oriented matroid seems to be a simple object. However there are still unanswered questions about its topology. In this paper we address two such questions which will be described in the next two paragraphs.
Let A be a hyperplane arrangement in R d . Let Γ denote its bounded complex. A basic question about Γ is whether it is pure, i.e., whether all maximal faces of Γ have the same dimension. This question was listed as an open problem in Stanley's PCMI lecture notes [7] . A closer examination of Zaslavsky [8] reveals that an affirmative answer of the question is provided by his central decomposition theorem (see [8, Corollary 9 .1]). The same question can be asked for the bounded complex of an affine oriented matroid. However, Zaslavsky's method only works for hyperplane arrangements and does not generalize to the non-realizable affine oriented matroids. In this paper, we use the axioms of covectors to prove that the bounded complex is pure for any affine oriented matroid. Our method also generalizes Zaslavsky's central decomposition theorem of hyperplane arrangements to affine oriented matroids.
Another question is related to the homotopy type of the bounded complex. Zaslavsky [8] conjectured in 1975 that the bounded complex of a hyperplane arrangement is contractible. This was proved by Ziegler [9] in 1988. His proof does not generalize to the non-realizable case. The generalized conjecture, that the bounded complex of an affine oriented matroid is contractible, was proved by Björner and Ziegler [1] . Stanley asked whether the bounded complex is collapsible (personal communication). A collapsible complex is contractible, but not vice versa. In this paper we use the axioms of covectors and Forman's discrete Morse theory to prove that the bounded complex of an affine oriented matroid is indeed collapsible. In a subsequent paper, the collapsibility will be used to show that the bounded complex of a uniform or simplicial affine oriented matroid is homeomorphic to a ball.
The paper is organized as follows. In Section 2 we provide a new proof of Zaslavsky's central decomposition theorem for hyperplane arrangements. One of the reasons we present this proof is that it provides some geometric insights into our proofs in Section 3, where we show that the bounded complex of an affine oriented matroid is pure. In Section 4 we develop a theory of parallel connection of oriented matroids, which turns out to be the right generalization of the direct sum of hyperplane arrangements. In Section 5 we formulate a central decomposition theorem for affine oriented matroids in terms of parallel connection. In Section 6 we prove that the bounded complex of an affine oriented matroid is collapsible.
Hyperplane arrangements
In this section we prove a theorem which is essentially Zaslavsky's central decomposition theorem. Unlike Zaslavsky's original proof, our proof does not depend on his enumeration formula for the number of bounded faces. Let A = {H 1 , . . . , H n } be a hyperplane arrangement in R d , where
We assume that A is essential, that is, its bounded complex Γ is nonempty. For a subset S ⊆ R d , the affine span of S is the minimal affine subspace of
The following theorem is equivalent to [8, Theorem E] . Theorem 2.1. Let τ be a maximal bounded face of A. Let V be the affine span of τ . Then (1) one can find an affine complement L of V in R n , and a partition of the hyperplanes into two sets A 1 and A 2 , such that the intersection of hyperplanes in A 1 is V and every hyperplane in A 2 is parallel to L; (2) all bounded faces of A are contained in V .
Corollary 2.2. The bounded complex Γ of A is pure.
Proof. Since every maximal bounded face has the same affine span, they must all have the same dimension.
Proof of the theorem. If dim τ = d, then the affine span of τ is V = R d . For the first part of the theorem we let L be a point that is not in any of the hyperplanes, and partition A into A 1 = ∅ and A 2 = A. Now suppose that dim τ < d. Without loss of generality we assume that 0 is in the relative interior of τ . Then its affine span V is in fact a linear subspace. Let A 1 = {H 1 , . . . , H k } ⊆ A be the set of hyperplanes that contain τ , so that
. . , W m } be all possible intersections of hyperplanes in A such that V ⊂ W i and dim V + 1 = dim W i for all i. In other words, the W i 's are those flats covered by V in the intersection poset L(A).
For a fixed i, we consider the lower-dimensional hyperplane arrangement A W i = {H ∩ W i : H ∈ A}, the restriction of the A to W i . Note that the faces of A W i are exactly those faces of A contained in W i , therefore τ is still a maximal bounded face in A W i . The codimension of τ in W i is one, thus τ is in the boundaries of two unbounded regions X and Y which lie in the two sides of V in W i .
Since X and Y are unbounded, we can find points x ∈ X and y ∈ Y such that the rays R + x = {ax : a > 0} and R + y do not hit any new hyperplanes. In other words, they do not intersect any hyperplanes other than those that contain the whole rays. We claim that R + x and R + y are on the same line, i.e., y = −ax for some a > 0. If dim V = 0 then this is clear. If dim V > 0 and R + x, R + y are not on the same line, then we restrict A to the 2-dimensional subspace P spanned by R + x and R + y. Note that τ ∩ P , X ∩ P and Y ∩ P are faces in this restriction A P . We also have dim(τ ∩ P ) = 1, because dim(V ∩ P ) = dim V + dim P − dim W i = 1 and 0 ∈ V ∩ P is in the relative interior of τ . The faces X ∩ P and Y ∩ P are still unbounded, as they contain the rays R + x and R + y, respectively. However this is only possible when the lines defining the boundaries of X ∩ P and Y ∩ P (except τ ∩ P ) are all parallel to each other. But then either R + x or R + y will intersect the boundary, since they are not on the same line. This is a contradiction. Therefore R + x and R + y must be on the same line. We now have found a line L i := Rx ⊂ W i which does not intersect any of the hyperplanes in
Note that
If L ∩ V contains a nonzero point x, then Rx ⊆ V implies that Rx intersects a hyperplane defining the boundary of τ in V . On the other hand Rx ⊆ L implies Rx should not intersect such a hyperplane. This is a contradiction. Hence L ∩ V = {0}.
It remains to show that all bounded faces are contained in V . To see this we take a face σ not in V . Let x be a point in its relative interior, so x ∈ H implies that σ ⊆ H for a hyperplane H ∈ A. Then x = v + l for some v ∈ V and l ∈ L \ {0}. Let H be a hyperplane in A. If x ∈ H, then the ray R = {v + al : a ≥ 1} starting at x is also contained in H: either H is parallel to Rl, in which case R is parallel to H and therefore contained in H; or H contains v, in which case H contains two points on the line spanned by R and therefore contains R. Hence R is contained in the affine span of σ. If x / ∈ H then R ∩ H = ∅: either H contains v, in which case the ray in the opposite direction, {v + al : a < 1}, hits H; or H is parallel to Rl, in which case R is also parallel to H and therefore does not intersect H. This shows that R does not hit any hyperplane defining the boundary of σ. Therefore the whole ray R is contained in σ and σ is unbounded.
Affine oriented matroids
In this section we prove that the bounded complex of an affine oriented matroid is pure. Our proofs utilize the covector axioms, so let us start with a quick review of the necessary definitions and terminology. The following notation is mostly taken from [2, §4.1].
Let E be a finite set and consider the sign vectors X, Y ∈ {+, −, 0} E . The support of a vector X is sp(X) = {e ∈ E : X e = 0}; its zero set is
The opposite of a vector X is −X, defined by
The zero vector is 0, with 0 e = 0 for all e ∈ E. The composition of two vectors X and Y is X • Y , defined by
The separation set of X and Y is S(X, Y ) = {e ∈ E : 
Definition 3.1 (Covector Axioms). An oriented matroid is a pair (E, L)
, where E is a finite set and L ⊆ {+, −, 0} E is the set of covectors satisfying:
Let ≤ be the partial order on the set {+, −, 0} defined by 0 < + and 0 < −, with + and − incomparable. This induces a product partial order on {+, −, 0} E . Thus Y ≤ X if and only if Y e ∈ {0, X e } for all e ∈ E. As a subset of {+, −, 0}
E the set of covectors L has an induced partial order with bottom element 0. Let L denote the poset L with a top element1 adjoined. Then L is a lattice called the big face lattice of (E, L). The join in L of X and Y equals X • Y = Y • X if S(X, Y ) = ∅, and equals1 otherwise.
An affine oriented matroid is a triple (E, L, g), where (E, L) is an oriented matroid and g ∈ E is a distinguished element which is not a loop. Recall that g is a loop if X g = 0 for all X ∈ L. We now define the bounded complex as in [2, Definition 4.
With the induced order as a subset of L, we call L + the affine face lattice of (E, L, g).
We will freely use the following basic facts about the posets L, L, L + , L + and L ++ throughout the paper.
(1) L is the face poset of a shellable regular cell decomposition of a (r − 1)-sphere, where r is the rank of the underlying matroid of (E, L). In particular, L is graded of length r + 1. 
Aside from the usual notations, we need a new notation about sign vectors for the convenience of our discussion. Let Y ∈ {+, −, 0} E be a sign vector and
E is the sign vector defined by (Y F ) e = Y e if e ∈ F , and (Y F ) e = 0 otherwise. Notice the difference between Y | F and Y F : The former is the restriction of Y to F ; the latter is the restriction of Y to F in a sense required by the need for Y F to be defined on all of E. In particular, if X, Y ∈ {+, −, 0} E are sign vectors, then Y z(X) and Y sp(X) are the sign vectors with (Y z(X) ) e = 0, if e ∈ sp(X), Y e , if e ∈ z(X); and (Y sp(X) ) e = Y e , if e ∈ sp(X), 0, if e ∈ z(X).
We now state a theorem that is analogous to our Theorem 2.1. The geometric idea behind its proof is the same as that of Theorem 2.1, only disguised in the language of covectors.
++ be a maximal covector in the bounded complex.
Proof.
(1) We first prove the special case when X Y , i.e., the covector Y covers X in the poset L. In this case
We now show that Z = Y z(X) . Note that Z e ≤ Y e = X e for all e ∈ sp(X), and
∈ S(Z, Z ). We claim that U < X. Clearly U e ≤ X e if e ∈ sp(X), and U = X since U g = 0.
If U e = 0 for some e ∈ z(X) then we would have X < X • U . On the other hand since sp(X • U ) ⊂ sp(Y ) we get rank(X • U ) < rank(Y ), contradicting the fact that Y covers X. Therefore U < X. This, together with the facts that U g = 0 and X ∈ L ++ , forces U = 0. Hence U e = (Z • Z ) e = 0 for all e / ∈ S(Z, Z ). Consequently Z e = Z e = 0 if e ∈ sp(X). We now can conclude that Z = Y z(X) , and therefore Y z(X) ∈ L.
Next we prove the the case when X < Y . In this case also Y sp(X) = X ∈ L. To show that Y z(X) ∈ L, we consider the interval [X,1] in L. Since this interval is an atomic lattice on its own, we can write Y in the form
is a covector as well.
For the general case, we first prove that Y z(X) ∈ L. Let us consider the covector Proof. It follows from Theorem 3.2(2) that every maximal covector in L ++ has the same support. Therefore they all have the same rank in L. Since L ++ ∪ {0} is an order ideal in L, all the maximal chains in L ++ have the same length.
Parallel connection of oriented matroids
The observant reader may have realized that Theorem 3.2(1) is a kind of direct sum decomposition. To make this more precise, we need to generalize the direct sum of hyperplane arrangements to affine oriented matroids. It turns out that the "direct sum" of affine oriented matroids is the operation know as parallel connection in matroid theory (see, e.g., [6] ) 1 . In what follows we define parallel connection of oriented matroids and prove some basic properties. We make it a separate section since it is basic theory and should be of independent interest. First let us recall the direct sum of oriented matroids, which is a well-known and simple construction (see [2, Proposition 7.6.1]). Let (E 1 , L 1 ) and (E 2 , L 2 ) be oriented matroids on disjoint ground sets. Their direct sum is the oriented matroid (E, L) where E = E 1 ∪ E 2 and
The direct sum of affine oriented matroids (or parallel connection of oriented matroids) can be defined in a similar fashion. Recall that the restriction of a sign vector X ∈ {+, −, 0}
E to a subset F ⊆ E is the sign vector X| F ∈ {+, −, 0} F defined by (X| F ) e = X e for all e ∈ F .
and (E 2 , L 2 ) be two oriented matroids. Let g 1 and g 2 be non-loop elements in E 1 and E 2 respectively. We identify the two elements,
Then (E, L) is an oriented matroid called the parallel connection of (E 1 , L 1 ) and (E 2 , L 2 ) along the base point g. When speaking of affine oriented matroids, we call (E, L, g) the direct sum of (E 1 , L 1 , g) and (E 2 , L 2 , g).
It is a routine exercise to verify that L satisfies the covector axioms in the above definition. Note that it is possible to define parallel connection even when g is a loop. However we choose to ignore the technical details here for simplicity. To make a distinction, we write ⊕ for the direct sum of oriented matroids and ∪ g for the direct sum of affine oriented matroids. If the ground sets are understood, we sometimes write
We provide the following proposition to show that our definition of the direct sum of affine oriented matroids is the right generalization of the direct sum of hyperplane arrangements. The proposition also justifies our use of the name parallel connection. Although this proposition is not essential to the rest of the paper, I believe it is of interest on its own. We refer the reader to [6] for all necessary definitions and facts related to matroids. Let (E, L) be an oriented matroid and e ∈ E. Recall that the contraction (E, L)/e is the oriented matroid on the ground set E \ {e} with L/e = {X/e = X| E\{e} : X ∈ L and e ∈ z(X)} ⊆ {+, −, 0} E\{e} being its set of covectors. Proposition 4.2. Let (E, L, g) be an affine oriented matroid. Let E 1 and E 2 be subsets of E such that E 1 ∪ E 2 = E and E 1 ∩ E 2 = {g}. Let L i = {X| E i : X ∈ L} for i = 1, 2. Then the following are equivalent:
, the parallel connection of M 1 and M 2 .
(1) ⇒ (2): The map φ is clearly injective and order preserving. The fact that (E, L, g) is the direct sum of (E 1 ,
Since an oriented matroid is determined by its maximal covectors (topes), it suffices to show that
. The forward inclusion is clear. To prove the backward inclusion we use induction on rank(L ), the cases rank(L ) ≤ 1 being clear.
Let X ∈ T (L 1 ⊕ L 2 ) and let Y be a covector in the direct sum that is covered by X. Then there is a non-loop element e ∈ E \ {g} such that Y e = 0. Without loss of generality, say e ∈ E 1 \ {g}. Then rank(L /e) = rank(L ) − 1 and rank(
. The forward inclusion is clear. To prove the backward inclusion we use induction on rank(L), the case rank(L) = 1 being clear.
Let
and Y be a covector in the direct sum that is covered by X. Then there is a non-loop element e ∈ E such that Y e = 0. Without loss of generality, say e ∈ E 1 . If e = g, then
Therefore Y e ∈ L/e, and Y ∈ L. Now let Y 1 , . . . , Y k be all the covectors that are covered by
It is easy to see that X must be maximal in L.
( 
, then there exists Z such that 0 = Z < X| E 1 and Z g = 0. Let Y ∈ L be the covector defined by Y e = Z e if e ∈ E 1 and Y e = 0 otherwise. Then
A central decomposition theorem
In this section we reformulate Theorem 3.2 into a central decomposition theorem for affine oriented matroids. It is a direct generalization of Zaslavsky's central decomposition theorem for hyperplane arrangements.
Let (E, L, g) be an affine oriented matroid. Let G ∈ {+, −, 0} E be the sign vector defined by G g = + and G e = 0 if e = g.
It is an easy exercise to show that (E, L, g) is central if and only if (E, L) is the direct sum of the deletion (E \ {g}, L\g) and the single-element oriented matroid ({g}, {+, −, 0}). By Theorem 3.2(2), all the maximal covectors in the bounded complex L ++ have the same support, which will be denoted by E 1 . Let E 2 = E \ E 1 and E 2 = E 2 ∪ {g}. Let L i = {X| E i : X ∈ L} for i = 1, 2, and L 2 = {X| E 2 : X ∈ L}. We are now ready to state a central decomposition theorem.
Theorem 5.1.
(
consists of a single covector whose support is {g}.
(2): The proof of the fact that L = L 1 ⊕ L 2 is almost identical to that of part (1). To prove that (E 1 , L 1 ) is irreducible, we assume the contrary is true. Then
++ . Then sp(X) = E 1 ⊃ E \ E 2 , so there exists e = g such that X e = 0. Applying the Covector Axiom (L3) to X and −G, we get a covector Y with Y g = 0 and Y e = X e otherwise. Now 0 = Y < X implies that X / ∈ L ++ , a contradiction to our choice of X. Therefore (E, L, g) is not central. (5):
) is not central by the same proof as in part (4). (6): Let X be a maximal covector in L ++ . Then E 2 = z(X). Since L is atomic and L ++ ∪ {0} is an order ideal in L, X is the join of a subset of {X 1 , . . . X k }. In particular, this shows that
On the other hand, let e ∈ z(X). Then e is in the zero set of every maximal covector in L ++ , since those covecotrs have the same support by Theorem 3.2 (2) . Therefore e is in the zero set of every minimal covector in L ++ as well. (7): This follows from (2).
Collapsibility
In this section we show that the bounded complex of an affine oriented matroid is collapsible. Let Γ be a regular cell complex, and suppose that σ ∈ Γ is a proper face of exactly one face τ ∈ Γ. Then the complex Γ = Γ \ {σ, τ } is obtained from Γ by an elementary collapse. Note that the condition on σ and τ implies that τ is a maximal face of Γ and σ is a maximal proper face of τ . If Γ can be reduced to a single point by a sequence of elementary collapses, then Γ is collapsible.
A convenient tool for showing that a complex is collapsible is provided by Forman's discrete Morse theory [4] . Here we follow the combinatorial description due to Chari [3] . Let Γ be a regular cell complex. A matching M on Γ is a collection of disjoint pairs of faces (σ, τ ) such that σ τ (so σ is a maximal proper face of τ ). A closed path in M is a sequence (σ 0 , τ 0 ), . . . , (σ n−1 , τ n−1 ) of distinct pairs in the matching such that τ i σ i+1 for all i ∈ Z/nZ, where n ≥ 2. An acyclic matching on Γ is a matching that has no closed path in it. A critical cell of an acyclic matching M is a face that is unmatched in M. We only need the following special case of Forman's theory.
Lemma 6.1. Let Γ be a regular cell complex. Then Γ is collapsible if and only if there is an acyclic matching on Γ whose only critical cell is a vertex.
Let (E, L, g) be an affine oriented matroid and L ++ its bounded complex. It is easy to see that L ++ is always nonempty -if X is a minimal covector in L + then X is an atom of L, therefore X ∈ L ++ . In the realizable case this corresponds to the fact that the bounded complex of an essential hyperplane arrangement is nonempty.
To show that L ++ is collapsible, we will use induction on |E| to construct an acyclic matching on the covectors in L ++ . If E = {g} then L ++ consists of a single covector, so we can take M to be the empty matching.
If |E| > 1, take h ∈ E \ {g}. Consider the deletion (E , L , g) where E = E \ {h} and L = L| E . By induction there is an acyclic matching M on (L ) ++ such that the only critical cell is a vertex (a minimal covector in (L ) ++ ). We will use M to construct an acyclic matching M on L ++ whose only critical cell is a vertex. Let H ∈ {+, −, 0} E denote the sign vector with H h = + and H e = 0 if e = h. Let H = L| {h} . Then L = L ⊕H if and only if either h is a loop or H ∈ L. Because of Theorem 5.1 (2) and (3), we may assume that L is irreducible. Therefore we assume that h is not a loop and H / ∈ L from now on.
We will construct a complete matching M A on A and a matching M B on B. Then we will show that M = M A ∪ M B is an acyclic matching on L ++ such that the the only critical cell is a vertex.
Let X be a sign vector in {+, −, 0} E . We write Xs ∈ {+, −, 0} E to denote the sign vector with (Xs) h = s and (Xs) e = X e if e ∈ E . Lemma 6.2. Let X ∈ L . Then either Xs ∈ L for a unique s ∈ {+, −, 0}, or Xs ∈ L for all s ∈ {+, −, 0}.
Proof. If both X+ and X− are in L, then S(X+, X−) = {h}. Applying the Covector Axiom (L3), we get X0 ∈ L as well. If both X+ and X0 are in L, then 
++ if and only if Xs ∈ L ++ .
Corollary 6.5. If Xt ∈ A for some t ∈ {+, −, 0}, then Xs ∈ L for all s ∈ {+, −, 0}.
++ then one of the following is true: ++ . Hence at least one of X+ and X− is in L ++ . It remains to show that they can not both be in L ++ . Since X / ∈ (L ) ++ , there exists Y ∈ L \ {0} such that Y < X and Y g = 0. Now Y t ∈ L for some t ∈ {+, −, 0}. This implies that Xt / ∈ L ++ , where t = − or +.
The above lemma shows that the covectors in A come in pairs. Therefore we have a complete matching Case 3: Xs ∈ L for s = − only. This case is similar to Case 2. Case 4: Xs ∈ L for s = 0 only. In this case if Y s ∈ L for all s ∈ {+, −, 0} then we would have Xt ∈ L for all t ∈ {+, −, 0} by Lemma 6.8. That is a contradiction. Therefore Y t ∈ L for a unique t ∈ {+, −, 0} by Lemma 6.2. Let (X0, Y t) ∈ M B .
Since these are disjoint pairs we have X j = Y j+1 . It follows from the construction of M that (X j−1 , X j ) and (X j+1 , Y j+1 ) are in M . Therefore, after deleting trivial pairs of the form (X j , X j ) from the sequence (X 0 , Y 0 ), . . . , (X n−1 , Y n−1 ) we still have a closed path in M that contains at least two distinct pairs. This concludes our proof of the following theorem.
Theorem 6.11. Let (E, L, g) be an affine oriented matroid. Then its bounded complex L ++ is collapsible.
