We introduce a non-associative and non-commutative version of propositional intuitionistic linear logic, called propositional non-associative non-commutative intuitionistic linear logic (NACILL for short). We prove that NACILL and any of its extensions by the rules of exchange and/or contraction are undecidable. Furthermore, we introduce two types of classical versions of NACILL, i.e., an involutive version of NACILL and a cyclic and involutive version of NACILL. We show that both of these logics are also undecidable.
Introduction
showed that propositional classical linear logic, propositional noncommutative classical linear logic, and their intuitionistic versions are all undecidable, which is known as one of the remarkable results in the early period of linear logic. To the best of our knowledge, non-associative versions of propositional linear logic, called propositional non-associative linear logics, have not been well-investigated and the decision problems for these logics have not been settled so far. In this paper, we introduce propositional non-associative linear logics in natural ways, and show that the decision problems for some of them are undecidable, as a continuation of the above well-known work by Lincoln et al.
On the other hand, various research results on non-associative logics have been accumulated in the research fields of substructural logic and algebraic logic, such as studies on full non-associative Lambek calculus (FNL) (Galatos and Ono 2010; Galatos and Jipsen 2013) . The main difference between the linear-logical setting and the standard setting of substructural logic is the presence of the linear-logical modal operator, which is often called "exponential" or "bang". This operator plays an important role in terms of computational complexity. For instance, as shown in , the modality-free fragment of propositional linear logic is PSPACE-complete, in contrast to the undecidability of propositional linear logic. This means that the rich expressive power of linear logic is caused by the linear-logical modal operator.
As the basis for considering various versions of propositional non-associative linear Initial sequents: (Id) a ⇒ a (⇒ 1) ε ⇒ 1 Cut:
x ⇒ a u[a] ⇒ c (cut) u[x] ⇒ c Rules for logical connectives: 
Preliminaries
We start with the syntax of full non-associative Lambek calculus FNL. Our explanation is based on (Galatos and Ono 2010; Galatos and Jipsen 2013; Chvalovský 2015; Galatos and Jipsen 2017) .
The language L of FNL consists of the binary connectives ∧, ∨, ·, \, / and the constant 1. We fix a countable set of propositional variables. We denote it by Var. An L-formula is a term in the language L over Var. The set of L-formulas is denoted by F m L . F m • L = (F m • L , •, ε) denotes the free unital groupoid generated by the set F m L . An L-structure is simply an element of F m • L . We denote by S F m • L the set of unary linear polynomials over F m • L . An L-sequent is an element of F m • L × F m L . For readability, given an Lsequent (x, a), we always denote it by x ⇒ a. The sequent calculus for FNL consists of the initial sequents and the inference rules given in Figure 1 . Letters a, b, c range over L-formulas, x, y over L-structures, and u over unary linear polynomials over F m • L in Figure 1 . Likewise, u[x] stands for the image of x under u. Given an L-sequent s, a proof of s and the provability of s in FNL are defined as usual. Specifically, given an L-formula a, we say that a is provable in FNL if the sequent ε ⇒ a is provable in FNL.
Next, we review the consequence relation in FNL, for which we use the notation ⊢ FNL . Let Φ ∪ {x ⇒ a} be a set of L-sequents. We say that x ⇒ a is provable in FNL from Φ and write Φ ⊢ FNL x ⇒ a if x ⇒ a is provable in the sequent calculus obtained from FNL by adding s as an initial sequent for each s ∈ Φ.
Moreover, we introduce extensions of FNL by new inference rules, using terminology from (Horčík and Terui 2011) . Let R be a set of inference rules closed under substitutions. The extension of FNL by R, which is denoted by FNL R , is the sequent calculus obtained from the sequent calculus for FNL by adding all the inference rules in R. The consequence relation in FNL R is defined in the same way as that in FNL. In this paper, we often consider the extensions of FNL by some of the following structural rules:
The double horizontal line of the rule of (a) means that the sequent under the double horizontal line implies the sequent over the double horizontal line, in addition to the usual meaning. The extension of FNL by the rule of (a) (i.e., FNL a ) is equivalent to the positive fragment of full Lambek calculus FL.
Next, we introduce the syntax of propositional non-associative non-commutative intuitionistic linear logic NACILL. The language L ! of NACILL is obtained from L by adding the unary connective !. Formulas, structures and sequents in the language L ! are defined in the same way as those in the language L. The set of L ! -formulas (resp.
denotes the set of unary linear polynomials over F m • L ! . The free unital groupoid generated by the set {!a | a ∈ F m L ! } is denoted by K L ! . A sequent calculus for NACILL is obtained from the sequent calculus for FNL by adding all the inference rules in Figure 2 . We always assume that a, b, c
, and x ! , z ! over K L ! in Figures 1 and 2, when considering sequent calculi for logics in the language L ! . NACILL R denotes the sequent calculus obtained from the sequent calculus for NACILL by a set R of inference rules closed under substitutions. The consequence relations ⊢ NACILL and ⊢ NACILL R are defined in a natural way. Clearly, the following rule is admissible in NACILL:
The following proposition summarizes basic properties of NACILL.
Proposition 2.1. The following formulas are provable in NACILL:
Proof. All are straightforward to show.
In what follows, we describe the algebraic models for FNL and NACILL. An Lalgebra (resp. L ! -algebra) is an algebra in the language L (resp. L ! ), i.e., an algebra of the form (A, ∧, ∨, ·, \, /, 1) (resp. (A, ∧, ∨, ·, \, /, !, 1)). Given an L-algebra (or L ! -algebra) A, a map f : Var → A is called a valuation into A. This map is uniquely extended to the homomorphism f from Fm L (resp. Fm L ! ) to A, where Fm L (resp. Fm L ! ) denotes the absolutely free algebra in the language L (resp. L ! ) over Var. We also call this homomorphism a valuation. Given a structure x, ρ(x) stands for the formula obtained from x by replacing • by ·. In particular, we set ρ(x) = 1 if x = ε.
Let Φ ∪ {x ⇒ a} be a set of sequents. Given an algebra A and a valuation f into A,
Next, we briefly recall rℓu-groupoids. For more on rℓu-groupoids and related notions, we refer the reader to (Galatos et al. 2007; Galatos and Ono 2010; Galatos and Jipsen 2013) .
Definition 2.2. A residuated lattice-ordered unital groupoid (rℓu-groupoid for short) is an L-algebra G = (G, ∧, ∨, ·, \, /, 1) such that: -(G, ∧, ∨) is a lattice, -(G, ·, 1) is a unital groupoid, and -for any x, y, z ∈ G, xy ≤ z iff y ≤ x\z iff x ≤ z/y.
We usually write xy instead of x · y. The inequation x ≤ y holds if and only if the equation x ∧ y = x holds in any lattice. In view of this, inequations are always referred to as equations when considering lattice-ordered algebras. The class RLUG of rℓu-groupoids forms a variety (cf. (Galatos and Ono 2010) ).
For the rules of exchange (e), contraction (c) and weakening (w), we consider the following three identities: Next, as a typical example of a class of L ! -algebras, we introduce modal rℓu-groupoids. Modal rℓu-groupoids are similar to modal residuated lattices in (Ono 1993; Ono 2005) .
Definition 2.4. A modal residuated lattice-ordered unital groupoid (modal rℓu-groupoid for short) is an L ! -algebra A = (A, ∧, ∨, ·, \, /, !, 1) such that: -(A, ∧, ∨, ·, \, /, 1) is an rℓu-groupoid, and -the following hold:
The following lemma guarantees that the above condition (ii) can be replaced by the equation !(x ∧ y) ≤ !y.
Proposition 2.5. (Cf. Ono (2005) ) Let A be an L ! -algebra. A is a modal rℓu-groupoid if and only if the L-reduct of A is an rℓu-groupoid and the following three identities hold:
Proof. Let A be a modal rℓu-groupoid. Obviously, the equation x ∧ y ≤ y holds. By monotonicity of !, we have !(x ∧ y) ≤ !y. Conversely, let A be an L ! -algebra in which the equations (i), (ii) and (iii) in the statement hold. Suppose that x ≤ y, i.e., x = x ∧ y. Using the identity (ii), we have !x = !(x ∧ y) ≤ !y; thus !x ≤ !y.
By Proposition 2.5, the class of modal rℓu-groupoids forms a variety. Moreover, we introduce the algebraic semantics for NACILL. Definition 2.6. An NACILL-algebra is a modal rℓu-groupoid satisfying the following identities:
Notice that the equation x(!yz) = (x!y)z holds in NACILL-algebras. The variety of NACILL-algebras is denoted by NACILL. As in the case of rℓu-groupoids, NACILL R denotes the subvariety of NACILL determined by R ⊆ {e, c, w}. A member of NACILL R is called an NACILL R -algebra. One proves the following strong completeness theorem by a tedious completeness argument.
In the rest of this section, we recall the notions of nuclei, residuated frames, and Dedekind-MacNeille completions, which are useful for proving cut elimination for a wide range of substructural logics; see e.g., (Ciabattoni et al. 2011; Ciabattoni et al. 2012; Galatos and Jipsen 2013) for more on algebraic cut elimination.
Definition 2.8. Let G = (G, ·, ≤) be a partially-ordered groupoid. A map γ : G → G is called a nucleus on G if it satisfies the following four conditions: for any x, y ∈ G,
Given an rℓu-groupoid G and a nucleus γ on G, the algebra
For any X, Y ∈ P(W ) and Z ∈ P(W ′ ), define:
The map γ N on P(W ) given by γ N (X) = X ✄✁ is a nucleus on the rℓu-groupoid (P(W ), ∩, ∪, •, \, /, {1}); see e.g., (Galatos et al. 2007 , Lemma 3.36) for a proof of this fact. A subset X of W is said to be Galois-closed if X = γ N (X). Specifically, note that Z ✁ is a Galois-closed set for all Z ⊆ W ′ . The rℓu-groupoid
is called the Galois algebra of W. The lattice reduct of W + forms a complete lattice; hence we have the following result.
Lemma 2.10. (Galatos and Jipsen (2013) ) If W is an ru-frame, then W + is a complete rℓu-groupoid.
In particular for every rℓu-groupoid G, clearly
, which preserves existing meets and joins. (For a proof, see e.g., Section 3.4.12 in Galatos et al. (2007) .) In this case, the Galois algebra W + G is called the Dedekind-MacNeille completion of G. We say that a class K of rℓu-groupoids admits Dedekind-MacNeille completions if W + A ∈ K for any A ∈ K. One can easily check that the following holds: Lemma 2.11. (Galatos and Ono (2010) ) Let R be a subset of {e, c, w}. RLUG R admits Dedekind-MacNeille completions.
Undecidability of propositional non-associative intuitionistic linear logics
In this section, we prove the main theorem. We start with the following lemma:
Proof. It suffices to show the "if" direction, since the "only-if" direction clearly holds.
Here, K = {x ∈ A | x satisfies the conditions (1)-(5)}:
is an NACILL-algebra. Firstly, we show that W !+ A satisfies the conditions (i), (ii) and (iii) in Definition 2.5.
The following inclusions hold:
Secondly, we show that all the equations in Definition 2.6 hold in
We have the converse inclusion in a similar way. 
Given a sequent s = x ⇒ a, define τ (s) = !(ρ(x)\a). Next, we prove the following lemma: 
Proof. The proof depends on the argument in (Lincoln 1992, Theorem 3) . We show the "only-if" direction by induction on the length of a proof P of x ⇒ a in NACILL R from {s 1 , . . . , s n }.
-If P is of the form s i = x i ⇒ a i (i = 1, . . . , n), we have:
. . . The proof of the "if" direction is straightforward.
On the other hand, we have {s 1 , . . . , s n } ⊢ NACILLR ε ⇒ τ (s i ) for i ∈ {1, . . . , n}, using the rules of (· ⇒), (⇒ \) and (⇒ !). Hence, we have {s 1 , . . . , s n } ⊢ NACILL R x ⇒ a by applying the rule of (cut) several times.
Lemmas 3.1 and 3.2 establish the following: 
On the other hand, the following theorem is shown in (Chvalovský 2015) :
Theorem 3.4. (Chvalovský (2015) ) Let R be a subset of {e, c}. Given a finite set of
By Corollary 3.3 and Theorem 3.4, we have the following main theorem:
Theorem 3.5. Let R be a subset of {e, c}. Given an L ! -sequent s, it is undecidable whether s is provable in NACILL R .
By Lemma 2.7, we also have:
Corollary 3.6. Let R be a subset of {e, c}. NACILL R has an undecidable equational theory.
Remark 3.7. The undecidability results proved in (Chvalovský 2015) are slightly different from Theorem 3.4. Precisely speaking, Chvalovský showed that the finitary consequence relation in each of the extensions of FNL without the constant 1 by contraction and exchange is undecidable. On the other hand, his techniques work in a proof of Theorem 3.4 without difficulty. In this sense, the establishment of Theorem 3.4 is undoubtedly due to Chvalovský.
Remark 3.8. One obtains larger languages from the language L ! by adding some (possibly all) of the constants 0, ⊤ and ⊥. Likewise, the following inference rules can be added to any of the extensions of NACILL:
We always assume that the right-hand side of a sequent is allowed to be ε when the rules of (0 ⇒) and (⇒ 0) are added to the sequent calculus in question. We emphasize that Theorem 3.5 holds even when some (possibly all) of the above rules are added.
Undecidability of propositional non-associative non-commutative classical linear logics
In this section, we introduce two classical versions of NACILL and prove that both of them are undecidable. For the purpose of this section, we start with the logics FCNL − and FCNL, which are classical versions of FNL. The language L 0 of FCNL − is obtained from L by adding the constant 0. F m L 0 denotes the set of L 0 -formulas. In what follows, a\0 (resp. 0/a) is abbreviated by ∼ a (resp. −a). An L 0 -structure is an element of the free unital groupoid (denoted by F m • L 0 ) generated by F m L 0 . An L 0 -sequent is denoted by x ⇒ a, where x is an L 0 -structure, and a is an L 0 -formula or ε. A sequent calculus for FCNL − is obtained from the sequent calculus for FNL by adding the following new inference rules:
Here, the rules of (DN1), (DN2) and (CON) are originally introduced in (Buszkowski 2019 ). An expression of the form a ⇔ b is short for the sequents a ⇒ b and b ⇒ a.
The language of FCNL is the same as that of FCNL − . A sequent calculus for FCNL is obtained from the sequent calculus for FCNL − by adding ∼ a ⇔ −a (cyclicity) as an initial sequent. The consequence relations ⊢ FCNL − and ⊢ FCNL are defined in the obvious way. We stress that FCNL − (resp. FCNL) is equivalent to the logic FCNL1 − (resp. FCNL1), which is introduced in (Buszkowski 2016).
Next, we recall the algebraic models for FCNL − and FCNL. An involutive rℓugroupoid is an algebra of the form A = (A, ∧, ∨, ·, \, /, 1, 0) (i.e., an L 0 -algebra) such that:
-(A, ∧, ∨, ·, \, /, 1) is an rℓu-groupoid, -0 is an element of A, and -the following identities hold:
Here, ∼ x (resp. −x) is the abbreviation of x\0 (resp. 0/x). Involutive rℓu-groupoids are term equivalent to FCNL1 − -algebras in (Buszkowski 2016) . The class of involutive rℓu-groupoids is a variety and is denoted by InRLUG. An involutive rℓu-groupoid is said to be cyclic if ∼ x = −x holds. Hence, the class of cyclic involutive rℓu-groupoids, which is denoted by CyInRLUG, forms a variety.
Given an involutive rℓu-groupoid A, a valuation into A is a map f : Var → A. Then we have the homomorphism f : Fm L 0 → A in a standard way. We define the map σ : F m L 0 ∪ {ε} → F m L 0 as follows:
Given a set Φ ∪ {x ⇒ a} of L 0 -sequents and a class K of involutive rℓu-groupoids, we write Φ |= K x ⇒ a, if for any A ∈ K and any valuation f into A, f (ρ(x)) ≤ f (σ(a)) holds whenever f (ρ(y)) ≤ f (σ(b)) holds for each y ⇒ b ∈ Φ. One can easily show that the following holds.
Proposition 4.1. Let Φ ∪ {x ⇒ a} be a set of L 0 -sequents. The following statements hold:
Moreover, we recall involutive versions of residuated frames, based on (Galatos and Jipsen 2013 ). An involutive ru-frame is an expression of the form W = (W, W, N, ε, ∼ , − ) such that (W, W, N, ε) is an ru-frame, and ∼ and − are unary operations on W satisfying the following three conditions: for any x, y ∈ W ,
For instance, given an involutive rℓu-groupoid G, W G = (G, G, ≤, 1, ∼, −) is an involutive ru-frame. An involutive ru-frame W is said to be cyclic if x ∼ = x − for all x ∈ W . Given an involutive ru-frame W = (W, W, N, ε, ∼ , − ), we define X ∼ = {x ∼ | x ∈ X} and X − = {x − | x ∈ X} for all X ⊆ W . Likewise, define ∼ X = X ∼✁ and −X = X −✁ . Then one has the Galois algebra
. Specifically, given an involutive rℓu-groupoid G, the Galois algebra W + G is called the Dedekind-MacNeille completion of G. The following lemma holds:
Lemma 4.2. Let W be an involutive ru-frame. The Galois algebra W + is a complete involutive rℓu-groupoid.
In particular, if W is cyclic, then W + is a complete cyclic involutive rℓu-groupoid. Moreover, one can prove the following lemmas. For the proofs of Lemmas 4.2, 4.3 and 4.4, the reader is referred to (Galatos and Jipsen 2013, Section 4) . Now we are ready to introduce propositional non-associative non-commutative classical linear logics NACCLL − and NACCLL. The language L 0 ! of these two logics is obtained from L 0 by adding the unary operation symbol !. Formulas, structures and sequents in the language L 0 ! (i.e., L 0 ! -formulas, L 0 ! -structures and L 0 ! -sequents) are defined in the same way as those in L 0 . Note that the succedent of an L 0 ! -sequent is allowed to be ε. A sequent calculus for NACCLL − is obtained from the sequent calculus for FCNL − by adding all the inference rules in Figure 2 ; see Section 2. A sequent calculus for NACCLL can be also obtained from the sequent calculus for NACCLL − by adding the rule of cyclicity.
Moreover, we introduce the algebraic semantics for NACCLL − and NACCLL. An NACCLL − -algebra is an algebra of the form (A, ∧, ∨, ·, \, /, !, 1, 0) such that (A, ∧, ∨, ·, \, /, !, 1) is an NACILL-algebra and (A, ∧, ∨, ·, \, /, 1, 0) is an involutive rℓu-groupoid. An NACCLLalgebra is just a cyclic NACCLL − -algebra. NACCLL − (resp. NACCLL) denotes the variety of NACCLL − -algebras (resp. NACCLL-algebras). Then we have:
Lemma 4.5. Let Φ ∪ {x ⇒ a} be a set of L 0 ! -sequents. The following statements hold:
The following theorem plays a critical role in proofs of the undecidability of NACCLL − and NACCLL. Theorem 4.6. (Buszkowski (2016) 
Buszkowski proved this, using the fact that both of the logics FCNL − and FCNL are strongly conservative extensions of FNL; see (Buszkowski 2016) . In view of Theorem 4.6, we prove the undecidability of NACCLL − and NACCLL by showing the following two lemmas.
Lemma 4.7. Let Φ ∪ {x ⇒ a} be a set of L 0 -sequents. The following statements hold:
Given an L 0 ! -sequent s = x ⇒ a, define τ * (s) = !(ρ(x)\σ(a)). Lemma 4.8. Let {s 1 , . . . , s n } ∪ {x ⇒ a} be a finite set of L 0 ! -sequents. The following statements hold:
The proofs of Lemmas 4.7 and 4.8 are essentially the same as those of Lemmas 3.1 and 3.2 in Section 3. Consequently, we have:
Theorem 4.9. The decision problems for NACCLL − and NACCLL are undecidable.
Remark 4.10. Unfortunately, none of our sequent calculi for FCNL − , FCNL, NACCLL − and NACCLL admit cut elimination. For our purpose here, however, we consider that our formulation of these logics is more convenient than other formulations, such as dual Schütte style systems in (Buszkowski 2016) , because our formulation allows us to obtain classical non-associative logics from FNL and NACILL by merely adding several inference rules.
Concluding remarks and future work
We have introduced a non-associative and non-commutative version of propositional intuitionistic linear logic and have shown that all its extensions by exchange and contraction are undecidable. Likewise, we have also shown the undecidability of propositional nonassociative non-commutative classical linear logics.
In Section 3, we have employed algebraic techniques to prove the main result, since it seemed difficult to prove Lemma 3.1, using only proof-theoretic methods. We believe that our undecidability results can be shown by purely proof-theoretic methods.
In connection with the problems we dealt with in this paper, the following two questions remain open:
(i) Are the logics NACILL w and NACILL ew decidable? (ii) Are the logics FNL c and FNL ec undecidable?
Regarding the question (i), the techniques described in Section 3 cannot be used to show that NACILL w and NACILL ew are undecidable, because Blok and van Alten (2002) proved that the deducibility problems for the multiplicative-additive fragments of both of these logics are already decidable. We conjecture that NACILL w and NACILL ew are decidable.
The question (ii) is also mentioned in (Chvalovský 2015) and seems to be of interest to substructural logicians rather than linear logicians. We conjecture that FNL c and FNL ec are undecidable. If FNL c and FNL ec are undecidable, one has the undecidability of NACILL c and NACILL ec , due to the fact that NACILL c (resp. NACILL ec ) is a conservative extension of FNL c (resp. FNL ec ). This fact immediately follows from Theorem A.11 in Appendix A.
Appendix A. Cut elimination for propositional non-associative intuitionistic linear logics
We present a uniform proof of cut elimination for NACILL and all its extensions by the rules of exchange, contraction and weakening, using modal residuated frames. Our proof is a slight refinement of the algebraic proof of the cut elimination for FNL, which was given in (Galatos and Jipsen 2013) . First of all, we introduce modal ru-frames.
is an ru-frame and K is a subalgebra of (W, •, ε).
Given a modal ru-frame W, define the unary operation ! γN on γ N [P(W )] by ! γN X = γ N (X ∩ K). The following lemma holds:
is a complete modal rℓu-groupoid. In addition, the identities !x ≤ x and !x ≤ !!x hold in W + .
Proof. By Lemma 2.10, we know that the L-reduct of W + is a complete rℓu-groupoid. We show that the three conditions given in Definition 2.5 are satisfied in W + .
A proof of the remaining claim is left to the reader.
Given an NACILL-algebra A, W
is an NACILLalgebra whose lattice reduct is complete. As in the case of rℓu-groupoids, we have the following:
Lemma A.3. Let A be an NACILL-algebra. The map x → {x} ✁ is an embedding of A into the complete NACILL-algebra W + A . Proof. Recall that the map x → {x} ✁ is an embedding of the L-reduct of A into the L-reduct of W + A . We check only that this map preserves the operation !. Due to the fact that !x ≤ x and !
For the reverse inclusion, let a ∈ {x} ✁ ∩ A ! . Then, a = !b for some b ∈ A and a ≤ x. By monotonicity and idempotency of !, we have a ≤ !x. This means that a ∈ {!x} ✁ . Thus we have
Given an NACILL-algebra A, the complete NACILL-algebra W + A is also called the Dedekind-MacNeille completion of A. We say that a class K of NACILL-algebras admits Dedekind-MacNeille completions if W + A ∈ K for any A ∈ K. The following holds: Lemma A.4. Let R be a subset of {e, c, w}. NACILL R admits Dedekind-MacNeille completions. Now we introduce cut-free Gentzen frames for NACILL. Definition A.5. A cut-free Gentzen frame for NACILL is a pair (W, A) such that:
A is identified with a subset of W and a subset of W ′ , and A ! is identified with a subset of K, and -the nuclear relation N satisfies all the rules in Figure 3 .
In Figure 3 Moreover, we can consider the following extra rules:
Given a subset R of {e, c, w}, a cut-free Gentzen frame (W, A) for NACILL is called a cut-free Gentzen frame for NACILL R if the nuclear relation N satisfies the rule of [r] for each r ∈ R.
Example A.6.
(i) Given an NACILL R -algebra A, (W A , A) is a cut-free Gentzen frame for NACILL R .
(ii) Given a subset R of {e, c, w}, consider the pair (W cf NACILLR , Fm L ! ) such that: -Fm L ! is the absolutely free algebra in the language L ! over Var.
⇒ a is provable in NACILL R without using (cut).
-K L ! is the free unital groupoid generated by {!a | a ∈ F m L ! }.
We identify F m L ! with a subset of F m • L ! and {!a | a ∈ F m L ! } with a subset of K L ! . For all x, y ∈ F m • L ! and u ∈ S F mL ! , define the unary linear polynomials u x• and u •y by u x• (y) = u(x • y) and u •y (x) = u(x • y). Obviously, the following holds:
x • y N * (u, a) ⇐⇒ y N * (u x• , a) ⇐⇒ x N * (u •y , a)
Then N * forms a nuclear relation by setting x\ \(u, a) = (u x• , a) and (u, a)/ /y = (u •y , a). Moreover, W cf NACILLR is a modal ru-frame and (W cf NACILLR , Fm L ! ) is a cut-free Gentzen frame for NACILL R . The verification is left to the reader.
Next, we prove:
Lemma A.7. Let R be a subset of {e, c, w}. If (W, A) is a cut-free Gentzen frame for NACILL R , then W + is a complete NACILL R -algebra.
Proof. By Lemma A.2, W + is a complete modal rℓu-groupoid. To show that the 
One has the converse inclusion in a similar way.
For the equation (iii) in Definition 2.6, let k ∈ K. Suppose that γ N ({ε}) ⊆ {z} ✁ ; hence ε N z. By the rule of [K-w], we have k N z, i.e., k ∈ {z} ✁ . Thus we have k ∈ {{z} ✁ | γ N ({ε}) ⊆ {z} ✁ }. Then,
Hence, K ⊆ γ N ({ε}). This implies that ! γN X ⊆ γ N ({ε}).
The following lemma says that, given a cut-free Gentzen frame (W, A) for NACILL, A is quasi-embeddable into the NACILL-algebra W + . Lemma A.8. Let (W, A) be a cut-free Gentzen frame for NACILL. For every a, b ∈ A, and X, Y ∈ γ N [P(W )], the following statements hold:
• ∈ {∧, ∨, ·, \, /} and • W + denotes the operation on W + corresponding to •. (iii) If a ∈ X ⊆ {a} ✁ then !a ∈ ! γN X ⊆ {!a} ✁ .
Proof. It suffices to show the statement (iii), since the other statements are shown in (Galatos and Jipsen 2013, Theorem 2.6) . Let z ∈ X ✄ . By assumption, we have a N z.
Using the rule of [!L], we have !a N z, i.e., !a ∈ X ✄✁ = X. By the definition of K, !a ∈ K. Thus !a ∈ X ∩ K ⊆ ! γN X.
Let k ∈ X ∩ K. Due to the fact that k ∈ X ∩ K ⊆ X ⊆ {a} ✁ , we have k N a. Using the rule of [!R], we have k N !a; thus k ∈ {!a} ✁ . Hence, we have X ∩ K ⊆ {!a} ✁ . By monotonicity and idempotency of γ N , ! γN X = γ N (X ∩ K) ⊆ {!a} ✁ .
Given a cut-free Gentzen frame (W, A) for NACILL and a valuation f into A, define the valuation f * into W + by f * (p) = {f (p)} ✁ . Moreover, we have: Lemma A.9. Let (W, A) be a cut-free Gentzen frame for NACILL. Then f (a) ∈ f * (a) ⊆ {f (a)} ✁ for any valuation f into A and any a ∈ F m L ! .
Proof. By induction on the length of a. We show the case where a = !b. By the induction hypothesis, f
See (Galatos and Jipsen 2013, Lemma 3.1) for the remaining cases.
We define the validity of an L ! -sequent in a cut-free Gentzen frame for NACILL, based on (Galatos and Jipsen 2013) . Given a cut-free Gentzen frame (W, A) for NACILL and a map f : F m L ! → A, we inductively define the map f
. Similarly, given an L ! -algebra A and a valuation f into A, the homomorphism f • : Fm • L ! → A is obtained by extending f , where Fm • L ! denotes the absolutely free algebra in the language {•, ε} over F m L ! . We say that an L ! -sequent x ⇒ a is valid in a cut-free Gentzen frame (W, A) for NACILL and write (W, A) |= x ⇒ a if f • (x) N f (a) holds for every valuation f into A.
Using Lemma A.9, we can show the following lemma:
Lemma A.10. Let (W, A) be a cut-free Gentzen frame for NACILL and x ⇒ a an L ! -sequent. If |= W + x ⇒ a, then (W, A) |= x ⇒ a.
Proof. Essentially the same as the proof of (Galatos and Jipsen 2013, Theorem 3.2). Now we show the following:
Theorem A.11. Let R be a subset of {e, c, w}. If x ⇒ a is provable in NACILL R , then it is provable in NACILL R without using the rule of (cut).
Proof. Suppose that ⊢ NACILL R x ⇒ a. By Lemma 2.7, we have |= NACILL R x ⇒ a. As we have remarked in Example A.6, the pair (W cf NACILLR , Fm L ! ) is a cut-free Gentzen frame for NACILL R . By Lemma A.7, we have |= W cf + NACILL R
x ⇒ a. By Lemma A.10, (W cf NACILLR , Fm L ! ) |= x ⇒ a; hence x ⇒ a is provable in NACILL R without using (cut).
