Abstract-This paper presents the technology concepts for a "thumb"-sized self-contained ultrasonic IoT measurement system. An overall architecture is proposed, and key elements are discussed with solutions using existing technology, thus arguing that realization is possible with the current technology.
• Energy supply, battery and super capacitor • Transducer excitation achieving almost zero electrical losses • Event detection sensor interface • Data aggregation using sparse approximation and learned feature dictionaries, adapted to resource constrained embedded systems • IoT communication protocols and implementations enabling event -based communication and System of Systems integration capabilities The optimization of system level performance requires each subsystem to be optimized for the specific measurement situation taking into account the subsystem interdependencies. This can be performed using a combined electrical and acoustical model of the system. Here, the model allowing electronic and acoustic co-simulation using SPICE is an important tool bridging the electronic and acoustic domains.
I. INTRODUCTION
This paper addresses the combination of technology and knowledge enabling the design and construction of a selfcontained smart thumb-sized ultrasound measurement system with a wireless Internet interface -the Smart IoT Ultrasound Measurement System. The involved technologies and capabilities are
• Ultrasound transducer technology and modeling • Electronics interfaces, transducer excitation and signal reception • Internet interface • Data to information transformation based on machine learning • Power supply • Power management • Electronics integration and production technology Considering the size, a human thumb, and the complexity of the measurement task, e.g., ultrasound NDT, or acoustic emission for condition-based maintenance, the following major requirements are plausible:
• Size < 5.3cm
2 , cylinder with a diameter of 15 mm and a height of 30 mm • US frequency ranges of interest 0.1-50 MHz (parts of, for a single application) • Communication range: 1-500 m • Power lifetime > 1 working day, preferable months; energy consumption < 100µW ; on-board power > 100mW h.
• Integration to higher systems by SOA, e.g., Arrowhead
Framework [1] • Based on the above requirements, it is possible to devise a system architecture using technology that already exists or that can be expected to exist within a few years. 
II. SYSTEM ARCHITECTURE
The architecture of the IoT US system is depicted in Figure  1 . The architecture has a number of major building blocks. As shown, the architecture integrates piezoceramics, electronics and a power supply. For the electronics and the power supply, the general requirements imposes some solution complexity.
The power supply is divided into battery and supercapacitor. The electronics are divided in into eight blocks of which 5 are regarded as hardware and 3 are regarded as software dominated.
For all architecture blocks, the energy consumption has to be considered. Managing the energy consumption within each block and between blocks is a major challenge in the system design. Here, the energy management block and its strategies for system and partial system sleep are important.
To address the energy issue and the size limitations, some new and innovative electronics building technologies are explored. A considerable amount of work exists on low-powered sensor nodes, see, for example, [2] - [9] . Some specific examples are schemes handling the reduction of communication, see, e.g., [10] , effective routing and multihop schemes, and the reactive partial waking up of WSN and IoT nodes, see, e.g., [11] .
Most often, the sensing element itself is disregarded from an energy budget point of view. For the sensor interface, the sensor signal is converted to a digital form, thus enabling detection of numerous signal features through the usage of advanced signal analysis. The most common approach is using an A/D converter. Other well-known approaches involves letting the sensor data influence a digital pulse train of which we easily can measure parameters like frequency, pulse width or duty cycle. None of these approaches put the power consumption of the sensor into focus [12] . All of these approaches are based on the assumption that energy is not a limiting factor and that all data should be transfered to some computational stage at the WSN/IoT node or any device higher up in the system architecture.
Each of the architecture blocks of the "thumb"-sized US measurement system is discussed below in more detail. Specific technologies necessary to implement block features are presented together with known limitations and energy considerations. The energy considerations and comparisons for all proposed implementations of the different architectural blocks are given in Section III-A.
A. Transducer excitation
Many ultrasound measurement applications are active, where sound is introduced to the "specimen" under investigation. The response is received and analyzed. Typical examples are transit time flow measurements, where the sound transit time is measured between a transmitter and a receiver, and NDT, where reflected sound bursts are received and analyzed. In such active ultrasound systems, the excitation of a piezoelectric disc is a necessity.
Thus, the objective of this block is to create the sound pressure amplitudes necessary using the least energy, in other words, to minimize energy losses in the excitation circuitry.
It has been shown that the lead inductance from the circuitry to the transducer plays a key role in energy dissipation [13] . Additional losses comes from parasitic capacitances and inductances [14] . The minimization of these losses can only be achieved by shortening lead lengths and minimizing interconnect dimensions in combination with a circuit design that utilizes the energy storage provided by the piezoelectric transducer [15] . It is obvious that an ASIC implementation of such a circuit design is desirable. Innovative placements of the electronics circuitry and the usage of non-conventional production technologies are next. [13] showed that the piezoelectric disc could be used as a multichip module substrate, cf. Figure 2 . Here, classical wire bonding was used, reducing the lead length to a few 100µm. Bonding can be replaced by sequential build up technologies, implementing direct copper interconnects from the ASIC pad to the piezo material metallization [16] . In this way, the interconnect length can be reduced to less than 100µm. 
B. Low power analog front end architecture
The most frequently used approach is to read the data into the µP store and compare it with the previous data. Energy is spent on sensing element sampling, signal amplification and filtering, A/D conversion and data comparison in the µP, cf. Figure 3 . This is the architecture found in most WSN and IoT (Internet of Things) nodes currently available, see, e.g., [17] , [18] .
Using an event-based approach, it is possible to keep larger parts of the electronics in sleep mode for longer times. Based on a previous work [2] , three different architectures targeting the early detection of useful data will be described and discussed from an energy usage perspective. As a base line, the generic architecture in Figure 3 will be used.
The first design for comparison is by adding a digital memory and comparison function after the A/D conversion, as shown in Figure 4 . Energy is spent on sensor sampling, signal amplification and filtering, A/D conversion and storage and comparison of the data in digital memory. Enabling the µP to sleep while performing sensor data sampling if there are no changes or small changes in sensor data will use energy only for the HW cost of digital memory, some configurable logic (to allow for the setting of change limits) and sending a wake-up signal to the µP. However, another design is to replace the conventional A/D converter in the above structures with an Asynchronous, or Level-Crossing, ADC. As introduced in [19] , [20] , the level crossing ADC samples the signal when it passes a predetermined threshold level, instead of at discrete time intervals as performed in traditional ADCs. Thus, the main output of the level-crossing ADC is the time elapsed as the signal has moved between two pre-determined levels, Figure 5 . This architecture offers a couple of advantages over traditional techniques. First, it allows the use of fewer quantization levels, as long as the time measurement can be performed with sufficient accuracy. Second and, in the context of this paper, more importantly, the activity of the device is controlled by the behavior of the signal that is to be sampled, allowing event-driven data acquisition [21] . In the sensing scenario, the device will inherently remain idle as long as the signal stays between two threshold levels. Accordingly, no data are fed through to higher levels in the system, allowing these to remain idle. These possibilities in the design of sensor front ends have been explored for ultrasound measurement systems [22] as well as for other energy constrained sensor applications [23] .
In terms of energy cost, the A/D conversion is dominant in the scenarios discussed above. Thus, it is of interest to explore the possibilities to completely remove the A/D converter. One scenario to achieve this is shown in Figure 6 . Here, we introduce an analog memory with the capability of storing and comparing at least two values with associated logic and signaling to the µP. In this setup, energy is spent on sensor sampling, signal amplification and filtering, and analog storage with its associated logic. Thus, the µP can sleep during sensing element data sampling if there are no or only small changes in the sensed data. Two ways to implement the analog memory are the use of charge couple devices (CCD) and switched capacitor storage. CCDs operate by transferring stored charge packets along the surface of a semiconductor by manipulating the potentials of gate electrodes placed close to the semiconductor surface [24] . This forms essentially an analog shift register. While these devices have most commonly been used as image sensors, a number of works have over the years applied them as analog delay elements in signal processing applications. One critical advantage of using CCDs in analog delay circuits is the fact that as long as they are operated at a constant clock frequency, they are completely insensitive to matching between storage cells. In addition, the unique possibility of non-destructive readout at intermediate locations along the device have given rise to CCD-based analog finite impulse response filters [25] . However, to move the charge packets along the surface of the semiconductor, the potentials at the gates need to change as functions of time. The charge required to affect the required change in potential is comparable to the total charge currently being transported through the device. Thus, for a CCD the power dissipation depends not only on the charge packet size required to attain the required SNR but also directly on the number of storage elements.
In contrast to CCDs, the only charge required when storing an analog sample using a switch capacitor analog memory is the charge required for the signal itself and some small charge for driving the sampling switch. The charge will stay on its capacitor without further intervention until it becomes corrupted due to leakage. It can be retrieved independently of any other stored charges on other capacitors in a randomaccess manner if desired. Switched capacitor analog memories are however subject to the mismatch between capacitors. Both CCDs and switched capacitor analog memories present interesting alternatives to direct digitalization in systems if a signal needs to be delayed before digitalization or where it is deemed simpler to sample the signal at a high rate and later digitize the stored signal at a slower rate [26] .
C. IoT hardware
There are currently a number of IoT nodes available on the market, see, for example, [27] , [28] . Most of them are built using components off the shelf (COTS) and originate from wireless sensor network nodes. It is obvious that the ASIC solution might be an alternative provided that the volumes are large enough, e.g., +10
7 . In most cases, a hybrid solution is likely the most feasible solution. In this way, one component can be changed with little effort, providing a fast method for incorporating new, e.g., µP , radio or A/D components.
For computational capacity, a 32-bit µP , e.g., an ARM Cortex M0 or higher, is strongly recommended. The two main argument for this is the need for computational power for the machine learning algorithms and that the cost difference for a smaller µP is marginal.
The selection of radio technology is based on the needed communication distance and the bandwidth required by the application. Here, the energy argument show up again. Both distance and bandwidth usage has an energy penalty. The physical limit is related to Shannon's work [29] , which states a lower bound on the energy cost per bit transfered. This should be compared with the cost of computation to reduce the amount of data to be transfered. With current available technology, substantial computation is almost always favorable energy-wise compared to sending data over a wired or wireless communication channel.
An IoT ultrasound measurement system that is capable of on-board data to information analytics will reduce the information that needs to be communicated. The expected final data size is expected to be rather small, i.e., 250 Bytes or smaller JSON encoded date per detected event. This suggests a rather low bandwidth radio technology, such as IEEE 802.15.4 technology with 256 kb/s bandwidth [30] . If higher a bandwidth is required, the next step is the latest Bluetooth technologies providing up to 24 Mb/s [31] .
D. IoT software
The IoT hardware requires specific software providing the connection to the Internet. To enable wider interoperability, IoT devices have begun to have software stack functionalities incorporating support for the SOA protocol, compression, data encoding and data semantics. An IoT software stack is shown in Figure 8 . At the lower levels, standard protocols, such as IPv4/IPv6/6LowPAN plus UDP or TCP, are used [32]- [37] . At this level of an IoT software stack, interoperability across implementations is very high. Here, the data encoding, semantics, concept of services, etc. are left open.
To further enhance interoperability between IoT devices, a considerable amount of work is aimed at the use of serviceoriented architecture, SOA [1] , [38] , [39] . Here, SOA protocols, encoding, compression and semantics can be integrated to provide the possibility of interoperability at the service level.
There are a number of SOA protocols/architectures developed according to various requirements, e.g., REST, CoAP, XMPP, MQTT [40] - [44] . The data encoding is most often made using XML of JSON [45], [46] and semantics such as SenML and SensML [47] , [48] . Compression of the payload occasionally provides significant benefits; here, EXI [49] is the most used solution.
Which combination of software for the software stack is best for the IoT ultrasound measurement system? Given the measurement event nature and constrained resources regarding the computing power, memory, energy supply and communication bandwidth, a suitable choice of technologies would be
• CoAP -SOA protocol for resource constrained devices • SenML -Light-weight semantics for resource constrained devices • JSON -Standardized data encoding • EXI -Standardized data compression The energy cost for the communication of an XML encoded and EXI compressed payload using CoAP protocols is provided by [49] . 
E. Communication security
To address the security of the IoT ultrasound measurement system, four aspects have to be considered:
• Data integrity • Data confidentiality • Authentication of a service/data consumer • Authorization of service/data consumption There are numerous approaches to these security aspects. One of the most interesting ones is IPSec, which is an extension of the IP protocol. IPSec has two different protocols, AH and ESP, to secure the authentication, integrity and confidentiality of communication [50] . IPSec can completely protect the IP datagram (Tunneling Mode [51] ) or only the protocols on higher layers (Transport Mode). In Tunneling mode, the IP datagram is encapsulated completely inside a new IP datagram that uses IPSec (the final IP of the datagram could even be different). In Transport mode, IPSec only manages the content of the IP datagram, adding the IPSec header between the original IP header and the header of higher layers, as shown in Figure 9 .
To handle the authentication and authorization at the service level, this should be considered in combination with how integration to higher level systems should be implemented. An interesting approach to such integration is provided by the open source Arrowhead Framework [52] . The Arrowhead Framework supports authentication and authorization of service exchanges with two different solutions.
• AA -Authorization Authentication system is defined based on X509 certificates [1] , [53] .
• AAA -Authorization Authentication Accounting system is defined based on Radius ticket [1] , [54] , [55] . The AA system is better suited for devices with sufficient computational power. While the AAA system is better suited for resource constrained devices. Thus, in the case of the IoT US system, the AAA solution seems to have advantages. Recent results provide the energy costs for the AAA solution [56] .
F. Data analysis
Following the event idea, the ambition is to have onboard data analysis, filtering out the events looked for, while using the "thumb"-sized IoT US measurement system. The approach investigated is machine learning and sparse coding with dictionary learning. Sparse representations of a signal can be calculated if the signal is sparse in some particular transformed space. An ultrasound signal can be approximated by a sparse linear combination of atoms from an overcomplete (non-orthogonal) dictionary [57] , [58] . Under this condition, an input signal, x, can be represented as
where D = [d1, ..., dk] is a dictionary of atoms di and s is the sparse representation of the input signal, x, and is an error (noise) term.
There are two major aspects that need to be solved in order to derive such a sparse representation. These aspects are sparse coding and dictionary learning. Sparse coding is the process from which the sparse representation, s, of an input signal is obtained given a known dictionary, D. Dictionary learning is the process that, given some training data, the dictionary D can be learned. Matching pursuit is one of several algorithms [59] that can be used as part of a sparse coding procedure. There are several algorithms that can be used for dictionary learning, see, for example, [60] , [61] .
The ultrasound measurement system has been applied to a use case of the acoustic emissions from roller bearings. In Figure 10 , sparse coding atoms learned from acoustic emissions from roller bearings are shown. The top version of each atom is for a bearing with no faults. The two lower versions of each atom are the evolved atoms when different fault conditions were introduced to the bearing. From visual inspection of the evolved atoms, it is clear that the two faulty conditions create large changes. This enables the detection of a faulty condition. Such detection is currently made using matched filter/FIR filter banks. The computation of the evolved atoms and the detection of changes is less intensive compared to the initial training, which is computationally intensive and possible to implement at resource limited sensor nodes [62] . Thus, initial atom learning can be performed off-line, and the resulting atoms can be downloaded to a resource constrained device such as the "thumb"-sized IoT US measurement system discussed here. The energy costs of the computations indicated above are still to be determined.
G. Measurement data services
For an IoT US measurement system and any other sensor/measurement system, the ease of integration to higher level systems is important. Being interoperable at a service level seems to provide a simplification regarding integration of any type of IoT device into a System of Systems, SoS. The area of integrating IoT's to a System of Systems is still in an early phase of research. Architecture and technology investigations can be found in [38] , [39] . Work extending these including technology implementations has been released as the open source Arrowhead Framework [1] , [52] .
The investigated and implemented technologies are all based on the service-oriented architecture, SOA. Applying the Arrowhead Framework service concept to the IoT ultrasound measurement system would generate an SOA service as depicted in Figure 11 . Here, the service US-info with its interface provides the information created using the machine learning data analysis described above. The service can be subscribed to with an event condition and a check alive time interval.
Depending on the measurement task, the data analysis will give different results. As an application example, the US measurement system is collecting acoustic emissions from a ball bearing. The collected waveforms are processed to provide the Remaining Useful Life, RUL, of the bearing. The RUL together with a time-stamp is provided every time the subscription condition is fulfilled or the keep alive time interval has expired. In this way, the US measurement system can easily be integrated into a larger automation system.
H. System modeling and simulation
The design of the "thumb-sized" IoT US measurement system requires a number of complex considerations. The use of simulation tools is of great help here. One of the key elements of the "thumb"-sized IoT US measurement system is the tight integration between the piezoceramic transducer material and the electronics. Over the years, advanced circuit models of piezoceramics have been developed [63] - [65] . With these models, it becomes possible to predict the combined electrical, piezoceramic and acoustic behavior of the "thumb"-sized IoT US measurement system described above. These models also support prediction of the energy consumption. Thus, a critical parameter given the limited volume for energy storage within the "thumb"-sized IoT US measurement system can be investigated using feasible simulation tools.
III. SIZE AND ENERGY ESTIMATIONS
In the following, an energy consumption and size analysis will be made. The energy analysis provides the energy cost for one pulse echo measurements using the electronics described above. Combining this with how much energy can be stored within the given volume gives the number of measurements possible on one charge of the battery.
The energy and size analyses should be regarded as first indications of possibilities. It is further clear that the assumed measurement case is limited compared to the wide possibility of measurement applications using an IoT US measurement system.
A. Energy analysis
A first energy cost analysis has been performed for an ultrasound pulse echo measurement. The basic measurement specifications are
• US-bandwidth 0.5 -10 MHz • Sound amplitude resolution: 10 bits This analysis is conducted using state-of-the-art published data and data from commercial devices. Thus, we can build pictures of the total energy consumptions of the proposed architectures; the energy cost of the data analysis using the machine learning approach is still unknown. Furthermore, no circuit simulations are performed here nor have we built any complete devices.
The energy analysis is based on the following model. The total electrical power P tot consumed by a WSN node can be described as P tot = P sens + P cond + P A−mem + P AD + P D−mem + P µP + P radio (2) where P sens , P sens , P cond , P A−mem , P AD , P D−mem , P µP , P radio are the power consumptions for each of the blocks in the compared architectures. These power consumptions are for continuous operation. The total energy usage is then obtained by introducing the time needed for each operation (after which it can be turned off). The turn off and turn on times are included in the assumed time for which power is consumed. The power usage time is thus assumed to be the sum of the turn on and off times and the power usage to perform the architectural block action. To make the analysis reasonably simple, we assume that the architecture supports turning off E sens andE cond , once the data have been stored either in analog or digital form.
For data sampling from one sensor, we assume a sensing and conditioning time t senscond , an analog storing time t A−mem , an A/D time t AD , a digital memory time t D−mem and a µP time t µP . Thus, we obtain the total power E tot used for data sampling from one sensor as E tot = P sens * t sens + P cond * t cond + P A−mem * t A−mem + P AD * t AD + P D−mem * t D−mem + P µP * t µP P radio * t radio (3) Fig. 12 . Ultrasound pulse echo measurement with associated acoustic signals A typical pulse echo measuring situation with typical sound signals is shown in Figure 12 . In Table I , the power consumption and related timing for the sensor and associated electronics are given. Next, the expected span of the maximum and minimum energy consumption is calculated based on the data in Table I . The result is given in Table II. It is obvious that the signal conditioning, µP and radio use a large amount of energy. Thus, any architecture that can avoid waking up the µP and the radio has clear advantages from an energy consumption point of view. This favors reactive architectures where µP and the radio remain idle until a valid measurement occurs. Based on the work in [2] , the following general conclusions can be made:
• For low frequency sensor signal -The µP energy cost dominates -A/D + digital memory comparison is favorable
• For higher frequency sensors such as ultrasound -The data conversion energy cost dominates -Analog memory storage and comparison has the most potential
• A reactive architecture results in an improved energy budget in all cases Thus, it is clear that in a sensing situation with a dynamic sensor signal, such as ultrasound, avoiding A/D conversion is a promising approach. If analog memory and comparison techniques can be developed similar to what we have seen for A/D converters, an analog storage architecture will be a strong contender for future WSN/IoT designs.
IV. SIZE ESTIMATION
Determining the size limit of a "thumb-sized" IoT US measurement system requires size estimates of the major architectural blocks according to Figure 1: • Battery • Super capacitor • Electronics • Piezoceramic plate Start from the piezoceramic plate and assume a "thumb" diameter of 15 mm. Assuming 2 mm of encapsulation gives a piezo disk with an 11 mm diameter. Assuming a 1 MHz transducer center frequency and some PZ material gives a thickness of 2 mm.
The electronics circuits then have a maximum diameter of 11 mm. Here, the following electronics blocks should be accommodated:
• Necessary passive components According to Section II-A, the excitation electronics should have as short leads as possible to the piezoceramic disk. Thus, using the ceramic disk as an electronic substrate is advisable. To reduce the disturbances from the radio and the µP , it is advisable to mount the signal reception electronics at the piezoceramic.
Provided the use of advanced production technologies, the required interconnects between components should be possible to make using, e.g., sequential build up [68] , [69] of direct copper interconnects.
The available substrate area, 2 * π * r 2 , becomes a maximum of 200mm 2 . Assuming maximum µP , radio, memory excitation and amplifier sizes of 50mm 2 indicates that two layers of electronics are necessary. Thus, a side view of the electronics may look like, Figure 13 . Assuming a maximum of 1 mm for each layer adds 2 mm of electronics.
This will leave the rest of the "thumb" space for a battery and a super-capacitor. The supercapacitor should provide the energy and high current for the communication over the radio link.
Assuming a radio transmission power consumption of 20 mW and a transmission time of approximately 10 ms (250 Bytes over a 250 kb/s radio link) results in a high current energy requirements of some 0.05µW h. With an energy density of 5W h/L [70] and a supercapacitor diameter of 11 mm, a thickness of a 1 mm would provide enough high current power storage for about 3 transmissions of 250 Bytes. The super capacitor is recharged from the battery.
For the battery, we assume the use of some type of lithiumion based technology. Here, the energy per volume is in the ballpark of 300W h/L [71]. Assuming a battery height of 20 mm over the 11 mm diameter provides more than 1.500 Ws EDITOR COMMENT: Many English-language journals request the use of a period for the decimal place instead of the decimal comma (e.g., 1.00 vs. 1,00). Please make the appropriate changes throughout the manuscript and in any tables or figures. of energy. This would allow more than 2.000 ultrasound measurements including wireless data transfer for each measurement. Enabling a longer "thumb" will of course allow for more measurements.
It should be noted here that the above energy calculations do not include the machine learning computations discussed in Section II-F.
V. CONCLUSION An architecture for a "thumb" IOT US measurement system is proposed. Architecture details addressing both passive and active ultrasound measurements and their low power operation are provided. The measurement system will be wirelessly connected to the Internet with the ability to provide a service interface enabling integration with higher level systems. Thus, the "thumb"-sized IoT measurement system described here can be regarded as an IoT device that is capable of being integrated into a System of Systems cloud.
The production of a "thumb" US system seems to be technically feasible considering currently known production technologies.
Energy consumption data or estimates for most architectural blocks indicates that the "thumb" size ultrasound measurement system will be capable of more than 2.000 pulse echo measurements. This will be sufficient for a single day or more days of operation depending on the application.
