Abstract
Introduction
The European population is rapidly aging far over last years and, according to some studies, it is anticipated to rise from 17.9 % in 2007 to 53.5 % in 2060 (1) . To deal with this fact, it is necessary to introduce the appropriate homecare to ensure independent life of aging inhabitants with the minimum support of the working population, and to give them a sense of security, confidence and independence. According to studies (2, 3, 4) , fall is the most dangerous accident in the life of aging population, and it can occur in everyday situations. The elderly fall at least once a year (3) and falls are the leading cause of accidental death in persons older than 65 years on the basis of 90 epidemiological studies (4) . Thus, human fall detection has become one of the most popular research problems and it is closely linked with the issue of independent life in modern homecare. In our proposed system, we monitored human users to detect the fall using visual detection. The advantage of visual detection in comparison with the non-visual one is no need of any wearable sensors or tags. The user is monitored without the restriction in the daily activities. In this paper, we describe some of the machine learning methods with the properly selected attributes to maximize the accuracy of fall detection. The aim of this paper is to compare the selected machine learning methods for the purpose of human fall detection. The main human postures to recognize are standing, sitting, process of falling and lying.
The paper is structured as follows: Section 2 gives an overview of related works of the fall detection and activity recognition. Section 3 describes the proposed system, the recordings of users' behaviour and positions used as input data. Section 4 lists the appropriate attributes extracted from the input data that are fed into the machine learning algorithms for fall detection. Section 5 presents the experiments in which various machine learning algorithms are compared to raise the best accuracy. Finally, Section 6 concludes the paper and summarizes the results.
Related systems
There are several systems with different technologies and techniques used to detect the fall. Primary systems of fall detection can be divided into two groups depending on how the information is acquired. Such systems are divided into two groups, non-visual and visual systems (5).
Non-visual systems
These systems include the systems using wearable motion detectors, which include an accelerometer and gyroscope, to record rapid changes in the movement of the user. An accelerometer is a device for detecting the magnitude and direction of the acceleration along a single axis or along multiple axes. Typically, three-axis accelerometers are used. By detecting the acceleration caused by the earth's gravity, the accelerometer's angle with respect to the earth can by also computed. The most common and most simple methodology for fall detection using accelerometer is using a tri-axial accelerometer with threshold algorithms (6, 7) . Threshold algorithms simply raise the alarm when the threshold value of acceleration is reached. There are several sensors with built-in fall detection hardware (8, 9) , having the accuracy of over 80 %. A gyroscope, which measures orientation, consists of a spinning wheel whose axle is free to take any orientation. It can measure orientation along one axis or multiple axes and it is possible to exactly determine the object's orientation and the changes in orientation, from which the angular velocity can be computed.
A common problem of these detectors tends to the fact that a person who has used the device usually forgets or ignores its significance, and therefore the fall is not detected and the device is inactive.
Visual systems
This group of systems includes the systems that use visual analysis. They mostly require the use of one or more cameras. Their main advantage is that there is no need of device attached to a person. These systems are based on detection of human movement using a computer vision algorithms based on the vision techniques extracting input data from still images or from video sequences. Various computer vision techniques use just vision input information and do not reconstruct the human body or posture explicitly.
In our experiments, we chose the approach of the visual detection with posture reconstruction, which is based on 3D locations of an object, typically human body. The approach also uses video recordings and the visual information is used to reconstruct the 3D location. Additional processing uses the 3D parameters as input data in the fall detection methods. If a sufficient number of parameters is provided, it is possible to reconstruct the coordinates of an object, which in our case means the human posture. To receive data from the real life environment, we used a Kinect camera, which is becoming an increasingly common part of visual systems.
There are several papers devoted to using and processing the obtained information from Kinect sensor. Kinect camera was used to detect the fall in finding unique segments (Nyan, Tay 2012 ) for the precise determination of the fall with six cameras. Experiments confirmed the correlation between thighs and torso segments (10) and these segments were also chosen as the main segments in determining the fall. Another paper (Olivieri, Conde 2012) presents a system called Motion Vector Flow Instance (11), which captures the relevant information about the rate of extraction of dense optical flow from video sequences. Automatic detection is achieved by projecting each video sequence, consisting of about 100 frames in generalized eigenspace (11) and the subsequent application of machine learning to train and recognize activities from video database. Study (Han, Lee 2013) provides an overview of the different positions of the body and its movement and subsequent assessment of the situation. Kinect at the same time pays attention to the actions assessed as dangerous; the authors focus mainly on handling the ladder (12).
Proposed system
As mentioned above, Kinect camera was used to receive data from the real life environment in the proposed visual system. Kinect includes RGB camera, an infrared sensor and also a depth sensor. The monitoring of a human through the depth sensor protects the identity of individual, as the processed data do not reveal any detailed facial features. Finding the appropriate representation of user's activity was the most necessary part of this research because the activity must be represented with a simple and general activity which will not fail in detection of many people. The system set up with the Kinect, captures the user in front of the equipment at the distance between approximately 1.5 -2.5 meters; beyond this distance, the data became unreliable.
Dataset and parameters
The goal of this experiment was to classify the user's following activities: standing, sitting and lying. Input data used in our analysis were similar to those in our previous study (13) . The Kinect provides data in frames at a rate of 30 frames per second. Each frame is processed by Kinect to obtain joint positions which are subsequently used for the fall detection algorithm to classify the activity of the user. The information about the user is returned as information about users' 20 joint position. From the Kinect SDK for each joint on the skeleton, three pieces of data are acquired: the x, y and z coordinates of the joint in the Cartesian system. Coordinates are given in meters with the Kinect located at the centre. The algorithm works with raw depth data. The training data, including recording of 450 examples of human activities, were captured by the Kinect sensor. Each recording consisted of multiple activities of five persons. Each recording consisted of the four body joints coordinates. The body joints are the body tags representing head, left shoulder, right shoulder and hip coordinates. These tags were the most representive joint for detecting weather human is lying on the floor.
Data processing
Data collected form Kinect sensor was processed as follow. First of all, joints appropriate for fall detection were selected from the raw data. Data was represented in matrix of 450x5. Each row of the matrix represents one training example. Training example consists of the following attributes: joint coordinates and class which represents human action: standing, sitting and lying. The attributes are expressed in the Kartesian coordinate system. Each training example is represented by a feature vector: 
Machine learning algorithms
We have tried various machine learning algorithms for training the classifiers for detecting the activity of the user. We disposed 405 vector attributes. These vectors were used as training data for the following machine learning algorithms: The algorithms were implemented in C#.
,with d=405 
SVM
Support vector machine (SVM) is a supervised learning method that can be applied to classification or regression problems. In machine learning, support vector machine is supervised learning model with associated learning algorithms that analyse data and recognize patterns used for classification or regression analysis (14) . Given a set of training examples, each is marked as belonging to the category. SVM training algorithm builds a model that assigns new examples into one category.
Naive Bayes
In machine learning, naive Bayes classifiers are family of simple probabilistic classifiers based on applying the Bayes' theorem with strong (naive) independence assumptions between the features (15)
[2]
In the simple term, a naive Bayes classifier assumes that the value of a particular feature is unrelated to the presence or absence of any other feature, given the class variable. A naive Bayes classifier considers each of the features to contribute independently to the probability, regardless of the presence or absence of the other features. For some types of probability models, naive Bayes classifiers can be trained very efficiently in a supervised learning setting.
Decision Tree
Decision tree is a simple representation for classifying examples. Decision tree learning is one of the most successful techniques for supervised classification learning. The goal is to create a model that is able to predict the value of a target variable based on several input variables. Attribute selection is the fundamental step to construct a decision tree. The class
New data Clasification attribute is referred to as Classifier. Based on joint coordinates (features such as head, left shoulder, right shoulder and hip), we need to decide whether human is sitting, standing or lying, human position class is therefore a classifier to make the decision.
Position algorithm
We also tried the threshold algorithm for better comparison of machine learning methods and the easier way of classifying the postures. We used a position algorithm to detect the person's position based on the joint coordinates. In Cartesian system, the length of normal vector to the plane ending at a point (x, y, z) can be calculated using the relation (16)
[3]
Using this relation, the normal distance from the floor to each one joint is obtained. The fall detection algorithm considers the distances for joints which are tracked by the Kinect. If every tracked joint has a normal distance less than the threshold value, the algorithm sets the state to fall, otherwise there is not fall.
Results
In our experiment, we evaluated different algorithms for fall detection using visual systems and machine learning algorithms. The results show that any of these algorithms are efficient for fall detection. Testing data consisted of 120 examples, 40 examples for each position. The highest accuracy was achieved by Decision tree, but the number of positive lying positioned was achieved by position algorithm. 
ACCURACY OF FALL DETECTION ALGORITHMS

Conclusion
In our paper, we compared various machine learning methods. The sensitivity of the fall detection methods is influenced by the accuracy of Kinect equipment. Future research should be focused on the comprehensive solution indepent of the angle of rotation and number of capturing people.
