Abstract-We propose a new relevance feedback approach to achieving high system accuracy for image content retrieval and high flexibility in selecting features of interest. Our system is divided into two major phases, namely index map construction and query comparison. In the phase of index map construction, ten MPEG-7 descriptors and six Tamura features are extracted from each database image. For each color or texture feature, database images are clustered by a self-organizing map and then an index map is constructed. In the phase of query comparison, a user can submit a query image and select features of interest. To search similar images from the database, we propose an image voting scheme. In each index map, database images that belong to the same cluster with the query are cast a vote. For each database image, its vote in each map is accumulated and the sum is regarded as the similarity to the query. If the retrieval result is not satisfied, the user can select relevant images as a new query. To improve the retrieval result, we propose a vote re-weighting scheme based on feature discreteness of relevant images. The database images that most similar to relevant images can be retrieved. Experimental results reveal the effectiveness of our approach.
I. INTRODUCTION
Content-based image retrieval (CBIR) has been a research subject with extensive efforts for more than two decades. The best-known CBIR system is probably Query by Image Content (QBIC) [1] [2] [3] [4] developed at the IBM Almaden Research Center. Other notable systems include MIT's Photobook [5] , CU's VisualSEEk [6] and WebSEEk [7] , and Virage [8] , a commercial image engine developed at Virage Inc. By contentbased techniques, a user can query an image database by visual contents of interest such as colors, textures, shapes, or the spatial layout of target images. Images that satisfy "perceptual similarity" to the query can be found in the database. However, the user is often interested in high-level semantic concepts that she or he associates with target images. The content-based technique suffers from the semantic gap problem, which is the mismatch between low-level features, extracted by computers, and high-level concepts, recognized by humans. To reduce the semantic gap, a CBIR system must be able to extract high-level concepts from image contents or from texts surrounding the target image. In recent years, many attempts have been made in this direction. For instance, Li & Wang [9] try to narrow the semantic gap by training their system with hundreds of statistical models, each of which represents a high-level concept. Zhang et al. [10] use a semantic network to relate images to keywords such that a user can query an image database by texts.
The performance of a CBIR system can be improved through user intervention. The user can implicitly or explicitly adjust parameters to help the system achieve a better convergence toward user's need. To associate low-level image features with high-level user concepts, a powerful solution is to use relevance feedback [11, 12] , which was originally developed for information retrieval. The idea of relevance feedback is to involve a user in the retrieval process and let the system analyzes user's information need. During the retrieval process, the user can interact with the system and rate the relevance of the retrieval result according to his or her subjective judgment. With this additional information, the system can dynamically learn the user's intention, and gradually presents better results. Two main RF techniques have been proposed in the literature, including query shifting (query refinement), and feature relevance weighting (feature reweighting). We will briefly introduce two related works as follows:
Kherfi and Ziou [13] present a new relevance feedback framework based on a feature selection algorithm that combines advantages of a probabilistic formulation with those of using both positive and negative examples. Through the user interaction, their algorithm assigns the importance to image features and well distinguishes between positive and negative examples. MARS [14] , developed at University of Illinois at Urbana-Champaign, is based on the idea of feature reweighting. This system can access a variety of features and similarity measures and learn the best ones for the query by letting the user grade retrieved images as highly relevant, relevant, no-opinion, non-relevant, or highly non-relevant. Based on the relevance chosen by the user, the system will adjust feature weights automatically.
The rest of this paper is organized as follows. An overview of our system framework is presented in Section 2. Two major phases in our system, namely index map construction and query comparison, are detailed in Sections 3 and 4, respectively. Our experimental design and performance evaluation are This study was supported partially by the National Science Council, Taiwan, under the Grant NSC96-2422-E-024-010-MY2. described in Section 5. Finally, we conclude this study in Section 6.
II. SYSTEM FRAMEWORK Shown in Fig. 1 is an overview of our system framework. Our system is divided into two major phases, namely index map construction and query comparison. In the phase of index map construction, ten MPEG-7 descriptors [15, 16] and six Tamura features [17] are extracted from each database image. For each color or texture feature, database images are clustered by a self-organizing map and then an index map is constructed.
In the phase of query comparison, a user can submit a query image and select features of interest. To search similar images from the database, we propose a image voting scheme. If the retrieval result is not satisfied, the user can select relevant images as a new query. To improve the retrieval result, we propose a vote re-weighting scheme based on feature discreteness of relevant images. The database images that most similar to relevant images can be retrieved. We detail the two major phases in Sections 3 and 4, respectively. 
III. INDEX MAP CONSTRUCTION
In this study, ten MPEG-7 descriptors, including color and texture, and six Tamura texture features are extracted from each database image. For each feature, database images are clustered by a self-organizing map and then an index map is constructed. In Section 3.1, we describe feature extraction for database images. In Section 3.2, we describe the use of selforganizing map clustering to construct an index map for each feature.
A. Feature extraction 1) MPEG-7 color and texture descriptors
MPEG-7 (Moving Picture Experts Group) [15, 16] is a multimedia content description interface; it defines a set of descriptors that can be used to describe visual contents, including color, texture, shape, size, movement, and so on, of multimedia information. These descriptors are meaningful in the context of the application and will be different for different applications. MPEG-7 can be used to effectively search, match and retrieve the desired information. In this study, some color and texture descriptors are used and briefly described as follows.
a) The dominant color gives the distribution of salient colors in the image. The specification in a dominant color descriptor is limited only by the color space quantization. Its purpose is to provide an effective, compact, and intuitive representation of colors presented in a region of interest.
b) The scalable color addresses the interoperability issue by fixing the color space to HSV, with a uniform quantization to 256 bins. Then the Haar transform is used to quantize these bins into an 11-bit value. In this study, we use hue, saturation, and value of the scalable color.
c) The color layout captures the spatial layout of dominant colors on a grid superimposed on a region of interest. It is a very compact descriptor and very effective in fast browsing and search applications. The color layout is represented by colors on an 8 8× grid of DCT coefficients in the YCbCr color space. In this study, we use Y and CbCr of the color layout.
d) The color structure aims at identifying localized color distributions using a small structuring window. To ensure interoperability, the color structure is constructed in the huemin-max-difference (HMMD) color space. In this study, we use hue, difference, and sum (i.e., max+min/2) of the color structure.
e) The edge histogram is a texture descriptor; it captures the spatial distribution of edges. The computation of this descriptor is fairly straightforward. An image is first partitioned into sub-images, and the local edge histogram for each sub-image is computed.
2) Tamura texture features
Although Tamura features [17] characterize low-level statistical properties of textures, they have been shown visually meaningful and can be easily interpreted through high-level textual concepts. The six Tamura features are briefly described as follows a) The coarseness may be the most fundamental texture feature. For patterns with different structures, a coarse texture contains a small number of large elements, whereas a fine texture contains a large number of small elements.
b) This contrast is designed for changing the quality of an image, not the structure of an image. It about the difference in intensity among near pixels. A texture on high contract has large difference in intensity among near pixels, whereas a texture on low contract has small difference.
c) The directionality is a global property over a given region. The orientation of the texture pattern does not matter here. A directional texture has one or more orientation of patterns, whereas an isotropic texture has no recognizable orientation of patterns d) The line-likeness is concerned with the shape of a texture element. A line-like texture has straight or wave-like primitives whose orientation may not be fixed. Often a linelike texture is also directional.
e) The regularity is supposed that variation of elements, especially in case of natural textures, reduces the regularity on the whole. Additionally, a fine texture tends to be perceived as regular.
f) The roughness is originally meant of tactile textures, not for visual textures. However, it is able to compare natural textures in terms of rough or smooth when we observe them.
B. Self-organizing map clustering
To achieve efficient and effective retrieval, a wellstructured indexing mechanism should be developed for a large scale image database. The first step is to select appropriate features to represent spatiotemporal information of images, as described in Section 3.1. Based on the ten MPEG-7 descriptors and six Tamura features, we cluster database images through the use of self-organizing map (SOM) to construct the index structure. The self-organizing map is an unsupervised neural network proposed by Kohonen [18] , it can map high dimension data into lower dimension space and maintain original topological structure. Working principle of SOM is as follows: When the network receives inputs from outside, it will divide the inputs into several regions, each of which responses differently to the input patterns. The inputs with similar features will be closer to each other.
In this study, we construct an index map for each feature. The index map represents the distribution of a specific feature in database images such that similar images are mapped into the same or neighboring clusters. By preserving the topological property, the index map can ease the work of searching similar images and improve the retrieval performance. For convenience, we consider database images as a sequence of images. Suppose that
is the j-th feature sequence for database images, where ji f is the j-th feature of the i-th image and i n is the number of database images. Also
is the j-th index map (for the j-th feature sequence), where jk c is the k-th cluster center (in the k-th node) and k n is the number of cluster centers. For each j, our goal is to train j M according to j F as follows.
Algorithm 1. Index map construction.
Input. j F , the j-th feature sequence.
Output.
j M , the j-th index map.
Step 1. Arrange all jk c evenly in a one-dimensional space.
Step 2. Permute all ji f at random to form an input sequence
, where
. Initialize the index number of the input sequence 1 = idx . IV. QUERY COMPARISON In Section 4.1, we describe the proposed image voting scheme. In Section 4.2, we describe the proposed vote reweighting scheme.
A. Image voting
In this study, a user can submit a query image and select features of interest. To search similar images from the database, we refer Chiu et al. [19] and propose an image voting scheme, as shown in Fig 2. In each index map, database images that belong to the same cluster with the query are cast a vote. For each database image, its vote in each map is accumulated and the sum is regarded as the similarity to the query. Suppose that For each
Step 3. Let
is the total vote of the i-th database image. Sort S in a descending order and display the retrieval result. 
B. Vote re-weighting
Understanding user's needs in image content retrieval is a challenge because of human subjectivity. Correctly understanding these needs can appreciably achieve high system accuracy [20] . In this study, if the retrieval result of image voting is not satisfied, the user can select relevant images as a new query. To improve the retrieval result, we propose a vote re-weighting scheme based on the feature discreteness of relevant images, as shown in Fig. 3 . The database images that most similar to relevant images can be retrieved. The algorithm of vote re-weighting is described as follows. For each
Step 4. Let
is the total vote of the i-th image. Sort S in a descending order and display the retrieval result. 4 shows the retrieval result for the query "flower". The 32 most similar images are arranged from left to right and top to down in the order of decreasing similarity. We select relevant images as indicated by "p" and re-query the database. Figs. 5a and 5b show the results after the first and the second relevance feedback, respectively. We find that the retrieval accuracy is significantly improved. In Fig. 4 , our system recalls 17 visually similar images; in Fig. 5 , the first RF recalls 29 and the second RF recalls 31. To quantitatively evaluate our system, we use both average retrieval rate (ARR) [7] and average normalized modified retrieval rank (ANMRR). An ideal ARR is equal to 1 for all values of recall. A high ARR indicates a good performance for retrieval rate, and a low ANMRR indicates a good performance for retrieval rank. We also manually create two ground truth image sets, including "flower" and "sunset", with tighter relevance criteria. The quantitative evaluation for the query "flower" is listed in Table  I ; there is a gradual decline in ARR and a gradual increase in ANMRR. Finally, the average retrieval time is 0.8071s. Fig . 6 shows the retrieval result for the query "sunset". Figs. 7a and 7b show the results after the first and the second relevance feedback, respectively. In Fig. 6 , our system recalls 11 visually similar images; in Fig. 7 , the first RF recalls 21 and the second RF recalls 23. The quantitative evaluation for the query "sunset" is listed in Table II and the average retrieval time is 0.8099s. Figs. 8a and 8b show the retrieval results for the query "flower" with all features and with only color features, respectively. Our system recalls 17 visually similar images in Fig. 8a and 29 in Fig. 8b. Figs. 9a and 9b show the retrieval results for the query "old building" with all features and with only texture features, respectively. Our system recalls 13 visually similar images in Fig. 8a and 23 in Fig. 8b . The two experiments reveal that the retrieval accuracy can be significantly improved if we select suitable, dominate features. 
VI. CONCLUSIONS
In this study, we propose a new relevance feedback approach to achieving high system accuracy for image content retrieval and high flexibility in selecting features of interest. Our system is divided into two major phases, namely index map construction and query comparison. In the phase of index map construction, we use the self-organizing map (SOM) clustering to construct an index map for each feature. The users can select any combination of features to be matched and the system can reduce the search time. In the phase of query comparison, we propose an image voting scheme to search similar images from the database. If the retrieval result is not satisfied, we also propose a vote re-weighting scheme to recognize the user's intention. This scheme is based on the feature discreteness of user-selected relevant images. According to our experiments, the proposed approach can significantly enhance the retrieval accuracy.
