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In this paper we study homomorphisms from the convolution algebra L1(R+)
into certain Banach algebras of functions on the closed unit disc 2 . For the algebra
A+ of absolutely convergent Taylor series on 2 , we prove that every homo-
morphism 8 is a ‘‘Sinclair map,’’ that is, of the form
8(h)=|

0
h(t) &t dt, h # L1(R+)
for some bounded, continuous semigroup (&t) in A+. A similar result holds for the
algebra AC+ of functions analytic in 2 and absolutely continuous on the unit
circle T. The result does not, however, hold in the disc algebra A(2 ), although we
are able to represent homomorphisms into A(2 ) by means of semigroups in a
certain weaker sense. Finally, we discuss the ‘‘Pisier algebra’’ P+ defined in terms
of random Taylor series on 2 . In particular, we prove that a homomorphism from
L1(R+) into P+ need not be a Sinclair map, but that it can be represented by
means of a semigroup which belongs to a certain larger Banach algebra of random
Taylor series.  1997 Academic Press
1. INTRODUCTION
Let L1(R+) be the space of integrable functions on the positive half-axis
R+=(0, ). With the norm
&h&=|

0
|h(t)| dt, h # L1(R+)
and with convolution
(h V k)(t)=|
t
0
h(s) k(t&s) ds, t # R+, h, k # L1(R+)
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as product, L1(R+) becomes a semisimple, commutative Banach algebra.
By a semigroup (&t) in a Banach algebra B, we mean a map t [ &t :
R+  B satisfying &t+s=&t&s for t, s # R+. The starting point for this paper
is a result of Sinclair ([21, Corollary 3.5]) that states that if (&t) is a bounded,
continuous semigroup in B, then
8(h)=|

0
h(t) &t dt
exists as a Bochner integral for h # L1(R+) and defines a continuous
homomorphism
8 : L1(R+)  B.
(For the theory of Bochner integrals, see, for example, [7, Chapter 3].)
We call a homomorphism of this form a Sinclair map. For a Banach
algebra B, it follows from [21, Corollary 3.5] that there exists a
non-zero homomorphism 8 : L1(R+)  B if and only if there exists a non-
zero, bounded, continuous semigroup in B. Hence there exists a non-zero
homomorphism 8 : L1(R+)  B if and only if there exists a non-zero
Sinclair map into B, but in general we cannot expect every homomorphism
8 : L1(R+)  B to be a Sinclair map. Indeed, we shall now see that the
Laplace transform of L1(R+) (which is also the Gelfand transform of
L1(R+)) provides us with an example of this.
For h # L1(R+), define the Laplace transform
L(h)(w)=|

0
h(t) e&wt dt, for Re w0.
In this paper we are mainly interested in Banach algebras defined on
the closed unit disc 2 . We therefore use the conformal map
{(z)=(1+z)(1&z) of the open unit disc 2 onto the open right half-
plane [w # C : Re w>0] to obtain, from the Laplace transform, a homo-
morphism into the disc algebra A(2 ). Note that { extends continuously to
C"[1] and maps T"[1] (where T is the unit circle) onto the imaginary
axis iR. For t # R, let
t(z)=et{(z)=exp \t 1+z1&z+ for z # C"[1].
Then &t is a singular, inner function for t>0. Now let
4(h)(z)=L(h)({(z))
=|

0
h(t) &t(z) dt for z # 2 "[1] and h # L1(R+). (1)
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It is easily seen that 4 defines a homomorphism 4 : L1(R+)  A(2 )
(letting 4(h)(1)=0 for h # L1(R+)). Also, 4 is expressed by the ‘‘pointwise
Sinclair map’’ (1) involving the semigroup &t=&t(t # R+) which does not
belong to A(2 ). Let H be the Banach algebra of bounded, analytic
functions on 2 and, for ET, let
A(2 "E)=[ f # H : f extends continuously to 2 "E ].
Then A(2 "E) is a closed subalgebra of H, and &t # A(2 "[1]) for
t # R+. However, we shall see that the map t [ &t : R+  A(2 "[1]) is
discontinuous, so (1) is not a Bochner integral.
We now turn our attention to homomorphisms from L1(R+) into a
general commutative Banach algebra B. Let Mul(B) be the multiplier
algebra of B, that is, the strongly closed subalgebra consisting of those
bounded, linear operators T on B for which T(ab)=aT(b) for a, b # B.
Also, let M(R+) be the convolution algebra of finite Borel measures on
R+=[0, ). Then f V + # L1(R+) for f # L1(R+) and + # M(R+), and this
identifies Mul(L1(R+)) with M(R+). For t # R+, let $t be the unit point
measure at t. Then ($t) is a bounded, strongly continuous semigroup in
M(R+), so the map t [ f V $t : R+  L1(R+) is continuous for every
f # L1(R+). The following result, which is mainly a rephrasing of [4,
Proposition 5.2], seems to be the best we can do in the general case.
Proposition 1.1. Let B be a commutative Banach algebra and let
8 : L1(R+)  B be a homomorphism. Then C=8(L1(R+)) B is a closed
ideal in B and there exists a homomorphism 8 : M(R+)  Mul(C) which is
continuous with respect to the norm topologies as well as the strong operator
topologies and which extends 8. Also, &t=8 ($t)(t # R+) is a bounded,
strongly continuous semigroup in Mul(C) and
8 (+)=|

0
&t d+(t)
exists as a strong Bochner integral for + # M(R+).
Proof. It follows from Cohen’s factorization theorem for modules (see,
for example, [21, Theorem 3.1]) that C is a closed ideal in B and that
8(L1(R+)) C=C. We thus deduce from [4, Proposition 5.2] that there
exists an extension 8 : M(R+)  Mul(C) of 8 which is continuous with
respect to the norm topologies as well as the strong operator topologies. In
particular, &t=8 ($t)(t # R+) is a bounded, strongly continuous semigroup
in Mul(C). We can write + # M(R+) as the strong Bochner integral
+=0 $t d+(t) and since such integrals commute with bounded, strongly
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continuous, linear maps (as a consequence of [7, Theorem 3.7.12]), it
follows that
8 (+)=|

0
8 ($t) d+(t)=|

0
&t d+(t)
as a strong Bochner integral. K
We thus see that 8 can be represented by what we might call a ‘‘strong
Sinclair map’’ into Mul(C). There are, however, certain problems
associated with this approach. We wish to study the set of homomorphisms
8 : L1(R+)  B for a fixed, commutative Banach algebra B, but the above
semigroup (&t) belongs to the multiplier algebra of the closed ideal C in B,
and thus to an algebra which depends not only on B, but also on the
homomorphism 8. Also, we only know that (&t) is strongly continuous.
Because of these complications, we shall not study the problem in its full
generality, but shall instead restrict ourselves to homomorphisms from
L1(R+) into certain specific Banach algebras of functions on the closed
unit disc. We shall investigate how certain properties of the homomorphisms
vary from algebra to algebra.
It turns out that the homomorphism 4 in many ways is typical for
homomorphisms 8 : L1(R+)  A(2 ). We shall see that such a homo-
morphism can be expressed by means of pointwise Sinclair maps 8(h)(z)=
0 h(t) &
t(z) dt for z # 2 and h # L1(R+), where (&t) is a semigroup of
bounded, analytic functions on 2 (Section 2). Much more can be said when
the homomorphism maps into the algebra A+ of absolutely convergent
Taylor series on 2 or into the algebra AC+ of functions which are analytic
on 2 and absolutely continuous on T. In these cases we shall see (Section 3)
that (&t) is a bounded, continuous semigroup in the algebra in question,
and we therefore focus on properties of such semigroups. Finally, in
Section 4 we study a Banach algebra P+ which is defined in terms of
random Taylor series. The main reason for our interest in P+ is that
the inclusions A+P+A(2 ) are reflected in the properties of
homomorphisms 8 : L1(R+)  P+. As opposed to homomorphisms into
A+, we shall see that &t(t # R+) need not belong to P+. On the other
hand, &t(t # R+) is almost surely continuous on T in a probabilistic sense,
so more information is available than for homomorphisms into A(2 ).
We end the paper by showing the existence of certain semigroups in P+.
2. HOMOMORPHISMS INTO A(2 )
It is well known (see, for example, [2]) that if . is a character of
L1(R+), then there exists z # 2 "[1] such that .(h) = 4(h)(z) for
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h # L1(R+) (so we can identify the Gelfand transform of L1(R+) with 4).
Let 8 : L1(R+)  A(2 ) be a (necessarily continuous) homomorphism. For
z # 2 , the map
z [ 8(h)(z) : L1(R+)  C
is either the zero map or a character on L1(R+), so there exists \(z) # 2
such that
8(h)(z)=4(h)(\(z)) for h # L1(R+).
Denoting the function t [ e&t(t # R+) by # and the function z [ z(z # 2 )
by :, we have 4(#)=(1&:)2. Hence
8(#)=
1&\
2
,
so \ # A(2 ). From Nyman’s theorem (see, for example, [2, Theorem 6.1]),
it follows that # generates L1(R+), so we conclude that
E=[z # 2 : 8(h)(z)=0 for every h # L1(R+)]
=\&1([1]).
Also, E is of measure zero if 8 is non-zero. Let G=(1+\)(1&\). Then
G is analytic on 2 and continuous on 2 "E, and
8(#)=
1
1+G
.
Let (&t) be the semigroup generated by G, that is,
&t(z)=e&tG(z) for z # 2 "E and t # R+.
Then &t=&t b \ for t # R+, so
8(h)(z)=4(h)(\(z))=|

0
h(t) e&tG(z) dt
=|

0
h(t) &t(z) dt for z # 2 "E and h # L1(R+).
Let
E1=[z # E : Re G(*)   as *  z in 2],
E2=E"E1 .
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(Note that |G(*)|   as * tends to a point in E.) For t # R+, we let &t=0
on E1 . Then
&t # A(2 "E2)
and &t does not extend continuously to any point of E2 . Also, &&t&1.
We shall now prove that the semigroup (&t) is not (norm) continuous
unless E2=<, but that it does have a weaker continuity property. For a
closed set ET consider the closed ideal
I(E)=[ f # A(2 ) : f =0 on E]
in A(2 ). When ET is of measure zero, it is easily seen that
@( f ) g= fg, f # A(2 "E), g # I(E )
defines an isometric injection
@ : A(2 "E)  Mul(I(E ))
(which is an isomorphism when E is closed). The injection induces a strong
operator topology on the algebra A(2 "E2), and the following result
should therefore be compared to Proposition 1.1.
Proposition 2.1. Let 8 : L1(R+)  A(2 ) be a homomorphism. Then
the map
t [ &t : R+  A(2 "E2)
is continuous with respect to the uniform norm on A(2 "E2) if and only if
E2=<. However, the map is strongly continuous in the sense that the map
t [ &tg : R+  A(2 )
is continuous for every g # I(E2).
Proof. Let t0 # R+ and g # I(E2). Given =>0, there exists an open set
U1 C such that E1 U1 and |&t0(z)|<=24 for z # U1 & 2, and thus
|&t(z)|<=2 for z # U1 & 2 and |t&t0 |<t0 2. Also, there exists an open set
U2 C such that E2U2 and | g(z)|<=2 for z # U2 & 2. Hence
|(&t(z)&&t0(z)) g(z)|<= for z # (U1 _ U2) & 2 and |t&t0 |<t02.
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Furthermore, &t  &t0 uniformly on 2 "(U1 _ U2)2 "E as t  t0 , so it
follows that &tg  &t0g uniformly on 2 as t  t0 . In particular, if E2=<,
then the continuity of (&t) follows by taking g=1. Now suppose that
E2 {<. Let z # E2 and t # R+. Choose a sequence (zn) in 2 such that
zn  z as n   and Re G(zn)C for n # N for some constant C.
Since |G(zn)|  , we deduce that |Im G(zn)|   as n  . With
=n=?|Im G(zn)|, we have
&&t&&t+=n&|e&tG(zn)&e&(t+=n) G(zn)|
=|e&tG(zn)| (1+e&=n Re G(zn))
e&tC for n # N.
Hence (&t) is discontinuous at t. K
Using [7, Theorem 3.7.4], the following is an immediate consequence.
Proposition 2.2. Let 8 : L1(R+)  A(2 ) be a homomorphism. Then
8 (+)(z)=|

0
&t(z) d+(t), z # 2 "E2 , + # M(R+)
defines a homomorphism 8 : M(R+)  A(2 "E2) which extends 8. Further-
more,
8 (+) g=|

0
&tg d+(t)
exists as a Bochner integral for g # I(E2) and + # M(R+).
In general, it does not seem to be possible to say more about the semi-
group (&t) or about the sets E1 and E2 as the following two examples
illustrate (see [16, Example 6.1.5 and Example 6.1.6] for the details).
(1) Let E$ be a closed set of measure zero in T and let E"=
[ei%n : n # N] be a countable set in T disjoint from E$ with E""E"E$
(for example, E" a closed, countable set disjoint from E$). It follows from
the construction in [8, pp. 8081] that there exists ’ # A(2 ) with
&’&1, Z(’)=[z # 2 : ’(z)=0]=E$ and Re ’>0 on 2 "E$ . Furthermore,
let F0(z)=((1&z)2) i and choose a sequence (an) of positive numbers with
n=1 an=1. Let
F(z)=e&?2 ‘

n=1
(F0(ze&i%n))an for z # 2 "E".
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Then it can be shown that &t=(F’)t (t # R+) defines a bounded semigroup
in A(2 "E") and that
8(h)(z)=|

0
h(t) &t(z) dt, z # 2 "E", h # L1(R+)
defines a homomorphism 8 : L1(R+)  A(2 ) with E1=E$ and E2=E".
(See also Corollary 4.10 (b).)
(2) Let C be the Cantor set in [0, 1], that is,
C={x= :

n=1
x(n) 3&n : x(n)=0 or 2 for n # N= ,
and let
C20=[x # C : x(n)=0 eventually],
C22=[x # C : x(n)=2 eventually],
C2=C20 _ C22 and
C1=C"C2 .
Then there exists a homomorphism 8 : L1(R+)  A(2 ) with E1=eiC1 and
E2=eiC2.
3. BOUNDED, CONTINUOUS SEMIGROUPS IN A+ AND AC+
Let A+ be the algebra of absolutely convergent Taylor series on 2 ,
that is,
A+={ f = :

n=0
f (n) :n : & f &A += :

n=0
| f (n)|<= .
Furthermore, let
AC+=[ f # A(2 ) : f | T is absolutely continuous]
and equip AC+ with the norm & f &AC + =& f &+Var( f )( f # AC+),
where Var( f ) is the total variation of f on T. A result of Privalov (see
[3, Theorem 3.11]) shows that an analytic function f on 2 belongs to
AC+ if and only if f $ # H1 (the Hardy space of analytic functions g on 2
for which &g&H1=supr<1  T | g(rei%)| d%<) and that Var( f )=& f $& H1
for f # AC+. It is well known that A+ and AC+ are semisimple,
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commutative Banach algebras with character space 2 , and Hardy (see
[8, p. 71]) proved the inclusion AC+A+.
In this section, we prove that if 8 : L1(R+)  A+ (resp. 8 : L1(R+) 
AC+) is a homomorphism, then (&t) is a bounded, continuous semigroup
in A+ (resp. AC+). In particular, every homomorphism is a Sinclair map,
so we turn our attention to bounded, continuous semigroups. First we
prove that the zero set of a non-zero, bounded, continuous semigroup in
A+ (and thus of a non-zero, bounded, continuous semigroup in AC+) is
finite. We are also interested in inner parts in the semigroups. Recall from
[8, p. 67] that every non-zero function f # H1 can be uniquely written as
f =FSB, where F is an outer function, S a singular, inner function and B
a Blaschke product. The function S is determined by a positive, singular
measure + on T, and we let _(S)=supp(+). Since non-constant Blaschke
products do not have powers of non-integer orders, it follows that if (&t) is
a non-zero semigroup in the algebra H, then &t=FtSt, where Ft is an
outer function and St a singular, inner function for t # R+. We prove that
a non-zero, bounded, continuous semigroup in AC+ do not have non-
constant inner parts, that is, S=1. We do not know whether this result
also holds in A+.
When 8 : L1(R+)  A+ is a homomorphism, it is in particular a
homomorphism into A(2 ), so all the notions from Section 2 carry over.
The following two proofs depend largely on the fact that A+ is a dual
space and thus has a wk* topology, and that AC+ also has some kind of
wk* topology (inherited from H1 which is a dual space).
Since A+ is isometrically isomorphic to l1, it follows that we can identify
A+ with the dual space of c0 (the Banach space of sequences (xn) with
xn  0 as n   equipped with the supremum norm), with the duality
being defined by
( (xn), f ) = :

n=0
xnf (n) for (xn) # c0 and f # A+.
If ( fi) is a net in A+ converging wk* to 0, then fi (z)=( (zn), fi)  0 for
every z # 2, so we deduce that wk* convergence in A+ implies pointwise
convergence on 2.
Theorem 3.1. Let 8 : L1(R+)  A+ be a homomorphism. Then (&t) is a
bounded, continuous semigroup in A+.
Proof. Let (I s) be the fractional integral semigroup in L1(R+) (see
[21, Theorem 2.6]) defined by
Is(x)=1(s)&1 e&xxs&1 for x, s # R+
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(so that I 1=#). Let t # R+. Since (I s) is a bounded semigroup in L1(R+),
it follows that
8($t V I s) (s # R+)
is a bounded net in A+=c0*. By Alaoglu’s theorem, it has a wk* cluster-
point f # A+ as s  0. Since 8(#)=(1&\)2, we have
8($t V I s)=8 ($t) 8(I s)=&t \1&\2 +
s
for s # R+,
so 8($t V Is)  &t pointwise on 2 as s  0. Hence
&t= f # A+.
Also, since closed balls (in A+) are wk* closed, it follows that
&&t& A+&8&. We have vt(z)=e&tG(z) for z # 2 "E and t # R+, so it follows
that &t(z)  1 as t  0 for z # 2 "E and that &t=0 on E for t # R+. We thus
deduce from a result of Wik ([23, Theorem 4]) that E is finite. Let
C=8(L1(R+))) A+. Then C is a closed ideal in A+ by Proposition 1.1
and C$8(L1(R+))$[8(I s) : s # R+]. Consequently the greatest common
divisor of the inner parts of non-zero functions in C is 1. Since the hull of C
is E and thus is finite, it follows from the ideal theory in [1] (or [10]) that
C=[ f # A+ : f =0 on E].
In particular, &t0 # C for t0 # R+. The map t [ &t : R+  Mul(C) is strongly
continuous by Proposition 1.1, so we deduce that t [ &t+t0: R+  A+ is
continuous for every t0 # R+. Hence (&t) is continuous in A+. K
A special case of this theorem was used in [17, Proposition 3.1] to prove
that there does not exist a homomorphism 8 : L1(R+)  A+ for which
8(#)=a(1&:) for some non-zero constant a.
We now turn our attention to homomorphisms 8 : L1(R+)  AC+.
First we recall some facts about H1 and its wk* topology from [8, p. 137].
Let A0 be the closed subspace of C(T) generated by [ein% : n # N]. Then H1
can be identified with the dual of C(T)A0 via the duality
( g+A0 , f ) =
1
2? |T g(%) f (e
i%) d%, g # C(T), f # H1.
This induces a wk* topology on H1. If ( fi) is a net in H1 converging wk*
to 0, then
1
2? |T g(%) fi (e
i%) d%  0 for g # C(T),
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so in particular
f i (n)  0 for n # N0 .
Furthermore, if the net is bounded in H1, then it follows that fi  0
uniformly on every compact subset of 2.
Theorem 3.2. Let 8 : L1(R+)  AC+ be a homomorphism. Then (&t) is
a bounded, continuous semigroup in AC+.
Proof. Let t # R+. As in the proof of Theorem 3.1, consider the net
8($t V I s)=&t \1&\2 +
s
(s # R+).
Then 8($t V I s)$ (s # R+) is a bounded net in H1 and thus has a wk*
clusterpoint f # H1 as s  0. On the other hand, for s # R+, we have
8($t V I s)$=(&t)$ \1&\2 +
s
&&t
s
2 \
1&\
2 +
s&1
\$,
which tends to (&t)$ pointwise on 2 as s  0. Hence (&t)$= f # H1, and thus
&t # AC+. Also, since closed balls (in H1) are wk* closed, it follows that
(&t) is bounded in AC+. Finally, since (&t)$=&tG$e&tG # H1 for t # R+, it
follows from Lebesgue’s dominated convergence theorem that the map
t [ &t : R+  AC+ continuous. K
Theorem 3.1 shows that the study of homomorphisms 8 : L1(R+)  A+
reduces to the study of bounded, continuous semigroups in A+. As long
as we do not require that the zero set is non-empty, there is a fairly simple
way to construct such semigroups. Let G # A+ with Re G>0 on 2 and let
&t=e&tG # A+ for t # R+. By the spectral radius formula
lim
n  
&&n&1nA+=sup[ |&(z)| : z # 2 ]<1.
Hence
sup
t0
&&t&A + sup
0t1
&&t&A + } sup
n # N0
&&n&A + <,
so (&t) is a bounded, continuous semigroup in A+. The same method
works in AC+. It is more difficult to construct non-zero, bounded,
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continuous semigroups (&t) in AC+ (or A+) with Z(&){<, but they do
exist; the simplest example being
&t=\1&:2 +
t
(t # R+).
However, if (&t) is a non-zero, bounded, continuous semigroup in A+,
then the corresponding Sinclair map defines a homomorphism 8 :
L1(R+)  A+. Hence &t(z)=e&tG(z) for z # 2 "E and t # R+, so we deduce
the following result from the proof of Theorem 3.1.
Theorem 3.3. Let (&t) be a non-zero, bounded, continuous semigroup
in A+. Then Z(&) is finite.
It follows, of course, that the result also holds with A+ replaced by
AC+. However, we find it worthwhile to give a proof for AC+ which
does not depend on the fairly deep result of Wik used in the proof of
Theorem 3.1.
Theorem 3.4. Let (&t) be a non-zero, bounded, continuous semigroup
in AC+. Then. Z(&) is finite.
Proof. Suppose that ei%k (k=1, ..., n) are zeros of & with 0%1<%2<
} } } <%n<2?, and choose ‘k # (%k , %k+1) such that &(ei‘k){0 for k=1, ..., n
(with %n+1=%1). Then
Var(&t) :
n
k=1
( |&t(ei%k)&&t(ei‘k)|+|&t(ei‘k)&&t(ei%k+1)| )
=2 :
n
k=1
|&t(ei‘k)|  2n as t  0,
so we conclude that Z(&) is finite. K
In A(2 ) it is easy to construct bounded, continuous semigroups with
fairly large zero sets and ‘‘rich’’ inner parts. For a closed set ET of
measure zero, there exists an outer function F # A(2 ) with Z(F )=E and
&F&1. If S is a singular, inner function with _(S)E, then &t=(FS)t
(t # R+) defines a bounded, continuous semigroup in A(2 ). The situation
is quite different in A+ and AC+. Let (&t) be a non-zero, bounded,
continuous semigroup in A+. With &=FS, we have _(S)Z(&), so _(S)
is finite by Theorem 3.3. Hence there are ei%1, ..., ei%n # T and a1 , ..., an>0
such that
S(z)= ‘
n
k=1
&ak(ze
&i%k) for z # 2 "_(S).
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For &t # A+, we do not know whether it is actually possible to have S non-
constant (that is, _(S){<), but we shall now aim to prove the following
result.
Theorem 3.5. Let (&t) be a non-zero, bounded, continuous semigroup in
AC+. Then & is an outer function.
In other words, a bounded, continuous semigroup in AC+ cannot have
non-constant inner parts. There are a few steps in the proof. We shall first
observe that if &t=FtS t for t # R+, then (Ft) is a bounded continuous semi-
group in AC+. Actually, this is a direct consequence of a result of
Shamoyan. Let P be the Riesz projection operator, that is, for f # L1(T),
P( f )(z)=
1
2?i |T
f (*)
*&z
d*, z # 2.
Then P( f )= f for f # H1. (Also, it is well known that P(L p(T))H p
for 1< p<, and that this fails for p=1 and p=.) For h # H, we
consider the Toeplitz operator
Th ( f )=P(h f ), f # H1.
Shamoyan ([19], see also [20]) proved the following result.
Theorem 3.6. Let h # H. Then Th is a bounded, linear operator on
AC+. Moreover, there exists a constant C such that
&Th ( f )&AC +C &h& & f &AC +
for h # H and f # AC+.
Note that, if f # AC+ and if Q is an inner function such that fQ # H1,
then
TQ ( f )=
f
Q
.
In particular, since Ft=TSt(&t)(t # R+), it follows that if (&t) is a bounded
continuous semigroup in AC+, then so is (Ft).
Another consequence of Shamoyan’s result is the following. For t>0, let
It=&t H1 & AC+=&tAC+ & AC+.
Then It is a closed, primary ideal in AC+, and it follows from [1] that
every closed, primary ideal in AC+ which is strictly contained in the
maximal ideal [ f # AC+ : f (1)=0] is of this form.
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Corollary 3.7. For f # t>0 It , we have f(1&:)2 # H1. Furthermore,
there exists a constant c such that
" f(1&:)2"H1c
& f & AC+
t
for f # It(t>0).
Proof. Let f # It for some t>0. By Shamoyan’s result,
( ft)$= f $t+2t(1&:)&2 ft # H1.
Hence f (1&:)2 # H1 with
" f(1&:)2"H1=
1
2t
&&t( ft)$& f $& H1
(C+1) & f & AC+
2t
as required. K
The following is the key result used to prove Theorem 3.5.
Proposition 3.8. Let a # L1([0, 1]) with a0. Then
t |
1
0
e&ta(x)
x2
dx
is unbounded as t  0.
Proof. Let .a(t)=t 10 (e
&ta(x)x2) dx for t>0. First suppose that a is
decreasing on [0, 1]. The result is obvious if a is bounded, so we may
assume that a( y)   as y  0. For y # [0, 1] with a( y)>0, we have
.a \ 1a( y)+=
1
a( y) |
1
0
e&a(x)a( y)
x2
dx
1
a( y) |
1
y
e&1
x2
dx=
1& y
ea( y) y
.
Also, ya( y) y0 a(x) dx  0 as y  0, so we deduce that .a(t) is unbounded
as t  0. Now let a0 be an arbitrary integrable function on [0, 1]. For
non-negative measurable functions f and g on [0, 1], we have
|
1
0
f **(x) g*(x) dx|
1
0
f (x) g(x) dx,
where f ** is the increasing rearrangement of f and g* is the decreasing
rearrangement of g. The inequality is proved using the method of proof
used in [6, p. 278 (see also pp. 261262)], that is, by first proving it for
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simple functions and then approximating f and g from below with simple
functions and applying Lebesgue’s monotone convergence theorem. Since
(e&ta)**=e&ta*, it thus follows that .a(t).a*(t) for t>0. Consequently
.a(t) is unbounded as t  0. K
(The example a(x)=1x shows that the above conclusion does not hold,
in general, if a is not integrable.)
We can now give the
Proof of Theorem 3.5. With &t=FtS t for t # R+, it follows from the
remark after Theorem 3.6 that (F t) is a bounded, continuous semigroup in
AC+. Suppose that S is not constant. Then _(S){<, and we may assume
that 1 # _(S). By Corollary 3.7,
t
&t
(1&:)2
is bounded in H1 as t  0. Since log |&(ei%)| is integrable ([8, p. 52]) and
since |1&ei%|=2 |sin(%2)|, this contradicts the previous proposition, so we
deduce that & is an outer function.
The simplest example of a bounded, continuous semigroup in A(2 ) with
non-constant inner parts is
&t=\1&:2 +
t
&at (t # R+)
for some a>0. The Taylor coefficients of (1&:)t &b (for b, t>0) can be
found in [22, 5.1.9, p. 97]:
((1&:)t &b)7(n)=L (&(1+t))n (2b) e
&b for n # N0 ,
where L (&(1+t))n are generalized Laguerre polynomials. By using standard
estimates for these polynomials ([22, Theorem 8.22.1]), we deduce that
(1&:)t &b # A+ if and only if t> 12. Consequently (&
t) is not a semigroup
in A+.
This example also suggests that if f # A(2 ) with f&s # A+ for some
s>0 (an example of Gurarii ([5]) shows that this need not imply f # A+),
then f has a zero of order at least 12 at z=1 (that is, f(1&:)
12 # A(2 )).
If this is true, then every semigroup &t=F t&at(t # R+) in A+ with a>0
has a zero of infinite order at z=1. We shall now give an example of such
a semigroup. For 0<r<1, it is fairly easy to see that
F t=exp \&t \ 21&:+
r
+ (t # R+)
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defines a continuous semigroup in A(2 )(=[ f # A(2 ) : f (n) # A(2 ) for
n # N]) which is bounded in A+. Also, F t(1&:)n # A(2 ) for t # R+ and
n # N and (F t&at) is a continuous semigroup in A(2 ) for a>0, but we
have not been able to decide whether it is bounded in A+ as t  0. (It is
interesting to note that, for r= 12 , the semigroup (F
t) can be obtained as
the image under 4 of a bounded, continuous semigroup in L1(R+). With
Dt(x)=e&x
t
2?12
x&32 exp \&t
2
4x + for x, t # R+,
it follows from [21, Lemma 2.9] that (Dt) is a bounded, continuous semi-
group in L1(R+) with 4(Dt)=F t for t # R+.)
We end this section with an example of a class of Banach algebras of
functions on 2 , which do not contain non-zero bounded, continuous semi-
groups with non-empty zero set. For 0<#1 and f # A(2 ), let
p#( f )=sup { | f (z)& f (*)||z&*| # : z, * # 2 , z{*=
and consider the Lipschitz algebra 4+# =[ f # A(2 ) : p#( f )<] on 2 .
With the norm & f &4#+=& f &+ p#( f )( f # 4
+
# ), 4
+
# is a Banach algebra
with character space 2 . Let 8 : L1(R+)  4+# be a non-zero homomor-
phism and suppose that there exists z0 # E. Let (I s) be the fractional
integral semigroup. Then
sup
z # 2, s # R+
|8(I s)(z)&8(I s)(z0)|
|z&z0 | #
<.
Since \(z0)=1 and since 8(Is)=((1&\)2)s, we have 8(Is)(z0)=0 for
s # R+ and 8(I s)(z)  1 as s  0 for z # 2. This is a contradiction, so
E=<. In particular, there does not exist a non-zero, bounded, continuous
semigroup in 4+# with non-empty zero set. (It is easy to generalize the
method used in A+ to obtain bounded, continuous semigroups in 4+# with
empty zero sets.)
4. THE PISIER ALGEBRA
In this section we discuss certain Banach spaces and algebras which are
defined by means of random Fourier series. For a general survey of
probabilistic methods in harmonic analysis, we refer to [12].
Let (!n(|)) be a sequence of independent, normal, complex random
variables defined on some probability space 0. If an event holds for almost
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all | # 0, we say that it happens almost surely (a.s.). For f # L2(T), we
have (!n(|) f (n)) # l2(Z) a.s., so the Gaussian Fourier series
f|(ei%)= :

n=&
!n(|) f (n) ein%, ei% # T
belongs to L2(T) a.s. For a subspace YL2(T), let
Ya.s.=[ f # L2(T) : f| # Y a.s.].
In this paper we shall only be concerned with the two cases Y=C(T) and
Y=A(2 ). It follows from [11, Chapter 5] that
C(T)a.s.=L(T)a.s.=U(T)a.s. ,
where U(T) as in [9, p. 5] is the (Banach) space of those continuous
functions on T whose Fourier series converges uniformly. Also, it follows
from a result of Fernique (see, for example, [11, Theorem 2, p. 176] ) that
& f &a.s.=E (& f|&), f # C(T)a.s.
defines a Banach space norm on C(T)a.s. (where E (g)=  g(|) d| is the
expectation of a random variable g # L1(0)).
Marcus and Pisier proved that Gaussian and Rademacher Fourier series
are similar in terms of convergence in the following sense. Let (=n(|~ )) be
a sequence of independent random variables with =n=\1 with probability
1
2 defined on 0. For f # L
2(T), consider the Rademacher Fourier series
f|~ (ei%)= :

n=&
=n(|~ ) f (n) ein%, ei% # T.
It follows from [11, Proposition, p. 226] (see also [14], [13]) that
f| # C(T) a.s. if and only if f|~ # C(T) a.s., so we could have defined C(T)a.s.
by means of Rademacher Fourier series instead. It follows from [11,
Theorem 4, p. 20] that
& f &ta.s.=E (& f|~ &), f # C(T)a.s.
defines a Banach space norm on C(T)a.s. . By the closed graph theorem, this
norm is equivalent to & }&a.s. . We also mention the following characteriza-
tion, due to Marcus and Pisier (see [11, Theorem 7, p. 231]) of C(T)a.s. in
terms of Fourier coefficients. For f # L2(T), let
}(h)=\ :

n=&
| f (n)| 2 sin2 nh+
12
for h # R.
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Then f # C(T)a.s. if and only if
|
1
0
}**(h)
h(&log h)12
dh<,
where }** is the increasing rearrangement of }. Unfortunately this condi-
tion is difficult to use in concrete cases, but we shall now discuss an easier
way of obtaining functions in C(T)a.s. .
For a sequence (xn) # l2, let
s0=( |x&1 |2+|x0 | 2+|x1 |2)12,
sj=\ :
2j|n|<2j+1
|xn | 2+
12
, j # N.
We also use this notation for f # L2(T) with xn= f (n) for n # Z. The
reasons for introducing the sequence (sj) are the following results (see [11,
Chapters 7 and 8]). If j=0 sj< and (sj) is decreasing, then f # C(T)a.s. ,
whereas f  C(T)a.s. when j=0 sj=. The next result, which is an elabora-
tion of the first of these results, is essential in the rest of this section. Let
X be the Banach space of sequences (xn) in l2 satisfying
& f &X=(|x&1 | 2|+|x0 | 2+|x1 | 2)12+ :

k=0
2k2 \ :
22
k
|n|<22k+1
|xn | 2+
12
=s0+ :

k=0
2k2 \ :
2k j<2k+1
s2j +
12
<.
We also consider X as a subspace of L2(T). For f # L2(T), we omit the
subscripts in f| and f|~ when no confusion can occur, and consider f as a
random vector in L2(T).
Theorem 4.1.
(a) We have
XC(T)a.s. .
Moreover, there exists a constant C1 such that
& f &a.s.C1 & f &X for f # X.
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(b) There exists a constant C2 such that if f # L2(T) with sjtj for
j # N0 for some decreasing sequence (tj) with j=0 tj<, then f # C(T)a.s.
and
& f &a.s.C2 :

j=0
tj .
(c) For r> 12, there exists a constant cr such that if f # L
2(T) with
| f (n)|(|n|+1)&r for n # Z, then f # C(T)a.s. and
& f &a.s.cr .
Proof. For f # X, we have
:
22
k
|n|<22k+1
| f (n)| 2& f &2X 2
&k,
so & f &L2(T )& f &X . Hence the injection X/L2(T) is continuous. For
f # C(T)a.s. , we have & f &L2( T )=& f|~ &L2(T )& f|~ & for |~ # 0, so we deduce
that the injection C(T)a.s. /L2(T) is continuous. Now let ( fn) be a
sequence such that fn  0 in X and fn  g in C(T)a.s. for some g # C(T)a.s.
as n  . Then g=0 in L2(T) and thus in C(T)a.s. . Hence the injection
X/C(T)a.s. is continuous and (a) follows. In (b), we have
\ :
2k j<2k+1
s2j +
12
\ :
2k j<2k+1
t2j +
12
2k2t2k
for k # N0 , and thus
& f &a.s.C1 \t0+ :

k=0
2kt2k+
C1 \t0+t1+2 :

k=1
:
2k&1< j2k
tj+
C2 :

j=0
tj .
For (c), let r> 12 and note that
sj\ :
2j|n|<2j+1
( |n|+1)&2r+
12
- 2 } 2&(r&12) j
for j # N0 , and apply (b). K
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The Banach space C(T)a.s. is not an algebra. One way to see this
is to note that ((1&:)t)7 (n)tn&(1+t) as n   (where (1&:)t=
exp(t log(1&:)). Since j=0 sj< for f # C(T)a.s. , it follows easily that
(1&:)t # C(T)a.s. if and only if t>& 12. Hence C(T)a.s. is not closed under
multiplication and is thus not an algebra. However, we shall now introduce
the so-called Pisier algebra. Let
P(T)=C(T)a.s. & C(T).
Pisier ([18], see also [11, p. 217]) proved that P(T) is closed under multi-
plication, and that, equipped with the norm
& f &P(T )=& f &+& f &a.s. , f # P(T),
P(T) is a semisimple, commutative Banach algebra with character space T.
(We wish to mention that, with this norm, we only have & fg&P( T )
C & f &P( T ) } &g& P( T ) for f, g # P(T) for some constant C. As remarked in
[18], the norm _ f _=9 - 2 & f &+& f &a.s.( f # P(T)) satisfies _ fg_
_ f _ } _g_ for f, g # P(T).) It follows immediately that A(T)P(T)
C(T) (where A(T) is the Wiener algebra of absolutely convergent Fourier
series on T) and both inclusions are proper. One of the most interesting
facts about P(T) is that Lipschitz functions of order 1 operate on P(T),
that is, if . is defined on some subset KC and |.(x)&.( y)|C |x& y|
for x, y # K for some constant C, then . b f # P(T) for every f # P(T) with
f (T)K. A closer look at the proofs of the above facts about P(T) shows
that they are also valid for C(T)a.s. & L(T), which is therefore a Banach
algebra equipped with the same norm as P(T). (Note that this algebra can
be written L(T)a.s. & L(T).) In this paper we are mainly interested in
the analogues on the closed unit disc. Consider
A(2 )a.s.=C(T)a.s. & H2=[ f # C(T)a.s. : f (n)=0 for n<0].
={ f # H2 : f|= :

n=0
!n(|) f (n) :n # A(2 ) a.s.= .
It follows that
P+=P(T) & A(2 )=A(2 )a.s. & A(2 )
and A(2 )a.s. & H are semisimple, commutative Banach algebras, and
that the character space of P+ is 2 . Moreover, for ET, we deduce that
A(2 )a.s. & A(2 "E) (which equals A(2 "E)a.s. & A(2 "E)) is a semisimple,
commutative Banach algebra.
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We now wish to study homomorphisms 8 : L1(R+)  P+. We shall
prove that we do not necessarily have &t # P+, but that we do have
&t # A(2 )a.s. & A(2 "E) for t # R+. We start with the following.
Theorem 4.2. For t0, we have &t # A(2 )a.s. & A(2 "[1]). Further-
more, the map t [ &t : [0, )  A(2 )a.s. is continuous, and (&t) is a
semigroup in A(2 )a.s. & A(2 "[1]) and is bounded as t  0.
Proof. Let t0. By [22, 5.1.9, p. 97], we have &t@(n)=e&tL&1n (2t) for
n # N0 . Also, it follows from [22, pp. 99100] (using the fact that
J&1=&J1 ; see [22, p. 15]) that
L&1n (x)=&
1
n !
x12ex |

0
e&yyn&12J1(2( yx)12) dy
for x>0 and n # N (where J1 is the Bessel function of order 1). In the
following all constants are denoted by C. By [22, p. 16], we have
|J1( y)|Cy&12 for y>0, so
|L &1n (x)|C
1
n !
x14ex |

0
e&yyn&34 dy=Cx14ex
1(n+14)
n !
for x0 and n # N. Since 1(n+ 14)=(n&
3
4) } } }
1
41(
1
4) and since
log
n !
(n& 34) } } }
1
4
= :
n
k=1
(log k&log(k&34))
3
4
:
n
k=1
1
k

3
4
log n,
we deduce that
|L&1n (x)|Cx
14exn&34 for x0 and n # N.
Hence
|&t@(n)|Ct14etn&34 for n # N0 , (2)
so it follows from Theorem 4.1 (c) that &t # A(2 )a.s. with &&t &a.s.
Ct14et. For t00, we have &t@(n)  &t0@ (n) as t  t0 for n # N0 . Hence it
follows from (2) that &t  &t0 in X and thus in A(2 )a.s. as t  t0 . K
Corollary 4.3. Let c>1. Then &t=e&ct&t(t # R+) defines a bounded
semigroup in A(2 )a.s. & A(2 "[1]) and the map t [ &t : R+  A(2 )a.s. is
continuous. Moreover,
4c(h)(z)=4(he&ct)(z)=|

0
h(t) &t(z) dt, z # 2 "[1], h # L1(R+)
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defines a homomorphism
4c : L1(R+)  P+.
Proof. The first part follows from the proof of the previous theorem.
The map h [ he&ct defines an endomorphism of L1(R+), so 4c : L1(R+) 
A(2 ) is a homomorphism. Also, since (&t) is bounded and continuous in
A(2 )a.s. , it follows from [7, Chapter 3] that 4c(h)=0 h(t) &
t dt exists as
a Bochner integral in A(2 )a.s. for h # L1(R+). In particular, 4c maps into
A(2 )a.s. and thus into P+. K
A similar argument yields the following result.
Corollary 4.4. Let L1(R+, w) be the weighted convolution algebra
on R+ with weight w(t)=et(1+t)14 (t # R+). Then 4’s restriction to
L1(R+, w) maps into P+.
From Corollary 4.3 we see that the semigroup (&t) associated with a
homomorphism 8 : L1(R+)  P+ need not belong to P+. However, we
shall now see that more can be said about the semigroup (&t) than for a
homomorphism 8 : L1(R+)  A(2 ). As in Section 3, a wk* topology plays
an essential part. By [14, Corollary 6.1.5], C(T)a.s. is the dual space of the
space K2,  consisting of those compact operators T : L2(T)  L(T) that
commute with translations (where L(T) is an Orlicz space). For T # K2, 
and f # C(T)a.s. , it follows from [14, Theorem 6.1.2] that Tf # A(T), and
we define (T, f )=(Tf )(1). It is easily seen that A(2 )a.s. is wk* closed in
C(T)a.s. . Let ( fi) be a net in A(2 )a.s. converging wk* to 0. For z # 2, define
Tz on H2 by
(Tz f )(*)= f (z*), * # 2, f # H2.
Let P be the Riesz projection (which on L2(T) is just the orthogonal pro-
jection onto H2) mentioned in Section 3. Then T z f =Tz(Pf )( f # L2(T))
extends Tz to an operator T z : L2(T)  L(T) which commutes with trans-
lations. Also, since
"T z f & :
N
n=0
f (n) zn:n"
 :
n>N
| f (n)| |z|n& f &L1( T ) :
n>N
|z|n  0 as N  
uniformly for f # L2(T) with & f &L2(T )1, we deduce that T z is the limit of
finite rank operators and thus is compact. Consequently T z # K2,  , so
fi (z)=(Tz , fi)  0.
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Using this, the proof of the following result is identical to (the first part of )
the proof of Theorem 3.1.
Theorem 4.5. Let 8 : L1(R+)  P+ be a homomorphism. Then (&t) is a
bounded semigroup in A(2 )a.s. & A(2 "E).
(We do not know whether the map t [ &t : R+  A(2 )a.s. is continuous.
However, since @&t(n)  @&t0(n) as t  t0 for n # N0 , we deduce that
lim supt  t0 &(&
t)|&(&t0)|& is a tail event. It thus follows from the
zero-one law ([11, p. 7]) that there exists a constant c such that
lim supt  t0 &(&
t)|&(&t0)|&=c a.s.)
We now wish to study bounded, continuous semigroups in P+. In
the previous section we saw that the zero set of a non-zero, bounded,
continuous semigroup in A+ is finite, and that a non-zero, bounded,
continuous semigroup in AC+ does not have non-constant inner parts.
We shall see that neither of these results hold in P+.
Corollary 4.6. Let b>0 and c>b. Then
&t=e&ct \1&:2 +
t
&bt (t # R+)
is a bounded, continuous semigroup in P+.
Proof. It is easily seen that ((1&:)2)t is a bounded, continuous semi-
group in A+ and thus in P+. Since A(2 )a.s. & A(2 "[1]) is a Banach
algebra, the result thus follows from Corollary 4.3.
(The corollary can also be deduced from the fact that the Banach space
C(T)a.s. is a Banach A(T)-module; see [15] where a generalization of this
result is proved.)
Of course, it follows from the corollary that we can obtain any finite set
in T as _(S) for some non-zero, bounded, continuous semigroup in P+,
but we do not know whether it is possible to have _(S) infinite. In passing,
we mention the following example. For n # N, the map f (z) [ f (zn) is an
isometry of A(2 )a.s. and thus of P+. With (&t) as in the previous corollary,
it thus follows that &t(zn) is a bounded, continuous semigroup in P+
with _(S)=[=k : k=0, ..., n&1], where ==e2?in is the n ’th root of unity.
Note that
n
1+zn
1&zn
=
1+z
1&z
+ } } } +
1+z=n&1
1&z=n&1
,
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so &t(zn)=&tn(z) } } } &tn(z=n&1) and thus
&t(zn)=&tn(z) } } } &tn(z=n&1)
for z # 2 and t # R+.
We now wish to construct a non-zero, bounded, continuous semigroup
in P+ with infinite zero set. For a sequence (xn), let ((x*m)n) be the m th
convolution product of (xn) with itself.
Lemma 4.7. Let xn=1n for n # N and xn=0 for n0. Then there
exists a constant C such that
(x*m)nC m&1
(log n)m&1
n
for m, n # N.
Moreover,
\&x*
m&X
m! +
1m
is bounded as m  .
Proof. We have
(x V x)n= :
n&1
k=1
1
k(n&k)
=
1
n
:
n&1
k=1 \
1
k
+
1
n&k+C
log n
n
for n # N
for some constant C. Inductively it follows that
(x*m)nCm&2 :
n&1
k=1
(log k)m&2
k
}
1
n&k
Cm&2(log n)m&2 :
n&1
k=1
1
k(n&k)
Cm&1
(log n)m&1
n
for m, n # N.
Hence
:
22
k
n<22k+1
|(x*m)n | 2C2(m&1)2 2(k+1)(m&1) :
22
k
n
1
n!
C m1 2
2(m&1) k2&2
k
for k # N0 and m # N
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for some constant C1 . An easy calculation now shows that
&x*m&XC m21 :

k=0
2(m&12) k2&2
k&1
C m2 m! for m # N
for some constant C2 , and the result follows. K
Proposition 4.8. Let G0(z)=&log(1&z) for z # 2 "[1]. Let (ei%k) be
a sequence in T, let (ak) be a sequence of complex numbers with
k=1 |ak |< and let
G(z)= :

k=1
ak G0(ze&i%k) for z # 2 "[ei%k : k # N].
Then Gm # A(2 )a.s. for m # N, and
\&G
m&a.s.
m ! +
1m
is bounded as m  .
Proof. We have @G0(n)=1n and thus |G (n)|(k=1 |ak | )n for n # N.
Theorem 4.1 (a) and the previous lemma thus proves the result. K
(Note that G is unbounded on 2 and thus does not belong to the
Banach algebra A(2 )a.s. & H, so we cannot deduce that &Gm&1ma.s. is
bounded as m  .)
Theorem 4.9. With the notation from the previous proposition, suppose
that Re ak0 for k # N. Then there exists a constant c such that
&t(z)=e&t(G(z)+c)=e&ct ‘

k=1
(1&ze&i%k)akt
(z # 2 "[ei%k : k # N], t # R+) defines a bounded semigroup in A(2 )a.s. & H
and the map t [ &t : R+  A(2 )a.s. is continuous.
Proof. It follows from the previous proposition that there exists $>0
such that
e&tG= :

m=0
(&t)mGm
m !
(3)
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converges in A(2 )a.s. for |t|$. Also, e&tG # H for t0, so e&tG #
A(2 )a.s. & H for 0t$, and thus for t # R+ since A(2 )a.s. & H is an
algebra. It follows from (3) that the map t [ e&tG : [0, )  A(2 )a.s. is
continuous. In particular, e&tG is bounded in A(2 )a.s. & H as t  0.
Finally, by choosing c such that ec>lim supn   &e&nG&1nA(2 )a.s. & H , we
deduce that (&t) is bounded in A(2 )a.s. & H. K
Corollary 4.10. With the notation from the previous theorem, suppose
that E=[ei%k : k # N] is closed.
(a) Suppose that Re ak>0 for k # N. Then
&t(z)=e&ct ‘

k=1
(1&ze&i%k)akt, z # 2 , t # R+
defines a bounded, continuous semigroup in P+ with Z(&)=E.
(b) Suppose that Re ak=0 for k # N. Then
&t(z)=e&ct ‘

k=1
(1&ze&i%k)akt, z # 2 "E, t # R+
defines a bounded semigroup in A(2 )a.s. & A(2 "E) and the map
t [ &t : R+  A(2 )a.s.
is continuous. Moreover, &t does not extend continuously to any point in E,
and
8(h)(z)=|

0
h(t) &t(z) dt, z # 2 "E, h # L1(R+)
defines a homomorphism 8 : L1(R+)  P+.
Proof. In (a), we have Re G(z)   as z  ei%k for some k # N, so (&t)
is a bounded, continuous semigroup in A(2 ), and the result follows from
the previous theorem. In (b), we have |Im G(z)|   as z  ei%k for some
k # N, and thus 8(#)=1(1+G) # A(2 ). Since # generates L1(R+) and
since A(2 ) is closed in A(2 "E), it follows that 8 maps into A(2 ).
Furthermore, (&t) is bounded and continuous in A(2 )a.s. , so 8 maps into
A(2 )a.s. and thus into P+. K
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