There are many graph problems that can be solved in linear or polynomial time with a dynamic programming algorithm when the input graph has bounded treewidth. For combinatorial optimization problems, this is a useful approach for obtaining fixed-parameter tractable algorithms. Starting from trees and series-parallel graphs, we introduce the concepts of treewidth and tree decompositions, and illustrate the technique with the Weighted Independent Set problem as an example. The paper surveys some of the latest developments, putting an emphasis on applicability, on algorithms that exploit tree decompositions, and on algorithms that determine or approximate treewidth and find tree decompositions with optimal or close to optimal treewidth. Directions for further research and suggestions for further reading are also given. In this paper, we provide a tutorial and survey on the notion of treewidth in the context of combinatorial optimisation problems defined on graphs. We start in Section 1 with a discussion of combinatorial optimisation problems and their complexity on trees in comparison to general graphs. Next, we discuss how the results for trees can be generalized to other and larger classes of graphs. In particular, we discuss algorithms for series-parallel graphs in Section 2.1, and then introduce the notions of treewidth and tree decompositions in Section 2.2. In Section 2.3, we discuss the general shape of many algorithms that use tree decompositions, and define a special form of tree decompositions, called nice tree decompositions, that are useful for the design and explanation of algorithms. In Section 3, we discuss how treewidth and (nice) tree decompositions can be used to design algorithms that solve problems on graphs given with a tree decomposition with small treewidth. First, in Section 3.1, such an algorithm for Weighted Independent Set is explained and analysed, as an elaborate example. Then, in Section 3.2, we discuss other problems and problem classes that the technique can be applied to. Section 3.3 gives examples where the methods can be used to show fixed-parameter tractability for several parameterized graph problems, where the parameter is something other than treewidth. Section 4 treats the topic of determining the treewidth of a given graph, and of finding tree decompositions of optimal (or close to optimal) treewidth. We look at exact algorithms (Section 4.1), approximation algorithms, upper bound heuristics (Section 4.2) and lower bound heuristics (Section 4.3). Section 5 shows how the discussed algorithms can be used to obtain algorithmic results for planar graphs. Section 5.1 deals with the relation between treewidth and the famous planar separator theorem, and discusses how this can be used to obtain faster exact algorithms for problems on planar graphs. Section 5.2 describes how treewidth can be used to obtain approximation algorithms for several problems on planar graphs. Some extensions to other classes of graphs are discussed in Section 5.3. Some final remarks and conclusions can be found in Section 6. Throughout this paper, we use standard graph theoretic notions (see e.g. Harary [1] ). For a graph G ¼ (V, E). and a set of vertices W # V, the subgraph of G, induced by W, is the graph G[W] ¼ (W, ffv, wg [ Ejv, w [ Wg).
In this paper, we provide a tutorial and survey on the notion of treewidth in the context of combinatorial optimisation problems defined on graphs. We start in Section 1 with a discussion of combinatorial optimisation problems and their complexity on trees in comparison to general graphs. Next, we discuss how the results for trees can be generalized to other and larger classes of graphs. In particular, we discuss algorithms for series-parallel graphs in Section 2.1, and then introduce the notions of treewidth and tree decompositions in Section 2.2. In Section 2.3, we discuss the general shape of many algorithms that use tree decompositions, and define a special form of tree decompositions, called nice tree decompositions, that are useful for the design and explanation of algorithms. In Section 3, we discuss how treewidth and (nice) tree decompositions can be used to design algorithms that solve problems on graphs given with a tree decomposition with small treewidth. First, in Section 3.1, such an algorithm for Weighted Independent Set is explained and analysed, as an elaborate example. Then, in Section 3.2, we discuss other problems and problem classes that the technique can be applied to. Section 3.3 gives examples where the methods can be used to show fixed-parameter tractability for several parameterized graph problems, where the parameter is something other than treewidth. Section 4 treats the topic of determining the treewidth of a given graph, and of finding tree decompositions of optimal (or close to optimal) treewidth. We look at exact algorithms (Section 4.1), approximation algorithms, upper bound heuristics (Section 4.2) and lower bound heuristics (Section 4.3). Section 5 shows how the discussed algorithms can be used to obtain algorithmic results for planar graphs. Section 5.1 deals with the relation between treewidth and the famous planar separator theorem, and discusses how this can be used to obtain faster exact algorithms for problems on planar graphs. Section 5.2 describes how treewidth can be used to obtain approximation algorithms for several problems on planar graphs. Some extensions to other classes of graphs are discussed in Section 5.3. Some final remarks and conclusions can be found in Section 6.
Throughout this paper, we use standard graph theoretic notions (see e.g. Harary [1] ). For a graph G ¼ (V, E). and a set of vertices W # V, the subgraph of G, induced by W, is the graph G[W] ¼ (W, ffv, wg [ Ejv, w [ Wg).
MANY GRAPH PROBLEMS ARE EASY ON TREES
Combinatorial optimization deals with decision-making problems of a discrete nature. Out of a finite or countably infinite
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For Permissions, please email: journals.permissions@oxfordjournals.org doi:10.1093/comjnl/bxm037 number of alternatives one has to choose the best one according to some quantifiable criterion. In most situations, the alternatives are composed of a number of individual decisions that interact with each other: not every combination of decisions leads to a feasible alternative and the measurement of quality depends heavily on the composition of the individual choices. In numerous situations, these interactions between the decisions can modelled by an undirected graph G ¼ (V, E) consisting of a set of vertices V and a set of unordered pairs of distinct vertices, the edges E. Depending on the application, the individual decisions correspond to the vertices or edges, whereas the interactions are modelled by the edges or vertices, respectively. In the vertex colouring problem, we have to choose a colour for each vertex (the decisions) such that no two vertices connected by an edge (the interactions) are coloured with the same colour. Alternatively, in the edge colouring problem, we have to choose a colour for every edge (the decisions) such that all edges incident to the same vertex (the interactions) are coloured differently. (The quantifiable criterion to optimize in both cases is the number of different colours used overall: the less the better.) Like other decision problems, combinatorial optimisation problems are classified according to their complexity. Unless P ¼ NP we have problems that are easy (i.e. can be solved in polynomial time; the members of P) and those that are hard (i.e. no polynomial time algorithm exists). Many of the well-known combinatorial optimisation problems defined on graphs (like the ones mentioned above) belong to the class of NP-hard problems in general. However, if we know more about the structure of the graph, the problem typically turns out to be more tractable. In the best cases, the problem becomes polynomial time solvable. This in particularly holds for trees, connected graphs without cycles.
Let us consider the Weighted Independent Set problem.
Given is a graph
We are looking for a subset S of the vertices such that they are pairwise non-adjacent so that the sum of the weights c(S) ¼ P v[S c(v) is minimized. This problem is known to be NP-hard for general graphs. For trees, however it turns out to be linear time solvable. Root the tree at an arbitrary vertex r and let T(v) denote the subtree with v as root. We denote with A(v) the maximum weight of an independent set in T(v) and with B(v) the maximum weight of an independent set in T(v) not containing v. Thus, A(r) provides the optimum value. Now, we can compute A(v) and B(v) in a bottom-to-top procedure, starting at the leafs of T(r). If v is a leaf, A(v)U c(v) and B(v)U0. If v is a non-leaf vertex and v has children x 1 , . . . , x r .
as either v is included in the maximum weighted independent set (and thus its children are not) or not (and thus all children can be). The latter value is exactly B(v)UA(x 1 ) þ Á Á Á þ A(x r ). As every value A(v) and B(v) is computed once and used at most once, the algorithm runs in O(n) time, where n is the number of vertices. The construction of the corresponding independent sets can also be done in linear time.
Other problems that are NP-hard in general but polynomial time solvable on trees are, for example, Dominating Set (Hedetniemi et al. [2] ), Chromatic Index (edge colouring) (Mitchell and Hedetniemi [3] ) and Optimal Linear Arrangement (Shiloach [4] ).
BEYOND TREES: FROM SERIES -PARALLEL
GRAPHS TO TREEWIDTH
Series -parallel graphs
In the previous section, we have seen the existence of linear time algorithms for several combinatorial problems, restricted to trees. Trees are a very limited structure compared to general graphs. A natural question therefore is whether such algorithms also exist for structures generalizing trees. One such structure is the series-parallel graph. A two-terminal labelled graph (G, s, t) consists of a graph G with a marked source s [ V and sink t [ V. New graphs can be composed from two two-terminal labelled graphs in two ways: in series or in parallel. The series composition of two-terminal labelled graphs (G, s, t) and (H, x, y) consists of the identification of t with x and the labelling of s and y. The parallel composition of (G, s, t) and (H, x, y) consists of the identification of both s with x and t with y where s and t remain labelled (see Fig. 1 ). A graph is a series -parallel graph if it can be created from single two-terminal labelled edges by series and/or parallel compositions. For every series -parallel graph, we can construct a socalled SP-tree, a binary tree representing the series and parallel composition of the graph from single two-terminal labelled edges. The leafs of the SP-tree T(G) correspond to the edges e [ E, whereas the internal nodes are either labelled S or P for series and parallel composition of the series -parallel graphs associated by the child-subtrees (see Fig. 2 for a series -parallel graph and its SP-tree).
With G(i) we denote the series-parallel graph that is associated with node i of the SP-tree. Let s and t denote the terminals of G(i). To compute the maximum weighted independent set for series -parallel graphs in polynomial time, we introduce four values for every node i.
AA(i): maximum weight of independent set containing both s and t, AB(i): maximum weight of independent set containing both s but not t, BA(i): maximum weight of independent set containing both t but not s, and BB(i): maximum weight of independent set containing neither s nor t, For leafs of the SP-tree, the computation of the four values is trivial (AA(i) U 2 1, AB(i)Uc(s), BA(i) U c(t) and BB(i) U 0). For an internal node i, let i 1 and i 2 be the children of i. Depending on the composition, a case analysis using the values for series -parallel graphs G(i 1 ) and G(i 2 ) is performed. For an S node i (with s 0 the terminal between i 1 and i 2 ),
For a P node i the values are computed as follows:
BAðiÞ :¼ BAði 1 Þ þ BAði 2 Þ À cðtÞ and
As the computation can be done in O (1) time per node, the total running time is O(m), where m is the number of edges of G. Dynamic programming algorithms for other combinatorial problems on series -parallel graphs can be found in, e.g. Bern et al. [5] , Borie et al. [6] , Kikuno et al. [7] and Takamizawa et al. [8] .
Graphs of bounded treewidth
To see that series -parallel graphs generalize trees and to generalize further, we introduce the notion of treewidth of a graph. In a long series of papers, Robertson and Seymour [9] gave a deep proof of Wagner's conjecture. In this series, they introduced the notions of pathwidth (Robertson and Seymour [10] ), treewidth (Robertson and Seymour [11] ) and branchwidth (Robertson and Seymour [12] ). The notion of treewidth appears to be equivalent to other notions, independently proposed, e.g. a graph has treewidth at most k, if and only if it is a partial k-tree. See, e.g., Bodlaender [13] for an overview of several notion equivalent to treewidth or pathwidth. The width of a tree decomposition (
The treewidth of a graph G is the minimum width over all tree decompositions of G.
The 21 in the definition of the width of a tree decomposition is introduced for convenience only: in this way trees have treewidth one. As soon as a graph contains a cycle, condition (3) forces at least three vertices to belong to a subset X i and hence the treewidth is at least two. In fact, series -parallel graphs have treewidth at most two. To be precise, a graph has treewidth at most two (Fig. 3) if and only if every biconnected component is series -parallel (Bodlaender and van Antwerpen-de Fluiter [14] ).
Related notions are pathwidth and path decomposition. A path decomposition is a tree decomposition (fX i j i [ Ig, T ¼ (I, F)) where T is a path; the pathwidth of a graph G is the minimum width over all its path decompositions.
The notion of branchwidth is closely related to treewidth, and we refer to the overview paper by Hliněný et al. [15] for its definition and discussion (see also Hicks et al. [16] ). Here, we restrict ourselves to the quantification of this relation. [12] ). Let G ¼ (V, E) be a graph with treewidth t ! 1 and branchwidth b. Then
It is easy to verify that the treewidth of a graph equals the maximum treewidth of its connected components. Therefore, we consider only connected graphs in the rest of this paper.
A small variation on the algorithm of Section 2.1 can solve the Weighted Independent Set problem on graphs of treewidth two. Now, this result, and the result of Section 1 can be restated as follows: the Weighted Independent Set problem is solvable for graphs of treewidth one or two in polynomial time. Hence, a natural question is whether this result also holds for treewidths 3, 4, . . . . In Section 3.1, we present an algorithm that solves the Weighted Independent Set problem on graphs, given a tree decomposition of width at most k. For fixed k, this algorithm has polynomial running time. The increasing interest in the notion of treewidth in recent years is due to such results. A large number of graph theoretic problems become linear or polynomial time solvable when restricted to graphs of bounded treewidth, i.e. the treewidth is bounded by a constant k not part of the input. Posed in the terminology of parameterized complexity: if we have a graph problem, we can look at its parameterized variant where we take the treewidth of the input graph as parameter. For many graph problems, this parameterized variant is fixedparameter tractable (FPT) (for more information on fixedparameter tractability and complexity, see Downey and Fellows [17] , Flum and Grohe [18] , and Niedermeier [19] ).
The structure of algorithms on graphs of small treewidth
In general, an FPT algorithm for a problem that takes treewidth as the parameter has the following structure.
(1) First, a tree decomposition (X, T) of G is found; the width of this tree decomposition is small (bounded by a constant, not necessarily optimal). Possibly, the tree decomposition is converted to one with a 'nice' structure. (2) A dynamic programming algorithm is executed on the tree decomposition; for each node of the tree decomposition, a table is computed. For a decision problem, the table for the root of the tree T shows the answer. (For construction variants of problems, additional bookkeeping and a construction step follow the run of the dynamic programming.)
There are a few algorithms that deviate from the scheme. In particular, some algorithms exploit reduction techniques (see Arnborg et al. [20] , Bodlaender and van Antwerpen-de Fluiter [21] ).
For the algorithms that follow the scheme above, there are thus two important issues to discuss: how can we solve the problem using dynamic programming, assuming a small width tree decomposition is available, and how can we find 'good' tree decompositions? The first of these topics is discussed in Section 3; the second is discussed in Section 4. However, we first discuss a special type of tree decomposition that is very useful for describing dynamic programming algorithms, called a nice tree decomposition.
In a nice tree decomposition, one node in T is considered to be the root of T, and each node i [ I is of one of the four following types. † Leaf: node i is a leaf of T, and jX i j ¼ 1 † Join: node i has exactly two children, say j 1 and j 2 and
node i has exactly one child, say j, and there is a vertex v [ V with X i ¼ X j < fvg. † Forget: node i has exactly one child, say j, and there is a
It is not hard to see that if G has treewidth at most k, then G also has a nice tree decomposition of width at most k, which has O(n) tree nodes. Such a nice tree decomposition can be built in linear time, given a (not nice) tree decomposition (Kloks [22] ). A nice tree decomposition can also be viewed as a parse tree of a graph.
DYNAMIC PROGRAMMING ON TREE DECOMPOSITIONS
The algorithmic potential of treewidth for practical use is highest when the graphs at hand have small treewidth. As mentioned before, for many problems, there are linear time algorithms solving the problems on graphs with bounded treewidth. These algorithms are usually exponential in the treewidth. For instance, as we will see in Section 3.1, there is an algorithm that solves the Weighted Independent Set problem in O(2 k . n) time, given a graph G together with a tree decomposition of width k. Fortunately, there are many cases where graphs have small treewidth. For several known classes of graphs, there is a constant upper bound on the treewidth, e.g. outerplanar graphs have treewidth two. For an overview, see Bodlaender [13] . Also, in many applications, it appears that the input graphs often have small treewidth. For instance, Thorup [23] has shown that for several programming languages, the control-flow graph of a program without goto commands has treewidth bounded by a small constant. Later, this result was extended to goto-free programs in Java by Gustedt et al. [24] , and to programs in Ada without goto's and labelled loops by Burgstaller et al. [25] . See also Section 4.
An algorithm for Weighted Independent Set
In this section, we give an example of a dynamic programming algorithm that exploits a tree decomposition. We use again the Weighted Independent Set problem. Suppose we are given a graph G ¼ (V, E) with vertex weights c(v) [ Z þ and a tree decomposition of G of width at most k. For a simpler explanation of the algorithm, we assume the tree decomposition (fX i ji [ Ig, T ¼ (I, F)) is nice; otherwise it can be made nice without increasing its width (see Section 2.3).
We associate to each node i [ I a graph, which we call
is the set of all edges in E, which have both endpoints in V i (hence, G i is the subgraph of G induced by V i ).
For each node i [ I, we will compute a table, which we term C i . The C i contains an integer value for each subset S#X i . Hence, when the width of the nice tree decomposition that we are using is at most k, each table C i contains at most 2 kþ1 values. Each of these values C i (S), for S#X i , equals the maximum weight of an independent set W#V i in G i such that X i > W ¼ S, i.e. C i (S) is the maximum weight of an independent set W in the graph G i such that all vertices in S belong to W and all vertices in X i 2 S do not belong to W. In case no such independent set exists (in particular, when there are two adjacent vertices in S), we set C i (S) ¼ 21.
The algorithm will compute for all nodes i [ I the table C i : this is done in bottom-up order, i.e. a table for node i is computed after all tables of all descendants of i are computed. In particular, we will use the tables of the children of i to compute the table for node i.
Computing the table for a leaf node
If i is a leaf of T, then jX i j ¼ 1, say X i ¼ fvg. The table C i has only two entries, and we can compute these trivially:
Computing the table for an introduce node
Suppose i is an introduce node with child j. Suppose X i ¼ X j < fvg. Note that G i is formed from G j by adding v and zero or more edges from v to vertices in X j . In particular, we have that v is not adjacent to any vertex in V j 2 X j .
LEMMA 3. (Introduce nodes
). Let S#X j . (1) C i (S) ¼ C j (S). (2) If there is a vertex w [ S, with fv, wg [ E, then C i (S < fvg) ¼ 21. (3) If for all w [ S, fv, wg ÓE, then C i (S < fvg) ¼ C j (S) þ c(v).
Proof
(1) This follows directly from the observation that for each S#X i , we have that the collection of independent sets W in G i with W > X i ¼ S is the same as the collection of independent sets W in G j with W > X i ¼ S.
(3) Let W be an independent set in G j with weight C j (S) and W < X i ¼ S, and suppose for all w [ S: fv, w g Ó E.
As all neighbours of v in G i must belong to X i , W < fvg is an independent set. Clearly, (W < fvg)
Let W 0 be an independent set in G i with W 0 > X i ¼ S < fvg and weight C i (S < fvg). W 0 2 fvg is an independent set in G j with weight C j (S < fvg)-c(v) and ( ) time.
Computing the table for a Forget node
The situation for Forget nodes is more or less similar to Introduce nodes, but not symmetric. If i is a forget node with child j, then G i and G j are the same graph: only X i and X j differ, as there is one vertex that belongs to X j and not to X i . Suppose v [ X j 2 X i is this unique vertex.
LEMMA 4 (Forget nodes
). Let S#X i , C i (S) ¼ maxfC j (S), C j (S < fvg)g.
Proof.
Observe that C i (S) is the maximum of the following two terms: the maximum weight over all independent sets W in G i with W > X i ¼ S and v [ W, and the maximum weight over all independent sets W in G i with W > X i ¼ S and v Ó W. As G i ¼ G j the first term equals C j (S), and the second term equals C j (S < fvg). A
Computing the table for a join node
Suppose i is a join node with children j 1 and j 2 . Now G i can be seen as a kind of union of G j 1 and G j 2 . An independent set in G i has a part in G j 1 , and a part in G j 2 ; in the calculation we subtract a term to make sure we do not count vertices twice that appear in both parts.
Proof. This makes essential use of the properties of tree decompositions. Suppose fv, wg [ E. There must be a bag 
Proof. Consider an independent set W in G i with weight
Suppose we have independent sets W 1 in G j with weight 
The result now follows. A
We leave it as a simple algorithmic exercise to the reader to see that one can compute c(S) for all subsets S#X i in total time O (2 jX i j). Then, with Lemma 6, we can compute the table C for join node i in O (2 jX i j) time, assuming the tables for the two children of C i are known.
Putting it all together
A postorder tree walk is an ordering of the nodes of a tree, such that each node is later in the ordering than any of its descendants. There are simple and well-known algorithms to find a postorder tree walk of a given tree in linear time.
In our algorithm for Weighted Independent Set on graphs given with a tree decomposition, we compute tables for nodes in postorder, i.e. first we determine a postorder tree walk for the tree T, and then we compute for each node i [ I the table C i , in this postorder. In this way, all tables for the children of i are already computed before we compute C i , and we thus can use the methods described above to compute these tables.
Suppose r is the root of T. After all other tables have been computed, we compute the table C r . Given this table, we can determine the maximum weight of an independent set in G.
LEMMA 7.
The maximum weight of an independent set in G is max S#X r C r (S). j) ; for the root, we spend an additional time of O(2 jX r j) to find the answer to the problem, using Lemma 7. As we assume we have a nice tree decomposition of width at most k and with O(n) bags, the total time is bounded by O(2 k . n).
Proof. Note that
THEOREM 8. Given a graph G ¼ (V, E), weights c(v) for all vertices v [ V, and a nice tree decomposition of G with O(n) nodes of width k, there is an algorithm that determines the maximum weight of an independent set in G in O(2 k . n) time.
It is also possible to solve the construction variant of the Weighted Independent Set problem using this method, i.e. the variant of the problem where we have as output an independent set W of maximum weight. As is usual for dynamic programming, we can do this with additional bookkeeping, using also O(2 k . n) time. Here, we skip the details.
More dynamic programming algorithms using tree decompositions
The dynamic programming algorithm for Weighted Independent Set is a simple example of a technique with wide applicability. Many well-known graph and network problems can be solved in O(f(k) . n) time when the graph is given with a (nice) tree decomposition of width k (with O(n) nodes), for some function f. As such tree decompositions can be found in O(f 0 (k) . n) time for some other function f 0 (see Section 4), we have that these problems are FPT if we take the treewidth of the input graph as the parameter.
Examples of which problems can be solved in linear time on graphs of bounded treewidth include classical problems like Hamiltonian Circuit, Chromatic Number (vertex colouring), Vertex Cover, Steiner Tree and many others. See for instance Telle and Proskurowski [26] for several vertex partitioning problems, Koster et al. [27] for partial constraint satisfaction problems (in particular frequency assignment problems) or Arnborg and Proskurowski [28] , Bern et al. [5] , Wimer et al. [29] for some of the pioneering papers with these types of algorithms. See Arnborg [30] for an early survey on treewidth and algorithms that use tree decompositions. Figure 4 shows the theoretical and actual table sizes (i.e. number of entries) considered in the dynamic programming algorithm to solve an exemplary partial constraint satisfaction problem. The theoretical sizes would go beyond the size of memory in state-of-the-art computers. With (pre) processing There are also general characterisations of large classes of problems that all allow linear time algorithms on graphs of bounded treewidth. The most successful of these have been the notion of Monadic Second-Order Logic (MSOL), and extensions of these. Courcelle [32] has shown that for each graph property that can be formulated in MSOL, there is a linear time algorithm that verifies if the property holds for a given graph G if we have a bounded width tree decomposition of G. This result has been extended a number of times. For instance, in Arnborg et al. [33] and Borie et al. [6] , it is shown that the result can be extended to optimisation problems, like Independent Set. The result was further generalized by Courcelle and Mosbah [34] . A more extensive overview of MSOL and its applications can be found in Hliněný et al. [15] .
Important examples of the use of tree decompositions for solving problems can also be found in the area of probabilistic networks. Probabilistic networks are a technology underlying several decision support systems. A central problem for such networks is the inference problem: while this problem is #P-hard and its decision variant is #P-complete Cooper [35] , it can be solved in linear time when a tree decomposition of bounded width is given of the moralization 1 of the networkthis algorithm by Lauritzen and Spiegelhalter [36] is employed in many modern systems for probabilistic networks.
Establishing fixed-parameter tractability
Treewidth can be used in several cases to quickly establish that a problem is FPT. We give two examples. In both cases, there exist faster algorithms, but the argument using treewidth has the benefit of simplicity.
First, we consider the Longest Cycle problem. Here, we are given an undirected graph G ¼ (V, E), and an integer k, and ask if G has a cycle of at least k edges. The following algorithm using linear time for fixed k has been designed by Fellows and Langston [37] (see also Bodlaender [38] ). Without the loss of generality, suppose G is connected. First, build a depth-first search spanning tree T ¼ (V, F) of G. If this spanning tree has a back edge that spans at least k 2 1 levels, then we have a cycle of at least k edges: the back edge, and the path on T between the endpoints of the back edge. Otherwise, we can build a tree decomposition of G in the following way: we use T as tree in this tree decomposition, and for each v [ V, we let X v consist of v and the (at most) k 2 2 direct ancestors in the tree. One can verify that this is a tree decomposition of G of width at most k 2 2. The longest cycle problem is one of the problems that can be solved in linear time when we have a tree decomposition of bounded width, so we use this algorithm on the just constructed tree decomposition and obtain a linear time algorithm for Longest Cycle when k is a fixed parameter (see for instance Gabow [39] for recent work on the Longest Cycle problem).
The second example is the Feedback Vertex Set problem. Here we are given an undirected graph G ¼ (V, E) and an integer k, and ask for a set of vertices W of size at most k that is a feedback vertex set, i.e. G[V 2 W] is a forest. LEMMA 9. If G has a feedback vertex set of size at most k, then the treewidth of G is at most k þ 1.
Proof. Suppose W is a feedback vertex set of size ' k. As G[V 2 W] is a forest, it has treewidth at most one. Let (fX i ji [ Ig, T ¼ (I, F)) be a tree decomposition of G[V 2 W]. Now, we add all vertices of W to each bag: (fX i 0 j i[ Ig, T ¼ (I, F)) with for all i [ I: X i 0 ¼ X i < W is a tree decomposition of G of width at most k þ 1.
A As Feedback Vertex Set can be solved in linear time on graphs of bounded treewidth, we can use the following FPT algorithm for Feedback Vertex Set. First, test if G has treewidth at most k þ 1. If not, we know that the minimum size of a feedback vertex set is at least k þ 2. Otherwise, we build a tree decomposition of minimum width (see Section 4), and then solve the problem optimally using dynamic programming on this tree decomposition. For fixed k, the algorithm uses linear time.
Much faster FPT algorithms for Feedback Vertex Set have been designed recently (see, e.g. Guo et al. [40] and Kanj et al. [41] ). See also the discussion in Downey and Fellows [17] .
For several other problems, fixed-parameter tractability can be established using treewidth. Several such examples can for instance be found in Downey and Fellows [17] .
FINDING TREE DECOMPOSITIONS
The algorithms that have been discussed in the previous section assumed that a tree decomposition of small width was given together with the graph. This raises the issue: how fast can we determine the treewidth of a graph, and find tree decompositions with optimal (or close to optimal) width? The Treewidth problem: given a graph G ¼ (V, E), and an integer k , j V j, determine if the treewidth of G at most k, is NP-complete (Arnborg et al. [42] ). Several special cases are also NP-complete, e.g. bipartite graphs (the treewidth of a graph does not change if we subdivide each edge), co-bipartite graphs (Arnborg et al. [42] ), or graphs of bounded degree (Bodlaender and Thilikos [43] ).
FPT and exact algorithms
As we want to find tree decompositions of small width, the fixed parameter case is most significant here, i.e. for a fixed k, we want to determine if the treewidth of a given graph G is at most k, and if so, find a tree decomposition of width at most k. This problem can be solved in linear time (Bodlaender [44] ), i.e. Treewidth belongs to FPT. However, the constant factor of that algorithm, hidden in the O-notation is too large to make this algorithm useful in practice (see the experimental evaluation by Röhrig [45] ). A polynomial time algorithm by Arnborg et al. [42] runs in O(n kþ2 ) time. A modified version has been implemented by Shoikhet and Geiger [46] to resolve the treewidth of randomly generated partial k-trees (with k ¼ 10) of up to 100 vertices.
A branch and bound algorithm based on vertex-ordering has been proposed by Gogate and Dechter [47] . The worst-case time complexity of this algorithm is O(n n2k ) and thus is not an FPT or polynomial time algorithm since n and k occur in the exponent. Further exact algorithms have running times of O(2 n p(n)) (Arnborg et al. [4] and Bodlaender et al. [48] ) and O(1.8899 n p(n)) (Fomin et al. [49] and Villanger [50] ). Here p(n) denotes a polynomial in n. As the running time of such algorithms is dominated by the exponential term, the polynomial in n is typically ignored in this branch of algorithm theory and the O* notation is used (see Woeginger [51] for a survey). An algorithm that requires O*(2 n ) time has been designed and evaluated by Bodlaender et al. [48] . It has been shown to perform very well on small size graphs (provided sufficient memory).
Approximating treewidth
Unless P ¼ NP we cannot expect to have a polynomial time algorithm that computes the treewidth exactly. Instead of designing an exact, but exponential time algorithm for treewidth, we also can aim at obtaining in polynomial time tree decompositions whose width is not necessarily optimal, but (hopefully or provably) close to optimal. Several different approaches have been proposed for this problem. Several approximation algorithms which give a guarantee on the width of the returned tree decomposition and that use a technique, sometimes known as nested dissection have been designed. An early result of this type was given by Bodlaender et al. [52] , who designed a polynomial time algorithm that outputs a tree decomposition whose width is O(log k) times the treewidth of the input graph. More recently, Amir [53, 54] and Bouchitté et al. [55] gave polynomial time algorithms that guarantee a tree decomposition of width O(k log k), i.e. an (log k)-approximation. The currently best known is by Feige et al. [56] : one can find in polynomial time for graphs of treewidth k a tree decomposition of width O(k p log k). There are algorithms that have a constant approximation ratio, with a running time that is polynomial in the number of vertices, but exponential in the treewidth (e.g. Amir [53, 54] , Lagergren [57] and Reed [58] ). It is not known whether there exist constant approximation algorithms that run in time polynomial in n and k.
There are not only approximation algorithms that give a guarantee, but there are also a number of heuristic algorithms for treewidth for which no approximation ratio is known. Several of these algorithms are based on the relationship between treewidth and chordal graphs.
It is a folklore result that for each clique C # V there must be a node i [ I such that C # X i (see, e.g. Bodlaender and Möhring [59] ). Hence, the treewidth can be bounded from below by the maximum clique size minus 1. Now, suppose we have a vertex v [ V that together with its neighbours N(v) U fw [ Vj fv, wg [ Eg induces a clique. Consider the optimal tree decomposition for G 2 v. Since N(v) induces a clique in G 2 v as well, for at least one node j of this tree decomposition we have N(v) # X j . If we attach a node i* to j with X i* ¼ N(v) < fvg we have a tree decomposition for G with width max fjN(v)j, tw(G 2 v)g. Since the treewidth of a subgraph can be at most the treewidth of the original graph, we found an optimal tree decomposition this way. Now, suppose G has the property that its vertices can be ordered v 1 , . . . is an ordering of the vertices v 1 , . . . , v n such that for
LEMMA 11. (Gavril [60] , see also Golumbic [61] ). A graph G is chordal if and only if there exists a perfect elimination scheme.
So for chordal graphs H, Treewidth can be solved in polynomial time by first constructing a perfect elimination scheme and next an optimal tree decomposition. The width of the tree decomposition is tw(H) ¼ v(H) 2 1, where
is the size of the maximum clique in H.
For non-chordal graphs, we can analogously construct a good tree decomposition by constructing a chordalization (also called triangulation) of G, i.e. a supergraph H ¼ (V, E < F ) that is chordal (where F is a set of edges added compared to G). In fact, given an optimal tree decomposition (X, T), the graph (V, E < F) with F U ffv, wg Ó Ej 9i [ I, v, w [ X i g is chordal.
The following 'folklore' lemma follows from old results on chordal graphs from Gavril [62] and Rose [63, 64] ; for more details, see e.g., Bodlaender [13] . LEMMA 12. Let G be a graph, and let H be the set of all chordalizations of G. Then, tw(G)
Many treewidth heuristics are based on this lemma. For chordal graphs, a number of recognition algorithms are known, e.g. two variants of Lexicographic Breadth First Search: LEX-P and LEX-M (Rose et al. [65] ), two variants of Maximum Cardinality Search: MCS (Tarjan and Yannakakis [66] ) and MCS-M (Berry et al. [67] ). If G is chordal, a perfect elimination scheme is found by all these algorithms. If G is not chordal, the algorithms can be adapted so that a number of edges are added in order to obtain a chordal supergraph. This approach was first proposed by Dechter and Pearl [68] . LEX-M and MCS-M have the property that the returned chordalization is inclusion-minimal, i.e. removal of an edge from F returns in a non-chordal graph. Computational experiments with these algorithms with respect to the width of the tree decomposition are reported by Koster et al. [69] as well as on Treewidthlib [70] .
The set of edges F added to a non-chordal graph G in order to obtain a chordalization is typically called the fill-in. The problem Fill-In is to determine the minimum number of edges to be added to a graph G such that the result is chordal. Fill-In is, like Treewidth, NP-hard (Yannakakis [41] ). Two simple heuristics to determine chordal supergraphs with low fill-in are greedy fill-in (GFI) and minimum degree fill-in (MDFI). The GFI selects repeatedly a vertex v for which the number of edges to be added among its neighbours to obtain a simplicial vertex is minimal, adds those edges to G, and removes v temporarily. The MDFI does the same except that it selects repeatedly a vertex of minimum degree (see TreewidthLib [71] , Bachoore and Bodlaender [72] , and Clautiaux et al. [73, 74] for computational results and fine tuning of these algorithms).
Starting with a (non-optimal) tree decomposition, several ways exist to improve the decomposition. In Koster [75] , improvements are obtained by replacing one of the maximum sized bags with smaller ones, preserving all conditions of a tree decomposition. For this, a set of vertices separating at least two vertices in an auxiliary graph are computed. The algorithm can start with the trivial tree decomposition consisting of a single node or with a tree decomposition compiled by another algorithm.
Finally, meta-heuristics have been applied to find good tree decompositions. Tabu search (Clautiaux et al. [74] ), simulated annealing (Kjaerulff [76] ), and genetic algorithms (Larrañaga et al. [77] ) have so far been applied on the Treewidth problem or closely related problems.
Lower bound algorithms for treewidth
Another way to approach the Treewidth problem is to bound the treewidth from below. In this way, no tree decomposition is obtained but a good estimate of the true treewidth of a graph might obtained. Moreover, high-quality lower bounds are helpful within branch-and-bound approaches to bound the size of the search tree. Also a high lower bound on the treewidth for a particular class of graphs indicates that the applicability of the dynamic programming methodology described in Section 3 is limited, as the running time is usually exponential in the treewidth.
Recently, significant effort has attended to the problem of computing lower bounds on treewidth. Key points that describe the situation as addressed for most of these efforts are as follows. † The treewidth of graphs is closed under taking subgraphs and minors (i.e. the treewidth cannot increase by taking a subgraph or minor). † However, easy-to-compute lower bounds for treewidth are not closed under taking subgraphs and minors.
Thus, instead of computing a lower bound for the original graph only, we would like to compute it for all subgraphs or minors as well. Or even better, to compute it for a subgraph or minor for which the maximum is achieved. where H#G (HWG) denotes that H is a subgraph (minor) of G. Since the minimum degree can increase by taking subgraphs or minors, the values dD(G) and dC(G) can be significantly higher than d(G). Experiments indeed confirm this (Gogate and Dechter [47] and Bodlaender et al. [79] ), although dC(G) can can only be approximated (from below) due to its NP-hardness as graph parameter itself. For other lower bounds, similar behaviour could be observed (Bodlaender et al. [79] and Koster et al. [80] ).
One remarkable result has been obtained by Lucena [81] . He showed that the MCS algorithm mentioned in the previous section can also be used for lower bounding. If the fill-in edges are not added on the fly, the highest degree observed along the algorithm turns out to be a lower bound for treewidth. Bodlaender and Koster [82] proved that determining this bound is NP-complete. Also in this case combining the algorithm with taking minors substantially increases the achieved bounds in practice (Bodlaender et al. [79] ).
Another vital idea to improve lower bounds for treewidth is based on the following result. Hence, if we know that tw(G) k and there exist k þ 2 vertex disjoint paths between v and w, adding fv, wg to G should not hamper the construction of a tree decomposition with small width. Clautiaux et al. [73] explored this result in a creative way. First, they compute a lower bound ' on the treewidth of G by any of the above methods (e.g. ' ¼ dC(G)). Next, they assume tw(G) ' and add edges fv, wg to G for which there exist ' þ 2 vertex disjoint paths in G. Let G 0 be the resulting graph. Now, if it can be shown that tw(G 0 ) . ' by a lower bound computation on G 0 , our assumption that tw(G) ' is false. Hence, tw(G) . ' or stated equally tw(G) ! ' þ 1: an improved lower bound for G is determined. This procedure can be repeated until it is not possible anymore to prove that tw(G 0 ) . ' (which of course does not imply that tw(G 0 ) ¼ '). Experiments with this algorithm can be found in Clautiaux et al. [73] and Bodlaender et al. [79] (see also Treewidthlib [70] ). In many cases optimality could be proved by combining the described lower and upper bounds.
For (close-to) planar graphs, the above described lower bounds are typically far from the real treewidth. For planar graphs, we can profit from Lemma 2. Treewidth is bounded from below by branchwidth and branchwidth can be computed in polynomial time on planar graphs (see Hliněný et al. [15] ). Hence, a polynomial time computable lower bound for treewidth of planar graphs is obtained. Another lower bound for (close-to) planar graphs was obtained by Bodlaender et al. [84] by exploiting the brambles concept, introduced by Seymour and Thomas [85] .
EXPLOITING TREEWIDTH ON PLANAR GRAPHS
In this section, we show how treewidth can be used to derive algorithms for several problems on planar graphs. Also, this section discusses a connection between the treewidth of planar graphs and the famous planar separator theorem by Lipton and Tarjan [86] , see also Lipton and Tarjan [87] . Several of the results can be reformulated and obtained using the notion of branchwidth instead of treewidth -this often also gives somewhat better running times for the algorithms. This reformulation can usually quickly be seen from Lemma 2.
A very useful tool for these algorithms on planar graphs is the ratcatcher algorithm by Seymour and Thomas [88] . This algorithm computes the branchwidth of a planar graph in polynomial time and can also be used to find a branch decomposition of a planar graph of optimal width in polynomial time. Hicks [89, 90] has performed an experimental evaluation of the algorithm, that shows that this algorithm indeed can be used in practice. Thus, in polynomial time we can obtain a tree decomposition of width at most 1.5 k, for any planar graph of treewidth k. It is an open question whether the treewidth of planar graphs can be computed in polynomial time (or is NP-hard).
Treewidth of planar graphs
Two well-known results in algorithmic graph theory are the following. Say a set S is a 1/2-balanced separator in a graph Theorems 14 and 15 are equivalent, in the sense that each can be simply proved from the other. Such proofs can be found, e.g. in Bodlaender [13] . For instance, a planar graph of treewidth k has a 1/2-balanced separator of size at most k þ 1. In the other direction, a tree decomposition can be found using a technique known as nested dissection. Finding the tree decomposition can be done in two ways: either we follow the steps from the constructive proofs of Theorems 14 and 15 or we use the ratcatcher algorithm of Seymour and Thomas [88] . For some problems, we can obtain even faster algorithms: here the running time only depends on the parameter of the problem. The most famous example is here the Dominating Set problem. It can be shown that if a planar graph G has a dominating set of size at most k, then its treewidth is O( p k). Thus, we can use the following algorithm for testing whether a given planar graph has a dominating set of size at most k. First, determine the branchwidth using the ratcatcher algorithm. If it is larger than the given O( p k) bound (þ1), then the treewidth is also larger than this O( p k) bound, and we know there is no dominating set of size at most k. Otherwise, we have a tree decomposition of width O( p k) and thus can solve the dominating set problem optimally in O(c p k . n) time, for some constant time. The total time is thus O(c p k . n þ p(n)) time, c a constant and p a polynomial. The first algorithm of this type was obtained by Alber et al. [92] ; this result has been extended and improved (with respect to the constant c) several times.
Approximation algorithms on planar graphs
There is a general method first given by Baker [93] to obtain for several problems on planar graphs a polynomial time approximation scheme. We illustrate the method on the example of Weighted Independent Set. Given a plane embedding of a planar graph G ¼ (V, E), we divide its vertices into layers L 1 , L 2 , . . . , L T in the following way. All vertices that are incident to the exterior face are in layer L 1 . For i ! 1, suppose we remove from the embedding all vertices in layers L 1 , . . . , L i , and their incident edges. All vertices that are then incident to the exterior face are in layer L iþ1 . L T is thus the last nonempty layer. A plane graph that has an embedding where the vertices are in k layers is called k-outerplanar. A proof of the following result can for instance be found in Bodlaender [13] . The proof is constructive, i.e. the corresponding tree decomposition can be found in polynomial time.
LEMMA 16. Let G be a k-outerplanar graph. Then the treewidth of G is at most 3k 21.
We have now set the stage for a description of a polynomial time approximation scheme for Weighted Independent Set on planar graphs.
Suppose we want to achieve a performance ratio 1 . 0, and are given a planar graph G ¼ (V, E). We first find an arbitrary plane embedding of G, and compute the collection of layers
We discuss below that we can compute the maximum weighted independent set in G i in polynomial time. The algorithm computes such a set for each i [ f1, . . . , kg, and then reports the one with maximum weight over these k possibilities.
To compute the maximum weight independent set of a graph G i , note that each connected component of G i contains at most k 2 1 levels, hence each connected component of G i , and hence also G i itself, is '-outerplanar for some ' k 2 1, and thus G i has treewidth at most 3k 2 1. We can build a tree decomposition of G of width at most 3k 2 1 in polynomial time, e.g. by following the construction of the proof in Bodlaender [13] , using an algorithm for the fixed parameter case of the treewidth problem (see Section 4), or using the ratcatcher algorithm of Seymour and Thomas [85] and transforming the branch decomposition to a tree decomposition. Using this tree decomposition, we can solve the Weighted Independent Set problem on G i then in O(2 3k21 n) time. So, for fixed e, we have a polynomial time algorithm; using the algorithm of Bodlaender [44] for finding the tree decompositions, the algorithm is linear.
We now show that for every graph G ¼ (V, E), the algorithm outputs an independent set whose weight is at least (1 2 e) times the maximum weight of an independent set in G. Suppose W is an independent set of G of maximum weight. Let W i ¼ W > V i be those vertices in W that are in G i . Note that each vertex in W belongs to exactly k 2 1 of the sets W 1 , W 2 , . . . , W k , and hence P i¼1 k c(W i ) ¼ (k 2 1) . c(W). Thus, there must be an i [ f1, . . . , kg with c(W i ) ! (k 2 1)/k . c(W). W i is an independent set of G i , and hence the maximum weighted independent set in G i has weight at least c(W i ) ! (k 2 1)/k . c(W) ! (1 2 e)c(W). So, the algorithm outputs an independent set of weight at least 1 2 e times the maximum weight of an independent set in G.
A similar scheme can be used for many other problems. Some problems (like dominating set) need a small variation on the scheme: instead of working with a subgraph G i , we solve the problem for a collection of (k þ 1)-outerplanar graphs, each overlapping in one layer with the next one, i.e. we look to the graphs G[L 1 < . . .
, etc (for a more in-depth overview, see e.g. Demaine and Hajiaghayi [94] [94] for an overview of these and related topics).
TREEWIDTH HORIZONS
In this paper, we have surveyed the concept of treewidth in the context of FPT algorithms. First of all, the concept provides a powerful tool for determining the fixed-parameter tractability of general NP-hard combinatorial optimization problems. For graphs of bounded treewidth, in many cases there exists a dynamic programming algorithm that runs in time polynomial (and often linear) in the size of the graph, but exponential in the treewidth. Second, recent research has exposed the strong potential of the concept of bounded treewidth, and the algorithm design opportunities this presents, for potently addressing the challenges posed by NP-hard combinatorial optimization problems, in realistic computing situations. On the one hand, the tool kit of algorithms to compute a good tree decomposition or lower bound on the treewidth has been enlarged substantially in recent years (cf. Section 4). On the other hand, more and more researchers have investigated the possibility for applying treewidth in innovative ways to help solve their problems for realistic datasets, in a wide range of application areas, including the solving of huge integer programs, satisfiability and constraint satisfaction problems, query processing and computational biology.
Besides the fixed-parameter tractability of certain combinatorial problems, (theoretical) research on treewidth includes its generalization to matroids (Hlinȇný and Whittle [95] ), and the consideration of hypertree width for hypergraphs (Gottlob et al. [96] ) within the field of database theory and artificial intelligence. For several applications, a weighted version of treewidth (Eijkhof et al. [97] ) or a different measure of the cost of a tree decomposition (Bodlaender and Fomin [98] ) is of interest as these better approximate the space and time requirements of the subsequent dynamic programming algorithm.
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