Introduction
[2] Cloud fraction or coverage has been measured by human observers for well over 100 years. Even though some variations in observation and reporting practices [World Meteorological Organization (WMO) , 2009] have been introduced over this period its essence is one of extreme simplicity: An observer looks at the sky and estimates cloud fraction in octa (previously in tenths) and possibly the height of the cloud base. The widespread global use of this observation technique together with the presence of many very long time series is evidence of its usefulness to meteorology and its potential applicability for climate research and monitoring. Even though clouds make up only a small fraction of the total available water in the atmosphere, they have a strong impact on the radiation budget and are widely considered to be the principal modulator of the greenhouse effect. Cloudiness is also regarded as a priority 2 Essential Climate Variable (ECV) [WMO, 2007] which means that there is consensus that continuous observation of this ECV is essential to study climate change and variability.
[3] Presently the human observer is under threat. Cost reductions have already resulted in automation of the cloud observations at the expense of human observers. Regrettably the transition from human observer to instrument for the purpose of measuring fractional cloudiness has not always been made with proper consideration of the manner in which the introduction of new instruments would impact the continuity/accuracy of the time series. The differences in cloud characteristics introduced by the automation at the Royal Netherlands Meteorological Institute (KNMI) in 2002 are described by Wauben [2002] and Wauben et al. [2006] . This transition has resulted in unfortunate discontinuities in the time series of cloud observations that cannot be rectified a posteriori. As it will be hard to 'unretire' the observer or change the economic philosophies that provide the rationale of his demise, it is paramount to investigate the value of these observational techniques that can replace (or already have replaced) the observer. The purpose of this paper is to provide a complete and continuous time series of fractional cloudiness at a single site based on combinations of several different instruments that can be substituted in case of partial failures of individual instruments. The observations were carried out at the Cabauw Experimental Site for Atmospheric Research (CESAR, 51°58′N, 4°55′E) in the central western flat rural region of the Netherlands. CESAR is one of the candidate sites for the GCOS Global Reference Upper Atmosphere Network (GRUAN) so that the study benefits from the many synergistic observational techniques that are employed there but also can provide a guideline for continuous cloud observations at a reference site. In this paper cloudiness or total cloud amount is considered, i.e., the fraction of the sky covered with clouds irrespective of its height, although the height is used in the analysis since the detection threshold of clouds is generally height dependent.
[4] A time period of 1 year duration was chosen for this study (15 May 2008 to 14 May 2009 . The study was designed in such a manner that continuity of observations was given the highest priority. Also, the algorithm for deriving fractional cloudiness was constructed such that it chooses the optimum combination of instruments at all times of observation. Thus, it withstands the unavoidable instrumental failures by changing to different combinations of instruments at the moment that such failures occur, and changing back when they are available again.
[5] We start by briefly reviewing the techniques to derive cloudiness from the measurement systems that are currently installed at CESAR. As this work is based on techniques that have been developed earlier we will not extensively discuss their development. The reader is referred to several relevant publications. However, we will note that the techniques are mostly based on threshold analysis, and as a result they are sensitive to the setting of these thresholds. We will investigate the differences between two types of observational systems used for cloud observations, namely the hemispheric techniques and the column techniques and highlight their differences. The height information (i.e., data that estimates or measures cloud base levels for which the fractional cloudiness is computed) is a valuable source of information on the quality of the derived product, so that we will devote section 4.1 to elucidating the dependence of the instrumental output on observed cloud base height. Here we will demonstrate that some instruments are capable of detecting condensed water in the column that a human observer would fail to detect or classify as 'not cloud' according to the meteorological definition of cloud and fog [Glickman, 2000] . This is not surprising in case of subvisible clouds and given the lack of a refined physical definition, i.e., threshold, of what constitutes a cloud. However, Dupont et al. [2008] have shown that the common meteorological definition includes in the "cloudless sky" category thin cirrus up to a visible optical depth of 0.15-0.20. In essence, this means that it will be hard to find a perfectly suitable instrumental substitution for the observer. Based on the evaluation of the techniques we construct a reference algorithm for cloudiness computation from a combination of all available techniques. Ranking this reference time series in terms of accuracy is hampered by a lack of a suitable absolute reference. Even though one may be tempted to view the human observer as an absolute reference standard, if he were present, this is hardly the case. In real life, the human observers come in all shapes and sizes and levels of experience and a reference standard observer does not exist. Furthermore the human observation can be seriously hampered during nighttime, and routine synoptic cloud observations are not performed continuously but on an hourly basis at most. We thus decide on an ad hoc technique based on weighting of the different instruments, the basis of which is provided in this paper.
Methods of Detection
[6] Broadly speaking, there are two manners in which the sky is observed, namely by means of a hemispheric or by a column technique. In the former case, shortwave or longwave radiation emanating from the entire sky is interpreted to derive cloudiness either as an integrated value or as directionally/spatially resolved. This measure is generally referred to as fractional sky cover, and is understood to be an angular measure of what portion of the hemispheric view contains cloud elements. In the latter case an instrument with a limited field of view probes only a selected portion of the sky. For vertically pointing instruments, a time series analysis is used to calculate the fraction of the total time that cloud elements are detected by the observing instrument. This "cloud time fraction" is then assumed to represent the nadir projected area cloud fraction, i.e., the portion of the surface that is shaded if the clouds are illuminated from directly above. It has been noted, for example by Kassianov et al. [2005b] , that these two quantities, fractional sky cover and nadir projected cloud fraction, are inherently different but related quantities. A hemispheric method simulates the observer better than a column method, as it will ingest data from the same sky view as the observer. While this is true in a general sense, as we shall see, it much depends on the procedure to convert the instrumental output to equivalent cloudiness values.
2.1. Column Methods 2.1.1. Ceilometer
[7] Two ceilometers are in continuous operation at CESAR, namely a Vaisala LD40 and a Vaisala CT75K. A ceilometer is a low-powered LIDAR (LIght Detection And Ranging). The ceilometers report the cloud base with a vertical resolution of 25 feet every 15 s (LD40) and 15 m every 30 s (CT75K), although for higher clouds it is common to use a longer integration period, for example, up to 10 min for the LD40. The LD40 is the ceilometer that is used at about 40 locations in the meteorological network of KNMI and is capable of detecting clouds up to about 13.1 km. These altitudes are only achieved under ideal circumstances, i.e., no aerosols and a thick cirrus cloud deck. Normally, the maximum range of detection does not extend above 7 km due to atmospheric turbidity. The CT75K [Kärkkäinen et al., 1997] normally can detect clouds up to the stratosphere with a maximum range 11.2 km, but in the time period used here, the sensor was at the end of its life time and the maximum altitude for cloud detection was about 4 km. The ceilometers have a narrow field of view (FOV) of about 1 mrad and sample only a small part of the sky directly overhead. A time series of cloud base measurement is used to derive fractional cloudiness. In this study, cloudiness is determined by the fraction of the ceilometer data per 10 min interval with clouds. This is identical to the total cloud cover reported for aeronautical purposes by KNMI .
Cloudnet Procedure
[8] At CESAR a Degreane 35 GHz radar is operational and capable of detecting clouds up to an altitude of 12 km.
The beam width of the cloud radar is 0.3 degrees. Cloud base detection for low water clouds is often problematic for 35 GHz cloud radar systems because cloud droplets are very small near the cloud base. This means that the lowest height of water cloud detection by radar does not necessarily correspond to actual cloud base. As a result the radar/LIDAR combination is often used to detect the complete spectrum of clouds throughout the troposphere. One such procedure, the Cloudnet procedure is employed in this study. The Cloudnet algorithm takes the radar data spacing in time (approximately 15 s) and height (89 m vertical sampling distance) as the grid to which the other observations like the CT75K ceilometer backscatter are mapped. For each grid a set of rules determines the class of the data in the grid cell, e.g., rain, ice, and mixed phase. Details of this Cloudnet study and procedures to calculate cloudiness are provided by Illingworth et al. [2007] and R. J. Hogan and E. J. O'Connor (Facilitating cloud radar and lidar algorithms: The Cloudnet Instrument Synergy/Target Categorization product, 2004, http://www.cloud-net.org/data/products/categorize.html). In this study, cloudiness is calculated from the number of profiles within the 10 min period that contain a cloud hit.
Hemispheric Radiation Methods 2.2.1. NubiScope
[9] The NubiScope system, manufactured by IMK/Sattler-SES, is a passive remote sensing instrument which consists of a pyrometer mounted on a pan-and-tilt unit (PTU). The pyrometer measures in the spectral range of 8-14 mm, i.e., in the atmospheric thermal infrared window, and has a field of view of 3° [Heitronics, 2007] . Every 10 min a full scan of the sky is performed which takes about 6.5 min. A total of 1080 brightness temperatures are obtained during a scan at 30 zenith angles (1.5°to 88.5°in steps of 3°) and 36 azimuth angles (5°to 355°in steps of 10°).
[10] The NubiScope detects cloudiness when the atmospheric brightness temperature is above the clear sky background. The lowest temperature it measures is −65°C. In the 8-14 mm window there is a contribution of water vapor to the measured brightness temperature. Hence the clear sky brightness temperature increases with zenith angles and varies over time. For that purpose the NubiScope adapts the clear sky reference dynamically at each scan when sufficient cloud free scenes at various elevations are available [Collet et al., 2009] . The NubiScope scan covers the whole sky from zenith to horizon, but the cloud determination is only performed for zenith angles < 70°. The brightness temperatures near the horizon are used to estimate the ambient temperature and furthermore the measurements at low elevations are used to discriminate between cloudiness and fog [Wauben, 2006 , Wauben et al., 2010 [Dürr and Philipona, 2004] . Here, as a first step the clear sky base radiation under cloudy conditions must be estimated. Next, an algorithm relates the difference between the actually observed radiation and the clear sky radiation to fractional cloudiness. At the last step the algorithm takes into account the 60 min variability of the longwave downward radiation to be able to distinguish between cloud fraction types: broken clouds strongly influence the variability signal, while overcast and cloud free events lead to a low variability. By use of a lookup table an octa value for every 10 min interval is derived given the cloud free index and the variability. The APCADA algorithm has been tuned for seasonal and diurnal variations in the atmosphere over Cabauw using 3 full years of BSRN observations.
Total Sky Imager
[12] The Total Sky Imager (Yes Inc., TSI-440) consists of a digital camera pointed downward at a hemispheric mirror on which the reflection of the Sun is blocked by a dark strip (shadow band). The digital information is stored in color images (JPEG format), so that information on the relative red, green, and blue content is preserved. The TSI is set up to take one sky image every minute. Images are taken when the Sun is 5 degrees above the horizon. Cloudiness analysis is performed when the solar elevation is more than 10 degrees above horizon. The sky FOV analyzed is 160 degrees. The TSI software determines the fraction of thin and opaque clouds in the FOV based on two thresholds for the red/blue ratio of each pixel. From visual assessment of the sky images recorded and the related output of the TSI, we determined that the good values for the clear/thin and thin/opaque threshold are 65 and 90, respectively. This compares well with values found from an analysis of TSI images at Desert Rock SURFRAD site, United States [Hodges, 2003] . All images were reprocessed using the above settings and small corrections for misalignment of the shadow band were applied as well. A second postprocessing step was performed to correct for cloud classification errors due to forward scatter near the Sun and the horizon at low solar elevation [Long et al., 2006a; Long, 2010] .
Definition of Fractional Cloudiness
[13] The cloudiness or total cloud amount of the various methods in this study is determined over 10 min intervals. Generally the cloudiness is reported as a percentage, only APCADA gives the cloudiness in octa. The relationship between percentage and octa is given in Table 1 . The values of 0 and 8 octa correspond to completely clear (0%) and completely cloudy situations (100%). According to the guidelines of the World Meteorological Organization [WMO, 2008] the presence of only a single cloud on a clear sky should be reported as 1 octa and similarly a tiny gap in an otherwise closed cloud deck is reported as 7 octa. This means that 1 octa and 7 octa are associated with a larger range of fractional cloudiness conditions (namely 18.75%) than the intermediate (namely 12.5%) where the fraction corresponds to the nearest octa value. This is an issue that cannot be avoided in the analysis. Furthermore an observer evaluates the cloudiness as if he were looking vertically upward at each point of the sky. In practice this means that an observer determines the cloudiness by evaluation of the observed cloud bases as far as possible in order to avoid the so-called "packing" effect, i.e., the screening of gaps in the cloud deck when looking at slant angles at clouds in the fore-ground. The actual evaluation of cloudiness by observers depends largely on their experience [e.g., Hisdal, 1974] . Errors of ±1 octa are to be expected, but ±2 octa seems more realistic except for clear sky and complete overcast situations. For the computations of the reference algorithm it is preferable to use cloudiness in percentages rather than octas. Except for APCADA these can be directly derived from the instrumental output. For APCADA this conversion cannot be done without an assumption about the shape of the cloudiness distribution function. Here we used the average percentage values of the NubiScope and the TSI to approximate the center percentage value of cloudiness within each octa range of the APCADA output. These numbers are indicated in the third column of Table 1 . Note further that the numbers for NubiScope and TSI individually differ less than 0.4% from the averaged values.
Averaging Procedure
[14] In order to compare the output from all instruments it was decided to use 10 min intervals. This is the traditional reporting period for synoptic situations. The problem is that each instrument has its own observing period to complete one sky observation ranging from seconds for the lidar to more than 5 min for the NubiScope. The following procedures were applied to produce the 10 min averages of the individual instruments.
[15] 1. The lidar/radar use a 10 min time series of 15 and 30 s data from which the ratio of the number of cloud detections over the total number of samples in that 10 min period can be derived.
[16] 2. The APCADA uses 1 min average BSRN data that were derived from 1 s samples. The 1 min averaged data was then averaged to a 10 min averaged value used as a base for the APCADA octa calculation. The 10 values of 1 min averages were used as input to the cloud free index calculations (CFI) and the 1 min averages for the hour preceding the time of observation were used to calculate the variances necessary in the algorithm.
[17] 3. The TSI takes a sky image once per minute, which are individually processed to ten separate cloud amount retrievals. Those 10 were averaged to one 10 min value.
[18] 4. The NubiScope produces one value for each 10 min period derived from a 6.5 min scan starting at the start of the 10 min period.
[19] Because the instruments are so dissimilar it is impossible to avoid issues such as lack of synchronicity in observations and differences in timing of the observations in each 10 min interval. This is especially so for the NubiScope as it uses 6.5 min to complete its scan, then waits 3.5 min before another one is started. So, its values are weighted toward the first part of the averaging period of 10 min. Averaging over longer periods, say 20 or even 30 min will yield different distributions, in particular in the region of 0-1 and 7-8 octa. The reason is that the chance of obtaining completely clear (0 octa) or completely cloudy (8 octa) periods is reduced as the averaging time increases. Our choice of 10 min is based on 2 arguments: (1) The original Observer with whom we wish to make a rudimentary comparison did not base his cloudiness values on observations longer than 10 min, and (2) the average decorrelation time of the hemispheric sky view is on the order of 10-15 min. Therefore, records obtained with longer integration include cloud field evolution so that lack of stationarity becomes an issue [Kassianov et al., 2005a] .
[20] Table 2 shows a summary of all combinations of instruments for the entire period. There are 52,560 (i.e., 365 × 144) observation times. The N, T, A, C, and L letters correspond to the 5 data sources (NubiScope, TSI, APCADA, Cloudnet and LD40). There are only forty-one 10 min periods for which there are no data at all. For over half of all observation times, there are either 5 instruments (only during There are a total of 52,560 observations. N, T, A, C, and L correspond to the five different techniques by which cloudiness observations are obtained: N, NubiScope; T, TSI; A, APCADA; C, Cloudnet; and L, LD40. daytime, 14,927), or 4 instruments with the TSI missing (21,881, only possible at night).
Intercomparisons of Techniques
[21] All techniques were intercompared to assess relative differences in output. A detailed description of these differences (some of which were subtle) is beyond the scope of this paper. Here we only present results of two comparisons. The first one compares a hemispheric technique (i.e., the NubiScope) and the often-used column technique (i.e., LD40) so that the principal differences between the two techniques may be understood. The second compares two hemispheric techniques, namely APCADA and the NubiScope.
3.1. Column Versus Hemispheric 3.1.1. LD40 Versus NubiScope
[22] The comparison between the LD40 and the NubiScope is shown in Figure 1 , in the form of a contingency matrix. A total of 42,197 data points, when the results of both techniques were available, are considered in this intercomparison. The octas indicated in the horizontal direction represent the data from the LD40, the octas in the vertical direction are those from the NubiScope. The meaning of each value in Figure 1 can be understood as follows: The 9.0% in Figure 1 (at top left) means that for 9.0% of all cases, the NubiScope and the LD40 technique yield identical values of cloudiness, namely 0 octa. In Figure 1 (at bottom right), similarly for 26.8% of all cases both techniques yield 8 octa. The number 0.0 in the top right it indicates that for 0.0% of the values the LD40 cloudiness is 8 octa, while at the same time the NubiScope yields 0 octa. Or conversely, for the bottom left number of 0.4 it means that according to the LD40 it is completely clear at 0 octa for 0.4% of the time, while according to the NubiScope procedure it is completely overcast at 8 octa. The column and row denoted by "%" give the percentage of observations in an octa bin for NubiScope and LD40, respectively. The octa distribution will be discussed in detail below.
[23] The color coding expresses the degree of agreement between the outputs of the two procedures. If the cell is green, both procedures yield the same cloudiness in octa. According to the numbers at the bottom this happens 45.9% of the time. If it is yellow there is 1 octa difference. So, in 81.0% of intercomparison points, there is 1 octa or less difference between the two procedures. For red and cyan cells the difference between procedures is larger than 2 octa. In fact for 6.7% of cases the LD40 data yields fractional cloudiness values that are at least 3 octa smaller than the NubiScope, while in 4.5% of cases they are at least 3 octa higher than the NubiScope. So, in other words in 11.2% of the cases the NubiScope and the LD40 differ from each other in fractional cloudiness determination by more than 2 octa, a significant fraction of the time.
Matrix Analysis
[24] In a similar manner each of the methods can be compared against all other methods, and valuable information is derived from these matrices that can assist the investigator in the complete side-by-side evaluation of these techniques. Here we extract the most important pieces of information, namely the percentage of cases where a sideby-side comparison of different techniques yielded differences of more than 2 octa, and the averaged difference [25] 1. The NubiScope and TSI show the best mutual agreement (only 3.1 + 3.5 = 6.6% of cases where the octa values differ by 3 octa or more), and the comparison between the TSI and the LD40 show the worst agreement (12.0 + 5.7 = 17.7%).
[26] 2. Even though APCADA compares very well with the NubiScope in a total sense (6.9%), the NubiScope output is often larger than the APCADA output (6.1 versus 0.8%).
[27] 3. All intercomparisons between the three hemispheric techniques for octa differences in excess of 2 yield percentage values below 10%, while all other intercomparisons yield values in excess of 10%, with the exception of the NubiScope versus Cloudnet (9.1%). In other words, the hemispheric methods tend to agree more with each other, than with the column methods.
[28] 4. Conclusion 3 is supported by the fact the absolute difference in octas between the three hemispheric methods is less than 1 (Figure 2b ), while it is larger than 1 for all others, except the NubiScope-Cloudnet comparison. However, for this last one we find that there is a large imbalance in the number of cases where one exceeds the other by more than 2 octas (1.1 versus 8.0%).
[29] 5. The two column techniques (Cloudnet versus LD40, 13.6%) do not agree so much among themselves as the hemispheric methods tend to agree among themselves.
Degrading the Hemispheric Methods
[30] It is instructive to see what happens if we degrade the output from a hemispheric method to that of a column method. This is achieved by processing hemispheric data from progressively fewer zenith angles until the hemispheric method resembles a column method. Figure 3a shows the frequency distribution per octa interval of the cloudiness at CESAR obtained with the LD40 and with the NubiScope by evaluating different portions of the sky, based on data obtained from the entire 1 year period. The NubiScope value labeled by Z < x denotes that the cloudiness is derived for the NubiScope for values of the zenith angle smaller than x. Ideally, if the NubiScope and LD40 are equivalent instruments, their distributions should be the same. Figure 3a shows large differences, in particular near 0 and 8 octa. The LD40 output is heavily skewed toward very high and very low values of cloudiness, while the intermediate values are reduced when compared to the overall NubiScope output. In fact, a significant portion of the excess 0 and 8 octa values of the LD40 are derived from all of the intermediate octa values, not just the adjacent octa (i.e., 7 or 8). This is the result of the digital nature of the LD40 point measurements; that is, it is either completely cloudy or completely clear. As the NubiScope angle is progressively reduced from Z < all angles (the output from NubiScope, using all available data) to Z < 30, and to Z < 3°the NubiScope output more and more starts to resemble that of the LD40. However, full correspondence between the degraded NubiScope output and the LD40 is not achieved due to differences in FOV, time window and sensitivity to cloudiness. Also, the averaging time is important (Figure 3b) as a longer averaging time than the 10 min used in this study (30 and 60 min in Figure 3b ) will smooth out the peaks of the LD40, and increases the probability that a vertical time slice through a moving cloud field will represent the actual whole sky situation. Figure 4 shows the dependence of the percentage of octa cases as a function of the processed zenith angle range. The value on the horizontal axis represents the upper bound of the zenith angle range that is processed for the NubiScope.
[31] The triangles referred to by R in the plot denote the total cloud cover that is reported by the NubiScope and which is used throughout this paper. The cloud mask, used to generate the zenith angle dependence of the frequency of occurrence as a function of zenith angle range, is a separate product with only a rough indication of the cloudiness (yes/no or boundary) and height of each pixel. The internal processing of the NubiScope applies a zenith angledependent weight factor in order to account for the projected area on the sky and to correct statistically for the screening of gaps in the cloud deck for observations at slant angles. Due to the internal processing, the total cloud cover reported by the NubiScope (triangles, R) differs from the cloud cover we derived from the cloud mask for the entire zenith angle range (z < 69).
[32] Figure 4 indicates that the relative occurrences in the 0, 1, 7 and 8 octa ranges are heavily dependent upon the range of processed zenith angles. For example for n = 1 octa, for Z < 3, the percentage of cases is 4%, but for Z < 69 it has increased to 11%. These are large variations that clearly indicate that comparing cloudiness output from different instruments should be done with great caution, particularly for shorter time scales such as 10 min. The frequency of occurrence of 0 and 8 octa decreases with increasing zenith angle range, whereas 1 and 7 octa occur more frequently. This behavior could be expected since scanning a larger part of the sky increases the chance to detect a single cloud (or gap) and hence changes 0 into 1 octa and 8 into 7 octa. 
Hemispheric Versus Hemispheric: APCADA Versus NubiScope
[33] The APCADA technique, developed by Dürr and Philipona [2004] , assigns cloudiness values based on an analysis using two conditions. The first condition is that the downward IR irradiance should exceed a threshold irradiance level. This threshold is what the method believes to be the clear sky irradiance (i.e., irradiance in the absence of any clouds). In the method the threshold is designated as a Cloud Free Index (CFI). The second condition is designed based on the idea that the magnitude of the variation in the detrended signal is an important additional signature of cloudiness. Here, the plausible assumption is that the variability (Sig) of the irradiance signal should be small in case cloudiness is very small or very large, whereas the intermediate region should have larger variability. Figure 5 (top) shows the APCADA cloudiness output in the two dimensional space made up out of the two parameters. Cloudiness output from APCADA is used to color code the CFI-Sig data pairs. APCADA applies a set of rules to determine the octa value of each data pair. The set of rules is tuned from intercomparison with a collocated data set of cloudiness reported by observers. In an ideal situation such tuning takes place at every site for which APCADA is used. We employed an Observer for a couple of days to understand his observations with respect to the output from our instruments. However, the costs of procuring his services to perform a more rigorous side-by-side comparison were prohibitive, as the Observer in the Netherlands had been retired since 2002. Therefore we must rely on previous tuning exercises, a situation which is probably the rule rather than the exception elsewhere in the world. In Figure 5 (bottom) the actual value of APCADA cloudiness in (CFI, Sig) space is replaced by the NubiScope cloudiness which is color coded in a similar manner. If there would be complete correspondence between the two methods, then Figure 5 (top) and Figure 5 (bottom) would be identical. It is instructive to see that the absence of this correspondence indicates that the two method yield considerably different results. This is in particular so for the intermediate cloudiness values (2-7 octa). For 8 octa the two methods are more comparable. Although the observed differences in techniques could have been used to design other methods or simply tune the APCADA to the NubiScope results, we prefer to adhere to the principle of this paper, namely that only existing implementations of the techniques are considered in the analysis.
Comparing Instrumental Output
With the Observer [34] Even though no Observer data in the period of interest (15 May 2008 to 14 May 2009) were available to verify any of the cloudiness data taken by the instruments, it is useful to compare the 1 year data records against the statistical Observer cloudiness information that has been collected in the period 1971-2000, the last 30 years for which a climatological average based on human observations could be constructed at KNMI. Clearly, on an octa by octa basis one should expect differences, but if the differences between the instrument and the statistical range of the Observer data are very large, then either the validity of the instrumental output is at stake or the instrumental technique 'sees' something different than the Observer, or both.
[35] Figure 6 shows a histogram of all cloud cover data plotted (as relative occurrence in percent) together with the data based on the Observer records. The Observer record is an average calculated for the records of Rotterdam and of De Bilt. Both stations are almost equidistant from CESAR (22 km), but Rotterdam is located near the coast, while De Bilt is located some 45 km away from the coast. Superimposed on the Observer record are the absolute maximum and minimum values of the annual frequency of occurrence recorded in the 30 years. The column methods LD40 and Cloudnet show a propensity for cloudiness observations at 0 and 8 octa that fall well outside the range that could be expected based on 30 years of climatological data. This is particularly so for Cloudnet, which measures 8 octa no less than 61% of the time. Because of their excessive emphasis on 0 and 8 octa Cloudnet and LD40 are reduced in the intermediate values of cloudiness (2-6) when compared to the Observer. The TSI, which only yields daytime observations, is the highest in the intermediate range 2-6 octa.
The APCADA values at 2 and 6 octa are raised with respect to the others, and are in fact even well above the Observer values.
Day-Night Differences
[36] To get insight into the day-night differences of cloudiness we selected the data according to the sign of cosine of the solar zenith angle. Nighttime frequency of occurrence of low and moderate octa values is expected to be less than during daytime. The physical basis for this notion is the argument that convective heating which is the root cause of daytime lower (cumulus type) cloudiness is absent at night. Thus, this argument favors increased occurrence of 0 octa at night and consequently a decrease in the adjacent octa range (octa values 1, 2, and 3). Figure 7 , showing the day and nighttime differences of Figure 6 , demonstrates that this notion is correct for all instruments except the Observer. In fact, the Observer registers not only increased clear sky situations (N = 0) at night, but also more clouds at night in the 1-2 octa range than during the day.
[37] In the intermediate octa range (3-6) most instruments indeed detect more clouds during day than at night with the exception of APCADA at 5 octa. This explains why the TSI, with only daytime observations, reports the highest number of observations in the intermediate range 2-6 octa. Further toward the larger octa ranges it appears that the Observer sees far more daytime cloudiness at octa value 7 than the other instruments.
[38] The behavior of the Observer data at 1 and at 7 octa is consistent with the idea that the quality of the human observation at the 0-1 and 7-8 octa bin cloud may be suspect due to a lack of visible light at night. This would hamper the detection of a few wispy clouds at the low end of the 1 octa range, or the detection of a few holes in an otherwise overcast sky near the 8 octa range. Figure 7 should however be interpreted with care because the min/max range over the 30 years indicate that the relative occurrences are subject to significant variation. In light of these findings a careful (re)interpretation of the historical data set of the Observer at the 0 and 8 octa values may be in order.
A Reference Algorithm

Cloud Cover and Cloud Height
[39] Any method of cloud detection is as good as its ability to discern the cloud from a background level. The distance away from the observer (either human or instrumental) is a powerful discriminator of instrumental quality. In a general sense, the higher the cloud, the more difficult will it be to detect it. For a column method such as the LD40 the number of photons that are backscattered into the receiver is an inverse squared function of distance. For the NubiScope or APCADA, the longwave radiation needs to be separated from the background and this will become impossible when the clouds radiate at temperatures near the background. For the TSI the shortwave radiation needs to be separated from the Rayleigh and aerosol scattering background.
[40] Figure 8 shows the fractional cloudiness separated by method as a function of measured Cloudnet 10 min lowest averaged cloud base. An 11 year (1990-2000) climatolog- Interestingly the results from the Observer (data from Rotterdam and De Bilt, 1990-2000) show a distinctly different height profile, with a large portion of the troposphere below 6 km altitude with little variation in cloudiness (50-60%). It should be stressed that this plot is not the same as fractional cloudiness as a function of height.
[41] The large departure of the Cloudnet results from the results of other techniques is intriguing. The Cloudnet technique combines output from radar and lidar. If there are high and low cloud layers present in the 10 min time slots for which data are averaged, there is a high chance that the radar and the lidar will detect the low clouds, but that only the radar will detect the high clouds. So the Cloudnet technique will yield higher cloudiness values than the lidar technique (such as the LD40). However, Figure 8 shows that Cloudnet detects more higher clouds than other techniques, including the Observer. To understand this we examined observations made at CESAR on 21 May 2008. On this day, there were selected periods where Cloudnet yielded cloudiness values in excess of 80%, while none of the other techniques detected any significant cloudiness. Two additional sources of data were closely examined for this day, namely a sky video probing the atmosphere toward the north, and a Raman lidar system. The last instrument was only available during several days in the entire period and thus could unfortunately not be applied in the overall yearlong observation period [Apituley et al., 2009] . Nevertheless, both instruments provide valuable additional data. On a first look at the video, the sky seemed mostly clear. However, close inspection showed slight but distinct temporal variability in the (Rayleigh and aerosol scattering) background. Figure 9 (top) shows a time-height plot of calibrated Raman lidar output at 255 nm. Clearly a layer of high backscatter is visible at 10 km, with an occasional layer at 8 km. The layer at 10 km is present for several hours starting at night, but extending into late morning. Although the Raman lidar is a column technique the long-lasting uniformity and constancy of altitude of this layer together with its subtle presence in the sky video strongly suggests a uniformly overcast sky of very thin, and almost subvisible cirrus. This is in line with the observations of Dupont et al. [2008] who analyzed Lidar observations of cirrus with APCADA-like results and a shortwave method. Figure 9 (bottom) shows output from the instruments for the same period. Before 0900 local time, only the Cloudnet algorithm detects a large amount of clouds. TSI and NubiScope register both 0 octa, while APCADA reports 1 octa. After the thicker patch of cirrus clouds at 8 km drifted past the radar, Cloudnet cloudiness rapidly drops to low levels, even though the Raman lidar still detects more or less uniform cloudiness. From 0930 local time onward, cloudiness increases for all instruments, but this is due to the onset of daytime convective cumulus clouds, the scatter of which is also clearly visible in the Raman data.
[42] We believe that the ability of Cloudnet to detect very thin and high clouds together with the fact that it combines two column techniques may be a reason why the Cloudnet histogram values of cloudiness as presented in section 3.3 is so highly skewed toward 8 octa. It is notable that these optically thin, high clouds do not significantly impact the surface radiation budget in either the longwave or shortwave region of the electromagnetic spectrum [Long and Ackerman, 2000; Long et al., 2006b ] and thus as far as the surface 
Algorithm Construction
[43] In this section we present a reference algorithm for use at CESAR to provide the investigator with a continuous set of optimized cloudiness values. It is based on the results from section 4.1. The most important conclusion from section 4.1 was that the cloud base heights observed in the 10 min period under consideration is a powerful discriminator of methods. If cloud base height is low, then there seems to be not much difference between methods, and any of the methods could have been used to compute the reference cloudiness values. If the cloud base height increases then it appears that NubiScope and TSI yield comparable results, LD40 and APCADA yield much smaller values than the NubiScope/TSI, while the Cloudnet procedure yields much larger values. We decided to base our reference algorithm on a weighting of the individual instruments taking into account the cloud base height as a discriminating factor. Since each octa value not necessarily represents the same cloudiness range in percentage (see Table 1 ) we decided to perform all averaging of other mathematical operations in percentages, and optionally convert back to octa in case this was necessary in the analysis. Generally, the reference cloudiness is determined in the following manner:
where R j is the reference cloudiness at time j (in percentage), W i, j is the weighting value at time j for the ith instrument where i = 0 for NubiScope, 1 for TSI, 2 for APCADA, 3 for Cloudnet and 4 for LD40), H i, j = 1 when the ith instrument has a valid output at time j, and H i, j = 0 when there is no valid output, and C i, j is the cloudiness (in percentage) measured by the ith instrument at time j. Once the reference value of cloudiness is determined, the computation to octa can be made using Table 1 . Of course, of decisive importance in this analysis is the choice of W i, j .
[44] The first decision involves the NubiScope and the TSI instrument. Even though on a point-by-point basis, the octa differences of 1 or 2 are common, the analysis in section 4.1 together with inspection of the individual time series strongly suggests that their output should be considered equivalent. Thus, we decided to put W 0, j = W 1, j = 1.
[45] The second decision involves the three other instruments, for which this equivalence does not hold. The analysis in section 4.1 clearly suggests that the departure of the output of the remaining instruments from the NubiScope and TSI is a strong function of cloud base altitude. Therefore a plausible weighting function would decrease the emphasis of the algorithm on the remaining instruments with increasing cloud base altitude (see Figure 8) . We decided on a simple but subjective model whereby the value of the weighting was exponentially dependent upon cloud base altitude by the Cloudnet procedure within the 10 min time interval.
[46] To understand our arguments it is first of all useful to consider Figure 8 as a difference plot (see Figure 10) , where the absolute value of the difference of the cloudiness percentages based on the individual instruments and the percentage values based on the average of the NubiScope and TSI values are plotted as a function of cloud base altitude. The difference is a very strong function of Cloudnet cloud altitude z, and an exponential curve was drawn through the average: f = 50*[1 − exp(−bz)] shown as the dashed lines (not connected by dots). Here the value of b = 0.1145. The factor 50 is used on account of the fact that on the average the maximum average percentage difference between the instruments is unlikely to exceed 50%. The shape function f is arbitrary, and there is in principle no reason to believe that the function should be the same for all three instruments. The fact that we chose them to be identical for all three instruments is a matter of expediency based on our visual inspection of Figure 10 . Also, we could have used a linear model or a polynomial, but the advantage of using an exponential is that it accepts that the difference factor should always be larger than zero, which is realistic. Next we assume that the shape factor b can be used as the factor to weight the instruments with respect to the NubiScope and the TSI,
where D 3,j is the observed minimum Cloudnet cloud base height in one 10 min period, D scale = 1/b is = 8.73 km.
Although they form the minority of data, there are also periods when there is no altitude information. Of course during those periods the other available data should be used.
Here we assume that the cloud base height distribution for those periods that the radar/lidar did not produce output (defects and/or maintenance) was the same as the yearly Figure 10 . The difference in mean fractional cloudiness of individual instruments with the mean of the NubiScope and the TSI as a function of cloud base altitude. The dash-dotted line not connected by points represents an exponential function that is fitted through the data.
mean observed cloud base height distribution. Then the mean weight was determined as
where f(z) is the Cloudnet lowest cloud base height distribution function. This mean weight corresponds to a cloud altitude of 1.58 km. Accordingly, this level can be interpreted as the mean level of the clouds for which the coverage is determined.
[47] Clearly it is possible to experiment with the weighting functions in many ways, and we explored a number of alternative procedures to base the reference cloudiness values preferentially on one or more instruments. Also, we studied the entire data record to understand the behavior of the individual instruments with respect to the others such that we might construct an optimum algorithm taking these differences into account. This involved the selection of series of case studies where the different instruments showed similar behavior in cloudiness detection. However, we found that the design procedures involved a set of complex choices that would be an obstruction to universal applicability for other investigators. Our chosen procedure is robust in a sense that only a single discriminating factor is used for which there is almost always a credible observation.
[48] Special care needs to be taken in calculating the reference values in the 0-1 octa and the 7-8 octa range. Here the application of a linear combination of the percentages as per equation (3) will result in distribution functions with undesirable properties. Due to the definition of 0 and 8 octas a linear combination will only result in a reference cloudiness of 0 (and 8) octa if all individual instruments report 0% (or 100%) cloudiness. This will necessarily reduce the number of 0 and 8 octa cases for the reference.
[49] To avoid this problem it will be necessary to define conditions (near 0% and near 100% cloudiness; see below) under which the algorithm will make a selection from the output from one of the contributing instruments so as to replace the output from the reference algorithm. This means that a principal instrument needs to be defined. Here we use the ordering principle of NUB = 1, TSI = 2, APC = 3, CLD = 4, and LD4 = 5. This means that for any time that data from the NubiScope is available, it is the principal instrument. When the NubiScope is not available then the TSI is the principal observation, etc. The principal instrument is then used in the following situation: (1) The reference algorithm yields cloudiness percentage values corresponding to the N = 1 or N = 7 octa range; (2) all functioning (or nondefect) instruments contributing to the reference cloudiness values have octa values of 0 or 1, or 7 or 8; (3) only at times when both these criteria are met, the reference percentage and octa values are replaced with the percentage/ octa value of the principal instrument. The ordering principle used here assures that the distribution function close to the extremities of N = 0 or N = 8 octa range will always approach that of typical distributions of the individual techniques. Furthermore, if there are, per time step, variations of more than 1 octa between the techniques, then these larger variations are honored and no further corrective action is undertaken. Table 3 shows the effect of this procedure on the 0-1 and 7-8 octa bins for the reference. It is clear that this correction is an essential aspect in the procedure to assure the correct behavior of the average distribution near both endpoints.
[50] Returning to Figure 6 , section 3.3, the orange bars in Figure 6 represent the octa histogram based on the weighting according to equation (2). Except for octa values 1, 5 and 6 the cloudiness frequencies based on the reference algorithm fall very close or within the absolute maximum and minimum for the 30 year period of human observations , even though they still are on the low side (especially near 3 and 4 octa). It should be stressed that this visual agreement cannot be used as an absolute discriminator for the validity of the reference cloudiness output, but it demonstrates that the reference algorithm provides an elegant compromise whereby the NubiScope and TSI are considered to be a higher-quality product than the other instrumental techniques, which are weighted somewhat less than these two. Thus we find that for the octa values in the mid range 3-6 the reference cloudiness is raised above the excessively low values from either Cloudnet or LD40, about midway (but not exactly midway) between the NubiScope and the TSI. In Figure 7 the orange bars now indicate the day-night time differences for the reference algorithm. Largest differences are found for the 0 and 8 octa bins, which is in agreement with the Observer values.
Approximate Error Analysis
[51] Useful information is now provided by comparing the octa output from the individual instruments with the one obtained from the reference algorithm. If the reference algorithm were to provide an absolute reference, then this analysis would yield objective accuracy/precision information for each instrument. Since the reference is not a true absolute reference but based on a subjective choice by the investigators, the analysis below only provides a loose guideline for comparing one instrument versus the other. Also it should be remembered that the reference algorithm is based on a combination of instruments, so that the variations in the output from the reference algorithm are also partly based on those from the individual instruments, and on the times when selected instruments are available. Nevertheless as we shall see there may be some general conclusions to be drawn.
[52] Reexamining Figure 2 with the extra set of cells denoted as REF it is clear that the reference algorithm provides a compromise cloudiness value that is in good agreement with the NubiScope, TSI and APCADA (0.6+0.6 = 1.2%, 1.7+1.5 = 3.2% and 0.1+3.9 = 4.0%, respectively). The agreement with Cloudnet and LD40 is far less (7.7+0.3 = 8.0%, and 1.8+5.3 = 7.1%, respectively). Interestingly, even though the same weighting was used for the APCADA as for the Cloudnet procedure and the LD40 instrument, the APCADA algorithm is in better agreement with the reference than the two column methods are in agreement with the reference.
[53] We next ask the question: If only a single instrument would be present to provide a cloudiness observation, and if we consider the output from the reference algorithm to be the absolute standard, what would be the expected error of the observation? We define two uncertainties E i+ and E i− ,
where I+, I− is a summation for which the difference between the computed reference cloudiness value and the cloudiness from the ith instrument is positive and negative, respectively. The number E i+ + E i− represents the uncertainty range of the reference cloudiness value derived from an individual instrument. Figure 11 shows a set of panels comparing each instrument against the reference algorithm for the nine cloudiness ranges that correspond to the 0-8 octa observations. The E values as determined with equation (4) were plotted as red error bars on the graphs where R−E i+ , R + E i− gives the range. The individual points represent the mean value for R and C. Note that the uncertainties E i+ and E i− are summed over all time intervals in the year of analysis, but if desired a daily or even an instantaneous uncertainty of the reference cloudiness can be deduced by adjusting the summation over time j accordingly.
[54] Figure 11 may be best understood by focusing on a couple of examples: On the APCADA panel we note that the reference output values usually exceed those from the APCADA algorithm, while for Cloudnet the opposite occurs. This means that if APCADA/Cloudnet would be the only instruments to determine the fractional cloudiness reported by the reference algorithm, then its values would be systematically to low/high. The error bars inform us on the twosided uncertainty in the observations. For example for the APCADA 6 octa value the uncertainty bar for APCADA > reference appears to be small. This means that for the intermediate octa range the observations of APCADA are skewed toward the lower side, and according to deviation with the 1-1 line the reference is expected to be 30% higher than APCADA. From section 4.2 we know that this is caused by the fact that as cloud height increases, APCADA will report cloudiness values that are mostly smaller than those of NubiScope and TSI. The opposite is true for Cloudnet. We know that 61% of Cloudnet observations are in the 8 octa bin. This means that it probably overestimates cloudiness most of the time with respect to the NubiScope and the TSI. These conclusions can also be drawn (although less easily) from Figure 2 , where a comparison of the APCADA algorithm and the Cloudnet algorithm with the reference indicate that for 3.9% of cases the reference algorithm will report an octa value that is 3 or more larger than the APCADA algorithm, while for 7.7% of cases it will report at least 3 octas less than the Cloudnet algorithm.
[55] Based on this analysis it can be concluded that in the intermediate octa range of 2-6 it is, as a rule, safe to impose an error bar of at least 15% on either side of the observations. As expected based on our choices, the error bars on the NubiScope and TSI observations are the smallest. For the LD40 larger error bars can be imposed (20%), while APCADA and Cloudnet can potentially have somewhat increased offsets from the reference values in the intermediate octa ranges.
[56] Again it should be stressed that these numbers are only to be used as a general guideline; they are not precise measures due to the interdependence of the reference data on the individual instruments.
Record of Fractional Cloudiness
[57] To demonstrate the impact of the algorithm on the 21 May 2008 case study the output from the reference algorithm on this day was also plotted as the thick line on the Figure 9 (bottom). While at night and in the early morning, a persistent high cloud layer was present in the Cloudnet observations, Cloudnet registers this cloudiness in the high octa range, but the others either detect no clouds (TSI, NubiScope) or very few clouds (APCADA). Due to the weighting the algorithm puts more value on the TSI/ NubiScope, but does not ignore the Cloudnet output entirely. Later, a broken layer of low-level convective cumulus develops which is a process that is clearly detected by all instruments. Thus the algorithm seeks a compromise between all available instruments (Figure 9 (bottom), thick solid black line). Finally, Figure 12 shows a time series of the daily averaged fractional cloudiness values obtained with the reference algorithm together with error bars. The error bars represent the mean positive and mean negative deviations of the daily time series with respect to the daily averaged value. Clearly visible are the synoptic-scale variations with periods of low cloudiness (around day 350) or high cloudiness (around day 300).
Summary and Conclusions
[58] In this paper a series of five different ground-based remote sensing instruments operated at CESAR were used to observe fractional cloudiness. A 1 year time series of fractional cloudiness was constructed by a synergetic algorithm that includes these techniques, with focus on availability and continuity. Three hemispheric methods observe the entire sky, while two column methods only observe a small portion of the sky directly overhead. Even though no human observations at the site under consideration were available for the 1 year period for which the observations were taken, the outputs were compared against the climatological record from the human observer at two adjacent sites to understand the behavior of the instruments with respect to the Observer. The instrumental records provide a rich set of data from which a number of important conclusions can be drawn.
[59] 1. The column methods show a propensity of increasing the number of observations in the 0 and 8 octa range as compared to the hemispheric methods, which is due to the digital nature of the column instruments and the short (10 min) averaging time involved here; that is, it is either cloudy or clear.
[60] 2. Compared to the Observer, the NubiScope, Cloudnet and LD40 yield cloudiness values at the absolute lowest range of values from the 30 year record of Observer cloudiness in the 2-6 octa range indicating that the Observer data are systematically different than those from the instruments.
[61] 3. For 2 and 6 octas, APCADA yields relative occurrences that are considerably larger than those from the other techniques and are at the same time well above the Observer values.
[62] 4. Between 1 and 7 octa almost all instruments observe more clouds during the day than at night. The Observer sees progressively more clouds during the daytime as cloudiness increases toward higher octa values until N = 7 octa. [63] 5. All instruments, in addition to the Observer detect more clear periods and more completely overcast periods at night than during day.
[64] 6. Side-by-side comparison of the instruments showed that 83-94% of intercomparison points yielded octa value differences of 2 or less.
[65] 7. The altitude of the cloud base can be used as an important discriminator between methods. We constructed a reference algorithm as a linear combination of the output from the five instruments with a weight factor derived from the Cloudnet lowest cloud base value in each 10 min time period.
[66] 8. The two hemispheric techniques that constructed the cloudiness values from digital sky imagery (i.e., the NubiScope and the TSI) yield comparable cloudiness values for all cloud base levels. Thus they were taken to be equivalent for all times at which they yielded credible output values. The other three methods were weighted exponentially with cloud base altitude taken from Cloudnet.
[67] 9. Cloudnet recorded by far the highest cloudiness values with more than 60% of all values in the 8 octa bin. Our analysis suggests that these high values are due to two factors: (1) the enhanced sensitivity of this method to record even optically thin cirrus clouds at altitudes above 6 km and (2) the fact that the method combines two remote sensing instruments, namely a cloud lidar and a cloud radar. This means that for variable cloud heights, if the lidar does not see a high cloud, chances are it is still detected by the radar, so that the overall chance for a cloud hit is increased.
[68] The most important conclusion that can be drawn from this paper is that for fundamental climate data records and their associated essential climate variables, such as fractional cloudiness it is of the highest importance to properly manage the change from one instrument to the next. At many institutes the Observer has been retired, and replaced by a column methods such as the cloud base lidar (or ceilometer). It was shown here that such a column method shifts cloudiness values in the 0 and 8 octa bin for short averaging intervals, so that the characteristic of the cloudiness distribution functions was subjected to a large change. For the interpretation of long climate records such discontinuities are very hard to handle and subject to debates that are difficult to steer toward acceptable conclusions. Our results strongly suggest that the candidate replacement for the Observer is not a column method (such as the LD40). We suggest here that it should be investigated whether a combination of a hemispheric method such as the NubiScope with a column method such as the LD40 (or comparable) mounted on one single pan and tilt unit could be such a system. The combination would yield output combining the best characteristics of each method: (1) the NubiScope probes the sky in a period of 6-7 min and construct a digital image of the brightness temperature, and (2) the lidar yields accurately the cloud base height for each azimuth/ elevation angle of the NubiScope position, indicating the altitude at which the clouds are present.
[69] Ultimately, it is unrealistic to expect complete similarity between the Observer and any instrumental output. There are also situations where the Observer would not have been able to detect clouds at all, even though they may have been present. At night, the Observer lacks the visible light to make his/her observation. And for very high thin and wispy clouds the Observer (and also some instruments) would not have classified these as clouds at all. Indeed, the results here demonstrate that a universal definition of cloudiness, which depends on some subjective form of threshold detection such as lidar-based optical depth may be out of reach by the more commonly deployed instruments. 
