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Abstract
The energy of a graph G, denoted by E(G), is defined to be the sum of absolute values of all eigenvalues
of the adjacency matrix of G. Let G(n, l, p) denote the set of all unicyclic graphs on n vertices with girth
and pendent vertices being l (3) and p (1), respectively. More recently, one of the present authors
[H. Hua, On minimal energy of unicyclic graphs with prescribed girth and pendent vertices, Match 57
(2007) 351–361] determined the minimal-energy graph in G(n, l, p). In this work, we almost completely
solve this problem, cf. Theorem 15. We characterize the graphs having minimal energy among all elements
ofG(n, p), the set of unicyclic graphs with n vertices and p pendent vertices. Exceptionally, for some values
of n and p (see Theorem 15) we reduce the problem to finding the minimal-energy species to only two
graphs.
© 2007 Elsevier Inc. All rights reserved.
AMS classification: 05C35; 05C50; 05C90
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1. Introduction
Let G be a connected graph with n vertices and let A(G) be its adjacency matrix. The charac-
teristic polynomial φ(G; λ) of A(G) is defined as
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φ(G; λ) = det(λI − A(G)) =
n∑
i=0
aiλ
n−i ,
where I is the unit matrix of order n.
All n roots λ1, λ2, . . . , λn of the equation φ(G; λ) = 0 are called to be eigenvalues of G. It is
evident that each λi (i = 1, 2, . . . , n) is real since A(G) is symmetric.
In chemistry, the (experimentally determined) heats of formation of conjugated hydrocarbons
are closely related to total -electron energy. Within the framework of the so-called HMO model
the total -electron energy is calculated from the eigenvalues of a pertinently constructed “molec-
ular” graph G by the equation E(G) = ∑ni=1 |λi |. It’s well known that E(G) can be expressed
as the Coulson integral formula (see [3,23])
E(G) = 1
2
∫ +∞
−∞
1
x2
ln
⎡
⎢⎣
⎛
⎝
 n2 ∑
i=0
(−1)ia2ix2i
⎞
⎠
2
+
⎛
⎝
 n2 ∑
i=0
(−1)ia2i+1x2i+1
⎞
⎠
2⎤
⎥⎦ dx, (1)
where a0, a1, . . . , an are coefficients of characteristic polynomial φ(G; x) of G.
It is both interesting and significant to determine the graph with extremal energies among a
given class of graphs. Numerous results on this subject have been put forward. For more details
see [1–9]; for some recent research along this line see [10–22]. The interested reader may also
refer to [23,24] for the mathematical properties on E(G).
As usual, we begin with some notations and terminologies. By Sn, Cn and Pn we denote
respectively the star graph, the cycle graph and the path graph with n vertices. Let G(n, l, p)
denote the set of unicyclic graphs on n vertices with girth and pendent vertices being l and p,
respectively. We use G(n, p) to denote the set of unicyclic graphs with n vertices and p pendent
vertices. Denote by Cln the set of unicyclic graphs obtained by attaching n − l pendent vertices
to the cycle Cl . Let Sln (n  l + 1) be the graph obtained by identifying the center of the star
Sn−l+1 with any vertex of Cl . Let P ln (n  l + 1) be graph obtained by identifying one pendent
vertex of the path Pn−l+1 with any vertex of the cycle Cl . By Sl,pn (n  l + p + 1) we denote the
graph obtained by identifying one pendent vertex of the path Pn−l−p+1 with one pendent vertex
of Sll+p. Denote by R
l,p
n (n  l + p + 1) the graph obtained by attaching p pendent edges to the
pendent vertex of P ln−p. Fig. 1 depicted S
l,p
n and Rl,pn , respectively.
More recently, one of the present authors [19] determined the unicyclic graph with minimal
energy in G(n, l, p). But the problem of determining the graph with minimal energy in G(n, p)
is still open.
In this work, we almost completely solve this problem, cf. Theorem 15. The graphs having
minimal energy are characterized among all elements of G(n, p). Exceptionally, for some values
of n and p (see Theorem 15) we reduce the problem to finding the minimal-energy species to
only two graphs.
a b
Fig. 1. (a) The graph Sl,pn . (b) The graph Rl,pn .
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2. Graphs in G(n, p) with minimal energy
Our starting point is a long-known result due to Sachs [25] which states as follows:
Lemma 1. LetGbe a graph onn vertices with characteristic polynomialφ(G; x)=∑ni=0 aixn−i .
Then
ai(G) =
∑
S∈Li
(−1)k(S)2c(S), (2)
where Li denotes the set of Sachs graphs with i vertices (namely, the graph with its component
being either K2 or a cycle), k(S) is number of components of S and c(S) is the number of cycles
contained in S.
Let bi(G) = |ai(G)|(i = 0, 1, . . . , n). It can be easily seen from Eq. (2) that b2(G) equals
exactly the number of edges of G. In addition, b0(G) = 1.
Let m(G; k) denote the number of k-matchings of a graph G, where k-matchings is a set
of edges of size k in which any two edges share no common vertices. In particular, if G con-
tains no cycle, i.e. G is acyclic, then b2k(G) = m(G; k) and b2k+1(G) = 0 for each k  0.
It is both consistent and convenient to define bk(G) = 0 and m(G; k) = 0 for the case when
k < 0.
In [5], Hou obtained the following result:
Lemma 2. Let G be a unicyclic graph with its cycle Cl. Then (−1)ka2k  0 for all k  0; and
(−1)ka2k+1  0 (resp.  0) for all k  0 if l = 2r + 1 and r is odd (resp. even).
By means of Lemma 2, Eq. (1) is now reduced to
E(G) = 1

∫ +∞
0
1
x2
ln
⎡
⎢⎣
⎛
⎝
 n2 ∑
i=0
b2ix
2i
⎞
⎠
2
+
⎛
⎝
 n2 ∑
i=0
b2i+1x2i+1
⎞
⎠
2⎤
⎥⎦ dx. (3)
It follows from (3) that E(G) is a monotonically increasing function of bi(G) for i = 0, 1, . . . , n.
That is to say, for any two unicyclic graphs G1 and G2, there exists
bi(G1)  bi(G2) for all i  0 ⇒ E(G1)  E(G2). (4)
If bi(G1)  bi(G2) holds for all i  0, then we write G1  G2 or G2 	 G1. If G1  G2 (or
G2 	 G1) and there exists some i0 such that bi0(G1) > bi0(G2), then we write G1 
 G2 (or
G2 ≺ G1).
According to the above relations, the following lemma follows readily.
Lemma 3. Let G1 and G2 be two unicyclic graphs. Then G1  G2 implies that E(G1)  E(G2)
and G1 
 G2 implies that E(G1) > E(G2).
The following lemma is crucial to the proof of our main result.
Lemma 4. Let G be a unicyclic graph on n vertices with its cycle being Cl. Let uv be an edge in
E(G), we have
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(a) Ifuv ∈ Cl, thenbi(G) = bi(G − uv) + bi−2(G − u − v) − 2bi−l (G − Cl) if l ≡ 0(mod 4)
and bi(G) = bi(G − uv) + bi−2(G − u − v) + 2bi−l (G − Cl) if l /≡ 0(mod 4).
(b) If uv /∈ Cl, then bi(G) = bi(G − uv) + bi−2(G − u − v). In particular, if uv is a pendent
edge with pendent vertex v, then bi(G) = bi(G − v) + bi−2(G − u − v).
Proof. Recall that for any edge uv in ε(G), the set of edges of G, we have
φ(G; x) = φ(G − uv; x) − φ(G − u − v; x) − 2
∑
C∈Cuv
φ(G − C; x), (5)
where Cuv denotes the set of cycles containing uv.
One can easily obtain the desired result by equating the coefficients of xn−i on both sides of
Eq. (5). 
It is not difficult to prove the following result.
Lemma 5. Let G and G′ be two acyclic graphs. If G contains G′ as its subgraph, then m(G; k) 
m(G′; k) for all k  0.
One of the present authors reported the following result in [19].
Lemma 6. Let G ∈ G(n, l, p) with 1  p  n − 3 and 3  l  n − p. If G  Sl,pn , Rl,pn , then
E(G) > E(S
l,p
n ).
Lemma 7. For 3  l  n − 1 and n  5, E(Sl,1n )  E(S4,1n ) with equality holding only if l = 4.
Proof. By Lemma 3, it suffices to prove that Sl,1n 
 S4,1n for 3  l  n − 1 and l /= 4. We distin-
guish between the following two cases.
Case 1. l is even.
We classify this case further into two subcases.
Subcase 1.1. l ≡ 0(mod 4).
By Lemma 4(a), we have
bi(S
l,1
n ) = bi(Pn) + bi−2(Pl−2 ∪ Pn−l ) − 2bi−l (Pn−l ), (6)
bi(S
4,1
n ) = bi(Pn) + bi−2(P2 ∪ Pn−4) − 2bi−4(Pn−4). (7)
As Sl,1n and S4,1n are all bipartite, we have b2k+1(Sl,1n ) = b2k+1(S4,1n ) = 0 for all k  0. In what
follows, we shall prove that b2k(Sl,1n )  b2k(S4,1n ) for all k  0.
Note that l  8 in this case. Combining Eqs. (6) and (7), we obtain
b2k(S
l,1
n ) − b2k(S4,1n ) = m(Pl−2 ∪ Pn−l; k − 1) − m(P2 ∪ Pn−4; k − 1)
+ 2m(Pn−4; k − 2) − 2m
(
Pn−l; k − l2
)
= m(Pl−2 ∪ Pn−l; k − 1) − m(Pn−4; k − 1) + m(Pn−4; k − 2)
− 2m
(
Pn−l; k − l2
)
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= m(Pl−2 ∪ Pn−l; k − 1) − m(Pl−4 ∪ Pn−l; k − 1)
−m(Pl−5 ∪ Pn−l−1; k − 2) + m(Pn−4; k − 2)
−2m
(
Pn−l; k − l2
)
= m(Pl−4 ∪ Pn−l; k − 2) + m(Pl−5 ∪ Pn−l; k − 2)
−m(Pl−5 ∪ Pn−l−1; k − 2) + m(Pn−4; k − 2)
− 2m
(
Pn−l; k − l2
)
.
As Pl−5 ∪ Pn−l−1 is a subgraph of Pl−5 ∪ Pn−l , we have m(Pl−5 ∪ Pn−l; k − 2)  m(Pl−5 ∪
Pn−l−1; k − 2) by Lemma 5. So, it derives from the above equality that
b2k(S
l,1
n ) − b2k(S4,1n ) m(Pl−4 ∪ Pn−l; k − 2) + m(Pn−4; k − 2)
− 2m
(
Pn−l; k − l2
)
. (8)
Note that
m(Pl−4 ∪ Pn−l; k − 2) = m(Pl−5 ∪ Pn−l; k − 2) + m(Pl−6 ∪ Pn−l; k − 3)
 m(Pl−6 ∪ Pn−l; k − 3)
 · · ·
 m
(
P0 ∪ Pn−l; k − 2 − l − 42
)
.
That is
m(Pl−4 ∪ Pn−l; k − 2)  m
(
Pn−l; k − l2
)
. (9)
Similarly, we have
m(Pn−4; k − 2) = m(Pl−5 ∪ Pn−l+1; k − 2) + m(Pl−6 ∪ Pn−l; k − 3)
 m(Pl−6 ∪ Pn−l; k − 3),
which gives
m(Pn−4; k − 2)  m
(
Pn−l; k − l2
)
. (10)
From the combination of Eqs. (8)–(10) it follows that b2k(Sl,1n )  b2k(S4,1n ) for all k  0. Thus
bi(S
l,1
n )  bi(S4,1n ) for all i  0. By Eq. (10), we find that m(Pn−4; 3 − 2) = n − 5  l + 1 −
5  4 > 0 = m (Pn−l; 3 − l2 ). Sob6(Sl,1n > b6(S4,1n ). The proof of Subcase 1.1 is thus completed.
Subcase 1.2. l ≡ 2(mod 4).
Note that l  6 in this case. Similar to the proof of Subcase 1.1, we omit here.
Case 2. l is odd.
Obviously, b2k+1(Sl,1n )  0 = b2k+1(S4,1n ) for all k  0. What remains is to prove that
b2k(S
l,1
n )  b2k(S4,1n ) for all k  0.
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Recall that b2k−l (Pn−l ) = 0. Then by Eqs. (6) and (7), we have
b2k(S
l,1
n ) − b2k(S4,1n ) = m(Pl−2 ∪ Pn−l; k − 1) − m(P2 ∪ Pn−4; k − 1)
+ 2m(Pn−4; k − 2)
= m(Pl−2 ∪ Pn−l; k − 1) − m(Pn−4; k − 1) + m(Pn−4; k − 2).
If l = 3, then b2k(Sl,1n ) − b2k(S4,1n )  0 by the above equality and Lemma 5, since Pl−2 ∪ Pn−l =
P1 ∪ Pn−3 contains Pn−4 as its proper subgraph.
Assume that l  5. Thus, we have
b2k(S
l,1
n ) − b2k(S4,1n ) = m(Pl−2 ∪ Pn−l; k − 1) + m(Pn−4; k − 2)
− m(Pl−4 ∪ Pn−l; k − 1) − m(Pl−5 ∪ Pn−l−1; k − 2).
Once again by Lemma 5, we obtain
m(Pl−2 ∪ Pn−l; k − 1)  (Pl−4 ∪ Pn−l; k − 1),
m(Pn−4; k − 2)  m(Pl−3 ∪ Pn−l−1; k − 2)  m(Pl−5 ∪ Pn−l−1; k − 2).
So b2k(Sl,1n )  b2k(S4,1n ) for all k  0 in this case. Particularly, we have b6(Sl,1n ) > b6(S4,1n ) since
m(Pn−4; 1) > m(Pl−5 ∪ Pn−l−1; 1).
Combining the proofs of Cases 1 and 2, the lemma follows as expected. 
The following result is reported in [9] by Zhou and Li.
Lemma 8. Let 2  i 
⌊
n
2
⌋
and i /= 3, then Pi ∪ Pn−i 
 P3 ∪ Pn−3 
 P1 ∪ Pn−1.
Theorem 9. Let 1  p  n − 4 and 3  l  n − p − 1. Then E(Sl,pn )  E(S4,pn ) with equality
only if l = 4.
Proof. By Lemma 3, it is sufficient to prove that Sl,pn 
 S4,pn for 3  l  n − p − 1 and l /= 4.
We prove this by induction on p.
When p = 1, the statement is immediate from Lemma 7. Let t  2 and suppose the statement
is true for the case when p < t . Now let p = t . Using Lemma 4(b), we obtain
bi(S
4,t
n ) = bi(S4,t−1n−1 ) + bi−2(P3 ∪ Pn−t−3),
bi(S
l,t
n ) = bi(Sl,t−1n−1 ) + bi−2(Pl−1 ∪ Pn−t−l+1).
By induction assumption, we have Sl,t−1n−1 
 S4,t−1n−1 , which gives bi(Sl,t−1n−1 )  bi(S4,t−1n−1 ) for all
i  0 and there exists some i0 such that bi0(S
l,t−1
n−1 ) > bi0(S
4,t−1
n−1 ).
Since l − 1  2 andn − t − l + 1  2, by Lemma 8, we havePl−1 ∪ Pn−t−l+1  P3 ∪ Pn−t−3
with equality if and only if n − p − l = 2. So bi−2(Pl−1 ∪ Pn−t−l+1)  bi−2(P3 ∪ Pn−t−3) for
all i  0. This completes the proof. 
Theorem 10. Let 1  p  n − 4 and 3  l  n − p − 1, thenE(Rl,pn )  E(R4,pn )with equality
only if l = 4.
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Proof. By Lemma 3, it suffices to prove that Rl,pn 
 R4,pn for 3  l  n − p − 1 and l /= 4.
When n − p = 4, we must have l = 3. In this case, the respective characteristic polynomials
of R4,pp+4 and R
3,p
p+4 read
φ(R
4,p
p+4; x) = xp+4 − (p + 4)xp+2 + 2pxp,
φ(R
3,p
p+4; x) = xp+4 − (p + 4)xp+2 − 2xp+1 + (3p + 1)xp + 2pxp−1.
It can be easily seen thatR3,pp+4 
 R4,pp+4. Now we assume thatn − p  5 and consider the following
two cases.
Case 1. l = n − p − 1( 4).
If n − p = 5, then Rl,pn = R4,pn . So we may suppose that n − p  6. We proceed by induction
on p.
When p = 1, Rn−p−1,pn ∼= Sn−p−1,1n and R4,pn ∼= S4,1n and the theorem is evidently true by
Lemma 7.
Suppose the result holds for small values of p. In view of Lemma 4(b), we obtain
bi(R
n−p−1,p
n ) = bi(Rn−p−1,p−1n−1 ) + bi−2(Cn−p−1), (11)
bi(R
4,p
n ) = bi(R4,p−1n−1 ) + bi−2(S4,1n−p−1). (12)
Consequently, we need only to prove that Cn−p−1  S4,1n−p−1.
When 0  i  n − p − 2, by Lemma 4(a), we have
bi(Cn−p−1) = bi(Pn−p−1) + bi−2(Pn−p−3),
bi(S
4,1
n−p−1) = bi(Pn−p−1) + bi−2(P2 ∪ Pn−p−5) − 2bi−4(Pn−p−5).
Hence, bi(Cn−p−1)  bi(S4,1n−p−1) for 0  i  n − p − 2.
When i = n − p − 1, by Lemma 4(a), we have
bn−p−1(Cn−p−1) = bn−p−1(Pn−p−1) + bn−p−3(Pn−p−3) − 2, (13)
if n − p − 1 ≡ 0(mod 4);
bn−p−1(Cn−p−1) = bn−p−1(Pn−p−1) + bn−p−3(Pn−p−3) + 2, (14)
if n − p − 1 /≡ 0(mod 4) and
bn−p−1(S4,1n−p−1) = bn−p−1(Pn−p−1) + bn−p−3(P2 ∪ Pn−p−5) − 2bn−p−5(Pn−p−5).
(15)
When n − p − 1 /≡ 0(mod 4), by Eqs. (14) and (15), we have bn−p−1(Cn−p−1)  bn−p−1
(S
4,1
n−p−1). When n − p − 1 ≡ 0(mod 4), we have n − p − 5 ≡ 0(mod 4) and then bn−p−5
(Pn−p−5) = 1. So bn−p−1(Cn−p−1)  bn−p−1(S4,1n−p−1) by Eqs. (13) and (15).
Therefore, Cn−p−1  S4,1n−p−1. Combining this fact with Eqs. (11) and (12) and induction
hypothesis, the result follows in this case.
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Case 2. 3  l  n − p − 2.
Again, we use induction on p. When p = 1, Rl,pn ∼= Sl,1n and R4,pn ∼= S4,1n and the result follows
immediately from Lemma 7.
Let t  2 and suppose the result is true for p < t . Let p = t .
By Lemma 4(b), we have
bi(R
l,t
n ) = bi(Rl,t−1n−1 ) + bi−2(Sl,1n−t−1),
bi(R
4,t
n ) = bi(R4,t−1n−1 ) + bi−2(S4,1n−t−1).
By induction assumption, Rl,t−1n−1 
 R4,t−1n−1 , which implies that bi(Rl,t−1n−1 )  bi(R4,t−1n−1 ) for all
i  0 and there exist some i0 such that bi0(R
l,t−1
n−1 ) > bi0(R
4,t−1
n−1 ). Moreover, by Lemma 7, we
have bi−2(Sl,1n−t−1)  bi−2(S
4,1
n−t−1) for all i  0. Consequently, the result follows. 
Theorem 11. Suppose 1  p  n − 4 and n /= p + 5. Then E(R4,pn )  E(S4,pn ) with equality
only if p = 1.
Proof. When p = 1 or p = n − 4, we have R4,pn ∼= S4,pn and the result holds clearly. Now
we suppose that 2  p  n − 6. Obviously, b2k+1(R4,pn ) = b2k+1(S4,pn ). We shall prove that
b2k(R
4,p
n )  b2k(S4,pn ) by induction on p. Using Lemma 4(b), we obtain
b2k(R
4,p
n ) − b2k(S4,pn ) = b2k(R4,p−1n−1 ) − b2k(S4,p−1n−1 ) + b2k−2(S4,1n−p−1)
− b2k−2(P3 ∪ Pn−p−3)
 b2k−2(S4,1n−p−1) − b2k−2(P3 ∪ Pn−p−3)
(by induction assumption)
= m(Pn−p−1; k − 1) + m(P2 ∪ Pn−p−5; k − 2)
− 2m(Pn−p−5; k − 3) − m(Pn−p−3; k − 1)
−2m(Pn−p−3; k − 2) (by Lemma 4(a))
= · · ·
= m(Pn−p−5; k − 2).
Then b2k(R4,pn )  b2k(S4,pn ) for all k  0 and thus bi(R4,pn )  bi(S4,pn ) for all i  0. Moreover,
b4(R
4,p
n ) − b4(S4,pn ) = 1 > 0. This completes the proof. 
Remark 1. By an elementary calculation, one have
φ(S
4,p
p+5; x) = xp−1[x6 − (p + 5)x4 + 3(p + 1)x2 − 2(p − 1)], (16)
φ(R
4,p
p+5; x) = xp+1[x4 − (p + 5)x2 + (4p + 2)]. (17)
From the above two equalities we conclude that neither S4,pp+5 ⊀ R
4,p
p+5 nor S
4,p
p+5  R
4,p
p+5.
Moreover, even if the Coulson integral formula (see Eq. (1)) is employed here, we cannot compare
E(S
4,p
p+5) with E(R
4,p
p+5).
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In what follows we shall use one famous result from spectral graph theory [25]. It is well known
that the eigenvalues of a graph G are not mutually independent and there exist some relations
between them. One of such relations between eigenvalues holding for a bipartite graph is the
paring theorem [25]:
λi − λn+1−i = 0 for i = 1, 2, . . . , n. (18)
Now we can state and prove the following:
Theorem 12. Let 2  p  864, then E(S4,pp+5) > E(R
4,p
p+5).
Proof. Noting that bothR4,pp+5 andS
4,p
p+5 are all bipartite graphs. Leta  b  c > 0 andd  e > 0.
Then by means of Eqs. (16)–(18), we may assume that the non-zero eigenvalues of S4,pp+5 and
R
4,p
p+5 are respectively ±
√
a,±√b,±√c and ±√d,±√e. Thus we can rewrite the characteristic
polynomials of S4,pp+5 and R
4,p
p+5 as follows:
φ(S
4,p
p+5; x) = xp−1(x2 − a)(x2 − b)(x2 − c), (19)
φ(R
4,p
p+5; x) = xp+1(x2 − d)(x2 − e). (20)
Since the zero-eigenvalues play no role in computing the energy E(G) for a graph G, then
E(S
4,p
p+5) = 2(
√
a + √b + √c) and E(R4,pp+5) = 2(
√
d + √e).
Now, equating Eqs. (16) and (19), and comparing the coefficients deduce that⎧⎨
⎩
a + b + c = p + 5,
ab + bc + ac = 3(p + 1),
abc = 2(p − 1).
Similarly, we have{
d + e = p + 5,
de = 4p + 2.
Next, we shall verify that E(S4,pp+5) > E(R
4,p
p+5), or equivalently, prove that
√
a + √b + √c > √d + √e.
That is
(a + b + c) + 2(√ab + √bc + √ca) > (d + e) + 2√de,
i.e. √
ab + √bc + √ca > √de,
i.e.
(ab + bc + ca) + 2√abc(√a + √b + √c) > de,
i.e.
3(p + 1) + 2√2(p − 1)(√a + √b + √c) > 4p + 2,
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i.e.
√
a + √b + √c >
√
p − 1
8
.
Recall that
√
a + √b + √c =
√
abc
bc
+ √b + √c =
√
2(p − 1)
bc
+ √b + √c  3 6√2(p − 1).
So it suffices to prove that
3 6
√
2(p − 1) >
√
p − 1
8
,
i.e.
(p − 1)2 < 2 × 36 × 83,
which gives p < 865. This completes the proof. 
The following lemma is due to Hou in [5].
Lemma 13. Let G ∈ G(n, l). Then Sln ≺ G, where G(n, l) is the set of unicyclic graphs on n
vertices with the length of cycle being l.
Theorem 14. Let G ∈ Cn−pn with 1  p  n − 5. Then E(G) > E(S4,pn ).
Proof. It is sufficient to verify that G 
 S4,pn for any G ∈ Cn−pn . Let G be any graph in Cn−pn ,
by Lemma 13, we have G 
 Sn−pn . So we need only to prove that Sn−pn 
 S4,pn .
Firstly, we shall demonstrate that the statement is true for the case that p = 1, that is Sn−1n 

S
4,1
n .
Since S4,1n is bipartite, then b2k+1(Sn−1n )  0 = b2k+1(S4,1n ) for all possible values of k. What
remains is to prove that b2k(Sn−1n )  b2k(S
4,1
n ) for all k  0.
Apply Lemma 4(a), we obtain
b2k(S
n−1
n ) = b2k(Pn) + b2k−2(P1 ∪ Pn−3) ± 2b2k−(n−1)(K1),
b2k(S
4,1
n ) = b2k(Pn) + b2k−2(P2 ∪ Pn−4) − 2b2k−4(Pn−4).
Therefore, b2k(Sn−1n ) − b2k(S4,1n ) = 2b2k−4(Pn−4) + b2k−2(P1 ∪ Pn−3) − b2k−2(P2 ∪ Pn−4) ±
2b2k−(n−1)(K1) = m(Pn−4; k − 2) + m(Pn−5; k − 2) ± 2b2k−(n−1)(K1).
If 2k /= n − 1, then b2k−(n−1)(K1) = 0 and thus b2k(Sn−1n ) − b2k(S4,1n )  0. If 2k = n − 1,
then b2k(Sn−1n ) − b2k(S4,1n ) = m(Pn−4; k − 2) + m(Pn−5; k − 2) ± 2 = m
(
Pn−4; n−12 − 2
)
+
m
(
Pn−5; n−12 − 2
)
± 22m
(
Pn−5; n−52
)
− 2 = 0. Hence b2k(Sn−1n )b2k(S4,1n ) for all k0.
It is evident that there exists some k0 such that b2k0(Sn−1n ) > b2k0(S
4,1
n ) or b2k0+1(Sn−1n ) >
b2k0+1(S
4,1
n ). So the statement is true for the present case.
Secondly, we shall demonstrate that the statement is true for the case that p  2, i.e. Sn−pn 

S
4,p
n .
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Before proceeding any further, we state and prove the following claim:
Claim. For 2  p  n − 5, b2k(Sn−pn ) − b2k(S4,pn )  m(P(n−3)−p; k − 2) + m(P(n−4)−p;
k − 2) − m(P(n−5)−p; k − 3) ± 2b2k−l (K1), where l(= n − p) is the length of cycle in Sn−pn .
We shall prove this claim by induction on p, namely, the number of pendent vertices in Sn−pn
and S4,pn .
When p = 2, by Lemma 4(b),
b2k(S
n−2
n ) = b2k(Sn−2n−1 ) + b2k−2(Pn−3),
b2k(S
4,2
n ) = b2k(S4,1n−1) + b2k−2(P3 ∪ Pn−5).
Combining the proof of the case thatp = 1 and the above two equalities, we know thatb2k(Sn−2n ) −
b2k(S
4,2
n ) = m(P(n−3)−2; k−2) + m(P(n−4)−2; k−2) − m(P(n−5)−2; k − 3) ± 2b2k−(n−2)(K1).
So the claim holds for the case p = 2.
Now, by Lemma 4(b), we obtain
b2k(S
n−p
n ) = b2k(Sn−pn−1 ) + b2k−2(Pn−p−1),
b2k(S
4,p
n ) = b2k(S4,p−1n−1 ) + b2k−2(P3 ∪ Pn−3−p).
By induction assumption, we have b2k(Sn−pn−1 ) − b2k(S4,p−1n−1 )  m(P(n−3)−(p−1); k − 2) +
m(P(n−4)−(p−1); k − 2) − m(P(n−5)−(p−1); k − 3) ± 2b2k−(n−p)(K1).
Consequently,b2k(Sn−pn ) − b2k(S4,pn )m(P(n−3)−(p−1); k − 2)+m(P(n−4)−(p−1); k − 2)−
m(P(n−5)− (p−1); k − 3) ± 2b2k− (n−p)(K1) − m(P(n−5)−p; k − 3) = m(Pn−2−p; k − 2) +
m(Pn−3−p; k − 2) − m(Pn−4−p; k − 3) ± 2b2k− (n−p)(K1) − m(P(n−5)−p; k − 3) = 2m
(Pn−3−p; k − 2) ± 2b2k−(n−p)(K1)−m(P(n−5)−p; k−3)m(P(n−3)−p; k−2)+m(P(n−4)−p;
k − 2) ± 2b2k−(n−p)(K1) − m(P(n−5)−p; k − 3). This proves the claim.
By the claim, we know that b2k(Sn−pn ) − b2k(S4,pn )  2m(Pn−4−p; k − 2) ± 2b2k−(n−p)(K1).
If 2k /= n − p, then b2k−(n−p)(K1) = 0 and thus b2k(Sn−pn ) − b2k(S4,pn )  0. If 2k = n − p,
then b2k(Sn−pn ) − b2k(S4,pn )  2m
(
Pn−4−p; n−p2 − 2
)± 2  0.
Moreover, b2k+1(Sn−pn )  0 = b2k+1(S4,pn ) for all values of k since S4,pn is a bipartite graph.
From above discussions, one can easily see that there exists some k0 such that b2k0(S
n−p
n ) >
b2k0(S
4,p
n ) or b2k0+1(S
n−p
n ) > 0 = b2k0+1(S4,pn ). So Sn−pn 
 S4,pn for p  2. This completes the
proof. 
Summarizing Lemma 6 and Theorems 9–12 and 14, we arrive at
Theorem 15. Let 1  p  n − 3. Then we have:
(a) For p = n − 3, S3,pn has the minimal energy among all graphs in G(n, p); For p = n − 4,
S
4,p
n has the minimal energy among all graphs in G(n, p).
(b) For p = 1, S4,pn or R4,pn has the minimal energy among all graphs in G(n, p).
(c) Forp = n − 5 and 7  n  869,R4,pn has the minimal energy among all graphs inG(n, p),
while for p = n − 5 and n  870, R4,pn or S4,pn has the minimal energy among all graphs
in G(n, p).
(d) For 2  p  n − 6, S4,pn has the minimal energy among all graphs in G(n, p).
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Remark 2. When p = n − 5 and n  870, we fail to determine which of the two graphs R4,pn
or S
4,p
n has smaller energy. It seems that the methods used in the existing literatures must be
improved in order to fulfill this task. So it remains an open mathematical problem and is awaiting
for a satisfactory solution.
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