Abstract-The aim of the present study was to develop a prediction model for subjective voice disorders based on an artificial neural network algorithm and a decision tree using national statistical data. Subjects of analysis were 8,713 adults over the age of 19 (3,801 males and 4,912 females) who completed the otolaryngological examination of the Korea National Health and Nutrition Examination Survey from 2010 to 2012. Explanatory variables included age, education level, income, occupation, problem drinking, coffee consumption, and pain and discomfort from disease over the last two weeks. A multi-layer perceptron artificial neural network and a decision tree model were used for the analysis. In this model, smoking, pain and discomfort from disease over the last two weeks, education level, occupation, and income were drawn out as major predictors of subjective voice disorders. In order to minimize the risk of dysphonia, it is necessary to establish a scientific management system for high-risk groups.
INTRODUCTION
Voice disorders refer to problems of the voice due to abnormalities in the structure, function, or vagus nerve of vocal cords, and the term comprises both laryngeal disorders and subjective voice problems [1] . The prevalence rate of voice disorders is 5-7% [2, 3] , and 30% of the community-dwelling population experience voice problems at least once in their lifetime [4] . Thus, it is presumed that among the total population of 50 million Koreans, more than 2.5 million Koreans suffer from voice disorders.
The measurement and assessment of voice disorders are classified into objective methods, such as acoustic and aerodynamic tests, and patients' subjective assessments of voice symptoms [5] . Preliminary tests for the diagnosis of voice disorders include the acoustic test and the laryngoscopy test, but it is difficult to detect functional dysphonia caused by psychological problems with these tests alone. Therefore, capturing the subjective perceptions of a voice problem that a subject reports as well as observing the voice problems objectively is important in the diagnosis of dysphonia [6] . In addition, although there are (individual) differences in the degree of self-recognition of voice problems depending on the characteristics of individuals, subjective voice problems play an important role in deciding the treatment of dysphonia [7] .
Nevertheless, in many cases, subjects do not take voice problems seriously and, thus, do not report them to medical professionals. Moreover, even when subjects do report, diagnoses are terminated if no problems are discovered on the objective tests.
In order to effectively prevent dysphonia, investigations of its risk factors are vital. Over the last 20 years, smoking, drinking, misuse and abuse of vocal cords, and occupation have been reported to be the major risk factors of dysphonia [8] [9] [10] [11] [12] . Among them, subjective voice problems have been verified to be not only an independent risk factor of voice disorders [3, 4, 13, 14] but also the most predominant predictor among the various risk factors of dysphonia [15] .
To date, numerous epidemiological studies have confirmed that subjective voice disorders are an independent risk factor of dysphonia [16] . However, it has not yet been verified as a risk factor in Korean adults.
Meanwhile, artificial neural network analysis, an analysis technique that increases problem-solving abilities through the learning of artificial neurons, is currently being widely used in classification and prediction. Inspired by the human brain, neural network analysis has several advantages [17] . For example, past experiences enable automatic learning, the analysis of qualitative and quantitative variables is possible, and it has excellent prediction power, as non-linear combinations among entered variables are possible.
Furthermore, the decision tree model, which displays the decision-making process in a tree-structure diagram, has the advantages of accommodating both continuous and categorical variables and enabling an understanding of the factors contributing to the dependent variable.
In order to determine the characteristics of high-risk groups for dysphonia, it is necessary to elucidate the complex factors that affect voice problems. Decision trees, widely used in the areas of pattern recognition and medical science, and data mining analysis, used in neural networks, can be effectively used in predicting the target group for dysphonia prevention programs [15] .
This study presents basic materials to reduce dysphonia by developing a prediction model for subjective voice disorders based on an artificial neural network algorithm and a decision tree using national statistical data. The organization of our www.ijacsa.thesai.org study is as follows: Section 2 describes the data resources, Section 3 explains the procedure for the development of the prediction model, and Section 4 presents the results of the developed prediction model.
II. METHODS

A. Data sources
This study analyzed 8,713 adults (3,801 males and 4,912 females) who completed the otolaryngological examination of the Korea National Health and Nutrition Examination Survey from 2010 to 2012. The Korea National Health and Nutrition Examination Survey is a nationwide health survey conducted by the Ministry of Health and Welfare on 11,520 households regarding education, economic activities, contraction of diseases, use of medical institutions, and health behaviors [18] . Education and economic activities were researched by individual face-to-face interviews, while health behaviors, such as smoking and drinking, were researched by self-administered questionnaires. The detailed methods of the research are specified in the preceding study [18] .
B. Measurements
The dependent variable, subjective voice disorders, was classified (yes, no) based on the answers to the otolaryngological question: "Do you think that you have an abnormality in your voice?" Explanatory variables included age, education level, income (quartile), occupation, problem drinking, coffee consumption, and pain and discomfort from disease over the last two weeks (yes, no). Age was classified as 19 to 39 years, 40 to 59 years, and more than 60 years old. Education levels were classified as below elementary school graduation, middle school graduation, high school graduation, and above college graduation. Occupations were classified as follows: economically inactive person, non-manual worker (e.g., managers & professionals, clerical support workers, service & sales workers), manual worker (skilled agricultural & forestry & fishery workers, craft & plant and machine operators and assemblers, and unskilled laborers). As for alcohol consumption, 8 points and over was classified as problem drinking by using Alcohol Use Disorders Identification Test in Korea (AUDIT-K) [19] .
III. STATISTICAL ANALYSIS
A. Artificial neural network
Factors potentially related to subjective voice disorders were analyzed by using an artificial neural network. Artificial neural network analysis is a data mining modeling technique that finds hidden patterns from actual data through a repetitive learning process imitating the neural network of the human brain. It is a nonlinear model that is used to solve prediction problems in data with complex structures [20] .
Artificial neural network analysis is a mathematical model composed of numerous processing factors with a hierarchical structure, and it learns the relationship between input and output by the repetitive adjustment of weights by comparing past input data values and corresponding output data values [21] . The structure of the neural network is composed of both an input layer made of nodes corresponding with input variables and a hidden layer made of multiple hidden nodes. The hidden nodes turn the linear combination of variable values delivered from the input layer into a nonlinear function and deliver it to the input layers or other hidden layers [22] .
This study used a Radial Basis Function (RBF) neural network [23] . This study regarded variables with relative importance of inputs over 0.1 as major explanatory variables that affect the dependent variable and thus included them in the decision tree model.
B. Classification and regression tree algorithm
The decision tree model was established by using the Classification and Regression Tree (CART) algorithm. CART is an algorithm based on binary classification that measures impurities by using the Gini Index, and in it, only two children nodes are formed from a parent node [24] . The Gini Index refers to the probability that two elements randomly extracted from n elements belong to different groups from each other [25] . The alpha value for the criteria of splitting and merging was set at 0.05. The number of parent nodes was 200 and that of child nodes was 100, and the number of branches was limited to five. The validity of the developed model was assessed with the 10-fold cross-validation method.
IV. RESULTS
A. General characteristics of study subjects
The general characteristics of the study subjects are presented in Table 1 . Out of the total 8,713 subjects, the prevalence of subjective voice disorders was 6.9% (n=602). According to the result of the chi-square test, healthy subjects and those with subjective dysphonia did not have significant differences in any of the variables. 
B. Factors potentially related to subjective voice disorders
As a result of the artificial neural network analysis on 60.6% of the training sample, 29.6% of the test sample and 9.8% of the verification sample, five hidden layers were drawn out that produced the smallest data errors. The sum of the square error was 7.2%, and the classification accuracy of the training sample, test sample, and verification sample proved to be 92.8%, 93.8%, and 92.6%, respectively.
A synaptic weighted network diagram of the neural network model is presented in Figure 1 . The synaptic weighted value in the network diagram demonstrates the relationship among layers, and the higher the combined weighted value, the thicker the line between layers. In this model, smoking, pain and discomfort from disease over the last two weeks, education level, occupation, and income were drawn out as major variables with high weighted values for subjective voice disorders.
The normalized importance sampling estimator drawn out from the neural network model is presented in Figure 2 . According to the result of the normalized importance sampling estimator, smoking, pain and discomfort from disease over the last two weeks, education level, occupation, and income were deciding factors of subjective voice disorders.
The prediction model for subjective voice disorders using the CART algorithm is presented in Figure 3 . According to the result of the classification model constructed using the CART algorithm, the most preferentially involved predictor was household income. Table 2 is a gains chart of the final prediction model for subjective voice disorders created by the CART algorithm. The two nodes were confirmed as significant paths that effectively predicted subjective voice disorders. www.ijacsa.thesai.org
The first path with the greatest profit index value (10th node) was "past smokers who belong to the lowest 25% in household income and are middle school graduates and lower or university graduates and over." Of them, 13.5% were classified as suffering from subjective dysphonia, and their profit index was 204.8%. The second path (16th node) was "manual workers who belong to the lowest 25% in household income and are primary school graduates and lower or high school graduates with past smoking experience." Of them, 11.1% were classified as suffering from subjective dysphonia, and their profit index was 169.1%. Fig. 3 . The prediction model for subjective voice disorders using the CART algorithm This study conducted a 10-fold cross-validation test to assess the final developed model. According to the result of the 10-fold cross-validation test to compare the stability of the drawn-out model, the drawn-out risk index was 0.32 and the misclassification rate was 32% for the cross-classification model, showing the same risk index (0.32) and misclassification rate (32%) of the prediction model. 
V. CONCLUSION
This study analyzed predictors of subjective dysphonia by combining neural network analysis and a decision tree model.
In our study, "past smokers who belong to the lowest 25% in household income and are middle school graduates and lower or university graduates and over" and "manual workers who belong to the lowest 25% in household income and are primary school graduates and lower or high school graduates with past smoking experience" were high-risk groups for subjective dysphonia.
In order to prevent dysphonia effectively, it is necessary to develop prevention programs that consider the characteristics of high-risk groups.
