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Non-uniform ISS small-gain theorem for infinite
networks
Andrii Mironchenko
Abstract—We introduce the concept of non-uniform input-to-
state stability for networks, which combines the uniform global
stability together with the uniform attractivity of any finite
number of modes of the system, but which does not guarantee
the uniform convergence of all modes. We show that given an
infinite network of ISS subsystems, which do not have a uniform
K L -bound on the transient behavior, and if the gain operator
satisfies the bounded monotone invertibility property, then the
whole network is non-uniformly ISS and its any finite subnetwork
is uniformly ISS.
Index Terms—input-to-state stability, small-gain theorem, sta-
bility of networks, nonlinear systems, infinite-dimensional sys-
tems.
I. INTRODUCTION
We are living in the worlds of networks, which grow steadily
in size and in the number of couplings between individual
agents. Smart grids, connected vehicles, swarm robotics, and
smart cities are particular examples of such networks, in which
the participating agents may be plugged in and out from the
network at any time. Natural generalizations of such large-
scale networks are infinite networks, which overapproximate
and capture the essence of the original interconnections. The
complexity of such networks motivates to use the bottom-up
approach and to establish stability for a complex system based
on properties of its less complex components.
During the last 2 decades, a vast literature appeared, devoted
to spatially invariant systems and/or linear systems consisting
of an infinite number of finite-dimensional components, inter-
connected with each other by means of the same pattern [2],
[3], [5], [6], [18], etc. Recently, a research program has been
initiated which aims at developing the methods and tools to
analyze and control infinite networks composed of nonlinear
infinite-dimensional systems of different nature, which are not
necessarily spatially invariant. This program is based on the
nonlinear small-gain methods and infinite-dimensional input-
to-state stability (ISS) theory.
ISS theory has been initiated in [34], and has quickly
become one of the pillars of nonlinear control theory, including
robust stabilization, nonlinear observer design and analysis of
large-scale networks, see [25], [1], [35]. For the analysis of
coupled systems, the ISS paradigm is especially fruitful in
combination with the small-gain approach. In this method,
the influence of any subsystem on other subsystems of a
network is characterized by so-called gain functions. The
gain operator constructed from these functions characterizes
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the interconnection structure of the network. The small-gain
theorems state that if the gains are small enough (i.e., the
gain operator satisfies a some sort of small-gain condition),
the network is stable.
Small-gain theorems originated within the input-output the-
ory of linear systems, for an overview see [12]. The small-gain
technique was extended to nonlinear feedback input-output
systems in [13], [26]. ISS paradigm allowed to extend the
nonlinear small-gain theorems to the couplings of 2 nonlinear
state space systems in [17], [16], and further to finite networks
of input-to-state stable ODEs [11], [10].
A substantial progress in the infinite-dimensional input-to-
state stability (ISS) theory within the last years [14], [15],
[20], [22], [31], [36], [38] (see [30] for a recent survey on
this topic) has created the basis which allows to extend the
small-gain results to the finite and infinite networks of infinite-
dimensional systems. Small-gain results for finite networks of
evolution equations in Banach spaces, both in trajectory and
in Lyapunov formulations, have been developed in [4], [27],
[28], [37], [21], [23] (see [27] for more details and references).
Small-gain analysis of infinite (not necessarily spatially
invariant) networks is especially challenging since the gain
operator, collecting the information about the internal gains,
acts on an infinite-dimensional space, in contrast to finite
networks of arbitrary nature. This calls for a careful choice
of the infinite-dimensional state space of the overall network,
and motivates the use of the theory of positive operators on
ordered Banach spaces for the small-gain analysis.
For networks consisting of exponentially ISS systems, pos-
sessing exponential ISS Lyapunov functions with linear gains,
it was shown in [24] that the whole network is exponentially
ISS and there is a coercive exponential ISS Lyapunov function
for the whole network provided that the spectral radius of the
gain operator is less than one. This result is tight and provides
a complete generalization of [7, Prop. 3.3] from finite networks
to infinite ones. In [33] this result has been extended to
networks of systems which are exponentially ISS with respect
to closed sets, and in this form applied to the stability analysis
of infinite time-variant networks, to consensus in infinite-agent
systems, as well as to the design of distributed observers for
infinite networks.
Lyapunov-based ISS small-gain theorems have been re-
ported in [9], [8]. In [9], ISS was shown for an infinite network
of ISS systems provided that the internal gains capturing the
influence of subsystems on each other are all uniformly less
than identity, which is a very conservative condition. In [8] the
Lyapunov-based small-gain results for infinite networks have
been shown, under assumption of the existence of a linear
path of strict decay for the gain operator, which is quite strong
2assumption, making the result not fully nonlinear.
The main motivation for this work is the paper [29], where
trajectory-based small-gain theorems for infinite networks con-
sisting of nonlinear infinite-dimensional systems have been
shown. These results show that if all the subsystems are
ISS with a uniform K L -transient bound and with the gain
operator satisfying the so-called monotone limit property, then
the network is ISS. Furthermore, in [29] it was shown that a
network consisting of subsystems which are merely uniformly
globally stable (UGS), is again UGS provided that the gain
operator satisfies a uniform small-gain condition, which is
implied by (and probably is weaker than) the MLIM property.
A. Contribution
In this paper we introduce the concept of non-uniform input-
to-state stability for networks, which is equivalent to ISS in
case of finite networks, but is weaker than ISS for infinite
networks. We characterize in Proposition III.2 the nonuniform
ISS via uniform global stability together with a uniform in
initial state but non-uniform in the modes of the network
version of the asymptotic gain property. For finite networks
non-uniform ISS is equivalent to the classical ISS property,
but it is weaker than ISS for infinite networks.
Our main result is the non-uniform ISS small-gain theorem
(Theorem III.5), showing that an infinite interconnection of
ISS systems, which possess a common K∞-bound (but not
necessarily a common K L -bound) on the transient behavior
of subsystems, is non-uniformly ISS provided that the gain
operator satisfies a uniform small-gain condition.
We show that under the same requirement any finite subnet-
work of the infinite network has an ISS property, which makes
our result applicable to ISS analysis of finite networks of an
unknown size.
As for finite networks the uniform small-gain condition for
the gain operator is equivalent to strong small-gain condition
(as shown in [29]), and since for finite networks non-uniform
ISS is equivalent to ISS, our non-uniform ISS small-gain
theorem can be seen as an alternative to [29] way to extend
the uniform ISS small-gain theorem from finite to infinite
networks.
Our results are valid for a very general class of control
systems, including many classes of evolution PDEs with
distributed and boundary control, time-delay systems, discrete-
time systems, etc.
Notation. We write R for the set of real numbers and Z for
the set of integers. R+ and Z+ denote the sets of nonnegative
reals and integers, respectively.
We use the following classes of comparison functions:
K := {γ :R+ → R+ | γ is continuous, strictly
increasing and γ(0) = 0} ,
K∞ := {γ ∈K | γ is unbounded} ,
L := {γ :R+ → R+ | γ is continuous and strictly
decreasing with lim
t→∞
γ(t) = 0},
K L := {β : R+×R+ →R+ | β is continuous,
β (·, t) ∈K , β (r, ·) ∈L , ∀t ≥ 0, ∀r > 0} .
For a normed linear space (W,‖·‖W ) and any r> 0, we write
Br,W := {w ∈W : ‖w‖W < r} (the open ball of radius r around
0 in W ). If the space W is clear from the context, we simply
write Br.
Throughout the paper, all considered vector spaces are
vector spaces over R.
II. PRELIMINARIES
A. Control systems and their properties
In this section we introduce the concept of a control system
as well as the main stability properties.
Definition II.1. A time set T is a subgroup of (R,+).
For any time set T , let T+ be the set of nonnegative
elements {t ∈ T : t ≥ 0}. By notational convention, when
the time set T is understood from the context, all inter-
vals are assumed to be restricted to T . Thus, for instance,
[a,b) = {t ∈ T ,a≤ t < b}.
We define the concept of a (time-invariant) system in the
following way:
Definition II.2. Consider the tuple Σ = (T ,X ,U ,φ) consist-
ing of
(i) A time set T .
(ii) A normed vector space (X ,‖ ·‖X), called the state space,
endowed with the norm ‖ · ‖X .
(iii) A normed vector space of inputs U ⊂ {u : T+ → U}
endowed with a norm ‖ · ‖U , where U is a linear
subspace of UT+ .
We assume that the following two axioms hold:
The axiom of shift invariance: for all u ∈ U and
all τ ≥ 0 the time shift u(·+ τ) belongs to U with
‖u‖U ≥ ‖u(·+ τ)‖U .
The axiom of concatenation: for all u1,u2 ∈ U and for
all t > 0 the concatenation of u1 and u2 at time t, defined
by
u1♦
t
u2(τ) :=
{
u1(τ), if τ ∈ [0, t],
u2(τ− t), otherwise,
(1)
belongs to U .
(iv) A map φ : Dφ → X , Dφ ⊆ T+ × X ×U (called tran-
sition map), so that for all (x,u) ∈ X ×U it holds
that Dφ ∩T+×{(x,u)} = [0, tm)×{(x,u)}, for a certain
tm = tm(x,u) ∈ (0,+∞].
The corresponding interval [0, tm) is called the maximal
domain of definition of t 7→ φ(t,x,u).
The triple Σ is called a (control) system, if the following
properties hold:
(Σ1) The identity property: for every (x,u) ∈ X ×U it holds
that φ(0,x,u) = x.
(Σ2) Causality: for every (t,x,u) ∈ Dφ , for every u˜ ∈ U ,
such that u(s) = u˜(s) for all s ∈ [0, t] it holds that
[0, t]×{(x, u˜)} ⊂ Dφ and φ(t,x,u) = φ(t,x, u˜).
(Σ3) Continuity: for each (x,u)∈X×U the map t 7→ φ(t,x,u)
is continuous on its maximal domain of definition.
(Σ4) The cocycle property: for all x ∈ X , u ∈ U , for all
t,h ≥ 0 so that [0, t + h] × {(x,u)} ⊂ Dφ , we have
φ(h,φ(t,x,u),u(t+ ·)) = φ(t+ h,x,u).
3Definition II.3. We say that a control system Σ = (X ,U ,φ)
is forward complete if Dφ = T+× X ×U , i.e., φ(t,x,u) is
well-defined for all (x,u) ∈ X×U and t ≥ 0.
If T = R, this class of systems encompasses control
systems generated by ordinary differential equations (ODEs),
switched systems, time-delay systems, many classes of partial
differential equations (PDEs), important classes of boundary
control systems and many other systems.
For T =Z, this class includes infinite-dimensional discrete-
time systems of the form
x(k+ 1) = A(x(k),u(k)), k ∈ Z+, (2)
where A : X ×U → X is a nonlinear operator and U is the
space ℓ∞(Z+,U), defined as a set of all u : Z+ → U , such
that ‖u‖∞ := supk∈Z+ ‖u(k)‖U < ∞. For each initial condition
x ∈ X and each input u ∈ U the solution of the system
(2) exists and is unique for all times k ∈ Z+. Denoting this
solution at time k by φ(k,x,u), we see that (2) gives rise to
a forward complete infinite-dimensional discrete-time control
system Σ = (Z+,X ,U ,φ).
For prolongation of solutions the following property is
important, which is implied by forward completeness.
Definition II.4. We say that a system Σ = (T ,X ,U ,φ)
satisfies the boundedness-implies-continuation (BIC) property
if for each (x,u) ∈ X ×U such that the maximal existence
time tm = tm(x,u) is finite, for any given M > 0 there exists
t ∈ [0, tm) with ‖φ(t,x,u)‖X >M.
The main concept in this paper, describing a stability
property of a control system, is the following:
Definition II.5. A system Σ = (T ,X ,U ,φ) is called (uni-
formly) input-to-state stable (ISS) if there exist β ∈K L and
γ ∈K such that for all (t,x,u) ∈ Dφ the following holds:
‖φ(t,x,u)‖X ≤ β (‖x‖X , t)+ γ(‖u‖U ). (3)
We need also the following property, implied by ISS:
Definition II.6. A system Σ = (T ,X ,U ,φ) is called uni-
formly globally stable (UGS) if there exist σ ∈ K∞ and
γ ∈ K∞ ∪ {0} such that for all (t,x,u) ∈ Dφ the following
inequality holds:
‖φ(t,x,u)‖X ≤ σ(‖x‖X)+ γ(‖u‖U ). (4)
B. Infinite interconnections
Recall the concept of infinite interconnections, indexed by
some nonempty set I, as developed in [29] and inspired by
[19, Definition 3.3].
For each i ∈ I, let (Xi,‖ · ‖Xi) be a normed vector space
which stays for the state space of the i-th system Σi. Before
we can specify the space of inputs for Σi, we construct the
overall state space. In what follows, we denote the functions
with domain Q⊂ I via (xi)i∈Q.
Define the space
XQ :=
{
(xi)i∈Q : xi ∈ Xi, ∀i ∈ Q and sup
i∈Q
‖xi‖Xi < ∞
}
,
which becomes a (real) Banach space with the norm
‖x‖XQ := sup
i∈Q
‖xi‖Xi .
Similarly we define the space XQ\{i}. We identify this space
with the space
X6=i,Q :=
{
(xi)i∈I\{i} ∈ X6=i : xi = 0, i /∈ Q
}
.
The state space for the network we define as X := XI . Also
we use the shorthand notation X6=i := X6=i,I . Note that for each
Q⊂ I the space X6=i,Q is a linear subspace in X6=i.
Consider for each i ∈ I a control system of the form
Σi = (T ,Xi,PCb(T+,X6=i)×U , φ¯i), (5)
where PCb(T+,X6=i) is the space of globally bounded
piecewise continuous functions, with the norm ‖w‖∞ =
sups≥0 ‖w(s)‖X . The norm on PCb(T+,X6=i)×U we define
by
‖(w,u)‖PCb(T+,X6=i)×U :=max{‖w‖∞,‖u‖U } . (6)
Here we assume that U ⊂UT+ for some normed space U ,
and U satisfies the axioms of shift invariance and concatena-
tion. Then, by the definition of PCb(T+,X6=i) and the norm
(6), these axioms are also satisfied for the product space
PCb(T+,X6=i)×U .
Definition II.7. Given the control systems (Σi)i∈I as above,
we call a control system of the form Σ = (T ,X ,U ,φ) the
(feedback) interconnection of systems (Σi)i∈I if the following
holds:
(i) The components φi of the transition map φ : Dφ → X
satisfy
φi(t,x,u) = φ¯i(t,xi,(φ6=i,u)) for all (t,x,u) ∈ Dφ ,
where φ6=i(·) = (φ j(·,x,u)) j∈I\{i}.
1
(ii) Σ has the BIC property.
We call X6=i the space of internal input values of system Σi
and PCb(T+,X6=i) the space of internal inputs. Furthermore,
we call Σi the i-th subsystem of Σ.
To measure the influence of each subsystem at any other
subsystem, we define the ISS property for subsystems in the
following form:
Definition II.8. Given the spaces (X j,‖ · ‖X j), j ∈ I, and the
system Σi for a fixed i ∈ I, we call Σi input-to-state stable
(ISS) (in semimaximum formulation) if Σi if forward complete
and there are γi j,γ j ∈K ∪{0} for all j ∈ I with γii = 0 and
βi ∈ K L such that for all initial states xi ∈ Xi, all internal
inputs w6=i = (w j) j∈I\{i} ∈ PCb(T+,X6=i), all external inputs
u ∈U and t ≥ 0:
‖φ¯i(t,xi,(w6=i,u))‖Xi
≤ βi(‖xi‖Xi , t)+ sup
j∈I
γi j(‖w j‖[0,t])+ γi(‖u‖U ). (7)
1By the causality axiom, we can assume that φ 6=i is globally bounded, since
φ¯i(t,xi ,(φ 6=i,u)) does not depend on the values φ 6=i(s) with s> t, and on the
compact interval [0,t], φ 6=i is bounded because it is continuous.
4The functions γi j are called internal gains and γi is called
external gain.
Assuming that all systems Σi, i ∈ I, are ISS, we can define
a nonlinear monotone operator Γ⊗ : ℓ∞(I)
+ → ℓ∞(I)
+, called
gain operator, from the gains γi j as follows:
Γ⊗(s) :=
(
sup
j∈I
γi j(s j)
)
i∈I
, s= (si)i∈I ∈ ℓ∞(I)
+. (8)
Γ⊗ is well-defined provided the following assumption holds:
Assumption 1. For every r > 0, we have
sup
(i, j)∈I2
γi j(r)< ∞.
For small-gain analysis we need the following property of
nonlinear gain operators, considered, e.g., in [11], [29]:
Definition II.9. We say that id − Γ⊗ has the monotone
bounded invertibility (MBI) property if there exists ξ ∈ K∞
such that for all v,w ∈ ℓ∞(I)
+
(id−Γ⊗)(v)≤ w ⇒ ‖v‖ℓ∞(I) ≤ ξ (‖w‖ℓ∞(I)).
In [29] the following small-gain criterion for MBI property
has been shown (in a more general setting):
Proposition II.10. The following conditions are equivalent:
(i) id−Γ⊗ satisfies the MBI property.
(ii) The uniform small-gain condition holds: There is η ∈K∞
such that
dist(Γ⊗(x)− x, ℓ∞(I)
+)≥ η(‖x‖X), x ∈ ℓ∞(I)
+. (9)
If the network is finite (i.e. if I is of finite cardinality), then
uniform small-gain condition for Γ⊗ holds if and only if Γ⊗
satisfies the strong small-gain condition, see [29, Proposition
14].
III. NON-UNIFORM ISS SMALL-GAIN THEOREM
In this section, we prove a small-gain theorem for the
non-uniform ISS property which constitutes another way to
generalize the ISS small-gain theorem from finite to infinite
networks.
In this section I is a given nonempty index set.
Definition III.1. Let Σi := (T ,Xi,PCb(T+,X6=i)×U , φ¯i), i ∈
I be control systems. Assume that the interconnection Σ =
(T ,X ,U ,φ) is well-defined and forward complete.
We call the network Σ non-uniformly input-to-state stable
(non-uniformly ISS), if there are (β˜i)i∈I ⊂K L , σ˜ ∈K∞ and
γ ∈K∞, such that
β˜i(r, t)≤ σ˜(r), r ∈ R+, t ≥ 0, i ∈ I, (10)
and the modes of the coupled system for each i ∈ I satisfy for
all t ≥ 0, x ∈ X and u ∈U the following estimate:
‖φi(t,x,u)‖Xi ≤ β˜i(‖x‖X , t)+ γ(‖u‖U ). (11)
We need the following criterion of non-uniform ISS prop-
erty for infinite networks, which is a counterpart of the
criterion for the ISS property [31, Lemma 8].
Proposition III.2. Let Σi := (T ,Xi,PCb(T+,X6=i)×U , φ¯i),
i ∈ I be control systems. Assume that the interconnection Σ =
(T ,X ,U ,φ) is well-defined. Then Σ is non-uniformly ISS if
and only if Σ is uniformly globally stable and there is γˆ ∈K∞
such that for all ε,r> 0 and for each i∈ I there is τi(ε,r)> 0,
such that
‖x‖X ≤ r ∧‖u‖U ≤ r ∧ t ≥ τi(ε,r)
⇒ ‖φi(t,x,u)‖Xi ≤ ε + γˆ(‖u‖U ). (12)
Proof. “⇒”. Let Σ be non-uniformly ISS. Then
‖φ(t,x,u)‖X = sup
i∈I
‖φi(t,x,u)‖Xi
≤ sup
i∈I
β˜i(‖x‖X , t)+ γ(‖u‖U )≤ σˆ(‖x‖X)+ γ(‖u‖U ),
which shows the UGS property of Σ.
To obtain (12), take γˆ := γ , and pick τi(ε,r) for each ε,r> 0
and each i ∈ I such that βi(r,τi(ε,r))≤ ε . As βi ∈K L , such
τi(ε,r) always exists.
“⇐”. As a well-posed interconnection, Σ has BIC property.
In combination with the UGS property, this implies forward-
completeness. Furthermore, by UGS property of Σ, there are
σUGS,γUGS ∈K∞:
i ∈ I ∧ x ∈ X ∧u ∈U ∧ t ≥ 0
⇒ ‖φi(t,x,u)‖Xi ≤ σUGS(‖x‖X)+ γUGS(‖u‖U ). (13)
Pick any ε,r > 0. From the above estimate we have for all
i ∈ I, t ≥ 0 and any x ∈ X , u ∈U with ‖x‖X ≤ r ≤ ‖u‖U that
‖φi(t,x,u)‖Xi ≤ σUGS(‖u‖U )+ γUGS(‖u‖U ). (14)
Defining γ(r) :=max{σUGS(r)+ γUGS(r), γˆ(r)}, for all r ≥ 0,
and combining (14) with (12), we obtain the following con-
vergence estimate for arbitrary inputs (where τi(ε,r) is as in
the assumptions of the lemma):
i ∈ I ∧ ‖x‖X ≤ r ∧u ∈U ∧ t ≥ τi(ε,r)
⇒ ‖φi(t,x,u)‖Xi ≤ ε + γ(‖u‖U ). (15)
Fix arbitrary r ∈ R+ and define εn := 2
−nσUGS(r), for all
n ∈ Z+. Due to (15), there exists a sequence of times τi,n :=
τi(εn,r), i∈ I, n∈Z+, which we may without loss of generality
assume to be strictly increasing in n, such that for all i ∈ I,
x ∈ Br, u ∈U and n ∈ Z+
t ≥ τi,n ⇒ ‖φi(t,x,u)‖Xi ≤ εn+ γ(‖u‖U ).
From (13) we see that we may set τi,0 := 0 for all i∈ I. Define
wi(r,τi,n) := εn−1, for i∈ I, n∈ Z+ \{0}, and wi(r,0) := 2ε0 =
2σUGS(r).
Now extend the definition of wi to a function wi(r, ·) ∈L ,
for any i ∈ I. We obtain for t ∈ (τi,n,τi,n+1), n = 0,1, . . . and
x ∈ Br that
‖φi(t,x,u)‖Xi ≤ εn+ γ(‖u‖U )< wi(r, t)+ γ(‖u‖U ).
Doing this for all r ∈ R+ we obtain the definition of the
functions wi, i ∈ I.
Now for each i ∈ I define βˆi(r, t) := sup0≤s≤rwi(s, t) ≥
wi(r, t) for (r, t)∈R+×R+. From this definition it follows that,
for each t ≥ 0, βˆi(·, t) is nondecreasing in the first argument
5and βˆi(r, ·) is decreasing in the second argument for each
r > 0 as every wi(r, ·) ∈ L . Moreover, for each fixed t ≥ 0,
βˆi(r, t) ≤ sup0≤s≤rwi(s,0) = 2σUGS(r), which implies that βˆ
is continuous in the first argument at r= 0 for any fixed t ≥ 0
and also βˆi(0, t) = 0 for any t ≥ 0.
By [32, Proposition 9], βˆi can be upper bounded by certain
β˜i ∈ K L , and (11) is satisfied with such β˜i. Furthermore,
there is σ˜ ∈ K∞, such that (10) holds (choose the same
function ω for all i∈ I in the proof of [32, Proposition 9]).
For finite networks ISS coincides with non-uniform ISS.
Proposition III.3. Let |I| < ∞ and let Σi :=
(T ,Xi,PCb(T+,X6=i) × U , φ¯i), i ∈ I be control systems.
Assume that the interconnection Σ = (T ,X ,U ,φ) is well-
defined. Then Σ is ISS if and only if Σ is non-uniformly
ISS.
Proof. As Σ has BIC property as a well-posed interconnec-
tion, ISS implies forward completeness. Clearly, ISS implies
non-uniform ISS. The converse follows by setting β (r, t) :=
maxi∈I β˜i(r, t). As |I|<∞, β ∈K L , and since ‖φ(t,x,u)‖X =
maxi∈I ‖φi(t,x,u)‖Xi the estimate (11) implies for all x ∈ X ,
u ∈U and t ≥ 0
‖φ(t,x,u)‖X ≤ β (‖x‖X , t)+ γ(‖u‖U ),
which shows the ISS property of Σ.
We recall a technical lemma, shown in [27]:
Lemma III.4. Let g :R+→R
p
+, p∈Z+ be a globally bounded
function and let f :R+→R+ be an unbounded monotonically
increasing function. Then
lim
t→∞
sup
s≥ f (t)
g(s) = lim
t→∞
sup
s≥t
g(s). (16)
The ISS small-gain theorem in [29, Theorem 2] states that if
all the subsystems are ISS with a uniform transient bound (i.e.
there is β ∈K L : βi ≤ β for all i ∈ I pointwise) and with the
gain operator satisfying the so-called monotone limit property
(which implies MBI property), then the network is ISS. Next
we show that if all the subsystems are ISS, have a uniform
K∞-bound (but not necessarily a uniform K L -bound) on the
transient behavior, and the gain operator satisfies merely MBI
property (= uniform small-gain condition), then the network
has non-uniform input-to-state stability property.
If the subsystems of the network are ISS, but do not have
uniform K L -bounds from above for the transient behavior,
it is not possible to guarantee ISS of the network. However, if
the gains satisfy the small-gain condition, the overall network
will have the non-uniform ISS property.
Theorem III.5 (Nonuniform ISS Small-gain theorem). Let
Σi := (T ,Xi,PCb(T+,X6=i)×U , φ¯i), i∈ I be forward complete
control systems, satisfying the ISS estimates as in Defini-
tion II.8. Let also the interconnection Σ = (T ,X ,U ,φ) be
well-defined and the following conditions hold:
(i) There exist γ ∈K and σ ∈K such that
βi(r, t)≤ σ(r), γi(r)≤ γ(r), r ∈ R+, t ≥ 0, i ∈ I. (17)
(ii) Assumption 1 is satisfied for the operator Γ⊗ defined via
the gains γi j from (i) and Γ⊗ has the monotone bounded
invertibility property.
(iii) for each i ∈ I only finitely many elements of (γi j) j∈I are
nonzero.
Then Σ is non-uniformly ISS.
Proof. As some of the steps are similar to those in the proof
of ISS small-gain theorem in [29], we refer to those parts of
[29] and instead concentrate on the novelties appearing in the
non-uniform case.
UGS. As all Σi are ISS with corresponding βi and gains γi j
and γi, i, j ∈ I, in view of assumption (i) we have that for
all initial states xi ∈ Xi, all internal inputs w6=i = (w j) j∈I\{i} ∈
PCb(T+,X6=i), all external inputs u ∈U and t ≥ 0 we have
‖φ¯i(t,xi,(w6=i,u))‖Xi
≤ σ(‖xi‖Xi)+ sup
j∈I
γi j(‖w j‖[0,t])+ γi(‖u‖U ).
As the gain operator satisfies the MBI property, we obtain
forward completeness and UGS property of the network Σ by
application of the UGS small-gain theorem from [29, Theorem
1].
The estimate (11). As Σ is the interconnection of (Σi)i∈I and
is forward complete, we have φi(t,x,u) = φ¯i(t,xi,(φ6=i,u)) for
all (t,x,u) ∈ T+×X ×U and i ∈ I, with the notation from
Definition II.7.
Pick any r≥ 0, any u∈ Br,U and any x∈Br,X . As Σ is UGS,
there are σUGS,γUGS ∈K∞ such that
‖φ(t,x,u)‖X ≤ σ
UGS(r)+ γUGS(r) =: µ(r) ∀t ≥ 0. (18)
Given r ≥ 0, ε > 0, and i ∈ I, by the ISS property of
Σi choose τ
∗
i = τ
∗
i (ε,r) ≥ 0 (depending on i) such that
βi(µ(r),τ
∗
i ) ≤ ε . Using the cocycle property and arguing as
in the proof of the ISS small-gain theorem in semimaximum
formulation in [29, Theorem 2], we obtain:
x ∈ Br,X ∧ u ∈ Br,U ∧ τ ≥ τ
∗
i ∧ t ≥ 0
⇒ ‖φi(t+ τ,x,u)‖Xi ≤ ε+sup
j∈I
γi j(‖φ j‖[t,∞))+γi(‖u‖U ).
(19)
Pick any k ∈ Z+ and define
B(r,k) := Br,X ×{u∈U : ‖u‖U ∈ [2
−kr,2−k+1r]}. (20)
Following the proof of the ISS small-gain theorem in
semimaximum formulation in [29], we obtain for all t ≥ 0
that
sup
s≥t+τ∗i
sup
(x,u)∈B(r,k)
‖φi(s,x,u)‖Xi
≤ ε+sup
j∈I
γi j
(
sup
s≥t
sup
(x,u)∈B(r,k)
‖φ j(s,x,u)‖X j
)
+γi(2
−k+1r). (21)
Define
yi(r,k) := lim
t→+∞
sup
s≥t
sup
(x,u)∈B(r,k)
‖φi(s,x,u)‖Xi
= limsup
t→+∞
sup
(x,u)∈B(r,k)
‖φi(t,x,u)‖Xi .
6By Lemma III.4 it holds that
yi(r,k) = lim
t→+∞
sup
s≥t+τ∗i
sup
(x,u)∈B(r,k)
‖φi(s,x,u)‖Xi .
As each Σi has a finite number of neighbors (assumption (iii)),
we can take the limit t→ ∞ in (21) and obtain
yi(r,k) ≤ ε + sup
j∈I
γi j (y j(r,k))+ γi(2
1−kr). (22)
As (22) is valid for arbitrarily small ε > 0, we obtain by
computing the limit ε →+0 that
yi(r,k)≤ sup
j∈I\{i}
γi j (y j(r,k))+ γi(2
1−kr), i ∈ I. (23)
Denote ~γ(u) := (γi(‖u‖U ))i∈I and y(r,k) := (yi(r,k))i∈I and
note that y(r,k)∈ ℓ+∞(I), as the entries yi are uniformly bounded
by µ(r), and by (i), we have ~γ(u) ∈ ℓ+∞(I).
Let us rewrite (23) in a vector form:
y(r,k) ≤ ΓISS⊗ (y(r,k))+~γ(2
1−kr), (24)
which we reformulate as:
(id−ΓISS⊗ )(y(r,k)) ≤~γ(2
1−kr).
From the assumption (ii) of the theorem, there is ξ ∈K∞ so
that
‖y(r,k)‖ℓ∞ ≤ ξ (‖~γ(2
1−kr)‖ℓ∞)≤ ξ (γ(2
1−kr)). (25)
As (25) is the same as yi(r,k) ≤ ξ (γ(2
1−kr)) for all i ∈ I,
(25) is equivalent to existence for any i ∈ I, any ε > 0, any
r > 0 and any k ∈ Z+ of a time τ˜i = τ˜i(ε,r,k) such that
‖x‖X ≤r ∧ ‖u‖U ∈ [2
−kr,21−kr] ∧ t ≥ τ˜i(ε,r,k)
⇒ ‖φi(t,x,u)‖Xi ≤ ε + ξ (γ(2
1−kr)).
(26)
Doing analogous steps as in the proof of the ISS small-gain
theorem in [29], we obtain the existence of τi(ε,r)> 0, s.t.
‖x‖X ≤ r ∧ ‖u‖U ≤ r ∧ t ≥ τi(ε,r)
⇒ ‖φi(t,x,u)‖Xi ≤ 2ε + ξ (γ(2‖u‖U )). (27)
where r 7→ ξ (γ(2r)) is a K∞-function. This shows the estimate
(11). Finally, Proposition III.2 proves the claim.
Remark III.6. If |I| < ∞, then the assumptions (i) and (iii)
of Theorem III.5 hold. Furthermore, by Proposition III.3, non-
uniform ISS is equivalent to ISS. And in view of results in
[29], the MBI property for id−Γ⊗ is equivalent to the assertion
that Γ⊗ satisfies the strong small-gain condition. Hence, we
recover from Theorem III.5 the ISS small-gain theorem (in
semimaximum formulation) for finite networks of infinite-
dimensional systems, shown in [27].
A. Nonuniform small-gain theorem vs ISS small-gain theorem
Here we would like to explain why we were able to achieve
the non-uniform ISS small-gain theorem under the validity of
the MBI property of id−Γ⊗, while the proof of the ISS small-
gain theorem in [29] requires a more restrictive monotone
limit property of Γ⊗. To this end let us see why the proof
strategy of the non-uniform ISS small-gain theorem does not
work for the (uniform) ISS small-gain theorem.
Suppose that all assumptions of the non-uniform ISS small-
gain theorem hold and additionally there is β ∈K L such that
βi(r, t)≤ β (r, t), r ∈ R+, t ≥ 0, i ∈ I. (28)
Without assuming the existence of the uniform K L -upper
bound for functions βi, it is not possible to show the ISS
property for the network Σ, even if all γi j ≡ 0 and γi ≡ 0.
The proofs of the ISS small-gain theorem and non-uniform
ISS small-gain theorem are analogous till the estimate (21).
The next step in the proof of the non-uniform small-gain
theorem is a computation of the limit superior at both sides of
(21). This is done in order to obtain the terms y j(r,k) at both
sides of the inequality, as in (22), which is a prerequisite for
the application of the monotone bounded invertibility property
of Γ⊗. In the non-uniform small-gain theorem τi(ε,r) are
different for different i, and the computation of limit superior
is a reasonable trick. However, in order to achieve ISS of the
network we assume also (28), which ensures the existence
of τ(ε,r) such that τi(ε,r) ≤ τ(ε,r) for all i ∈ I. However,
by computation of the limit superior we lose this uniformity.
Following the proof of the non-uniform small-gain theorem,
we obtain (27), but it is unclear how we can show the
uniformity of τi(ε,r) with respect to i.
IV. APPLICATIONS TO STABILITY ANALYSIS OF FINITE
NETWORKS OF AN UNKNOWN SIZE
We are going to show that our non-uniform ISS small-gain
theorem can be used to analyze (uniform) ISS of finite networks
of an unknown size, which are ubiquitous in many real-world
applications.
In this case, we treat (Σi)i∈I as the family of all possible
subsystems of which the network may be constructed of, where
Σi is defined as in (5).
Denote by Q ⊂ I an index set, that is fixed but usually
unknown and that enumerates all components (subsystems)
which are a part of the network. We assume that the systems
(Σi)i∈I\Q are not interacting with the systems (Σi)i∈Q, which
we express by saying that the inputs from (Σi)i∈I\Q to Σ j for
any j ∈Q are zero.
Our definition of interconnection (Definition II.7) has been
introduced for the interconnection of all systems in the net-
work, and in order to use this construction for the coupling of
a subset of systems, we restrict the systems (Σi)i∈Q to smaller
input spaces.
Recall the definition of the spaces XQ, XQ\{i} and
X6=i,Q, introduced in Section II-B. Furthermore, we identify
PCb(T+,XQ\{i}) with the space PCb(T+,X6=i,Q).
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(Σi)i∈Q:
Σ˜i = (T ,Xi,PCb(T+,XQ\{i})×U , φ˜i), (29)
where φ˜i is a restriction of φ¯i to
{(t,xi,v) ∈ Dφ¯i : v ∈ PCb(T+,XQ\{i})×U }.
Assume that the interconnection ΣQ of the systems (Σ˜i)i∈Q
is well-posed in the sense of Definition II.7 and that each
system Σi, i ∈ I is ISS in semimaximum formulation, as in
Definition II.8, with corresponding gains γi j and the induced
operator Γ⊗, defined by (8). The gain operator Γ⊗ charac-
terizes the interconnection structure of the maximal network
(Σi)i∈I .
Let us consider now the real network ΣQ of subsystems
(Σ˜i)i∈Q. As the inputs from (Σi)i∈I\Q to Σ j for any j ∈ Q are
zero, we can assume that γi j ≡ 0 if either i ∈ I\Q, or j ∈ I\Q.
Hence the subsystems (Σ˜i)i∈Q are also ISS in semimaximum
formulation, with the gain operator Γ⊗,Q : ℓ∞(Q)
+ → ℓ∞(Q)
+
induced by the gains (γi j)i, j∈Q as follows:
Γ⊗,Q(s) :=
(
sup
j∈Q
γi j(s j)
)
i∈Q
, s= (si)i∈Q ∈ ℓ∞(Q)
+. (30)
We need the following lemma
Lemma IV.1. Assume that id− Γ⊗ satisfies the monotone
bounded invertibility property. Let B : ℓ+∞(I)→ ℓ
+
∞(I) be an-
other operator such that B ≤ Γ⊗. Then id− B satisfies the
monotone bounded invertibility property.
Proof. As B ≤ Γ⊗, for any v ∈ K it holds that (id−B)(v) =
(id− Γ⊗)(v) + (Γ⊗ − B)(v) ≥ (id− Γ⊗)(v). Thus, if (id −
B)(v)≤ w, then (id−Γ⊗)(v)≤ w, and by monotone bounded
invertibility property of Γ⊗ it holds that ‖v‖X ≤ ξ (‖w‖X), for
some ξ ∈K∞, independent on w,v ∈ K.
We have the following result:
Lemma IV.2. If Γ⊗ satisfies the monotone bounded invert-
ibility property, then Γ⊗,Q satisfies the monotone bounded
invertibility property for any Q⊂ I.
Proof. Let w˜, v˜ ∈ ℓ∞(Q)
+ be such that
(id−Γ⊗,Q)w˜≤ v˜. (31)
Define w= (wi)i∈I and v= (vi)i∈I ∈ ℓ∞(I)
+ by wi = w˜i, vi = v˜i,
i ∈Q and vi = wi = 0, i ∈ I\Q.
Also define Γ⊗,I : ℓ∞(I)
+ → ℓ∞(I)
+ by
Γ⊗,I(s) :=
(
sup
j∈I
γ˜i j(s j)
)
i∈I
, s= (si)i∈I ∈ ℓ∞(I)
+, (32)
where γ˜i j ≡ 0 if either i ∈ I\Q or j ∈ I\Q, and γ˜i j = γi j
otherwise.
As Γ⊗,I ≤ Γ⊗, Γ⊗,I has MBI property by Lemma IV.1.
Furthermore, (31) holds if and only if (id−Γ⊗,I)w≤ v, and
by MBI property of Γ⊗,I , it holds that ‖w‖ℓ∞(I) ≤ ξ (‖v‖ℓ∞(I)).
As ‖w‖ℓ∞(I) = ‖w˜‖ℓ∞(Q) and ‖v‖ℓ∞(I) = ‖v˜‖ℓ∞(Q), we obtain that
‖w˜‖ℓ∞(Q)≤ ξ (‖v˜‖ℓ∞(Q)) holds, with ξ independent of w˜, v˜. This
shows the claim.
The following result tells that the non-uniform ISS small-
gain theorem can be effectively used for ISS analysis of finite
networks of an unknown size, even if there is no a-priori
uniform K L -bound on the transient behavior of subsystems
from which the network consists of.
Theorem IV.3. (Nonuniform ISS Small-gain theorem for
subnetworks) Let Σi := (T ,Xi,PCb(T+,X6=i)×U , φ¯i), i∈ I be
forward complete control systems, satisfying the ISS estimates
as in Definition II.8. Furthermore, let the conditions (i)–(iii)
of Theorem III.5 hold.
Then for any subset Q ⊂ I such that ΣQ = (T ,XQ,U ,φ)
(as defined in this section) is well-posed, ΣQ is nonuniformly
ISS. If Q is a finite set, then ΣQ is ISS.
Proof. Non-uniform ISS of ΣQ follows from Theorem III.5
and Proposition IV.2. If Q is a finite set, then ISS of ΣQ follows
by Proposition III.3.
Assumption (iii) of Theorem III.5 needs to be satisfies in
Theorem IV.3 only in case of Q is of infinite cardinality.
For finite set Q this assumption is not needed, as for the
subnetwork Q it will be always fulfilled.
Remark IV.4. Theorem IV.3 gives a condition for ISS of
any finite subnetwork, but the functions β and γ in the ISS
definition can depend on Q, i.e. we do not have uniform β
and γ for all finite Q⊂ I. In order to state the ISS Small-gain
theorem for subnetworks, which guarantees such a uniformity,
we need to require stronger conditions on the gain operator,
such as a monotone limit property of Γ⊗, see [29, Theorem
2].
REFERENCES
[1] M. Arcak and P. Kokotovic´. Nonlinear observers: a circle criterion
design and robustness analysis. Automatica, 37(12):1923–1930, 2001.
[2] B. Bamieh, F. Paganini, and M. A. Dahleh. Distributed control of
spatially invariant systems. IEEE Transactions on Automatic Control,
47(7):1091–1107, 2002.
[3] B. Bamieh and P. G. Voulgaris. A convex characterization of distributed
control problems in spatially invariant systems with communication
constraints. Systems & Control Letters, 54(6):575–583, 2005.
[4] A. Bao, T. Liu, Z.-P. Jiang, and L. Zhang. A nonlinear small-gain
theorem for large-scale infinite-dimensional systems. Journal of Systems
Science & Complexity, 31(1):188–199, 2018.
[5] B. Besselink and K. H. Johansson. String stability and a delay-based
spacing policy for vehicle platoons subject to disturbances. IEEE
Transactions on Automatic Control, 62(9):4376–4391, 2017.
[6] R. Curtain, O. V. Iftime, and H. Zwart. System theoretic properties of a
class of spatially invariant systems. Automatica, 45(7):1619–1627, 2009.
[7] S. Dashkovskiy, H. Ito, and F. Wirth. On a small gain theorem for ISS
networks in dissipative Lyapunov form. European Journal of Control,
17(4):357–365, 2011.
[8] S. Dashkovskiy, A. Mironchenko, J. Schmid, and F. Wirth. Stability
of infinitely many interconnected systems. In Proc. of the 11th IFAC
Symposium on Nonlinear Control Systems (NOLCOS 2019), pages 937–
942, 2019.
[9] S. Dashkovskiy and S. Pavlichkov. Stability conditions
for infinite networks of nonlinear systems and their
application for stabilization. Accepted to Automatica, online:
https://doi.org/10.1016/j.automatica.2019.108643, 2019.
[10] S. Dashkovskiy, B. Ru¨ffer, and F. Wirth. Small gain theorems for
large scale systems and construction of ISS Lyapunov functions. SIAM
Journal on Control and Optimization, 48(6):4089–4118, 2010.
[11] S. Dashkovskiy, B. S. Ru¨ffer, and F. R. Wirth. An ISS small gain
theorem for general networks. Mathematics of Control, Signals, and
Systems, 19(2):93–122, 2007.
[12] C. A. Desoer and M. Vidyasagar. Feedback Systems: Input-Output
Properties. Society for Industrial and Applied Mathematics, 2009.
[13] D. J. Hill. A generalization of the small-gain theorem for nonlinear
feedback systems. Automatica, 27:1043–1045, 1991.
8[14] B. Jacob, R. Nabiullin, J. R. Partington, and F. L. Schwenninger. Infinite-
dimensional input-to-state stability and Orlicz spaces. SIAM Journal on
Control and Optimization, 56(2):868–889, 2018.
[15] B. Jacob, F. L. Schwenninger, and H. Zwart. On continuity of solutions
for parabolic control systems and input-to-state stability. Journal of
Differential Equations, 266:6284–6306, 2019.
[16] Z.-P. Jiang, I. M. Y. Mareels, and Y. Wang. A Lyapunov formulation
of the nonlinear small-gain theorem for interconnected ISS systems.
Automatica, 32(8):1211–1215, 1996.
[17] Z.-P. Jiang, A. R. Teel, and L. Praly. Small-gain theorem for ISS
systems and applications. Mathematics of Control, Signals, and Systems,
7(2):95–120, 1994.
[18] M. R. Jovanovic´ and B. Bamieh. On the ill-posedness of certain
vehicular platoon control problems. IEEE Transactions on Automatic
Control, 50(9):1307–1321, 2005.
[19] I. Karafyllis and Z.-P. Jiang. A small-gain theorem for a wide class of
feedback systems with control applications. SIAM Journal on Control
and Optimization, 46(4):1483–1517, 2007.
[20] I. Karafyllis and M. Krstic. ISS with respect to boundary disturbances
for 1-D parabolic PDEs. IEEE Transactions on Automatic Control,
61(12):3712–3724, 2016.
[21] I. Karafyllis and M. Krstic. Small-gain stability analysis of certain
hyperbolic-parabolic PDE loops. Systems & Control Letters, 118:52–
61, 2018.
[22] I. Karafyllis and M. Krstic. Input-to-State Stability for PDEs. Springer,
2019.
[23] I. Karafyllis and M. Krstic. Small-gain-based boundary feedback
design for global exponential stabilization of one-dimensional semi-
linear parabolic PDEs. SIAM Journal on Control and Optimization,
57(3):2016–2036, 2019.
[24] C. Kawan, A. Mironchenko, A. Swikir, N. Noroozi, and M. Zamani. A
Lyapunov-based ISS small-gain theorem for infinite networks. Submitted
to IEEE Transactions on Automatic Control, 2019.
[25] M. Krstic, I. Kanellakopoulos, and P. V. Kokotovic. Nonlinear and
Adaptive Control Design. Wiley, 1995.
[26] I. M. Y. Mareels and D. J. Hill. Monotone stability of nonlinear feedback
systems. Journal of Mathematical Systems, Estimation, and Control,
2:275–291, 1992.
[27] A. Mironchenko. Small gain theorems for general networks of hetero-
geneous infinite-dimensional systems. Submitted to SIAM Journal on
Control and Optimization, 2019.
[28] A. Mironchenko and H. Ito. Construction of Lyapunov functions for
interconnected parabolic systems: An iISS approach. SIAM Journal on
Control and Optimization, 53(6):3364–3382, 2015.
[29] A. Mironchenko, C. Kawan, and J. Glu¨ck. Nonlinear small-gain theo-
rems for input-to-state stability of infinite interconnections. Submitted
to Mathematics of Control, Signals, and Systems, 2020.
[30] A. Mironchenko and C. Prieur. Input-to-state stability of infinite-
dimensional systems: recent results and open questions. Accepted to
SIAM Review, preprint: http://arxiv.org/abs/1910.01714, 2020.
[31] A. Mironchenko and F. Wirth. Characterizations of input-to-state stabil-
ity for infinite-dimensional systems. IEEE Transactions on Automatic
Control, 63(6):1602–1617, 2018.
[32] A. Mironchenko and F. Wirth. Existence of non-coercive Lyapunov
functions is equivalent to integral uniform global asymptotic stability.
Mathematics of Control, Signals, and Systems, 31(4), 2019.
[33] N. Noroozi, A. Mironchenko, C. Kawan, and M. Zamani. Small-gain
theorem for stability, cooperative control, and distributed observation
of infinite networks. ArXiV preprint: http://arxiv.org/abs/2002.07085,
2020.
[34] E. D. Sontag. Smooth stabilization implies coprime factorization. IEEE
Transactions on Automatic Control, 34(4):435–443, 1989.
[35] E. D. Sontag. Input to state stability: Basic concepts and results.
In Nonlinear and Optimal Control Theory, chapter 3, pages 163–220.
Springer, Heidelberg, 2008.
[36] A. Tanwani, C. Prieur, and S. Tarbouriech. Disturbance-to-state sta-
bilization and quantized control for linear hyperbolic systems. arXiv
preprint arXiv:1703.00302, 2017.
[37] S. Tiwari, Y. Wang, and Z. P. Jiang. Nonlinear small-gain theorems for
large-scale time-delay systems. Dynamics of Continuous, Discrete and
Impulsive Systems Series A: Mathematical Analysis, 19(1):27–63, 2012.
[38] J. Zheng and G. Zhu. Input-to-state stability with respect to boundary
disturbances for a class of semi-linear parabolic equations. Automatica,
97:271–277, 2018.
