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SUMMARY
Seismic data reconstruction on a dense periodic grid from seismic data acquired on a
coarse grid is a common approach followed by most of the oil & gas companies. This
approach allows them to save on operationally challenging and expensive dense seismic
data acquisition. Dense seismic data is one of the key requirements for generating high-
resolution images of earth’s subsurface for exploration and production decisions. Based
on the Compressive Sensing (CS) paradigm, low-rank matrix factorization based seismic
data reconstruction methods are computationally cheaper and scalable to large datasets in
comparison to sparsity-promotion based methods. The sparsity-promotion based meth-
ods are based on transformation in certain transform domains that can be computationally
expensive for large datasets. Although, low-rank matrix factorization based methods per-
form well at lower frequencies, their performance degrades at higher frequencies due to
increase in rank of approximating matrix. One of the contributions of this thesis is a re-
cursively weighted matrix factorization approach to improve the quality of reconstructed
data at higher frequencies. This recursively weighted approach exploits the similarity be-
tween adjacent frequency slices. Although, recursively weighted method improves the
data reconstruction quality at higher frequencies, it can be computationally expensive for
large scale seismic datasets. This is because of the interdependence of frequencies pre-
venting simultaneous reconstruction of frequencies. Another contribution of this thesis is
a computationally efficient recursively weighted framework for large scale dataset by par-
allelizing data reconstruction over rows of low-rank factors of each frequency slices. To
reduce the cost and turnaround time of seismic data acquisition simultaneous source ac-
quisition is adapted by the oil and gas industry in last few years. Another contribution of
this thesis is a low-rank based method for simultaneous separation and reconstruction of
seismic data on a dense periodic grid from large scale seismic data acquired with simulta-
neous source acquisition. Next part of this thesis focuses on accurate detection of fractures
xvi
created by hydraulic fracturing in unconventional reservoirs for economical production of
oil and gas. Fracturing of rocks during hydraulic fracturing gives rise to microseismic
events, which are localized along these fractures. In this work, a sparsity-promoting mi-
croseismic source estimation framework is proposed to detect closely spaced microseismic
sources along with estimation of their associated source-time functions from noisy mi-
croseismic data recorded by receivers along the earth’s surface or along monitor wells.
Detecting closely spaced microseismic events helps in delineating fractures and estimation
of source-time function is useful in estimating fracture’s origin in time. Also, source-time
functions can be potentially useful for estimating the source-mechanism. Also, this method
does not make any prior assumption on number of microseismic sources or shape of their
source-time functions. Therefore, this method is useful for detecting microseismic sources
with different source signatures and frequency content. Last part of this thesis focuses on
sparsity-promoting photoacoustic imaging to detect photoabsorbers along with estimating
the associated source-time functions. Traditional photoacoustic imaging can only estimate
the locations of photoacoustic absorbers. Also, traditional methods require dense trans-
ducer coverage whereas sparsity-promotion based method can work with reduced trans-




Since the last century, oil & gas has been one of the largest supplier of world’s energy
demand. Extraction of oil & gas from the earth’s subsurface requires drilling wells. De-
pending on the subsurface geology and depth of the oil and gas reservoirs, drilling of these
wells can be operationally complex and very expensive. For successful extraction of oil &
gas and to prevent any hazardous situation, we rely on good quality images of earth’s sub-
surface and estimation of subsurface physical properties (e.g. velocity, density etc.). These
images and physical properties help in delineating prospective oil & gas reservoirs. We can
obtain these images and estimate physical parameters by processing data acquired from the
field.
There are different kinds of data available (e.g. gravitational, magnetic, electrical, elec-
tromagnetic, seismic etc.). Among all of these, seismic data gives the best resolution (Sher-
iff and Geldart 1995). Therefore, seismic data is widely used by the oil & gas industry. In
seismic data acquisition, seismic sources (e.g. airguns, vibroseis etc.) send acoustic waves
from earth’s surface (in land seismic data acquisition)(Figure 1.1a) or from water surface (in
marine seismic data acquisition)(Figure 1.1b) into the earth’s subsurface. Due to changes
in the physical properties (e.g. velocity, density, impedance etc.) of rocks in the subsurface,
acoustic waves get reflected from interfaces and subsequently recorded by receivers (geo-
phones or hydrophones) at the surface or on the sea surface. Seismic data recorded by the
receivers contain information about the physical properties of the subsurface. We apply a
sequence of processing steps on the raw seismic data to get subsurface image and estimate
the physical properties of the subsurface.
We refer seismic data collected from a single shot experiment as a common-shot gather




Figure 1.1: Schematic of (a) Land seismic data acquisition (Image courtesy:
www.iongeo.com) and (b) marine seismic data acquisition (Caldwell and Walker 2011)
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(a) (b)
Figure 1.2: Two Common-Shot Gathers
volves acquiring many such common-shot gathers (hundred of thousand to millions). To
get a high resolution image of the subsurface, we require massive amounts of sources and
receivers on a fine regular grid covering the whole survey area of interest. Seismic data
acquisition at fine source and receiver interval is usually operationally and economically
very challenging. Therefore, a general practice followed by the oil & gas industry is to
acquire seismic data at coarse grids followed by data reconstruction onto fine grids.
Over the years many different seismic data reconstruction methods have been devel-
oped. Most of these methods are based on transformation to some domain such as Fourier,
Radon, Wavelets, Curvelets, etc [(Bardan 1987); (Kabir and Verschuur 1995); (Villasenor,
Ergas, and Donoho 1996); (Herrmann and Hennenfent 2008a)]. These transformations can
be computationally demanding in case of large seismic datasets. Therefore, to avoid these
expensive transformations, in recent years low-rank matrix completion [(Recht, Fazel, and
Parrilo 2010b); (Aravkin, Kumar, Mansour, Recht, and Herrmann 2014)] based methods
have been developed. Although, low-rank matrix completion based seismic data recon-
struction methods are computationally cheaper than transform domain based methods, they
perform poorly at higher frequencies. Presence of good quality high frequency seismic data
is important for high resolution subsurface imaging. One of the topics of this thesis is to
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improve the data reconstruction quality of low-rank matrix completion method at higher
frequencies and to scale this improvement for large scale seismic datasets.
Conventional seismic data acquisition involves acquiring common-shot gathers sequen-
tially. As we mentioned a typical industry scale seismic data acquisition involves acquiring
massive amount of these common-shot gathers. This results in high turn-around time mak-
ing seismic data acquisition very expensive and time-consuming. By using simultaneous
source acquisition followed by deblending and reconstruction of sequential common shot
gathers, we can reduce the total time and cost of acquisition. (Mansour, Wason, Lin, and
Herrmann 2012) used curvelet transform based deblending and reconstruction of shot gath-
ers. Curvelet based method can be computationally expensive for large scale (3D) seismic
datasets. For this reason, one of the topics of this thesis is to incorporate low-rank matrix
completion for deblending and reconstruction of common-shot gathers from seismic data
acquired through simultaneous source acquisition.
The reconstructed seismic data usually goes through a series of processing steps
(e.g. demultiple, imaging, FWI etc.) to obtain the final image of subsurface and also
to obtain estimate of the physical properties of subsurface. Based on these images and sub-
surface physical properties, geological interpreters delineate different geological structures
(e.g.faults, folds, unconformity, traps etc.) and potential oil & gas reservoirs. Based on the
ease of extraction these oil & gas reservoirs are of two types — Conventional and Uncon-
ventional. As the name suggests conventional oil & gas reservoirs are naturally viable for
extraction and upon drilling oil & gas can naturally flow through the wells (see Figure 1.3)
making the production economical. On the other hand, unconventional reservoirs (see
Figure 1.3) are not naturally viable for oil & gas extraction and require external stimulation
to make them viable for production.
In the last few years, technological developments and population increase have resulted
in an increase in demand for energy. Also, changes in the geopolitical situations and strong
desire for countries to become self-dependent in terms of energy has fueled in the increased
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demand for oil & gas. In last couple of decades, to meet the increased demand for energy,
the energy industry have started producing oil & gas from the unconventional reservoirs. In
conventional reservoirs, oil & gas are trapped in a permeable medium. On the other hand,
in unconventional reservoirs, oil & gas have very low permeability and it requires external
stimulation for production. This external stimulation includes creating fractures in the
unconventional reservoir by injecting very high pressure fluid (includes water, chemicals
and cement) through injection wells, commonly known as hydraulic fracturing or fracking
(Figure 1.3). These fractures improve the permeability of the unconventional reservoirs
allowing economical production of oil & gas. With recent advancement in engineering and
technology, hydraulic fracturing has been frequently used across the globe for production
of oil & gas from unconventional reservoirs. For example, in the year 2007 hydraulic
fracturing was first used to produce oil from an unconventional reservoir in the Bakken
structure in North Dakota and Montana (Wenzel 2012).
Even though hydraulic fracturing has made production of oil & gas from unconven-
tional reservoirs viable, it poses its own environmental concerns. For example, one of the
concern is the risk of these fractures interfering with nearby structures such as pre-existing
wells, faults, etc. Interference with nearby faults can cause earthquakes posing significant
risk for nearby population. Therefore, to prevent any hazardous situation, accurate detec-
tion of these fractures and how these fractures are originating in time is extremely impor-
tant. Often these fractures generate small scale earthquakes or microseismic waves. These
microseismic waves carry information (such as location, source-time function, origin time)
about the microseismic sources located along the fractures. Oil & gas industry record these
microseismic waves by receivers deployed on the surface or along a nearby monitor wells.
One of the topics of this thesis is to use this microseismic data to detect closely spaced
microseismic sources originating along these fractures along with estimation of associated
source-time function in a computationally efficient way.
Similar to external stimulation in case of unconventional reservoirs that gives rise to
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Figure 1.3: Schematic of conventional and unconventional reservoirs (Image courtesy:
www.ic.gc.ca)
6
microseismic waves, in photoacoustic imaging cells are illuminated by electromagnetic
waves giving rise to photoacoustic waves. As with microseismic waves, these photoacous-
tic waves carry information about the location, source-time function, and other physical
properties of the photoacoustic sources. Information like source-time function, frequency
content can be potentially useful for identifying different cell types. One of the topics of
this thesis is to use these photoacoustic measurements to detect the location and associated
source-time function.
1.1 High-frequency seismic data reconstruction
For economical extraction of oil and gas and to prevent any drilling related hazards, oil and
gas industry rely on images of earth’s subsurface and the physical parameters (e.g. velocity,
density etc.) of earth’s subsurface. We obtain images and invert for the physical param-
eters of earth’s subsurface after series of processing steps (e.g. migration, demultiple, full
waveform inversion etc.) on the raw seismic data acquired from field. Generally, these
processing steps require seismic data on a dense periodic grid.
Seismic data acquisition on a dense periodic grid is challenging due to operational
complexity and economical constraints. Therefore, a general practice followed by the oil
and gas industry is to acquire seismic data on coarse grid followed by interpolation on a
dense periodic grid. In recent years, Compressive Sensing (CS) (Donoho 2006; Candès,
Romberg, and Tao 2005) based methods are developed for seismic data reconstruction
(Herrmann and Hennenfent 2008a). These CS methods exploit the fact that densely sam-
pled seismic data is sparse in some transform domain (e.g. Curvelets) and randomized
subsampling destroys this sparsity. One of the biggest advantage of CS based seismic data
reconstruction methods are that they can work with a smaller number of samples in com-
parison to the minimum number of samples required according to the Nyquist-Shannon
sampling theorem. Compressive sensing can also be understood as a theoretical justifica-
tion of transformed based seismic data reconstruction method (Xu, Zhang, Pham, and Lam-
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baré 2005; Bardan 1987; Villasenor, Ergas, and Donoho 1996) that existed in Geophysics
literature before the advent of CS. Unfortunately, for large scale realistic size seismic data
these transform based methods can be very expensive.
(Recht, Fazel, and Parrilo 2010b) extended the idea of CS to matrix completion to fill
the incomplete entries of a matrix from only a few known entries. Similar to the con-
cept of sparsity, in case of matrix completion we exploit the fact that fully sampled matrix
can be approximated by a low-rank matrix in some transform domain and randomized
subsampling increases the rank of matrix required to approximate the subsampled matrix.
(Aravkin, Kumar, Mansour, Recht, and Herrmann 2014) extended low-rank matrix factor-
ization for seismic data reconstruction. Unlike the CS based methods, matrix-completion
based methods are computationally cheaper and can be extended for realistic size 3D seis-
mic data reconstruction (Kumar, Silva, Akalin, Aravkin, Mansour, Recht, and Herrmann
2015; Oropeza and Sacchi 2011; Yang, Ma, and Osher 2013).
Although low-rank matrix completion based methods perform well for seismic data
reconstruction at lower frequencies, the quality of reconstructed data degrades at higher
frequencies. This poor data reconstruction quality at higher frequencies is because seismic
data at higher frequencies require matrices with higher ranks to approximate them. But
the presence of good quality high frequency data on dense periodic grid is important for
high resolution images of subsurface and detailed inversion of earth’s subsurface physical
parameters like velocity, density etc. Good quality subsurface images and estimation of
physical parameters are important and essential for geological interpreters to delineate oil
and gas reservoirs and hence minimizing the risk of drilling a dry well.
In (Aravkin, Kumar, Mansour, Recht, and Herrmann 2014), authors proposed weighted
matrix completion that uses similarity between adjacent frequency slices as a prior infor-
mation to improve the seismic data reconstruction quality. In (Eftekhari, Yang, and Wakin
2018) authors quantify this similarity as the largest principle angles between row and col-
umn subspaces of adjacent frequency slices, respectively. Smaller angles imply more reli-
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ability on the adjacent frequency slice and higher angles mean less reliability. Although,
weighted matrix completion improves the quality of reconstructed data, solving the asso-
ciated optimization involves the action of an expensive to evaluate projection operator for
each iteration making this method computationally expensive. One of the main contribu-
tions of this thesis is a computationally efficient formulation to solve the weighted matrix
completion problem.
Although weighted matrix completion improves the data reconstruction quality, it de-
pends on the availability of low-rank factors of adjacent frequency slices. Generally, we
don’t have access to these low-rank factors. Therefore, in this thesis we propose a recur-
sively weighted matrix completion framework from lower to higher frequencies. In this
recursively weighted framework, we start from low frequencies considering the fact that
conventional low-rank matrix performs well at lower frequencies. This recursive approach
reaps the full potential of weighted matrix completion in terms of improved reconstructed
data quality at higher frequencies.
Recursively weighted approach can be computationally expensive as higher frequen-
cies need to wait for reconstruction of all the lower frequencies. For realistic size 3D seis-
mic data, this waiting time poses a major computational bottleneck. By 3D seismic data,
we mean five-dimensional seismic data acquired by sources and receivers spread along a
2D plane. So these 5 dimensions are time, x and y coordinates of sources and receivers.
Therefore, another contribution of thesis is the implementation of a computationally effi-
cient recursively weighted approach. This approach parallelizes over individual rows of the
low-rank factors making it computationally efficient. Depending on the availability of par-




Because of operational complexity and economical considerations, seismic data acquisi-
tion is one of the major bottlenecks in the initial phase of oil & gas exploration. To avoid
interference between common-shot records of two consecutive sources, conventional seis-
mic data acquisition involves firing of sources at a fix interval of time on a uniform grid.
Simultaneous source acquisition (Beasley, Chambers, and Jiang 1998; Berkhout 2008),
in which more than one source fire at the same time, can make seismic data acquisition
more efficient by reducing overall time of acquisition in comparison to the time taken by
conventional acquisition. One of the main challenges of simultaneous source acquisition
is to separate or deblend individual common-shot gathers from blended data. By using
the fact that interference noise in the blended data appears as incoherent random noise in
some transform domain such as common-receiver gather, (Hampson, Stefani, and Herken-
hoff 2008) and (Moore, Dragoset, Ommundsen, Wilson, Ward, and Eke 2008) removed the
interference noise. (Mansour, Wason, Lin, and Herrmann 2012); (Wason and Herrmann
2013) proposed Compressive Sensing (Donoho 2006; Candès, Romberg, and Tao 2005)
based sparsity promoting framework for deblending. This framework exploits the fact that
seismic data acquired through conventional acquisition is compressible or can be repre-
sented by a few sparse coefficients in curvelet domain (Candes and Donoho 2000) whereas
interference noise in the blended data is incoherent.
One of the main requirements for success of sparsity promoting based method is ran-
domized sampling. This sampling destroys the sparsity in the transform domain (e.g. the
curvelet domain (Candes and Donoho 2000)) giving a favorable condition for recovery
of fully sampled data. In case of marine seismic data acquisition randomized acquisition
can be achieved by seismic sources firing at random times at random locations for a given
speed of the vessel towing these seismic sources or airguns. Randomized marine seismic
data acquisition can give rise to large gaps in seismic data. These large gaps are because
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Figure 1.4: Schematic of different sampling schemes (Hennenfent and Herrmann 2008).
η is the undersampling factor. For the same undersampling factor η, pure randomized
sampling can lead to large gaps whereas jittered sampling controls the size of maximum
gap.
of constraints on the variability of locations of seismic sources because of seismic ves-
sels moving at a constant speed and recharge time of airguns. Unfortunately, these large
gaps are not suitable for source separation using sparsity-promoting framework (Hennen-
fent and Herrmann 2008) since gaps bigger than spatio-temporal extent of the transform
elements causes problems. To control the size of maximum gap, (Herrmann and Hen-
nenfent 2008a) and (Hennenfent and Herrmann 2008) proposed jittered sampling scheme
(Figure 1.4). (Wason and Herrmann 2013) incorporated the jittered sampling scheme to
design time-jittered marine seismic data acquisition setup. This time-jittered acquisition
provides randomness in acquisition and at the same time controls the size of maximum
gap.
Although, sparsity-promoting approaches can reconstruct conventional seismic data
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from blended data acquired using time-jitered acquisition setup, this method can be compu-
tationally challenging in terms of time and storage for large scale 3D seismic which entails
datasets sampled along five dimensions. As we discussed earlier, matrix completion based
methods provide good alternative in terms of computational efficiency in comparison to
transform based methods for 3D seismic data reconstruction. One of the contributions of
this thesis is the design of a computationally efficient matrix completion designed to scale
well to industry-scale full-azimuth 3D wavefield reconstruction problems.
Seismic data acquired through conventional acquisition exhibits low-rank structure in
some transform domain. Time-jittered (Herrmann and Hennenfent 2008a) acquisition setup
destroys this low-rank structure. Therefore, the time-jittered acquisition setup provides a
favorable condition to recover conventional seismic data using matrix-completion based
method. Unlike in seismic data reconstruction, the sampling operator in case of time-
jittered acquisition is not separable over frequency slices as it is a combined time-shifting
and shot-jittering operator. Therefore, we cannot solve for individual frequency slices sep-
arately. Instead, we formulate our matrix-completion based source separation approach
over temporal-frequency domain. By the temporal-frequency domain approach we mean
that every iteration of the algorithm involves going back to time domain to calculate data
residual after calculating current estimate of the low-rank factors for each frequency slice.
1.3 Microseismic source estimation
In unconventional reservoirs, hydraulic fracturing gives rise to small scale earthquakes or
microseismic events causing propagation of microseismic waves that are recorded by re-
ceivers (Figure 1.5) planted along earth’s surface or kept along monitor wells. Accurate
detection of these microseismic sources and estimation of the associated source-time func-
tions can help in tracking the evolution of the fractures in both space and time as these
microseismic sources are localized along these fractures. Moreover, source origin time
and source-time functions can potentially be used for the estimation of associated source
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mechanism (Madariaga 1989). The source mechanism is helpful in estimating the moment
tensor components that gave rise to microseismic events.
For last many years, (micro)seismic source estimation has been a topic of active re-
search because of its similarity with the earthquake source estimation problem. Recently,
many wave-equation based methods are developed for microseismic source estimation
(McMechan 1982; Gajewski and Tessmer 2005). Wave equation based methods use in-
formation from the full waveform and hence try to exploit the true physics in order to get
accurate source estimations. For example, time-reversal methods are based on simulta-
neously back propagating data from the receivers to focus on its source origin time and
location (Fink 1997). These time-reversal methods require scanning the backpropagated
volume in time and space to get the source origin time and source locations. This scan-
ning can be very complex when there are multiple microseismic sources originating in
spatial proximity and also in a close time interval giving rise to overlapping events. Also,
time-reversal based methods require dense receiver and time sampling and wide receiver
aperture to resolve close by sources. Due to operational complexity and economical con-
straints, acquiring microseismic data with dense sampling and wide aperture is usually a
challenging task (Bazargani and Snieder 2016).
To avoid scanning the back propagated volume and to improve resolution of estimated
locations of microseismic sources, (Nakata and Beroza 2016) proposed Geometric reverse
time migration (GmRTM). GmRTM is based on back propagating data from individual re-
ceivers followed by cross-correlation. Although this method gives better resolution of loca-
tions, it comes at the additional cost of solving wave-equation for each individual receiver.
GmRTM can be computationally very expensive specially in case of 3D. To avoid solving
wave-equation for each receiver (Sun, Zhu, Fomel, and Song 2015) proposed Hybrid RTM
(HyRTM) by simultaneously backpropagating group of neighboring receivers followed by
cross-correlation. Although HyRTM improves the computational efficiency but it comes
at a cost of reduced resolution. Also, selecting the number of adjacent receivers to form
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groups is not a trivial problem (Nakata and Beroza 2016).
To overcome these issue such as choosing appropriate number of receivers in each
group, full waveform inversion based methods such as (Wu and McMechan 1996) and
(Kim, Liu, and Tromp 2011) invert for source locations, source origin time, moment tensor
components with prior assumption about the shape of the source-time function. (Kaderli,
McChesney, and Minkoff 2015) invert for both source location and source-time function
but their method assumes the same source-time function for all the sources. Although this
method can be extended to multiple sources with different source-time functions but then
it requires knowledge on the number of sources a priori. Moreover, this problem is not a
convex problem and can give rise to non-unique solutions. Therefore, there is no guarantee
of successful recovery of locations and source-time functions.
One of the contributions of this thesis is to propose a sparsity-promoting microseismic
source estimation method (Sharan, Wang, and Herrmann 2018). Our sparsity-promoting
method exploits the fact that the microseismic sources are localized along fractures and has
finite energy along time to simultaneously detect closely spaced (within half a dominant
wavelength distance) microseismic sources along with estimation of associated source-
time function. Our method does not have any assumptions on shape, origin time or number
of microseismic sources. We solve the sparsity-promoting microseismic source estimation
problem using modified version of the linearized Bregman algorithm (Yin, Osher, Goldfarb,
and Darbon 2008; Lorenz, Schöpfer, and Wenger 2014). To make this method computa-
tionally efficient and for faster convergence, we propose a dual problem that can be solved
using a quasi-Newton method such as LBFGS (Liu and Nocedal 1989).
Our sparsity-promotion based method can handle noise in the data but presence of very
high amplitude noise with similar frequency range as of the microseismic signal poses
challenge in successful detection of microseismic sources. Also, often due to complexity
of model the amplitude information of the source-time function is not accurate. Therefore,
another contribution of this thesis is a debiasing method that restores amplitude of source-
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Figure 1.5: Hydraulic fracturing schematic diagram: Solid red colour curve shows the in-
jection well through which high pressure fluid is injected creating fractures (solid black
color). Fracturing gives rise to small scale earthquakes or microseismic events (red color
stars) and subsequent emission of microseismic waves (dashed black color). These micro-
seismic waves are recorded by receivers along the surface (yellow inverted triangle). Top
of the figure depicts earth’s surface.
time functions of multiple microseismic sources detected from noisy data.
1.4 Photoacoustic imaging
The challenges we face in the field of seismic bears a lot of similarity with the challenges
we face in the field of medical imaging. For example, in the unconventional seismic, high
pressure fluid injected through the injection wells creates fractures and eventually results
in microseismic waves. Similarly in photoacoustic imaging, cells are illuminated by elec-
tromagnetic waves generated from laser pulse source giving rise to photoacoustic waves
that are recorded by the transducers (Figure 1.6). In Photoacoustic imaging (or in general
thermoacoustic imaging), electromagnetic waves are absorbed by cells and that causes heat
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Figure 1.6: Schematic showing photoacoustic imaging (Image courtesy: Wikipedia)
deposition. This heat deposition results in thermal expansion of cells causing emission of
photoacoustic waves. Photoacoustic based medical imaging techniques are of extreme im-
portance for the detection and treatment of cancerous cells. As mentioned in (Emelianov,
Li, and O’Donnell 2009), no other medical imaging methods (e.g. Xray, MRI, Ultrasound
etc.) other than photoacoustic imaging has optical absorption as a contrast parameter en-
abling this method to image molecular properties at high resolution. For example, ultra-
sound imaging is based on the contrast in the mechanical parameters such as density or
compressibility and therefore gives morphological information. In (Wang, Pang, Ku, and
Wang 2003), authors showed potential of photoacoustic imaging in terms of high resolu-
tion imaging by showing oxygen utilization in brain of a mouse during left or right whisker
stimulation.
Conventional photoacoustic imaging is based on backpropagation of photoacoustic data
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from transducers, followed by extraction of back-propagated wavefield at time t = 0. Al-
though, this method gives absorption map, this method does not give information about
source-time function of these absorbers. These source-time functions and corresponding
spectrum can be potentially useful for classifying different kinds of absorbers. For exam-
ple, (Kumon, Deng, and Wang 2011) used frequency content of the photoacoustic waves
for cancerous and non-cancerous region characterization. One of the contributions of this
thesis is to use sparsity-promotion to image the photoabsorbers and estimate the associated
source-time function.
Although we can get real time good quality images of photoabsorbers using the method
of back-propagation, it requires dense sampling of transducers. Dense sampling of trans-
ducers can be expensive. In the method of back propagation, the image quality degrades
with decreased sampling of transducers. Another topic of this thesis to obtain the ab-
sorption map and estimating the associated source-time function with smaller number of
transducers.
1.5 Objectives
We can summarize main objectives of this thesis as follows:
1. To address the high-frequency seismic data reconstruction challenges faced by the
low-rank matrix completion based seismic data reconstruction framework. Here,
we use weighted matrix completion and exploit the similarity between adjacent fre-
quency slices to improve the quality of seismic data reconstruction at higher fre-
quencies. Another objective is to design a computationally efficient weighted matrix
completion for large scale 3D seismic datasets.
2. To design low-rank matrix completion based simultaneous source seismic data acqui-
sition and source-separation technique for decreasing the cost of marine seismic data
acquisition. Here, low-rank matrix-completion provides computationally tractable
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technique for source-separation from large scale 3D simultaneous source data.
3. To design a computationally feasible framework for detecting closely spaced mi-
croseismic sources along with estimation of the associated source-time functions.
As these microseismic events are localized along the fractures created by fracking,
therefore detection of closely spaced microseismic sources eventually helps in track-
ing fracture evolution in space and time. Here, we use take insights from compressive
sensing and wave-equation based inversion techniques.
4. Microseismic data generated due to fracking is often heavily contaminated with high
amplitude ambient noise in the same frequency range as that of microseismic signals.
Presence of strong noise causes challenges in detecting location and estimating the
associated source-time functions of microseismic sources. Hence, another objective
of this thesis is to address this noise issue in microseismic data for detection and
estimation of microseismic sources.
5. To estimate the location and source-time function of each photoabsorber using
sparsity-promoting method to potentially distinguish different types of photoab-
sorbers or to distinguish different degree of aggregation of exogenous agents. An-
other objective is to decrease the storage cost by decreasing the number of transduc-
ers.
1.6 Thesis outline
This thesis consists of total 7 chapters including this introduction. In chapter 2, we first
introduce the low-rank matrix completion based framework for large scale seismic data
reconstruction. Next, we discuss the challenges associated with the low-rank matrix com-
pletion framework in reconstructing seismic data at high frequencies. Further, we introduce
the recursively weighted matrix completion framework and demonstrate that by exploiting
similarity between the adjacent frequency slices the recursively weighted low-rank matrix
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completion can improve the reconstruction quality of missing seismic data at higher fre-
quencies. Next, we discuss how the interdependence of frequency slices in the recursively
weighted framework does not allow parallelization across frequencies and making it com-
putationally expensive. Next we discuss how we made this recursively weighted framework
computationally efficient using strategies of alternation and decoupling. We examine the
effectiveness of this method on field data from Gulf of Suez and synthetic data simulated
using complex geological model such as BG compass (E. Jones, A. Edgar, I. Selvage, and
Crook 2012). A version of this chapter has been submitted to Geophysics.
In chapter 3, we first introduce the modification in the low-rank matrix comple-
tion formulation to separate sources from seismic data acquired by simultaneous source
acquisition in computationally efficient manner. Next we apply this method on a re-
alistic size 3D simultaneous source seismic data simulated using BG compass model
to reconstruct data from individual sources. A version of this chapter was published
in SEG Technical Program Expanded Abstracts (Kumar, Sharan, Wason, and Herrmann
2016).
In chapter 4, we start by introducing a sparsity-promotion based formulation to es-
timate the location and source-time function of microseismic sources. Next, we discuss
the computational challenges associated with the algorithm in terms of resolving closely
spaced microseismic sources. Further, we discuss how we made this problem compu-
tationally cheaper by solving the original sparsity-promotion problem in its dual form.
By showing the application of sparsity-promoting framework on synthetic datasets gen-
erated using multiple sources in complex geological models such as BG Compass and
Marmousi, we justify the selection of `2,1-norm over Frobenius norm in terms of better
resolution of location of closely spaced sources. A version of this chapter was published in
Geophysical Journal International (Sharan, Wang, and Herrmann 2018).
The sparsity-promoting framework seems to perform poorly in presence of lots of noise.
Therefore, in chapter 5 we introduce debiasing in our sparsity-promoting microseismic
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source estimation framework to detect the location of microseismic sources along with es-
timation of source-time functions with correct amplitude from extremely noisy data. A ver-
sion of this chapter was published in SEG Technical Program Expanded Abstracts (Sharan,
Kumar, Wang, and Herrmann 2018).
In chapter 6, we extend the sparsity-promoting framework for photoacoustic imaging
to detect the photoacoustic absorbers. Here, we modify the original sparsity formulation
to take into account of the fact that unlike microseismic sources, all the photoacoustic
sources have same source-time function and are activated for a very small time interval.
Here, we also show effectiveness of this method with lesser number of transducers by
comparing the images obtained from our method and images obtained from the k-Wave
MATLAB toolbox (Treeby and Cox 2010). A version of this chapter was published in
IEEE International Ultrasonics Symposium (Sharan, Kumar, Dumani, Louboutin, Wang,
Emelianov, and Herrmann 2018).




LARGE SCALE HIGH FREQUENCY WAVEFIELD RECONSTRUCTION WITH
RECURSIVELY WEIGHTED MATRIX FACTORIZATIONS
2.1 Summary
Seismic data acquisition on a regular periodic fine grid is essential for many seismic data
processing steps such as migration and multiple removal. Unfortunately, acquiring seismic
data on a regular periodic fine grid is challenging because of environmental and budgetary
constraints. By exploiting the low-rank approximation property of fully sampled seismic
data in some transform domain, low-rank matrix completion offers a scalable way to re-
construct seismic data on a regular periodic fine grid from coarsely randomly sampled
data acquired in the field. While wavefield reconstruction have been applied successfully
at the lower end of the spectrum, its performance deteriorates at the higher frequencies
where the low-rank assumption no longer holds rendering this type of wavefield recon-
struction ineffective in situations where high resolution images are desired. We overcome
this shortcoming by exploiting similarities between adjacent frequency slices explicitly.
During low-rank matrix factorization, these similarities translate to alignment of subspaces
of the factors, a notion we propose to employ as we reconstruct monochromatic frequency
slices recursively starting at the low frequencies. While this idea is relatively simple in its
core, to turn this recent insight into a successful scalable wavefield reconstruction scheme
for 3D seismic requires a number of important steps. First, we need to move the weighting
matrices, which encapsulate the prior information from adjacent frequency slices, from the
objective to the data misfit constraint. This move considerable improves the performance
of the weighted low-rank matrix factorization on which our wavefield reconstructions is
based. Secondly, we introduce approximations that allow us to decouple computations on
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a row-by-row and column-by-column basis, which in turn allow to parallelize the alternat-
ing optimization on which our low-rank factorization relies. The combination of weighting
and decoupling leads to a computationally feasible full-azimuth wavefield reconstruction
scheme that scales to industry-scale problem sizes. We demonstrate the performance of the
proposed parallel algorithm on a 2D field data and on a 3D synthetic dataset. In both cases
our approach produces high-fidelity broadband wavefield reconstructions from severely (up
to 90%) subsampled data.
2.2 Introduction
In this chapter, we consider wavefield reconstruction from randomized samples taken from
a periodic grid. The reader is referred to (López, Yilmaz, and Herrmann 2016) for an
off-the-grid extension of presented wavefield reconstruction methodology.
In recent years, several methods for wavefield reconstruction have been developed.
Many of these methods perform wavefield reconstruction in a transformed domain involv-
ing Fourier (Xu, Zhang, Pham, and Lambaré 2005), Radon (Bardan 1987), wavelet (Vil-
lasenor, Ergas, and Donoho 1996), or curvelet (Herrmann and Hennenfent 2008a) domain.
While powerful, sparsity-based wavefield reconstruction does not scale well to 3D seis-
mic where the data volumes become prohibitively large when structure is promoted along
more than three dimensions, e.g. along all four source and receiver coordinates. By exploit-
ing low-rank properties of matrices and tensors (Kumar, Silva, Akalin, Aravkin, Mansour,
Recht, and Herrmann 2015; Oropeza and Sacchi 2011), some of these high dimensional
challenges have been overcome by building on early work of (Recht, Fazel, and Parrilo
2010b), who extended some of the ideas of compressed sensing to matrices. (Kumar, Silva,
Akalin, Aravkin, Mansour, Recht, and Herrmann 2015) and (Da Silva and Herrmann 2015)
exploited these properties and formalized matrix-/tensor-based wavefield reconstructions
that are practical for large-scale seismic datasets (Kumar, Wason, Sharan, and Herrmann
2017).
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As demonstrated in the work by (Kumar, Silva, Akalin, Aravkin, Mansour, Recht, and
Herrmann 2015), low-rank matrix completion methods work well when reconstructing seis-
mic data at the lower angular frequencies but the recovery quality degrades when we move
to the higher frequencies (> 15 Hz). Unfortunately, techniques such as multiple elimina-
tion and migration need access to high-frequency data to create high-fidelity artefact-free
high-resolution images. This is especially true when physical properties are of interest in
areas of complex geology.
To meet the challenges of recovering seismic data at high frequencies, we build on ear-
lier work by (Aravkin, Kumar, Mansour, Recht, and Herrmann 2014) and (Eftekhari, Yang,
and Wakin 2018) who discussed how to improve the performance of low-rank matrix com-
pletion by including prior information in the form of weighting matrices. The weighting
matrices are projections spanned by the row and column subspaces (and their complements)
of a low-rank matrix factorization of a matrix that is close to the to-be-recovered matrix.
As with weighted `1-norm minimization, these weighting matrices improve the wavefield
recovery if the principle angle between the subspaces of the weighting matrices and the
to-be-recovered matrix is small. Conceptually, this is the matrix counterpart of weighted
`1-norm minimization proposed by (Mansour, Herrmann, and Yılmaz 2012). (Aravkin,
Kumar, Mansour, Recht, and Herrmann 2014) and (Eftekhari, Yang, and Wakin 2018)
showed that wavefield recovery via matrix completion can be improved when low-rank
factorizations from adjacent frequency slices are used to define these weighting matrices.
(Aravkin, Kumar, Mansour, Recht, and Herrmann 2014) used this principle assuming ac-
cess to the low-rank factorization of an adjacent frequency slice using a modified version
of the spectral-projected gradient algorithm (Van Den Berg and Friedlander 2008). Also,
(Eftekhari, Yang, and Wakin 2018) showed that for small principle angles, these weighing
matrices reduce sampling requirement for successful data reconstruction by a logarithmic
factor in comparison to the sampling requirement for the conventional matrix completion
method.
23
While the initial results on wavefield reconstruction via weighted matrix completion
were encouraging, the presented approach was not very practical because it relied on having
access to the weights. In addition, the optimization relied on a computationally expensive
optimization algorithm. We overcome these shortcomings by proposing a parallelizable
recursive method that uses a recently developed alternating minimization procedure (Xu
and Yin 2013; Jain, Netrapalli, and Sanghavi 2013) proposed by (Lopez, Kumar, and Her-
rmann 2015). Thanks to the recursive reconstruction, as first proposed by (Zhang, Sharan,
and Herrmann 2019), and the improved optimization we will demonstrate that we are able
to improve the performance of our wavefield reconstruction algorithm.
The outline of this chapter is as follows. We first provide a short overview of the princi-
ples of wavefield reconstruction via matrix completion. We follow this brief exposition by
describing the challenges of high-frequency wavefield reconstruction and how these chal-
lenges can be addressed through weighted matrix completion. After this introduction, we
describe how to derive a formulation in factored form, which allows to drastically reduce
the problem size rendering our approach practical for 3D seismic data. In particular, we
describe how our algorithm can be parallelized and applied to a large-scale high-frequency
seismic wavefield reconstruction problem.
2.3 Wavefield reconstruction via weighted matrix completion
According to the seminal work of (Recht, Fazel, and Parrilo 2010b), matrices that ex-
hibit low-rank structure can be recovered from random missing entries through a nuclear
norm minimization procedure. During the optimization the sum of the singular values is
minimized. As long as the randomized subsampling decreases the rate of decay of the
singular values, this type of minimization allows for the recovery of matrices that are well
approximated by low-rank matrices when fully sampled. (Kumar, Silva, Akalin, Aravkin,
Mansour, Recht, and Herrmann 2015) used this principle to recover frequency slices from
seismic lines in the midpoint-offset domain or from 3D seismic data permuted in non-
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canonical form (Da Silva and Herrmann 2015). In either case, the resulting frequency slice
can be approximated accurately by a low-rank matrix factorization.
To illustrate the underlying principle of wavefield reconstruction via matrix completion,
we consider a 12 Hz monochromatic frequency slice assembled from a 2D line acquired in
the Gulf of Suez. Figure 2.1, includes the real part of this frequency slice in the source-
receiver and midpoint-offset domain after removing 75% of the sources via jittered sub-
sampling (Hennenfent and Herrmann 2008). Compared to uniform random subsampling,
jittered subsampling controls the maximal spatial gap between sources, which favors wave-
field reconstruction. While the monochromatic data contained in these frequency slices is
comparable, the behavior of the singular values before and after subsampling is very dif-
ferent before and after transforming to the midpoint-offset domain (juxtapose Figures 2.2a
and 2.2b). The singular values for the matricization in the shot-domain (denoted by the
dashed lines) decay slowly when fully sampled and fast when subsampled, which can be
understood since removing rows or columns from a matrix reduces the rank. The converse
is true for data in the midpoint-offset domain, which shows a fast decay of the singular
values for the fully sampled data and a slow decay after randomized subsampling. The lat-
ter creates favorable conditions for recovery via matrix completion (Kumar, Silva, Akalin,
Aravkin, Mansour, Recht, and Herrmann 2015) via
X := arg min
Y
‖Y‖∗ subject to ‖A(Y)−B‖F ≤ ε, (2.1)
which promotes low-rank matrices.
By solving this minimization problem, we aim to recover the minimum nuclear norm
(‖X‖∗ =
∑
σi with the sum running over the singular values of X) of the complex-
valued data matrix X ∈ Cm×n, with m offsets and n midpoints. Aside from minimiz-
ing the nuclear-norm objective, the minimizer fits the observed data B ∈ Cm×n at the
sampling locations to within some tolerance ε measured by the Frobenious norm—i.e.,
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(a) (b)
Figure 2.1: 12.0 Hz frequency slice extracted from 2D seismic data acquired in Gulf of
Suez. Data with 75% missing random jittered sources in (a) source-receiver domain and
(b) in midpoint-offset domain.
(a) (b)
Figure 2.2: Decay of singular values for 12.0 Hz frequency slice in source-receiver and









jk for a matrix D. In this expression, the linear operator A imple-
ments the sampling mask putting zeros at source (and possibly receiver) locations that are
not collected in the field. Here, the matrix Y is the optimization variable. Equation 2.1 is
similar to the classic Basis Pursuit DeNoising problem (BPDN, Van Den Berg and Fried-
lander 2008) and can be solved with a modified version of the SPG`1 algorithm adapted
for nuclear-norm minimization (Aravkin, Kumar, Mansour, Recht, and Herrmann 2014).
To solve problem 2.1, SPG`1 solves a series of constrained subproblems during which the
nuclear-norm constraint is relaxed to fit the observed data.
2.3.1 The challenge of high-frequency wavefield recovery
Wavefield reconstruction via matrix completion (cf. problem 2.1) relies on the assumption
that the singular values of monochromatic data organized in matrix decay rapidly. For the
lower frequencies (< 15.0 Hz) this is indeed the case but unfortunately this assumption
no longer holds for the higher frequencies. To illustrate this phenomenon, we compare
in Figure 2.3 the decay of the singular values for the two matricizations of Figure 2.2 at
12.0 Hz and 60.0 Hz. While the singular values at 12.0 Hz indeed decay quickly this is
clearly no longer the case at 60.0 Hz (juxtapose solid lines in Figures 2.3a and 2.3b) where
the singular values for the fully sampled data decay more slowly. This slower decay at
the high frequencies is caused by the increased complexity and oscillatory behavior exhib-
ited by data at higher temporal frequencies. Despite the fact that the randomized source
subsampling slows the decay down, the slower decay of the fully sampled data leads to
poor wavefield reconstruction (Figure 2.4a) and unacceptable large residuals (Figure 2.4b)
at 60.0 Hz.
2.3.2 Weighted matrix completion
As Figures 2.3, 2.4a, and 2.4b illustrate, the success of wavefield reconstruction by min-
imizing the nuclear norm (cf. equation 2.1) hinges on rapid decay of the singular values
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(a) (b)
Figure 2.3: Singular value decay for fully sampled and subsampled data (75% missing
sources) in midpoint-offset domain for (a) 12.0 Hz and (b) 60.0 Hz frequency slice
an assumption violated at the higher frequencies. This shortcoming can, at least in part,
be overcome by using prior information from a related problem in the form of weights, an
approach initially put forward by (Aravkin, Kumar, Mansour, Recht, and Herrmann 2014)
and further theoretically analyzed by (Eftekhari, Yang, and Wakin 2018). In its original
form, the weights were derived from the reconstruction of the wavefield at a neighboring
temporal frequency, which leads to a significant improvement for the reconstruction and
the residual plotted in Figures 2.4c and 2.4d, respectively. By applying this approach re-
cursively from low to high frequencies, (Zhang, Sharan, and Herrmann 2019) improved the
reconstruction even further judged by the quality of Figure 2.4e and the size of the resid-
ual plotted in Figure 2.4f. In this work, we further extend this result by reformulating the
optimization problem and by introducing a parallel algorithm that limits communication.
We obtained the above weighted wavefield reconstructions by minimizing (Aravkin,
Kumar, Mansour, Recht, and Herrmann 2014; Eftekhari, Yang, and Wakin 2018)
X := arg min
Y





Figure 2.4: Wavefield reconstruction comparison for a 60 Hz frequency slice. (a) Recon-
structed wavefield from 75% subsampling. (b) residual with a poor S/R = 2.83 dB. (c)
Reconstructed wavefield using the recovery at the adjacent lower frequency as weights and
(d) improved residual with S/R = 5.08 dB. (e) and (f) the same but now with the weighting
scheme applied recursively with significantly improved S/R = 8.72 dB.
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where the symbol H denotes complex transpose. These projections are spanned by the row
and column subspaces U, V and their orthogonal complements U⊥ and V⊥. Also, these
subspaces U, V have orthonormal columns making UUH and VVH orthogonal projec-
tions. The pair of matrices {U,V} are low rank and can be obtained from the factorization
of a lower adjacent frequency slice. The choice for the weights w1 and w2 in equations 2.3
and 2.4 depends on the similarity between the corresponding row and column subspaces
of the two adjacent frequency slices. We follow (Eftekhari, Yang, and Wakin 2018) and
quantify this similarity by the largest principle angle between these subspaces. The smaller
this angle, the more similar the subspaces from the two adjacent frequency slices will be.
In situations where the adjacent frequency slices are near orthogonal—i.e., have a near 90◦
angle, we choose w1 ↑ 1 and w2 ↑ 1 so that the weighting matrices Q and W become
identity matrices. In that case, the weighting matrices should not add information—i.e.,
the solution of problem 2.2 should become equivalent to solving the original problem in
equation 2.1. Conversely, when the subspaces are similar—i.e., they have an angle 90◦,
then the w1 and w2 should be chosen small such that we penalize solutions more in the
orthogonal complement space. Depending on our confidence in the given factorization, we
chose these weights close to one when we have little confidence and close to zero when we
have more confidence.
While replacing the nuclear-norm objective in equation 2.1 by its weighted counterpart
in equation 2.2 is a valid approach responsible for improvements reported in Figure 2.4,
its solution involves non-trivial weighted projections (see equation 7.3 in Aravkin, Ku-
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mar, Mansour, Recht, and Herrmann 2014). These computationally costly operations can
be avoided by rewriting optimization problem 2.2 in a slightly different form where the
weights are moved from the objective to the data constraint—i.e., we have
X̄ := arg min
Y
‖Ȳ‖∗ subject to ‖A(Q−1ȲW−1)−B‖F ≤ ε. (2.5)
In this formulation, the optimization is carried out over the new variable Ȳ = QYW.
After solving for this variable, we recover the solution of the original problem X from X̄
as follows: X = Q−1X̄W−1. We arrived at this formulation by using the fact that the














Because we moved the weighting matrices to the data constraint, we no longer have to
project onto a more complicated constraint as in (Aravkin, Kumar, Mansour, Recht, and
Herrmann 2014), which results in solutions of equation 2.5 at almost the same compu-
tational costs as in the original formulation (Equation 2.1). This formulation forms the
basis for our approach to wavefield reconstruction that is capable of handling the large data
volumes of 3D seismic.
2.4 Scalable multi-frequency seismic wavefield reconstruction
So far, our minimization problems relied on explicit formation of the data matrix and on
the singular-value decomposition (SVD, (Aravkin, Kumar, Mansour, Recht, and Herrmann
2014)) both of which are unfeasible for industry-scale 3D wavefield reconstruction prob-
lems. To address this issue, we discuss how to recast the above weighted matrix completion
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approach into factored form, which has computational benefits and, as we will show below,
can still be parallelized.
2.4.1 Weighted low-rank matrix factorization
To avoid computing costly SVDs, we first cast the solution of equation 2.5 into factored
form:











subject to ‖A(Q−1L̄#R̄H#W−H)−B‖F ≤ ε, (2.8)
where L̄ = QL and R̄ = WR. Under certain technical conditions (Candes and Recht
2009), which include choosing the proper rank r, the factored solution, X = LRH with
L = Q−1L̄ and R = W−1R̄, corresponds to the solution of the weighted problem included
in equation 2.2. Here, the matrices L ∈ Cm×r and R ∈ Cn×r are the low-rank factors of
X. Using the property that the matrices WH = W and QH = Q in equation 2.8 are
idempotent, we replace W−H by W−1 to avoid extra computation. Compared to the origi-
nal convex formulation, equation 2.8 can be solved with alternating optimization, which is
computationally efficient as evidenced from the runtimes plotted in Figure 2.5 as a function
of temporal frequency. Of course, this approach only holds as long as the monochromatic
data matrices can be well approximated by low rank matrices—i.e., r  min(m,n).
While the above weighted formulation allows us to solve the problem in factored
form, it needs access to the subspaces {U,V}, which requires computing the full SVD
(Eftekhari, Yang, and Wakin 2018). Since we cannot compute this full SVD, we instead
orthogonalize the low-rank factors from adjacent frequency slices themselves by carrying
out computationally cheap SVDs on the factors rather than on the full data matrix and then
keeping the top r left singular vectors. This approach is justified because orthogonalizing
low-rank factors allows approximating orthogonal subspaces spanned by the full frequency
slice.
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Figure 2.5: Runtime comparison plot: Solid black line shows runtime of the original
weighted formulation and dashed black line shows runtime of the new weighted formu-
lation for same number of iterations with same data residual at the end.
The results presented in Figure 2.4 were obtained in factored form and demonstrated
clearly how the incorporation of weight matrices improves recovery especially when these
weight matrices are calculated recursively from low to high frequencies (juxtapose Fig-
ures 2.4c, 2.4d and 2.4e, 2.4f). This improvement is due to the fact that low-frequency data
matrices can be better approximated by low-rank matrices, which improves the recovery
and therefore the weighted reconstruction.
2.4.2 Weighted parallel recovery
The example in Figure 2.4 made it clear that wavefield reconstruction via matrix factor-
ization improves when including weight matrices that carry information on the row and
column subspaces. However, inclusion of these weight matrices makes it more difficult
to parallelize the algorithm because the parallelized alternating optimization approach by
(Recht and Ré 2013) and (Lopez, Kumar, and Herrmann 2015) no longer applies straight-
forwardly. That approach relies on decoupled computations on a row-by-row and column-








‖v‖2 subject to ‖Al1(Lv)−B(:, l1)‖ ≤ γ (2.9)
for l1 = 1 · · ·n and the columns via
L(l2, :)




‖u‖2 subject to ‖Al2((Ru)H)−B(l2, :)‖ ≤ γ (2.10)
for l2 = 1 · · ·m. With this approach, the rows of the right factor R are updated first by
iterating over the rows via the index l1 = 1 · · ·n. These updates are followed by updates on
the rows of the left L factor by iterating over the rows via the index l2 = 1 · · ·m. Contrary
to the serial problem, these optimizations are conducted on individual vectors v ∈ Cr and
u ∈ Cr in parallel because they decouple—i.e., the l1, l2th row of R,L only involve the
l1, l2th column/row of the observed data matrix B and submatricesAl1 ,Al2 that act on these
columns/rows. To simplify notation, we introduced the symbol : to extract the l1th column,
B(:, l1), or l2th row, B(l2, :). As before, we allow for the presence of noise by solving the
optimizations to within a user-specified `2-norm tolerance γ.
Because the operations in equations 2.9 and 2.10 decouple, they allow for a parallel
implementation that scales well for large-scale industrial 3D seismic problems. However,
the decoupled formulation does not include weighting matrices limiting its usefulness for
recovery problems at higher frequencies that require weighting matrices. Below we present
a novel approach to ameliorate this problem in which we take equations 2.9 and 2.10 as a
starting point and pre- and post multiply the data misfit terms by Q and W after including
the weighting matrices as in equation 2.8. Next, we use the property that for large weights,
the matrices Q and W nearly commute with the measurement operator A—i.e., we have
QA(Q−1X̄W−1) ≈ A(X̄W−1) and A(Q−1X̄W−1)W ≈ A(Q−1X̄) where X̄ represents




Figure 2.6: Alternating minimization and decoupling. (a) Solving for the low-rank factor
R by using fixed factor L and observed data B. (b) Solving for the lth1 row of the low-rank
factor R by using rows (in black color) of the fixed factor L corresponding to the non-zero
entries (in black color) of the lth1 column from the observed data B.
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the following weighted iterations:
R̄(l1, :)




‖v̄‖22 subject to ‖Al1(Q
−1L̄v̄)−BR(:, l1)‖ ≤ γ (2.11)
for l1 = 1 · · ·n and
L̄(l2, :)




‖ū‖2 subject to ‖Al2((R̄ū)HW−1)−BL(l2, :)‖ ≤ γ (2.12)
for l2 = 1 · · ·m. In these expressions, we replaced the incomplete data matrix by BR =
BW and BL = QB, respectively. This means that we pre- and post-multiply the observed
monochromatic data matrix B with Q and W before extracting its columns or rows.
The above derivation is only valid if the above approximations involving commutations
of the weight matrices with the sampling operatorA are sufficiently accurate. To verify that
these approximations are indeed justified, we compare in Figure 2.7 their accuracy by com-
paring plots of QA(Q−1X̄W−1) andA(X̄W−1) for two different values of the weights in
equations 2.6 and 2.7. As expected, for the small value w1,2 = 0.25 the weighting matrix
Q does not commute with the sampling matrix (see Figures 2.7a – 2.7c). However, for
w1,2 = 0.75 the approximation is reasonably accurate (see Figures 2.7d – 2.7f). Similarly,
in Figure 2.8 we compare plots of A(Q−1X̄W−1)W and A(Q−1X̄) for small and large
weights. As before, for smaller weights w1,2 = 0.25, the weighing matrix W does not
commute with the sampling matrix (see Figures 2.8a – 2.8c). However, for w1,2 = 0.75
the approximation is again reasonably accurate (see Figures 2.8d – 2.8f). Remember, the
weights w1,2 reflect confidence we have in the weight matrices and are chosen small when
we have confidence that the weighting matrices Q and W add information to the recovery.
This means we need to select a value for the weights w1,2 that balances between how much
prior information we want to invoke and how accurate the commutation relations need to
be. Choosing small weights goes at the expense of large “commutation” errors while large




Figure 2.7: Commutation test for small and large weights. (a) Subset of 3D frequency slice
for QA(Q−1X̄W−1) for w1,2 = 0.25; (b) the same but now for A(X̄W
−1
); (c) difference
plot between (a) and (b); (d)-(f) the same as (a)-(c) but now for w1,2 = 0.75.
tion via the weights.
Although, the decoupled equations 2.11 and 2.12 can now be parallelized over the rows
of the low-rank factors R̄ and L̄, they come at additional computational cost. Unlike sparse
observed data collected in the matrix B, the data matrices BR and BL are dense (have
all non-zero entries) because of the multiplications by W and Q. However, when the
weights w1,2 are relatively large we observe that both dense matrices BL, BR (Figure 2.9b
and 2.9d) can be well approximated by the sparse observed data matrix B judged by the
difference plots in Figure 2.9. With this approximation, equations 2.11 and 2.12 can be
solved computationally efficiently.
While the above formulation allows us to carry out weighted factored wavefield recov-




Figure 2.8: Commutation test for small and large weights. (a) Subset of 3D frequency slice
for A(Q−1X̄W−1)W for w1,2 = 0.25; (b) the same but now for A(Q−1X̄); (c) difference




Figure 2.9: Accuracy of sparse approximation for weights w1,2 = 0.75, (a) Subset of 3D
frequency slice for sparse observed data B; (b) the same but now for the dense matrix
BL; (c) difference plot between (a) and (b); (d) Subset of 3D frequency slice for the dense
matrix BR; (e) difference plot between (a) and (d).
39
objective (see equation 2.8) leads to inferior recovery because these involve reciprocals of
the weights (see equations 2.6 and 2.7). The value range of these reciprocals is no longer
contained to the interval (0, 1] and this can lead to numerical problems during the recovery.
To circumvent this issue, we propose an alternative but equivalent form for the weighted
formulation with weights defined as










With these alternative definitions, we can as before approximate Q̂−1A(Q̂X̄Ŵ) by
A(X̄Ŵ) andA(Q̂X̄Ŵ)Ŵ−1 byA(Q̂X̄), yielding the following decoupled parallellizable
equations for the factors
R̄(l1, :)






‖Al1(Q̂L̄v̄)− w1w2B(:, l1)‖ ≤ w1w2γ
(2.15)
for l1 = 1 · · ·n and
L̄(l2, :)






‖Al2((R̄ū)HŴ)− w1w2B(l2, :)‖ ≤ w1w2γ
(2.16)
for l2 = 1 · · ·m . Equations 2.15 and 2.16 form the basis for our recovery approach sum-
marized in Algorithm 2.1 below, which corresponds to
min
X̄
‖X̄‖∗ subject to ‖A(Q̂X̄Ŵ)− w1w2B‖F ≤ w1w2ε, (2.17)
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which is equivalent to equation 2.5 as we show in Appendix A.
Algorithm 2.1 Weighted minimization via Alternating minimization.
Input: Observed Data B, rank r, acquisition mask A, priors Q̂,Ŵ,
initial guess, L̄(0)


















‖ū‖2 s. t. ‖Al2((R̄(k+1)ū)HŴ)−w1w2B(l2, :)‖ ≤
w1w2γ
4. end for
5. L = 1
w1
Q̂L̄
6. R = 1
w2
ŴR̄
Output: Recovered wavefield in factored form {L, R}.
In Algorithm 2.1, Line 2 corresponds to solving for each row of the low-rank factor
R̄(k+1) at the (k + 1)th iteration using the estimate of low-rank factor L̄(k) from the (k)th
iteration. Similarly, Line 3 corresponds to solving for each row of the low-rank factor
L̄(k+1) at the (k + 1)th iteration using the estimate of low-rank factor R̄(k+1). Finally, Lines
5 and 6 correspond to retrieving the low-rank factors L and R from L̄ and R̄, respectively.
2.5 Case studies
We now conduct a series of experiments to evaluate the accuracy of the proposed weighted
wavefield reconstruction methodology. In all cases, we have access to the ground truth
fully sampled data. This allows us to assess the accuracy by means of visual inspection and
S/R’s (Signal to noise ratio). Our examples include the seismic line from the Gulf of Suez
we discussed earlier and a complex full-azimuth synthetic 3D dataset.
2.5.1 Gulf of Suez field data: 2D example
To evaluate the performance of our recursively weighted wavefield recovery method on
field data, we conduct an experiment on a 2D line from the Gulf of Suez. The fully sam-
pled split-spread dataset consists of 1024 time samples, acquired with 354 sources and 354
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receivers. Time is sampled at 0.004 s. The source-receiver spacing is 25 m. To test our al-
gorithm, we reconstruct this 2D line from randomly subsampled traces, which we obtain by
removing 75% of the sources via optimal jittered subsampling (Herrmann and Hennenfent
2008a).
We assess the performance of recursively weighted matrix factorization by comparing
wavefield recovery with and without weighting as a function of the angular frequency. To
avoid the impact of noise at the low frequencies, we start the recovery at 7.0 Hz. Since
this is a small problem, we reconstruct the frequency slices by performing 150 iterations of
the SPG-LR algorithm (Van Den Berg and Friedlander 2008; Aravkin, Kumar, Mansour,
Recht, and Herrmann 2014) for each frequency. We compare wavefield reconstructions
with and without weights the results of which are summarized in Figure 2.10. From these
results we can see that above 17Hz, the wavefield reconstruction clearly benefits from in-
cluding weights for reconstructions carried out with the same number of iterations but
without weighting.
For comparison purposes, we also reconstruct missing data using the conventional ma-
trix factorization method. For fairness of comparison, we once again use 150 iterations of
SPG-LR algorithm for each frequency slice. As expected other than few lower frequency
slices where conventional method performs well, we get improvements in signal to noise
ratio (Figure 2.10) across all other frequency slices with our recursively weighted approach.
Figures 2.11c and 2.12c include the shallow and deeper parts of a reconstructed com-
mon receiver gather extracted from results based on the conventional method yielding
S/R = 6.9 dB. In the data residual plots (Figures 2.11d and 2.12d), we observe signal
leakage and noise due to reconstruction artifact in both shallow and deeper parts. By signal
leakage we mean that there are coherent events in the data residual plot indicating incom-
plete reconstruction of data. Also, at far offsets we observe signal leakage in the difference
plot. Far offset data is important for FWI (Full Waveform Inversion) purposes since it
contains turning waves. On the other hand, we observe better reconstructed data in the
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Figure 2.10: (a) Signal to noise ratio comparison of conventional (solid black line) and
recursively weighted method (dashed black line) with (w1,2 = 0.75) for all frequencies
common receiver gather (Figures 2.11e and 2.12e) extracted from reconstructed data us-
ing the recursively weighted approach with improved S/R of 11.7 dB. Its corresponding
data residual plot (Figures 2.11f and 2.12f) shows less signal leakage in comparison to its
conventional counterpart. Even at far offsets, we observe better reconstruction of signal.
2.5.2 Synthetic Compass model data: 3D example
In 2D seismic surveys, receivers only measure wavefields traveling in the vertical plane
along sources and receivers. Therefore, we fail to capture reflections out of the 2D source-
receiver plane. This lack of recording of out of plane scattering ultimately affects the
quality of the subsurface image, especially in regions where there is strong lateral hetero-
geneity. To capture 3D effects most of the seismic exploration surveys are 3D nowadays
during which sources and receivers are spread along the surface rather than confined to
a single line. To evaluate the performance of our recursively weighted low-rank matrix
factorization methodology in this more challenging 3D setting, we consider synthetic 3D
data simulated on the Compass model (E. Jones, A. Edgar, I. Selvage, and Crook 2012).
We choose this model because it contains velocity kickbacks, strong reflectors, and small





Figure 2.11: Wavefield reconstruction in common receiver gather domain in the shallow
part. (a) True data, (b) Observed data with 75% missing sources. (c) Reconstructed data
using the conventional method with S/R = 6.9 dB and (d) corresponding difference with
respect to the true data. (e) Reconstructed data using the recursively weighted method with





Figure 2.12: Wavefield reconstruction in common receiver gather domain in the deeper
part. (a) True data, (b) Observed data with 75% missing sources. (c) Reconstructed data
using the conventional method and (d) corresponding difference with respect to the true
data. (e) Reconstructed data using the recursively weighted method and (f) corresponding
difference with respect to the true data.
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of the complexity of this dataset, which mimics marine acquisition with a towed array, we
face similar challenges in wavefield reconstruction as we would face dealing with real 3D
field data. The authors (Da Silva and Herrmann 2015) also used this 3D dataset to evalu-
ate their tensor-based wavefield reconstruction algorithm based on the Hierarchical Tucker
decompositions.
For this experiment, we use a subset of the total data volume of 501×201×201×41×41
gridpoints—i.e., nt×nrx×nry×nsx×nsy along the time, receiver x, receiver y, source x,
and source y directions. Here, nt is the number of samples along time, nrx, nry are number
of receivers along x and y directions respectively and nsx, nsy are number of sources along
x and y directions respectively. In both spatial directions, the spacing between the adjacent
sources is 150.0 m and 25.0 m between adjacent receivers. The sampling interval along
time is 0.01 s. To get the subsampled data, we remove 75% of the receivers from jittered
locations (Herrmann and Hennenfent 2008a). We use this incomplete data as input to our
recursively weighted wavefield reconstruction scheme.
Before proceeding further, let us first briefly discuss the organization of the data in
which we will carry out the wavefield reconstructions. While we could in principle trans-
form the data into the midpoint offset domain as in the 2D case, we follow (Da Silva and
Herrmann 2015) and (Demanet 2006) and exploit the fact that monochromatic 3D fre-
quency slices rearranged along the x and y-coordinates for sources and receivers can be
well approximated by a low-rank factorization. In this rearrangement the data is orga-
nized as a matrix with Sx, Rx and Sy, Ry coupled along the columns and rows respectively
unfolded along is coordinate directions. Here Sx,y and Rx,y are the source and receiver
coordinates along the x and y directions. After rearrangement in this non-canonical form,
the frequency slices are low-rank while data with randomly missing receivers is not (jux-
tapose 10.0 Hz frequency slices in Figures 2.13c and 2.13d and the singular value plots in
Figures 2.14a and 2.14b). We choose 10 Hz frequency slice as the changes in the rate of




Figure 2.13: 10.0 Hz Frequency slice from 3D data: (a) True and (c) observed data in Sx, Sy
domain with 75% missing receivers. (b) True and (d) observed data in Sx, Rx domain with
75% missing receivers. Figures in left column show full data and in right column show
data zoomed in the small black box.
parison to changes we observe at higher frequencies. This frequency choice allows us to
better demonstrate the reasoning behind choosing Sx, Rx and Sy, Ry domain for recon-
struction. In the canonical organization, missing receivers leads to missing rows and this
decreases the rank (cf. solid lines in Figure 2.14) in the non-canonical rearrangements the
rank increases (cf. dashed lined in Figure 2.14). The sudden drop in the singular values
in the canonical arrangement is a direct consequence of the fact that removing complete
rows or columns decreases the rank. From the behavior of the singular values before and
after removal of the receivers, it is clear that the simple rearrangement of the data in the
non-canonical organization can serve as the transform domain in which to recover that data
via weighted low-rank factorization.
As before, we now perform the full-azimuth 3D wavefield reconstruction for each fre-
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(a) (b)
Figure 2.14: Singular values decay comparison for (a) fully sampled and (b) subsampled
data with 75% missing receivers in Sx, Sy domain (solid black line) and Sx, Rx (dashed
black line) domain for 10.0 Hz frequency slice
quency slice using our proposed recursively weighted low-rank matrix factorization ap-
proach. Since this is a relatively large problem, we employ the parallel framework pre-
sented in the previous section (Algorithm 2.1) for 4 alternations with 40 iterations of SPG-
`2 per frequency slice. We choose these values because for a given rank parameter we
observed better continuity of signals and lesser noise in the reconstructed data. In addition
to setting the number of alternations, i.e. switching between Equations 2.15 and 2.16, the
algorithm needs us to specify the rank of the factorization and the weights. Based on tests
performed using different rank values and weights, we selected a rank of r = 228 and a
value for the weights of w1,2 = 0.75, because they provide a good balance between qual-
ity of reconstructed data (in terms of continuity of events, lesser noise) and computational
time.
To avoid noise at the very low frequencies observed due to simulation artifacts, we start
our recursively weighted from 4.4 Hz. For comparison, we also use conventional matrix
completion for wavefield reconstruction. Here, we use the same number of alternations and
SPG-`2 iterations as before. We also use same rank of 228. For visualization purpose we
show results in a common shot gather (Figure 2.15a) extracted from 15 Hz frequency slice.
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Here we choose higher frequency of 15 Hz instead of 10 Hz to show how the recursively
weighted method is able to give better reconstruction at high frequency in comparison to re-
constructed data obtained from the conventional method. In Figure 2.15b we show subsam-
pled shot gather with 75% missing receivers. Using the conventional method we get S/R
of 17.7 dB for the reconstructed data at 15.0 Hz (Figure 2.15d). Whereas, with the recur-
sively weighted method we get improved S/R of 19.9 dB (Figure 2.15f). We also observe
less leakage of signal and less noise in the residual plots for the data reconstructed using
recursively weighted method (Figure 2.15g) in comparison to the data reconstructed using
the conventional method (Figure 2.15e). From Figure 2.18a, we also observe improve-
ment in the S/R of reconstructed data for all the frequencies with the recursively weighted
method (dashed black line in Figure 2.18a) in comparison to its conventional counterpart
(solid black line in Figure 2.18a). In Figures 2.16 and 2.17 we also show comparison of
the recursively weighted and conventional method in time domain common shot gather at
earlier and later arrivals respectively. In Figure 2.16, we also show comparison of a time
slice at 1.6 s extracted from a 3D common shot gather. Figure 2.16a shows two common
shot gathers extracted from the true data along x and y directions along with a time-slice
on top left corner. Figure 2.16b shows the corresponding observed data with missing re-
ceivers. We observe improved reconstruction of signals in the common shot gather (with
S/R = 17.8 dB) reconstructed from recursively weighted method (Figure 2.16f) in com-
parison to the reconstructed data from the conventional method (Figure 2.16d) with S/R
of 15.3 dB. Even in the residual plots we observe less leakage of signal with the recur-
sively weighted method (Figure 2.16g) in comparison to its conventional counterpart (Fig-
ure 2.16e). In Figures 2.17a and 2.17b, we show the same common shot gather at later time
along x and y directions extracted from true and observed data respectively. We observe
noise in the data and corresponding residual (Figures 2.17c and 2.17d) reconstructed from
the conventional method. Whereas, we observe better reconstruction and less noise in the
data reconstructed (Figures 2.17e and 2.17f) from the recursively weighted method.
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(a) (b) (c)
(d) (e) (f) (g)
(h) (i) (j) (k)
Figure 2.15: Full azimuth wavefield reconstruction comparison for 15.0 Hz frequency slice
in common shot domain. (a) True frequency slice. Subsampled frequency slice with (b)
75% missing receivers and (c) 90% missing receivers. Middle row represents reconstruc-
tion using observed data with 75% missing receivers. (d) Reconstructed data using conven-
tional method with S/R = 17.7 dB and (e) corresponding data residual with respect to true
data. (f) Reconstructed data using recursively weighted method with S/R = 19.9 dB and
(g) corresponding data residual with respect to true data. Last row represents reconstruction
using observed data with 90% missing receivers. (h) Reconstructed data using conventional
method with S/R = 3.7 dB and (i) corresponding data residual with respect to true data.
(j) Reconstructed data using recursively weighted method with S/R = 12.5 dB and (k)
corresponding data residual with respect to true data.
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(a) (b) (c)
(d) (e) (f) (g)
(h) (i) (j) (k)
Figure 2.16: Full azimuth wavefield reconstruction in time domain for a common shot
gather along with time slice at 1.6 s. (a) True data. Subsampled data with (b) 75% miss-
ing receivers and (c) 90% missing receivers. Middle row represents reconstruction using
observed data with 75% missing receivers. (d) Reconstructed data using the conventional
method with S/R = 15.3 dB and (e) corresponding data residual with respect to the true
data. (f) Reconstructed data using the recursively weighted method with S/R = 17.8 dB
and (g) corresponding data residual with respect to the true data. Last row represents re-
construction using observed data with 90% missing receivers. (h) Reconstructed data using
the conventional method with S/R = 3 dB and (i) corresponding data residual with re-
spect to the true data. (j) Reconstructed data using the recursively weighted method with





Figure 2.17: Full azimuth wavefield reconstruction in time domain for a common shot
gather (deeper section). (a) True data. (b) Subsampled data with 75% missing receivers.
(c) Reconstructed data using the conventional method and (d) corresponding difference
with respect to the true data. (e) Reconstructed data using the recursively weighted method
and (f) corresponding difference with respect to the true data.
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(a) (b)
Figure 2.18: Signal to noise ratio comparison of conventional (solid black line) and recur-
sively weighted (w1,2 = 0.75) method (dashed black line) for all the frequencies for (a)
75% and (b) 90% missing receiver scenarios.
2.5.3 BG synthetic 3D data with 90% missing receivers
Next we test the ability of the recursively weighted method with a reduced number of sam-
ples. We subsample the BG synthetic 3D data by 90% using jitter subsampling, i.e. we
use only 10% of receivers for wavefield reconstruction. We use 4 alternations and 40 in-
ner iterations of SPG-`2 in each alternation per frequency slice for both conventional and
recursively weighted method. We use rank parameter of 228 for all the frequency slices.
Like before we arrive at these values by inspecting the quality of reconstructed data based
on the continuity of signal and attenuated noise in the reconstructed data. To avoid noise at
lower frequencies we start recursively weighted method from 4.4 Hz. As evident from the
signal to noise ratio plot (Figure 2.18b), we observe improvement in data reconstruction
quality across all the frequency slices using the recursively weighted method (dashed black
line in Figure 2.18b) in comparison to its conventional counterpart (solid black line in Fig-
ure 2.18b). In a common shot gather extracted from a frequency slice at 15 Hz, we observe
better continuity and less noise in the reconstructed wavefield (Figure 2.15j) in comparison
to the reconstruction obtained from its conventional counterpart (Figure 2.15h). We observe
more leakage of signal in the data residual with the conventional method (Figure 2.15i) in
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comparison to the data residual obtained from recursively weighted method (Figure 2.15k).
In Figure 2.16 we compare data reconstruction in time domain using conventional (Fig-
ures 2.16h and 2.16i) and recursively weighted method (Figures 2.16j and 2.16k). We again
observe better data reconstruction and reduced data residual with the recursively weighted
method in comparison to reconstruction obtained from the conventional method.
2.6 Discussion
From the above case studies it is clear that recursively weighted low-rank matrix comple-
tion provides several benefits over conventional method. The reconstructed data preserves
the signals and continuity of events even at high frequencies and at deeper sections where
amplitude is very weak. We arrive at these results by exploiting the fact that fully sampled
seismic data can be approximated by a low-rank matrix in some transform domain and ran-
domized/jittered sampling degrades (or negatively affects) this low-rank property. We also
exploit the fact that there is some degree of similarity between the subspaces of adjacent
frequency slices of the seismic data.
Our method, which uses recursively weighted low-rank matrix completion, outper-
forms its conventional counterpart in terms of quality of the reconstructed data specially
at higher frequencies. At higher frequencies conventional low-rank matrix completion per-
forms poorly because these increasingly complex matrices eventually violate our low-rank
assumption. As we mentioned earlier, good quality high frequency content in the data is
important for high-resolution imaging of earth’s subsurface and also for inversion of earth’s
physical parameters with fine details.
Weighted matrix completion was first introduced by (Aravkin, Kumar, Mansour, Recht,
and Herrmann 2014) to improve the seismic data reconstruction quality of the conventional
matrix completion framework. Here we have exploited the potential of weighted method
by recursively reconstructing data from low to high frequencies. Also, we have made the
original weighted method formulation proposed by (Aravkin, Kumar, Mansour, Recht, and
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Herrmann 2014) computationally efficient by switching the weights from objective to data
misfit constraint function.
Similarity between the adjacent frequency slices and appropriate choice of weights play
key role in the success of recursively weighted method. Conventional method is easily par-
allelized over frequencies making it computationally very efficient. Whereas, the interde-
pendence between frequency slices in the recursively weighted method does not allow us
to parallelize the recursively weighted method over frequencies. This poses computational
challenge especially for large scale 3D datasets. By using the strategies of alternating min-
imization and decoupling we have made the recursively weighted method computationally
efficient for higher weights. Depending on the availability of computational resources, the
recursively weighted method can be efficiently applied to large scale 3D datasets. Our
parallel weighted framework partially exploits the benefits of weighted low-rank matrix
factorization since it can be parallelized only for higher weights. Despite this, our numeri-
cal experiments demonstrate improvements in the reconstructed data quality across all the
frequencies for 3D seismic data generated on a geologically complicated velocity model
resembling part of true Earth’s subsurface. To exploit the full benefits of weighted method
for large 3D datasets, our future work will focus on extending this methodology to exploit
parallelism even for smaller weight values.
By directly using the low-rank factors from a subsequent previous frequency slice to
calculate the weight matrix, our recursively weighted framework avoids taking SVDs of
the complete dataset to calculate its row and column subspaces. Our SVD free parallel
weighted framework can be applied to industry scale large seismic datasets. With the ad-
vent of cloud computing there are plenty of computational resources available. But the
main issue is to use these resources to optimize both the turnaround time and the budget.
Therefore, next steps will be to re-engineer the weighted framework to efficiently use the
cloud based computational resources using the ideas of serverless computing. For example,
(Witte, Louboutin, Modzelewski, Jones, Selvage, and Herrmann 2019) designed serverless
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computing architecture to perform large scale 3D seismic imaging.
Both the datasets used for experiments have sources and receivers on a uniform grid
but in reality this is not the situation. Because of environmental and operational constraints
sources and receivers are often shifted from the uniform grid. If we do not take into account
of this shift in our reconstruction framework then we can encounter poor performance of
the reconstruction framework. By incorporating an extra operator (López, Yilmaz, and
Herrmann 2016) corresponding to these shifts from the uniform grid we can apply our
weighted framework to field data recorded on a non-uniform grid.
2.7 Conclusions
While successful at the low to midrange frequencies, wavefield reconstruction based on
matrix factorization fails at the higher frequency where seismic data is no longer low rank.
We overcome this problem by exploiting similarities between low-rank factorizations of
adjacent monochromatic frequency slices organized in a form that reveals the underlying
low-rank structure of, the for budgetary and physical reasons not accessible, fully sam-
pled data. During matrix factorization these similarities take the form of alignment of the
subspaces in which the low-rank factors live. By introducing weight matrices that project
these factors onto the nearby subspace of the adjacent frequency, the performance of the
low-rank matrix factorization improves if this beneficial feature is used recursively starting
at the lower frequencies. However, turning this approach into an algorithm that scales to
industry-scale wavefield reconstruction problems for full-azimuth data requires a number
of additional important steps. First, we need to avoid costly projections onto weighted
constraints. We accomplish this by moving the weights to the data misfit. This simple
reformulation results in an equivalent formulation, which is computationally significantly
faster. Secondly, while the recursively applied weighting matrices improve the performance
for the high frequencies, the introduction of these matrices does not allow for a row-by-row
and column-by-column parallelization of the alternating minimization procedure we em-
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ploy to carry out the matrix factorizations on which our low-rank wavefield reconstruction
is based. We overcome this problem by balancing the emphasis we put on information from
adjacent frequency slices with our ability to decouple the operations so that the algorithm
can be parallelized. By means of carefully selected examples on a 2D field dataset and on
a full-azimuth 3D dataset, we demonstrate the ability of the proposed algorithm to handle
high frequencies. We also show that the proposed algorithm scales well to 3D problems
with large percentages of traces missing. From these results, we argue that the proposed
approach could be a valuable alternative to transform-based methods that are force to work
on small multidimensional patches.
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CHAPTER 3
TIME-JITTERED MARINE ACQUISITION—A RANK-MINIMIZATION
APPROACH FOR 5D SOURCE SEPARATION
3.1 Summary
Simultaneous source marine acquisition has been recognized as an economic way of im-
proving spatial sampling and speedup acquisition time, where a single- (or multiple-)
source vessel fires at jittered source locations and time instances. Consequently, the ac-
quired simultaneous data volume is processed to separate the overlapping shot records
resulting in densely sampled data volume. It has been shown in the past that the simultane-
ous source acquisition design and source separation process can be setup as a compressed
sensing problem, where conventional seismic data is reconstructed from simultaneous data
via a sparsity-promoting optimization formulation. While the recovery quality of sepa-
rated data is reasonably well, the recovery process can be computationally expensive due
to transform-domain redundancy. In this chapter, we present a computationally tractable
rank-minimization algorithm to separate simultaneous data volumes. The proposed algo-
rithm is suitable for large-scale seismic data, since it avoids singular-value decompositions
and uses a low-rank based factorized formulation instead. Results are illustrated for sim-
ulations of simultaneous time-jittered continuous recording for a 3D ocean-bottom cable
survey.
3.2 Introduction
Simultaneous source marine acquisition mitigates the challenges posed by conventional
marine acquisition in terms of sampling and survey efficiency, since more than one shot
can be fired at the same time (Beasley, Chambers, and Jiang 1998; Kok and Gillespie 2002;
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Berkhout 2008; Beasley 2008; Hampson, Stefani, and Herkenhoff 2008). The final objec-
tive of source separation is to get interference-free shot records. (Wason and Herrmann
2013) have shown that the challenge of separating simultaneous data can be addressed
through a combination of tailored single- (or multiple-) source simultaneous acquisition
design and curvelet-based sparsity-promoting recovery. The idea is to design a pragmatic
time-jittered marine acquisition scheme where acquisition time is reduced and spatial sam-
pling is improved by separating overlapping shot records and interpolating jittered coarse
source locations to fine source sampling grid. While the proposed sparsity-promoting ap-
proach recovers densely sampled conventional data reasonably well, it poses computational
challenges since curvelet-based sparsity-promoting methods can become computationally
intractable—in terms of speed and memory storage—especially for large-scale 5D seismic
data volumes.
Recently, nuclear-norm minimization based methods have shown the potential to over-
come the computational bottleneck (Kumar, Silva, Akalin, Aravkin, Mansour, Recht, and
Herrmann 2015), hence, these methods are successfully used for source separation (Maras-
chini, Dyer, Stevens, and Bird 2012; Cheng and Sacchi 2013; Kumar, Wason, and Her-
rmann 2015). The general idea is that conventional seismic data can be well approximated
in some rank-revealing transform domain where the data exhibit low-rank structure or fast
decay of singular values. Therefore, in order to use nuclear-norm minimization based al-
gorithms for source separation, the acquisition design should increase the rank or slow the
decay of the singular values. In (Kumar, Wason, and Herrmann 2015) we used nuclear-
norm minimization formulation to separate simultaneous data acquired from an over/under
acquisition design, where the separation is performed on each monochromatic data matrix
independently. However, by virtue of the design of the simultaneous time-jittered ma-
rine acquisition we formulate a nuclear-norm minimization formulation that works on the
temporal-frequency domain—i.e., using all monochromatic data matrices together. One of
the computational bottlenecks of working with the nuclear-norm minimization formulation
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Figure 3.1: Aerial view of the 3D time-jittered marine acquisition. Here, we consider one
source vessel with two airgun arrays firing at jittered times and locations. Starting from
point a, the source vessel follows the acquisition path shown by black lines and ends at
point b. The receivers are placed at the ocean bottom (red dashed lines).
is the computation of singular values. Therefore, in this chapter we combine the modified
nuclear-norm minimization approach with the factorization approach recently developed
by (Lee, Recht, Salakhutdinov, Srebro, and Tropp 2010). The experimental results on a
synthetic 5D data set demonstrate successful implementation of the proposed methodol-
ogy.
3.3 Methodology
Simultaneous source separation problem can be perceived as a rank-minimization problem.
In this chapter, we follow the time-jittered marine acquisition setting proposed by (Wason
and Herrmann 2013), where a single source vessel sails across an ocean-bottom array firing
two airgun arrays at jittered source locations and time instances with receivers recording
continuously (Figure 3.1). This results in a continuous time-jittered simultaneous data
volume.
Conventional 5D seismic data volume can be represented as a tensor D∈ Cnf×nrx×nsx×nry×nsy ,
where (nsx, nsy) and (nrx, nry) represents number of sources and receivers along x, y coor-
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Figure 3.2: Schematic representation of the sampling-transformation operatorA during the
forward operation. The adjoint of the operator A follows accordingly. (a, b, c) represent
a monochromatic data slice from conventional data volume and (d) represents a time slice
from the continuous data volume.
dinates and nf represents number of frequencies. The aim is to recover the data volume D
from the continuous time-domain simultaneous data volume b ∈ CnT×nrx×nry by finding
a minimum rank solution D that satisfies the system of equations A(D) = b. Here, A
represents a linear sampling-transformation operator, nT < (nt × nsx × nsy) is the total
number of time samples in the continuous time-domain simultaneous data volume, nt is
the total number of time samples in the conventional seismic data. Note that the opera-
tor A maps D to a lower dimensional simultaneous data volume b since the acquisition
process superimposes shot records shifted with respect to their firing times. The sampling-
transformation operator A is defined as A = MRS, where the operator S permutes
the tensor coordinates from (nrx, nsx, nry, nsy) (rank-revealing domain, i.e., Figure 3.2
a) to (nrx, nry, nsx, nsy) (standard acquisition ordering, i.e., Figure 3.2 b) and its adjoint
reverses this permutation. The restriction operator R subsamples the conventional data
volume at jittered source locations (Figure 3.2 c), the sampling operatorM maps the con-
ventional subsampled temporal-frequency domain data to the simultaneous time-domain
data (Figure 3.2 d). Note that Figure 3.2 d represents a time slice from the continuous
(simultaneous) data volume where the stars represent locations of jittered sources in the
simultaneous acquisition.
Rank-minimization formulations require that the target data set should exhibit a low-
rank structure or fast decay of singular values. Consequently, the sampling-restrictionMR
operation should increase the rank or slow the decay of singular values. As we know, there
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is no unique notion of rank for tensors, therefore, we can choose the rank of different ma-
tricizations of D (Kreimer and Sacchi 2012) where the idea is to create the matrix D(i)
by group the dimensions of D(i) specified by i and vectorize them along the rows while
vectorizing the other dimensions along the columns. In this work, we consider the ma-
tricization proposed by (Silva and Herrmann 2013), where i = (nsx, nsy)—i.e., placing
both source coordinates along the columns (Figure 3.3a), or i = (nrx, nsx)—i.e., placing
receiver-x and source-x coordinates along the columns (Figure 3.3b). As we see in Fig-
ure 3.3e, the matricization i = (nsx, nsy) has higher rank or slow decay of the singular val-
ues (solid red curve) compared to the matricization i = (nrx, nsx) (solid blue curve). The
sampling-restriction operator removes random columns in the matricization i = (nsx, nsy)
(Figure 3.3c), as a result the overall singular values decay faster (dotted red curve). This
is because missing columns put the singular values to zero, which is opposite to the re-
quirement of rank-minimization algorithms. On the other hand, the sampling-restriction
operator removes random blocks in the matricization i = (nrx, nsx) (Figure 3.3d), hence,
slowing down the decay of the singular values (dotted blue curve). This scenario is much
closer to the matrix-completion problem ((Recht, Fazel, and Parrilo 2010a)), where sam-
ples are removed at random points in a matrix. Therefore, we address the source separation
problem by exploiting low-rank structure in the matricization i = (nrx, nsx).
Since rank-minimization problems are NP hard and therefore computationally in-
tractable, (Recht, Fazel, and Parrilo 2010a) showed that solutions to rank-minimization
problems can be found by solving a nuclear-norm minimization problem. (Silva and
Herrmann 2013) showed that for seismic data interpolation the sampling operator M
is separable, hence, data can be interpolated by working on each monochromatic data
tensor independently. Since in continuous time-jittered marine acquisition, the sampling
operator M is nonseparable as it is a combined time-shifting and shot-jittering operator,
we can not perform source separation independently over different monochromatic data





Figure 3.3: Monochromatic slice at 10.0 Hz. Fully sampled data volume and simultaneous
data volume matricized as (a, c) i = (nsx, nsy), and (b, d) i = (nrx, nsx). (e) Decay of
singular values. Notice that fully sampled data organized as i = (nsx, nsy) has slow decay
of the singular values (solid red curve) compared to the i = (nrx, nsx) organization (solid
blue curve). However, the sampling-restriction operator slows the decay of the singular
values in the i = (nrx, nsx) organization (dotted blue curve) compared to the i = (nsx, nsy)
organization (dotted red curve), which is a favorable scenario for the rank-minimization
formulation.
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j ‖σj‖1 and σj is the vector of singular values for each monochro-
matic data matricization. One of the main drawbacks of the nuclear-norm minimiza-
tion problem is that it involves computation of the singular-value decomposition (SVD)
of the matrices, which is prohibitively expensive for large-scale seismic data. There-
fore, we avoid the direct approach to nuclear-norm minimization problem and follow a
factorization-based approach (Rennie and Srebro 2005; Lee, Recht, Salakhutdinov, Srebro,
and Tropp 2010; Recht and Ré 2011). The factorization-based approach parametrizes each
monochromatic data matrix D(i) as a product of two low-rank factors L(i) ∈ C(nrx·nsx)×k
and R(i) ∈ C(nry ·nsy)×k such that, D(i) = L(i)R(i)H , where k represents the rank of the
underlying matrix and H represents the Hermitian transpose. Note that tensors L,R can be
formed by concatenating each matrix L(i),R(i), respectively. The optimization scheme can
then be carried out using the tensors L,R instead of D, thereby significantly reducing the
size of the decision variable from nrx×nry×nsx×nsy×nf to 2k×nrx×nsx×nf when












where ‖ · ‖2F is the Frobenius norm of the matrix (sum of the squared entries).
3.4 Experiments & Results
We test the efficacy of our method by simulating a synthetic 5D data set using the BG
Compass velocity model (provided by the BG Group) which is a geologically complex and
realistic model. We also quantify the cost savings associated with simultaneous acquisition
in terms of an improved spatial-sampling ratio defined as a ratio between the spatial grid
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interval of observed simultaneous time-jittered acquisition and the spatial grid interval of
recovered conventional acquisition. The speed-up in acquisition is measured using the
survey-time ratio (STR), proposed by (Berkhout 2008), which measures the ratio of time
of conventional acquisition and simultaneous acquisition.
Using a time-stepping finite-difference modelling code provided by Chevron, we sim-
ulate a conventional 5D data set of dimensions 2501 × 101 × 101 × 40 × 40 (nt × nrx ×
nry × nsx × nsy) over a survey area of approximately 4 km × 4 km. Conventional time-
sampling interval is 4.0 ms, source- and receiver-sampling interval is 6.25 m. We use a
Ricker wavelet with central frequency of 15.0 Hz as source function. Figure 3.4a shows a
conventional common-shot gather. Applying the sampling-transformation operator (A) to
the conventional data generates approximately 65 minutes of 3D continuous time-domain
simultaneous seismic data, 30 seconds of which is shown in Figure 3.4b. By virtue of
the design of the simultaneous time-jittered acquisition, the simultaneous data volume b is
4-times subsampled compared to conventional acquisition. Consequently, the spatial sam-
pling of recovered data is improved by a factor of 4 and the acquisition time is reduced by
the same factor.
Simply applying the adjoint of the sampling operatorM to simultaneous data b results
in strong interferences from other sources as shown in Figure 3.4c. Therefore, to recover
the interference-free conventional seismic data volume from the simultaneous time-jittered
data, we solve the factorization based nuclear-norm minimization formulation. We perform
the source separation for a range of rank k values of the two low-rank factors L(i),R(i) and
find that k = 100 gives the best signal-to-noise ratio (SNR) of the recovered conventional
data. Figure 3.4d shows the recovered shot gather, with an SNR of 20.8 dB, and the corre-
sponding residual is shown in Figure 3.4e. As illustrated, we are able to separate the shots
along with interpolating the data to the finer grid of 6.25 m. To establish that we loose very
small coherent energy during source separation, we intensify the amplitudes of the residual
plot by a factor of 8 (Figure 3.4e). The late arriving events, which are often weak in energy,
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are also separated reasonably well. Computational efficiency of the rank-minimization
approach—in terms of the memory storage—in comparison to the curvelet-based sparsity-
promoting approach is approximately 7.2 when compared with 2D curvelets and 24 when
compared with 3D curvelets.
3.5 Conclusions
We propose a factorization based nuclear-norm minimization formulation for simultane-
ous source separation and interpolation of 5D seismic data volume. Since the sampling-
transformation operator is nonseparable in the simultaneous time-jittered marine acquisi-
tion, we formulate the factorization based nuclear-norm minimization problem over the
entire temporal-frequency domain, contrary to solving each monochromatic data matrix
independently. We show that the proposed methodology is able to separate and interpolate
the data to a fine underlying grid reasonably well. The proposed approach is computation-





Figure 3.4: Source separation recovery. A shot gather from the (a) conventional data;
(b) a section of 30 seconds from the continuous time-domain simultaneous data (b); (c)
recovered data by applying the adjoint of the sampling operatorM; (d) data recovered via
the proposed formulation (SNR = 20.8 dB); (e) difference of (a) and (d) where amplitudes
are magnified by a factor of 8 to illustrate a very small loss in coherent energy.
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CHAPTER 4
FAST SPARSITY-PROMOTING MICROSEISMIC SOURCE ESTIMATION
4.1 Summary
Microseismic events are generated during hydraulic fracturing of unconventional reservoirs
and carry information on fracture locations and the origin times associated with these mi-
croseismic events. For drilling purposes and to prevent hazardous situations, we need to
have accurate knowledge on the fracture locations as well as on their size, and their den-
sity. Because microseismic waves can travel far distances, microseismic data collected at
the surface and or in boreholes can help us to monitor hydraulic fracturing. While so-
called back propagation or time-reversal methods are able to focus recorded energy back
onto the sources when a reasonable velocity model is available, these methods suffer from
blurring especially in situations where the data acquisition suffers from lack of aperture,
sparse sampling, and noise. As a result, these methods typically cannot resolve sources in
close proximity, a desired feature since we need this information if we want to follow the
fracture evolution in space and time. In that situation, we need to estimate the locations
and the associated source-time functions for closely spaced microseismic sources along
the active fractures. To overcome the limitations of time-reversal methods, we propose a
wave-equation based inversion approach where we invert for the complete source wavefield
in both space and time. By promoting sparsity on the source wavefield in space, we negate
the effects of non-radiating sources during the inversion and obtain high-resolution inten-
sity plots and high-fidelity estimates for the source-time functions. We obtain these results
relatively quickly by accelerating the linearized Bregman method with a dual formulation.
Through experiments, we demonstrate that our method is computationally feasible, robust




Unlike conventional reservoirs, unconventional plays are not naturally viable for economic
production of oil and gas. They require stimulation by injecting high-pressure fluid causing
fractures in the rocks. These fractures make the rock more permeable, hence, the extrac-
tion of oil and gas becomes feasible. For drilling purposes, and to prevent potentially
hazardous situations or interference between wells, we need to have reliable information
on the fracture locations, their density, and their propagation history. Microseismic waves,
generated by fracturing in principle carry this information. In this chapter, we present a
new wave-equation based inversion methodology that focuses observed pressure data back
onto possibly closely spaced source locations enabling us to extract accurate location and
origin time information.
There exists an extensive literature on (micro)seismic source estimation, an active re-
search topic that is met with many challenges forcing researchers to make certain some-
times unrealistic assumptions or to limit their inversions to certain aspects of the complete
source mechanism, e.g. they estimate the source-time function or location but not both. Our
approach aims to estimate both and derives from the assumption that microseismic sources
are spatially sparsely distributed. Based on that assumption, we come up with a sparsity-
promoting source inversion method for the acoustic wave equation that recovers the full
source wavefield from data collected at the surface. While sparsity promotion and `1-norm
minimization are ideas that have a long history in geophysics—we only have to think of
the seminal work by (Claerbout and Muir 1973) , who used the `1-norm to handle outliers
in the data followed by (Taylor, Banks, and McCoy 1979), (Santosa and Symes 1986), and
(Donoho and Logan 1992) who used the `1-norm as an objective in seismic deconvolution–
the use of mixed `2,1-norm, also known as group sparsity promotion (Fornasier and Rauhut
2008; Sharan, Wang, Leeuwen, and Herrmann 2016; Gao and Sacchi 2017), is relatively
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new. In this approach, sparsity is promoted along space while seeking solutions that have fi-
nite energy along time. Compared to other methods, our approach does not require picking
of phases and it makes no other assumptions other than considering P-waves only.
In recent years, wave-equation based methods are being developed to address the in-
complete physics and fragile nature of traveltime picks and inversions. While the premise
of this approach is to estimate the source location as well as the origin time (possibly of
multiple events), this approach is met by many challenges that include computational de-
mand, large data volumes, limitations on the attainable resolution, and the existence of
so-called non-radiating sources (Porter and Devaney 1982; Musafir 2013). Despite these
challenges, there exists a wealth of different wave-equation based approaches that can be
traced all the way back to early work by (McMechan 1982), who proposed a wavefield
extrapolation technique to back propagate observed data to focus the seismic source energy
back onto its origin in space and time. In its original form, this method used the acous-
tic wave equation. (Gajewski and Tessmer 2005) used a similar reverse-time modeling
technique but extended it to elastic data. Even though this wavefield extrapolation maps
the recorded waves back towards the sources, it needs to scan the resulting volume for
points of maximal focusing to find the source locations and origin times. As expected, this
combination of focusing and scanning is complicated by complex velocity models; by mul-
tiple microseismic events that occur in close vicinity at near coincident origin times; and
by limited frequency content, aperture, and spatial sampling. Moreover, Abbe’s diffrac-
tion limit (Abbe 1873) states that retro-focusing with a single back propagation cannot
resolve sources within half a dominant wavelength. While potentially more powerful than
travel-time based approaches, time-reversal techniques do require wide receiver aperture
and adequate receiver and time sampling. Otherwise, the resolving power of time-reversal
methods degrades quickly (Bazargani and Snieder 2016). Due to practical acquisition con-
siderations, there are often situations where the receiver aperture or the receiver and time
sampling are inadequate and time-reversal methods may fail especially when there is also
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noise.
To avoid computationally expensive scanning, in (Nakata and Beroza 2016) and (Sun,
Zhu, Fomel, and Song 2015) authors combined back-propagation and cross-correlation
based methods to get improved spatial resolution of sources. In (Sun, Xue, Fomel, Zhu,
and Nakata 2016) authors mentioned that back propagation and cross-correlation alone
may not preserve the phase information. For this reason, these authors propose to invert for
the complete source wavefields using Least-Squares Time-Reversal Imaging (LSTRI). To
recover correct amplitude and phase information, LSTRI introduces a sliding window in
time and a threshold parameter to locate the back propagated wavefield sparsely. However,
the success of this method depends on careful design of the window and of the threshold
value.
To overcome issues with window design and parameter selection, our approach builds
on ideas from full-waveform inversion (FWI) and LSTRI without making assumptions on
the shape of the source-time function as in (Wu and McMechan 1996) and (Kim, Liu,
and Tromp 2011), who use FWI to invert for source locations, origin times, and moment
tensor components without solving for the source-time function. Our work also differs from
recent work by (Kaderli, McChesney, and Minkoff 2015), who alternate between inverting
for the source-time function and the spatial distribution of the source wavefield. Even
though this approach can be extended to multiple sources, it needs to know the number of
sources a priori. Even with this knowledge, this method offers no guarantees of successful
recovery because the optimization problem it solves is no longer convex. While (Song,
Alkhalifah, Wu, and Sun 2017) more recently removed the need to know the number of
sources beforehand, they need to assume the same source-time function for all sources, an
assumption also made by (Wu and Alkhalifah 2017).
Instead of making assumptions on the number of events, which could lead to methods
that attain super resolution with algorithms such as statistical multiple signal classification
(MUSIC, (Schmidt 1986)), we follow recent work by (Kitić, Albera, Bertin, and Gribonval
71
2016) and propose a sparsity-promoting method (Sharan, Wang, Leeuwen, and Herrmann
2016) to invert for the complete source wavefield. This allows us to jointly locate micro-
seismic sources and their source-time function. By including sparsity in the objective along
the spatial coordinates and energy along time, we mitigate as in (Kitić, Albera, Bertin, and
Gribonval 2016) some of the issues related to the null space and lack of resolution. These
can lead to non-radiating sources and cross talk between close by sources. Following our
early contributions, (Gao and Sacchi 2017) extended our approach that uses techniques
from convex optimization to the elastic case. The contribution of this work is to make
the method fast and computationally feasible by finding a dual formulation, which greatly
reduces the number of iterations needed to converge in situations of interest—i.e., where
microseismic sources are closely located. While our method can also be extended to the
elastic case, we focus on the use of acoustic data to detect multiple events—i.e., determine
their locations and origin times. We do this as part of an envisioned detection-estimation
procedure where after detection, the estimated location and origin-time information is used
as input in a second estimation step during which moment tensor inversions are carried
out. In this way, we avoid the often computationally prohibitive costs of elastic wavefield
simulations over large domains.
The outline is as follows: We first further motivate our formulation where we jointly
estimate the source-time function and spatial distribution of microseismic sources. We nu-
merically demonstrate that the source localization problem cannot be resolved by simple
back propagation or by inversion with a `2-norm objective. Next, we show how including
a sparsity-promoting objective addresses this problem. To more quickly solve the source
wavefield estimation problem with a sparsity-promoting objective, we introduce the lin-
earized Bregman algorithm. To make our method computationally feasible, we introduce
a dual formulation and an appropriate preconditioner. With these we are able to reduce
the computational costs drastically. Through several numerical experiments, we evaluate
the performance of our method for situations of increasing complexity including noise and
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realistic geology.
4.3 Motivation for sparsity-promoting source estimation
When reasonable reliable prior knowledge on the velocity model is available, time-reversal
methods (Fink 1997) can be an important tool to focus receiver wavefields back to their
correct source location and origin time without having prior knowledge on the number
of sources and their associated source-time functions. However, as we mentioned earlier,
time-reversal techniques cannot resolve closely spaced sources within half a wavelength
(Abbe 1873).
Motivated by the lack of attainable resolution of time-reversal methods, we propose an
alternative formulation that addresses this issue of low resolution. To simplify our message
and to avoid non-essential computational challenges for the elastic case, our method works
with acoustic data only. We justify this choice by making the assumption that the acoustic
wave equation and elastic wave equation are kinematically the same for P-waves (Alkhal-
ifah 2000); that P-waves dominate; and that differences in amplitudes will not too much
impede our ability to detect seismic events by inverting for the source wavefield, followed
by deriving location and origin time information. As we mentioned before, this information
can then be used in moment tensor inversions (Madariaga 1989).
Sparsity can serve as a strong prior allowing for solutions of inverse problems that were
previously thought unsolvable. For instance, in the field of Compressive Sensing (Candès,
Romberg, and Tao 2005; Donoho 2006) densely sampled signals are reconstructed from
sub-Nyquist sampling by making use of the fact that natural signals are often sparse or
compressible. In our context, this corresponds to seismic records with relatively few large
events among many negligible smaller events. In that situation, we can locate the relatively
strong events by promoting sparsity. Before we discuss how to promote sparsity, we first
briefly describe the forward problem that describes how microseismic events are mapped
to the data and the challenges one encounters when inverting this forward map.
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4.3.1 The forward model
We start our formulation by expressing microseismic data, collected in the vector d, as
d = F [m](Q), (4.1)
where F [m] = PA[m]−1 is the linear forward operator given by the time-domain acoustic
forward modeling operator. The linear operator P restricts propagated wavefields to the
receiver locations. The operator A[m] implements a finite-difference approximation of
the wave equation and acts on a vectorized wavefield, followed by a matricization. This
operator is parameterized by an assumed to be known background squared slowness m,
defined as the reciprocal of the square of the acoustic wavespeed. The matrix Q ∈ Rnx×nt ,
with nx the size of the spatial grid and nt the number of time samples, contains the spatial-
temporal distribution of the source wavefield—i.e. the (i, j)th entry in Qi,j = q(xi, tj)
corresponds in 2D to the source wavefield sampled at the spatial position xi = (xi, zi)
and tj = (j − 1)∆t with ∆t the sample interval in time. In our problem, the discretized
source wavefield Q is the unknown that needs to be recovered from discrete data typically
collected at the surface.
A quick way to recover the source wavefield Q is to back propagate the measured data.
However, this approach suffers from poor focusing as we observe when we back propa-
gate the microseismic data plotted in Figure 4.1a, which we generated with the acquisition
setup of Figure 4.1b. We obtained this blurred image (Figure 4.2a) for the spatial distri-
bution of the sources by summing at each gridpoint the absolute value along time of the
back-propagated source wavefield. As we know, applying the adjoint ofF [m] does not cor-
respond to inverting the forward map, which is partly responsible for the observed blurring
in Figure 4.2a.
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4.3.2 Minimal energy solutions
Equation 4.1 clearly has a null space because we only collect data at the receivers typically
located at the surface while the source wavefield Q lives everywhere in the subsurface.
To overcome possible instabilities related to this null space, we cast the solution of equa-





‖F [m](Q)− d‖2 ≤ ε,
(LSε)
that includes the Frobenius norm ‖.‖F—i.e., the `2-norm of the vectorized data, in its objec-
tive. By minimizing this objective, we find a source wavefield such that it has the smallest
energy while fitting the observed data d to within a user specified parameter ε that de-
pends on the noise level. This constrained formulation is the time-domain counterpart of
the time-harmonic constrained optimization problems that (Devaney 2012) discusses.
Unfortunately, inverting equation 4.1 by minimizing energy of the unknown source
wavefield is inadequate as we can see by juxtaposing Figures 4.2a and 4.2b. While it is
relatively easy to state the forward model (equation 4.1), which relates the source wavefield
to the observed data, inverting this relationship is hampered by the large null space of F .
As a result of this null space, which so-called non-radiating components may enter into
the solution. These non-radiating sources do not contribute to wavefields measured on a
surface outside some finite region enclosing the sources and lead to blurring and artifacts.
4.3.3 Problem with non-radiating sources
It is well known that the inverse source problem governed by the acoustic equation has
infinitely many solutions when the source distribution lies in a closed volume and receivers
are placed on the boundary or outside of the volume (Porter and Devaney 1982; Musafir
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2013). This non-uniqueness is due to the existence of so-called non-radiating sources which
lie in the null space of the forward modeling operator. In theory, these silent sources can
never be detected or recovered by receivers outside a domain of radius R unless internal
probing is performed. Mathematically speaking, non-radiating sources are vectors in the
kernel of the forward operator A, therefore they do not contribute to the observations.
Let PkerA be the projection operator onto the kernel. For any source distribution Q, the
decomposition Q = PkerAQ + (1 − PkerA)Q implies that Q consists of a non-radiating
part PkerAQ and its orthogonal complement (1−PkerA)Q, called the radiating part. For any
Q̄ ∈ kerA, Q+Q̄ generates the same wavefields as Q would have so these two wavefields
are indistinguishable based on the observations alone. As a result, without prior knowledge,
one can only recover the so-called quotient space of Q modulo ker(A) instead of Q itself.
In (Porter and Devaney 1982), the authors showed that the solution that minimizes the `2-
norm energy is unique. However, due to the orthogonality of the radiating (row space)
and non-radiating (kernel space) parts, the `2 minimizer recovers only the radiating part
(1 − PkerA)Q, and thus becomes inaccurate if the actual source contains non-radiating
energy, i.e., PkerAQ 6= 0.
To overcome this problem, we make the assumption that the spatial distribution of
microseismic events can be represented by a superposition of point sources suggesting that
time snapshots of the microseismic source wavefields are sparse. Stress changes induced
by applied hydraulic pressure cause the creation of fractures. This fracturing process is
accompanied by emissions of localized microseismic energy at the fracture tips. Because
fractures are interspersed sparsely in space, we argue that microseismic event locations
are sparse as well. As demonstrated by Compressive Sensing (Candès, Romberg, and Tao
2005; Donoho 2006), minimal energy solutions of underdetermined systems are almost
never sparse and hence a sparsity-promoting norm such as the `1-norm is needed to replace
the `2-norm. By reconstructing a sparse source solution, one then not only recovers the
radiating part (i.e., the minimal energy solution), but also the non-radiating part of the
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source or else the solution would not have been sparse. We can observe this phenomenon
in Figure 4.2b where the intensity (sum of absolute values over time) of the minimal-energy
solution is spread out spatially rather than being focussed onto the point sources that were
responsible for generating the observed data according to equation 4.1. This phenomenon
is predicted by the above theoretical arguments and corresponds to the non-radiating part
of the sources. Because we are missing these non-radiating contributions, we are not able
to recover the point sources.
Following recent work by (Kitić, Albera, Bertin, and Gribonval 2016), who worked
on source localization problems in room acoustics, and the argument that sparse solutions
almost never coincide with minimal energy solutions, we propose to minimize the sparsity-
promoting `1 norm of the sources along the space coordinates, while still minimizing the `2
norm in time, as we assume the sources to be of finite energy but not localized in time. If








2 | for an unknown
source wavefield Q, we are able to recover the individual point sources accurately (juxta-
pose Figures 4.2b and 4.3d). Below, we present algorithmic details on how these results
can be accomplished at greatly reduced computational costs.
4.4 Sparsity-promoting source localization
The observation that microseismic event locations are sparse in space supports the above
theoretical arguments to impose the sparsity-promoting `1-norm along the spatial coordi-
nates. Because stress drops are finite during these micro-seismic events, the emitted energy
will be finite as well justifying the use of the `2-norm along time. To exploit sparsity in









Figure 4.1: Nearby sources experiment. (a) Velocity model with acquisition geometry
and microseismic source locations. The inverted yellow color triangles indicate receivers
buried at a depth of 20.0 m and separated by 5.0 m. The yellow dots indicate the location
of 2 microseismic sources. (b) Microseismic data generated by two microseismic sources.
(a) (b)
Figure 4.2: (a) Back-propagated source image, (b) Intensity plot of the minimal energy
solution (cf. equation LSε). White colour crosses indicate the actual location of two point
sources.
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By solving problem LS2,1ε , we find a source wavefield Q that has the smallest `1-norm in
space and the smallest `2 -norm in time (denoted by the norm ‖ · ‖2,1) while fitting the
observed data d to within ε. From the estimated source wavefield Q , we find the location
of the microseismic sources by finding outliers in the intensity plot. We calculate these
by taking the absolute sum of the estimated source wavefield along time at each point in
space —i.e., we have I(x) = vec−1 (
∑
t | Q(x, t) |) with vec−1(·) representing a reshape
into the original matrix form. After finding the source locations from the outliers in I(x),
we calculate the source-time functions associated with these events by extracting the time
variations of the wavefield at these locations.
For a given background slowness squared vector m, equation LS2,1ε takes a form sim-
ilar to the classic Basis Pursuit Denoising (BPDN) problem (Chen, Donoho, and Saun-
ders 1998; Berg and Friedlander 2008) known from Compressive Sensing and sparsity-
promoting inverse problems. In the next section, we will introduce a new algorithm tailored
to solve a modified form of the original BPDN problem LS2,1ε for situations where F [m] is
large, expensive to compute, and ill-conditioned.
4.4.1 Linearized Bregman algorithm
Motivated by recent successful application of the linearized Bregman method (Yin, Osher,
Goldfarb, and Darbon 2008; Lorenz, Schöpfer, and Wenger 2014) to sparsity-promoting
least-squares migration (Herrmann, Tu, and Esser 2015; Witte, Louboutin, Luporini, Gor-
man, and Herrmann 2019), we make the objective strongly convex by relaxing the ‖.‖2,1








‖F [m](Q)− d‖2 ≤ ε,
(LBR2,1µ,ε)
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where the parameter µ controls the trade-off between the sparsifying `2,1-norm and the
strong convexity. When µ ↑ ∞, the solution of equation LBR2,1µ,ε approaches the solution
of equation LS2,1ε (Osher, Mao, Dong, and Yin 2010). Because the objective in equa-
tion LBR2,1µ,ε now contains a quadratic term, problem LBR
2,1
µ,ε becomes easier to solve (Boyd
and Vandenberghe 2009), because it is strongly convex. Another advantage of this ap-
proach is that the linearized Bregman algorithm permits a simple three line algorithm for
its solution with tuning parameters that are arguably easy to choose. Compared to the
original linearized Bregman method designed to solve `1 minimization problems (Yin, Os-
her, Goldfarb, and Darbon 2008), Algorithm 4.1 can be considered as an extension to the
“matrix” case where the `1 and `2 norm are enforced jointly as in group sparsity problems
(Fornasier and Rauhut 2008; Gao and Sacchi 2017). Despite this important difference, the
resulting algorithm still shares the simplicity of the original linearized Bregman as we see
from Algorithm 4.1.
Algorithm 4.1 Microseismic source collocation with linearized Bregman.
1.Data d & slowness square m //Input
2. for k=1,2,. . .
3. Vk = F [m]>(Πε(F [m](Qk)− d)) //adjoint solve
4. Zk+1 = Zk − tkVk //auxiliary variable update
5. Qk+1 = Proxµ`2,1(Zk+1) //sparsity promotion
6. end
7. I(x) = vec−1 (
∑
t | Q(x, t) |) //Intensity plot
According to (Lorenz, Wenger, Schöpfer, and Magnor 2014), we can cheaply calculate
a dynamic step length
tk =
‖F [m](Qk)− d‖2
‖F [m]>(F [m](Qk)− d)‖2F
(4.2)
that guarantees Algorithm 4.1 to converge (Lorenz, Schöpfer, and Wenger 2014). In this
expression, we reserve the symbol > for the matrix transpose.
During each iteration of Algorithm 4.1, we subtract from the residue r ≡ F [m](Qk)−d
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After projecting the residual at iteration k on this `2-norm ball, we apply the proximal
operator Prox2,1 to the updated auxiliary variable Zk+1 to get a new sparse estimate for
the source wavefield Qk+1. The action of this proximal operator (Combettes and Pesquet
2011) on a matrix C is defined by






which involves an elementwise soft thresholding (Kowalski and Torrésani 2009)—–i.e., we









where Ci,: refers to the ith row of C and where
S(a, T ) = max{|a| − T, 0}sign(a) (4.6)
is the soft thresholding operator. From equation 4.5, we see that the threshold parameter
for a proximal operator depends on the tradeoff parameter µ, as well as on the `2 norm
of the rows of C, Ci,:. As a result, we use different threshold levels for different rows.
In the context of our problem, locations with high source energy along time have smaller
threshold parameters in comparison to the threshold parameters of locations with lower
source energy along time. Therefore, locations with higher source energy are more likely
to survive after thresholding.
Before we explain how to apply and accelerate Algorithm 4.1, let us first briefly explain
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what the different steps of Algorithm 4.1 mean physically. Line 3 entails a back projection
of the residual projected onto the `2-norm ball of size ε. The resulting matrix Vk is subse-
quently used to update the auxiliary variable Zk in line 4. To focus the resulting estimate
for the source wavefield, we apply the proximal operator in line 5, which is designed to
sparsify the new source wavefield Qk along the spatial coordinates while minimizing the
energy along time.
While Algorithm 4.1 is relatively simple to implement, the ability to recover closely
located point sources may come at a high computational price because of the high costs of
evaluating manyF [m]’s andF>[m]’s each of which entails solving the wave equation over
the whole domain. These costs are compounded by the fact that F [m] has increasingly bad
condition numbers as the size of the domain and the temporal frequency content increases.
Having said this, juxtaposition of recoveries via equations LSε and LBR2,1µ,ε (cf. Figures 4.2b
and 4.3d) clearly shows the ability of sparsity-promotion to locate closely spaced micro-
seismic sources.
4.4.2 Dual formulation and acceleration with quasi-Newton
As we discussed earlier, microseismic sources are typically localized along filamentous
structures generated by hydraulic fracturing. To track the evolution of these fractures
amongst both space and time, we aim to locate the individual microseismic events at an
as high as possible resolution. This need for an accurate map of the fracture propagation
calls for recovery of closely spaced events.
While we can expect under certain circumstances equation LBR2,1µ,ε to recover events
well within half a wavelength, we are only able to obtain these results with linearized Breg-
man for a relatively high value of the trade-off parameter µ, as higher values of µ better
approximate the behaviour of the original `2,1 minimization problem LS2,1ε . This problem
is known to promote sparsity and to attain super resolution under certain conditions. Un-
fortunately, increasing the trade-off parameter µ increases the number of iterations needed
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to convergence drastically as we can see in Figure 4.3 where we aim to recover two events
separated by 22.0 m (Figure 4.1a), which is very close to half of the dominant wavelength
of 23.0 m. By dominant wavelength, we mean the wavelength corresponding to the cen-
tral frequency of the source-time functions of microseismic sources. To make the recovery
more challenging, we allow the corresponding source-time functions to partially overlap.
Also, the constant velocity medium makes the recovery of these two microseismic sources
a bit more challenging because of the relative low diversity of wavenumbers in the absence
of scattering from inhomogeneities.
Even though the scenario that we seek to resolve, in which two microseismic sources
are closely spaced (Figure 4.1a), is relatively simple, its solution is much more challenging
because of the poor conditioning of F [m]. As a result, we should expect a need for large
µ’s, to emphasize the sparsity, and as a consequence many iterations. To confirm this
behavior, let us consider the normalized data residual, ‖F [m](Qk)−d‖/‖d‖, with Qk the
solution of Algorithm 4.1 after k iterations. We find that after 200 iterations, we have a
normalized residual of less than 0.05 for µ = 8e-5. For this value of µ we are not able
to resolve the two sources (Figure 4.3a). Even if we increase µ = 8e-4 and run for 600
iterations, the sources are still not resolved (Figure 4.3b). Only by increasing µ to 8e-3
we are able to get a reasonable result (Figure 4.3c) but at the expense of running 4900
iterations of the linearized Bregman Algorithm 4.1, which is too many for the method to
be viable in practice since every iteration requires solving at least one forward and adjoint
wave equation.
To overcome this problem of too slow convergence, we follow the work by (Yin 2010)
who propose a dual formulation for linearized Bregman with the aim to converge faster.
Since equation LBR2,1µ,ε is strongly convex, it has a smooth dual objective (Shalev-shwartz
and Singer 2006) whose gradient decent steps correspond to the linearized Bregman of the
original Basis pursuit denoising problem. By virtue of this smoothness, we can accelerate




Figure 4.3: Estimated intensity plots. (a) After 200 iterations of linearized Bregman with
µ = 8e-5, (b) after 600 iterations of linearized Bregman with µ = 8e-4 and (c) after 4900
iterations of linearized Bregman with µ = 8e-3. (d) After only 10 preconditioned iterations
of the dual formulation for linearized Bregman. Iterations of the dual formulation cost
about the same as iterations of the primal problem (Algorithm 4.1). White colour crosses
indicate the actual locations of microseismic sources
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1989), an approach also taken by (Yin 2010).
To arrive at the accelerated form of linearized Bregman, we write down its Fenchel’s
dual—–i.e., we have (more details in the Appendix B)
min
y












is a value function that depends on the dual variable y. Notice that this dual variable y is a
vector that has dimensions of the data d, which is much smaller than the dimensions of the
unknown source wavefield Q that lives everywhere and not only at the receiver locations.
The value of f(y) itself traces the minimal value of the above objective as a function of the
dual variable. The value function Ψ is differentiable and permits a closed form derivative
(as explained in the Appendix B) that equals





Using the dual objective function f(y) from equation 4.7 and the derivative ∇Ψ(y) of the
value function Ψ(y) we are able to compute the gradient of f(y) via
∇f(y) = −{∇Ψ(y)− εy/‖y‖2} . (4.10)
Aside from being differentiable with respect to y, the dual formulation has the advantage
that y lives in a much smaller space. This allows us to use L-BFGS, which needs access to
previous gradient vectors to approximate the inverse of the quasi-Newton Hessian. Com-
pared to the primal formulation cf. Algorithm 4.1, where we would have needed access to
multiple instances of the full source wavefield, the dual formulation only needs storage of
vectors of the size of the observed data, which is feasible. This is because the size of the
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observed data (nr × nt) , with nr being the number of receivers, is much smaller than the
size of the full source wavefield (nx × nt). The resulting method is summarized in Algo-
rithm 4.2. The cost per iteration of this algorithm are approximately the same as those of
Algorithm 4.1.
Algorithm 4.2 Acceleration with L-BFGS.
1. Data d, slowness square m, number of iterations l //Input
2. Initialize dual variable y = 10−3d
3. ŷ = L-BFGS(f(y),∇f(y),y, l) //Dual solution
4. Q = Proxµ`2,1(µF [m]>(y)) //Primal solution
5. I(x) = vec−1 (
∑
t | Q(x, t) |) //Intensity plot
This algorithm includes the following main steps: Line 2 applies a scaling of the ob-
served data to better numerically condition the problem. The solution does not depend
critically on the particular value of this scaling. Line 3 solves the dual problem with l k
iterations of L-BFGS for the dual objective function in equation 4.7 and its gradient in
equation 4.10. Line 4 corresponds to computing the primal solution by back propagating
the dual solution with the adjoint of the forward modeling operator (cf. equation 4.1), fol-
lowed by applying a scaling by µ, and an additional application of the Prox operator. As
before, we calculate the intensity plot in Line 5 via I(x) = vec−1 (
∑
t | Q(x, t) |).
4.4.3 Preconditioning in 2D
As for the primal formulation (Algorithm 4.1), each iteration of L-BFGS in Algorithm 4.2
requires solving at least one forward and an adjoint wave equation. Although, Algo-
rithm 4.2 is known to converge in far fewer iterations compared to the original linearized
Bregman algorithm, the sheer size and computational costs of our problem call for further
reduction in the number of iterations. Recognizing that the slow convergence is mainly
due to the relatively large condition number of the forward modeling operator F , we ap-
ply a left scaling to partially address this issue and further accelerate the convergence of
the proposed method. In two dimensions, a point source implicitly assumes a line source
extending infinitely in the out of plane direction (Song and Williamson 1995). This causes
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waveforms and amplitudes to differ significantly from the waveforms and amplitudes of
a true point source. Following (Herrmann, Brown, Erlangga, and Moghaddam 2009), we
introduce a correction via a symmetric half-differentiation along the time direction as a left








‖M−1L (F [m](Q)− d) ‖2 ≤ γ
(4.11)





−1|ω|1/2F and where F is the temporal Fourier transform
and F−1 its inverse. As before, the parameter γ depends on the `2-norm of the noise of the
preconditioned data. Again, we solve problem 4.11 with L-BFGS.
If we apply our dual formulation along with the preconditioning to the source localiza-
tion problem discussed in the last section (Figures 4.1a & 4.1b), we are now able to resolve
close by sources (Figure 4.3d) in only 10 iterations. Figures 4.4a and 4.4b show the corre-
sponding source-time functions estimated by our method (denoted by the dash dot line) and
compared to the true wavelet (denoted by solid lines). Except for the “side-lobe artifacts”
and incorrect amplitudes, we resolve both the source locations and source-time functions
accurately. When we increase the number of iterations to 30, the side lobes decrease (com-
pare the dashed and dot dashed plots in Figures 4.4a and 4.4b). Because our method still
suffers from an amplitude scaling ambiguity, we correct the estimated source-time func-
tions by a constant factor of approximately 10. This factor corresponds to the smallest ratio
of the maxima of the true and the corresponding recovered source-time functions.
To better understand the gains in computational efficiency and inversion improvements
we achieve with our preconditioned dual formulation, we plot in Figure 4.5 the normalized
data residuals as a function of the number of iterations k for the linearized Bregman without
(solid black line) and with preconditioning (denoted by dash dot line), and for L-BFGS
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(a) (b)
Figure 4.4: Source-time function comparison: True source-time functions (solid black),
recovered source-time functions with 10 iterations (denoted by dash dot line) and with 30
iterations (dashed) of the accelerated dual formulation at the first in (a) and second source
location in (b) from left to right. Estimated source-time functions are corrected by a factor
of approximately 10 for comparison purposes.
without (denoted by dot symbol) and with preconditioning (dashed black line).
From this example, we clearly observe improved convergence for linearized Bregman
with our preconditioner compared to without a preconditioner. We achieve more drastic
improvements without and with preconditioned L-BFGS for the later (> 6) iterations. After
only 10 iterations, we reach a satisfactory decrease in the residual compared to the 4900
iterations we need for linearized Bregman without preconditioning. The wild fluctuations
in the beginning are an artifact of the dual formulation. These fluctuations are less for the
preconditioned dual formulation. These fluctuations are of no concern because they damp
out rapidly.
4.5 Numerical experiments
To compare the performance of our sparsity-promoting approach with the method of back
propagation or minimum energy (cf. equation LSε), we conduct a series of numerical ex-
periments on parts of the synthetic BG compass (Figure 4.6a) and Marmousi (Figure 4.10a)
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Figure 4.5: Convergence comparison. Decay of normalized `2 norm of data residual with
linearized Bregman without preconditioning (solid black lines), with preconditioning (de-
noted by dash dot line) and L-BFGS without (denoted by dotted line) and with precondi-
tioning (dashed).
velocity models. Both are sampled at 5 m. We selected these models because they represent
different, geologically complex, representative geological areas. With its velocity kickback
and well-constrained variability, the BG compass model (Li, Aravkin, Leeuwen, and Her-
rmann 2012) was designed to test full-waveform inversion (Leeuwen and Herrmann 2012;
Li, Esser, and Herrmann 2016). We decided to use this model because it contains realistic
small-scale variability and a large velocity jump that may challenge our method. We also
consider the Marmousi model (Brougois, Bourget, Lailly, Poulet, Ricarte, and Versteeg
1990), which is a more widely studied and representative of a geology with faults, which
may also challenge our method. We also chose this model because it was recently used by
(Nakata and Beroza 2016) and (Li and Baan 2016) to test their methods.
For reasons stated earlier, we use a 2D acoustic finite difference modeling code
(Louboutin, Witte, Lange, Kukreja, Luporini, Gorman, and Herrmann 2017) to simu-
late microseismic data with a record length of 1 s. Compared to conventional active-source
seismic, microseismic events can be considered as low in amplitude and high in frequency
earthquake-like events (Kamei, Nakata, and Lumley 2015). This motivates our choice of
using the earthquake source model by (Madariaga 1989). Following (Nakata and Beroza
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2016); (Sun, Xue, Fomel, Zhu, and Nakata 2016), we also do not include a free-surface. To
avoid interference with the absorbing boundary condition at the surface, we place our re-
ceivers at a depth of 20 m sampled at 10 m. To speed up the iterations, we precondition both
experiments. To more closely mimic field data, we add bandwidth limited noise (5.0 Hz
to 45.0 Hz) to synthetic data we generate from the velocity models plotted in Figures 4.6a
and 4.10a.
4.5.1 Two-source experiment in BG compass model
To validate the proposed method, we test our source-localization approach on noisy data
with a signal-to-noise ratio (S/R) of only 3.21 dB (Figure 4.6c) generated from the complex
velocity model plotted in Figure 4.6a with an aperture of almost 2.1 km. To compare the
performance for a noisy but ideal situation where we model the wave physics correctly with
a more realistic scenario where we only have access to a smooth non-reflective velocity
model we invert this noisy data with the true and smoothed, but kinematically correct,
velocity models plotted in Figures 4.6a and 4.6b. For the smoothed model, we only capture
the kinematics and we miss wavenumber diversity, which should lead to inferior results.
The subset of the BG compass model as shown in Figure 4.6a has a size of 2.25 km ×
0.915 km, which corresponds to 451× 184 grid points.
To make the source localization problem more challenging, we place two microseis-
mic sources, with source-time functions of central frequency 30 Hz (solid black plots in
Figures 4.8a and 4.8b) close to the high velocity unconformity at depths of 485 m and
490 m and separated by approximately 20.0 m well within Abbe’s diffraction limit. We
indicated these source locations by the two black dots in Figure 4.6a. We included results
for the true and smoothed velocity models in the left and right columns of Figure 4.7. To
arrive at these results, we used µ = 2e-2, which we found after extensive parameter test-
ing. Despite the strong and sharp unconformity below the two microseismic sources, our
sparsity-promoting approach produces an intensity plot with two well resolved delta-like
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sources for both the actual and the smoothed velocity models after only ten iterations. As
expected, the same cannot be said for the results obtained with LSε (Figures 4.7a and 4.7b).
Even after 300 iterations, the events remain completely blurred due to the existence of non-
radiating sources. Aside from producing a high-resolution intensity plot, our method also
provides good estimates for the source-time functions. Figures 4.8a and 4.8b depict the true
and estimated source-time functions for both source locations again obtained with the true
and smoothed velocity models. To facilitate comparison, we again correct the amplitudes
of the estimated wavelets by a factor of approximately 4.5. We obtained this factor as we
described before.
Earth Movers Distance — a more suitable performance metric
To further analyze the computational efficiency and inversion improvements we achieve
with our preconditioned dual formulation, we plot in Figures 4.9a and 4.9b the normalized
data residuals and the normalized Earth Movers Distance (EMD, (Rubner, Tomasi, and
Guibas 1998)) between the estimated and the true intensity plots as a function of the number
of iterations k. We propose to use the EMD because it measures the distance between two
probability distributions p(x) and q(x) in terms of how much “mass” one has to move to
map these two distributions into each other. This distance is better suited to measure the







µ(x, y)dy = p(x)∫
µ(x, y)dx = q(y)
(4.12)
where d(x, y) = ‖x− y‖2.
In our experiments, the true intensity plots correspond to discrete delta functions located




Figure 4.6: BG model source localization experiment. (a) True velocity model with ac-
quisition geometry and microseismic source locations superimposed. The inverted yellow
triangles indicate receivers buried at a depth of 20.0 m and sampled at 10.0 m. The black
dots indicate the location of 2 nearby microseismic sources. (b) Kinematically correct
smoothed velocity model used during the inversion. (c) Noisy simulated microseismic data
generated by the two microseismic sources in the true velocity model. The synthetic data
is contaminated with bandwidth limited random noise (5.0 Hz to 45.0 Hz) yielding a S/R




Figure 4.7: Zoomed intensity plots for the true (left column) and smoothed (right column)
velocity models obtained by solving LSε with 300 iterations and plotted in (a,b); and by
solving LBR2,1µ,ε for µ = 2e-2 with only ten iterations and plotted in (c,d). The white crosses




Figure 4.8: Comparison between the actual (solid black) and estimated source-time func-
tions for the true velocity model (depicted by dash dot line) and the smoothed velocity
model (dashed) at the two source locations plotted in (a) and (b) from left to right. The
estimated source-time functions are corrected by a factor of 2 for comparison purposes.
it difficult to quantitatively measure the performance of our algorithm as a function of
the (normalized) model error in the `2-norm. Because point sources modeled by Dirac
distributions are not `2 integrable, the energy norm does not lend itself well to measure
distances between delta-like functions. This norm would basically report little progress
even though our algorithm produces intensity plots with delta-like sources at roughly the
correct locations. To overcome this difficulty, we use the EMD metric instead. We argue
that the EMD is a more suitable metric than the Euclidean distance. The non-integrability
of the `2-norm suggests the use of the Total-Variation (TV) norm instead. In 1D, this norm
is defined as the `1-norm of the derivative (Rudin, Osher, and Fatemi 1992). Unfortunately,
the TV-norm is also unable to give us a meaningful metric because the TV distance between
two shifted but identical delta-like pulses with normalized energy equals 2 as long as their
distance is not zero, l 6= 0. For this reason, the TV-norm cannot inform us how far delta-
like pulses are separated both in location and focus. On the other hand, when the pulses are
energy normalized and identical, the EMD measures the distance l between these pulses
exactly. When the recovered pulse is blurred, the EMD also comes up with a sensible
94
number. For instance, if the original pulse is a delta centered at x0 and the inverted pulse
has a Gaussian bell shape, centered at x0 with standard deviation σ, then the distance in TV
norm is again 2 irrespective how large the width of the blurred pulse becomes. On the other
hand, the EMD is proportional to σ with a constant depending only on the dimension of the
model. These properties make the EMD highly suitable as a distance measure as long as
the recovered intensities can be considered as probability distributions. Since our images
concern intensity plots, this is always the case as long we normalize them.
In Figures 4.9a and 4.9b, the solid and dashed lines in plots for the normalized residuals
and EMDs correspond to inversions with the true and smoothed velocity models (cf. Fig-
ures 4.6a and 4.6b). We can make the following observations from these plots. First, the
plots for the true model vary more wildly during the early iterations of both methods. This
can be understood because the inversion is working with a modeling operator that produces
a more complex wavefield. Moreover, the thresholding nonlinearity can lead to removal of
one of the sources at which point the EMD fails. This explains the gaps in the plots for the
EMD, which are not unexpectedly more severe for the true velocity model. Second, our
algorithm produces as we predicted the best results for both the normalized residual and
the EMD when we use the true velocity model. Third, both the normalized residuals and
EMD converge after about 25 iterations. The fact that the normalized residual saturates is
consistent with the noiselevel.
4.5.2 Multiple source-cluster experiment in Marmousi model
To test our method in a more realistic scenario involving multiple events, we perform our
inversion on two clusters of closely spaced microseismic events on a noisy record (with
an S/R = 3.5 dB, Figure 4.10d) with an aperture of almost 3.0 km. Each cluster contains
contributions from multiple microseismic events. Moreover, the events differ by factor
of 2 in amplitude and have overlapping source-time functions with central frequencies of
(30.0 , 25.0 , and 22.0) Hz. To test the validity of our approach, we work with a subset of
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(a) (b)
Figure 4.9: Convergence comparison: decay of (a) normalized data residuals and (b) EMD
using true (solid) and smoothed velocity models (dashed). Notice the gaps in the EMD
because of the thresholding nonlinearity of LBR2,1µ,ε. As expected, the results for the true
model lead to smaller residuals and a better EMD for the later iterations.
the Marmousi model with a size of 3.15 km × 1.08 km, which corresponds to 631 × 217
grid points. Contrary to the BG compass model, the Marmousi model has a dominant fault
structure and strongly contrasting layers. To make the joint source localization problem
more challenging, we place seven microseismic sources in two clusters, five of which are
located in the low-velocity zone with adjacent sources within half a dominant wavelength
(see Figure 4.10a). The other two sources are located near the fault zone and are also
separated within half a dominant wavelength.
As we mentioned earlier, we never know the true velocity model and we assume to
have access to a kinematically correct but smoothed version (Figure 4.10b) instead. After
generating synthetic data for the sources in the true model, our task is again to detect the
location of the microseismic sources and estimate the corresponding source-time functions.
Figures 4.11a and 4.11b show the estimated intensity plots obtained after back propagation
using the smoothed velocity model depicted in Figure 4.10b. As before, the white crosses
indicate the actual location of the microseismic sources. From these results, we observe
that back propagation has a strong smearing effect on the estimated intensity plots making
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it difficult to accurately locate the spatial source positions. In addition, there are also some
spurious outliers in these results produced by back propagation, which can lead to undesired
false detections of microseismic sources.
Figures 4.11c and 4.11d include inversion results according to problem LSε for 300 it-
erations. As before, the existence of non-radiating sources renders these results unsuitable
for interpretation. The results are too blurred and there are too many spurious outliers in the
intensity plots. While these inverted results clearly fail, results obtained with our method
(by minimizing LBR2,1µ,ε) with µ = 9e-4 clearly resolve the individual events (Figures 4.11e
and 4.11f) in both clusters despite the fact that these events have overlapping source-time
functions firing within half of the dominant time period. We arrive at these results in just
ten iterations. By increasing the value of µ to 9e-3, we further improve the resolution (Fig-
ures 4.11g and 4.11h) at the cost of 20 more iterations. Compared to the two other methods,
our sparsity promoting results allows us to accurately estimate the source locations albeit
occasionally with a small (up to 11 m ) spatial shift, which is due to the fact that we only
have access to a smoothed velocity model, which does not allow us to fully capture all wave
propagation effects.
In addition to finding accurate estimates for the microseismic source locations, our
method also gives us access to the corresponding source-time functions — a feature diffi-
cult if not impossible to achieve with most other methods. Figure 4.12 summarizes our re-
sults and leads to the following observations: (i) Even though there is some to-be-expected
source crosstalk, which leads to artifacts, the estimated source-time functions accurately re-
cover the shape, origin time, and frequency content of the different source-time functions.
We obtain these results by applying a spectral smoothing aimed at removing some of the
source crosstalk. (ii) As expected, the quality and amplitudes of the estimated source-time
functions improve with increasing µ—i.e., compare the results obtained with 10 iterations
(denoted by the dash dot line) to the results obtained with 30 iterations (dashed lines) in
Figure 4.12. (iii) While the amplitudes are recovered to within a scale factor (we corrected
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all source-time functions with a factor of 6.4), the estimates do carry some relative am-
plitude information—i.e. the first two events are indeed larger in amplitude. However, the
recovered amplitudes contain the imprint of propagation effects and the fact that sparsity-
promotion often leads to biasing of the recovered amplitudes. Once again, we get this
scaling factor of 6.4 by taking the minimum among the ratios of peak amplitudes of the
true and the estimated source-time functions.
As a final check, we also compare in Figure 4.13 data and data residuals modeled with
the source wavefield estimates yielded by the two inversion methods, both of which seek
to fit the observed data. Since none of the source estimation algorithms converged com-
pletely, we observe coherent energy in the data residuals. We cannot expect this coherent
energy to completely disappear because we only used a smoothed velocity model during
the inversion, which means that (multiple) reflections are not included in the modeling.
4.6 Discussion
The above synthetic case studies reveal that our sparsity-promoting method solves for the
complete source wavefield for spatially sparsely distributed microseismic sources. The es-
timated source wavefield preserves the locations and the source-time functions of multiple
microseismic sources activated within close spatial proximity with partially overlapping
source-time functions. We arrive at these results without prior assumptions on the shape of
the source-time functions and the location of the sources.
Our method, which uses sparsity-promotion, outperforms methods based on back prop-
agation or on energy minimization because it reconstructs the source wavefield near the
actual source locations only by virtue of the thresholding nonlinearity. As a result, our
method leads to better interpretable results thanks to the improved resolution, which is es-
sential in situations where the microseismic sources are within close proximity—i.e., within
half a dominant wavelength and time period of each other. In this situation, both back prop-




Figure 4.10: Marmousi model experiment. (a) True velocity model with acquisition ge-
ometry and the microseismic source locations superimposed. The inverted yellow triangles
indicate receivers buried at a depth of 20.0 m and separated by 10.0 m with an aperture of
almost 3.0 km. The black dots indicate the location of seven microseismic sources. (b)
Kinematically correct smoothed velocity model used during the inversion. (c) Noise free
microseismic data generated by seven microseismic sources in the true velocity model. (d)
Noisy microseismic data (S/R = 3.5 dB) generated by adding bandwidth limited (5.0 Hz to






Figure 4.11: Zoomed intensity plots near cluster 1 (left column) and cluster 2 (right col-
umn) from left to right for the smoothed velocity models obtained via back propagation in
(a, b); solving LSε with 300 iterations in (c, d); and by solving LBR2,1µ,ε for µ = 9e-4 with
only 10 iterations in (e, f); and by solving LBR2,1µ,ε for µ = 9e-3 with 30 iterations in (g, h).
The white colour crosses indicate the actual spatial locations of the microseismic sources.
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(e) (f) (g)
Figure 4.12: Comparison between the actual source-time functions (solid black) and the es-
timated source-time functions after 10 (denoted by dash dot line) and 30 (dashed) iterations
of our method at the seven locations in (a), (b), (c), (d), (e), (f) and (g) from left to right.
The peak amplitude of true source-time functions in (a) and (b) is approximately twice the
peak amplitude of true source-time functions at other locations. The dominant frequency
of the source-time functions in (a) and (b) is 25.0 Hz, in (c), (d) and (e) 30.0 Hz and in (f)






Figure 4.13: Modeled data (left column) and data residual (right column) in (a,b) by solv-
ing LBR2,1µ,ε for µ = 9e-4 with only 10 iterations; in (c, d) by solving LBR
2,1
µ,ε for µ = 9e-3
with 30 iterations; in (e, f) by solving LSε with 300 iterations. All plots are on the same
color scale.
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resolves closely spaced microseismic sources relatively well. Because of this ability, we
are also capable to estimate the corresponding source-time functions relatively well albeit
some to-be-expected artifacts remain because of source interference. These important fea-
tures make our method potentially suitable for tracking the spatial temporal evolution of
microseismic fractures.
Our observations hold for idealized and relatively simple situations and carry over to
source-estimation problems in complex velocity models involving up to seven sources with
different source signatures. Our method successfully locates microseismic sources in all
cases while preserving relative amplitude and frequency information of the underlying
source-time functions. Our method works with smoothed velocity models without prior
knowledge on the number of sources, their temporal distribution, and prior information
on their spatial distribution aside from being sparsely distributed. The only assumption
we made inverting noisy data generated from the true velocity models is that we have ac-
cess to a smoothed version of the true velocity model. By promoting sparse solutions in
space with finite-energy along time, we greatly improve the resolution and overcome issues
with non-radiating sources. This apparent null-space associated with these non-radiating
sources renders inversions that minimize the energy in the objective only useless. By in-
cluding sparsity promotion along the spatial coordinates, we are able to resolve multiple
close-by sources near faults and velocity lows with a resolution that encroaches on Abbe’s
diffraction limit.
While the recovered intensity plots and source-time functions carry information on the
magnitude and temporal frequency content of the events, the recovered amplitudes suffer.
Aside from a global scaling ambiguity, we find differences in amplitude related to the
depth of the events. We expect that including an amplitude term in our preconditioner in
combination with an additional debiasing (Sharan, Kumar, Wang, and Herrmann 2018) step
will remedy some of these amplitude issues. Debiasing involves running a few iterations
of LSQR (Paige and Saunders 1982) on the support—i.e. on the entries of the recovered
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wavefield that survive the threshold. For a fixed trade off parameter µ, the detectability
of smaller events depends on the noise level, the acquisition geometry, and the velocity
model. Moreover, for larger µ more iterations are needed to bring in smaller entries. While
the detectability of compressible signals is well understood for very specific situations in
Compressive Sensing (Candès, Romberg, and Tao 2005; Donoho 2006), deriving similar
rigorous theoretical results for seismic source localization with sparsity promotion is still
largely an open problem.
The fact that we are able to recover the individual source-time functions with manage-
able crosstalk is also encouraging because it could provide us with additional information
on the source mechanisms underlying the fracturing process itself.
To arrive at these results, we made two major assumptions namely access to a (smooth)
velocity model and a simplified source mechanism. Looking at the work of (Sun, Xue,
Fomel, Zhu, and Nakata 2016) and (Wu and Alkhalifah 2017), we envision that our frame-
work can relatively easily be extended to include velocity model updates. As for the sim-
plified source mechanism, we argue that our method will likely be relatively robust with
respect to different source mechanisms. We base this assertion on the fact that our param-
eterization by the acoustic wave equation accounts for the leading order wave physics and
that more detailed information on the source mechanism can be obtained during a later
inversion step. Our approach is useful because moment tensor inversions typically need
estimates of the approximate source locations and origin times as input and the proposed
method will be able to provide these as we have demonstrated.
4.7 Conclusions
By exploiting the fact that microseismic sources are localized along fractures that are
sparsely distributed and emit finite energy along time, we arrive at a sparsity promoting
formulation capable of estimating microseismic event locations and their associated source-
time functions in the presence of noise. When we are given a smoothed velocity model, our
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method recovers close-by microseismic events with partially overlapping source-time func-
tions without relying on prior information other than having access to a smoothed velocity
model. By switching to a dual formulation, we are able to significantly speed up conver-
gence of the inversion, rendering our methodology computationally feasible and therefore
more practical. We demonstrate that the improved convergence is essential when we want
to recover microseismic events that are encroaching on or slightly within Abbe’s diffraction
limit of half a wavelength. For two complex velocity models, we were able to demonstrate
the viability of our approach for situations where most other source localization methods
would fail by lack of prior information on either the source locations or origin times. Our




A DEBIASING APPROACH TO MICROSEISMIC
5.1 Summary
Microseismic data is often used to locate fracture locations and their origin in time created
by fracking. Although surface microseismic data can have large apertures and is easier to
acquire than the borehole data, it often suffers from poor signal to noise ratio (S/R). Poor
S/R poses a challenge in terms of estimating the correct location and source-time function
of a microseismic source. In this work, we propose a denoising step in combination with
a computationally cheap debiasing based approach to locate microseismic sources and to
estimate their source-time functions with correct amplitude from extremely noisy data.
Through numerical experiments, we demonstrate that our method can work with closely
spaced microseismic sources with source-time functions of different peak amplitudes and
frequencies. We have also shown the ability of our method with the smooth velocity model.
5.2 Introduction
To make unconventional reservoirs economical for the production of oil & gas, hydraulic
fracturing is a common practice adapted by the oil & gas industry. During hydraulic frac-
turing fractures are created, which give rise to microseismic events. To make drilling de-
cisions and to prevent hazardous situations, we need accurate information on the location
and temporal evolution of these fractures. Because microseismic waves carry important
information about fracture’s location and origin time, the microseismic data recorded at
surface or along a monitor well is often used to locate these fractures (Maxwell 2014).
Because of the operational ease and option to cover wide aperture, surface receivers are
widely used (Duncan and Eisner 2010; Lakings, Duncan, Neale, and Theiner 2006). But the
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microseismic data recorded along the surface comes at a cost of poor signal to noise ratio
(S/R) in comparison to the data recorded along a monitor well. This is because we record
more ambient noise (Forghani-Arani, Willis, Haines, Batzle, and Davidson 2012). More-
over, microseismic waves suffer from attenuation while travelling large distance from sub-
surface to the surface receivers (Maxwell, Raymer, Williams, and Primiero 2013), which
makes them difficult to observe in noisy data. Thus, low S/R of surface microseismic data
poses a big challenge in terms of estimation of accurate location and the origin time of
microseismic sources. For example, travel-time picking based methods rely on accurate
picking of first arrivals of P and S-phases. When the noise levels are high, it becomes diffi-
cult to accurately pick these first arrivals (Bolton and Masters 2001). Sometimes, the weak
signal is not even visible to be picked.
In (Sharan, Wang, Leeuwen, and Herrmann 2016) & (Sharan, Wang, and Herrmann
2017), we proposed a computationally efficient sparsity promotion based method to invert
for the microseismic source wavefield from which we extract locations and source-time
functions of closely spaced microseismic sources. Our method works with noisy data with
S/R as low as −1 dB, but performs poorly as the S/R decreases further. Moreover, while
our sparsity-promotion based method is able to give us a good estimate of the shape of the
source-time function, its amplitude is often incorrect. To overcome these limitations, we
propose a debiasing approach to handle the noise and correctly estimate the amplitude of
the source-time function. Our proposed approach consists of two main steps. The first step
involves curvelet based denoising along with sparsity promotion based microseismic source
inversion to detect the location of the microseismic sources. Since noise and signal has
different morphological behaviour in curvelet domain (Candes and Donoho 2000) it is easy
to separate the noise in curvelet domain (Herrmann and Hennenfent 2008b; Neelamani,
Baumstein, Gillard, Hadidi, and Soroka 2008; Kumar, Moldoveanu, and Herrmann 2017).
In the second step, we use the estimated source location and perform a wave-equation based
debiasing step to get the source-time function with correct amplitudes.
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This chapter is organized as follows. We first discuss the challenges in terms of de-
tecting the location and estimating the source-time function of microseismic sources in the
presence of strong incoherent noise in the observed data. Next, we explain the basics of
curvelet transform and the steps we are using to denoise the noisy observed data. Sub-
sequently, we explain the debiasing step to get the correct amplitude of the source-time
function. Finally, we show the efficacy of the proposed approach on a noisy dataset gen-
erated on a complex subset of the Marmousi model (Brougois, Bourget, Lailly, Poulet,
Ricarte, and Versteeg 1990).
5.3 Methodology
Fracturing of rocks during fracking causes emission of microseismic waves. The micro-
seismic events causing this emission are mostly localized along the fracture tips. Therefore,
we assume these microseismic sources to be sparse in space. In (Sharan, Wang, Leeuwen,
and Herrmann 2016), we exploited the fact that microseismic sources are sparse in space
and have finite energy along time to solve
min
Q
‖Q‖2,1 subject to ‖F [m](Q)− d‖2 ≤ ε, (5.1)
where Q ∈ Rnx×nt , with nx being the size of spatial grid and nt being the number of
time samples, is a matrix representing the complete microseismic source field containing
the spatial temporal distribution of different microseismic sources —i.e. the (i, j) entry in
Qi,j = q(xi, tj). F [m] = PA[m]−1 is the linear operator modeling the 2D time-domain
acoustic wave-equation. The linear operator P restricts the wavefield to the receivers. A[m]
is the 2D finite-difference time stepping operator parametrized by the squared slowness m
of the medium. The minimizaton problem 5.1 aims to find such a Q, which has a minimum
`1-norm in space and has a minimum `2-norm in time while fitting the observed data d
within the noise level ε. As mentioned earlier, sparseness of microseismic source wavefield
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Q in space justifies the choice of `1-norm in space and finite energy of these microseismic
sources justifies the choice of `2-norm in time in Equation 5.1.
Problem 5.1 has a form very similar to the classic Basis Pursuit Denoising (BPDN)
problem (Chen, Donoho, and Saunders 1998; Berg and Friedlander 2008). In (Sharan,
Wang, Leeuwen, and Herrmann 2016), we proposed a new algorithm tailored to solve a
slightly modified version of the problem 5.1 for the situations when the forward modeling
operator is ill conditioned and computationally expensive. We will discuss about this new
algorithm in the next section.
5.3.1 Linearized Bregman algorithm
Motivated by the recent successful application of linearized Bregman algorithm (Yin, Os-
her, Goldfarb, and Darbon 2008; Lorenz, Schöpfer, and Wenger 2014) to solve sparsity
promoting least-squares migration problem (Herrmann, Tu, and Esser 2015), in (Sharan,






‖Q‖2F subject to ‖F [m](Q)− d‖2 ≤ ε, (5.2)
which is strongly convex and a relaxed form of the original classic BPDN problem 5.1.
‖.‖F is the Frobenius norm and µ acts as a trade-off parameter between sparsity given by
`2,1-norm term and the Frobenious norm term. When µ ↑ ∞, then Equation 5.2 is equiv-
alent to solving the original BPDN problem 5.1. Solving Equation 5.2 can be achieved
through a simple algorithm with few tuning parameters (Sharan, Wang, Leeuwen, and Her-
rmann 2016). We estimate the location of microseismic sources as outliers in the intensity
plot calculated as I(x) = vec−1 (
∑
t | Q(x, t) |) from the inverted source field Q, where
vec−1(·) reshapes a vector into its original matrix form. The temporal variation of the in-
verted source field Q at the estimated source locations give the source-time function of
microseismic sources.
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To avoid fitting noise in the data, every iteration of linearized Bregman algorithm in-
volves projecting the data residual r (i.e. difference between predicted and observed data)







Linearized Bregman algorithm performs well in locating microseismic sources and estimat-
ing their source-time function when the data has low to moderate levels of noise. But this is
not always the case, microseismic data can be very noisy— i.e. ε ‖r‖. Higher value of ε
implies that the projection of data residual in Equation 5.3 will give a vector with all zeros.
Therefore, linearized Bregman fails to update the source field Q at every iteration. By using
a smaller value of ε instead of the actual noise level, projection in the Equation 5.3 works
and we can get source field Q updated in every iteration of linearized Bregman algorithm.
But using a smaller value of ε instead of actual noise level in data means linearized Breg-
man algorithm will invert for such a source field Q which will also fit the noise. Hence,
the inverted source field will have many false sources as we observe this phenomenon in
the numerical experiment section. To avoid the above mentioned situations with very noisy
data, we propose to incorporate curvelet based denoising step prior to applying linearized
Bregman algorithm to invert for the location followed by a wave-equation based debiasing
approach to get the source-time function with correct amplitude.
5.3.2 Curvelet based denoising
Microseismic signals recorded by the surface receivers are very weak in amplitude and are
often contaminated with ambient noise that have similar or higher amplitude level than the
amplitude of the microseismic signal present in the data (Forghani-Arani, Willis, Haines,
Batzle, and Davidson 2012). Also, the frequency range of the ambient noise is very sim-
ilar to that of the microseismic signal (St-Onge and Eaton 2011). This makes signal and
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(a) (b)
Figure 5.1: Properties of the curvelet transform (Source: (Herrmann and Hennenfent
2008b))
noise separation very difficult and eventually causes problems in detecting the microseis-
mic sources and estimating their source-time functions. Curvelet transform is a multi-scale
and multi-directional transform (Candes and Donoho 2000), that maps seismic data into an-
gular wedges of different scales in the 2D Fourier domain (Figure 5.1). This property of the
curvelet transform helps in separating signals components based on their location, dip and
scaling in the transform domain. Therefore, curvelet transform has been succefully used for
incoherent (Herrmann and Hennenfent 2008b; Neelamani, Baumstein, Gillard, Hadidi, and
Soroka 2008) and coherent noise attenuation (Kumar, Moldoveanu, and Herrmann 2017;
Lin and Herrmann 2013).
Motivated by prior successful application of curvelets, we propose following steps for
denoising:
Algorithm 5.1 Denoising with curvelets.
1. Noisy data d, forward curvelet transform operator C, Threshold parameter λ //Input
2. b = Cd //Forward curvelet transform
3. [sb, idx] = Sort(| b |) //Sorting in descending order










where l is the length of sb
5. Find the smallest index p such that (e)p ≥ λ
6. R = C>(idx(1 : p), :) //New inverse curvelet transform operator
7. bdn = (R>R)−1R>d //Solving the normal equation
8. ddn = <(Rbdn) //denoising
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Line 2 in the Algorithm 5.1 corresponds to forward curvelet transform of the noisy
microseismic data d (Figure 5.2a) in the curvelet domain (Figure 5.2b). The indices in
Figure 5.2b are arranged from coarse to fine scale. Line 3 corresponds to sorting of the
absolute value of curvelet coefficients sb in descending order. We also store the indices of
the sorted curvelet coefficients in idx. Line 4 corresponds to computing the square root
of normalized cumulative energy of the sorted curvelet coefficients. Line 5 corresponds
to finding the smallest index p in vector e at which the square root of the normalized
cumulative energy of sorted curvelet coefficient exceeds or is equal to the threshold λ. In
line 6, we form a subset R ⊆ C> of the inverse curvelet transform operator. Columns of
R correspond to the curvelet coefficients whose square root of the normalized cumulative
energy in e is greater than or equal to the threshold λ. Line 7 corresponds to solving the
normal equation to get the debiased and denoised curvelet coefficients bdn effectuated by
the new inverse curvelet transform operator R. Debiasing neutralizes the shrinkage effect
of thresholding and preserves energy. Figure 5.2c shows absolute value of the denoised
and debiased curvelet coefficients bdn mapped to the corresponding location of the noisy
curvelet coefficients b. Line 8 corresponds to taking inverse curvelet transform of the
denoised curvelet coefficients bdn and taking its real part to get the denoised microseismic
data (Figure 5.2d). We choose the threshold parameter as large as possible but for which
we do not see any primary leakage in the difference plot.
The curvelet based denoising involves very few forward and inverse curvelet transform,
which makes the proposed denoising method computationally cheap. To detect the loca-
tion of microseismic sources from the denoised data ddn in a computationally efficient
manner, we use the accelerated version of linearized Bregman algorithm (Sharan, Wang,





Figure 5.2: Curvelet denoising schematic. (a) Noisy microseismic data with S/R = −5.70
dB. (b) Absolute value noisy curvelet coefficient. (c) Absolute value debiased curvelet
coefficients. (d) Denoised microseismic data with S/R = 5.3 dB.
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5.3.3 Debiasing of the source-time function
Given the location of microseismic sources, next step is to estimate the correct amplitude
of source-time function. To achieve this, we use the forward modeling operator F [m]
and estimate source locations to fit the noisy data d within some tolerance level. We use
noisy data to avoid any kind of amplitude errors introduced in the approximated data by
denoising. We now solve a debiasing problem using least squares as
W̃ = arg min
W∈Rnt×n
‖F [m](HW>)− d‖, (5.4)
where H ∈ Rnx×n is a matrix, with n being the number of detected microseismic sources,
whose ith column is hi,which corresponds to the location of the ith source. hi is a spatial
delta function δ(x−xi) with xi being the location of ith microseismic source. Equation 5.4
solves for the unknown matrix W whose ith column corresponds to the source-time func-
tion of ith microseismic source. We run only a few iterations of the unconstrained prob-
lem 5.4 to avoid overfitting the noise in the data.
5.4 Numerical Experiments
To demonstrate the effectiveness of our method for data with high noise level (S/R =−7.30
dB), we performed a numerical experiment. We used 2D acoustic finite-difference mod-
eling code (Louboutin, Witte, Lange, Kukreja, Luporini, Gorman, and Herrmann 2017) to
generate microseismic data of record length 1.0 s. To make the experimental setup more
realistic, we used 5 microseismic sources of different amplitudes (differ by a factor of 2)
and dominant frequencies (30.0 , and 25.0) Hz activating at a small time interval with over-
lapping source-time functions to generate the microseismic data. Because of its geologi-
cal complexity, we chose a part of Marmousi model with dimensions 3.15 km × 1.08 km
(631 × 217 points) to perform the experiment. We place 5 microseismic sources (indi-
cated by black dots in Figure 5.3a) in low velocity layer to generate the data. The adjacent
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sources are separated by half a dominant wavelength. We use surface receivers placed at a
depth of 20.0 m from the top surface to record the data. To get noisy data (Figure 5.4a) we
add random noise (5.0 Hz to 40.0 Hz) to the noise free data. We use kinematically correct
smooth velocity model to invert for microseismic source field in the experiment. As ex-
pected, our method performs poorly without curvelet denoising and gives an intensity plot
(Figure 5.3b) that is not very informative. This is because of the presence of lots of false
sources in the estimated intensity plot (Figure 5.3b). Therefore, we apply the proposed
curvelet based denoising steps to the noisy data (Figure 5.4a) to get denoised data (Fig-
ure 5.4b) with improved S/R of 3.5 dB. The difference plot (Figure 5.4c) between noisy
(Figure 5.4a) and the denoised data (Figure 5.4b) shows that we do not loose any coherent
signal with the proposed denoising method. With only 10 iterations of accelerated version
of linearized Bregman algorithm, we are now able to locate all the 5 microseismic sources
(Figure 5.4d) from this denoised data (Figure 5.4b). The white colour crosses in the es-
timated intensity plot correspond to the actual location of microseismic sources. All the
outliers are located near the actual location of microseismic sources. To get the correct
source-time function (blue colour plot in Figures 5.5a to 5.5e), we perform debiasing by
least-squares using the estimated source location. We use the noisy data to perform this
debiasing. Denoising helps us to get the correct source location and the debiasing step
helps us to recover the source-time function with correct scaling. We further compare the
source-time function (blue colour plot in Figures 5.5a to 5.5e) estimated by proposed ap-
proach to the source-time function estimated by (Sharan, Wang, and Herrmann 2017) (red
colour plot in Figures 5.5a to 5.5e). For visualization purpose, we scale the wavelets dis-
played in red color by a factor of 40. Thus, the proposed method can estimate the location




Figure 5.3: (a) Acquisition geometry with velocity model. Inverted yellow colour triangles
indicate receivers buried at a depth of 20.0 m & separated by 10.0 m. Black dots indicate
the location of two microseismic sources. (b) Estimated intensity plot from noisy data
without denoising. White colour dots indicate actual location of microseismic sources.
5.5 Conclusions
We proposed a debiasing based approach to estimate the location and source-time function
of microseismic sources with correct amplitude from data with very low S/R. We showed
ability of the proposed method to resolve microseismic events even when the sources are
spatially close and have overlapping source-time functions. The proposed method is also
computationally cheap as it requires very few forward and backward curvelet transforms
along with few iterations of the accelerated version of linearized Bregman. Also, the
source-time function estimation requires only a very few least-squares iterations. In fu-
ture, we would like to apply PCA based denoising techniques to deal with different types




Figure 5.4: Noisy microseismic data and estimated intensity plots(zoomed): noisy data
with (a) S/R = −7.3 dB. (b) Denoised data using curvelet based denoising with improved
S/R of 3.5 dB. (c) Data difference plots after denoising. (d) Estimated intensity plot. White




Figure 5.5: Source-time function comparison: Comparison of the true source-time func-
tions (solid green) with source-time function (blue color) estimated by proposed method.
We also perform comparison with the source-time function (amplified by 40 times) esti-
mated using the approach proposed in (Sharan, Wang, and Herrmann 2017) (solid magenta)
at locations (a) 1, (b) 2, (c) 3, (d) 4, (e) 5 from LtoR in Figure 5.3a. Dominant frequency
of source-time functions at (from LtoR) locations 1 and 2 is 25.0 Hz, at locations 3, 4 and
5 dominant frequency is 30.0 Hz.
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CHAPTER 6
SPARSITY-PROMOTING PHOTOACOUSTIC IMAGING WITH SOURCE
ESTIMATION
6.1 Summary
Photoacoustics has emerged as a high-contrast imaging modality that provides optical ab-
sorption maps inside of tissues, therefore complementing morphological information of
conventional ultrasound. The laser-generated photoacoustic waves are usually envelope-
detected, thus disregarding the specific waveforms generated by each photoabsorber. Here
we propose a sparsity-promoting image reconstruction method that allows the estimation
of each photoabsorber’s source-time function. Preliminary studies showed the ability to
reconstruct the optical absorption map of an in silico vessel phantom. By using a sparsity-
promoting imaging method, absorption maps and source-time functions can still be recov-
ered even in situations where the number of transducers is decreased by a factor of six.
Moreover, the recovery is able to attain higher resolution than conventional beamforming
methods. Because our method recovers the source-time function of the absorbers, it could
potentially also be used to distinguish different types of photoabsorbers, or the degree of
aggregation of exogenous agents, under the assumption that these would generate different
source-time functions at the moment of laser irradiation.
6.2 Introduction
Applications of compressive sensing techniques in ultrasound and photoacoustic imaging
have seen an increase in the last decade (Liebgott, Basarab, Kouame, Bernard, and Fri-
boulet 2012; Provost and Lesage 2009; Kruizinga, Meulen, Fedjajevs, Mastik, Springeling,
Jong, Bosch, and Leus 2017). These techniques enable the estimation of waveform char-
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acteristics that are not readily available via conventional beamforming methods. Through
the use of convex optimization techniques that promote sparsity, the frequency content of
the ultrasound waves can be recovered beyond the Nyquist limit—i.e., from recordings of
the induced wavefield that are well below the spatial Nyquist frequency.
In photoacoustic imaging, the optical absorption maps are usually created from
envelope-detected waves (Park, Karpiouk, Aglyamov, and Emelianov 2008). While con-
ventional beamforming techniques offer advantages, including real-time image reconstruc-
tion, they often disregard the frequency content of the measured waves. Additionally,
the available frequency content is always band-limited by the receiving transducers. In
ultrasound imaging, several studies have shown that the frequency content of raw pressure
waves can provide information of tissue composition, in applications such as ophthalmic,
rectal, and intravascular imaging (Lizzi, Greenebaum, Feleppa, Elbaum, and Coleman
1983; Feleppa, Kalisz, Sokil-Melgar, Lizzi, Tian Liu, Rosado, Shao, Fair, Yu Wang,
Cookson, Reuter, and Heston 1996; Lizzi 1997; Moore, Spencer, Salter, Kearney, Shaw,
Starkey, Fitzgerald, Erbel, Lange, McDicken, Sutherland, and Fox 1998). Similar concepts
have been explored in photoacoustics (Kumon, Deng, and Wang 2011), denoting that there
is a potential use of the photoacoustic wave frequency content. The study of RF photoa-
coustic techniques could further enhance the functional and molecular imaging capabilities
of this modality (Emelianov, Li, and O’Donnell 2009).
Recently, a sparsity-promoting algorithm for the estimation of full-wave source-time
functions was developed as a method to localize microseismic events for geological explo-
ration (Sharan, Wang, and Herrmann 2018). In photoacoustic imaging, the localization of
strong photoabsorbers in tissue represents an analog problem albeit that in microseismic
the source firing times differ for each source and are not known. The fact that these source-
time functions are unknown make the microseismic problem more challenging because it
leads to a large non-trivial nullspace—i.e., there exist so-called non-radiating sources that
correspond to sources that do not contribute to wavefield measured at the receivers. Con-
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ventional photoacoustic imaging overcomes this problem by assuming the absorbers to fire
synchronously. As a result, high-fidelity images can be obtained by time reversal, followed
by extraction of the back propagated wavefield at t = 0. While this method has proven
to be highly succesful, it relies on dense sampling and does not provide information on
the source-time function of the different absorbers. Our sparsity-promoting method on the
other hand, is able to handle the large null space and as such can handle sparse samplings
of the wavefield while providing information on the source-time functions. The latter could
potentially be used for tissue and contrast agent characterization.
Our contribution is organized as follows. First, we provide an overview of our method-
ology including statement of the problem, solution by linearized Bregman, and acceleration
with a dual formulation. Next, we demonstrate our method on a phantom in a constant ve-
locity model, yielding an estimate for the phantom and the source-time function. We follow
this result by a series of experiments where the number of transducers (receivers) is reduced
significantly. We compare our results to those obtained with time reversal. We conclude by
showing an example with a background velocity model that varies strongly.
6.3 Methodology
Contrary to conventional time-reversal methods, our unknown is a wavefield across the
domain of interest and a function of time without making assumptions on the source wave-
form. Since the sources are of short duration firing at approximately the same time, we
restrict the unknown wave by putting its entries to zero after a user specified number of
time samples. Since the number of absorbers is small, we assume sparsity in space and
finite energy along time. The latter makes sense because the photoabsorbers emit a finite




‖Q‖2,1 subject to ‖F [m](Q)− d‖2 ≤ ε, (6.1)
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with Q ∈ Rnx×nt being the unknown source wavefield, which we restrict to a user defined
duration τ—i.e, Tτ = {Q |Q(·, t) = 0, t > τ}. The source wavefield in (6.1) consists
of nx grid points in space and nt time samples. The matrix F [m] represents the acoustic
forward modeling operator parametrized by m the discretized squares slowness. Slowness
is defined as the inverse of the acoustic wave speed.
Solving (6.1) corresponds to minimizing the `2,1-norm of the unknown source wavefield
Q while fitting the observed data d within ε, which depends on the noise level. After
solving for Q, we detect the location of sources as outliers in the intensity plot I(x) =
vec−1 (Q(x, t = t0)), where vec−1(·) reshapes the vector into its original matrix form and t0
is the firing time (typically the maximum of the source-time function). We finally estimate
the associated source-time functions as the temporal variation extracted from the estimated
source wavefield Q at the detected source locations.
6.3.1 Linearized Bregman Algorithm
Equation (6.1) is similar to the classic basis pursuit denoising (BPDN) problem (Chen,
Donoho, and Saunders 1998) involving a sparsity-promoting objective and a data con-
straint. With the recent successful application of the linearized Bregman algorithm (Yin,
Osher, Goldfarb, and Darbon 2008), (Lorenz, Schöpfer, and Wenger 2014) to seismic imag-
ing (Witte, Louboutin, Luporini, Gorman, and Herrmann 2019) and microseismic source
estimation problems (Sharan, Wang, and Herrmann 2018), we use this method to solve







‖Q‖2F subject to ‖F [m](Q)− d‖2 ≤ ε, (6.2)
where µ is a tradeoff parameter between the sparsity `2,1-norm and the Frobenius norm
‖.‖F . As µ ↑ inf, (6.2) becomes equivalent to (6.1). Therefore, for large enough µ, the
solution of (6.2) approaches the solution of (6.1), which in principle should give us a high
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resolution photoabsorber image. Unfortunately, for increasing values of µ, the linearized
Bregman algorithm requires more iterations making this method prohibitively expensive
because each iteration requires one forward and one time-reversed simulation (Sharan,
Wang, and Herrmann 2018). We denote the adjoint by the superscript >.
6.3.2 Acceleration using a dual formulation
Reference (Yin 2010) showed that solving the original problem (6.2) through linearized
Bregman iterations is equivalent to solving its dual formulation through gradient descent
steps. Therefore, we use gradient descent acceleration method such as spectral projected
gradient (SPG) method to accelerate the convergence of the linearized Bregman algorithm.




f(y) = −{Ψ(y)− ε‖y‖2} , (6.3)











is a value function of the dual variable y. The dual objective function gives the minima of
the objective function defined in (6.3) as a function of the dual variable y. We derive the
gradient∇f(y) of the dual objective function f(y) as
∇f(y) = −{∇Ψ(y)− εy/‖y‖2} , (6.5)
where






is the gradient of the value function Ψ(y). The proximal operator in this expression is
equivalent to a thresholding operation and its action on a matrix C is defined as:






The main steps of the linearized Bregman with acceleration are summarized in Algo-
rithm (6.1).
Algorithm 6.1 Acceleration with SPG.
1. Data d, slowness square m, number of iterations l //Input
2. Initialize dual variable y = 10−3d
3. ŷ = SPG(f(y),∇f(y),y, l) //Dual solution
4. Q = Proxµ`2,1(µF [m]>(y)) //Primal solution
6.4 Experiments
To demonstrate our ability to jointly image and estimate the source-time function, we
performed simulation experiments in acoustic medium using JUDI (Witte, Louboutin,
Kukreja, Luporini, Lange, Gorman, and Herrmann 2019) and Devito (Louboutin, Lange,
Luporini, Kukreja, Witte, Herrmann, Velesko, and Gorman 2019) - (Luporini, Lange,
Louboutin, Kukreja, Hückelheim, Yount, Witte, Kelly, Gorman, and Herrmann 2018),
a high performance finite difference partial differential equation solver and the k-Wave
MATLAB toolbox (Treeby and Cox 2010). To avoid problems with the boundaries of the
domain, we use derivatives of the Gaussian as the source-time function. In this way, we
avoid low frequencies to enter into the solution so we can limit the size of the absorbing
boundary layer. By casting photoacoustic imaging as a sparsity-promoting imaging prob-
lem, we are able to estimate the source-time function from poorly sampled wavefields. To
illustrate this, we first carry out an imaging experiment in a constant velocity model that
is densely sampled and show that we can indeed estimate the source-time function. Next,
we compare images obtained with the proposed method and with the back-propagation
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method for increasingly poor sampling, followed by an example in a strongly heteroge-
neous medium. For all experiments, we use Devito to generate data. For the time reversal
method, we generate data using k-Wave MATLAB toolbox, which has a broader frequency
content in comparison to the data we use.
6.4.1 Image and source-function recovery from dense data
Figure 6.1a shows the actual location of photoabsorbers (solid white color) and white color
dots indicate the transducers. The background is constant with an acoustic wave velocity
of 1500 m/s. We obtain a high resolution image in Figure 6.1b with the proposed method.
We are also able to reconstruct the source-time functions (red color plots in Figures 6.1c
and 6.1d), which is close to the true source-time function (cf. Figures 6.1c and 6.1d).
6.4.2 Image recovery from subsampled data
Figures 6.2a and 6.2b contain photoabsorber images we reconstructed with the proposed
method from transducers sampled at every two degrees and every six degrees. Although
we see some background noise when the transducer sampling becomes poor, the proposed
method is still able to get a reasonable high resolution image in comparison to the im-
age obtained using the back-propagation method of the k-wave toolbox (cf. Figures 6.2c
and 6.2d). As the sparsity of transducers increases, we observe blurring of the images
obtained with time reversal.
6.4.3 Image recovery in strongly heterogenous media
In this experiment, we show imaging results and source-time reconstruction using a kine-
matically correct smooth velocity model and data simulated with the hard model in Fig-
ure 6.3a with a background wave speed of 1500 m/s and two lobes with 1575 m/s and
1650 m/s, repectively. We obtain the image plotted in Figure 6.3c with a smooth veloc-




Figure 6.1: (a) Data acquisition with locations of the photoabsorbers denoted by the solid white
color phantom and transducers by white color dots (b) Image reconstructed from fully sampled data




Figure 6.2: Receiver sparsity experiment: Reconstructed image with transducers at every (a) 2
degrees and (b) 6 degrees using proposed method. Image with transducers at every (c) 2 degrees
and (d) 6 degrees using k-wave toolbox
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somewhat lower in resolution in comparison to the images obtained with time reversal
(Figure 6.3d). This is because of the higher frequency content of the k-wave data. Still,
the proposed method gives a good estimate for the source-time function when using the
original hard model and the smoothed model (cf. red and yellow lines in Figure 6.3b). The
amplitudes of the estimated source-time functions can be corrected with a debiasing step.
(a) (b)
(c) (d)
Figure 6.3: Heterogeneous medium experiment: (a) Heterogeneous medium with hard discontinu-
ities. (b) Source-time functions true (blue) and estimated with the true (red) and smoothed velocity
(orange). Reconstructed photoabsorber image (zoomed) using smooth velocity with (c) proposed
method and with (d) k-wave.
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6.5 Discussion and conclusions
Photoacoustic imaging is a powerful method, which in part derives its performance by
more or less complete elimination of the source-time function from the inversion proce-
dure. While this obviously has the advantage of reducing the size of the unknowns, it does
not allow us to study the frequency-dependence of the absorption mechanism locally. In
addition, imaging by a single time-reversed imaging step relies on dense sampling, which
strains the acquisition system.
Aside from being able to obtain more information on the source mechanism, our formu-
lation is also robust with respect to poor sampling while it allows for media with strongly
varying velocities. In the latter case, we only need access to a smooth velocity model that
is kinematically correct. We achieve robustness with respect to the sampling by virtue of
promoting structure on the image. For now, we only imposed sparsity, which may not be
reasonable when photoabsorbers form objects that exhibit spatial continuity such as the
used phantom. Still, our method is capable of producing images for poor sampling because
the subsampling artifacts are not sparse, which is paramount to the success of compres-
sive sensing. Despite the less than ideal assumptions—i.e., the sources are not sparsely
distributed Dirac deltas, our approach produces reasonable results while opening a per-
spective of being able to estimate the frequency-dependence of the sources, which may




For better drilling decisions and to prevent any hazardous situations, oil and gas compa-
nies rely on high resolution images and high resolution estimation of physical properties of
earth’s subsurface. These high resolution images and estimation of high resolution physical
properties rely on dense seismic data at higher frequencies. This thesis has contributed a
computationally efficient recursively weighted matrix completion framework to reconstruct
dense seismic data at higher frequencies. Also, another contribution of this thesis is a com-
putationally efficient low-rank based simultaneous source acquisition for large scale 5D
seismic datasets. Accurate detection of fractures along with estimation of there evolution
in time is very important to prevent any hazardous situations while fracking. Therefore,
another contribution of this thesis is a fast sparsity-promoting framework for accurate de-
tection of closely spaced microseismic sources along with estimation of associated source-
time functions. By resolving closely spaced microseismic sources along the fractures, we
are able to estimate accurate spatio-temporal evolution of these fractures. To get additional
information from photoabsorbers in terms of their spectral properties and to get a good
quality map of these photoabsorbers even with poor receiver sampling, we have proposed
sparsity-promoting photoacoustic imaging in this thesis.
7.1 High frequency seismic data reconstruction using recursively weighted matrix
completion
In the first part of this thesis (chapter 2), we proposed a recursively weighted matrix com-
pletion method to improve the quality of seismic data reconstruction at higher frequencies.
Moreover, conventional matrix completion methods perform well at lower frequencies.
Rows and column subspaces of adjacent frequencies exhibit some degree of similarity.
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Based on these two facts, we recursively reconstruct frequency slices using weighted matrix
completion from lower to higher frequencies. Good performance of conventional matrix
completion at lower frequencies helps us in getting good prior information for the recur-
sively weighted method. Also, careful selection of the weight parameters, indicating the
correlation between row and column subspaces of adjacent frequencies, helps in exploiting
full potential of recursively weighted method.
The original weighted matrix completion formulation (Aravkin, Kumar, Mansour,
Recht, and Herrmann 2014) involves taking a computationally expensive projection op-
eration per iteration. To avoid taking these expensive projections, we solve an equivalent
version of the original weighted formulation problem by shifting the weights to data con-
straints of the original weighted matrix completion problem. With above modifications,
we observed significant speed up (almost 20 to 25 times) in performance of the weighted
formulation compared to the original weighted formulation.
The conventional matrix completion method can be embarrassingly parallel across fre-
quency slices making it computationally efficient and scalable to large-scale data volumes.
Unfortunately, the interdependence between frequency slices does not allow paralleliza-
tion across frequencies in the recursively weighted method. This interdependence between
frequency slices in the weighted method poses a computational challenge for large scale
problems. To mitigate this computational challenge, we incorporated strategies of alter-
nation and decoupling to solve for individual rows of low-rank factors in parallel using
the recursively weighted method. We achieve this parallel formulation by assuming that
weight matrices at higher weights are near diagonal matrices. Therefore, our current par-
allel recursively weighted framework is able to partially exploit the benefits of recursively
weighted method.
We have also shown application of our recursively weighted framework on a 5D syn-
thetic seismic data and a 2D field data. Through these experiments we demonstrated how
recursively weighted method is able to improve the quality of reconstructed seismic data in
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comparison to the conventional method.
7.2 5D time-jittered marine acquisition using low-rank
In chapter 3 of this thesis, we proposed a large scale 5D time-jittered seismic data acqui-
sition using low-rank matrix completion. Our method is based on the fact that frequency
slices of dense seismic data on a uniform grid exhibits low-rank property in certain trans-
form domains (e.g. midpoint-offset domain for 2D). We exploit the fact that time-jittered
acquisition destroys this low-rank property for simultaneous separation and interpolation of
shots on a dense grid. For large scale 5D time-jittered acquisition, transform based meth-
ods (e.g. Fourier, Radon, Curvelets etc.) can be computationally expensive. Therefore,
our method based on low-rank matrix factorizations provides a computationally efficient
alternative to transform-based methods.
Because of overlap of shots, the sampling operator in case of time-jittered marine ac-
quisition is a combined time-shift and shot-jitter operator. Therefore, unlike in wavefield
reconstruction, the sampling operator in case of time-jittered marine acquisition is not sep-
arable over frequencies. Hence, we cannot solve for individual frequency slices separately.
Our method takes this fact into account and therefore solves the source-separation problem
in the temporal-frequency domain. By temporal-frequency domain approach we mean that
every iteration involves going back and forth from frequency to time-domain and time to
frequency domain to calculate data residual in time-domain and low-rank factors in fre-
quency domain respectively.
Through experiments on synthetic 5D data we have demonstrated that our method can
simultaneously recover and interpolate shot gathers from a time-jittered data. Here, 5D
data is associated with seismic data acquired with 3D acquisition and 5 dimensions stand
for time, x and y coordinates of source and receivers. A software release will be also
available for the 5D time-jittered marine acquisition. In addition to be computationally
fast, our method is also memory efficient. Instead of storing complete reconstructed data
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volume, we can only store the low-rank factors for each frequency slice.
7.3 Sparsity-promoting microseismic source estimation
In chapter 4 of this thesis, we proposed a sparsity-promotion based method to simultane-
ously detect closely spaced microseismic sources and estimate the associated source-time
function. Microseismic events generated by hydraulic fracturing are active for a short du-
ration and mostly localized along fractures. In other words, these microseismic sources
are sparse in space and have finite energy in time. Based on these two assumptions,
we proposed a sparsity-promoting framework that aims to estimate the complete source-
wavelfield, which is sparse in space and has finite energy along time. Given a sufficiently
accurate subsurface velocity model, the resulting source-wavefield also minimizes the dif-
ference between the observed and predicted microseismic data. Since our method is able to
estimate the complete source-wavefield, it can detect multiple closely spaced microseismic
sources with different source-time functions and frequency content without prior assump-
tions on the number of microseismic sources or shape of the the source-time functions.
Because of the ease of implementation of the linearized Bregman algorithm and the
fact that this algorithm solves a convex problem, we chose this algorithm to solve our
sparsity-promoting problem. To resolve closely spaces microseismic sources even within
a half of the dominant wavelength, linearized Bregman algorithm requires a large num-
ber of iterations because of the requirement of higher threshold values. Each iteration
of linearized Bregman algorithm requires solving at least one forward and adjoint wave-
equation. Therefore, linearized-Bregman algorithm can become computationally expensive
for large datasets and also when sources are in close vicinity. To avoid this cost, we pro-
posed to solve the dual of the original sparsity-promoting problem, which can be solved
using quasi-Newton methods such as L-BFGS. By solving the dual problem, where the un-
known is the much smaller observed wavefield at the receivers rather than the full wavefield
everywhere, we achieve much faster convergence in comparison to the original problem.
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To address the issue of ambient noise in microseismic data, we proposed a debiasing ap-
proach in chapter 5. Our debiasing approach allowed us to detect microseismic sources and
estimate the associated source-time functions from microseismic data heavily contaminated
with noise. We incorporated a Curvelet based denoising approach in sparsity-promoting
framework to handle extreme noise issue, which otherwise sparsity-promoting framework
was unable to handle.
We demonstrated the effectiveness of our sparsity-promoting framework on synthetic
microseismic data generated using complex geological models (e.g. Marmousi, BG Com-
pass) mimicking the complexity of earth’s subsurface. Through these experiments, we
demonstrated that our sparsity-promoting framework can detect multiple closely spaced
microseismic sources along with estimating overlapping source-time functions. Also, we
showed that our method can detect these sources located in complex geological structures
such as faults, unconformity etc.
7.4 Sparsity-promoting photoacoustic imaging
In the last part of this thesis (chapter 6), we proposed a sparsity-promoting photoacoustic
imaging method. In comparison to the conventional photoacoustic imaging, which focuses
on estimating the locations of photoabsorbers, our method based on sparsity-promotion can
simultaneously estimate location and source-time functions of photoabsorbers. By estimat-
ing the source-time function, our method allows us to determine the frequency dependence
of photoabsorbers and potentially use this frequency dependence to classify different kinds
of photoabsorbers.
The traditional photoacoustic imaging method is based on back-propagation of data
from transducers. To obtain a good quality image from back-propagation, we need dense
coverage of transducers. Dense coverage of transducers can be expensive in terms of data
storage and operational cost of so many transducers. Whereas, our sparsity-promoting
method produces good quality images along with additional information about source-time
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functions even with smaller number of transducers.
Through synthetic experiments, we also demonstrated the application of our method
to locate the photoabsorbers along a phantom representing a blood vessel. Through these
experiments we also demonstrated that our method can work with poor receiver sampling.
Also, our method is independent of the shape of source-time functions.
7.5 Future research directions
Some of the ideas for the future research direction are as follows:
1. Our parallel version of recursively weighted method is computationally efficient and
allows us to implement it for large scale seismic data. But the current version of this
parallel framework can only work with higher weights. By using higher weights we
are only able to partially exploit the benefits for weighted method for large datasets.
Therefore, a future research direction would be to develop a computationally efficient
version of recursively weighted method for smaller weights to get maximum benefits
of the recursively weighted method.
2. As we discussed, the overlap of shots in the time-jittered acquisition does not al-
low us to reconstruct different frequency slices separately. This poses a challenge
in incorporating weighted matrix completion for time-jittered acquisition. Another
research direction would be to incorporate weights in the time-jittered acquisition to
improve the quality of reconstructed data.
3. The sampling-transformation operators in over-under and simultaneous long offset
acquisition allow to work separately on different frequency slices. Therefore, a re-
search direction could be to implement weighted matrix completion for these kinds
of acquisition to get improved quality of reconstructed data.
4. The sparsity-promoting framework requires storing complete spatio-temporal source-
wavefield. For a large scale 3D data storing the complete source-wavefield can be
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very expensive. A future research direction can be to incorporate check-pointing
strategy in the existing framework. The check-pointing would allow us to store only
a few snapshots or checkpoints rather than storing the complete source-wavefield.
5. The sparsity-promoting photoacoustic imaging assumes photoabsorbers to be local-
ized in space. But these photoabsorbers are not necessarily point sources. Rather
they can be located along a plane (e.g. along a blood vessel) with sharp boundaries.
To get better image of these planes we can use Total-variation (TV) norm (Rudin,
Osher, and Fatemi 1992) in space rather than using the `1 norm. TV-norm is defined






In this section, we justify our parallel implementation of the weighted matrix completion
problem. Beginning at equation 2.2, our original weighted program, we will arrive at equa-
tions 2.15 and 2.16 which specify our implemented parallel counterpart.
Recall equation 2.2
X := arg min
Y
‖QYW‖∗ subject to ‖A(Y)−B‖F ≤ ε.
Because this is a convex program and Q,W are invertible when w1, w2 > 0, we can show
that
QXW := arg min
Y














From a numerical perspective, we wish to avoid implementing the operators Q−1, W−1 due
to the factors w−11 , w
−1
2 which may be large and cause algorithmic instability. Instead, by
multiplying both sides of the constraint of equation A1 by w1w2 we obtain the equivalent
program
QXW := arg min
Y
‖Y‖∗ subject to ‖A(Q̂YŴ)− w1w2B‖F ≤ w1w2ε, (A2)
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where we have defined








Choosing a rank parameter r, we now apply a factorization approach and solve












‖A(Q̂L̄#R̄H#Ŵ)− w1w2B‖F ≤ w1w2ε,
(A3)
which gives the approximation L̄R̄H ≈ QXW. Given an initial left factor estimate, L̄0,
we proceed with a block coordinate descent (Xu and Yin 2013) approach which at the k-th
iteration solves
R̄k := arg min
R̄#
‖R̄#‖2F subject to ‖A(Q̂L̄k−1R̄H#Ŵ)− w1w2B‖F ≤ w1w2ε,
(A4)
and upon output switches to optimize over the left factor
L̄k := arg min
L̄#
‖L̄#‖2F subject to ‖A(Q̂L̄#(R̄k)HŴ)− w1w2B‖F ≤ w1w2ε.
(A5)
After k iterations, we obtain estimate L̄k(R̄k)H ≈ QXW.
Our next goal is to approximately solve problems A5 and A4 in a distributed manner, to
be implemented in a parallel computing architecture. To this end, we apply our approximate
commutative property, i.e., A(Q̂YŴ) ≈ A(Q̂Y)Ŵ and A(Q̂YŴ) ≈ Q̂A(YŴ) for
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large values of w1 and w2. Using these approximations, we obtain
L̄k ≈ arg min
L̄#
‖L̄#‖2F subject to ‖Q̂A(L̄#(R̄k)HŴ)− w1w2Q̂Q̂−1B‖F ≤ w1w2ε.
(A6)
Define B̂L = Q̂−1B. Using the inequality property ‖AB‖F ≤ ‖A‖‖B‖F for any two





‖F ≤ ‖Q̂‖‖A(L̄#(R̄k)HŴ)− w1w2B̂L‖F
= ‖A(L̄#(R̄k)HŴ)− w1w2B̂L‖F .
The last equality holds since ‖Q̂‖ = max{1, w1} = 1. Therefore, if we instead solve
L̃k := arg min
L̄#
‖L̄#‖2F subject to ‖A(L̄#(R̄k)HŴ)− w1w2B̂L‖F ≤ w1w2ε,
(A7)
we expect L̃k ≈ L̄k due to approximate commutativity and therefore L̃k is feasible for A6
. A similar argument can be established for the right factor, where we solve
R̃k := arg min
R̄#
‖R̄#‖2F subject to ‖A(Q̂L̃k−1R̄H#)− w1w2B̂R‖F ≤ w1w2ε, (A8)
with B̂R = BŴ−1.
The main advantage in computing iterates R̃k, L̃k, rather than R̄k, L̄k, is that these
programs allow for a distributed implementation. The data matrices B̂R and B̂L in equa-
tions A8 and A7 are dense (have all non-zero entries) making computation expensive. How-
ever, when the weights w1,2 are relatively large we observe that both dense matrices B̂R,
B̂L can be well approximated by the sparse observed data matrix B. This leads to subprob-
lems 2.15 and 2.16 and concludes our derivation.
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APPENDIX B







‖Q‖2F s.t. ‖F [m](Q)− d‖2 ≤ ε, (B1)






‖Q‖2F + ι‖F [m](Q)−d‖2≤ε, (B2)
where ι is the support function defined as
ιC(x) =
 0 for x ∈ C∞ for x /∈ C .
Plugging the following identity
ι‖F [m](Q)−d‖2≤ε = max
y
〈y,F [m](Q)− d〉 − ε‖y‖2















‖Q‖2F + 〈y,F [m](Q)− d〉
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Applying similar arguments as in (Huang, Ma, and Goldfarb 2013) to our `2,1 norm, we see
that both Ψ(y) and ∇Ψ(y) have close-form representations
Ψ(y) = Φµ(µF [m]T (y))−
µ
2
‖F [m]T (y)‖22 + dTy (B3)
and
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