Three methods of synthesizing correlations for meta-analytic structural equation modeling (SEM) under different degrees and mechanisms of missingness were compared for the estimation of correlation and SEM parameters and goodness-of-fit indices by using Monte Carlo simulation techniques. A revised generalized least squares (GLS) method for synthesizing correlations, weighted-covariance GLS (W-COV GLS), was compared with univariate weighting with untransformed correlations (univariate r) and univariate weighting with Fisher's z-transformed correlations (univariate z). These 3 methods were crossed with listwise and pairwise deletion. Univariate z and W-COV GLS performed similarly, with W-COV GLS providing slightly better estimation of parameters and more correct model rejection rates. Missing not at random data produced high levels of relative bias in correlation and model parameter estimates and higher incorrect SEM model rejection rates. Pairwise deletion resulted in inflated standard errors for all synthesis methods and higher incorrect rejection rates for the SEM model with univariate weighting procedures.
Meta-analysis has become a commonly used technique for summarizing results across studies that investigate relationships between similar variables. Structural equation modeling (SEM) is also a widely used tool in the social and behavioral sciences. The combination of meta-analytic techniques with SEM provides a unique method for theory building (Becker & Schram, 1994; Viswesvaran & Ones, 1995) . Examples where researchers have combined these two methods can be seen in the fields of education, business, and the social sciences.
Two steps are involved in meta-analytic SEM (MA-SEM). The first entails pooling elements of correlation matrices across studies. The second step involves analyzing the resulting pooled matrix by using SEM techniques. (Although it is recommended that covariance rather than correlation matrices be analyzed with SEM [Cudeck, 1989] , all MA-SEM studies to date have synthesized correlation matrices.) A number of studies have used this two-step MA-SEM procedure (e.g., Brown & Peterson, 1993; Carson, Carson, & Roe, 1993; Hom, Caranikas-Walker, Prussia, & Griffeth, 1992; Premack & Hunter, 1988; Verhaeghen & Salthouse, 1997; Whiteside & Becker, 2000) . Premack and Hunter (1988) used MA-SEM to examine the research on the process of unionization by using a theoretical model of that process. Verhaeghen and Salthouse (1997) examined a mediational model of the effects of age on several cognitive measures in adulthood. Brown and Peterson (1993) looked at the antecedents and consequences of salesperson job satisfaction in a path-analytic model.
Several different procedures are available for the first step in MA-SEM. These procedures can be bluntly categorized as univariate and multivariate weighting procedures. The univariate procedures pool each correlation individually across studies, thereby ignoring the inherent dependencies found among correlations computed using responses of a single sample of subjects. The multivariate procedure is designed to take into account the covariances between the correlations when synthesizing the elements of the correlation matrix. The purpose of the current simulation study is to examine the performance of multivariate versus univariate meta-analytic methods of pooling correlations for use in SEM when data are missing. This study expands on past research (such as Becker & Fahrbach, 1994 ; M. W. L. Cheung & Chan, 2005; S. F. Cheung, 2001) to include an assessment of the performance of these synthesis methods under additional conditions. In particular, the degree and mechanism of missing data has not been evaluated for its impact on MA-SEM results. This study presents evidence regarding the performance of meta-analytic methods for synthesizing correlations for use in SEM to help provide guidelines for applied researchers.
Before providing a description of the study itself, the next few sections present methods used to synthesize correlation matrices as well as the methodological dilemmas encountered by researchers attempting to conduct studies with MA-SEM.
Methods for Synthesizing Correlation Matrices

Univariate Weighting
The most frequently implemented approaches to synthesizing correlations use some type of univariate weighting. One such method for synthesizing correlations is that of Hedges and Olkin (H-O; 1985) . The H-O method (univariate r) involves weighting each correlation by the reciprocal of its estimated conditional variance, then averaging the weighted correlations across studies to obtain the synthesized population correlation estimate. Specifically, the equation for the estimated asymptotic conditional variance, v i , of r i for study i is
The reciprocal of this conditional variance is then computed and used as the weight applied to each correlation so that correlation estimates from studies based on larger samples will have more influence on the resulting pooled estimate of the correlations. The formula for the weighted average of correlation coefficients across studies is
where xy is the estimated population correlation coefficient pooled across studies, w i is the weight (w i ϭ 1/v i , the reciprocal of the conditional variance from Equation 1) applied to its corresponding observed study correlation r i for study i, and k is the number of studies. Other possible univariate weighting methods exist, but the H-O method is of interest in the current study.
When synthesizing correlations, some researchers (e.g., Becker & Fahrbach, 1994; Hedges & Olkin, 1985) advocate first transforming each correlation coefficient by using Fisher's (1928) normalizing and variance-stabilizing z transformation:
where z r represents the z transformation for correlation r.
The formula for the conditional variance of the transformed correlation, z r , is
The Fisher's z transformation is applied to each correlation in the matrix prior to the synthesis of the correlations, and the resulting synthesized (transformed) correlations (univariate z) may be transformed back to the correlation metric by using the equation
One of the primary justifications for the use of this Fisher's r-to-z transformation is that it removes the dependence of the estimate of the correlation variance on the sample estimate of the correlation (Becker, 2000) . The distribution of rs sampled from tends to be more skewed as moves away from zero (Hedges & Olkin, 1985) . The use of Fisher's transformation results in a more normal distribution even when there are smaller sample sizes and the population correlation is an extremely large value (Steiger, 1980) .
There is no consensus in the literature regarding the use of the z transformation. Hunter and Schmidt (1990) argued that use of z r can lead to positively biased results and instead were in favor of combining correlations without the z transformation. In a simulation study, Fisher (1928) noted that the z transformation resulted in a small positive bias but that this bias was often negligible. However, when n is very small and the value of is very large (.5 or greater), this positive bias should not be ignored (Strube, 1988) . In a simulation study, Hafdahl (2001) assessed the differences between r and z r for use with meta-analysis and an exploratory factor-analytic model under univariate weighting for the resulting pooled correlation matrix. The study reported that univariate approaches worked well with r and z r in estimating the synthesized correlation matrix, but that when differences emerged between the two, the z r s resulted in less bias. Additional research needs to be conducted to clarify the scenarios in which use of the z transform is beneficial.
Multivariate Weighting
As mentioned previously, the most common method for synthesizing multiple correlations per study is the univariate weighting approach. However, correlations that arise from the same study are not independent, as is assumed when using univariate weighting methods. The use of the univariate weighting approach could lead to biased estimation of the pooled correlation matrix because possible within-study covariation is ignored (Becker, 1992b) . One multivariate technique proposed by Becker (1992b) involves the use of generalized least squares (GLS) to model the dependency between correlations when pooling correlation matrices.
To implement the GLS approach, a variance-covariance matrix, ⌺ i , is estimated for each study's correlation matrix. Each study's ⌺ i is then used to weight its correlations in the computation of the resulting correlation matrix that is synthesized across studies. Olkin and Siotani (1976) derived the formulas for the estimation of the variance and covariance for the large-sample normal approximation to the distribution of a vector of correlation estimates. For study i, the large-sample population variance of the correlation estimate between variables s and t in study i, r ist , with population correlation of ist is
where n i represents the sample size for study i. The largesample covariance, ist,iuv , between population correlations ist and iuv is rist,riuv ϭ ͓0.5 ist iuv ͑ isu 2 ϩ isv 2 ϩ itu 2 ϩ itv 2 ͒ ϩ isu itv ϩ isv itu Ϫ ͑ ist isu isv ϩ its itu itv ϩ ius iut iuv ϩ ivs ivt ivu ͔͒/n i (7) (Olkin & Siotani, 1976) . Because the population parameters, , are unknown, estimates of the variances and covariances for the correlations can be obtained by substituting sample estimates, r, for the corresponding values of . Once the elements of each study's variance-covariance matrix, ⌺ i , are computed, it can then be used to solve the equation
where r is the k px1 stacked vector of the studies' observed correlations (for a meta-analysis based on k studies with p correlations being synthesized). In Equation 8, X is a stack of k pxp identity matrices. The large estimated sample variance-covariance matrix, ⌺ , is a blockwise diagonal matrix consisting of each study's variance-covariance matrix (⌺ 1 through ⌺ k ) arrayed along the diagonal (Becker, 1992b) . The use of GLS for synthesizing correlation matrices, in theory, should result in more accurate estimates because it accounts for the dependency between correlations. However, several simulation studies have instead reported the poor performance of GLS in comparison with univariate weighting techniques for the estimation of the pooled correlation matrix and the ensuing structural models (e.g., Becker & Fahrbach, 1994; S. F. Cheung, 2001) .
Because of the poor performance of GLS in pooling correlation matrices, several researchers have proposed different adaptations of the GLS method. Becker and Fahrbach (1994) and S. F. Cheung (2001) both noted that the inefficiency of the estimates of the covariance between correlations in the variance-covariance matrix, ⌺ , might have resulted in the inadequate performance of GLS. Because each covariance was estimated by using individual correlations containing measurement and sampling error, both studies proposed computing a more reliable estimate of each population correlation, specifically using some type of average correlation across studies to estimate the variances and covariances. In Becker and Fahrbach's (1994) simulation study, the covariance was computed by using the simple average of the relevant correlations for the estimates of population correlations (here termed the average-⌺ GLS method). In S. F. Cheung's (2001) simulation study, instead of a simple average, a univariate weighting approach was used (in which each correlation was weighted by its sample size) to provide correlation estimates (here called the weighted-average-⌺ GLS procedure). These average correlations were then substituted into Equations 6 and 7 along with each study's actual sample size, n i , to estimate each study's variance-covariance matrix. This meant that under the modifications of the GLS procedure, Equations 6 and 7 became 
where r jk represents the average correlation estimate between variables j and k. The traditional GLS procedures apply for the additional steps necessary for the computation of the final pooled correlation matrix, (see Equation 8 ). Becker and Fahrbach (1994) conducted a simulation study to compare the performance of the traditional GLS versus the average-⌺ GLS method for computing the variance-covariance matrix. Whereas traditional GLS procedures yielded moderate to severe positive bias, the bias was minimal when using average correlations to compute the variance-covariance matrix with GLS, and superior to the univariate weighting method. This study also indicated the improved performance of the average-⌺ method when paired with the use of Fisher's z transformation. S. F. Cheung's (2001) simulation study compared the performance of the weighted-average-⌺ GLS, the traditional GLS, and univariate weighting methods. The weighted-average-⌺ GLS method outperformed both the univariate weighting and the traditional GLS procedures with its higher power to reject the assumption of a homogeneous correlation matrix by using the chi-square test when the correlation matrix was actually heterogeneous.
A variation on S. F. Cheung's (2001) weighted-average-⌺ GLS procedure was investigated in the current study. Hedges and Olkin's (1985) univariate inverse-variance weighting method for synthesizing correlations (see Equation 1) was used rather than the sample-size weighting procedure implemented by S. F. Cheung (2001) in order to make a more balanced comparison between the univariate synthesis of correlations and the multivariate approach investigated in this study. These synthesized correlations were then used to compute the variances and covariances (see Equations 9 and 10, respectively). To differentiate this method from those used by Becker and Fahrbach (1994) and S. F. Cheung (2001) , the procedure used in this study will be referred to as weighted-covariance GLS (W-COV GLS).
Although studies are frequently designed to investigate more than one outcome, it is uncommon for all studies in a meta-analysis to report all correlations for the matrix of interest to a researcher interested in using MA-SEM. Thus, meta-analysts frequently encounter dilemmas concerning procedures for handling missing data. The next section will briefly discuss missing-data methods and the associated concerns.
Missing Data in Meta-Analytic Studies
In conventional statistical analyses, missingness refers to a missing value on a variable for an individual "case," where a case is typically a study participant. In the metaanalytic context, however, the case for which missingness might occur refers to a study, and the missing value could refer to a missing effect (Pigott, 1994) . When the effect of interest is a correlation, the correlation would not be reported for a study when one (or both) of the pair of variables is not measured. In meta-analytic data sets it should be remembered that when missing data are present, they occur at the primary study level (e.g., a missing effect size), whereas missing data in nonmeta-analytic data sets occur at the case (individual) level (e.g., a missing value on a variable). Hereafter, any reference to missing data will refer to data missing at the primary study level for a meta-analytic data set.
As with conventional statistical analyses, missing-data mechanisms in meta-analysis can be classified into three groups: missing completely at random (MCAR), missing at random (MAR), and missing not at random (MNAR; Little & Rubin, 1987) . With nonmeta-analytic data, these three mechanisms are distinguished by the relationship between the missing data and both the variable for which missingness is observed and the variables for which complete data are available. In the meta-analytic context, these three mechanisms are distinguished by the relationship between the missing effect-size estimate and the effect size of interest for which missingness was observed as well as the other effect sizes for which complete data were available.
In meta-analyses of correlation matrices in particular, a correlation might be missing from a study for several different reasons. For MCAR data, the assumption would be that the correlation is randomly missing. In other words, its missingness is unrelated to any of the other correlations in the data set. In the discussion of procedures used to handle missing meta-analytic data, Pigott (1994) provided an example of meta-analytic MCAR missingness. In the example, information was missing for a study as a result of insufficient research funding being available to measure the relevant variable, or effect, where such funding was unrelated to the program being evaluated in the meta-analysis as well as to "the types of subjects involved, or other characteristics of the study itself " (Pigott, 1994, p. 166) . Another possible scenario in which a correlation between two variables might be MCAR from a study could occur if a particular variable assesses a construct that was not yet considered or conceptualized when the primary analysis was conducted.
If, on the other hand, the missing effect is related to one of the completely observed correlations in the meta-analysis, then the missingness is considered MAR. Pigott (1994) cited the example of the meta-analysis author's theoretical orientation as a source of MAR missingness. A certain variable (and thus correlations involving the relationship between that variable and other variables measured in the study) might not be pertinent to a primary study's author, and thus the effect will not be measured or reported.
One of the most likely sources of missingness in metaanalysis occurs as a result of what has been termed the "file drawer problem" (Rosenthal, 1979) , when an author fails to report an effect because of its statistical nonsignificance. This type of missingness would qualify as MNAR because the source of the missingness relates directly to the value of the variable (here, the effect) itself. Another example of when a correlation might not be reported and the missingness would be considered MNAR occurs at the opposite end of the spectrum (in other words, for higher effect estimate values). An author of a primary analysis anticipated a low to moderate, nonsignificant relationship between two variables that might support the discriminant validity of one of the measures. If, however, the value of the resulting correlation was stronger than expected and significant, then the author might purposefully neglect to report the significant correlation. Again, the probability of the correlation being missing was related to the value of the correlation (here, a high value, whereas in the previous example the probability of missingness was high for a low correlation value).
Commonly used methods for handling missing correlations in MA-SEM include listwise deletion (LD) and pairwise deletion (PD). Both methods have potential problems. LD involves dropping all studies that exhibit any missingness. With LD, the researcher makes the assumption that the complete cases are representative of the original sample of studies (Pigott, 1994) . LD has been advocated in scenarios where studies included in a meta-analysis measure constructs by using the same set of variables. The use of LD, however, is not always a realistic alternative for multivariate meta-analysis, particularly when the researcher is interested in a large number of variables. For example, if LD had been used in Premack and Hunter's (1988) applied MA-SEM study, all studies would have been deleted (because each study had some missing values). With PD, no information is lost in that each synthesized correlation is based on all the relevant correlations that are available. However, a problem with PD is that it can result in nonpositive definite correlation matrices because each element of the correlation matrix tends to be computed from a different subset of studies (Arbuckle, 1996) . In addition, there is the problem of determining which sample size to associate with the resulting synthesized correlation matrix in the ensuing SEM analyses of the matrix (because each correlation in the matrix typically has a different sample size associated with it).
Researchers using LD to deal with missing correlations have summed together the sample sizes associated with each study included in the meta-analysis (those studies with no missing correlations) to obtain the total sample size used to estimate the structural model. Several different methods have been used to determine sample size by applied researchers using PD to deal with missing correlations. Typically, researchers have summed the sample sizes associated with each correlation across studies so that each synthesized correlation is based on a different sample size. Then, some average (the mean, median, or harmonic mean) is calculated to describe the total sample sizes associated with each of the synthesized correlations and is used as the sample size when estimating the structural model (e.g., Brown & Peterson, 1993; Carson et al., 1993) . Other applied researchers have used the minimum total sample size associated with the synthesized correlations (e.g., Tett & Meyer, 1993) when estimating the structural model.
When PD is paired with GLS procedures, the vector of correlations, r, and the matrix, X, in Equation 8 are both reduced by removing the rows corresponding to the relevant missing correlations (Becker, 1992b) . In addition, rows and columns corresponding to the missing observations in study i are deleted from the associated covariance matrix, ⌺ i .
Several researchers have examined via simulation studies the performance of various methods of synthesizing correlations when data are MCAR. M. W. L. Cheung and Chan (2005) evaluated the impact on the synthesis of correlation matrices when using PD, and S. F. Cheung (2001) compared LD with PD for dealing with missing correlations. Both studies reported that the traditional GLS procedure resulted in more inflated Type I error rates than did univariate weighting methods in the assessment of the homogeneity of the correlation matrix. However, S. F. Cheung (2001) found that the performance of the weighted-average-⌺ GLS procedure performed better than did traditional GLS and univariate weighting.
When data are MCAR, both LD and PD should result in unbiased SEM parameter estimates for large sample sizes (Bollen, 1989) . In a simulation study, Marsh (1998) reported that when data were MCAR and PD was used, there was little impact of the percentage of missingness (from 1% to 50%) on parameter estimation bias. However, the study also reported that use of PD resulted in positive bias in the estimation of the chi-square test statistic of the data-model fit and that the size of this bias became larger with increasing amounts of missingness. However, because this study pertained only to the use of PD within the SEM context, the generalizability of the findings to MA-SEM are not known.
Several recent simulation studies have examined the performance of MA-SEM by using a synthesized correlation matrix under various conditions with missing correlations. S. F. Cheung's (2001) simulation study examined the performance of both LD and PD crossed with GLS, weightedaverage-⌺ GLS, and univariate weighting with MCAR data. Across the combination of missing data and synthesis procedures, the model parameter estimates were reported to have negligible bias. In evaluating the goodness of fit for the path model, S. F. Cheung (2001) reported that use of LD produced chi-square rejection rates at the nominal level. However, when PD was used, all synthesis methods resulted in inflated rejection rates with the weighted-average-⌺ GLS, resulting in less inflated rates (i.e., the model was rejected closer to the expected nominal 5% rate) than the univariate PD procedure.
M. W. L. Cheung and Chan (2005) found similar inflated rates with PD for traditional GLS and the univariate procedures in their simulation study. They also reported that the SEM parameter estimates for GLS were generally biased except when the sample size was large (500 or 1,000), whereas the parameter estimates for univariate weighting were typically unbiased. The bias of the standard errors of the paths for the univariate weighting methods and the traditional GLS procedure was relatively large.
In addition to the problem of missing correlations, another potential difficulty for MA-SEM is the use of the synthesized correlation matrix for SEM techniques. Ideally, researchers should use covariance matrices with SEM because of potential problems with the resulting estimation of the standard errors when correlation matrices are used (Cudeck, 1989) . However, MA-SEM researchers typically have only correlation matrices available for SEM. It should not, however, be assumed that the results of the SEM with use of a correlation matrix would be the same if a covariance matrix had been used.
MA-SEM simulation studies have only investigated the impact of different synthesis procedures in the presence of MCAR data and have not included the more authentic condition where data are MNAR or MAR, nor has the degree of missing data been manipulated. This study involved a preliminary comparison of synthesis methods in the presence of MNAR data. The performance of several synthesis methods was also compared under varying degrees of missing data (specifically of missing correlations). This study also examined the performance of GLS by using an alternative average ⌺ i enhancement (termed W-COV GLS) to come up with the correlation estimates used in Equations 9 and 10. The specific conditions varied in this study will be detailed in the next section.
Method
A Monte Carlo simulation study was conducted to assess the performance of univariate r and univariate z versus the W-COV GLS procedure for synthesis of correlations for use with MA-SEM under different patterns and types of missingness. Of additional interest in this study was the performance of these methods when using LD versus PD. The results were evaluated in terms of estimation of the pooled correlation matrix as well as the resulting structural equation model parameter estimates and data-model fit.
Study Design
The structural equation model parameters used to generate data for all study conditions include five variables measuring two correlated factors and can be seen in Figure 1 , along with the standardized path values and factor loadings. Values for the factor loadings were chosen to mimic a realistic factor-analytic model with moderate to strong factor loadings as well as a moderately strong relationship between the two factors. The correlations implied by this model and used to generate the simulated data are contained in Table 1 . As would be expected given the pattern of relationships between variables chosen and depicted in Figure 1 , values of correlations between variables assessing the same factor (e.g., V1, V2, and V3) were moderate, whereas correlations between variables assessing distinct factors (such as V1 and V4) were weak. Several factors were manipulated in this study to evaluate the impact of each on the performance of the synthesis methods investigated. To determine reasonable values for the conditions in this study, a review of applied as well as simulation-based MA-SEM studies in the literature was conducted through a search of the PsycINFO database by using the search criteria "metaanalysis" and "structural equation modeling" together and "meta-analysis" and "path analysis" together. In addition, other articles cited in those sources or known to the authors were examined. This resulted in 10 applied peer-reviewed journal articles and 4 simulation articles (as indicated with an asterisk in the References). A summary of the amount of missing data and methods for dealing with missing data for the 10 applied articles is provided next.
Of the 10 applied studies, the majority examined models involving five or six variables (10 or 15 correlations, respectively). In 8 of the 10 studies, the information needed to compute the overall percentage of missing correlations was available. This percentage of missing correlations ranged from 18% to 76%, with a mean value of 60%. Seven of the articles used PD, whereas the other 3 used LD to handle missing correlations. Those studies that used PD to handle missing correlations used a variety of different methods to determine the sample size used for estimating the structural model. These methods included the mean, median, harmonic mean, and the minimum sample size. The characteristics of these applied studies were used to guide the choices for conditions in this simulation study.
Study Conditions
Number of studies. The first design factor varied was the number of studies included in each simulated metaanalysis. In the applied MA-SEM literature, the number of studies included ranged anywhere from 4 studies (Schmidt, Hunter, & Outerbridge, 1986) to 155 studies (Tett & Meyer, 1993) and typically involved around 30 studies. In the simulation studies, typical values examined included small numbers of as low as 5, as well as more moderate numbers, such as 20 or 50 (Becker & Fahrbach, 1994 ; M. W. L. Cheung & Chan, 2005; S. F. Cheung, 2001; Hafdahl, 2001) . Two values were therefore chosen to represent small and moderate numbers of studies included in meta-analyses: 10 and 30, respectively. Percentage of studies with missingness. The second design factor chosen for investigation was the proportion of studies with missing variables. The two levels of missingness used in this study included 40% and 60% of studies with missing data. A description of how missingness was incorporated is provided below. In addition, performance of the four synthesis methods was evaluated for the 10-and 30-studies conditions to serve as a baseline condition involving no missingness.
Percentage of variables missing. The third design factor varied was the percentage of missing variables within the studies that were selected to have missing data. Two levels were chosen to reflect different degrees of missingness. Within studies designated to have missingness, these two conditions included scenarios where 40% and 60% of the variables were missing. When 40% of the variables were missing, three out of the five variables were observed, and therefore only 3 ([3 ϫ 2]/2 ϭ 3) out of the 10 correlations were observed (7 of the correlations were missing). When 60% of the variables were missing, two out of the five variables were observed, and therefore only 1 ([2 ϫ 1]/2 ϭ 1) out of the 10 correlations was observed (9 of the correlations were missing).
Combining the patterns of missingness at both the study and variable levels resulted in four degrees of missingness. When 40% of both studies and variables within those studies had missingness, 28% of all correlations were missing. With 40% of studies with missingness and 60% of variables missing within those studies, 36% of all correlations were missing. With 60% of studies with missingness and 40% of variables missing within those studies, 42% of all correlations were missing. In conditions with 60% of studies and variables with missingness, 54% of all correlations were missing.
Type of missingness. The fourth design factor varied was the type of missingness. Two levels of type of missing correlations were chosen: MCAR and MNAR. When data were MCAR, each variable had an equal probability of being missing. Either 40% or 60% of the studies were randomly selected to have missing variables. Then within these studies, either two (40%) or three (60%) of the five variables were randomly designated as missing. This corresponded to either 7 or 9 of the study's 10 correlations being randomly designated as missing in either 40% or 60% of the studies, respectively, within a simulated meta-analysis.
As described above, a variety of scenarios might qualify correlations that are missing from a study as MNAR (when the source of a correlation's missingness is related directly to the value of the correlation estimate itself). For this study, the MNAR condition was designed to match the frequently encountered meta-analytic scenario in which not all variables are included in a primary study's analysis. This means that the correlations between the variable that is missing and any of the other variables in the study will also be missing. If a primary-study researcher sees that a variable has lower correlations with other variables of interest (either in the researcher's study or in previous studies), then the researcher might choose to not include that variable (and thus its associated correlations) in her or his study. To approximate this scenario for this study, variables were chosen to be missing from studies that had the lowest average correlations with other variables. This meant that missingness was contingent on the value of the correlation that was missing (and therefore considered MNAR).
As can be seen in the last row of Table 1 that provides the average correlation for each variable with each of the remaining four variables in the matrix, the two variables V2 and V5 had the lowest average correlations with each of the other variables. Thus, these variables were the ones selected to be missing (in the 40% missing variables condition). More specifically, the seven correlations involving these two variables were designated as missing in the 40% missing variables condition.
In the 40% missing variables condition, the studies for which missingness was introduced were chosen by summing together the values for the seven correlations involving V2 and V5 (r 12 , r 32 , r 42 , r 52 , r 53 , and r 54 ). The sums of these values were then rank ordered, and the appropriate number of studies (in the simulated meta-analysis) with the smallest values for that sum was designated to have the seven correlation estimates missing. The appropriate number of studies for which this missingness was introduced for a condition was the product of the number of studies and the percentage of studies with missingness. (Thus, for example, in the 10-studies condition in which 40% of the studies were missing correlations, the 4 studies with the smallest values for these sums were designated to have missing correlations that involved V2 and/or V5). For the 60% missing variables conditions, a third variable with the lowest average correlation was selected to be missing. Because either V4 or V1 could have been selected as the third variable (see the last row in Table 1 ), V4 along with V2 and V5 were set to be missing from studies. The same method was used for selecting the studies that were missing correlations as is described above for the 40% variables missing conditions. Last, the within-study sample size was kept to a constant value of 100 across conditions. Although this does not match what is commonly found in applied meta-analyses (where sample sizes vary across studies), it removed any confound associated with varying sample sizes between studies within a meta-analysis.
In summary, the four design factors examined in this study were fully crossed (2 [number of studies] ϫ 2 [percentage of studies with missing variables] ϫ 2 [percentage of missing variables] ϫ 2 [type of missingness]). Each of these 16 conditions was compared for their performance by using three different methods for synthesizing the pooled correlation matrix: univariate weighting (univariate r), univariate weighting with z transformation (univariate z), and multivariate weighting (W-COV GLS). Each of these three methods was paired with LD and PD, resulting in a total of six different methods for synthesizing correlation matrices when data are missing.
Although correlations were z transformed with univariate weighting, the z transformation was not used with W-COV GLS. Although use of the z transformation with W-COV GLS would have resulted in a more balanced design, its use under the constant within-study sample size used in this study would be redundant. When within-study sample sizes are equal, univariate z and the z transformation with W-COV GLS result in the same synthesized correlation values (see Gagné, Furlow, & Beretvas, 2004) . Therefore, the z transformation provided no new information and was not used with W-COV GLS in this study. Institute, 2001 ) was used to generate data by using a fixed-effects model. Using the correlation matrix (see Table 1 ) implied by the model parameters (see Figure 1 ), we generated scores for the relevant condition by assuming a multivariate normal distribution. For each study, i, a sample size of 100 was used. For study i, there were then 100 rows of five normally distributed independent scores. The raw data for a study were then multiplied by the square root of the generating population correlation matrix in Table 1 . This Cholesky decomposition results in multivariate normally generated data with intercorrelations described by the relevant generating-population correlation matrix. A matrix of correlation estimates was then computed from the study's generated raw data.
Data Generation
SAS/IML Version 8.2 (SAS
For each replication, this procedure was done k times, thereby resulting in k correlation matrices providing data for one simulated meta-analysis. For each of the study conditions, these steps were replicated 1,000 times, resulting in 1,000 simulated meta-analyses per condition. For each simulated meta-analysis in the no-missingness conditions, the correlations were synthesized across the k studies by using each of the three pooling methods (univariate r, univariate z, and W-COV GLS). The procedures for univariate r, univariate z, and W-COV GLS used in this study followed the steps explained earlier. Following the computation of the synthesized correlation matrices, each was used to estimate the SEM model presented in Figure 1 . For the remaining conditions, after the data were generated, missingness was built into the data according to the associated condition being simulated. Following the use of LD or PD to handle the missing correlations, the three pooling methods were then used to synthesize the correlations on the basis of missing data. Each of the six synthesized correlation matrices (based on the three synthesis methods paired with PD or LD methods) were used to estimate the SEM model presented in Figure 1 .
The basis for the SAS/IML program used to synthesize the correlations came from a program developed by M. W. L. Cheung (2003) that was originally designed to synthesize correlations by using the H-O univariate weighting with the z transformation and with traditional GLS procedures. However, the program was modified for this study in order to use the W-COV GLS procedure as well as to implement the H-O procedure with untransformed correlations.
Most SEM programs use estimation procedures, such as maximum likelihood estimation, that are designed for analysis of covariance matrices. When these estimation procedures are used to analyze correlation matrices in certain scenarios (including estimation of models that are not scale invariant and for parameters that are not scale-free), the resulting standard error estimates can be biased and the chi-square model-fit statistics will be incorrect (Cudeck, 1989) . If a model is scale invariant, then the standard errors of the parameters that are not scale-free will be problematic. The standard errors of scale-free parameters and the model chi-square statistic will be fine. Fortunately, a few SEM programs (including Lisrel [Jöreskog & Sörbom, 1996] , SEPATH [Steiger, 1999] , RAMONA [Browne, 1997] , and Mx [Neale, Boker, Xie, & Maes, 2002] ) provide corrections to the standard error estimates so that they are no longer biased when correlation matrices are explained with a scaleinvariant model. For this reason, the factor analytic model was reformulated by using these corrections in LISREL Version 8 (these corrections were specified in the equations used to estimate the structural model) in order to provide accurate standard error estimates (Jöreskog, Sörbom, du Toit, & du Toit, 2000) . This model was used to estimate the parameters in the model depicted in Figure 1 for each of the synthesized correlation matrices. It should also be noted that the model being estimated is scale invariant (Cudeck, 1989) , thereby negating possible problems with the model-fit chisquare statistic.
For conditions in which LD was used to handle missingness, the sample size associated with the synthesized correlation matrix being analyzed by using SEM was the sum total of the sample sizes from each of the studies not deleted from the simulated meta-analysis (those that had no missing correlations). This matches the sample size most typically used in applied MA-SEM analyses that use LD. With PD, the sample size used was calculated by summing sample sizes across studies for each synthesized correlation and then selecting the minimum summed value to estimate the structural model. The minimum sample size was chosen because it is used by some applied MA-SEM researchers (e.g., Tett & Meyer, 1993) and because the results of Marsh's (1998) simulation study indicated that use of the minimum sample size was most effective in producing accurate results when PD was used to construct a correlation matrix.
Data Analysis
To evaluate the estimation of each parameter of interest, Hoogland and Boomsma's (1998) percentage relative bias, B(), was used, where
and j is the average of the parameter estimates for the jth parameter across the 1,000 replications and j is the corresponding parameter value. Hoogland and Boomsma (1998) recommended that bias estimates be within 5% of the corresponding population value. In addition, the accuracy of the standard error estimates associated with each parameter of interest was assessed by using the standard error's percentage relative bias, B(sê ), where
where sê j is the mean of the estimated standard errors of the corresponding parameter estimate, j , and sê j is an estimate of the population value of the standard error of j , calculated by using the standard deviation of the relevant parameter estimates across the 1,000 replications (Hoogland & Boomsma, 1998) . Hoogland and Boomsma recommended using a cutoff of 10% bias or lower for acceptable levels of standard error bias.
Pooled correlation matrix. The estimated pooled correlation matrices were compared across the 1,000 replications for each condition. The recovery of the pooled correlations was evaluated by using the percentage relative bias (Hoogland & Boomsma, 1998) for each of the 10 synthesized individual correlation estimates.
Fitting the structural equation model. Several methods were used to compare the performance of the six different methods for pooling correlation matrices in terms of the resulting structural equation model parameter estimates. First, under each condition, the relative bias for each of the seven parameter estimates (the six factor loadings and one interfactor correlation depicted in Figure 1 ) was computed by using Equation 11. In addition to the assessment of bias, the precision was evaluated by using the square root of each parameter estimate's variance across replications. Smaller values indicate greater precision of estimation. Values of the standard error's bias were also calculated for each parameter by using Equation 12 and were evaluated. Tests of the goodness of fit of the model were evaluated across conditions. Specifically, the proportions of (correct) model rejections based on the chi-square test with an alpha level of .05 were tallied. Rejection rates based on Hu and Bentler's (1999) joint criteria for assessing data-model fit were also calculated. Their criteria include a comparative fit index greater than or equal to .96 with a standardized root-meansquare residual (SRMR) less than or equal to .10. An alternative criterion also suggested and investigated here involved a root-mean-square error of approximation less than .06 with a SRMR less than or equal to .10.
In addition to the descriptive analyses, and only for parameters that were found to be estimated with substantial bias, mixed-design analyses of variance (ANOVAs) were conducted to compare the performance of each of the six methods of synthesizing correlations. The relative percentage bias was used as the dependent measure with the synthesis method (W-COV GLS, univariate r, and univariate z), and method for dealing with missingness (LD and PD) provided the repeated measures or "within-replication" factors of interest. Main effects and two-way interactions between these repeated measures factors were evaluated. Between-replication factors that were also added to the ANOVAs included type of missingness, number of studies per meta-analysis, percentage of studies with missingness and percentage of variables that are missing. Main and two-way interaction effects for the between-replication factors were also assessed. The partial eta-squared statistic was computed, which provides an effect-size measure representing the proportion of variance explained by each effect out of the total variance associated with that effect. Use of eta-squared is encouraged for certain research designs (Pedhazur, 1997), whereas researchers support the use of partial eta-squared as an effect-size estimate in other cases (Keppel & Wickens, 2004) . Partial eta-squared is encouraged for use in studies with several experimentally manipulated factors. Although it should be emphasized that partial eta-squares do not sum to a value of one, use of this effect-size estimate does not penalize a factor's effect estimate as a result of the inclusion of additional factors in the study's design (Tabachnick & Fidell, 1996) . Because a large number (both main and interaction) of effects were being tested simultaneously in each mixed-design ANOVA, a conservative alpha level of .01 was used along with a minimal cutoff of .14 for the associated partial eta-squared that qualified the effect size as strong (Kirk, 1995) .
Results
Nonpositive Definite Correlation Matrices
In the simulated meta-analyses, nonpositive definite (NPD) synthesized correlation matrices occurred in several replications in most conditions. Of the 1,000 replications in a condition, at most there were seven NPD correlation matrices, whereas the majority of conditions had only one or two inadmissible solutions. None of the six methods of synthesizing correlations was more likely to produce NPD correlation matrices. There was also no difference in the amount of NPD results regardless of whether PD or LD was used in synthesizing the correlation matrices, suggesting that the use of PD with MA-SEM may not be a problem.
Sample Size
The use of the minimum sample size to estimate the structural model resulted in total sample sizes that ranged from 400 to 700 across conditions when 10 studies were synthesized. When 30 studies were synthesized, the total minimum sample size ranged from 1,200 to 2,000 across conditions.
Because of the large amount of information in this study, only a few representative tables will be reported for the relative bias of the correlation and SEM parameter estimates and for the standard-error bias estimates of the SEM parameters. (Additional materials are on the Web at http:// dx.doi.org/10.1037/1082-989X.10.2.227.supp.)
Synthesized Correlation Estimates
The percentage relative bias values for the correlation estimates (used to estimate the SEM model in Figure 1 ) were summarized for each of the 10 correlations under conditions of no missingness. These results appear in the top half of Table 2 . All three estimation methods recovered the correlation and SEM model parameter estimates with no substantial bias. It can be seen, however, that although the univariate-r method was not substantially biased, it did tend to be more positively biased than univariate z and W-COV GLS. In addition, whereas univariate r tended to inflate the estimates of the correlations, W-COV GLS tended to result in very slight underestimation of the correlations. The percentage relative bias was also summarized for the correlation estimates when missingness had been introduced into the data. When the data were MCAR, all 10 of the synthesized correlation estimates were within 5% of the population value regardless of the number of studies, amount of missingness, type of deletion, and method used to synthesize the correlations. These relative bias estimates for MCAR data were comparable to the estimates from the baseline condition with no missing correlations (contained in Table 2 ).
Substantial bias was found under varying conditions and estimation methods for 8 of the 10 correlations when data were MNAR. The correlations that did not exhibit substantial bias across conditions were estimates of 31 and 43 . The vast majority of relative bias estimates were lower than Hoogland and Boomsma's (1998) cutoff of 5% (with highest values of 6.4% for 31 and 43 , respectively). The results for 31 were very similar to those of 43 and are presented in Table 3 . The remaining correlations exhibited substantial bias, although there seemed to be two levels to this substantial bias. For the MNAR conditions, the correlations with the smallest true generating values ( 51 , 42 , and 52 ) each exhibited a higher degree of bias, with respective means of 17.6%, 17.7%, and 24.6%. Table 4 contains the relative bias estimates for correlation 52 , which had the most biased estimation. Figures 2, 3 , and 4 contain graphs depicting the average percentage of relative bias for each condition and synthesis method (crossed with LD and PD) for each of the three correlations for which substantial bias was found. (Table 5 should be used with all figures to identify the data-generation conditions associated with the relevant condition number appearing in the figure.) The estimates of the remaining correlations ( 21 , 41 , 23 , 53 , and 54 ) also exhibited bias exceeding Hoogland and Boomsma's (1998) criteria, but their degree of bias was on average about 10% lower than that found for the previous three correlations. The mean bias for the MNAR conditions of the estimates of these five correlations was 7.8%, 8.2%, 8.0%, 8.0%, and 7.9%, respectively. Table 5 should be referenced to obtain the combinations of conditions for each datageneration condition number depicted in the graphs.
The patterns of the sources of this bias found for the MNAR data were investigated by using only the results of the ANOVA and were found to be consistent for these eight estimates. As mentioned, the large number of replications ensured the power of the statistical significance tests conducted. To assist with interpretation of the results, the magnitude of the partial eta-squared effect sizes were used. Table 7 lists the values of the partial eta-squared for the within-and between-replications factors' main and two-way interaction effects. Two consistently strong effects appear: Note. W-COV GLS ϭ weighted-covariance generalized least squares; k ϭ number of studies; Missing mech. ϭ missing data mechanism; Var. ϭ variables; LD ϭ listwise deletion; PD ϭ pairwise deletion; MCAR ϭ missing completely at random; MNAR ϭ missing not at random. Note. W-COV GLS ϭ weighted-covariance generalized least squares; k ϭ number of studies; Missing mech. ϭ missing data mechanism; Var. ϭ variables; LD ϭ listwise deletion; PD ϭ pairwise deletion; MCAR ϭ missing completely at random; MNAR ϭ missing not at random. Table 5 for the specific combinations of conditions associated with each condition number. The lines connecting the conditions' average relative bias are not trend lines; they are included to enhance readability of the plots. Excess parameter relative bias can be inferred for values of magnitude greater than 5% and is identified in the figure by the x-axis (Ϫ5%) and the horizontal line inserted at 5%. the main effect for the synthesis method (W-COV GLS, univariate r, or univariate z) and the type of deletion used (PD or LD). In addition, the interaction of these two withinreplications factors was generally strong, with the majority of the partial eta-squared values equaling or exceeding .14 (ranging from .04 to .17). The sole between-replication factor that had a strong effect was the number of studies in the meta-analysis (10 or 30). The synthesis method effect was found to be consistent across the eight correlations estimated with substantial bias. The average relative bias across the MNAR conditions was calculated for each of the eight correlations. This average was worse for the two univariate synthesis methods than for the W-COV GLS method across correlation estimates. The univariate-r method exhibited the worst bias of the three synthesis methods in the estimation of correlations. The overall percentage relative bias means across correlations for univariate r, univariate z, and W-COV GLS were 14.5%, 12.5%, and 10.4%, respectively.
An investigation of the interaction between deletion and synthesis methods revealed no differences between PD and LD results when paired with univariate-r synthesis. The same held for the univariate-z method. (The largest difference in the average percentage relative bias between the LD and PD estimates under these two univariate synthesis methods was .01%.) Differences were found, however, between LD and PD estimates when paired with the W-COV GLS method. Across the eight correlations, the overall mean percentage relative bias was less when PD was used (M ϭ 9.5%) than when LD was used (M ϭ 12.6%). The levels of bias when W-COV GLS was combined with LD, however, were still lower than the bias for the univariately synthesized estimates. Last, in the MNAR conditions, slightly less bias was found across correlations when 30 studies were synthesized rather than 10, with overall mean relative bias values of 12.5% and 13.6%, respectively.
An investigation of the interaction between deletion and synthesis methods revealed no differences between PD and LD results when paired with univariate-r synthesis. Thesame held for the univariate-z method. (The largest difference in the average percentage relative bias between the LD and PD estimates under these two univariate synthesis methods was .01%.) Differences were found, however, between LD and PD estimates when paired with the W-COV GLS method. Across the eight correlations, the overall mean percentage relative bias was less when PD was used (M ϭ 9.5%) than when LD was used (M ϭ 12.6%). The levels of bias when W-COV GLS was combined with LD, however, were still lower than the bias for the univariately synthesized estimates. Last, in the MNAR conditions, slightly less bias was found across correlations when 30 Table 5 for the specific combinations of conditions associated with each condition number. The lines connecting the conditions' average relative bias are not trend lines; they are included to enhance readability of the plots. Excess parameter relative bias can be inferred for values of magnitude greater than 5% and is identified in the figure by the x-axis (Ϫ5%) and the horizontal line inserted at 5%. studies were synthesized rather than 10, with overall mean relative bias values of 12.5% and 13.6%, respectively.
Relative Percentage Bias of Model Parameter Estimates
The relative percentage bias values for the SEM model parameter estimates were summarized for each of the seven parameters (six factor loadings of each variable i on the relevant factor j, ij , and one interfactor correlation, F1F2 ) under conditions of no missingness. These results appear in the bottom half of Table 2 . As would be expected given the lack of substantial bias in the estimation of the correlation matrices' elements with no missingness, no substantial bias was found in the estimation of the parameters. Of the three methods, the univariate-r synthesis method resulted in the highest degree of bias, although its percentage of relative bias values was never higher than 1.7%.
The percentage of relative bias was also calculated for the SEM model parameter estimates in the conditions in which missingness had been introduced into the data sets. As with the correlation estimates, when the data were MCAR, no substantial bias was identified. For four of the loading estimates ( V1F1 , V3F1 , V3F2 , and V4F2 ), no substantial bias was found even in the MNAR conditions. Table 8 demonstrates the pattern of values for relative percentage bias for one of these four loading estimates ( V1F1 ).
Substantial bias was found for the MNAR conditions for only three of the seven SEM model parameter estimates. Specifically, substantial bias was found for two loadings ( V2F1 and V5F2 ) and for the correlation estimated between the two factors ( F1F2 ). Relative percentage bias values for one of the loadings ( V2F1 ) are presented in Table 9 and for F1F2 in Table 10 . The amount of bias found was, however, not as extreme as that found for some of the correlations' estimates. The average amount of bias in the MNAR conditions were 6.5%, 6.1%, and 7.9% for V2F1 , V5F2 , and F1F2 , respectively. Figures 7, 8, and 9 contain graphs of the relative bias estimates for these three SEM parameters that exhibited substantial bias. (Additional materials are on the Web at http://dx.doi.org/10.1037/1082-989X.10.2.227.supp.)
The source of the bias in each of the three parameters' estimates was investigated by using the mixed-design ANOVA with the relative percentage bias in the MNAR conditions as the outcome. The study design conditions (between-replication effects) did not have substantial effects on the bias in the estimation of these three parameters as evidenced by the partial eta-squared values that were consistently lower than .06. The three within-replication effects had large partial eta-squared values. The strongest effect was found for the synthesis method (with partial-2 values of .68, .62, and .34 for V2F1 , V5F2 , and F1F2 , respectively). The patterns were consistent across the three parameters, with W-COV GLS synthesis resulting in the least bias (with average relative bias across the three parameters in MNAR conditions of 5.96%). As would be expected, given the correlation estimates' pattern of bias, the bias in univariate-z synthesized estimates was lower (M ϭ 7.04%) than the average for univariate-r synthesis (M ϭ 7.60%). 11.6 11.6 9.7 9.7 9.1 6.2
Note. W-COV GLS ϭ weighted-covariance generalized least squares; k ϭ number of studies; Missing mech. ϭ missing data mechanism; Var. ϭ variables; LD ϭ listwise deletion; PD ϭ pairwise deletion; MCAR ϭ missing completely at random; MNAR ϭ missing not at random.
Strong interaction effects were detected for the V2F1 , V5F2 , and F1F2 parameter estimates (partial-2 values were .60, .43, and .56, respectively). For the loading parameters, bias was worse when PD rather than LD was paired with either of the univariate synthesis methods. The reverse was found for W-COV GLS, for which use of PD resulted in less bias than when LD was used to handle missingness. This was not the case for the estimation of the correlation between factors. For the F1F2 parameter, use of LD resulted in greater bias across synthesis methods. Matching the pattern noted in the interaction effects, the deletion method main effect for the V2F1 and V5F2 parameter estimates (partial-2 values of .53 and .19, respectively) was such that PD resulted in more bias than did LD. For the F1F2 parameter estimate (partial 2 ϭ .32), LD resulted in a slightly higher bias.
Precision of Model Parameter Estimates
The mean precision (measured by using the variance of parameter estimates) in the no-missingness conditions was summarized for each of the seven SEM model parameter estimates (values are summarized in Table 11 ). Precision estimate values were very small, ranging from .026 to .050 for the 10-studies conditions and from .015 to .028 for the 30-studies conditions across the three synthesis methods (again, lower values are associated with greater precision). The precision estimates were the same to two decimal places across the three methods for each parameter. Variability in the precision was examined for each parameter, with the least precision found for the V3F1 , V3F2 , and F1F2 parameter estimates.
The mean precision was also calculated for the MCAR and MNAR data. The majority of the parameters' precision estimates were comparable with those found when there was no missingness. Precision values for data sets with missingness ranged from .017 to .084. As would be expected, less precision was found for the data sets with missingness than for those without it. In general, the degree of precision for data sets with missingness relative to the precision estimated for data sets without missingness (see Table 11 ) remained fairly consistent across parameters. (Relative precision was calculated by dividing the difference between MCAR or MNAR data's precision estimates and the nonmissing conditions' precision estimates by the nonmissing data's precision.) The average of this relative Figure 5 . Average percentage relative bias of synthesized correlation, 23 , by condition, synthesis method, and method for handling missingness. See Table 5 for the specific combinations of conditions associated with each condition number. The lines connecting the conditions' average relative bias are not trend lines; they are included to enhance readability of the plots. Excess parameter relative bias can be inferred for values of magnitude greater than 5% and is identified in the figure by the x-axis (Ϫ5%) and the horizontal line inserted at 5%. The tightest hatched lines are used for univariate-r conditions (for each of pairwise deletions [PD] and listwise deletions [LD]), moderately hatched lines connect univariate-z conditions (PD separate from LD), and solid lines connect means for weighted-covariance generalized least squares (W-COV GLS) conditions (again, PD separate from LD). } ϭ univariate r with LD; { ϭ univariate r with PD; OE ϭ univariate z with LD; ‚ ϭ univariate z with PD; ■ ϭ W-COV GLS with LD; ᮀ ϭ W-COV GLS with PD. Figure 6 . Average percentage relative bias of synthesized correlation, 53 , by condition, synthesis method, and method for handling missingness. See Table 5 for the specific combinations of conditions associated with each condition number. The lines connecting the conditions' average relative bias are not trend lines; they are included to enhance readability of the plots. Excess parameter relative bias can be inferred for values of magnitude greater than 5% and is identified in the figure by the x-axis (Ϫ5%) and the horizontal line inserted at 5%. The tightest hatched lines are used for univariate-r conditions (for each of pairwise deletions [PD] and listwise deletions [LD]), moderately hatched lines connect univariate-z conditions (PD separate from LD), and solid lines connect means for weighted-covariance generalized least squares (W-COV GLS) conditions (again, PD separate from LD). } ϭ univariate r with LD; { ϭ univariate r with PD; OE ϭ univariate z with LD; ‚ ϭ univariate z with PD; ■ ϭ W-COV GLS with LD; ᮀ ϭ W-COV GLS with PD. precision across parameters for MNAR and MCAR data was 36.8%, indicating that the precision values of the parameter estimates for MNAR and MCAR data were on average 36.8% larger than corresponding values for the data sets without missingness. The highest degree of relative imprecision was 51.1%.
The three parameters ( V3F1 , V3F2 , and F1F2 ) that were estimated with the least precision in data sets without missingness (see Table 11 ) corresponded to the three parameters estimated with the least precision when data were MCAR or MNAR. Table 12 lists the precision estimates for the V3F2 parameter, which exhibited the least precision. In general across synthesis methods and across the seven parameters estimated, greater precision (i.e., less variability in parameters' estimates) was found when more (30 versus 10) studies were included and when PD was used. Note. W-COV GLS ϭ weighted-covariance generalized least squares; k ϭ number of studies; Missing mech. ϭ missing data mechanism; Var. ϭ variables; LD ϭ listwise deletion; PD ϭ pairwise deletion; MCAR ϭ missing completely at random; MNAR ϭ missing not at random.
Standard Error Estimates
The percentage of relative bias of the standard error estimates of the loadings and the correlation between the factors resulting from the SEM analysis of the data sets without missingness are summarized for each parameter estimated in Table 13 . As can be seen, the univariate-r method resulted in the most standard error bias (although it still did not exceed Hoogland and Boomsma's, 1998 , cutoff of a magnitude of 10% for defining substantial bias). The direction of this bias is such that univariate r tended to Note. W-COV GLS ϭ weighted-covariance generalized least squares; k ϭ number of studies; Missing mech. ϭ missing data mechanism; Var. ϭ variables; LD ϭ listwise deletion; PD ϭ pairwise deletion; MCAR ϭ missing completely at random; MNAR ϭ missing not at random. Note. W-COV GLS ϭ weighted-covariance generalized least squares; k ϭ number of studies; Missing mech. ϭ missing data mechanism; Var. ϭ variables; LD ϭ listwise deletion; PD ϭ pairwise deletion; MCAR ϭ missing completely at random; MNAR ϭ missing not at random.
slightly underestimate the standard errors. Use of W-COV GLS resulted in the least bias in estimation of the parameters' standard errors, with univariate z performing quite similarly. The standard error percentage of relative bias was next summarized for the MCAR and MNAR data sets. Substantial bias was not found across conditions for the standard error estimates of the V3F1 , V3F2 , and V5F2 loadings. For each of these three parameters' standard error estimates, in only 3 out of the 128 bias values across conditions and synthesis methods did the standard error percentage of relative bias just exceed the criterion, with maximum values of Ϫ12%, Ϫ13%, and Ϫ13% for the standard errors of V3F1 , V3F2 , and V5F2 , respectively. Only a few standard error bias values were substantial for the remaining loading parameters ( V1F1 , V2F1 , and V4F2 ) and for the standard error of the correlation between factors. The only commonality found for the combination of conditions and synthesis methods for each of the four parameters was that substantial standard error bias occurred only when PD was used. This did not mean, however, that standard error estimation was problematic for every PD condition. The standard error relative bias values for the parameter with the highest average standard error bias, V1F1 , are displayed in Table 14 . (The overall average standard error bias of estimates of this V1F1 parameter across conditions and synthesis methods was not substantial at a value of 4%.) As can be seen in Table 14 , for the vast majority of cells, the standard error bias values are not problematic and are quite close to those observed for the data sets without missingness (see Table 13 ). However, a few cells contain values greater than 10%, and these cells are consistently PD cells (see Table 14 ). Figures 10, 11 , 12, and 13 contain graphs of the average percentage of relative standard error bias for these four SEM parameters in which slightly more substantial bias was found. (Additional materials are on the Web at http://dx.doi.org/10.1037/1082-989X.10.2.227.supp.) As can be seen from the graphs, the pattern does not appear to be very distinct.
To better understand the source of the bias, mixed-design ANOVAs were conducted by using the standard error relative bias as the outcome and the complete set of withinand between-replication main and two-way interaction effects for each parameter with slight standard error bias. Table 5 for the specific combinations of conditions associated with each condition number. The lines connecting the conditions' average relative bias are not trend lines; they are included to enhance readability of the plots. Excess parameter relative bias can be inferred for values of magnitude greater than 5% and is identified in the figure by the x-axis (Ϫ5%) and the horizontal line inserted at 5%. The tightest hatched lines are used for univariate-r conditions (for each of pairwise deletions [PD] and listwise deletions [LD]), moderately hatched lines connect univariate-z conditions (PD separate from LD), and solid lines connect means for weighted-covariance generalized least squares (W-COV GLS) conditions (again, PD separate from LD). } ϭ univariate r with LD; { ϭ univariate r with PD; OE ϭ univariate z with LD; ‚ ϭ univariate z with PD; ■ ϭ W-COV GLS with LD; ᮀ ϭ W-COV GLS with PD.
Only the two main effects for synthesis method and deletion method were found to have large effects for each of the four parameters. None of the partial eta-squared values exceeded a value of .09 for any of the between-replication factors or for the within-replication synthesis by deletion method interaction effect. The partial eta-squared values for the synthesis method effect for the V1F1 , V2F1 , V4F2 , and F1F2 parameters were .55, .53, .43, and .32, respectively.
The univariate-r estimates were found to be slightly negatively biased (matching the pattern found for univariate r for the nonmissingness condition). The univariate-z and W-COV GLS estimates were slightly positively biased, with W-COV GLS slightly outperformed by univariate z. Because of the patterns of negative and positive bias found within synthesis methods for LD versus PD estimates, the magnitude of the bias found within synthesis methods for LD versus PD estimates, the magnitude of the bias, rather than raw bias values, was investigated. Overall, across the four parameters, the magnitude of the absolute value of the standard error percentage of relative bias was lowest for univariate z (4.3%) as compared with univariate r (4.8%) and W-COV GLS (5.09%). It can be seen that the overall average bias did not exceed Hoogland and Boomsma's (1998) 10% cutoff; only a limited number of combinations of conditions and synthesis methods resulted in substantial standard error bias (see Table 14 ).
As expected, given the pattern seen for each parameter's standard error bias, a strong consistent effect was found for type of deletion (PD versus LD) for each of the V1F1 , V2F1 , V4F2 , and F1F2 parameter estimates (with partial-2 values of .74, .27, .59, and .64, respectively). From the average of the absolute values of the standard error relative bias, PD was found to result in consistently stronger bias than was LD. However, use of LD with the univariate synthesis methods tended to result in negative bias, indicating underestimation of standard errors. When paired with W-COV GLS, LD was associated with only a very slight degree of positive bias.
Goodness-of-Fit Indices for the Structural Model
The chi-square statistic model rejection rates were summarized for data sets with no missingness. (In all cases, the Note. SEM ϭ structural equation model; UNI ϭ univariate; GLS ϭ weighted-covariance generalized least squares; ViFj ϭ a factor loading between variable i and factor j. correct model was being estimated. See Figure 1 .) For the 10-studies conditions, rejection rates of 4.9%, 5.1%, and 6.4% were found for the univariate-z, W-COV GLS, and univariate-r synthesis methods, respectively. For the 30-studies conditions, the rejection rates were higher, with corresponding rates of 5.4% for univariate z and W-COV GLS and 9.2% for univariate r. The Type I error rate associated with model fit exceeded nominal levels for the univariate-r synthesis. Rates were worse when more (30 versus 10) studies were synthesized. This would be expected given that the chi-square statistic is known to be sensitive to sample size, and if more studies are included in a meta-analysis, then the larger will be the associated sample size.
The rejection rates for the data sets with missingness are contained in Table 15 . The univariate weighting methods resulted in inflated Type I error rates (with overall rates of 9.5% and 7.1% for univariate r and univariate z, respectively). The overall rate across conditions for W-COV GLS was approximately at the nominal rate (M ϭ 5.35%). Across synthesis methods, model rejection rates were consistently higher for MNAR data sets than for MCAR data sets. The only condition in which rates were not inflated above the nominal level was for MCAR data, when the W-COV GLS synthesis method was used (M ϭ 4.1%). For meta-analyses based on more (30 rather than 10) studies and thus larger sample sizes, the chi-square test statistic was found to be more sensitive (M ϭ 8.34% and M ϭ 6.29%, respectively). Note. W-COV GLS ϭ weighted-covariance generalized least squares; k ϭ number of studies; Missing mech. ϭ missing data mechanism; Var. ϭ variables; LD ϭ listwise deletion; PD ϭ pairwise deletion; MCAR ϭ missing completely at random; MNAR ϭ missing not at random. No consistent differences emerged between use of PD (M ϭ 7.74%) and LD (M ϭ 6.88%). Last, the effect of percentage of studies and percentage of variables with missingness appeared to be slight and inconsistent with the 60% versus 40% of studies, with missingness associated with similar average rejection rates (M ϭ 7.5% and M ϭ 7.1%, respectively) and the percentage of variables with missingness (60% versus 40%) also associated with similar rejection rates (6.7% and 7.9%, respectively). Hu and Bentler's (1999) joint criteria for the goodness of fit of a model were also examined across all design factors and synthesis methods. The joint criteria of a comparative fit index greater than or equal to .96 and an SRMR less than or equal to .10 resulted in never rejecting the correct model in every design factor and synthesis method. The joint criteria of a root-mean-square error of approximation less than .06 and an SRMR less than or equal to .10 also resulted in never rejecting the correct model. These results are consistent with Hu and Bentler's (1999) simulation study in which a correct model was never rejected by using these joint criteria. Although the chi-square test statistic resulted in sometimes rejecting the correct model, this would be expected given that the chi-square test statistic has a nominal rejection rate equal to alpha (here, 5%). In this study, the chi-square rejection rate was fairly consistent with this expected incorrect rejection rate, although as mentioned above, it sometimes was inflated above the expected 5% level.
Discussion
The purpose of this study was to compare several methods for synthesizing correlations with various patterns and types of missing data. Specifically of interest in this study was a comparison of the multivariate weighting procedure (W-COV GLS) with univariate r and univariate z paired with LD and PD for handling missing correlations. In applied MA-SEM analyses, it is typical for correlations of interest to be missing in primary studies. For various reasons, researchers often do not report all of the relevant correlations in their study (Rosenthal, 1979) . As described earlier, many of these reasons seem to fit within the MNAR mechanism for missingness. To date, simulation studies have not examined the performance of different methods for synthesizing correlations with MNAR data or the effect of varying the amount of missing data. Therefore, this study examined the performance of synthesis methods in terms of the recovery of the true correlation matrix and estimation of the associated structural model parameters under conditions where data were MCAR and other conditions where data were MNAR.
Effects of Missing Data
For MCAR data, no substantial relative bias was found in the estimates of the synthesized correlations or the model parameter estimates, even in the condition with the largest Note. W-COV GLS ϭ weighted-covariance generalized least squares; k ϭ number of studies; Missing mech. ϭ missing data mechanism; Var. ϭ variables; LD ϭ listwise deletion; PD ϭ pairwise deletion; MCAR ϭ missing completely at random; MNAR ϭ missing not at random.
degree of missing data, regardless of the method used to synthesize the correlation matrices or the number of studies included in the meta-analysis. This finding was similar to that found for the baseline condition of no missingness. These findings are also similar to previous MA-SEM simulation research in which MCAR data did not result in substantial relative bias for the SEM parameter estimates (M. W. L. Cheung & Chan, 2005; S. F. Cheung, 2001 ) and where the number of studies included in the meta-analysis did not seem to impact the bias in estimation of the synthesized correlations (Hafdahl, 2001) or the bias in the path and standard error estimates (S. F. Cheung, 2001 ). However, when data were modeled to be MNAR, substantial bias was present for the estimation of some of the synthesized correlations and some of the model parameter estimates. Seven of the eight correlations that displayed substantial bias involved variables V2 and V5 (the variables used to designate missingness for the MNAR condition with 40% of variables missing), and the eighth involved V1 and V4, which was set to be missing when 60% of variables were missing. Because the smallest values of these correlations from each simulated meta-analysis were set to be missing (to implement MNAR), it would be expected that their corresponding synthesized correlation estimates would display biased values. It is interesting to note that the correlations with the largest amounts of relative bias were the smallest correlations from the true generating correlations ( 51 , 42 , and 52 ). Because these correlations were so small in magnitude to begin with, any deviation from their true values would be proportionally larger for these correlations than for correlations that were larger in magnitude, and this difference was reflected in the relative bias values.
For the model parameter estimates, substantial bias was found for two loadings ( V2F1 and V5F2 , which involved the missing variables V2 and V5) and for the correlation between the two factors ( F1F2 ). SEM procedures used to estimate model parameters are designed to minimize the discrepancy between elements of the observed correlation matrix and the matrix implied by the model's parameter Figure 10 . Average percentage relative standard error bias of synthesized structural equation model parameter, V1F1 , by condition, synthesis method, and method for handling missingness. See Table 5 for the specific combinations of conditions associated with each condition number. The lines connecting the conditions' average relative SE bias are not trend lines; they are included to enhance readability of the plots. Excess SE relative bias can be inferred for values of magnitude greater than 10% and is identified in the figure by the x-axis (Ϫ10%) and the horizontal line inserted at 10%. The tightest hatched lines are used for univariate-r conditions (for each of pairwise deletions [PD] and listwise deletions [LD] ), moderately hatched lines connect univariate-z conditions (PD separate from LD), and solid lines connect means for weighted-covariance generalized least squares (W-COV GLS) conditions (again, PD separate from LD). } ϭ univariate r with LD; { ϭ univariate r with PD; OE ϭ univariate z with LD; ‚ ϭ univariate z with PD; ■ ϭ W-COV GLS with LD; ᮀ ϭ W-COV GLS with PD. Figure 11 . Average percentage relative standard error bias of synthesized structural equation model parameter, V2F1 , by condition, synthesis method, and method for handling missingness. See Table 5 for the specific combinations of conditions associated with each condition number. The lines connecting the conditions' average relative SE bias are not trend lines; they are included to enhance readability of the plots. Excess SE relative bias can be inferred for values of magnitude greater than 10% and is identified in the figure by the x-axis (Ϫ10%) and the horizontal line inserted at 10%. The tightest hatched lines are used for univariate-r conditions (for each of pairwise deletions [PD] and listwise deletions [LD] ), moderately hatched lines connect univariate-z conditions (PD separate from LD), and solid lines connect means for weighted-covariance generalized least squares (W-COV GLS) conditions (again, PD separate from LD). } ϭ univariate r with LD; { ϭ univariate r with PD; OE ϭ univariate z with LD; ‚ ϭ univariate z with PD; ■ ϭ W-COV GLS with LD; ᮀ ϭ W-COV GLS with PD.
estimates (Bollen, 1989) .
1 Thus, bias in the SEM parameter estimates will be a function of the bias in the estimation of the original correlations. For example, simple path tracing (Loehlin, 1998) of the SEM model in Figure 1 reveals that the values of the V2F1 , V5F2 , and F1F2 parameter estimates are used in the recovery of the values of the (poorly estimated) synthesized correlation between variables V2 and V5. Thus, if 25 is biased, it is likely that the parameters associated with its decomposition will also be biased. Because the MNAR conditions were designed to set to missing the smallest correlations involving the variables V2 and V5, it would also be expected that the parameter estimates that contribute to the recovery of these correlations would also have substantial relative bias.
In terms of the precision of the model parameters, less precision resulted when 10, rather than 30, studies were included and when LD, rather than PD, was used, indicating that less variability is present in estimation when more information is available. In addition, less precision was found in conditions where data were missing than in the conditions with no missingness. In conditions both with and without missingness, the loading parameter estimates V3F1 , V3F2 , and F1F2 displayed the least amount of precision (i.e., the greatest amount of variability in estimation). The loading parameter estimates with the least precision were also parameters that had not exhibited parameter estimation bias even when data were MNAR. This was not the case for the estimation of the correlation between factors that had been found to be biased in MNAR conditions. The source of this inconsistency in precision is not clear and should be researched further.
In general, estimation of standard errors was found to not be problematic. The vast majority of combinations of conditions and synthesis methods did not result in levels of bias that exceeded Hoogland and Boomsma's criteria (1998) . For the few cells of the few parameters for which standard error estimation was found to be slightly biased, a large Figure 12 . Average percentage relative standard error bias of synthesized structural equation model parameter, V4F2 , by condition, synthesis method, and method for handling missingness. See Table 5 for the specific combinations of conditions associated with each condition number. The lines connecting the conditions' average relative SE bias are not trend lines; they are included to enhance readability of the plots. Excess SE relative bias can be inferred for values of magnitude greater than 10% and is identified in the figure by the x-axis (Ϫ10%) and the horizontal line inserted at 10%. The tightest hatched lines are used for univariate-r conditions (for each of pairwise deletions [PD] and listwise deletions [LD] ), moderately hatched lines connect univariate-z conditions (PD separate from LD), and solid lines connect means for weighted-covariance generalized least squares (W-COV GLS) conditions (again, PD separate from LD). } ϭ univariate r with LD; { ϭ univariate r with PD; OE ϭ univariate z with LD; ‚ ϭ univariate z with PD; ■ ϭ W-COV GLS with LD; ᮀ ϭ W-COV GLS with PD. Figure 13 . Average percentage relative standard error bias of synthesized structural equation model parameter, F1F2 , by condition, synthesis method, and method for handling missingness. See Table 5 for the specific combinations of conditions associated with each condition number. The lines connecting the conditions' average relative SE bias are not trend lines; they are included to enhance readability of the plots. Excess SE relative bias can be inferred for values of magnitude greater than 10% and is identified in the figure by the x-axis (Ϫ10%) and the horizontal line inserted at 10%. The tightest hatched lines are used for univariate-r conditions (for each of pairwise deletions [PD] and listwise deletions [LD]), moderately hatched lines connect univariate-z conditions (PD separate from LD), and solid lines connect means for weighted-covariance generalized least squares (W-COV GLS) conditions (again, PD separate from LD). } ϭ univariate r with LD; { ϭ univariate r with PD; OE ϭ univariate z with LD; ‚ ϭ univariate z with PD; ■ ϭ W-COV GLS with LD; ᮀ ϭ W-COV GLS with PD.
effect was found only for deletion method used, with PD associated with positive estimation bias and LD associated with negative bias of smaller magnitude. Despite the smaller magnitude of the bias found for PD, its direction will result in more conservative Type I error rates that should be preferred over potentially inflated rates.
In terms of the performance of the data-model fit, the chi-square test resulted in close to nominal rates of model rejection with MCAR data for all synthesis methods and rates that were only slightly higher than 5% when correlations were MNAR and multivariately synthesized. However, with MNAR data and univariate weighting, this rejection rate was typically unacceptably high. With MNAR data, the number of studies impacted rejection rates, with the 30-studies condition associated with higher rates. This finding would be expected given the sensitivity to sample size of the chi-square test statistic and the more studies that are included in a meta-analysis, the larger the sample size. When PD rather than LD was used to handle missing data, slightly higher incorrect rejection rates were found. This matches the results of other researchers (M. W. L. Cheung & Chan, 2005; S. F. Cheung, 2001 ) who also found higher rejection rates of the model when PD was used.
Unexpectedly, with univariate weighting procedures, PD, and MNAR data, the chi-square model rejection rates were higher when 40% of variables were missing than when 60% of variables were missing, and this difference was more apparent when 30 studies were synthesized. This difference may result from the size of the sample used to estimate the structural model. With LD, the minimum sample size used to estimate the structural model was the same across replications and was also the same regardless of whether 40% or 60% of variables were missing (when the percentage of studies with missingness was the same). However, when PD was used, the minimum sample size differed between the percentage-missing-variables conditions. When 40% of variables were missing and 30 studies were synthesized, the mean minimum sample size across replications with MNAR data was 1,326, whereas with 60% of variables missing, the mean minimum sample size was 1,200. When only 10 studies were synthesized and 40% of variables were missing, the mean minimum sample size across replications was 412 versus 400 when 60% of variables were missing. As mentioned earlier, the chi-square test is sensitive to sample size and tends to over-reject models with larger sample sizes, thus explaining the larger rejection rates in conditions with 40% of variables missing (and larger sample sizes) than in conditions with 60% of variables missing. The sample sizes were very similar between the missing variables conditions when 10 studies were synthesized; however, when 30 studies were synthesized, the discrepancy between the sample sizes used was much larger and likely explains the difference in the magnitude of the rejection rates between these conditions.
Comparison of Synthesis Methods
In this study, the W-COV GLS procedure consistently performed better than the univariate weighting methods in synthesizing correlations, estimating the model param- Note. W-COV GLS ϭ weighted-covariance generalized least squares; k ϭ number of studies; Missing mech. ϭ missing data mechanism; Var. ϭ variables; LD ϭ listwise deletion; PD ϭ pairwise deletion; MCAR ϭ missing completely at random; MNAR ϭ missing not at random.
eters, and the chi-square assessment of data-model fit across all conditions. This finding is similar to those of S. F. Cheung (2001) and Becker and Fahrbach (1994) , in which use of some form of average-⌺ i GLS procedure produced superior results to that of univariate weighting procedures. The W-COV GLS procedure produced model rejection rates closer to the expected 5% level for the chi-square test than did univariate weighting with both MCAR and MNAR data. The only difference found that did not seem to favor the W-COV GLS method over univariate weighting was in the estimation of the standard errors when PD was used and for only some of the parameters' standard errors under a minimal number of conditions. However, W-COV GLS's standard errors were positively biased, whereas standard errors of the univariate-r method were negatively biased. Negatively biased standard errors will be associated with inflated Type I error rates, with the reverse occurring for positively biased standard errors. Thus, it seems that W-COV GLS's standard error estimation was less problematic than that of univariate r. However, the univariate-z synthesis was associated with the best standard error estimation with only very slight positive bias that occurred infrequently. Use of the more efficient W-COV GLS procedure also avoided the problems found with traditional GLS procedures, such as the substantial bias found in parameter estimation and the over-rejection of the model by using the chi-square test with no missingness or when data were MCAR (Becker & Fahrbach, 1994 ; M. W. L. Cheung & Chan, 2005; S. F. Cheung, 2001; Hafdahl, 2001) . Although the use of traditional GLS resulted in inferior results when compared with univariate weighting methods, in this study W-COV GLS fairly consistently outperformed univariate weighting methods.
For the univariate weighting procedures, univariate z on average produced smaller relative bias estimates in almost every case where bias was present and had model rejection rates closer to the nominal 5% rate than univariate r. This replicated the findings of Becker and Fahrbach (1994) and Hafdahl (2001) , in which z-transformed correlations resulted in more accurate estimation of synthesized correlations and estimation of the structural model parameters than did untransformed correlations that had been univariately synthesized. These findings suggest that the z transformation produces less biased estimates for univariate weighting.
Differences also emerged on the basis of whether PD or LD was used to handle missing data. With univariate weighting and MNAR data, no difference was found between use of LD and PD in the relative bias of the synthesized correlations, whereas LD resulted in better estimation of the model parameters. However, when W-COV GLS was used, PD resulted in more accurate estimates of the synthesized correlations and model parameters (although it should be noted that LD still resulted in more accurate estimation with W-COV GLS than it did with univariate weighting). This suggests that W-COV GLS's use of the covariances between the correlations provides additional information because additional covariances that are not available with LD are incorporated into the estimation (i.e., not deleted).
Limitations and Future Directions
This study was designed to assess the methods most frequently used by applied MA-SEM researchers, although several characteristics of this study could be considered potential limitations. Specifically, use of only PD and LD to handle missing data and the assumption of a fixed-effects model were each limiting. Although use of these methods might not be optimal, their impact on the results of an MA-SEM analysis should be assessed, and the results should be used to inform ensuing practice because these methods are the ones most frequently used by applied MA-SEM researchers.
Although this study focused on the use of PD and LD strategies, there are other less frequently used procedures for handling missing data. Meta-analysts have been known to impute missing values. With single-value imputation, the meta-analyst could replace the missing correlation with one reported in another study that involved the same population. Alternatively, if the researcher believed that the correlation's value was omitted because of statistical nonsignificance, the missingness might be replaced with a value of zero (Pigott, 1994) . A problem with single-value imputation is that it results in an underestimate of the variability in the relevant effect size. Multiple imputation (MI; Rubin, 1987) , however, can provide more accurate reflections of the relevant variability. When MI is used, multiple values are imputed for each missing value and then results are summarized across imputations. Summary across these multiple imputations more suitably captures the uncertainty or imprecision associated with imputation and with the sampling itself. An added benefit of MI is that it has been found to work well with missingness that follows the MAR pattern (Little & Rubin, 1987) . Meta-analytic researchers should be cautioned, however, that although use of MI is expanding with traditional data sets, it has not yet been implemented nor has its performance been evaluated specifically with meta-analytic data. More research should be done to evaluate and demonstrate the use of MI in the research synthesis context.
Although assumption of a fixed-effects model is considered a limitation in this study, applied MA-SEM studies are frequently conducted by assuming a fixed-effects model, and therefore the performance of the conditions in this study under this assumption is important. However, a randomeffects model might provide a more appropriate fit in many MA-SEM studies, particularly when important between-study characteristics impact the variability found between the correlations. In the current study, because a fixed-effects model was also modeled, no comparison was conducted to investigate the effect of using the various methods of synthesizing correlation matrices on the chi-square test of the homogeneity of the correlation matrix. The results of S. F. Cheung's (2001) study indicated that there is little difference between univariate and weighted multivariate synthesis methods in terms of the impact on the test for the homogeneity of correlations under a fixed-effects model. However, in light of S. F. Cheung's finding of the superiority of the power of the weighted average-⌺ GLS method over univariate weighting in rejecting a homogeneous model when a heterogeneous one should have been assumed, future research should be conducted in this area. This research could be designed to assess the rejection rates for the chi-square test of the homogeneity of the correlation matrix under a random-effects model estimated by using W-COV GLS in the presence of missing data.
Another limitation is that this study investigated only the use of the synthesized correlation matrix for estimating the correct, known model. Incorrect standard error estimates can result from the SEM analysis of correlation matrices using estimation procedures designed for the analysis of covariance matrices (Cudeck, 1989 ). LISREL's reformulation of the conventional factor-analytic model was incorporated to ensure that the standard errors in this study were accurate (Jöreskog et al., 2000) . In addition, incorrect model chi-square statistics can result from SEM analysis of a model that is not scale invariant. For this reason, the model that was estimated was chosen to be scale invariant. This avoided having the results for the standard errors and chisquare statistic confounded by inaccuracy as a result of the SEM analysis of correlation matrices.
In this study, use of Hu and Bentler's (1999) joint goodness-of-fit criteria resulted in never rejecting the structural model. However, in this study only the correct model was estimated. Further simulation research should investigate the impact on estimation when models have been misspecified, as well as the performance of the joint criteria on rejecting the misspecified model.
To date, MA-SEM researchers have synthesized only elements of correlation matrices for analysis with SEM.
Researchers who use SEM to analyze synthesized correlation matrices are encouraged to use the software programs that incorporate corrections for the estimation of standard errors and to check whether there is also an appropriate correction for the model chi-square statistic if their model is not scale invariant. Given the limited availability of the programs, MA-SEM researchers are also encouraged to instead use procedures to synthesize covariance matrix elements ) that can then be analyzed without needing standard-error and model-fit indices corrections.
This study explored only MCAR data and one pattern of MNAR missingness. Future investigations should be conducted that model additional patterns of missingness that mimic the patterns usually found in meta-analytic research. This could include MAR as well as alternative patterns of MNAR missingness to the one described here. For example, in the 40% variables missing conditions, we chose correlations that included V2 and V5 to be missing on the basis of their having the lowest average correlations with other variables in the model. However, their average correlations were only slightly different (.342) from two other variables' average correlations (.382). Fuller examination of patterns of MNAR is necessary.
In addition, in an attempt to simplify the simulation, sample sizes were not modeled to vary within meta-analyses. A more authentic generating model could be investigated in which sample sizes within meta-analyses are modeled to vary. Given varying sample sizes, the feasibility of using W-COV GLS with z-transformed correlations could then be assessed because the results will not correspond exactly with those of univariate z, unlike the equal sample size condition (Gagné et al., 2004) .
Finally, several other ideas for future research developed from the implementation of the current study are presented here. First, the appropriate sample size to associate with the model being estimated by using MA-SEM should be investigated, with a focus on examining the impact of sample size used on the estimation of the chi-square model rejection rates, especially when PD is used to handle missing data. Marsh's (1998) simulation study explored the optimal sample size to use with an SEM analysis of a single study's results, for which PD was used to calculate each covariance in the matrix estimated. In Marsh's study, the chi-square test statistic was estimated with less bias when the minimum sample size (for the calculation of a correlation), rather than the mean sample size, was used for the estimation of the structural model. It is hypothesized here that had the mean sample size, rather than the minimum sample size, been used, PD would have exhibited even worse performance than it did in terms of inflated chi-square rejection rates. This should be further explored in future research, particularly because a number of applied MA-SEM researchers have used the mean sample size with PD to estimate the structural model.
Implications for Meta-Analytic SEM Research
In this study, when missing correlations were modeled to be MNAR, inaccurate estimates of the synthesized correlation matrix, the path parameters, the standard error estimates, and the chi-square test of the goodness of fit of the model were found. Applied MA-SEM researchers should attempt to retrieve all correlations of interest by contacting researchers who may have additional unreported data in order to avoid the file-drawer bias. Fortunately, technology has enhanced accessibility to dissertations and associated data that are not always presented in published articles.
This study has also indicated the superior performance of the W-COV GLS procedure over univariate weighting for synthesizing correlations. One of the benefits of W-COV GLS implementation includes the more efficient estimation of the elements of the covariance matrix (see Equations 9 and 10) used in the weighting of studies' correlation estimates. On the basis of the findings in this study, we recommend that the W-COV GLS procedure be implemented in multivariate meta-analytic procedures to account for the dependence between correlations arising from the same study. Its use should be paired with PD because W-COV GLS performance was consistently better when PD, rather than LD, was used to handle missingness. Although its use is recommended, it is still somewhat questionable whether the complexity involved in implementing this W-COV GLS procedure vastly outweighs its superior performance. Additional research is still necessary to determine whether the benefits of the W-COV procedure remain substantially stronger than with univariate weighting under an even fuller set of conditions. It should be noted, however, that if univariate procedures are implemented, this study indicates that use of the z transformation for synthesizing correlations is superior to use of untransformed correlations.
