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Abstract 
This thesis presents a numerical study of the break-up and atomisation of gasoline 
fuel sprays injected into atmospheric flow conditions and environments related to 
combustion chamber conditions. Calculations of the fuel break-up process were 
achieved by four different models: Taylor Analogy Break-up (TAB), the wave 
instability theory (WAVE), the Hybrid Sheet-TAB and the Hybrid WAVE-FIPA 
models. The TAB model relates the break-up process to the droplet oscillations; 
whereas the WAVE models calculate the fuel break-up from the unstable waves on 
the droplet surface. The modified version of the TAB model, called the Hybrid 
Sheet-TAB model delays the start of the break-up further down stream from the 
nozzle tip. A new hybrid model, the WAVE-FIPA model, divides the spray 
atomisation processes into a primary stage, where the WAVE model is used, and a 
secondary stage, which is simulated using experimental correlations to calculate the 
break-up time for the low Weber number droplets. 
The commercially available AVL-FIRE computer code capable of predicting the 
three-dimensional and time dependent behaviour of fuel sprays in turbulent flows 
was used as a research tool to carry out the current study. Conservation equations 
for mass, momentum and energy were solved. An implicit time marching and 
Central differencing scheme were used to integrate these equations in both time 
and space. 
Two test cases were computed for assessment of the four break-up models. The 
first was for a gasoline pressure swirl injection spraying into space and the second 
sprayed into a pressure chamber filled with air at 6 bar. 
Predictions of spray structure, the main flow, droplet size distribution, droplet Weber 
numbers and velocities were obtained for the test cases using all four break-up 
models. Results indicate that the relative performance of the models differ 
depending on the test case, i.e. best predictions were not necessarily obtained by 
the same model in both the atmospheric and high pressure cases. The Hybrid 
Sheet-TAB model gave good gasoline spray predictions for the atmospheric test 
case, whereas the WAVE model computed precise results in the high ambient 
pressure case. 
The calculations of the leading edge of the pre-swirl spray have shown a real 
dependence on the transient region of the spray initial cone angle and mass flow 
rate. The effect of the initial conditions on the early stage of the atomisation, close to 
the injector tip, determines the entire spray characteristics. 
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Latin Symbols Units 
a Parent drop or jet radius m 
A Area m2 
A.J drop drag acceleration m/s2 
Ag drop gravity acceleration m/s2 
B Break-up constant 
Bs Drop break-up size factor 
Bt Drop break up time scale 
Cl Constant of the WAVE-FIPA break-up model 
Co Drag coefficient 
cp Specific heat of constant pressure J/(kg.K) 
Cng Constant related to the nozzle geometry 
Cs Sheet length parameter 
Ct Secondary break-up time scale 
d Diameter m 
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f Function 
F Force N 
g Acceleration of gravity m/s2 
v 
h 
hth 
Specific enthalpy 
Sheet thickness 
10, b Modified Bessel functions of the first kind 
k 
I 
L 
m 
M 
Thermal conductivity 
Wave number 
Turbulence kinetic energy 
Modified Bessel functions of the second kind 
Break-up constant of the ETAB Model 
Wave number 
Turbulence length scale 
Length 
Mass 
Molecular weight 
n. N Drop number 
n Normal vector 
r 
Pressure 
Pressure drop 
Probability 
Heat Flow Rate 
Radius 
Drop Sauter Mean Radius (SMR) 
Universal gas constant 
Re Reynolds number U r Iv 
Rrnax Maximum Residual 
SI.II.III&IV 
Srn 
Sh 
Spray Source terms in the gas phase governing equations 
Chemical reaction source term in the momentum equation 
Chemical reaction source term in the energy equation 
J/kg 
m 
m 
m 
kg 
kg/kgmol 
Pa 
Pa 
W 
m 
m 
J/(kg.K) 
sd Standard deviation m/s 
sdx ' , 
t 
u 
U 
Standard deviation of droplet position m 
Time s 
Dimensionless time of the DDM break-up model 
Truculence correlation time 
Gas velocity 
Drop-gas relative velocity 1 u + u'-v I. velocity 
vi 
s 
m/s 
m/s 
v 
v 
Drop velocity 
Collision frequency 
Volume 
We Weber number pU2 r/ (j 
x 
xos 
Xcm 
y 
Y 
Ycm 
Y 
Ys 
z 
z 
Physical co-ordinate vector 
Drop equator displacement 
The displacement of deformed half-drop centre of mass 
to its equator 
Physical co-ordinate 
Dimensionless drop distortion parameter 
Dimensionless drop distortion parameter of 
the DDS break-up model 
Species mass fraction 
A species 
Physical co-ordinate 
Ohnesorge number 1l/(PPTd) y, 
Greek Symbols 
E 
Er 
4> 
[' 
11 
A. 
A 
v 
e 
Kronecker Delta 
Droplet position change due to the gas turbulence 
Gas turbulent velocity change 
Numerical time-step 
Turbulence kinetic energy dissipation rate 
Density ratio (p,,pg) 
Dynamic viscosity ratio (J.l'/f.1g) 
Variable quantity 
Turbulence exchange coefficient 
Wave amplitude 
Wavelength 
Maximum wavelength 
Dynamic viscosity 
Kinematics viscosity 
Spray (half) angle 
Void fractions of the gas phase in the computational cell 
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m 
m 
m 
m 
kg/kg 
m 
Units 
unity 
m 
m/s 
m 
m 
m 
p Density kg/m3 
cr Surface tension N/m 
'! ij Shear stress tensor Pa 
co Wave growth rate S-1 
n Maximum wave growth rate S-1 
Subscripts 
1 Larger drop in collision 
2 Smaller drop in collision 
b Bag break-up 
bu Break-up 
c Computational cell 
ch Characteristic 
coli Collision of droplets 
d Droplet 
D Drop drag 
dt Droplet turbulence 
f Final 
g Gas phase 
el Elapsed time from start of calculation 
i ,j, m, n, k, I Index in the governing equations 
inj Injection 
I Liquid phase 
m Mass 
n Nozzle 
0 Initial, outgoing 
pen Penteration 
r Radius 
res Residence time 
s Surface 
stable Stable 
st Stripping break-up 
tr Turbulent 
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Superscripts 
* 
m, n 
Fluctuation 
Time rate of change 
Time-averaged quantity 
Critical value 
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Chapter 1 
Introduction 
Energy is a main player in determining international relations, the global economy 
and even the environment. As the sources of energy are finite and the worldwide 
demand is increasing, researches around the world are conducted to minimise the 
use of these sources by investigating new resource options. Such as natural gas, 
coal, nuclear energy or the alternative energies like the wind and solar power. Yet, 
oil is the main source of energy on this planet. It was the engine of the civilisation for 
the last century and the heart of industry and all kind of transports, and it is 
expected to remain in that position with the major share of total energy consumption 
over the 1999-2020 period as shown in Fig. 1.1. 
Nevertheless, as oil has positive sides its negative effects on the environment are 
so dangerous. Many studies have proved that carbon dioxide and other gases are 
the major reasons of the global warming that causes coastal flooding, hurricanes, 
depletion of fresh water supplies and increasing health risks of illness due to 
extreme heat. Fuels that are primary products of oil are emitting those gases when 
they burn, Fig. 1.2 shows that the CO2 emissions produced by oil combustion is 
almost balancing the amount that is produced by coal and natural gas. Daily on the 
12 
CHAPTER 1 - INTRODUCTION 13 
Quadrillion Btu 
250.-------------------~--------------~ 
History 
200 
150 
100 Coal 
50].. ' I Renewables I 
o ; , N~Clea, : 
1970 1980 1990 2000 2010 2020 
Figure 1.1: World Energy Consumption by Fuel Type, 1970 -2020, EIA, 2001 , Note: Quadrillion 
equal to 1x1015 
Billion Metric Tons Carbon Equivalent 
12 I I 
History Projections 
10 
8 
6 
4 
2 
o 
_ Natural Gas 
_ Coal 
_ Oil 
~ <:::> ~ <-:J !O<:::> 
"Q) "Q) ~ 
~ ...r-. n ~ b <:::> <:> n<:::> 
.... '0 n.~ n.Oj n.Oj R::l~ 1;)" R::l" R::l v ~ ~ ~ ~ ~ ~ ~ ~ 
Figure 1.2: World Carbon Dioxide Emissions by Fossil fuels, 1970 -2020, (EIA, 2001) 
CHAPTER 1 - INTRODUCTION 14 
roads, millions of vehicle combustion engines burn fuels and emit high percentage 
of those pollutant gases to the air. 
For many years, innovative engine technology has been a development priority for 
the industry. In particular, they have sought to improve engine efficiency to try to 
meet growing environmental demands, such as those for energy conservation and 
the reduction of man made pollution. Providing fuel to the engine and mixing it with 
the air is always a critical parameter for engine designs. Injection of the fuel as a 
spray inside the engine is the most common fuel delivery system nowadays. 
1.1 Characteristics of Sprays 
The spray process, which is a mechanism of disintegration of an injected bulk liquid 
into a dispersion of small particles in a gaseous atmosphere, is of a growing interest 
to several industries such as food industry, pharmaceutical manufacturing, 
polymers, bonding, aerosol cans, pulp and paper manufacturing. In addition, sprays 
play an effective role in many processes including fire suppression, air 
humidification, gas cleaning and conditioning, agricultural sprays and printing 
processes. However, fuel spray combustion as in rockets, gas turbine and internal 
combustion engines, is still the greatest application for spray technologies. Yet, one 
of the primary challenges introduced with the need to improve the design and 
performance of combustion engines is to understand the behaviour of the fuel spray 
disintegration and vaporization. This depends on the spray structure in terms of 
cone angle, shape, penetration and liquid core break-up length. 
A spray, in general, is a two-phase flow. The fuel spray is produced using an 
atomiser that injects the fuel with a high velocity into a gaseous medium. Several 
types of atomisers are in use such as jet atomiser or plain orifice atomiser, swirl 
atomiser, jet-swirl atomiser, pneumatic atomiser, rotary atomiser and miscellaneous 
atomiser as shown in Fig. 1.3. There are numerous different types and designs of 
pressure atomisers, which give different spray patterns, (Liu, 2000). Jet (Hiroyasu 
and Kadota, 1976) and duplex (Mock and Ganger, 1950) atomisers, which 
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discharge the liquid as a narrow solid-cone spray, mainly used in diesel engines. 
Swirl atomisers (Ortman and Lefebvre, 1985) which produce hollow-cone sprays 
with different angles can be used in industrial furnaces and recently in gasoline 
engines. 
Since the spray structure and characteristics influence engine combustion chamber 
gas-fuel mixing and combustion, an in-depth understanding of sprays is important. 
Penetration and cone angle both represent the macrostructure of the spray. While 
the spray microstructure describes the spray droplets size as distributions and mean 
diameters. These are the important factors to be controlled to achieve the desired 
rates of heat and mass transfer, or to meet specific application requirements 
because various dynamic and transport phenomena in droplet processes strongly 
depend on the droplet size. 
1.1.1 Macrostructure of Sprays 
Spray external characteristics, especially for jet atomisers, include penetration and 
spray angle have widely been investigated with the various affecting factors. In the 
early attempts for describing the spray formation, the spray was treated as a gas jet, 
which was induced by the momentum of liquid jet (Wakuri, et. ai, 1960 and Dent, 
1971). The penetration of a spray, when injected into stagnant air may be defined as 
the maximum distance it reaches. It is governed by the relative magnitudes of two 
opposing forces: (1) the kinetic energy of the initial liquid jet and (2) the 
aerodynamic resistance of the surrounding gas. 
The spray penetration is determined by two main characteristic phenomena. The 
first one is comprised of a liquid jet region, as shown in Fig. 1.4, which is defined as 
the break-up region. It is represented empirically by the break-up length Lbu • There 
are empirical correlations to calculate the break-up length such as (Yule and 
Salters, 1995) for single-hole jet-atomiser for diesel spray: 
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Figure 1.4: Schematic diagram of a general spray characteristic 
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Where 
L = 2 65dO.6U-:-O.5p-O.18p-O.22aO.IIl°.3 bu . n m} g, ,-, 
dn: The injector nozzle diameter, m 
Uinj: injection velocity, m/s 
pg: gas density, kg/m3 
PI: liquid density, kg/m3 
a: surface tension, N/m 
Ill: liquid viscosity, Pa.s 
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(1.1 ) 
The second parameter is the spray-tip penetration that is the whole length of the 
spray as shown in Fig. 1.4. In general the main relation that describes the 
penetration length Lpen is: 
Where 
( J
O.25 
Lpen =C :n ~dnte' 
~Pn: pressure drop through the nozzle, Pa 
lel: elapsed time after the start of injection, s 
C: empirical constants 
(1.2) 
A major difficulty in the definition and measurement of cone angle is that the spray 
cone, generally, has curved boundaries, owing to the effects of air interaction with 
the spray. To overcome this problem, the cone angle is often given as the angle 
formed by two straight lines drawn from the discharge orifice to cut the spray 
contours at some specified distance from the atomiser orifice. As for the penetration, 
several empirical correlations had been proposed for the spray cone angle 28 
(Abramovich, 1963, and Reitz and Bracco, 1979). Hiroyasu and Arai, 1980, 
correlation was obtained from Wakuri's (1960) momentum exchanges theory with 
dimensional analysis of fuel oil spray through single-hole jet injector: 
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(1.3) 
where e is in radians. 
Swirl atomisers produce a broad range of hollow-cone angles that means that it 
contains inner and outer cone angles. Therefore, for these atomisers, a theoretical 
mean cone angle has been suggested by many researchers (Giffen and Muraszew, 
1953 and Babu et. ai, 1982). Risk and Lefebvre, 1985, illustrated that the mean half 
cone angle, solely in terms of liquid velocity components: 
e = mean radial velocity 
mean axial velocity 
1.1.2 Microstructure of Sprays 
(1.4 ) 
Information about the droplets in a spray is essential to describe the spray 
microstructure. A complete description of each individual drop is beyond reasonable 
possibility and entirely unnecessary for practical purposes. Analogous 
simplifications are possible for the statistical description of a spray in terms of 
droplet mean diameters and size distributions. 
When comparing the fineness of different sprays it is useful to introduce some mean 
droplet sizes, which give an indication of the degree of atomisation yet still has a 
physical significance. The concept of mean diameter has been generalised and its 
notation standardised by Mugele and Evans (1951). Some of the most common 
mean diameters are arithmetic mean diameter, 010, surface mean diameter, 020, 
volume mean diameter, 0 30 , and sauter mean diameter, 032. The arithmetic mean 
diameter, 010, is the linear average diameter of all droplets in a sample and used 
normally for the comparisons. The surface mean diameter, 020, is defined as the 
diameter of a drop having an area equal to the ratio of total area to total number of 
drops formed in the spray. This diameter is best suited for surface controlling 
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applications such as absorption. The volume mean diameter, D30, is the diameter of 
a drop whish its volume, if multiplied by the number of drops, equals to the total 
volume of the sample. D30 is best suited for volume controlling applications such as 
hydrology. The Sauter mean diameter, SMD, is the diameter of the droplet whose 
ratio of its volume to its surface area is the same as that of the entire spray. D32 
normally used to calculate the efficiency and mass transfer rates in chemical 
reactions. 
Droplet generation is typically a random process, which means droplet sizes are 
usually characterised by a wide spectrum. Due to that, one or two mean diameters 
are not enough to describe a spray. In addition to the mean diameters, there is a 
clear need for a method to describe and predict the droplet size distribution that 
results from atomisation of a liquid jet or sheet. A mono-disperse spray seldom 
exists in reality and is difficult to produce, although it can be defined mathematically 
as a spray consisting of droplets of the same size. 
In general, there are three approaches to predict the droplet sizes. One of them 
involves analysis guided by the first principles of hydrodynamics with an account of 
surface-tension forces. Although this approach was under research for more than a 
century (Rayleigh, 1878, Weber, 1931, Bogy, 1979 and Reitz and Bracco, 1982), it 
is still under progress. The theory, which addresses the distortion of the liquid 
stream due to hydrodynamic instability, is limited mostly to linearised treatments and 
some recent non-linear analysis. The analyses sometimes predict the first step of 
disintegration of a liquid stream, primary break-up, but in generally are not able to 
predict droplet size distribution except in the simplest configuration (Sirignano, 
1999). 
The second approach, which is the least developed, depends on the maximum 
entropy formalism of Tribus (1969) and Jaynes (1979). It is a method of statistical 
inference that provides the least biased estimate of a probability distribution, which 
is consistent with a set of constraints. Although not all these constraints have yet 
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been identified, it is a worthy development to follow (Sellens and Brzustowski, 1986, 
Li and Tankin, 1992, Chin et aI., 1995, Archambault, 1999). 
The third and the most widely used approach involves the use of empirical 
correlations. Droplet size distributions can be represented graphically and 
mathematically. The graphical (Lefebvre, 1989) is a histogram of droplet size, both 
droplet number increment and volume increment can be plotted versus droplet size. 
The widely used approach to predict the droplet sizes distribution is the 
mathematical correlations such as Rosin-Rammler (1933), Nukiyama-Tanasawa 
(1939) , upper-limit and log-normal equations (Muglele and Evans, 1951) and chi-
square (Lekic et ai, 1976). Mugele and Evans (1951) compared different distribution 
functions and found that best fit of the experimental data was by the upper limit 
equation. Lekic et al (1976), by using a least square technique, found that the 
upper-limit and chi-square give good agreement with some of the used experiments. 
1.2 Fuel Atomisation 
Atomisation of liquids has a wide range of applications as discussed previously. In 
many applications, the fundamental phenomena and principles during atomisation 
are common or similar and this includes fuel sprays. The fundamental mechanisms 
of liquids stream atomisation have been under extensive experimental and 
theoretical study for more than a century, such as Rayleigh mechanism (1878), 
Weber theory (1931), Castleman hypothesis (1931), Ohnesorge criteria (1936), 
Taylor mechanisms and instability theory (1963), as well as Clark and Dombrowski 
(1972), McCarthy and Molloy (1974), and Sirignano and Mehring (2000). In addition, 
other reviews of liquid droplet break up mechanisms were provided by Clift et al. 
(1978), Pilch et al. (1981), Hsiang and Faeth (1992), and Gelfand (1996). The 
ultimate objective of the theoretical analyses is to predict the temporal and spatial 
joint distribution functions of droplet sizes, three-dimensional components of 
velocities, temperatures and other droplet properties in sprays and their 
dependence on design features and operation conditions. 
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The atomisation of liquids is the process by which an initially continuous liquid jet or 
sheet is transformed into small ligaments, filaments blobs, big droplets and finally 
broken up into a great number of small droplets, Fig. 1.5. This is due to the kinetic 
energy of the liquid itself, or the exposure to high-velocity air or gas or because of 
mechanical energy applied externally through a rotating or vibrating device. The 
theory of atomisation is not limited to the disintegration of jets or sheets into drops, 
which is called 'primary break-up'. It also comprises the disintegration of the liquid 
elements drops from the primary break up, into smaller droplets, so called 
'secondary break-up', which proceeds in the flow of the gas, as shown in Fig 1.5. 
This starts when droplets, resulting from the primary disintegration, exceed a critical 
size and they further disintegrate into drops of smaller size. 
The complexity of the atomisation process is due to the unusually large number of 
parameters that influence it. These include the detailed design of the nozzle, the 
injected fuel and ambient gas properties. The performance of any given type of 
atomiser also depends on its size and geometry. The ambient gas into which sprays 
are injected can vary widely in pressure and temperature. This is especially true of 
liquid fuel-fired combustion systems. In diesel engines, critical and supercritical 
pressure and temperature conditions are encountered by the fuel. In gas turbine 
combustors, fuel sprays are injected into highly turbulent, swirling re-circulating 
streams of reacting gases. In industrial furnaces, the fuel is sprayed into high-
temperature flames of re-circulating combustion products. Ambient gas density also 
has a strong influence on the mean drop sizes. If the ambient pressure is raised 
continuously above the normal atmospheric value, the mean drop size increases 
initially, until a maximum value is reached, and then slowly declines. The reasons 
for this relation between ambient pressure and mean drop size were reviewed by 
Lefebvre, (1983) and Dodge and Biaglow, (1985). 
In addition to the previous factors, the atomisation processes depend mainly on the 
following properties of the injected fuel: density, viscosity, and surface tension 
(Lefebrve, 1989). Liquids with a higher density have higher kinetic energy and 
consequently smaller drops develop. Liquids with a higher viscosity generate larger 
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Figure 1.5: Sketch of the atomisation process for the dense and dilute spray, (Faeth, 1987) 
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diameters. In general, all these physical factors are included in three non-
dimensional numbers. The main forces that affect the break-up mechanism are the 
inertia force, pU2, the viscous force, J.IU/d, and the surface tension force, aId. These 
numbers are: 
Reynolds Number (1883), Re, (InertiaNiscous) 
(1.5) 
Weber Number (1931), We, (Inertia/Surface Tension) 
(1.6) 
and Ohnesorge Number (1936), Z, which is defined as: 
(1.7) 
As mentioned earlier, spray break-up phenomena may be divided into two main 
processes, primary and secondary. The disintegration of liquids stream for both jets 
and sheets, and the droplets break-up are discussed in the following review of the 
primary and secondary atomisation. 
1.2.1 Primary Break-up 
In spite of the importance of atomisation, the mechanisms of liquid disintegration are 
still not well understood, even for the relatively simple case of high-pressure 
injection from a single-hole nozzle into a stagnant gas. This makes it impossible to 
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provide the necessary physical characteristic of the two-phase flow at the nozzle for 
initiating the spray modelling. 
One approach, by (Dodge and Schwalb, 1989), was to use measured spray 
characteristics, for a pressure atomised hollow cone spray injector, to supply drop 
size information to models. The computed and measured particle trajectories were 
found to agree very well. Also the calculated volume flux distribution, at 50 mm 
downstream from the nozzle exit, was found to show agreement with the 
experimental data. The good agreement indicates that the process of drop break-up, 
drop coalescence and evaporation are relatively unimportant between the nozzle 
exit and downstream measurements location for the small-capacity low-pressure 
spray considered by Dodge and Schwalb (1989). 
However, this procedure of using measured spray data to supply initial conditions 
for models is not generally possible. Practical difficulties arise in transient spray 
applications since it is usually not possible to relate downstream drop size 
measurements to injector exit conditions without a detailed knowledge of the liquid 
drop velocity, turbulence and air entrainment histories. Thus, using sub-models for 
the atomisation process close to the injector tip is necessary to predict initial 
conditions. These models range from linear stability models, to detailed numerical 
models based on boundary-element methods, e.g. Spangler et. al (1995), Hilbing 
and Heister (1996), and volume of fluid methods, e.g. Kothe et. al (1989) and 
Mashayek and Ashgriz (1993)). The theoretical work that has been reported to 
understand this process can be divided into three main views (8ayvel, Orzechowski, 
1993): 
(1) The first is based on the assumption that the disintegration proceeds near the 
outlet orifice due only to the turbulent pulsations that develop in the atomiser. 
For high turbulence, liquid disintegration can also proceed through the 
separation of single drops or groups of drops, liquid threads, etc. from the 
surface of the liquid. 
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(2) Another view is that liquid disintegrates due to cavitation that occurs when 
liquid jets are discharged with high velocities. This, lower the liquid pressure 
compare to the vapour pressure, rapid evaporation of the liquid takes place. 
This refers particularly to liquids with high volatility or those preheated to a high 
temperature. Experiments that could confirm this theory would be difficult to 
conduct. 
(3) The main direction of theoretical research on liquid disintegration is based 
mainly on investigating the instability of the liquid column by means of the 
method of small disturbances. This method, which is widely applied in fluid 
mechanics, is based on the analysis of the superposition of arbitrary small 
vibrations on the main fluid motion. These vibrations, at various frequencies, 
are of internal or external origin. The internal causes stem from disturbances in 
the atomiser itself and originate from the liquid swirling, liquid expansion due to 
pressure drop, vibration of the atomizer (especially vibrations of intermittent 
atomisers due to the motion of needle), disturbances of liquid motion on the 
edges of the inlet and outlet orifices and on any type of rough surfaces, and so 
forth. The external causes result from interaction with the surrounding media, 
that is, from the reaction of aerodynamics forces which depend on the relative 
velocity between the liquid and the ambient gas, the density of the gas and the 
dimensions of liquid jet leaving the nozzle. 
As can be seen, the theoretical description of the disintegration of jets is difficult 
even for the simplest methods of atomisation. 
1.2.1.1 Disintegration of Jets 
The case of a liquid jet injected into a stagnant gas has been most studied in the 
literature. As indicated in Fig. 1.6, the main break-up regimes have been identified 
that correspond to the different combinations of liquid inertia, surface tension and 
aerodynamic forces acting on the jet. Two of these regimes are the Rayleigh break-
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Figure 1.6: Break-up regimes (a) Rayleigh regime (b) First wind-induced regime (c) Second 
wind-induced regime (d) Atomisation regime, (Lefebvre, 1989) 
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up, where drop diameters are larger than the jet diameter, and the first wind-
induced, where drop diameters are of the order of jet diameter. The previous two 
regimes break-up process occurs away from nozzle tip. Other break-up regimes are 
the second wind-induced, where drop sizes are smaller than the jet diameter, where 
break-up starts at shorter distance downstream of the nozzle, and the atomisation 
regimes, where drop sizes are much smaller than the jet diameter and break-up 
starts at nozzle exit, (Ra nz, 1958). 
At lower liquid jet velocities, the growth of small disturbances on the liquid surface 
due to the interaction between the liquid and the ambient gas is believed to initiate 
the liquid break-up process. The most unstable wavelength and break-up drop size 
are predicted well by jet instability theories such as those to be discussed in this 
section. It is important to note that the outcome of the jet break-up process is also 
influenced by the initial state of the jet, as it emerges from the nozzle exit, due to the 
internal nozzle manufacturing finish and the inside level of turbulence. This influence 
appears to grow in importance with increasing jet velocity, but little work has been 
done in this area, and the break-up process at high jet velocities is understood more 
qualitatively than quantitatively at present, (Liu, 2000). 
A convenient method for categorising jet break-up regimes is to consider the break-
up length Lb, Fig. 1.7, as a function of the jet exit velocity (Grant and Middleman, 
1966). Beyond the dripping flow regime, the break-up length at first increases 
linearly with increasing jet velocity, reaches a maximum, and then decreases. The 
first two break-up regimes, Rayleigh and first wind-induced, are reasonably well 
understood. Beyond that, there is confusion about the break-up length. For 
example, Haenlein (1932) reported that the jet break-up length increases again with 
increasing jet velocity and then abruptly reduces to zero. While, McCarthy and 
Molloy (1974) reported that the break-up length continually increases. More 
recently, Hiroyasu et. al. (1991) has discovered discontinuous elongation and 
shortening of the jet with changes in the jet velocity. 
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The theories of liquid break-up developed by Taylor (1963a) and others are linear 
theories, which involve wave amplitude growth and changes in wavelength. The 
linear analysis presented here considers the growth of initial perturbations of the 
liquid surface and includes the effects of liquid inertia, surface tension, viscosity and 
the aerodynamic forces on liquid jets. The theory is found to offer a reasonably 
complete description of the break-up mechanisms of low-speed liquid jets. For high-
speed jets, however, the initial state of the jet at the nozzle exit appears to be 
progressively more important but less understood (Reitz and Bracco, 1986, Chigier 
and Reitz, 1995). 
A liquid jet issuing from a circular orifice into a stationary, incompressible gas, as 
shown in Fig. 1.8, was studied by Reitz and Bracco (1982). The stability of the liquid 
surface to linear perturbations is examined and ultimately leads to a dispersion 
equation, equation (1.8) below, which relates the wave growth rate, (j), of an initial 
perturbation of infinitesimal amplitude, to its wavelength A (or wave number 
kw=21t/A). The relationship also includes physical and dynamical parameters of the 
liquid jets and surrounding gas (Reitz and Bracco, 1982) 
Where 
2kwl I] (kwa) l;(Ia)] = akw (1-k~ad 12 - k~ J I] (kw a ) 
k~ +/2 lo(kwa)/o(/a) Pla 2 \/ 2 +k~ 10 (kwa) 
+ Pg (u _ iw )2(/2 - k~ J I] (kwa}Ko(kwa ) 
PI kw 12 + k~ lo(kwa) K] (kwa) 
v;: liquid kinematic viscosity, m2/s 
a: jet radius, m 
11 and 10: modified Bessel functions of the first kind 
I: wave number (12= (kwi+(j)/V;), m-1 
U: relative velocity between the jet and the gas, m/s 
Ko and K1: modified Bessel functions of the second kind 
(1.8) 
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Figure 1.8: Schematic showing surface waves and break-up on a liquid jet (Reitz, 1996), 
where Cl is maximum growth rate that occurs at the wavelength A. 
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The solution to equation (1.8) gives the maximum wave growth rate of the Kelvin-
Helmholtz wave,n, that occurs at a wavelength of A. The maximum wave growth 
rate and the corresponding wavelength characterise the fastest growing waves on 
the liquid surface, which are thought to be responsible for the eventual break-up. 
There are other linear theories of jet atomisation, such as Kang and Un (1989), and 
Lian and lin (1990), which consider the effect of swirl on the liquid jet atomisation. All 
these studies were mainly based on the linear theory of hydrodynamic stability. 
Alternative methods of analysis were examined as using the Cosserat theory (Bogy, 
1979) and solving the Navier-Stokes equations numerically in the axis-symmetric 
form (Shokoohi and Elrod, 1987). Ashgriz and Mashyek (1995) solved Navier-
Stokes equations together with the free surface conditions. Hilbing and Heister 
(1998) used a Boundary-Element Method (BEM) to study the liquid jet break-up. 
These non-linear methods still need more development and study. 
1.2.1.2 Disintegration of Sheets 
Many atomisers' geometries do not form jets of liquid, but rather form flat or conical 
sheets. A swirl conical sheet is formed by using swirl-pressure injector, as shown in 
Fig. 1.9, which is mainly used with gasoline direct injection engines. Squire (1953) 
solved the linearised equations of motion for parallel-sided sheets to provide a 
criterion of stability and a description of the wave characteristics in their early stages 
of growth. Hagerty and Shea (1955) explained the appearance of sinuous waves on 
the grounds that, under normal operation conditions, the wave length is relatively 
large compared to the sheet thickness and their growth rates are consequently 
greater than those of the alternative dilational forms. Clark and Dombrowski (1972) 
made a second order analysis of the aerodynamic growth of sinuous waves on 
parallel sided inviscid liquid sheets. 
York et al. (1953) described a phenomenon of the break-up process of conical 
sheets. It illustrated that aerodynamic wave growth caused rings and holes to 
appear on the sheet, resulting in the formation of liquid rings, which subsequently 
disintegrated solely under the action of capillary forces. Both York et al. (1953) and 
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Squire (1953) stressed that their linear analyses break down when unstable waves 
have grown to an appreciable size. Taylor's analysis (1959) offered two 
explanations for the origin of the conical sheet thickness variations as it emerges 
from the nozzle. These explanations are the lack of symmetry in the steady flow in 
the orifice and the oscillations of the air core that is formed within the orifice. Taylor 
considered only capillary and inertia forces as break-up forces, while swirling forces 
are not included. In the past, theoretical linear analyses of the phenomenon of liquid 
sheet break-up were, in general, limited to planar or annular sheet corifigurations. 
The few nonlinear analyses presented on the subject were also limited to a planar 
geometry (Mehring and Sirignano, 1999), annular sheets, or liquid bells without swirl 
(Lee and Wang, 1989). Mehring and Sirignano (2001) presented a non-linear 
theoretical analysis of the break-up process for conical swirling sheets. They found 
that the swirl causes a reduction in break-up length and times compared to an 
annular sheet, which is stabilised by a constant gas-core pressure. Not enough 
experimental data is available due to the difficulty of measuring the spray 
characteristics in the dense region (Liu, 2000). 
1.2.2 Secondary Break-up 
This is the process where the large liquid elements are unstable droplets, which 
result from the disintegration of jet or sheets and ligaments, start to break-up into 
smaller and smaller drops until they reach a stable size. Further Studies of single 
drop break-up mechanisms are of interest since they form the foundation of the 
study of secondary atomisation. However, most of the studies have considered the 
break-up of relatively low speed drops. As the relative velocity between the drop and 
gas increases, three basic regimes of drop break-up are encountered. They have 
been referred to as (1) the bag break-up regime (Kennedy and Roberts, 1990), (2) 
the stripping break-up regime (Ranger and Nicholls, 1969) and (3) the catastrophic 
regime (Reinecke and Waldman, 1970). 
Secondary break-up can also be classified into different regimes depending on the 
combinations of liquid inertia, surface tension and aerodynamic forces which is the 
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Weber number, Wed (PgddU2/cr) , (Arcoumanis et aI., 1997, and Habchi et aI., 1997). 
Pilch and Erdman (1987) reviewed and suggested five break-up modes after testing 
the break-up mechanisms of water drops, as shown in Fig. 1.10, while the 
catastrophic mode, which is a Rayleigh-Taylor Break-up, was studied and 
summarised by Hsiang and Feath (1992) to describe the break-up mechanism for 
high viscosity drops with a Weber number higher than 350. 
Other criteria for predicting droplet break-up regime transitions in steady high-speed 
gas flows have been presented by Krzeczkowski (1980), Wu et al. (1993) and 
others. This criteria depends on the Weber number, Wed, and the Ohnesorge 
number, Z. For example, for Z less than one, a significant drop distortion and 
oscillation is noticed for Wed, around one. More studies and reviews of the break-up 
mechanisms of high-speed liquid droplets were done by HSiang and Feath (1995), 
Gelfand (1996), Liu and Reitz (1997) and Joseph et al. (1999). 
1.3 Spray Modelling 
Fuel spray simulation techniques still depend mainly on Computational Fluid 
Dynamics (CFD) approaches, which use numerical techniques for solving the 
Navier-Stokes equations for given flow geometry and boundary conditions via 
iterative methods. However, there are some recent attempts to use artificial neural 
networks by Schulte et. al (1999) and Aamir et. al (2002). 
Numerous spray models have been proposed and investigated for different spray 
combustion problems during the past two decade (Faeth, 1983 and Sirignano, 
1993). Spray models differ in specific details, but generally are divided into two main 
categories: the locally homogeneous flow (LHF) models and separated flow (SF) 
models. Locally homogeneous flow (LHF) models (Faeth et. ai, 1979) represent the 
simplest treatment of a multiphase flow and have been widely used to analyse 
sprays. It treats multi phase flow as a single-phase flow with varying concentrations 
in different phases. The key assumption of the LHF model is that inter phase 
transport rates are fast in comparison to the rate of development of the flow. This 
---------- --- --
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implies that all phases have identical properties at each point in the flow. Clearly, 
LHF models are only formally correct for flows containing infinitely small droplets, 
(Faeth et. ai, 1979). 
On the other hand, SF analysis treats each phase separately and, therefore, the 
exchange processes between phases can be considered and the inter phase 
transport rates are resolved on scales comparable to the size of the liquid droplets 
by employing empirical expressions, (Faeth, 1987). Large number of SF models 
(Gosman et. ai, 1980) has been proposed to consider inter phase transport 
phenomena. There are two main categories of the SF models, classified according 
to the numerical treatment of the two phases. Eulerian methods that solve two sets 
of continuum equations for both gas and liquid phases, and Lagrangian methods 
that solve the liquid phase as if it was composed of particles and treats the gas 
phase as a continuum. 
The Eulerian method depends on solving the Navier-Stokes momentum equations 
for each phase, however, there are many approaches to solve these equations. 
Elghobashi and Abou-Arab (1983) and Kishwa and Gore (1991) used Reynolds-
averaged Navier-Stokes equations (RANS) while other researchers used direct 
numerical simulation (DNS) of the complete Navier-Stokes equation. The Level-set 
method (Sussman et. ai, 1998) and Volume of Fluid (VOF) method (Hurt and 
Nichols, 1981) are techniques to solve the interaction face between the two fluids in 
the DNS approach. The VOF method was designed to predict the evolution of free 
boundaries between liquids and gases. It could also be combined with a particle-
tracking model to analyse general dispersed multi-phase problems (Chen et. ai, 
1996). A common disadvantage of this Eulerian method is that it needs very fine 
mesh systems to resolve the liquid-gas interface. Although this is very close to the 
physical process at the near nozzle region, it has a high computational cost. 
Recently some researches have re-investigated an Eulerian form of the spray 
equation of Williams (1958), for the liquid phase. The Williams (1958) spray 
equation is a transport equation for the probability density function (PDF) describing 
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the droplets distribution. This approach is promising but still under development, 
further information can be found in Beck and Watkins (2002 & 2003) and 
Archambault et. al (1999 & 2003). 
The Lagrangian method, called the discrete droplet model approach (DDM), has 
been the one most adopted, since it reduces numerical diffusion for the far spray 
region in compare to the Eulerian method while providing a convenient framework 
for dealing with multiple droplet sizes and complex inter phase transport 
phenomena. Many discrete droplet models neglect the effects of turbulence on inter 
phase transport. This implies that droplets follow deterministic trajectories, yielding 
the deterministic separated flow (DSF) model (Crowe, 1982). Neglecting the effects 
of turbulence on droplet transport is appropriate when characteristic droplet 
relaxation times are large in comparison to characteristic times of turbulent 
fluctuations. Few practical sprays, however, satisfy this condition. 
Dukowicz (1980) adopted stochastic methods to study droplet dispersion by 
turbulence. He suggested that the ideas of the Monte Carlo method could be 
combined with particle methods for spray calculations. For example, the distribution 
of drops at the upstream boundary is sampled stochastically by a relatively small 
number of computational particles. The droplet distribution function is obtained by 
averaging over a long time in steady-state computations, or, over many calculations 
in unsteady problems. The stochastic particle method can calculate unsteady sprays 
and it accounts for the full coupling due to mass, momentum and energy exchanges 
between the drops and gas. It is robust and economical framework, and the 
complex situations of drop collisions, break-up, and evaporation if they exist, can be 
easily handled. Despite these advantages, one has to abandon the Lagrangian 
approach in the prediction of situations where the required number of particles is 
large enough to hinder their Lagrangian trajectories simulation. 
Major extensions of the stochastic particle method were the addition, by O'Rourk 
e(1981) and Reitz and Diwakar (1986 & 1987), of methods for calculating droplet 
coalescences and break-up respectively. In comparisons of calculations and 
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experiments, it was found that the drop sizes downstream of the injector were 
determined primarily by a competition between drop coalescences and break-up. A 
more detailed study of the recent spray physical sub-models is presented and 
discussed in the following sections. 
1.3.1 Atomisation and Break-up Models 
Among the models available in the open literature to describe the liquid atomisation 
and the secondary break-up, the following represent the most widely used models. 
The break-up models, RD (Reitz and Diwakar), TAB (Taylor Analogy Break-up) and 
WAVE do not distinguish between primary and secondary atomisation process. In 
addition to that, these models do not take into account the influence of the fluid 
conditions inside the nozzle on the spray dynamics therefore adjustable constants 
are used. Other models like ETAB (Enhanced TAB), Hybrid WAVE-FIPA 
(Fractionnement Induit Par Acceleration) or KH-RT (Kelvin Helmholtz - Rayleigh 
Taylor) treat the primary break-up region separately. Hence, in principle, they offer 
the possibility to simulate both primary and secondary break-up processes 
independently. The correct values for the additional set of parameters, however, are 
not easy to determine due to the lack of experimental data for the primary break-up 
region. 
Despite the sometimes tedious tuning of these model parameters, the use of break-
up models is generally advantageous compared to the initialisation of measured 
droplet distributions at the nozzle orifice. In the first approach, the droplets are 
simply initialised with a diameter equal to the nozzle orifice (blob injection), the 
spectrum of droplet sizes automatically evolve from the subsequent break-up 
processes. The latter approach gives satisfactory results only as long as injection 
pressure and droplet Weber numbers are low. 
Reitz and Diwakar (RD) Model 
A stochastic approach, (Reitz and Diwakar, 1987) similar to that of Dukowicz (1980), 
was used to perform liquid injection. Injected fuel was simulated as parcels of big 
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drops (blobs), having a radius equal to the effective nozzle radius. All injected 
parcels have the same velocity, thermodynamic properties, initial mass, and 
therefore the same number of blobs. Atomisation was modelled by considering the 
break-up of these blobs. All resultant drops have a critical radius where two break-
up regimes are identified, bag break-up for low relative velocities 
(1.9) 
and stripping break-up for high relative velocities where 
We d / ~Re g > 0.5 (1.10) 
the lifetimes of the unstable drops are 
(1.11 ) 
r~1 tst =Bst - -
U Pg 
( 1.12) 
Where 
tb, tst: bag and stripping droplet break-up time modes 
Bb, Bst: bag and stripping droplet break-up time constant 
Depending on the break-up regime, the droplet radius is reduced by the rate of 
change equations: 
where 
dfd -(fd -fstable,b,st) 
= dt 
2 fstable,b = 6a /(pgU ) 
2 2 2 fstable,st = a /(2pg U Vg) 
where Vg is the gas kinematics viscosity. 
(1.13) 
(1.14) 
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Reitz WAVE Break-up Model 
In the WAVE break-up model (Reitz, 1987), the break-up of the liquid parcels and 
the resulting drops is described by a Kelvin-Helmholtz stability analysis for liquid 
jets, as discussed in section (1.2.1.1). The theory considers the stability of a column 
of liquid issuing from a circular orifice into a stationary incompressible gas. An 
infinitesimal axi-symmetric surface displacement is imposed on the initially steady 
motion causing small axi-symmetric fluctuations in the pressure, the axial and radial 
velocity components of both liquid and gas phases. These fluctuations are 
described by the continuity equation and the equation of motion, which are solved to 
give a dispersion equation for the wave growth rates and wavelengths (Reitz and 
Bracco, 1987). The maximum growth rate, n, and its corresponding wavelength, A, 
of the fastest growing Kelvin- Helmholtz instability, are related to properties of liquid 
and gas (Reitz, 1987). Liquid break-up is modelled by postulating that new drops of 
radius, r, are formed from bulk liquid or blobs with a characteristic radius a. 
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The data of Ranger and Nicholls (1969), for high speed drop break-up, were used to 
evaluate the model, as shown in Fig. 1.11. The liquid drop experiments were carried 
out in an apparatus that consisted of a drop generator and an air nozzle with a 
converging exit. A comparison, between TAB and WAVE, was made to show the 
main differences in predicting the droplet diameter. 
Patterson and Reitz (1998) extended the WAVE model to include the effect of the 
Rayleigh-Taylor accelerative instabilities that are calculated simultaneously with the 
Kelvin-Helmholtz instabilities. 
The Hybrid WAVE-FIPA model 
In this hybrid model, the WAVE and FIPA models are coupled in order to describe 
the evolution from an arbitrary shaped liquid blob to the final dense cloud of small 
droplets. The Wave model is used to predict the break-up of primary blobs with high 
Weber numbers (the phenomenon for which it was developed) and FIPA 
(Fractionnement Induit Par Acceleration, which means droplets break-up due to its 
acceleration) for the rest of low Weber number droplets. It used Pilch and Erdman 
(1987) correlations as base to distinguish between five droplet break-up modes. 
These are vibrational mode, bag mode, bag-stamen mode, sheet stripping mode 
and wave crest stripping mode. Each mode is defined in terms of a characteristics 
break-up time, which in turn is a Weber number dependent term. 
The model was validated with an experiment using a liquid drop generator and a 
converging air nozzle, which were arranged in a cross flow pattern. The mono-
disperse stream of liquid drops was generated from a liquid generator of diameter 
170 Ilm. The drops were injected in horizontal direction to inter an air jet of 59 m/s 
axial velocity. Figure 1.12 shows good validation of the hybrid model. The size 
distribution of drops was measured by phase Doppler anemometry at 29 mm and 47 
mm axially from the nozzle exit. The model reproduced well the experimental data. 
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Figure 1.12: Droplet sauter mean radius (SMR) radial distribution with air velocity equal to 59 
m/s, (Habchi et. ai, 1997) at 29 mm and 47 mm axially from the nozzle tip. 
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Taylor Analogy Break-up (TAB) Model 
O'Rourke and Amsden (1987) proposed an alternative drop break-up model called 
the "TAB" (Taylor Analogy Break-up) model, which is based on Taylor's (1963b) 
analogy between an oscillating and distorting drop and a spring-mass system. The 
external force acting on the mass, the restoring force of the spring and the damping 
force are analogous to the forces due to gas aerodynamics, the liquid surface 
tension force, and the liquid viscosity force, respectively. This is represented by the 
following differential equation of second order: 
(1.15) 
where Xos is the displacement of the drop equator from its radius at the equilibrium 
position, ro, as shown in Fig. 1.13. 
The TAB model has some advantages over the RD model, as it predicts the state of 
oscillation and distortion of droplets. Thus, if information is available on how 
distortions and oscillations affect the exchange rates of mass, momentum and 
energy between the droplets and gas, it can be incorporated in the model. Further, 
the model gives drop sizes that are more consistent with experimentally determined 
mechanisms of liquid jet break-up. There is a further advantage if the TAB model is 
used as a means to calculate liquid jet break-up. This is that the model predicts 
velocities for the product drops normal to the path of the original parent droplet. This 
normal velocity determines an initial spray angle that is in good agreement with 
measured spray angles. Thus, there is no need to input spray angle data. The major 
limitation of the TAB model is that it can only keep track of one oscillation mode, and 
in reality, there are many such modes. Thus, more accurately, the Taylor analogy 
should be between an OSCillating droplet and a sequence of spring-mass systems, 
one for each mode of oscillation. The TAB method keeps track of only the 
fundamental mode corresponding to the lowest order spherical zone harmonic 
whose axis is aligned with the relative velocity vector between droplet and gas. This 
mode supposed to live the longest among the other oscillation modes (O'Rourke 
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Figure 1.13: Drop Distortion computed using TAB model (O'Rourke and Amsden, 1987) 
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and Amsden, 1987), nevertheless, for large Weber numbers other modes are 
certainly excited and contribute to drop break-up. 
The TAB model is useful to simulate sprays with low to moderate injection 
pressures, e.g. less than 30 MPa. For high injection pressures, the TAB model is no 
longer appropriate and under-predicts the liquid and vapour penetrations (Habchi, 
1997). That is due to the break-up mechanism of the model, which has high break-
up rate. A plot of the computed Sauter mean radius versus axial distance from the 
injector is shown in Fig. 1.14, from the calculations of the TAB model and from Reitz 
and Diwakar, RD, (1987). Also shown is the reported experimental data of Hiroyasu 
and Kadota (1974). Generally, the curves can be broken into two sections. Close to 
the injector, the drop sizes diminish rapidly as the large injected drops break up. 
Down stream; the drop sizes increase gradually due to drop coalescence. The most 
obvious difference between the calculations occurs near the injector, where the 
calculations of RD model demonstrate much larger drop sizes. This is due to the 
longer break-up time used in the study of RD model, which delays the break-up of 
the large injected drops. 
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Droplet Deformation and Break-up (DDB) Model 
The first modification of the TAB model performed by Ibrahim et. al. (1993), 
introduced a Droplet Deformation and Break-up, DDB, model to take into account 
the non-linear effects, which manifest at large deformation of the drops. The model 
assumed that the droplet was deformed from the initial spherical shape with radius r 
into the ellipsoidal one. It formulated the drop dynamics in terms of the motion of 
centre line of the half drop. The model is applicable to shear-type deformation of 
spray droplets in pure extensional flow in which the droplet Weber number (Wer) 
was greater than 20. The energy equation of the model is: 
G Yem +~_\_ Yem + 271f Y \-2 3nyem =~ d 2 2 d 2 [( )-6] 
'dt~m Red Y~m dtem 8Wed em 4 8 
where ( 1.16) 
Where Yem = xe,,/rO and Xem is the distance for the deformed half-drop centre of mass 
to its equator and ro is the drop radius at the equilibrium position, tem = tiro where t is 
time, Er is the liquid to gas density ratio and E~ is the liquid to gas dynamic viscosity 
ratio. The droplet breaks up when the ratio between the major semi-axis of the 
droplet ellipsoidal cross section after deformation and droplet spherical radius is 
greater than a critical value. Noting that near drop break-up, both the drop kinetic 
energy and viscous dissipation are negligible. 
Figure 1.15 shows the comparison of measured and computed Sauter mean radius 
along the spray axis at 1300 J.ls from the start of injection. The data were measured 
for a single-hole injector, with less than 60 MPa maximum injection pressure, 
injecting diesel spray into 1.7 MPa of nitrogen (N2) at room temperature. In this case 
all of the three models underestimate the experiments even if depict a slight 
increase of the drop sizes as they move away from the nozzle. 
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Figure 1.15: Comparison between three break-up models (!NAVE, DDB & TAB) and 
experiments of SMR vs. distance from nozzle at 1300 IJ.S after the start of injection 
(Allocca et. ai, 1994). 
Enhanced TAB (ETAB) Model 
The Enhanced Taylor Analogy Break-up (ETAB) model proposed by Tanner (1997 
&1998) used the droplet deformation from the standard TAB model, but it provided a 
new strategy for the description of the droplet break-up process. The droplet 
disintegration was modelled via an exponential law, which related the mean product 
droplet size, r, to the break-up time, tbu, of the parent drop. 
!... = e -Btbr 
a 
( 1.17) 
where a and r are the radii of the parent and product drops, respectively. B is the 
break-up constant dependent on the break-up regime determined by the Weber 
number. The mean drop radii at various radial locations are shown in Figs. 1.16 and 
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1.17. The ETAB results reflect the behaviour of the experiments much better than 
the TAB predictions. The experimental data is for diesel fuel injected from a plain 
orifice injector into high nitrogen gas pressure (Schneider, 1995). 
10 
- 8 e 
:::s. 
- 6 ... 
,::J 
i ~ 4 
c.. 
e 2 ~ 
0 
0.0 
axial nozzle distancc=}OO do (15 nun) 
,1.0 
0--Oexp 
D--aTAB 
<>--OETAB 
2.0 
tadial distance [mm) 
10 
Figure 1.16: Mean droplet radius distributions over the spray cross-section at 15 mm axial 
distance from the nozzle tip for the experimental data of Schneider (1995), using 
the TAB and ETAB models 
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Figure 1.17: Mean droplet radius distributions over the spray cross-section at 25 mm axial 
distance from the nozzle tip for the experimental data of Schneider (1995), using 
the TAB and ETAB models 
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The Hybrid (HAN) Sheet Model 
This is a hybrid model (Han et. ai, 1997), which computes liquid sheet atomisation 
and the subsequent drop break-up processes, using the TAB model, for hollow-cone 
fuel sprays. In this model, the liquid sheet outside the injector nozzle is treated, as 
discrete blobs with a diameter equal to the sheet thickness, Fig. 1.18. 
(1.18) 
where hth is the sheet thickness, Cng is a constant related to the nozzle geometry, dn 
is the nozzle diameter, t1Pn is the pressure drop across the injector nozzle, 
respectively. X is the ratio of the air core area to the orifice area: 
( 1.19) 
While the model calculated the sheet break-up length, Lbu, using the following 
relation 
[ ]
0.5 
L = C 12p,ahth cosB 
bu s 2U 2 
Pg 
(1.20) 
The Han Sheet model was validated against spray measurements of pressure-swirl 
atomiser under different ambient pressures (Parrish and Farrell, 1997) as shown in 
Fig. 1.19. Good agreement, with the help of adjustable constant Cs in eq. 1.20, was 
obtained between experimental and computational results. When the pressure 
difference was low, 3.4 MPa the predictions showed closer results compared to the 
higher pressure. This may be attributed to the fact that the model break-up 
parameters were the same in both cases, which means in the second case, with the 
increase in the injection pressure, the drops were atomised with higher rate. In 
another word, to achieve better results some adjustments needed to be done for the 
break-up model parameters. 
CHAPTER 1 - INTRODUCTION 
Liquid sheet 
Ihickness;h 
Air core 
51 
hth 
x 
Figure 1.18: Schematic showing the conceptual liquid flow structures at the nozzle exit and 
the sheet break-up processes 
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1.3.2 Drop Drag and Deformation Model 
An important part of spray modelling is the calculation of the drag on a drop. Drop 
drag affects the drop's velocity trajectories and its physical location as a function of 
time. Accurate representation of the drag coefficients of droplets over a wide range 
of flow conditions is a necessary prerequisite to the calculation of gas-droplet flows 
(spray). Empirical or semi-empirical correlations are typically used to model the drag 
coefficient. 
Many researchers have suggested correlations for drag coefficients. Basset (1888) 
presented the solution of the one-dimensional acceleration of a rigid particle under 
creeping flow. Clift et al. (1978) generalised Basset's equation to a three-
dimensional flow while Linteris et al. (1991) discussed the magnitude of the terms. 
In most spray modelling applications, the drop Reynolds numbers are high enough 
that corrections to the Stokes drag law are required. For a thin spray, the drag 
coefficient, Cd, is often specified as a function of the drop Reynolds number using a 
solid-sphere correlation. For thick or dense sprays, O'Rourke and Bracco (1980) 
considered the effect of local void fraction, av• 
C = ~ e-2.65 + Red Bv 
( 
2/3 -1.78) 
d,sphere Red v 6 (1.21 ) 
The effect of drop oscillation and distortion on the drop drag coefficient has been 
considered by Liu et al. (1993) and Hwang et al. (1995). Liu et al. (1993) proposed 
that the drag coefficient is proportional to the droplet dimensionless deformation, y, 
calculated from the TAB break-up model. Using this dynamic drag model, the 
calculated drag coefficient of a distorting droplet lies between that of a rigid sphere 
and that of a flat disk whose drag coefficient at high Reynolds numbers is about 3.6 
times higher than that of a sphere. Recently, Takagi and Moriyoshi (2004) extended 
Liu et al. (1993) model by taking into account the variation of projection area caused 
by the deformation of spherical droplet into spheroid. 
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1.3.3 Collision and Coalescence 
Droplet collisions have proven very difficult to calculate. In addition to the complex 
physics, droplet collision has presented several numerical difficulties. These 
difficulties include high computational cost and large numerical errors. In light of the 
large role that droplet collision can have in determining drop size, this situation is 
most unfortunate. Reitz and Diwakar (1986) studied the role of drop collision and 
coalescence in sprays. It was concluded that the spray drop size is the outcome of a 
competition between drop break-up and drop coalescence phenomena in non-
evaporating sprays. Droplet break-up was found to dominate in hollow-cone spray 
because coalescence is minimised by the expanding spray geometry. For solid-
cone sprays, drop coalescence becomes increasingly important at high gas 
densities. Many subsequent studies, (Martinelli et. ai, 1983, Chatwani and Bracco, 
1985, and Maclnnes and Bracco, 1991) have highlighted the importance of drop 
collision and coalescence in diesel-type sprays. The first major extension of the 
stochastic particle method was supplied by O'Rourke and Bracco (1980), who 
developed and applied a method for calculating droplet collision and coalescences. 
Consistent with the stochastic particle method, collisions are calculated by 
statistical, rather than a deterministic approach. The probability distributions 
governing the number and nature of the collisions between two drops are sampled 
stochastically. Tennison et al. (1998) made improvements to the O'Rourke collision 
model by considering the reflexive collisions. Also, Georjon and Reitz (1998) include 
the effect of drop shattering collision. Shattering occurs at high Weber numbers 
when coalesced drops from a stretched liquid ligament that breaks into droplets due 
to wave instabilities. Schmidt and Rutland (2004) suggested a different sampling 
technique called the NTC algorithm, which improve the speed of calculations. 
However, O'Rourke and Bracco model still the most widely used approach for drop 
collision. Gosman and Clerides (1997) demonstrated the importance of the collision 
process using O'Rourke and Bracco model (1980), especially for dense spray i.e. 
diesel sprays and hollow cone sprays under high pressure, is shown in Figs. 1.20. 
The predicted sauter mean diameter of injected diesel spray into atmospheric 
conditions, SMD, temporal variations showed a better agreement with experimental 
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data, EXP, in the case of applying the collision model, ON, compared to the 
computations without a collision, OFF. 
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Fig. 1.20: Effect of droplets collision model on the sauter mean diameter, SMD, for diesel 
spray injected into atmospheric conditions at 30 mm axially from the nozzle exit 
(Gosman and Clerides, 1997), where the symbols refer to the experimental data, 
EXP, computation without collision model, OFF, and with collision model, ON. 
1.4 Hollow-Cone Sprays 
Among the various injectors that have been under investigation, is the so-called 
High-Pressure Swirl-Injectors that are the most commonly used in the gasoline 
direct injection engines. Providing a swirl rotational motion to the fuel inside the 
injector forms a hollow-cone structure. As the spray emerges from the nozzle, the 
centrifugal forces help form a concentric liquid film on the walls of the injector, that 
later transforms into a hollow-cone liquid sheet, as the spray emerges and enters 
the combustion chamber. This liquid sheet disintegrates into ligaments and finally 
droplets that compose the main part of the spray, as shown in Fig 1.9. 
High-Pressure Swirl-Injector operate under relatively high pressures (4-12 MPa) and 
their design enhances atomisation as well as turbulence levels in the combustion 
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chamber, which assists in better air/fuel mixture and more efficient combustion. The 
main advantage of hollow cone sprays is their high area to volume ratio, which can 
lead to the required level of atomization without large penetration lengths. 
A wide variety of analyses for different aspects of spray structure have been well 
documented. Zhao et al. (1997) reviewed the general requirements for gasoline DI 
fuel injectors, which include accurate fuel metering, minimal spray-skew, and 
minimum pulse-to-pulse variations, among others. In addition, Nagayama et al. 
(1993) applied the Laser Dopplar Velocimetry technique to investigate the variation 
of the injection velocity form a pulsed gasoline injector. Also many researchers 
(Comer et aI., 1998, Le Coz and Hermant, 1999 and Nouri et al. 2001) found that 
combining the complementary nature of the Laser and Phase Doppler Anemometry, 
LDNPDA, technique for droplet velocity and size measurements with CCD planar 
imaging techniques allows a more effective characterisation of the atomization and 
spray dynamics of gasoline direct injector. The simultaneous application of PDA and 
CCD imaging has provided much more information concerning the light-fuel spray 
interactions. This has led to a greater insight into the spray formation process 
(Robart et al. 2001), and the development of physical model for the transient fuel 
break-up and atomisation (Wigley et al. 2001). The fuel spray from a Mitsubishi GDI 
injector, which was injected vertically downwards into air at atmospheric conditions, 
was studied using LDNPDA technique together with CCD imaging (Wigley et al. 
2004). The near nozzle region spray images and velocity-size field plots, as shown 
in Fig. 1.21, capture the spray frames as the injector needle control start to close, 
1,40 ms, and just before the spray detaches form the nozzle, 1.50 ms. Two different 
images presented in each frame, the upper ones show the velocity vectors 
superimposed onto the whole spray image, while the lower ones present the drop 
sizes placed on top of the dense region of the spray cone. The re-circulation zone at 
the inner region of the spray cone could be confirmed through the drop velocity 
vectors. Also the images proof that the large drops normally concentrates around 
the dense region at the spray periphery. All these techniques of measurements 
were used to improve and validate the spray CFD modeling methods. 
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Figure 1.21: Image frames and velocity-size field plots for the detaching gasoline fuel spray 
cone at (a) 1.40 ms and (b) 1.50 ms after the start of Injection (Wigley et. AI, 2004) 
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Numerical methods for early spray modeling, especially for the atomization process, 
were developed for the structure of a solid-jet cone. Therefore, some modifications 
and new models were needed in order to introduce the effect of the hollow-cone 
sheet structure. Three models have been proposed over the last few years to deal 
with the conical liquid sheet break-up and formation. One of the first promising 
attempts has been published by Dorfner et al. (1995). In 1997, Han et al. presented 
an improved model and a third approach by Schmidt et al. (1999) appeared. The 
common feature of all three models was the estimates for the basic characteristics 
of the liquid fuel sheet formed at the vicinity of the injector and the utilisation of 
these estimates for the prediction of spray characteristics, such as the size of the 
resulting droplets, their velocity and location where they first appear. The Dorfner et 
al. (1995) model is mainly based on experimental observation and empirical 
correlations. The Han et al model (1997b) is based on physical principles but still 
contains a number of empirical constants. The LlSA model (Schmidt et al. 1999) 
contains limited empirical constants. As Han et al model (1997b) sheet thickness, 
hth, correlation was reported in section 1.3.1, both Dorfner et al. (1995) model and 
Schmidt et al. model (1999) approaches to calculate the thickness of the emerging 
liquid sheet from the nozzle are presented in equations 1.22 and 1.23 respectively. 
d d 2 4m, n ± n 
;rp,U;nj cos B hth = __ .!......._---.:....:.......:2-__ 
2 
(1.22) 
(1.23) 
A numerical comparison of the predictions from all three models over a large 
injection pressure range showed relatively small differences between these models 
(Chryssakis, 2002). Series of steady state calculations have been performed using 
injected gasoline fuel from a nozzle diameter of 200 IJm into ambient pressure 0.1 
MPa. The injection duration 6 ms and the injected fuel mass 9 mg. The results 
obtained are presented in figures 1.22 and 1.23. The computations of the sheet 
thickness, hth, according to Dorfner et al. (1995) result in smaller thickness, which 
will give smaller droplets as the liquid sheet disintegrates, compared to the other 
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models. - The sheet break-up length, Lbu, calculations reveals minor differences 
between these models. However, some of the atomization models described in the 
previous section also are used to simulate the hollow-cone sprays (Kubo et al. 2001 
and Moriyoshi et al. 2002). 
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1.5 Goals, Strategy and Scope of the Present Study 
1.5.1 Modelling Contribution 
The modelling work is aimed at identifying control parameters, establishing detailed 
correlations between design parameters and spray characteristics and providing a 
better understanding of the real phenomena in droplet I spray processes and 
guidelines for optimisation of process and designs. The objective of spray 
combustion modelling is to develop CFD codes that can provide sufficiently accurate 
descriptions of the physical and chemical processes during spray combustion and 
predict thermal, combustion and energy efficiencies and emission of pollutants. Due 
to the highly complex and transient nature, atomisation and spray phenomena are 
difficult to model and analyse. As it was mentioned in the previous section, 
comprehensive CFD models and numerical methods for the atomisation process 
have been developed and implemented with varied degrees of success. The variety 
of the atomisation models available increases the difficulty for the user to determine 
the most suitable for their application or study. This means there is a real need to 
produce a realistic classification of these models and discuss them with respect to 
well documented practical test cases. 
The available break-up models can be categorised under the Taylor analogy theory, 
which was implemented by O'Rourke and Amsden (1987) in the TAB model, the 
wave instability theory that was applied by Reitz (1987), while the third approach is 
for Hybrid models. The current study will try to provide an assessment for these 
models in terms of well defined applications. A numerical comparison between the 
behaviour of these models will be validated against the available experimental data. 
This assessment will be conducted for gasoline fuel spray injected into different 
ambient pressures. 
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1.5.2 Modelling Validation 
The atomisation models were evaluated under two different ambient gas pressures 
with gasoline fuel sprays. The measured data represent the most update 
technologies of high pressure Gasoline Direct Injection, GDI. This has provided a 
good evaluation for the effect of the different break-up models, which are TAB, 
Hybrid Sheet-TAB, WAVE and Hybrid WAVE-FIPA models. 
The results were obtained in terms of spray patterns, tip penetration time history, 
averaged droplet sizes and their axial velocities radial distribution at different 
position downstream from the nozzle tip and different injection times. In addition, 
gas velocity vectors and pressure field were obtained at different times after the 
start of injection. 
1.5.2.1 Selected Test Cases 
Two experimental test cases were selected to study the effect of different break-up 
models on spray predictions. Both cases used the Mitsubishi GDI pressure swirl 
injector operating at 5 MPa fuel injection pressure. The nozzle was fuelled with 
gasoline with a solenoid opening pulse duration time 1.16 ms, with a delay of 0.36 
ms between the needle opening and the appearance of fuel from the nozzle tip, 
corresponding to fuel delivery of 11 mg per injection. The nozzle diameter was 0.9 
mm, which produced a hollow cone gasoline spray. This is a low load condition 
producing a break mean effective pressure of 2 bar at 2000 rpm, equivalent to a 
vehicle road cruise speed of between 30 to 40 mph. 
The first test case was an atmospheric rig, as reported by Wigley et. al (1998 & 
2002), as shown in Fig. 1.24. It consists of an injector mounted on a stand or 
traverse system to allow it to be accurately positioned relative to the optical system. 
The gasoline is injected into stagnant air under atmospheric ambient conditions. A 
low-velocity extraction system was used to remove fuel droplets and allow continuity 
of the injection. 
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Figure 1.24: Injector rig and PDA system (Wigley et ai, 2002) 
In order to characterise the spray under representative pressures a high-pressure 
rig was selected as a second test case (Wigley et. ai , 2001), Fig. 1.25. It is a 
pressure bomb, which consisted of an enclosed chamber capable of withstanding 
significantly raised gas pressures with suitable viewing windows and mounting for 
the injector. This ambient gas was nitrogen supplied to the chamber at pressure of 6 
bar. The data were collected in the form of back lit GGD images and Phase Doppler 
Anemometry (PDA) measurements of time averaged droplet velocity and size . 
Figure 1.25: Experimental set up for test Case 11 (Rogers, 2001) 
Chapter 2 
Governing Equations and Droplets Sub-Models 
Detailed modelling study of practical sprays requires solving the dynamics of 
interactions between droplets and surrounding gas. To calculate the mass, 
momentum and energy exchanges between the droplets and gas, one must account 
for the distributions of droplet sizes, velocities and temperature. It is also necessary 
to consider the distortion, break-ups, collisions, coalescences, and turbulent 
dispersions of the droplets and in many cases the droplets vaporisation. 
In general, there are mainly two mathematical approaches in use to solve two phase 
flow problem as in spray, namely, the Eulerian method (Elghobashi and Abou-Arab, 
1983) that deals with a two continuous phase flow, and the Lagrangian method 
(Dukowicz, 1980), where the carrier (gas) phase is treated as a continuum, subject 
to the equations of continuum fluid mechanics. The dispersed (liquid) phase is 
treated as if it was composed of particles. In the current work, governing equations 
for the spray were modelled using the Lagrangian method, in which the solution is 
iterative in nature. It involves the following steps: 
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1. A solution to the governing equations for the gas phase is obtained. 
2. The lagrangian equations are solved, using the fields from the continuum 
solution, for number of particles of different sizes and different starting locations. 
3. The effect of the presence of the liquid phase on the gas phase is taken into 
account by transfer of mass, momentum and heat. 
4. The gas equations are solved again, this time including the source terms from 
step 3 in place. 
5. The output of the computation is used to specify a new set of field quantities for 
lagrangian equations, which are then re-integrated. 
6. The process of iteration is continued until equilibrium is attained between the 
solutions of the two phases. 
The advantages of using the lagrangian method over the other methods are mainly 
reducing the computations efforts and the more complex situations of collisions, 
break-up and evaporation of droplets can easily be handled in this framework. 
However, the lagrangian model fails to deliver when the modelled drops number 
increases due to the increase of their simulated lagrangian trajectories, which 
complicate the computations (Beck and Watkins, 2002). 
2.1 Gas Phase Governing Equations 
The basic transport equations that govern the flow of a viscous fluid are 
mathematical representations of conservation principles. Specifically, they represent 
the conservation of three physical quantities mass, momentum and energy. 
However, for two-phase flow spray modelling, source terms were added to the 
equations to represent the liquid phase. The conservation equations may be written 
as (Dukowicz, 1980) 
Mass: 
OPgBv 0 ( ) 
+-t,pgujBv = S, ~ OXj ~ 
Accumulation C t. Spray source 
onvec IOn term 
(2.1 ) 
term term 
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where pg is the total gas density, Bv is the void fraction which is the fraction of the 
computational cell volume occupied by the gas phase, Uj is the gas phase velocity 
components and S, is the source term describing the mass exchange due to the 
evaporation of the liquid phase of the spray. The mass conservation equation can 
be generalised for a mixture of gases. The following equation for species mass 
fraction has source terms arising from the vaporising spray. 
8pg YBv + ~~g YBvu j)= ~[pgD 8YBv J 
~ 8Xj 8xj 8xj 
Accumulation . Convection '. Diffusion ' 
term term term 
+ 5mBv 
~
Chemical reaction 
+ SI 
....... 
Spray source 
source term term 
(2.2) 
where Y is the species mass fraction, D is the molecular diffusion coefficient and Srn 
is the source term due to chemical reactions. The flow flux for the different species 
includes two components: (a) the convection term of the mean flow velocity of the 
mixture, second term on the left hand side of equation (2.2), (b) the diffusion term 
relative to the centre of the mixture mass, first term on the right hand side of 
equation (2.2) 
The momentum equation for the gas phase is: 
8pg UjBv 8 ( . ) 
+- PgUiUlv = ~ 8Xj 
Rate of change -........:C:...o-n-v~e-c-tio-n~ 
term term 
+ 
8pg Bv 
8xi 
~
Pressure gradient 
term 
X· 
+ 
8 'ij Bv 
8xi 
Stress diffusion 
term 
S" 
........-
PggBv 1;1 + 
'-v-" Spray source 
Gravitational 
term 
force 
(2.3) 
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where g is the gravitational acceleration, SII the momentum change per unit volume 
due to the interaction between the liquid-phase and the gas-phase of the spray and 
Tij is the Newtonian stress tensor, which can be written as: 
(2.4) 
where pg is the gas-phase pressure, f.lg is the gas-phase dynamic viscosity and oij 
represent the Kronecker Delta, where oij = 1 if i = j and <'hj = 0 otherwise. 
The energy conservation equation: 
term term 
Pressure rate 
of change term 
+ 
+~(kth 8Tg8v J+ Sh8v 8x . 8x . '-v--' 
. 1 1 , Chemical reactions 
Conduction term 
source term 
8u· ( ) 
__ 1 T .. 8 
8 lj v xi 
~
Stess diffusion 
term 
+ Sill 
.......... 
Spray source 
term 
(2.5) 
where hg is the gas enthalpy, kth is the thermal conductivity, Tg is the gas flow 
temperature, Sh is the heat rate source term released from the chemical reactions 
and the last term on the right hand side is a source term SttJ describing the rate of 
heat consumption due to the droplet evaporation. 
Solving every detail of an unsteady and turbulent flow using, for example, the direct 
numerical simulation (DNS) technique (Sussman et ai, 1998) requires expensive 
computations, It is therefore, a common practice in numerical fluid mechanics 
calculations to compute time or ensemble-averaged values of the variable in 
question, This is achieved by replacing the instantaneous values in the Navier-
Stokes equations, of dependent variables (designated by the symbol ~) by the sum 
of an ensemble-average value ;jl and a variation ~' about this value: 
(2,6) 
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In flows involving appreciable density fluctuations (e.g. due to combustion), the 
terms of these equations remain the same provided that the velocities and scalars 
such as species concentrations, turbulence kinetic energy and its viscous 
dissipation rate, but not density and pressure, are decomposed into a density-
weighted mean and fluctuations and then ensemble-averaged. The replacement of 
the instantaneous quantities in the conservation equations for momentum, continuity 
and thermal energy, by the average of a mean and fluctuating component, leads to 
the following set of equations in Cartesian tensor notation: 
Conservation of Mass 
(2.7) 
Species Conservation 
(2.8) 
the terms related to fluctuations in the molecular diffusion coefficient 0 is been 
assumed negligible. The conservation equation for Momentum becomes: 
(2.9) 
where fluctuations in both density and laminar viscosity has been assumed 
negligible, an assumption valid for non-reacting turbulent flows as in the present 
study. In addition, the fluctuations of the thermal conductivity and specific heat are 
assumed to be very small. The ensemble-averaged stagnation energy conservation 
equation is: 
iJpiigBv +~(-=- uti B + - .u'h' B )= jJpgBv +~(k afA] 
at ax. \pg ) g v Pg } g v at ax. th ax. 
} } } (2.10) 
-------- -- -- - ---
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Apart from the simplifications mentioned above, equations (2.6) to (2.10) are 
complete and exact as their counterparts for the instantaneous quantities. The 
averaging process has given rise to new unknowns terms like the shear stresses, 
uju; . Before a solution can be affected, further representations for these unknowns 
must be obtained to form a closed set. The process of formulating equations for 
these unknown correlations is termed "turbulence modelling" and is the subject of 
the following section. 
2.2 Turbulence Model 
A variety of models exist for the incorporation of the effects of turbulence on spray 
calculations. Examples include the standard k-c models, (Rodi, 1979) which was 
used by Amsden et. al (1989) in KIVA-II, the Re-Normalised Group, RNG, k-cmodel 
(Yakhot and Orzag, 1986) used by Han and Reitz (1995), Brown et. al (1997) used 
the non-linear k-E model (Speziale, 1987) to simulate the gas phase in ethylene 
furnaces, the Large Eddy Simulation, LES, techniques,(Nadaoka et. ai, 1999) used 
by Kimura et. al (2001), and the Reynolds stress transport models (RSTM) which 
was used by Yang et. al (2002). 
The LES model is probably the most accurate among the above turbulence models 
as it solves for the largest scale turbulent motions of the flow and only models the 
small ones. However, it is quite expensive computationally in terms of time and cost. 
The k-c models are the least accurate as more turbulent motions are approximated 
instead of directly solved. The RSTM solves transport equations for each value of 
the Reynolds stress tensors, which means more equations and computation time 
compare to the k-c models. The RSTM model represents a kind of compromise 
between the other two models. In addition to that, it produces excellent results for 
some flows such as swirling flows and flows with strong curvature, which is similar 
to the gas flow around injected sprays. For all that, it is the best option for this study. 
However, the RSTM model might not always yield results clearly superior to the 
simpler models to justify the additional computational expense. 
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The Reynolds stress model involves calculation of the individual Reynolds stresses. 
uju; . using differential transport equations. The individual Reynolds stresses are 
then used to obtain closure of the Reynolds-averaged momentum equation. The 
general Reynolds stress equation can be derived by taking moments of the exact 
momentum equation 2.3. This is a process where the exact momentum equations 
are multiplied by a fluctuating property. the product then being Reynolds-averaged. 
The resulting equation with no body forces are given as: 
Eij Bv 
~
Dissipation rate 
term 
Conv;ction 
term 
+ nBv 
ij 
--Pressure strain 
term 
(
- alu). 'lnv - a(u. 'In J 
_p- u~u' ~ p + u'.u' I Pv 
g'k
a 
)ka xk xk 
Stress pr~duction 
term 
a ( aujujBv J 
--- CijkBv - Pg + SIV aX aX ~ k k Spray source 
, I term Diffusi~n term 
(2.11 ) 
The majority of the terms of equation (2.11) are in the exact equations and require 
no approximation or modelling. However the terms of the turbulent transport. Cijk. 
the pressure strain. nj. and the dissipation rate. Eij. need to be modelled in order to 
close the equation. The turbulent diffusive transport term. Cijk. which is 
(2.12) 
can be modelled by the generalized gradient-diffusion model of Oaly and 
Harlow (1970) as: 
k--au~u'. 
Crk =O.22-u;,u;-'-' ~ li ax, (2.13) 
where 8ik is the Kronecker unit tensor and E is the turbulence dissipation rate and k 
is the turbulent kinetic energy. The pressure strain term. nj. which is 
(2.14) 
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A pressure-strain model proposed by Speziale, Sarkar, and Gatski (1990) and is 
written as follows: 
( I )- - ( 2bmn SmnOlj') + \0.8 -l.3."bmnbmn 'PgkSij + 1.25pgk bikSjk + bjkSik 3 (2.15) 
+ 0.4 pgk(bikWjk + bjkW;k) 
where the Reynolds-stress anisotropy tensor, bjj , the mean strain rate, Sjj , and the 
mean rate-of-rotation tensor, Wjj , are defined as 
S=0.5 -' +-( au. aUjJ lj ax· ax· 
the dissipation rate term, E .. , which is 
1J 
J , 
aU~ auj 
E .. =2f.J -'-
lj 9 ax ax k k 
which is usually modelled as isotropic 
(2.16) 
(2.17) 
(2.18) 
Therefore an equation for the turbulence dissipation rate, E, must be solved along 
with the Reynolds stress equation. Typically, this is taken to be the dissipation 
equations used in the two equations eddy viscosity, k-li, model (Harlow and 
Nakayama, 1968) with modelling the diffusion term according to RSTM model, the 
first term on the right hand side, which may be written as: 
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c { B4" ( B4" _ )} +- 1.44'ueffGtr -0.96-- J.ieff--+ Pg·k 
k &m &m 
(2.19) 
- 2 -Pg'c _ Bu.-r, C 
-1.92 - 0.373pg . c--+ 1.5-S,v 
k &m k 
where SIV is the spray source term due to droplets turbulence and the effective 
viscosity, J.leff is the sum of the turbulent, ~tr, and laminar gas, ~g, viscosities 
calculated from 
'ueff = 'utr + 'ug' 
_ k' 
where 'utr = 0.09pg-
c 
(2.20) 
The turbulence generation rate, Gtr term in equation 2.19, is due to the mean 
velocity gradient calculated from 
BU(BU au) G __ I _1+_1 
tr - &j &j &j (2.21 ) 
In general, when the turbulence kinetic energy is needed for modelling a specific 
term, it is obtained by taking the trace of the Reynolds stress tensor as the following 
k = 0.5u;u; (2.22) 
However, to initialise the RSTM calculation the turbulence kinetic energy calculated 
from Harlow and Nakayama (1968) model 
(2.23) 
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the additional terms appearing in the species mass conservation equation (2.7) and 
the energy equation (2.10) due to turbulence are modelled as a diffusion process 
(Lauder and Spalding, 1972) 
(2.24) 
(2.25) 
where cp is the gas specific heat of constant pressure. To complete the governing 
equations, state equation is required. For the ensemble-averaged properties of ideal 
gas mixtures, it takes the following form: 
(2.26) 
where Rg is the universal gas constant and Mys is the molecular weight of species 
Vs. 
2.3 Liquid Phase Equations 
The lagrangian method (Dukowicz, 1980) cannot easily handle highly dense sprays 
and have a major assumption that the spray is composed of spherical drops while 
physical fuel sprays include also sheets or jets especially near the nozzle. However, 
the method has many advantages that make it favourable for the current study. The 
spray analysis in the lagrangian framework for the dispersed phase is quite 
accurate, widely used, quite cheap for computation cost, and the more complex 
situations of collisions and evaporation if they exist can easily be handled. The liquid 
phase is modelled by means of a probability density function f (t, Xd, Ud, rd, Td, y, Y). 
This approach requires the description of phenomena such as atomisation, droplets 
collisions, drop break-up, droplet evaporation and drop drag. The probability density 
function f (t, Xd, Ud, rd, Td, y, y) is defined such that 
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is the probable number of droplets per unit volume at position Xd and time t with 
velocities in the interval (Ud, ud+dud), radius in the interval (rd, rd+drd), temperature in 
the interval (Td, Td+dTd), distortion parameter in the interval (y, y+dy) and 
deformation rate in the interval (y, Y + dy). The spray evolution equation (Williams, 
1958) of the probability density function f is given by 
where ud is the drop acceleration which is determined by aerodynamic drag and 
gravity force, y and y are the derivatives of the distortion parameter. The droplet 
evaporation leads to a rate of change in the droplet radius, id, and the temperature, 
Td . The sources terms 'coli and 'bu describe the droplet formation due to droplets 
collision and break-up respectively. Once the solutions of the equations describing 
the behaviour of individual droplets are known, the spray source terms, which are 
needed to couple the two phases of the flow, can be determined by summing the 
rate of change of mass, momentum and energy of all droplets at position, Xd, and 
time, t, within the same computational cell (Dukowicz, 1980) 
(2.28) 
(2.29) 
(2.30) 
(2.31) 
where Fd is the drop drag force, Id (Td) refer to the droplet internal energy and Cp.d is 
the droplet specific heat at constant pressure. 
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The modelled lagrangian equations describing the transient position, Xd,i, velocity, 
Ud.i temperature, Td, and mass, md, of a single droplet are 
dxd · 
,1 -u Tt- d,i (2.32) 
, dUdi (Pd -Pg) ud = --' = Ad + Ag = DdU + g dt Pd (2.33) 
where Dd = 3Pg CdlUI 
8rdPd 
where g is the gravitational acceleration, U = U+U'-Ud which is the relative velocity 
between gas and droplets, Pd is the drop density and Cd is the drop drag coefficient. 
The mass and heat transfer processes are described by the following differential 
equations (Oukowicz, 1979): 
(2.34) 
m dhd=Pd47lTCp,ddTd=O l+h (T)Vs J (. f J 
d dt 3 dt d fg,d d qs (2,35) 
where md is the droplet mass, Od represents the convective heat flow rate, fvs is the 
spray vapour mass flux at the droplet surface, qs is the heat flux at the droplet 
surface, and hfg,d(Td) is the droplet latent heat. In order to close the spray governing 
equations, more sub-models are needed that simulate physical processes. These 
include droplet evaporation, drop drag coefficient, Cd, drop break-up, droplet 
turbulence dispersion, and droplets collision and coalescence. Accurate simulations 
for these processes will increase the quality of the predictions. The following 
sections describe the sub-models used in the current work, 
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2_3.1 Drop Drag Coefficient 
An important part of spray modelling is drop drag. Drop drag affects the drop's 
acceleration, and hence its velocity and physical location as a function of time. The 
drop drag is obtained from its equation of motion (2.33). For dilute spray, the drag 
coefficient, Cd, is often specified as a function of the drop Reynolds number using 
solid-sphere correlations, (Schiller and Naumann, 1933): 
C 24 ( I 2/3) d sphere =- I +-Red ' 
. Re 6 d 
(2.36) 
Cd.sPhe,. = 0.424, Red> 1000 (2.37) 
The effects of drop oscillation and distortion on the drop drag coefficient have been 
considered by Liu et al (1993). The TAB model was used to estimate the distortion 
of the drops, y. The drop drag coefficient was related to the magnitude of the drop 
deformation with 
Cd = Cd.sphe,.(1 + 2.632y) (2.38) 
Equation (2.38) represents the fact that the drag coefficient of a distorting drop 
should lie between that of a rigid sphere and that of a disk, whose drag coefficient at 
high Reynolds numbers is about 3.6 times higher than that of a sphere. 
2.3.2 Droplet Evaporation 
The evaporation of droplets is essentially a complex heat and mass transfer 
process. Heat transfer, first, raises the droplet's temperature until it reaches the wet 
bulb temperature. Then, all the heat transferred to the liquid is used in evaporation 
and the temperature of the rest of the liquid phase remains unchanged. The 
evaporation process of a single droplet is described in equation 2.34 and 2.35. The 
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convective heat flux, Qd and ratio of the spray vapour mass flux to the heat flux at 
the droplet surface fvx/qs are modelled by the following equations (Dukowicz,1979) 
(2.39) 
(2.40) 
where kth,d is the droplet thermal conductivity, J.ld is droplet viscosity and T", is the 
temperature of the local gas around the droplet. Xvs is the spray mass fraction of the 
droplet vapour cloud surface, while Xv", is the spray mass fraction at the local gas 
around the evaporating droplet. h", is the enthalpy of gas domain around the droplet, 
hs is the enthalpy at the droplet surface, hvs is the enthalpy of at the droplet vapour 
cloud surface and hgs is the enthalpy of local gas at the droplet surface. The 
reference temperature for transport properties, such as thermal conductivity, specific 
heat, viscosity etc., is obtained by the following relation 
(2.41 ) 
2.3.3 Drop Size Distribution 
An initial assumption drop size distribution at the nozzle exit is important especially 
when there are some break-up models such as WAVE and FIPA break the drop into 
a mono size. Previous study (Han et ai, 1997b) has shown that for hollow cone 
sprays a Rosin-Rammler distribution (1933) is more suitable than the )( distribution, 
which was used by Reitz and Diwakar (1986), as it was found to give better 
agreement with experimental measurements. The Rosin-Rammler drop size 
distribution, Qs, which is an empirical correlation, represents the spray at the nozzle 
exit as a function of two parameters, characteristic diameter, dch, and a distribution 
factor, q, as: 
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(2.42) 
while the exponent q provides a measure of the spread of drop sizes and dCh is a 
representative diameter which assumes that 63.2% of the total liquid volume is in 
drops smaller diameter. 
2.3.4 Drop Break-up Models 
In the current work, four drop break-up models were examined. The Taylor analogy 
break-up TAB model and the wave Instability break-up WAVE model, which deal 
with the break-up mechanism as one complete process. The other two, which are 
hybrid models, namely, Sheet-TAB and WAVE-FIPA, differentiate between two 
stages of break-up, primary and secondary. In the following sections, description of 
each model is presented and discussed together with the modelling assumption 
2.3.4.1 The TAB model 
The parameters and constants in the TAB model equations have been determined 
from theoretical and experimental results. Q'Rourke and Amsden (1987) have 
applied the model successfully to sprays. With the Taylor analogy, the physical 
dependencies of the coefficients in equation (1.15) are 
a Bt p gU
2 
-=---, 
m 24 PI(d 
b er 
-=Bt--3 , 
m PI(d (2.43) 
and 
where III is the liquid dynamic viscosity. Bt, is the model break-up time scale with a 
value equal to 8. The TAB model assumes that the drop break-up occurs when the 
amplitude of oscillation of north and south poles equals the drop radius, rd, that 
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means when x > (0.5 rd). This is based that the drop equator, in the fundamental 
mode which is only oscillation mode the TAB model keeps track of, oscillates with 
exactly half the amplitude of the drop north and south poles (Lamb, 1932. The 
dimensionless distortion parameter (y = 2x1rd), which represents the dimensionless 
deformation of the drop equator, is calculated by solving the following spring-mass 
analogy equation, 
(2.44) 
In the implementation of the TAB model due to O'Rourke and Amsden, (1987), the 
break-up occurs only if y exceeds unity, where it is a function of the flow conditions 
and both the liquid and gas properties, as can been seen from equation (2.44). It is 
next shown how the model predicts and continuously connects break-up times 
experimentally observed for the bag and stripping break-up regimes, by neglecting 
liquid viscosity. The bag mode occurs when the Weber number is slightly larger than 
a critical value, taken equal to 6, and the stripping mode occurs for Weber numbers 
much larger than this same critical value. The bag break-up time, Ib, is calculated 
from 
(2.45) 
whereas the stripping break-up time, 1st, is calculated from 
I =J3(d ~ PI 
st U Pg 
(2.46) 
in order to predict the drop sizes after break-up, the model uses an equation 
motivated by an analysis based on the energy conservation, the equation balances 
the energy of the parent drop, with the energy of the child drop as the follows: 
3 
(d 1 8Bs Pl'd. 2( 6Bs - 5) 
--"--= +-+--y 
(stable.d 20 (J' 120 
(2.47) 
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where the break-up size factor, Bs, is the ratio of the total energy in distortion and 
oscillation mode to the energy in the fundamental mode and takes a value equal to 
10/3. In the bag break-up regime, y '" 0 at break-up and equation 2.47 gives 
7 (2.48) = 
rstablO.d 3 
For the stripping mode at very large Weber number, where y = 21stWea /(3PlrJ), 
equation 2.47 could be written in the following form 
(2.49) 
where U is the gas-fuel relative velocity. 
2.3.4.2 The WAVE model 
With the WAVE model due to Reitz (1987), the maximum growth rate, n, and its 
corresponding wavelength, A, are related to pertinent properties of liquid and gas as 
A (I + O.4S.J2,XI + 0.47j07) 
-=9.02 ( )06 
a 1 + O.86SWe~·67 . 
(2.50) 
(2.51 ) 
where 
T = Z WieO.5. I I g' 
and Rei = Ua/vl' 
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The liquid break-up is modelled by postulating the new drops of radius, rd, which are 
formed from bulk liquid or blobs, with a characteristic radius, a, with 
(2.52) 
or (2.53) 
In equation (2.53), it is assumed that small drops are formed with a drop size 
proportional to the wavelength of the fastest growing or most probable unstable 
surface wave. The value of the break-up size factor Bs = 0.61 was chosen to give 
agreement with data on stable drop sizes in sprays (Reitz, 1987). Equation (2.52) is 
only valid for low velocity liquid undergoing Rayleigh-type break-up. It assumes that 
the jet disturbance has a frequency D./21t, a drop is formed each period, or that drop 
size is determined from the volume of liquid contained under one surface wave. The 
characteristic size of the unstable parent bulk liquid changes continuously with time 
following the rate equation 
where, 
3.726 Bta t bu = ---::,---'--An 
Bt: the break-up time scale 
a: the jet radius 
(2.54) 
(2.55) 
Substituting equations (2.50) and (2.51) into equation (2.53) and considering an 
inviscid liquid (Z; ~ 0) in the low Weber number limit (Weg ~ 1) gives 
(2.56) 
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which is the same result as derived with the TAB model for an inviscid liquid. 
O'Rourke and Amsden (1987) suggested a value of J3 for the break-up time scale, 
Bt. Reitz (1987) also applied the wave theory to the high-speed drop break-up limit. 
In this case, for inviscid liquids at large Weber numbers, equation (2.55) becomes 
(2.57) 
The data of Ranger and Nicholls (1969) for high-speed drop break-up suggested a 
value for Bt equal to 8. However, in this study a value of J3 is used for the break-up 
time scale of the WAVE model, as it is comparable with the TAB model. The WAVE 
break-up model break-up each drop to a uniform size of the child droplets, therefore 
an initial drop size distribution is assumed at the nozzle exit. 
2.3.4.3 The Hybrid WAVE-FIPA model 
The Hybrid WAVE-FIPA model was first developed by (Habchi et. ai, 1997). In this 
Model, primary blobs are taken to be the injected drops or parent drops which have 
a Weber number greater than the limit value We = 1000. Note that the droplets 
processed by FIPA model include child droplets generated by the Wave model at 
any Weber number conditions. This approach is coherent with the fact that around 
the spray, especially near the spray tip, blobs are sufficiently eroded and behaving 
like droplets. The main parameters of this model are the break-up time, t, and the 
maximum radius of stable drops, rs. The parameters, rs, and break-up time, t, are 
calculated only at the primary break-up process or if the Weber number increases 
by more than 10% in a computational cycle indicating that a significant event 
happened near the current parent drop or parcel. Assuming low viscosity liquid, the 
averaged radius, rs , is obtained at time, t, from the definition of the Weber number 
using the diameter, d, of the drop and assuming a critical Weber number We·d = 12: 
(2.58) 
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and the break-up time is defined by: 
(2.59) 
Here Ct equal 0.1 Bt which is the break-up time scale in the Wave model, U is the 
relative velocity between the flow field and the drop, cr is the surface tension 
coefficient of the drop, Sr is the ratio of the liquid to the gas density Sr = (PI/pg) and tch 
is the dimensionless break-up time based on the correlations of Pilch and Erdman 
(1987), 
t - 6(We _12)-0.25. ch - d , 
tch = 14.l(Wed _12)-0.25; 45 < Wed S 350 (2.60) 
tch = 0.766(Wed _12)°·25 ; 350 < Wed S 2670 
tch = 5.5 ; 2670 sWe d 
The Hybrid WAVE-FIPA model is formulated by postulating that new droplets of 
Sauter Mean Radius SMR, rd,stable, are formed from the original drop (parent drop) 
during the break-up time period, t. The characteristic size, rd, of unstable parent 
drop (which has Weber number greater than 12) changes continuously with time 
following the rate equation: 
dfd fd - fd stable ( ) 
- = - ( ''f ; tbu < tbu,el and fd,stable < fd 
dt tb-tbl' U u,e 
(2.61 ) 
where Ct is a constant exponent with value of 1.25, which serves to fit Hybrid 
WAVE-FIPA model behaviour to experimental data and tbu,el is the time elapsed 
from the break-up time period, tbu. At the beginning of break-up process ts is equal to 
zero and ts = U2, for example, indicates that break-up is half completed. 
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2.3.4.4 The Hybrid Sheet-TAB model 
This model is a modified version of the Hybrid HAN Sheet model (Han, et. ai, 
1997b). The main differences are, instead of using Lefebvre (1989) equations, both 
the sheet thickness, hth' and its initial velocity, Vd, were calculated using 
experimental data, as it is explained in the next chapter. While the TAB break-up 
model compute the secondary break-up the proposed sheet break-up length by Han 
et al (1997b), was used to compute the break-up length, Lbu, as: 
(2.62) 
where Cs is a sheet length parameter assigned a default value of 3 (Han et ai, 
1997), G" is the liquid surface tension coefficient, In (7711]0) is related experimentally to 
the wave amplitude when the sheet breaks up and is set to 12 (Han et ai, 1997b), pg 
is the ambient gas density, PI is the liquid density, U is the liquid-gas relative 
velocity, B is half outer cone angle and hth is the sheet thickness. The value of the 
sheet break-up length, Lbu, determines a distance from the nozzle exit, where the 
drops start to break-up. Calculation of the break-up length, Lbu, is realised 
dynamically in the model, since the relative velocity, U, influences it. 
2.3.5 Droplet Turbulence Dispersion 
As droplets pass through a turbulent flow it is assumed that they interact with the 
individual turbulent eddies. Each interaction deflects the droplet as dictated by the 
instantaneous velocity of the turbulent eddy and the droplet inertia. These additional 
turbulence effects on the spray droplets cannot be resolved in detail by the flow 
field. That is why a droplet turbulence dispersion model is used. Dukowicz (1980) 
also proposed a method for calculating the dispersion of the spray droplets by 
turbulent gas motion. According to Dukowicz method, the droplet sees the gas 
velocity as the sum of the time-averaged velocity, 0, and a fluctuating velocity, u', 
where each component of u' is distributed according to a Gaussian distribution with 
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standard deviation, sd = ../2k / 3 (k is the gas turbulence kinetic energy). This 
approach is accurate as long the turbulence correlation time, tte, is equal or bigger 
than the computational time step, Dot. The turbulence correlation time, tte, is defined 
as the minimum of an eddy break-up time and the time required for the droplet to 
travel across an eddy, and given by (Gosman and loannidis, 1981) 
_ . (k O.16432k 15 ) f te - mm ,----:-:---
Ei UEi 
(2.63) 
Where E is the gas turbulence dissipation rate. However the droplet turbulence time, 
tte, could be less than the computational time step, Dot, possibly by several orders of 
magnitude. That means the particle passes through more than one eddy and has 
more than one change in its velocity, Ud, and position, Xtl, due to the turbulence 
interaction. O'Rourke (1989) carried out some work to update each parcel velocity, 
Ud, and position, Xtl, using the following equations 
(2.64) 
(2.65) 
where Ud.n and Xtl.n are the droplet new velocity and position, where Ud.o and Xtl.o are 
its old velocity and position. (1/Dd) is the drop drag time, which calculated by 
equation (2.33). The change in the gas turbulence velocity, 8u', and the droplet 
position due to the turbulence effect, 8X'd, are chosen randomly from a Gaussian 
distribution with standard deviations for the turbulent velocity, sdu' and droplet 
position, sd x' , are calculated form 
d 
(2.66) 
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(2.67) 
The model update the gas turbulence velocity, u', and the droplet position when the 
turbulence correlation time, ttc, is less than the computational time step, ~t, or when 
the droplet travel distance is larger than the eddy length scale, 1= 0.6431 (k1.5/E). 
2.3.6 Droplets Collision and Coalescence 
Droplets collision and coalescence phenomena become increasingly important in 
dense sprays. Droplets collisions cause redistribution of mass, momentum and 
energy between droplets. Three modes of droplets collision can be distinguished as 
shown in Fig. 2.1. 
~C) y> ~ y> ? (:) 0 0000 
J f jOo~o 
0 0 0 00 0 
a.) b.) c.) 
Figure 2.1: A possible outcome of a binary collision as the collision Weber number is 
increased. (a) Permanent coalescence, (b) Collision followed by break·up, (c) 
Shattering (O'Rourke, 1981) 
Q'Rourke and Bracco (1980) developed a method for computing drop collisions in 
sprays. Following the reasoning used in the kinetic theory of gases, a collision 
frequency V12 can be defined between drops in parcel (1) (containing the larger 
droplets or collecter) and parcel (2), and is calculated in each computational cell 
using 
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(2.68) 
where Nd•2 is the number of drops in parcel (2), Ud is the drop velocity vector and Vc 
is the volume of the computational cell. The probable number of collisions of the 
collecter, neol/, was assumed to follow the Poisson distribution, Peol/, 
(2.69) 
A stochastically number, Rnp , in the interval of (0, 1) is used to decide whether a 
collision takes place or not. If Peoll(n) is larger than Rn then no collision occurs. In 
the case of collision, the outcome of the collision is determined by the collision 
impact parameter, beoll , If it is less than a critical value, beoll.er, the droplets coalesce. 
On the other hand if beall ~ beall.cr then the droplets maintain their sizes and 
temperature but undergo velocity changes (grazing collision). The collision impact 
parameter, beall, and the critical value, beall.cr, calculated from 
b2 ( \2. [ 0 [y
3 
_2.4y2 +2.7y II eol/,er = 'd.1 + 'd.21 mm I. , 2.40' . 2 
PdlUd,1 - Ud•2 1 'd,1 
r 
where y =...£:!.. ~ 1 
'd,2 
(2.70) 
(2.71) 
where Rneall is a random number in the interval of (0,1) which used to determine the 
number of coalescence n for each collector. In the case of when the droplets 
coalesce the new droplet radius, rd,n, velocity, Ud,n, and temperature, Td,n, are given 
by 
(2.72) 
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U (3 + U (3 P n u - d,1 d,IPd,1 d,2 d,2 d,2 calf 
d,n - 3 3 
(d,IPd,1 + rd ,2Pd,2neolf 
(2,73) 
(2.74) 
While in the case of grazing collision the new droplets velocities, Ud,1 and Ud,2, are 
given by 
(2.75) 
(2.76) 
where Rngc represent a random number for the grazing collision and is defined by: 
Rn = b eolf - beolf,er 
ge b rd I + rd 2 - calf er , , , 
(2.77) 
Chapter 3 
Numerical Procedures 
The numerical study was performed using the AVL-FIRE version 7.3 (AVL, 2001) 
CFD code as a research tool to conduct the current research. The code solves all 
engine related CFD problems, true multi phase capabilities and comprehensive set 
of IC-engine specific spray and combustion models. The complete FIRE package 
includes project manager for easy data handling, automatic structured/unstructured 
multi-block mesh generation, fully unstructured solver technology for arbitrary cell 
types and graphical and post-processing tool. The three dimensional code provides 
solutions for steady state or time dependent, both time-step and crank-angle mode, 
flows. The code also includes good facilities of post processing which displays the 
results of analysis mainly using color graphics, which represent planar sections for 
the gas flow data and 3D particles tracking for the spray. However, some 
subroutines have been developed and implemented in the code to extract local 
spray data to be plotted on charts. In the following sections all the validated 
experimental test cases will be explained together with the numerical steps needed 
to build-up the grids and prepare the computational simulation to assess the break-
up models performance. 
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3.1 Test Cases and Selection Criteria 
In order to simulate and gain an understanding of the atomisation process of 
gasoline fuel sprays, the current research aims to validate the predictions against 
available experimental data of gasoline atomisation by high-pressure automotive 
fuel injectors. As the current work is a fundamental study, simple test cases are 
considered at atmospheric and at high constant ambient pressure. This will 
eliminate the effect of the moving piston and the variable ambient pressure inside 
real engines, which could be included in a further study. Two experimental test 
cases were chosen to validate the break-up models. The two test cases were 
conducted by Wigley et al (2001 and 2002), on gasoline fuel spray. These cases 
give enough information around the droplet velocity components and drop size, 
which is the heart of the current work. Both test cases used a GOI injector under 5 
MPa injection pressure. A schematic of the pressure swirl nozzle is shown in Fig. 
3.1. It has an exit diameter of 0.9 mm and swirl vanes upstream from the exit plane 
through which liquid fuel is injected to assist in the formation of droplets. 
Control 
needle 
Orifice 
•• 
Iniector 
Fuel Film 
•• 
Figre 3.1: Schematic of the hollow cone spray formation from swirl injector orifice 
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3.1.1 Test Case I: Injection into Atmospheric Ambient Gas 
Pressure 
The injection into atmospheric ambient gas pressure test case was conducted over 
the last two years, and the results are summarised in two papers published by 
Wigley and Pitcher (2001a) and Wigley et. ai, (2002), using the Mitsubishi GOI 
injector. Results are reported from a combined LOAlPOA and imaging analysis in 
the near nozzle region of a Mitsubishi pressure swirl GOI injector. Understanding the 
physical processes and quantifying them in this region are judged vital to the future 
development of injection systems and predictive simulation tools. The combination 
of complementary diagnostics allows the morphology of the spray to be identified 
along with quantifying the velocity and drop size of the droplets formed. In addition, 
this work describes the application of a drop size class discrimination filter to a POA 
data set obtained for a GOI spray. 
The injector was operated at 50 bar fuel pressure with a needle opening time of 0.84 
ms corresponding to a fuel delivery of 11.0 mg per injection into ambient air, Fig. 
3.2. The LOAlPOA measurement grid started on the axis at 0.5 mm, extended down 
to 50 mm below the nozzle, and reached out to the spray periphery. Comprehensive 
time history profiles of droplet velocity, size and sample number were recorded. 
They were used to indicate the times at which the spray exhibited different 
characteristics. These were identified as: (a) pre-swirl spray, (b) spray cone starts to 
develop, (c) spray cone relaxes, (d) maximum velocity in spray cone, (e) spray cone 
collapses and (f) the spray detaches from the nozzle after the end of injection. The 
initial data analysis considered the time averaged axial and radial velocity profiles 
and velocity-size correlations as the drop size class filter was varied from 0 to 5, 5 to 
10 microns then 40 to 50 microns in filter widths of 10 microns diameter. This 
particular GOI spray was then considered to be composed of two different drop size 
classes, 0 to 10 and 10 to 20 microns diameter, during the fully developed phase of 
the spray cone. 
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Further analyses considered the independent behaviour of these two-drop size 
class distributions to resolve the detailed dynamics of the spray. For the smaller 
drop size class, both the axial velocity and sample distribution profiles exhibited 
maximum on the spray axis. Below the fully developed cone, a second droplet 
population peak in the sample distribution indicated the development of the 
entrainment and re-circulation on the periphery of the spray. For the larger drop size 
class, the analysis highlighted the hollow cone nature of the spray but the vector 
flow field map indicated that below the fully developed spray cone this drop size 
class moved axially downstream. 
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Figure 3.2: Schematic diagram of the injection into atmospheric ambient gas pressure test 
case (Wigley et ai, 2001) 
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3.1.2 Test Case 11: Injection into Above-Atmospheric Ambient 
Gas Pressure 
To characterise injectors under engine representative pressures, Wigley et. al 
(2001 b) studied the effect of the ambient pressure on the spray morphology 
produced by a GDI injector. The data have been collected in the form of back lit 
CCD images and are supported by Phase Doppler Anemometry (PDA) 
measurements of time averaged droplet velocity and size. The measurements were 
made in a high-pressure bomb, as in Fig. 3.4. The bomb had a volume of 725 cm3 
filled with air under 6 bar pressure and at 323 K temperature. The main difference in 
the experimental rig is the pressure bomb as seen in Fig. 3.3. 
Gasoline Fuel 
:,;::ji;ri:" Tank 
Electric 
Motor 
Pressure Bomb 
Pressure 
Pump 
Strobe Panel 
CCD 
Camera 
tec"ivir,,, Optics 
Figure 3.3: Schematic diagram of the injection into above·atmospheric ambient gas pressure 
test case (Wigley et ai, 2001 b) 
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3.2 Initial and Boundary Conditions 
The initial conditions for the numerical simulation give initial state for the simulation 
region. The initial conditions should be able to reflect the real physical environment. 
The ambient gas initial conditions of the numerical calculations for the two test 
cases are presented in Table 3.1. In the two experimental test cases the fuel spray 
is injected into quiescent air. The ambient gas of the atmospheric test case is at the 
room temperature where in the above-atmospheric test case the ambient gas 
temperature was higher. The main difference between the two test cases is the 
ambient gas pressure. 
Ambient Gas Test Case I Test Case 11 
Gas Type Air Air 
Pressure 1bar 6bar 
Temperature 293K 323K 
Table 3.1: A summary of the ambient gas initial conditions for both test cases 
For numerical simulation, it is unnecessary to simulate the whole experimental rig. 
Generally a region of interest is chosen to conduct a simulation. Numerical 
simulations also have to consider the physical processes in the boundary region. 
Improper sets of boundary conditions may introduce non-physical influences on the 
simulation system, while a proper set of boundary conditions can avoid that. The 
physical domain of the first test case is not well defined as the fuel is injected into 
the atmospheric space. Assuming a 100 mm in the radial dimension and 110 mm for 
the axial dimension, as shown in Fig. 3.4, was suggested as a far limit for the 
computational grid. This assumption would be test later to see the effect in the case 
of increasing the grid domain on the calculations, sUb-section 3.3.1. The boundary 
conditions for this test case are presented in Fig. 3.4, the far field boundary of the 
domain are zero-gradient condition as the effect of the fuel spray would be 
concentrated at the centre of the domain. Fixed wall temperature of 293 K was 
specified around the injector. Figure 3.5 demonstrate test case II physical domain, 
which is defined by the pressure bomb interior walls, these walls of 323 K are the 
boundary of this case. 
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Figure 3.4: Schematic diagram of cross·section of the computational grid showing the injector 
position and the computational domain boundaries for injection into atmospheric 
ambient gas pressure test case 
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Figure 3.S: Schematic of Cross·section of the computational grid showing the injector position 
and the computational domain boundaries for injection into above·atmospheric 
ambient gas pressure test case 
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The liquid phase (spray) initial conditions are listed in Table 3.2, together with the 
injector type, pressure and diameter. These conditions are similar for both 
experimental test cases. However, some of the spray initial conditions are not 
constant values such as the injection velocity and droplet size distribution. These 
conditions vary with time, so they have been implemented as a set of values at each 
time step. 
Fuel Type Gasoline 
Injection Pressure 50bar 
Injection Temperature 293K test case I 323K test case II 
Injector Type Hollow-Cone Swirl Nozzle 
Number of Injector Hols 1 
Injector Diameter 0.9 mm 
Total Injected Mass 11 mg 
Injection Duration 1.16 ms 
Initial Half Cone Angle Figure 3.4 
Sheet Thickness Figure 3.5 
Injection Velocity Figure 3.7 
Table 3.2: A summary of the fuel spray initial conditions for both test cases 
The gasoline fuel variation of both initial inner and outer spray half cone-angle is 
shown in Fig. 3.6. The transient state of the cone angle and the inner cone angle 
are difficult to be measured experimentally, but logically, it was assumed to be 
gradually increasing until it reaches the steady state. The outer spray half-cone 
angle was set to 30° while the inner was set to 24°. These values were obtained 
knowing that a typical GOI injector produces a spray cone of a total outer angle 
about sixty degrees, and the inner is ten to twenty degrees smaller. Number of tests 
has been carried out to obtain the variations shape of the half cone 
angle(Abdelkarim and Ibrahim, 2004). The angle-starting slope from starting of 
injection to 0.2 ms was tested numerically, represented by two linearised slopes. 
The first is from the start of the injection to 0.1 ms and a higher slope from 0.1 to 0.2 
ms, sub-section 3.3.6. 
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The temporal variations of the sheet thickness are presented in Fig. 3.7, which were 
introduced through an outer and inner diameter at the injector orifice. At the start of 
the injection, sheet thickness equalled to the orifice radius, 0.45 mm, which is the 
outer radius, indicating that a cylindrical jet is supplied at the injector tip. Then a 
sharp increase in the air core radius, or the inner diameter, had a maximum value of 
0.5 mm and remained stable at this value to the end of the injection. The steady 
sheet thickness value was found to relax around 0.2 mm. This value was measured 
experimentally (Alien and Hargrave, 2000) and studied numerically (Cousin et ai, 
1998) for similar hollow-cone spray Mitsubishi swirl injector. 
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Figure 3.7: Temporal variations of the injector orifice diameters 
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Two different Rosin-Rammler droplet size distributions, shown in Fig. 3.8, were 
adopted at the exit plane of the injector with the following parameters: q = 9, X = 125 
for the injection into atmospheric ambient pressure test case, case I, and q = 15, X 
= 125 for the above atmospheric ambient pressure test case, case 11. These 
distributions were found to give the best predictions compared to the experimental 
data, as shown in section 3.3.2. 
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Figure 3.8: Rosin-Rammler droplet diameter distribution at injector exit plane for both test 
cases, injection into atmospheric, Case I, and above-atmospheric, Case I1, 
ambient gas pressure 
The experimental data also had the velocity profile of the spray at 0.5 mm away 
from the nozzle tip, which was considered here as the initial velocity profile at the 
nozzle exit, Fig. 3.9. However, the starting slope up to 0.1 ms was obtained from a 
numerical study (Abdelkarim and Ibrahim, 2004) due to the lack of experimental 
data in this region, sub-section 3.3.6. In addition to that, the injected gasoline mass 
flow rate profile was calculated by multiplying the average velocity by the gasoline 
density and the cross-sectional area of the nozzle taking into account that the 
nozzle diameter is a combination of the outer and the inner nozzle diameter. Figure 
3.10 shows the temporal variations of the injected mass flow rate. Both experimental 
and numerical values are shown confirming that the mass flow rate injected 
numerically is equal to the actual mass flow rate of both experimental test cases. 
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Figure 3.10: The corresponding temporal variation for the spray initial and calculated injection 
mass flow rate 
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3.3 Numerical Implementations 
The governing equations for the conservation of mass, momentum and energy, as 
described in chapter 2, were solved for the three-dimensional transient 
compressible non-reacting two-phase flow. These equations need to be solved 
numerically, which include accurate assumption of initial and boundary conditions 
for both phases of the flow and the governing equations must be discretised 
spatially and temporally. In addition to that, the gas and liquid phase sub-models 
need to be identified. The majority of the numerical tests to select an efficient 
computational grid system with a family of sub-models for the gas and the spray 
would be carried out on the experimental test case I. The numerical sub-models for 
the gas and spray phases are listed in Table 3.3. These models are needed as a 
start point to carry out all the numerical tests. For example, although the spatial 
differencing scheme is the central difference approximation scheme as mentioned in 
Table 3.3, the effect of this scheme together with other schemes on the predictions 
compare to the experimental data will be carried out in the following sections. The 
same policy will applied to most of the other sub-models and initial values listed in 
the same table, so that at the end of this chapter a group of numerical models with 
the appropriate computational grid are optimised and developed to start the 
validation of the different spray break-up models. 
Table 3.3: A start up list of the numerical aspects for both gas and spray 
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The Hybrid Sheet-TAB break-up model was used for the injection into atmospheric 
ambient pressure test case, test case I. However, when the Hybrid-Sheet break-up 
model was applied for the second experimental test case, test case n, very short 
penetration was produced compared to the measured data as will be discussed later 
in the results chapter. This made it difficult to carry out the sensitivity study for the 
injection into above-atmospheric ambient gas pressure by using this model. Thus, 
the WAVE break-up model was used for the injection into above-atmospheric 
ambient pressure, test case n. These sensitivity calculations included mesh 
refinement study and different gas initial turbulence levels with different Rosin-
Rammler distributions. In addition to this study the effect of the initial profile of the 
mass flow rate and the spray cone angle on the spray shape were examined. All the 
calculations were carried out on Linux platform using 1.1 GB single processor with 1 
GB memory. A numerical run of 3 ms, using a grid of 121595 cells, would take 12-
hour clock time. 
3.3.1 Selection of the Computational Grid System 
The governing equations should be approximated by a system of algebraic 
equations for the variables at set of discrete locations in space and time. The 
discretised equations are solved for a given physical problem. The discretisation of 
the differential equations is based on the finite volume method, as shown in Fig. 
3.11. All dependent variables, such as velocities, pressure, enthalpy, density, 
turbulence kinetic energy, dissipation rate, and passive scalar are evaluated at the 
central node and are surrounded by imaginary control volumes or computational 
cells. These cells called the computational grid or mesh, which represent the 
physical domains of the experimental set-ups. 
In the following the grid system selection is explained. This includes selecting the 
dimensional degree (Le. 2D and 3D), the coordinate system, the cells distribution 
inside the computational domain and the mesh refinement. 
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Figure 3.11: Diagram of the computational cells, subscript P represents the current computational 
cell; N, S, E, W, Hand L represent the six neighbouring cells and F is the cell face 
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3.3.1.1 20 vs. 30 calculations 
First a comparison was carried out to study the effect of using 2D calculations 
instead of 3D on the predictions. The 20 calculations were done on a mesh of 
33x31 cells in the x and z directions, as shown in Fig. 3.12, while the 3D 
calculations used a mesh of density 23x23x37 in the x, y and z directions, as shown 
in Fig. 3.13. The computational cell for both 20 and 3D calculations is of 3 mm size 
in all the directions. The computational grid dimensions were presented earlier in 
Fig. 3.4. 
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Figure 3.12: The 20 Hexahedral computational mesh of the injection into atmospheric ambient 
gas pressure test case 
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Figure 3.13: The 3D Hexahedral computational mesh of the injection into atmospheric 
ambient gas pressure test case 
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The results show clear difference between the 20 and 30 dimensional calculations. 
The time traces of spray tip penetration demonstrated the effect of using 30 
calculations in improving the predictions as compared with the experimental data as 
shown in Fig. 3.14. In addition to that, the spray pattern predicted by the 30 
computations shows a better agreement with the experimental observation as 
compared with the 20 calculations, Fig. 3.15. Showing more comparison, such as 
droplet sizes distribution, was not possible due to the fact that the 20 computations 
under predict the penetration length for the whole spray compare in comparison with 
the experimental data. 
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Figure 3.14: Spray tip penetration for the 20 and 3D Hexahedral computational mesh 
predictions compare to the experimental data of the injection into atmospheric 
ambient gas pressure test case 
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Figure 3.15: Spray Pattern for the 20 and 30 Hexahedral computational mesh predictions 
compare to the experimental observations of the injection into atmospheric 
ambient gas pressure test case at 1.16 ms. 
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3.3.1.2 Grid System 
-
The second analysis is to determine the effect of the grid systems on the predictions. Two grids, 
Hexahedral system (x, y, z) and Cylindrical system (r, e, z) should be appropriately 
chosen for a better resolution of the computational domain. While Figure 3.11 
demonstrated the Hexahedral Cartesian grid of the computational cells, the 
Cylindrical grid is shown in Fig. 3.16. The Cylindrical grid has a radius of 50 mm and 
height of 110 mm with 25 cells in rand e directions and 37 cells in the z direction. 
The effect of different grid systems on the predictions is shown in Fig. 3.17. It is quit 
clear from the spray patterns comparisons that the Hexahedral grid system is more 
appropriate in this case than the Cylindrical system. The Hexahedral grid results 
agree with the experimental observation in term of the main spray cone penetration, 
around 35 mm axially from the nozzle tip. On the other hand, the main spray cone 
penetration, which was predicted by the Cylindrical grid, over predicted by more 
than 20 mm in comparisons to the experimental observation. 
The use of the two grid systems showed a clear difference on the prediction of the 
gas domain velocity, as shown in Fig. 3.18. The comparison between the two grid 
systems of the gas phase velocity at the centre axis of the spray at the end of the 
injection, demonstrated that the cylindrical grid predicts high velocity, over 70 m/s, 
while the hexahedral grid produces a maximum gas velocity of 40 m/so These 
differences in values continued to dominate the comparison between the two grid 
systems as demonstrated by the spray droplet size and its axial velocities 
calculations, shown in Figs. 3.19 and 3.20. While the Cylindrical grid produces 
better agreement with the experimental data in term of droplets size, the hexahedral 
grid showed good agreement with the experimental data in term of droplets axial 
velocities. Although it was expected that the Cylindrical grid system would naturally 
fits the hollow cone spray, the results shown in Figs. 3.17, 3.19 and 3.20 concludes 
the opposite. This may be due to the relatively coarse grid used here. However, it is 
evident that the Hexahedral grid system provide a more realistic results which 
should be improved even further with higher resolution grid as will be shown in the 
following sections. 
CHAPTER 3 - NUMERICAL PROCEDURES 108 
r 
Figure 3.16: The 3D Cylindrical computational mesh of the injection into atmospheric ambient 
gas pressure test case 
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Figure 3.17: Spray Patterns for the Hexahedral and Cylindrical computational cells 
predictions compare to the excremental observations of the injection into 
atmospheric ambient gas pressure test case at 1.16 ms. 
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Figure 3.18: 20 planar images for the gas velocity vectors. Results showed for the 
Hexahedral and Cylindrical grid system predictions of the injection into 
atmospheric ambient gas pressure test case at 1.16 ms. 
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Figure 3.19: Droplets size distribution for the Hexahedral and Cylindrical computational cells 
at 35 mm axially from the nozzle tip and 1.16 ms after injection 
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Figure 3.20: Droplets velocity distribution for the Hexahedral and Cylindrical computational cells 
at 35 mm axially from the nozzle tip and t = 1.16 ms after injection 
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3.3.1.3 Computational Cells Distribution 
The last numerical test for the computational grid system before mesh refinement 
test is to examine the effect of different cells distribution for experimental test case l. 
As the cylindrical distribution was studied already, a mix between the two cells type 
Hexahedral and Cylindrical grid with increase of the dimension in the radial direction 
is shown in Fig. 3.21. The dimension of the grid is a radius of 71 mm and a height 
of 110 mm. The grid has 31 cells in the z direction and 46 cells both in the x and y 
directions. In addition, to show the comparison between the mixed grid and the 
hexahedral grid this test would also examine the effect of increasing the 
computational domain size, for the experimental test case l. This change will also 
have a direct effect on the boundary conditions. 
z 
y J--x 
. , 
Figure 3.21: The Hexahedral·Cylindrical computational mesh of the injection into 
atmospheric ambient gas pressure test case (test case I) 
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Both the Hexahedral and Cylindrical-Hexahedral computational grids under-
predicted the spray tip penetration, as shown in Fig. 3.22. However, the hexahedral 
grid predictions give slightly better results than the mix grid. The effect of changing 
the cells distribution and increasing the computational domain dimension size on the 
spray pattern prediction, Fig. 3.23, in comparison with the hexahedral mesh 
computations was not noticeable. The main goal of this test was to examine the 
effect of the grid size and cell distribution on the gas phase calculations which would 
ultimately leads to a direct effect on the spray predictions. Although the spray did 
not penetrate toward the cylindrical part of the mixed grid, it is concluded that the 
boundary conditions had almost no affect on the calculations. This is valid weather 
the hexahedral grid, the smaller domain, or the mixed grid are used. It was also 
concluded that the hexahedral grid provides an appropriate computational mesh for 
the selected test case considered in the present work. 
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Figure 3.22: Spray tip penetration for the Hexahedral and Hexahedral·Cylindrical 
computational mesh predictions compare to the excremental data of the 
injection into atmospheric ambient gas pressure test case 
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Figure 3.23: Spray Pattern for the Hexahedral and Hexahedral·Cylindrical computational 
mesh predictions compare to the experimental observations of the injection into 
atmospheric 
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3.3.1.4 Grid Dependence Tests 
As with all CFD numerical work, it is important to examine the effect of grid density 
on the results. The grid independence study for case I, was performed for four 
different mesh densities as in Table 3.4. The calculated time history of the spray tip 
penetration is shown in Fig. 3.24. The analysis indicated that a smaller mesh size 
produces a longer tip penetration. 
Grid Grid Cell Number Injector Cell Size 
x-div x y-div x z-div 
Coarse 23 x 23 x 37 3 x 3x 3 mm' 
Medium 33 x 33 x 44 2 x2x2 mm' 
Medium-Fine 45 x45 x 47 1.5 x 1.5 x 1.5 mm' 
Fine 47 x47 x 55 1 x 1 x 1 mm' 
Table 3.4: A summary of the numerical test cases carried out to examine the effect of the grid 
resolution for the injection into atmospheric ambient pressure test case 
In addition, the effect of the grid refinement was studied on both the droplet size and 
velocity radial distribution at 35 mm from the nozzle tip and at 1.16 ms after the start 
of the injection, Fig. 3.25 and 3.26. It was found that as the grid density increases 
the droplet's sizes decreases while its velocities increases at the radial edge of the 
spray. Moreover, opposite behaviour was noticed at the centre of the spray. 
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Figure 3.24: Spray tip penetration for the four different grids described in table 3.4 
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Figure 3.25: Droplets size distribution for the four different grids described in table 3.4 at 35 
mm axially from the nozzle tip and 1.16 ms after injection 
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Figure 3.26: Droplets velocity distribution for the four different grids described in table 3.4 at 35 mm 
axially from the nozzle tip and t = 1.16 ms after injection 
CHAPTER 3 - NUMERICAL PROCEDURES 117 
The spray shape found to be insensitive to the grid refinement, as shown in Fig. 
3.27, especially in term of the cone angle. On the same figure, the air velocity 
vectors are plotted in 20 axial plane. The effect of the grid refinement was clear on 
the air re-circulation zone, which increased with increasing the mesh density. That is 
more likely due to the increase of the interaction between the droplets and the air as 
the mesh cells became smaller; a similar result was obtained by Ren and Nally 
(1998). In general, it was found that refining the grid was starting to show some 
convergence, between the fine and medium-fine grids. However, it was difficult to 
use a more refined grid, due to the fact that the fine mesh cells size was limited to 
the injector orifice diameter, 0.9 mm. 
The grid independence test for injection into above-atmospheric ambient pressure 
test case was obtained only on three grids, Table 3.5, as the calculations could not 
be carried out on a 1 mm mesh. This may be due to the increase of the numerical 
parcels in one of the computational cells, which leads to a decrease in the gas 
phase volume in the computational cell. This would cause discontinuity of the gas 
phase calculations over the computational cells and create instability for the 
numerical calculations. 
As is shown in Fig. 3.28, the predicted spray tip penetration with the coarse grid is 
shorter than obtained with the medium and fine grids. It can be concluded, from the 
analysis of the spray tip penetration of the two test cases, that finer grids resolve 
momentum exchange more accurately, which results in a better penetration but 
require small time step, the time step used in all the calculations in this study was 2 
fls. 
Grid Grid Cell Number Injector Cell Size 
x-div x y-div x z-div 
Coarse 25 x 25 x 29 3 x 3x3 mm3 
Medium 31 x 31 x 43 2 x2x2 mm3 
Fine 47 x 47 x44 1.5 x 1.5 x 1.5 mm3 
Table 3.5: A summary of the different numerical runs carried out to examine the effect of the 
grid resolution on the results for the injection into above-atmospheric ambient 
pressure test case 
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b) Gas Velocity 
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Figure 3.27: Effect of grid refinement on spray shape and gas velocity calculations at 1.16ms 
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Figure 3.28: Time history of the spray tip penetration for the three different grids described in 
table 3.5 
The analysis of grid refinement on the droplet size radial distribution was found to 
demonstrate a big difference between the coarse mesh predictions and the medium 
and fine grids computations, as shown in Fig. 3.29. The same observation could be 
noticed about the droplet velocities radial distribution as shown in Fig. 3.30. In 
addition to that, refining the mesh has no clear effect on the spray shape, whereas 
its effect on the air velocity was very clear, Fig. 3.31. As refining the grid in this case 
was not possible any more, the fine mesh was chosen to obtain all the calculations 
of the injection into above-atmospheric ambient pressure test case. 
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Figure 3.29: Droplet sizes distribution for the three different grids described in table 3.5 at 35 mm 
axially from the nozzle tip and 1.16 ms 
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Figure 3.30: Droplet velocity distribution for the three different grids described in table 3.5 at 35 mm 
axially from the nozzle tip and 1.16 ms 
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Figure 3.31: Effect of grid refinement on spray shape and gas velocity calculations at 1.16ms 
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All the following numerical tests in this chapter were carried out using a hexahedral 
three-dimensional cube with total cell number of for the atmospheric ambient 
pressure test case, Fig. 3.32. The grid size is 110 mm in the z-direction and 100 mm 
in both x and y directions. The computational cells are concentrated radially and 
vertically around the nozzle exit, as shown in Fig . 3.32, with the smallest cell size 
equal to 1 x 1 x 1 mm3. 
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Figure 3.32: Central cross section of the computational mesh of the injection into atmospheric 
ambient gas pressure test case 
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The above-atmospheric ambient pressure test case, Fig . 3.33, was modelled with a 
hexahedral cylinder shape mesh. The grid size is 110 mm in the z-direction and 
90mm in both x and y direction. The mesh cells were concentrated radially and 
vertically around the nozzle exit, as shown in Fig . 3.33, with the smallest cell size 
equal to 1.5 x 1.5 x 1.5 mm3. 
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Figure 3.33: Central cross section of the computational mesh of the injection into above-
atmospheric ambient gas pressure test case 
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3.3.2 The Initial Gas Turbulence Level and Drop Size 
Distribution 
In this section, the effect of the initial value of the air turbulence and the initial drop 
size distribution at the injector tip are tested for both test cases. Initial values of the 
gas turbulence are essential to start the calculations. The Reynolds stress 
turbulence model, RSTM, was used for this study, as the calculations were not 
stable with the k-E model. As the experiment data does not usually provide the 
turbulence level of the gas, a simple numerical test was carried out to study the 
effect of different initial turbulence levels on the calculations as shown in Table 3.6. 
The low values for the gas turbulence level were selected to correspond to the initial 
laminar behaviour of the physical gas phase. 
'Turbulence k (m2/s2) ,,' ,.,' I ,(in], .• ' .... ,',. 
T1 0.01 0.0009 
T2 0.02 0.0009 
T3 0.01 0.0018 
Table 3.6: Gas turbulence level summaries 
Physically, the gasoline hollow-cone spray emerges from the nozzle as sheets and 
ligaments, which then break-up into droplets. Numerically, the spray was assumed 
to consist of large drops at the nozzle tip. That means a drop size distribution is 
required to' start the computations. Three Rosin-Rammler distributions were 
examined as in Table 3.7, to study their effect on the droplet size distribution far 
from the nozzle. 
Rosin Rammler Distribution . a X 
D1 9.00 125 
D2 9.00 150 
D3 15.00 125 
Table 3.7: Drops size distributions summaries 
The combined effect of both tests on the spray tip penetration for both experimental 
test cases is shown in Figs. 3.34 and 3.35. Using different air turbulence levels 
combined with different droplet size distribution found to have no effect on the spray 
tip penetration for both test cases. Changing the gas turbulence level found to have 
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no effect on the predicted drop size or velocity for injection into atmospheric ambient 
pressure , as shown in Figs. 3.36 and 3.38. Using different drop size distributions 
found to have very small effect on the predictions, for this case a combination of D1 
(Table 3.4) and T1 (Table 3.3) was used for the calculation. The same behaviour 
was observed for the injection into above-atmospheric ambient pressure, apart from 
the clear effect of the turbulence level on the dilute areas close to the injector axis at 
the centre of the spray, as shown in Figs. 3.37 and 3.39. The general comparison of 
the predictions with the experimental data showed that the combination of D3 and 
T1 produced the best results for the second experimental test case. 
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Figure 3.35: Effect of the gas turbulence level in conjunction with the droplet size distribution on the 
spray tip penetration for the injection into above-atmospheric ambient gas pressure test 
case 
CHAPTER 3 - NUMERICAL PROCEDURES 
50 
45 
40 
35 
_ 30 
E 
525 
o 
o 20 
15 
10 
---
• 
• • 
• 
• EXP 
- - -- D1T2 
- D2T1 
• 
• 
--D1T1 
······ · D1T3 
--- D2T2 
--D3T1 
5 
O+---_,----_r----~--_,----_r----~--_,--
D2T3 
---- D3T2 ... . . . D3T3 
0.00 3.00 6.00 9.00 12.00 15.00 18.00 21.00 
Radial distance from Injector axis (mm) 
126 
Figure 3.36: Effect of the gas turbulence level in combination with the droplet size distribution on the 
predicted droplets size at 35 mm axially from the nozzle tip and 1.16 ms for the injection 
into atmospheric ambient gas pressure test case 
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Figure 3.37: Effect of the gas turbulence level in combination with the droplet size distribution on the 
predicted droplets size at 35 mm axially from the nozzle tip and 1.16 ms for the injection 
into above-atmospheric ambient gas pressure test case 
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Figure 3.38: Effect of the gas turbulence level in combination with the droplet size distribution on the 
predicted droplets axial velocity at 35 mm axially from the nozzle tip and 1.16 ms for the 
injection into atmospheric ambient gas pressure test case 
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Figure 3.39: Effect of the gas turbulence level in combination with the droplet size distribution 
on the predicted droplets axial velocity at 35 mm axially from the nozzle tip and 
1.16 ms for the injection into above-atmospheric ambient gas pressure test case 
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3.3.3 Differencing Scheme Selection 
There are many differencing scheme available to discrete the governing equations 
spatially such as the first order upwind scheme (Ferziger and Peric', 1999), UDS, 
the second order central difference approximation scheme (Ferziger and Peric', 
1999), COS, the Hybrid scheme, which combines the UDS with the COS (Spalding, 
1972), HYBRID, and the quadratic upwind interpolation for convective kinematics 
(Leonard, 1979), QUICK. 
Approximating 4»F, in equation 2.6, by its value at the node upstream of 'F' is 
equivalent to using a backward or forward difference approximation for the first 
derivative (depending on the flow direction, Fig. 3.11), hence the name upwind 
differencing scheme, UOS, (Ferziger and Peric', 1999) for this approximation. UDS 
assumes that the neighbouring cell value for 4»F will be convected across the 
boundary as follows: 
(3.1 ) 
This is the only approximation that satisfies the boundedness criteria unconditionally 
i.e. it will never yield oscillatory solutions, however, it is numerically diffusive. The 
COS scheme (Ferziger and Peric', 1999), which is linear interpolation between the 
two nearest nodes, is another straightforward approximation for the value at cell 
face centre. As with all approximations of order higher than one, this scheme may 
produce oscillatory solutions. This is the simplest second order scheme and is the 
most widely used one. At a location 'F' on a Cartesian grid 4»F is calculated as: 
(3.2) 
The COS may be used directly in a very low Reynolds-number flow where diffusive 
effects dominate over convection. The hybrid differencing scheme (Spalding, 1972), 
HYBRID, uses the cell Peclet number (convection/diffusion) as an indicator, when it 
is less than two, the second order scheme is used; otherwise, the upwind scheme is 
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used. This bounded and unconditionally stable scheme is suitable for all fluid 
system models. The quadratic upwind interpolation for convective kinematics 
scheme (Leonard, 1979), QUICK, adds one point in each direction and calculates 
the derivative using the cubic polynomial drawn through the four involved points. In 
multi-dimensional problems, the QUICK scheme is applied separately in each of the 
spatial directions. The third order accuracy cannot be retained; it is difficult to 
determine an order. However, measurements reveal a limited amount of numerical 
diffusion. The QUICK scheme is unconditionally bounded up to cell Peclet numbers 
of 5. Beyond this limit, it may become unbounded. 
A sensitivity study was carried out, and the predicted temporal variation of the spray 
tip penetration, Fig. 3.40, found to be identical for the four different differencing 
schemes. Even the predicted droplet sizes distribution, Fig 3.41, differences are 
small enough to be ignored. Adding to that, the use of different discretisation 
schemes showed no effect on the calculations for both the spray droplets and gas 
phase velocities, as shown in Figs. 3.42 and 3.43 respectively. 
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Figure 3.40: Effect of four differencing schemes on the predicted temporal spray tip penetration for 
the injection into atmospheric ambient gas pressure test case 
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Figure 3.41: Effect of four differencing schemes on the predicted droplets size at 35 mm axially from 
the nozzle tip and 1.16 ms for the injection into atmospheric ambient gas pressure test 
case 
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3.3.4 Sensitivity Study of the Time Step Effect 
The various quantities of the discretised equations need to be integrated over time. 
Therefore, the fully implicit scheme is adopted for the temporal differencing of all 
variables. Together with under-relaxation and two-stage pressure correction, this 
scheme allows for Courant numbers based on speeds of sound of one hundred and 
more. The effect of the calculation time step on the predictions was studied. The 
independent of the calculation from the time step it is important, due to the direct the 
relation between time step and the drop break-up time. The time step will always 
determine how long break-up time of the drop will last for, which control the size of 
the resultant droplets. Three computational time steps were studied, however, there 
was no effects on the predictions, Figs. 3.44 and 3.45, which establish the 
calculations independency from the time step interval. 
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Figure 3.45: Effect of calculation time step on the predicted droplets size at 35 mm axially from the 
nozzle tip and 1.16 ms for the injection into atmospheric ambient gas pressure test case 
3.3.5 Convergence Criteria 
The result of the discretisation process is a system of algebraic equations, which are 
linear or non-linear according to the nature of the partial differential equations from 
which they are derived. In the non-linear case, the discretised equations must be 
solved by an iterative technique that involves guessing a solution, linearising the 
equations about that solution, and improving the solution; the process is repeated 
until a converged result is obtained. Therefore, whether the equations are linear or 
not, efficient methods for solving linear systems of algebraic equations are needed. 
The Conjugate Gradient Method is for highly implicit problems (Courant numbers> 
> 1). This method (Kershaw, 1978) is one of the oldest and best known of the non-
stationary methods where the computations involve information that changes at 
every iteration. From these, the Krylov subspace methods are of great practical 
importance for solving the large sparse linear equation systems arising in CFD 
calculations. The main solution algorithm consists of two parts; the preconditioning 
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part and the convergence acceleration. In the preconditioning part the resulting 
seven-diagonal coefficient matrix is decomposed by incomplete LU-factorisation into 
a lower triangular matrix L containing the unit diagonal, and an upper triangular 
matrix U (the term "incomplete" means that the structure of the coefficient matrix A 
is conserved during factorisation, i.e. the zero's of A are also zero's of L or U). The 
decomposition is performed once at the beginning of the iterative process. 
The convergence acceleration is implemented as a combined minimisation-
orthogonalisation procedure called ORTHOMIN (Vinsome, 1976). The technique 
uses up to five orthogonalised residual vectors and the corresponding direction 
vectors to update the solution on every iteration step. This convergence acceleration 
is determined by the maximum residual that is often not explicitly known. The 
solution is accepted as a converged solution when the maximum residual 
normalised by the appropriate gas domain values, falls below very small value at 
any grid node. In this study a normalised maximum residual, Rmax, was compared to 
the pressure correction residual that taken over all the computational cells. 
Calculations have been carried out with two values for the maximum residuals 
namely Rmax= 1e-5 and 1e-6. The spray tip penetration, the droplet sizes distribution 
and gas domain velocity are shown in Figs. 3.46, 3.47 and 3.48, for the two Rmax 
values. As shown the calculated results are insensitive to the chosen values of Rmax. 
All the following calculations in this work are based on Rmax= 1e-5. 
In order to achieve rapid convergence and stability of the flow equations, under-
relaxation factors are introduced to the iteration of each solved variables (Ferziger 
and Peric', 1999). The values of the under-relaxation factors used for the governing 
equations solved are shown in Table 3.8. 
'U nder-relaxationFactor . '··Value 
Momentum 0.7 
Pressure 0.3 
Turbulence Kinetic Energy 0.3 
Dissipation Rate 0.3 
Table 3.8: Under·relaxation factors values 
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Figure 3.46: Effect of the value of the maximum residual on the predicted temporal spray tip 
penetration for the injection into atmospheric ambient gas pressure test case 
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3.3.6 The Initial Spray Velocity and Cone Angle Profiles 
The transient profile of both injection velocity and initial cone angle of the spray is 
difficult to measure experimentally. However, the temporal variations of these initial 
conditions from 0.15 ms to the end of the injection were determined from the 
measured data. While for the earlier stage of the injection, a sensitivity study for 
three different profiles was carried out to determine which one gives better 
comparisons with the experimental data in terms of spray shape. Figure 3.49 shows 
the three different injection velocity profiles used in the study, while Fig. 3.50 shows 
three sets of inner and outer spray angle profiles. 
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Figure 3.49: Three different spray injection velocity profiles 
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The Injection Velocity (1) and Cone Angle Profile (1) were found to produce the best 
agreement with the experiment as overall spray structure are shown in Figs. 3.51 
and 3.52, for injection into atmospheric ambient pressure. Figure 3.53 shows that 
there is no effect on the spray penetration, for injection above-atmospheric ambient 
pressure, which is due to the effect of the high back pressure on the spray. The pre-
swirl part of the spray structure has also shown similarity in the shape but small 
differences in the density, which is due to the effect of the injection velocity slope on 
the drop distribution. The effect of the initial cone angle was clearer for injection into 
above-atmospheric ambient pressure test case as shown in Fig. 3.54, where cone 
angle 1, gave a better comparison for the spray structure. Thus, it was used, with 
Velocity 1, for this test case calculation, which is presented in the results and 
discussion chapter. 
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Figure 3.51: Comparison between spray shapes of three different spray injection velocities 
shown in Fig. 3.49 and experimental data at 1.16 ms after injection into atmospheric 
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Figure 3.53: Comparison between spray shapes of three different spray injection velocities 
shown in Fig. 3.41 and experimental data at 1.16 ms after injection into above-
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Figure 3.54: Comparison between spray shapes of three different initial spray cone angle, 
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3.3.7 Effects of the Spray Sub-Models 
Study of the effects of the spray sub-models apart of the break-up models are 
presented and discussed in the following SUb-sections. These include the number of 
injected parcels of the spray droplets, the interpolation mode for the spray 
interaction terms, different droplet turbulence dispersion and drag coefficient 
models. 
3.3.7.1 Number of Injected Parcels 
The droplets are injected as parcels having the identical properties of a group of 
drops. A calculation was performed with varying number of parcels. This test shows 
the effect of the total number of parcels on the predictions. Figure 3.55 shows the 
sensitivity of the spray tip penetration to the number of parcels. The predicted spray 
tip penetration is independent for the number of parcels injected. Minor variations of 
the predicted droplet sizes distributions for the three different injected parcels in 
comparison with the experimental data, Fig. 3.56. 
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Figure 3.56: Effect of total injected number of parcels on the predicted droplets size at 35 mm 
axially from the nozzle tip and 1.16 ms for the injection into atmospheric ambient gas 
pressure test case 
3.3.7.2 Spray Droplets Interpolation Mode 
The interpolation mode controls the way of calculating the domain velocity and 
pressure at pointes where a parcel is located. The interpolation is only done for 
calculating the spray interaction terms. One mode is to use the values at the 
computational cell centre at any points, where a parcel is located, within the same 
cell (C-INT). Another mode is to calculate the spray interaction terms by linear 
interpolation between the computational cell centre and to the point of parcel 
location within the same cell (L-INT), taking into account the effect of the 
neighbouring cells. The predicted spray tip penetration shows a slight variation 
between the two modes, but both of them agreed well with the experimental data, 
Fig. 3.57. The behaviour of the two modes when predicting the droplet sizes 
distribution, Fig. 3.58, was very close. 
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Figure 3.58: Effect of spray interpolation modes on the predicted droplets size at 35 mm axially 
from the nozzle tip and 1.16 ms for the injection into atmospheric ambient gas pressure 
test case 
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3.3.7.3 Droplets Turbulence Dispersion 
During the transport of droplets in a turbulent spray, droplets are dispersed by 
turbulence. In a realistic spray model, these phenomena should be considered in 
the movement of a parcel of droplets. When the parcels leave the exit of the nozzle, 
these droplets are all originally located at one point and then dispersed away due to 
turbulence. Tow models of the droplet dispersions in non-evaporating sprays have 
been studied her, namely the O'Rourke (1989) and Gosman and loannidis (1981) 
models. Both models were explained earlier in chapter 2. However even for the 
droplets turbulence dispersion the differences found to be neglibable, as shown in 
Fig. 3.59 for the predicted spray tip penetration and Fig. 3.60 for the drop sizes 
distribution. 
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3.3.7.4 Effects of the Drop Drag Coefficient 
There are many empirically determined functions that approximate the experimental 
data for the drop drag coefficient obtained by different investigators. Since there is 
no single expression for the drop drag coefficient that applies to all conditions, a test 
was carried out for three of these correlations to see the effects on the calculations. 
Schiller and Naumann (1933) correlation is a standard model assumes the drop as 
rigid sphere, while O'Rourke (1981) consider the effect of the void fraction on drag 
of the spherical drop. The differences between these two models are quite minor, 
Figs. 3.61 and 3.62. When applying the dynamic version of Schiller and Naumann 
model (Liu et. ai, 1993) the droplet sizes predictions increases compare to the 
previous models. That could be explained as the dynamic model assumes that the 
drop shape swinging between a sphere and a disk, which decreases the drop 
acceleration and make the droplet resists the break-up forces. 
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3.4 Concluding Remarks 
Table 3.9 presents a summary of the selected numerical conditions, which are 
optimised as a result of the numerical sensitivity studies, which were carried out for 
both test cases. Injection into atmospheric ambient gas pressure test case is 
referred to as Test Case I, while the injection into above-atmospheric ambient gas 
pressure is referred to as Test Case I!. The table presents only initial conditions, 
which gives better comparisons with the experimental data, noting that all variables 
were identified in sUb-sections 3.3.1 to 3.3.6. These conditions were used for the 
calculations presented and discussed in the following chapter . 
. . Study· , Test Case I Test Case 11 
Grid Resolution Fine Fine 
Turbulence Level T1 T1 
Drop Size Distributions D1 D3 
Differencing Scheme CDU CDU 
Calculation Time Step 2e-06 s 2e-06 s 
Convergence Criterion 1e-05 1e-05 
Injection Velocity Velocity 1 Velocity 1 
Spray Cone Angle Cone Angle 1 Cone Angle 1 
Table 3.9: Summary of the initial conditions sensitivity studies for both test cases 
The main differences between the two test cases are the grid and the drop size 
distribution. As for injection into atmospheric ambient pressure test case I, 'fine' 
refer to the finest grid in Table 3.4, while 'fine' for injection into above-atmospheric 
ambient pressure test case 11, refer to the finest grid in Table 3.5 with the smallest 
size of 1.5 x 1.5 x 1.5 mm, section 3.3.1.4. This is due to the fact that the solutions 
were unstable with the grid of the smallest size of 1 x 1 x 1 mm for test case 11. Drop 
distribution, 03, produced the best agreement with the experimental data compared 
to the other distributions, section 3.3.2. The rest of the initial conditions, as shown in 
Table 3.5, are the same for both test cases. 
The spray sub-models used in the present study are presented in Table 3.10, apart 
of the break-up model, which is the main aim of the study. The main difference 
between the two test cases is the collision model. Due to the injection into above-
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atmospheric ambient pressure, 6 bars, in the second test case the collision and 
coalescence model need to be used. Both test cases do not need an evaporation 
model as the gas and the fuel spay has the same temperature, as shown in Tables 
3.1 and 3.2. 
Table 3.10: A list ofthe spray sub·model used in both test cases 
Chapter 4 
Results and Discussion 
4.1 Introduction 
This chapter presents the results of modelling the break-up and atomisation 
processes of gasoline fuel sprays. Numerical results obtained from each of the 
break-up models (TAB, WAVE, Hybrid Sheet-TAB and Hybrid WAVE-FIPA) used in 
the present study are discussed and, when available, compared with experimental 
data. As mentioned earlier, two flow configurations were chosen to be studied as 
they possess most of the important characteristics of fuel sprays and yet are 
relatively economical to compute. The first was injection into atmospheric ambient 
pressure and temperature, while the second was injection into above-atmospheric 
ambient pressure but at a low temperature of 323 K. 
The predicted results are shown in terms of spray shape, tip penetration, gas 
velocity, and droplet sizes and velocities radial distribution. They are discussed and 
compared with available experimental data. 
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In section 4.2, gasoline spray predictions are presented for injection into 
atmospheric ambient pressure test case, while section 4.3 includes results for the 
fuel injection into the above-atmospheric ambient pressure test case. Concluding 
remarks on the comparison between the two test cases are presented in Section 4.4 
together with a critical assessment of the break-up models performances. Details of 
all test cases and the selection criteria were presented and discussed in sections 
3.1.1 and 3.1.2. Additional results are presented in section 4.4, such as droplets 
Weber number, gas turbulent velocity and pressure field. The results are reported 
only with the Reynolds Stress Transport Model (RSTM) for the turbulence since no 
reliable results could be obtained with the k-& model. 
4.2 Test Case I: Injection into Atmospheric Ambient Gas 
Pressure 
Four break-up models (TAB, WAVE, Hybrid Sheet-TAB and Hybrid WAVE-FIPA) 
were used to examine the spray structure as gasoline fuel is injected from a hollow-
cone pressure swirl injector into open space under atmospheric conditions. The 
results obtained are presented and discussed in the following SUb-sections together 
with comparison with available experimental data as obtained by Wigley et al 
(2001& 2002). The images shown in the following sub-sections have a 75 x 60 mm 
domain for both experimental data and computed results and at 1.16 ms after the 
start of injection. At this time, the spray was fully developed and reached the steady 
state. 
4.2.1 TAB Model 
Comparisons between the experimental and predicted spray shape are presented in 
Fig. 4.1. For the predictions, the TAB break-up model was used with Bt = 8 as in 
equation 2.44, as the break-up time scale, and Bs = 10/3 as the break-up size factor 
as in equation 2.47. The results from the full 3D-projected and 2D-planar sprays 
show a good agreement with experimental observation in terms of the general 
shape, which include the pre-swirl leading edge and the main cone of the spray. 
However, it was found that the model showed discrepancies in terms of tip 
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penetration length and the droplet re-circulation at the radial edge of the spray cone. 
The model poorly predicts the spray pattern between 15 and 25 mm axial distance 
from the injector axis. The calculated droplet re-circulation was found to start at 
approximately 30 mm below the nozzle, compared with 20 mm in the experiment. 
To understand the reason behind this, one must consider the gas velocity field and 
the droplet size distribution at the same time. The analysis shows that the calculated 
gas flow velocity has a re-circulation zone at the same axial distance to where the 
experimental data started to show re-circulating droplets, as shown in Fig. 4.2. 
However, a 2D-slice of the drop sizes predictions shows that at 20 mm axial 
distance, the gas circulation has no effect on the droplets. The droplets do not show 
any re-circulation until a slightly further distance of 30 mm axially, where the 
droplets at the radial edge of the spray cone have sizes of less than 20 micron. It is, 
also, clear that the first part of the spray, including the leading pre-swirl edge, 
exhibits poor atomisation. This may be due to the low droplet velocity at the 
beginning of the spray injection. 
Comparisons between the experimental and calculated droplet arithmetic mean 
diameters, D10, and mean axial velocity at 35 mm axially, as a function of the 
droplet radial position from the nozzle axis, are presented in Figs. 4.3 and 4.4. 
Here, three different sets of results are shown in each figure at 0.76 ms, 0.96 ms 
and 1.16 ms after the start of injection. At 0.76 ms the predictions considerably 
overestimate the droplet size distribution while it gives a good comparison in terms 
of the axial velocity. This was also the case at 0.96 ms, while at 1.16 ms, as the 
spray already started to relax, the predictions start to give better agreement with 
experimental data for droplet size but only in the periphery of the spray. This 
suggests that the prediction of the gas velocity re-circulation zones at the centre of 
the spray were underestimated. Which may be because the spray cone started to 
increase later than it was assumed. In turn, this lead to keep the gas velocity field 
direction under the effect of the pre-swirl edge, which moved consequently straight 
downstream and prevent gas velocity circulation. This transient stage of the spray 
cone from zero angle up to steady state was modelled empirically as discussed in 
section 3.43. However, the predictions maintain the general trend of the droplet 
sizes distribution and the velocity profiles. 
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4.2.2 WAVE Model 
The following predictions were made using WAVE (Reitz, 1987) as a break-up 
model which was described in section 2.3.4.2. The break-up parameters of Bs = 
0.61 and Bl = 1.73 were used in equations 2.52 and 2.55, respectively, so it 
becomes comparable to the TAB model break-up time parameters (Liu et ai, 1993). 
Figure 4.5 presents a qualitative comparison of the experimental and predicted 
spray structure, at 1.16 ms after the start of injection. The images of the full 30-
projected and the 20-planar sprays show good qualitative agreement with the 
experiment in terms of predicting the pre-swirl jet and the hollow cone regions. 
However, it was found that the model produced larger radial penetration at 
approximately 40 mm axial distance from the nozzle tip, where the experiment was 
at about 20 mm radial distance from the nozzle tip while the model droplets reach 
up to 24 mm in the radial direction. In addition to that, the model predicts no droplet 
re-circulation at the radial edge of the spray cone as produced by TAB model. As 
seen in Fig. 4.5.c, there are large drops at the centre of the spray at 40 mm 
downstream from the nozzle tip. This may be due to the low injection velocity of 
these drops, at the start of injection, which highly reduces the break-up rate. The 
WAVE model found to poorly predicts the spray pattern between 20 and 40 mm 
axial from the nozzle tip. This may be attributed to the large resultant droplet size 
from the break-up model. The model is not commonly used for gasoline spray 
modelling but some researchers (e.g. Moriyoshi et ai, 2002) achieved better results 
when they used WAVE as a secondary break-up model in a hybrid model. 
The computed gas flow velocity shows a re-circulation at the same axial distance as 
observed from the experimental data and as shown in Fig. 4.6. However, looking at 
the 20 slice of the droplets size at the centre of the spray, in the same figure, it is 
noticeable that there is no effect of the gas re-circulation on the droplets at 20 mm 
axial distance. No sign of droplet re-circulation was obtained, where the droplet size 
at the radial edge of the spray cone had a size of approximately 40 micron. This 
means a much smaller droplet size is required to predict the re-circulation zone. 
This can be obtained by adjusting the break-up parameters, size factor and time 
scale, to achieve a better agreement with the experimental data. 
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Figures 4.7 and 4.8 show comparisons of the experimental and the predicted 
average droplet sizes and mean axial velocities at 35 mm axial distance from the 
injector as a functio~ of the droplets radial positions from the nozzle axis. Three 
different sets of results are shown in each figure at 0.76 ms, 0.96 ms and 1.16 ms 
after the start of injection. The predictions totally over-estimate the droplet size at 
the three selected times, but an agreement is obtained when compared with the 
experimental trend. The calculated axial velocity, which on average is approximately 
37.5 m/s, at 0.76 ms, overestimates the measurements by 9.6%. At 0.96 ms after 
injection the calculated droplets velocity started to evolve at 7 mm radial distance 
from the nozzle axis, where a good agreement with the experimental data is 
obtained. Then it continued to over-estimate the axial velocity up to 21 mm radial 
distance from the nozzle axis. The over-predictions of droplets velocity at the radial 
edge of the spray at both times, 0.76 and 0.96 ms, may be due to the large drop 
size, about 69.54 micron, and high velocity, 33.52 m/s, which made the drops move 
further away from the nozzle axis. At more than one millisecond~after the start of 
injection the simulation found to under-predict the droplets velocity by about 35%, 
up to 10 mm radial distance from the nozzle axis. The model found to over-predict 
the droplets velocity by more than 40% at about 14 mm radial distance from the 
nozzle axis. 
4.2.3 Hybrid Sheet-TAB Model 
The Hybrid Sheet-TAB break-up model is a modified version of the Hybrid HAN 
Sheet model (Han et ai, 1997b), as described in section 2.3.4.4. The model 
parameters used were the primary atomisation break-up time scale Cs = 3 as in 
equation (2.62), and for the secondary atomisation the TAB model was used with 
the same model parameters as described in section 4.2.1. The comparison between 
the measured and predicted spray shape shows a good general agreement, as 
presented in Fig. 4.9. The use of the sheet model for the primary stage of the 
atomisation was found to produce slightly better spray tip penetration length as 
compared with results from the simple TAB model. The predicted images of the full 
3D-projected and the 2D-planar spray, presented in Figs 4.9.b and 4.9.c, show an 
increase in the length of the dense zone, which is shown by the dark region of the 
spray close to the injector, from 5 mm as predicted by the TAB model, to 10 mm 
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axial distance down from the nozzle tip. Moreover, the droplets re-circulation zone at 
the radial edge of the spray cone was still poorly predicted between 20 and 40 mm 
axially. The inability of the model to predict the drop circulation at the radial edge of 
the spray may be attributed to either the lack of predicting the gas re-circulation, or 
the big drop size predicted by the model, or both. However, in Fig. 4.10.c the 
predicted gas velocity vectors exhibit a circulation zone at about 20 mm axial 
distance from the nozzle tip, which is at the same axial distance from the nozzle in 
comparison to the droplet circulation zone of the experimental data, Fig. 4.10.a. 
This means that the model predicts large sized droplets, which causes some 
resistance to the formation of re-circulation of the gas as can be seen in Fig. 4.11. 
This is expected as it delays the breaking up of drops further down distance, by 
travelling the break-up length without break-up, in comparison with the TAB model. 
These computations were found to over-estimate the average droplet sizes at both 
0.76 ms and 0.96 ms after the start of injection, as shown in Fig. 4.12. While the 
calculated results show almost no slope for the droplets size profile at time 0.76 ms, 
it started to follow the experimental data trend at 0.96 ms after the start of injection. 
At the end of the injection period, 1.16 ms, the computations kept overestimating the 
droplets size up to 12 mm radial distance from the nozzle axis, as shown in Fig. 
4.12, after which it started to produce results which in good agreement with the 
experimental data. In general, the predicted droplet size, which ranges close to 30 
micron at 1.16 ms seems to be equal to the average of the measured droplet size 
data at the same time. It is clear, as shown in Fig. 4.13, that the velocity is under-
estimated at the centre of the spray while at the edge of the cone, it is over-
estimated. These discrepancies between the measured and calculated droplet sizes 
and profiles may be attributed to the fact that the measured droplet sizes at the 
centre of the jet are small enough to follow the inner re-circulation zone of the gas 
flow and gain the gas momentum. In spite of the predicted large sized droplets with 
low momentum they resist the re-circulation, due to their relatively greater mass. 
However, the predictions at the outer edge of the spray show good agreement with 
the general trend for the droplet velocity as compared with the experimental data. 
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4.2.4 Hybrid WAVE-FIPA Model 
The model predictions with the Hybrid WAVE-FIPA (Habchi et ai, 1997) break-up 
model were obtained using Bs = 0.61 and Bt = 1.73 as model parameters in 
equations 2.52 and 2.55, respectively. This model uses the WAVE model (Reitz, 
1987) for the primary atomisation and Pilch and Erdman correlations (1987) for the 
secondary break-up. A qualitative comparison of the experimental and predicted 
spray structures is presented in Fig. 4.14. The results from both of the full 30-
projected and the 20-planar spray show a good qualitative agreement with the 
experimental data for the spray shape, in terms of dividing the spray into two parts 
the leading edge and the spray cone. However, the model showed no droplet re-
circulation zones and poorly predicted the spray pattern between 20 and 40 mm 
axial distances from the nozzle tip. Also it over-predicts the spray cone angle as 
shown in Fig. 4.14.b. 
It was found that the calculated gas flow velocity exhibits a re-circulation zone at 
about 20 mm axial distance, which is in good agreement with the experimental data, 
as shown in Fig. 4.15.c. However, in the 20 image of the predicted droplet size at 
the centre of the spray, shown in Fig. 4.14.b, by the gas circulation zone, found to 
have no effects on the droplets at distance of 20 mm axially. At this location, the 
experimental data show similar gas recirculation that could be guessed from the 
droplets circulation as shown in Fig. 4.14.a. The absence of the predicted droplets 
circulation zone could be explained by the fact that the calculated droplet sizes at 
the radial edge of the spray cone have a size of approximately 60 micron, which 
means the droplets are not influenced by the gas flow. Comparisons between the 
predicted and measured average droplet size and mean axial velocity at 35 mm 
axial distance down from the nozzle tip as a function of the droplets' radial position 
from the nozzle axis, are shown in Figs. 4.16 and 4.17. Three different sets of 
results are shown in each figure, namely at times 0.76 ms, 0.96 ms and 1.16 ms 
after the start of injection. The predictions were found to over-estimate the droplet 
size at all times. This affected the predictions of the droplet axial velocity, which 
meant that they kept their momentum high for a longer period. 
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Figure 4.15: Comparisons between (a) spray experimental image and Hybrid WAVE·FIPA break·up model predictions shown as planar 20 images, 
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Figure 4.16: Comparisons between measured and calculated droplet arithmetic mean diameter 
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The level of agreement obtained between the WAVE-FIPA model and the 
experimental data is poor. This due to the fact that the model treats any drop with 
Weber number less than 500 as it already passed the primary atomisation stage. In 
this test case the maximum initial velocity was approximately 95 m/s, which resulted 
in a maximum drop Weber number of about 50. As a result, this triggered the model 
secondary break-up mechanism on the injected drop, which produces a slower 
break-up process and a larger resultant droplet size in comparison with other break-
up models. 
4.2.5 Summary of the Injection into Atmospheric Ambient 
Gas Pressure Results 
As presented in the previous sections, the four break-up models were studied 
separately and validated against available experimental data. Here, a comparison is 
presented and discussed on their performance in terms of the model formulation. A 
comparison between the four break-up models' predictions in terms of spray tip 
penetration and the experimental data is presented in Fig. 4.18. The same figure, 
also, includes prediction for the spray tip penetration without the effect of break-up. 
In general, the four break-up models produced good results for the tip penetration 
length in comparison with the experimental data, with minor advantages for the 
Hybrid Sheet-TAB break-up model over the other models. It is interesting to note 
that all model predictions are identical up to 0.6 ms, after that only the Hybrid Sheet-
TAB model continued to produce good agreement for the tip penetration in 
comparison with the experimental data, as seen in Fig. 4.18. 
However, although the only experimental measurement available for the pre-swirl 
part of the spray is the tip penetration, it would be helpful to look at calculated 
results of the droplets size to investigate the effect of the break-up model on the 
leading tip of the spray. Planar images for the droplets average diameter, 010, along 
the centre axis of the spray at different times from the start of injection are shown in 
Fig. 4.19. As shown it is clear that modelling the break-up process has an effect on 
the droplets size. However the rate of break-up varies from one break-up model to 
another. 
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Figure 4.18: Comparison between experimental data and predicted results with and without 
the four break-up models effect for the spray tip penetration length at different 
times after injection 
In general, including break-up models found to have no clear effects on the leading 
edge of the spay as shown in Fig. 4.19, where the droplets size exhibit no significant 
change from the start of the calculations at 0.36 ms up to the end of injection at 1.16 
ms. This explains the similar predictions from the four break-up models for the spray 
penetrations. As all the break-up mechanisms were built mainly on the droplet 
Weber number, Wed, a close look on its value is shown in Fig. 4.20. The predictions 
illustrate that the pre-swirl edge of the spray has a low Weber number of order of 6 
from the start of the calculation which does not allow the break-up models to have 
any effect on the computations. 
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predicted droplets size with and without the effect of the break-up models at 
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Figure 4.20: Comparison of the predicted results for the droplets Weber number with and 
without the effect of the break-up models. Results are shown for different times 
after the start of the injection. 
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Comparisons between the four model predictions for the radial distribution of the 
droplet size with the experimental data at 35 mm axial from the nozzle tip are shown 
in Fig. 4.21. The TAB and Hybrid Sheet-TAB predictions showed better agreement 
with the experimental data than the WAVE and Hybrid WAVE-FIPA predictions 
especially at the radial edge of the spray. It was found that, the predicted droplet 
sizes for the four models, up to 10 mm away from the nozzle axis, over-predicted 
the drop size by an average of fifteen microns. Once the droplet radial distance from 
the nozzle axis is more than 10 mm, the TAB and Hybrid Sheet-TAB break-up 
models found to give better agreement with the measured data. 
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Figure 4.21: Comparison between experimental data and predicted results with and without 
the four break·up models for the droplet size radial·distribution at 35 mm axial 
distance from the nozzle tip 
This is due to the fact that the small droplets lose their momentum and move toward 
the nozzle axis. That is apparent by looking at radial distribution of the droplets axial 
velocity at the same position, Fig. 4.22. Generally, this behaviour was expected, as 
the WAVE model includes the effect of fuel viscosity in calculating the drop break-up 
size and time through the Ohnezorge Number, Z, as shown in equations 2.50, 2.51 
and 2.55, which increases the forces acting against the drop break-up. While the 
TAB and the Hybrid Sheet-TAB models neglect the fuel viscosity effect on the 
break-up time and it is only included in the break-up size through the rate of droplet 
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dimensionless distortion, y, in equation 2.46. Adding to that, the TAB model tracks 
only one oscillation mode for the drop, i.e. the fundamental (O'Rourke and Amsden, 
1987). As discussed in the previous section, the WAVE-FIPA model calculates a 
longer break-up time compared to the other models, equation 2.60, and as a result, 
the break-up rate decreases and produces larger drops. 
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Figure 4.22: Comparison between experimental data and predicted results with the four break-
up models for the droplet axial velocity radial-distribution at 35 mm axial distance 
from the nozzle tip 
In general, the use of either WAVE or WAVE-FIPA break-up models found to have 
little effects on the results for the droplets size and velocities, as compared to the 
results obtained without break-up, as shown in Figs 4.21 and 4.22. On the other 
hand the use of the TAB and Sheet-TAB break-up models found to produce results 
which are in good agreement with the experimental data. These discrepancies 
between the four break-up models strongly suggest the need to drive the break-up 
size and time directly from the fuel and the gas domain properties. Also, it can be 
easily noticed the poor predictions, for all the break-up models, of the axial droplets 
velocities, at all radial distances less than 10 mm away from the nozzle axis. These 
may be attributed to the effect of momentum coupling between the spray droplets 
and the gas domain and the transient part of the initial condition, the spray cone 
angle and mass flow rate, which was modelled as discussed in previous chapter. 
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4.3 Test Case 11: Injection into Above-Atmospheric 
Ambient Gas Pressure 
Strong changes in the spray structure and the droplet mean diameter of a pressure 
swirled atomiser are caused by ambient gas pressure (Hentchel, et. ai, 1999, 
Wigley, et ai, 2002 and Van der Wege and Hochgreb, 2000). Increasing the ambient 
gas pressure decreases the spray cone angle. In fact, the spray hollow cone 
structure can disappear with high increase in the gas pressure. Also the spray tip 
penetration decreases with the increases of the ambient gas pressure. The increase 
of the ambient gas pressure found to cause a reduction in the droplets size since 
the drag force on the drop increases with increasing gas density. However, due to 
the reduction of the spray cone angle with the increase of the ambient pressure, 
more opportunity for droplets collision and coalescence is available (Rizk and 
Lefebvre, 1985, and Wang and Lefebvre, 1987). 
In the following sections, results from gasoline fuel injection into high-pressure 
chamber are presented in order to set up the comparison between the behaviour of 
break-up models under different back pressure conditions. An ambient gas pressure 
of 6 bar represents a typical example of a practical late injection stratified charge 
gasoline direct injection engine. This high pressure of the chamber causes a small 
increase of the temperature but without noticeable evaporation rate. Also due to the 
decrease of the spray penetration and cone angle the droplet collisions has a large 
effect on the droplet size for that a coalescence sub-model (O'Rourke and Bracco, 
1980) was implemented in the simulation. An evaporation sub-model (Dukowicz, 
1979) was also implemented in the calculations. 
As in previous sections, comparison between calculated results from each of the 
break-up models and the experimental data was made in terms of spray pattern at 
the steady state condition. In addition, comparisons are made between the droplet 
sizes distribution and their axial velocity. All comparisons were made at 20 mm 
away from the nozzle tip, where the spray is assumed fully atomised and, therefore, 
the comparison with the experimental results would be valid. In addition to that, the 
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break-up parameters (size and time) values as used in the four models were the 
same as used in atmospheric conditions test case presented in section 4.2. 
It should be noted that there are no results presented here from the TAB model as it 
showed a highly unstable solution. The model's high break-up mechanism made all 
the drops break-up with such high rate into much smaller droplets which lost their 
momentum faster. That would lead to, under the high ambient gas pressure, a very 
high droplet concentration in a computational cell in comparison to the neighbouring 
one. This caused a discontinuity for the gas phase calculations and resulted in an 
unstable solution. Increasing the cell size could solve this problem, but would make 
the computations of the predicted spray structure and characteristic more 
dependants on the grid. This is one of the major limitations of the OOM method 
(Oukowicz, 1980), used in this study as a framework for spray modelling. 
4.3.1 Hybrid Sheet-TAB Break-up Model 
Figure 4.23 shows comparisons between experimental and calculated results using 
the Hybrid Sheet-TAB model as discussed in sub-section 2.3.4.4. The experimental 
image shows a large decrease in the spray tip penetration as compared with the 
atmospheric ambient gas pressure test case. It decreases from 75 mm to 35 mm 
according to the POA data, as shown later in Fig. 4.33. It is worth noticing that the 
CCO image 'does not resolve the spray as uniquely as does the POA data. In 
general spray tip penetration from CCO images would be calculated at the 95% light 
transmission level. It can also be seen, that the cone angle has diminished with 
increasing ambient gas pressure. It was observed that the hybrid Sheet-TAB model 
significantly under-predicts the tip penetration by 100%, from 30 mm experimentally 
to 15 mm, as shown in Fig. 4.23. It was noticed that the spray started to re-circulate 
at 10 mm but it was still not in good agreement with the shape of the experimental 
recirculation zone. 
The droplets dispersed to a distance of 2 mm from the nozzle, as shown Fig. 4.24.b, 
as a result of the sheet break-up length sub-model formulated within the hybrid 
Sheet-TAB model. After this distance, the TAB break-up model took over as the 
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Figure 4.23: Spray patterns comparison between (a) experimental and calculations from the Hybrid Sheet break-up model as (b) 30 and (c) 20 
images, at 1.16 ms, all dimensions in mm 
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Figure 4.24: Comparisons between (a) spray experimental image and Hybrid Sheet-TAB break-up model predictions shown as planar 20 images, 
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secondary atomisation model. This caused a fast reduction in the droplet sizes from 
above 120 micron to less than 30 micron. This rapid decrease in droplet size caused 
a loss in the droplet momentum resulting in a short penetration. The Hybrid Sheet-
TAB model was found to produce a higher gas velocity field in the centre of the 
spray than at the edge. The gas velocity reached a maximum of 35 m/s, close to the 
injector tip, and was found to be directed vertically away from the nozzle near the 
centre and started to re-circulate near the edge of the spray. 
Due to too short predictions of the spray tip penetration, the droplet size and their 
corresponding axial velocity are not predicted (similar results were obtained by 
Alloca et ai, 2004). This is due to the fact that the model tends to under-predict the 
droplets sizes, associated with a quick loss in their momentum. However, the 
increase of the sheet break-up length in the model found to increase the 
penetration, but as same time causing the droplets to reach a point where a loss of 
their energy was significant before the break-up start. This causes a lack of droplet 
break-up and therefore leads to inaccurate results for the prediction of spray 
structures and characteristics. 
4.3.2 WAVE Break-up Model 
The WAVE break-up model was found to provide good predictions of the spray 
pattern, as shown in Fig. 4.25. The model predicted good agreement with measured 
data in terms of the main spray penetration, which is 25 mm distance from the 
nozzle tip, and the spray tip of the pre-swirl edge, which reached 35 mm distance 
from the nozzle tip. The spray width penetration was also well predicted and in good 
agreement with the experimental data. The model predicted a hollow cone structure 
under this high ambient pressure, as shown on the 2D prediction in Fig. 4.25.c. This 
contradicts possible expectations that the hollow cone angle would collapse under 
high ambient pressure, however, there are no experimental observations to support 
the filling of the hollow cone when subjected to high back pressures. 
The WAVE break-up model was found to predict the spray axial re-circulation zone 
in the region between 15 mm to 25 mm axial distance from the nozzle tip, while 
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experimentally the zone extended between 10 mm to 25 mm axial distance from the 
nozzle tip. The radial circulation zone was also found to be predicted to occur at about 
9 mm distance from the nozzle axis where it exceeded 12 mm in the experimental 
measurements. These discrepancies between the model predictions and experimental 
data may be attributed to the inability of the model to predict very fine droplets, i.e. less 
than 10 micron. 
The WAVE model data demonstrated a noticeable gradual decrease in the droplet size 
from the nozzle tip to 10 mm axial distance, as shown in Fig. 4.26.b. Within the re-
circulation zone, the droplet size was less than 40 micron. The gas velocity profile 
shows a radial decrease from the centre of the spray towards its edge, from 50 m/s to 
less than 7 m/s, as shown in Fig. 4.26.c. The re-circulations of the gas velocity vectors 
at approximately 20 mm down from the nozzle tip are the main cause of the small 
droplets circulation. 
The droplet size and their axial velocity predictions as a function of the radial distance 
from the nozzle axis are shown in Figs. 4.27 and 4.28 respectively, at 0.76 ms, 0.96 ms 
and 1.16 ms after the start of injection. The model was found to over-predict the droplet 
size by an average of 7 microns. In addition the model was also found to produce good 
agreement with the experimentally data trends. The experimental droplet size data 
started from the injection axis about 15 microns and ended at the edge with less than 10 
micron. While the predictions decreased from a maximum of 33 micron, at 0.96 ms, to 
15 micron at 0.96 ms. As for the droplet axial velocity it was over-predicted at the 
centre, up to approximately 5 mm, and under-predicted at the spray edge. These 
discrepancies could be explained as an effect of the gas and spray momentum coupling 
model limitations, which takes into account the average of the entire spray drops 
momentum within the computational cell to correct the gas phase momentum. This is 
applied on each droplet, regardless of its original contribution of the momentum 
coupling, in order to correct the entire spray momentum in the cell. 
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Figure 4.26: Comparisons between (a) spray experimental image and WAVE break-up model predictions shown as planar 20 images, (b) calculated 
droplet size and (c) calculated gas velocity vectors images, at 1.16 ms, all dimensions in mm 
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Figure 4.27: Comparisons between measured and calculated droplet arithmetic mean diameter 
010 at 20 mm axial distance from the nozzle tip versus droplets radial positions 
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Figure 4.28: Comparisons between measured and calculated droplet mean axial Velocity at 20 
mm axial distance from the nozzle tip versus droplets radial positions 
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4.3.3 Hybrid WAVE~FIPA Break-up Model 
The spray tip penetration was highly over predicted, as shown in Fig. 4.29.b, with 
the Hybrid WAVE-FIPA break-up model. The model predicted tip penetration length 
of more than 40 mm axial distance from the nozzle tip, while the experimental 
results show only 35 mm tip penetration. The predictions for the main spray 
penetration were found to agree well with the experimental results at around 20 mm 
away from the nozzle tip. On the other hand, the model predicted a hollow cone 
structure but with a wider angle as compared with the experimental value. The re-
circulation zone was also predicted to occur at approximately 20 mm axial distance 
from the nozzle tip, which agrees well with the corresponding experimental data. 
However, the predicted re-circulation zone was found to occur between 16 mm to 22 
mm downstream from the nozzle tip, while the experimental data was found to be 
within 10 mm to 24 mm axial distance from the nozzle. 
The calculated droplets size was found to range from 140 micron at the nozzle, to 
above 30 micron at 20 mm away from the nozzle, as shown in Fig. 4.30.b. This 
explains why the droplets travelled that far at the edge of spray. It also had an effect 
on the gas velocity field as it showed a value of approximately 40 m/s along the 
nozzle axis. At the same time, the gas velocity has a value less than 14 m/s at the 
circulation zone. The droplets size and their velocity were over predicted by the 
model at 0.76 ms, 0.96 ms and 1.16 ms after the start of the injection, as shown in 
Fig 4.31 and 4.32. The model produced droplet sizes ranging from 72 micron at the 
nozzle axis to about 40 micron at 3 mm away from the injection axis, and then kept 
the sizes oscillating just about this value up to the edge of the spray. While the 
experimental values fluctuated in the region of 15 micron to less than 10 micron at 
the edge of the spray. The droplet axial velocity has a value as high as 54 m/s, at 
1.16 ms, at the injection axis and decreases down to about 10 m/s, at the spray 
periphery for the three time sets. However, in this test case, the model produced a 
shorter penetration length and a smaller droplet size compared to results from the 
previous test case, presented in sub-section 4.2.4. These are a direct result of 
increasing the gas pressure. 
CHAPTER 4 - RESUL TS AND DISCUSSION 
Experimental 
o 
10 
20 
30 
40 
·20 ·10 o 10 
a 
Calculated Projected 3D 
·10 o 
b 
10 
187 
Calculated Planar 20 
o 
10 
20 
. " .. ~", 
, . 
30 . ' ... 
, . 
·10 o 10 20 
c 
Figure 4.29: Spray patterns comparison between (a) experimental and calculations from the Hybrid WAVE-FIPA break-up model as (b) 30 and (c) 20 
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Figure 4.30: Comparisons between (a) spray experimental image and Hybrid WAVE·FIPA break·up model predictions shown as planar 20 images, 
(b) calculated droplet size and (c) calculated gas velocity vectors images, at 1.16 ms, all dimensions in mm 
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Figure 4.31: Comparisons between measured and calculated droplet arithmetic mean diameter 
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4.3.4 Summary of the Injection into Above-Atmospheric 
Ambient Gas Pressure Results 
Only three break-up models were considered for this test case, as the TAB model 
was found to be numerically unstable as explained earlier in section 4.3. The three 
models, namely, Hybrid Sheet-TAB, WAVE and Hybrid WAVE-FIPA were studied 
separately and validated against available experimental data. Here, a comparison 
between the performances of the three models is presented and discussed. A 
comparison of the break-up models in terms of the spray tip penetration with the 
experimental data is presented in Fig. 4.33. The Hybrid Sheet-TAB model produced 
very poor tip penetration as compared with the WAVE model. The model was found 
to under-predict the experimental tip penetration, as a direct result of its break-up 
mechanism, which produces a high rate of break-up. This made the droplets lose 
their momentum and concentrate close to the injector tip. On the other hand, the 
Hybrid WAVE-FIPA model was found to over-predict the tip penetration as 
compared with its corresponding experimental data. Predictions of the spray tip 
penetration with different break-up models demonstrated a clear effect of the break-
up process as shown in Fig. 4.33. This is due to the high ambient gas pressure 
which resulted in a sudden break-up of droplet at the start of calculations, as shown 
in Fig. 4.34. That is also supported by the fact that the predicted droplets Weber 
number, Wed, for the pre-swirl edge of the spray at 0.36 ms were more than 35 at 
the nozzle tip, as shown in Fig. 4.35. 
The WAVE predictions of the tip penetration agree well with the experimental value. 
The droplet sizes and their axial velocities radial distribution after 1.16 ms from the 
injection start at 20 mm downstream from the nozzle tip are shown in Figs. 4.36 and 
4.37. The WAVE model predictions for both the droplet sizes and velocities were 
closer to the experimental data than that produced by the Hybrid WAVE-FIPA 
model. In spite of, that increasing the ambient gas pressure increases its density 
and that increases the drop Weber number, which meant a smaller break-up time 
and smaller resultant droplets, the WAVE-FIPA model predicted higher droplet 
sizes. This is due to the low drop Weber number, Weg = 50, which is not high 
enough to trigger the use of the primary break-up mechanism in the model (section 
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2.3.4.3) in order to calculate the droplets size and time, which is the same 
mechanism in the WAVE model. This produced smaller sizes and lower velocities of 
the resultant droplets. These results again, as in the injection into atmospheric 
conditions test case, highlight the need for an improved determination of the break-
up model controlling factors. One way to achieve this would be to develop a 
dynamic break-up time and size parameters. Although the WAVE model predicted 
better droplet velocities, it still over-predicts the experimental data at less than 6 mm 
radial distance from the injection axis and under predict it after that distance. The 
Hybrid Sheet-TAB model predictions for the droplet sizes and their velocities could 
not be compared to the experimental data due to its short predicted spray tip 
penetration as discussed earlier. 
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Figure 4.33: Comparison between experimental data and predictions results with three break-
up models for the spray tip penetration length at different times of injection 
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4.4 Concluding Remarks 
As discussed in the previous sections, the break-up models used in the present 
study utilise different mechanisms. There are two main parameters, which control 
the whole break-up process in all break-up models, namely, the droplet break-up 
time scale, Bt, and the rate of size reduction factor, Bs. In general, the break-up time 
scale was unified for all models that were used here and took a value of 1.73, which 
represents the stripping droplet break-up process (Pilch and Erdman, 1987). Model 
factors for the droplet size-reduction vary from one model to another as discussed in 
section 2.3. As discussed in the summary at the end of the gasoline test case 
results, sub-sections 4.2.5 and 4.2.4, the Hybrid Sheet-TAB break-up model was 
found to give the best predictions of tip penetration, spray shape, droplet size and 
axial velocities for the injection into atmospheric ambient gas pressure case, while 
the WAVE break-up model was found to be a better choice when the ambient 
pressure increased to about 6 bar. In this section, both break-up models parameters 
were modified in order to achieve better correlations with the experimental data. 
Both the Hybrid Sheet-TAB and WAVE model predictions for the injection into 
atmospheric and above-atmospheric ambient gas pressure, respectively, are 
presented in this section with modification in the break-up size and time parameters. 
This was carried out in order to improve both models performance against available 
experimental data. Additional predicted results in terms of spray droplet Weber 
number, gas turbulent velocity and pressure for the two test cases are also 
presented and discussed. 
4.4.1 Injection into Atmospheric Ambient Gas Pressure 
Increasing the break-up time scale, Bt, in the Hybrid Sheet-TAB model from 8 to 32 
was found to produce better agreement with the experimental in terms of spray 
pattern. A qualitative comparison is presented in Fig. 4.38 for atmospheric test case 
for the spray patterns. The results are shown with a 75 x 60 mm domain for both 
experimental and computed results. The experimental image was taken at 1.16 ms 
after the start of the injection i.e. just before the injection end. At this time, 
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the spray cone was already fully developed, as shown in Fig. 4.38.a. The images of 
the predicted full 3D-projected and the 2D-planar spray shape show good 
agreement with the experimental observation. Droplet recirculation zones in the 
periphery of the spray cone were accurately predicted between 15 and 25 mm 
axially as shown in Fig. 4.38.b. It was also found that the model produced good 
agreement for the tip penetration, as shown in Fig. 4.39. 
The Hybrid Sheet-TAB model was found to produce droplets of less than 30 micron 
at 25 mm downstream from the nozzle tip, as shown in Fig. 4.40.b, which is at the 
same level of the experimental droplets circulation zone shown in Fig.4.40.a. 
Figures 4.41 and 4.42 present a comparison of the experimental and predicted 
average droplet size and mean axial velocity as a function of the droplet radial 
position at 35 mm axially below the nozzle tip. This is shown in each figure for three 
different time sets, namely, 0.76 ms, 0.96 ms and 1.16 ms after the start of injection. 
At 0.76 ms and 0.96 ms, the model over-estimates the droplet size. At 1.16 ms, as 
the fuel injection was about to end, the predictions produce a better agreement with 
the experiment droplets size but only at the radial edge of the spray. The predictions 
for the droplets size at these three times have produced good agreement with 
experiments in terms of the shape trends. It is clear, as shown in Fig. 4.42, that the 
velocity was underestimated at the centre of the spray and over-predicted at the 
edge of the cone. 
Predicted Weber numbers with the standard, Bt = 8, and the modified, Bt = 32, 
Hybrid Sheet-TAB break-up model at different times after the start of injection, are 
shown in Figs. 4.43 and 4.44. The spray shape was found to vary depending on the 
break-up time scale, while the Weber number profile was not changed. However, 
the Weber number value decreased from more than 40 at 0.56 ms to less than 25 at 
about 1.16 ms after the start of the injection. The predicted gas pressure field was 
found to increase in the spray area and decreased around it by modifying the break-
up time parameter as represented in Figs. 4.45 and 4.46. This was found to 
increase the re-circulation zone around the spray. The increase in the pressure field 
damps down the turbulence level as demonstrated in Figs. 4.47 and 4.48. The 
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turbulent velocity is high within the centre region of the spray parcels, and is low 
downstream from the spray. 
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Figure 4.39: Comparison between experimental data and predictions results with the modified 
break-up parameters of the Hybrid Sheet-TAB model for the spray tip penetration 
length at different times of injection 
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Figure 4.40: Comparisons between (a) spray experimental image and Hybrid Sheet-TAB break-up model predictions shown as planar 20 images, 
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Figure 4.42: Comparisons between measured and calcu lated droplet mean axial Velocity at 35 
mm axial distance from the nozzle tip versus droplets radial positions 
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Figure 4.45: Standard Hybrid Sheet TAB break-up model predictions of the gas total pressure 
at different times 
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Figure 4.46: Modified Hybrid Sheet TAB break-up model predictions of the gas total pressure 
at different times 
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Figure 4.47: Standard Hybrid Sheet TAB break-up model predictions of gas turbulent velocity 
at different times 
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Figure 4.48: Modified Hybrid Sheet TAB break-up model predictions of gas turbulent velocity 
at different times 
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4.4.2 Injection 
Pressure 
into Above-Atmospheric 
204 
Ambient Gas 
In this case, the WAVE break-up model parameters, Bs and Bt, were optimised to 
obtain more realistic predictions. It was found that best results were obtained by 
using Bs = 0.41 (instead of 0.61) and Bt = 2.43 (instead of 1.73). In order to improve 
the predicted droplet size in comparison with experimental data, the break-up size 
factor, Bs , needed to be reduced. As a result of this, the predicted droplet with the 
modified model would lose its momentum faster, which would lead to a shorter 
penetration. In order to balance this effect, an increase of the break-up time scale, 
Bt, was essential to increase the time that the droplet needs to break-up. This 
preserves the droplets momentum for a longer time, which in turn increases the 
droplet penetration. As for the original WAVE break-up model, the modified model 
predictions were in reasonable agreement with the experimental spray pattern, as 
shown in Fig. 4.49. Modification of the break-up parameter failed to extend the 
predicted spray's axial circulation zone to the experimental limits as shown in Fig. 
4.49.b. The prediction of the spray tip penetration was found to be in excellent 
agreement with the experimental data as shown in Fig. 4.50. 
The predicted gas velocity reached as high as 45 m/s at the injection axis and 
decreased continuously toward the radial edge of the spray where the re-circulation 
zone was at around 20 mm downstream from the nozzle, as shown in Fig. 4.51.c. 
This caused small droplets to re-circulation at the same axial level from the nozzle 
tip, as shown in Fig. 4.51.b. 
Comparisons of droplet size and their axial velocity predictions as a function of the 
radial distance from the nozzle axis are shown in Figs. 4.52 and 4.53 respectively, 
at 0.76 !!Is, 0.96 ms and 1.16 ms from the start of the injection. The model over 
predicted the droplet size at 0.76 ms and 0.96 ms by an average percentage error of 
around 30% but kept the same trends, while the predictions were very close to the 
experimental data at 1.16 ms with a difference of less than 17%. Although the model 
predicted drop sizes within the same limits of the original break-up model, 33 micron 
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Figure 4,51 : Comparisons between (a) spray experimental image and WAVE break-up model predictions shown as planar 20 images, (b) calculated 
droplet size and (c) calculated gas velocity vectors images, at 1.16 ms, all dimensions in mm 
m/s 
50 
46 
43 
39 
36 
32 
29 
25 
21 
18 
14 
11 
7 ,1 
3 ,6 
0 
CHAPTER 4 - RESUL TS AND DISCUSSION 
75 
70 
65 
60 
55 
50 
- 45 i 40 
';;' 35 
0" 30 
25 
20 
151=:a::t:~ 
10 
5 
• Exp@ 0.76 ms -_ Cal@ 0.76 ms 
• Exp@ 0.96 ms -+- Cal@ 0.96 ms 
• Exp@ 1.16 ms -+- Cal@ 1.16 ms 
O+--------r------~--------~------~------~ 
0.00 3.00 6.00 9.00 12.00 15.00 
Radial distance from injector axis (mm) 
208 
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Figure 4.53: Comparisons between measured and calculated droplet mean axial velocity at 20 
mm axial distance from the nozzle tip versus droplets radial positions 
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to 15 micron, the general average of the drop sizes over all the times was reduced 
by 14%. While the calculated droplet axial velocity, with modified break-up model , 
increased the maximum limit from 37 m/s to 45 m/s and reduced the overall average 
by5 %. 
Although the predicted Weber number was found to be insensitive to varying the 
WAVE break-up model parameters , it has been demonstrated how the increase of 
the ambient gas pressure increases the break-up rate, as shown in Figs. 4.54 and 
4.55. Modifying the break-up model parameters has no clear effect on either gas 
pressure field or the gas turbulence velocity, as shown in Figs. 4.56 to 4.59. This 
could be explained by the fact that in this case the gas pressure was too high, 6 bar, 
which resisted the effect of changing the break-up model parameters on both the 
predicted gas pressure field and its turbulent velocity. 
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Chapter 5 
Closing Remarks 
5.1 Contributions of the Present Study 
The main theoretical contribution of this study was the extensive assessment of the 
performance of four different break-up models for Gasoline fuel sprays, which 
produced much needed information on the validity of each model for predicting 
spray characteristics. In general, the current work provides basic numerical studies 
to investigate fuel spray modelling relevant to Direct Injection Gasoline fuels. The 
second contribution was the proposal of optimum models controlling parameters for 
the break-up mechanism equations that is relevant to Gasoline fuel spray at both 
atmospheric and above-atmospheric gas pressures. Altogether, four break-up 
models were compared with experimental data. These were TAB, WAVE, Hybrid 
Sheet-TAB and Hybrid WAVE-FIPA, and their modified parameters, which adopted 
the size and time terms for the drops break-up equations. The sensitivity of the 
models performance to grid resolution was also examined in terms of model stability 
and performance. 
213 
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A family of physical sub-models together with appropriate grid resolution capable of 
predicting the time behaviour of fuel sprays was optimised. Additional sensitivity 
tests were made to investigate the effect of some numerical aspects, such as the 
coordinate system, convergence criterion and differencing schemes, on the 
calculations. It was found that a 3D Cartesian coordinate grid system was the most 
suitable system for this study. The highlights of this contribution included: firstly, 
stable convergence of models for drop break-up, drag, collision and coalescence 
and turbulence dispersion into the CFD model used, and secondary, the 
development of a method to treat the injected mass flow rate and the treatment of 
the spray cone angle (Abdelkarim and Ibrahim, 2004). 
Two Gasoline fuel test cases, representing fuel injection into different gas 
pressures, and one Diesel fuel test case were calculated using all four models. 
Results indicate that agreement between the measurements and computations is 
generally good. Qualitative trends were successfully predicted for all cases. 
Quantitative agreement on the other hand appears to be test case dependent. 
The standard Taylor analogy break-up models (TAB and Hybrid Sheet-TAB) 
demonstrated good predictions for the Gasoline fuel spray injected into atmospheric 
ambient gas pressure, with the Hybrid model showing slightly better agreement with 
the measured data in term of spray tip penetration and droplet sizes. Modifying the 
Hybrid Sheet-TAB model parameters produces impressive results for spray shape, 
tip penetration, but experiences difficulties in predicting droplets velocities. Both 
WAVE theory break-up models (WAVE and Hybrid WAVE-FIPA) over-predicted all 
the characteristics parameters. In the second test case, Gasoline fuel injection into 
above-atmospheric ambient pressure, the WAVE break-up model produced the best 
results compared with the other models. The performance of the other models was 
test case dependent. The TAB modelled to instability of the computations due to its 
fast break-up rate. The Hybrid Sheet-TAB model predicted shorter penetration 
lengths, and the Hybrid WAVE-FIPA model was found to over-predict all the spray 
characteristics as compared to the corresponding experimental values for 
penetration, droplet sizes and velocities. 
------~~ 
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5.2 Recommendations for Future Work 
i. The results presented in this thesis show. that the performance of the models is 
test case dependant. The modified model parameters for break-up size and 
time calculation produces the best agreement in the spray shape and droplet 
size, and the remaining models predict either faster, TAB, or slower, Hybrid 
WAVE-FIPA, atomisation process. This suggests using dynamically calculated 
values for the model parameters, which can be related to the local flow and 
spray conditions and fuel properties. However, the reasons for the better 
predictions with the modified break-up model parameters should also be 
investigated. Studying the model performance with the modified parameters in 
real engine cycle simulations may give a clue to their behaviour. 
ii. One way to model the break-up parameters dynamically, during the 
computations, is to relate these parameters to the fuel properties, in terms of 
the drop Ohnesorge number (Z = (1l1/(PI crdd)O.S), the gas conditions as drop 
Weber number (Wed (pgU2dd/cr)) and the effect of the injector geometry. This 
approach may be effective on the drops at early stages of atomisation, while 
only the effect of the gas conditions would be efficient towards the end of 
atomisation process. 
iii. Efforts to understand and re-model the break-up equations should continue. As 
observed by many other researchers, these equations are the main cause for 
the current levels of agreement. The effects of changing the break-up size and 
time parameters in the equation have been demonstrated in this study. 
iv. The method used in this study of representing the spray inlet conditions is an 
inherently approximate method. An alternative method would be to drive these 
conditions from the nozzle geometry and flow conditions. 
v. More highly resolved experiments are needed, especially close to the injector 
nozzle, to give clearly defined boundary conditions. 
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