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Prime Geodesic Theorem for the Picard manifold
Olga Balkanova Dmitry Frolenkov
Abstract
Let Γ = PSL(2,Z[i]) be the Picard group and H3 be the three-dimensional
hyperbolic space. We study the Prime Geodesic Theorem for the quotient Γ \H3,
called the Picard manifold, obtaining an error term of size O(X3/2+θ/2+ǫ), where
θ denotes a subconvexity exponent for quadratic Dirichlet L-functions defined over
Gaussian integers.
Keywords. spectral exponential sum; prime geodesic theorem; Picard manifold.
1 Introduction
The classical Prime Geodesic Theorem states that the counting function π(X) of primitive
hyperbolic classes in PSL2(Z) whose norm does not exceed X satisfies the asymptotic
law
π(X) ∼ Li(X) as X →∞,
where Li(X) is the logarithmic integral. This theorem and its generalisations can be con-
sidered as geometric analogues of the Prime Number Theorem, while norms of primitive
hyperbolic elements are sometimes called ”pseudoprimes”.
In this paper we study the three dimensional version of the Prime Geodesic Theorem.
Different concepts of the two dimensional theory can be extended to this case in a natural
and elegant way. The role of the Poincare´ upper half planeH2 is now played by the three
dimensional hyperbolic space
H3 = {(z, r); z = x+ iy ∈ C; r > 0}. (1.1)
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Let Γ ⊂ PSL(2,C) be a discrete cofinite group. Prime Geodesic Theorem for the hy-
perbolic manifold Γ \H3 provides an asymptotic formula for the function πΓ(X), which
counts the number of primitive hyperbolic or loxodromic elements in Γ with norm less
than or equal toX .
In the pioneering paper [26], Sarnak proved an asymptotic formula for πΓ(X) with an
error term of size
O(X3/2+1/6+ǫ). (1.2)
Further progress has been made in the case of the Picard group Γ = PSL(2,Z[i])
defined over Gaussian integers
Z[i] = {a+ bi; a, b ∈ Z}.
Assuming the ”mean Lindelo¨f” hypothesis for symmetric square L-functions attached
to Maass forms on the Picard manifold Γ \H3, Koyama [15] obtained an error term of
size
O(X3/2+1/14+ǫ). (1.3)
Finally, an unconditional improvement of Sarnak’s estimate (1.2), namely
O(X3/2+1/8+ǫ), (1.4)
was derived in [1] as a consequence of a non-trivial estimate for the second moment of
symmetric-square L-functions.
Proofs of the last two results are centered around Nakasuji’s explicit formula proved in
[20, Theorem 4.1] and [21, Theorem 5.2]. Let us denote the remainder term in the prime
geodesic theorem by EΓ(X). Nakasuji showed that for 1 ≤ T ≤ X1/2 we have
EΓ(X) = 2ℜ

 ∑
0<rj≤T
X1+irj
1 + irj

+O(X2
T
logX
)
, (1.5)
where λj = 1+r
2
j are the eigenvalues of the hyperbolic Laplacian on L
2(Γ\H3). Explicit
formula (1.5) brings into play the spectral exponential sum
S(T,X) =
∑
0<rj≤T
X irj . (1.6)
The trivial bound
S(T,X)≪ T 3
follows from Weyl’s law and yields Sarnak’s result (1.2).
The proof of (1.4) is based on the following improvement (see [1, Theorem 3.2])
S(T,X)≪ T 2X1/4(TX)ǫ. (1.7)
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The aim of this paper is to obtain a new upper bound for the spectral exponential
sum, which explicitly depends on a subconvexity exponent θ for quadratic Dirichlet L-
functions defined over Gaussian integers.
Theorem 1.1. For 1 ≤ T ≤ X1/2 the following estimate holds
S(T,X)≪ X1/2+θ/2T (TX)ǫ. (1.8)
As discussed in [1, Remark 3.1], it is not obvious what is the correct order of mag-
nitude of S(T,X) for all X and T . In the two dimensional case, Petridis and Risager
conjectured in [24] that the spectral exponential sum exhibits square root cancelation, and
Laaksonen verified this conjecture numerically.
The most important consequence of Theorem 1.1 is the new estimate on EΓ(X).
Theorem 1.2. The error term in the Prime Geodesic Theorem for the Picard manifold
can be estimated as follows
EΓ(X)≪ X3/2+θ/2+ǫ. (1.9)
Assuming the Lindelo¨f hypothesis θ = 0, we improve the best known conditional
result (1.3) and establish for the first time the error estimate O(X3/2+ǫ). Note that this is
the best possible error admissible by the explicit formula of Nakasuji (1.5). This is also an
analogue of the best known conditional remainder term O(X2/3+ǫ) in the classical Prime
Geodesic Theorem obtained by Iwaniec in [13, p. 139] under the Lindelo¨f hypothesis for
quadratic Dirichlet L-functions.
Theorem 1.1 is a consequence of the following estimate for the mean value of Maaß
Rankin-Selberg L-functions on the critical line multiplied by the oscillating factor X irj .
Theorem 1.3. Let X ≫ 1 andXǫ ≤ T ≤ X1/2. Then for s = 1/2+ it, |t| ≪ T ǫ we have
∑
rj
rj
sinh(πrj)
ωT (rj)X
irjL(uj ⊗ uj, s)≪ T 3/2X1/2+θ+ǫ, (1.10)
where ωT (rj) is a smooth characteristic function of the interval (T, 2T ).
The standard method for investigating the left-hand side of (1.10) is to estimate ev-
erything by absolute value so that X irj is simply replaced by 1 and the modulus of the
Rankin-Selberg L-function is bounded by its square by the means of the Cauchy-Schwarz
inequality. In this way, the problem is reduced to studying the second moment. This tech-
nique allows proving non-trivial results in certain ranges but the disadvantage is that the
information about the behaviour of X irj is completely lost.
The main novelty and the core idea of our approach is that absolute value estimates
are replaced by the method of analytic continuation. More precisely, we prove an exact
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formula for the left-hand side of (1.10) which allows us to take into consideration oscil-
lations of the weight function X irj . This approach has already proved to be effective in
the two dimensional case (see [3]), motivating us to develop the method further and to
study the Prime Geodesic Theorem for the Picard manifold. We remark that in the three-
dimensional setting, new technical difficulties arise, requiring the change of methodology
and more involved analysis of special functions.
2 Description of the problem
In this section, following the book of Elsrodt, Grunewald and Mennicke [8], we provide
some background information required for understanding the Prime Geodesic Theorem
in the three-dimensional case. We keep all notations of [8].
The upper half spaceH3 defined by (1.1) is equipped with the hyperbolic metric
ds2 =
dx2 + dy2 + dr2
r2
. (2.1)
The associated Laplace-Beltrami operator is given by
∆ = r2
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂r2
)
− r ∂
∂r
.
According to [8, Proposition 1.6, p. 6], the hyperbolic distance d(P, P ′) between two
points P = z+ rj and P ′ = z+ r′j ofH3 with z, z′ ∈ C, r, r′ > 0 can be expressed as
cosh d(P, P ′) =
|z − z′|+ r2 + r′2
2rr′
.
The matrix
M =
(
a b
c d
)
∈ PSL(2,C)
acts onH3 as follows
M(z + rj) = z∗ + r∗j, (2.2)
where
z∗ =
(az + b)(c¯z¯ + d¯) + ac¯r2
|cz + d|2 + |c|2r2 , r
∗ =
r
|cz + d|2 + |c|2r2 . (2.3)
Elements γ ∈ SL(2,C) such that γ 6= ±I can be classified into four categories (see
[8, Definition 1.3, p. 34]):
• parabolic iff |tr(γ)| = 2 and tr(γ) ∈ R;
• hyperbolic iff |tr(γ)| > 2 and tr(γ) ∈ R;
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• elliptic iff 0 ≤ |tr(γ)| < 2 and tr(γ) ∈ R;
• loxodromic otherwise.
Note that elements ofPSL(2,C) are classified the same way as its preimages in SL(2,C).
As shown in [8, pp. 69-70], any hyperbolic or loxodromic element T is conjugate in
PSL(2,C) to a unique element
D(T ) =
[
a(T ) 0
0 a(T )−1
]
, |a(T )| > 1, (2.4)
which acts on H3 as follows
D(T )(z + rj) = K(T )z +N(T )rj, z ∈ C, r > 0. (2.5)
Here K(T ) = a(T )2 is called the multiplier of T and N(T ) = |a(T )|2 is called the norm
of T . Note that K(T ) and N(T ) depend only on the class of elements congugate to T ,
which we denote by {T} .
Any hyperbolic or loxodromic element T has two distinct fixed points in the extended
planeP1C, and the geodesic connecting these two points is called the axis of T . Axis are
transformed into itself by the action of T . According to [8, p. 70], for all hyperbolic or
loxodromic elements T ∈ PSL(2,C) we have
logN(T ) = inf{d(P, TP ), P ∈ H3}, (2.6)
logN(T ) = d(P, TP ) iff P is on the axis of T. (2.7)
Let Γd be a discrete subgroup of PSL(2,C) and let C(T ) be a centralizer of a hy-
perbolic or loxodromic element T in Γd. We say that T0 is the primitive hyperbolic or
loxodromic element associated to T if T0 ∈ C(T ) and it has minimal norm N(T0) > 1
among all elements of C(T ). As indicated in [8, p. 192], T determines uniquely the norm
N(T0), but not the primitive element T0.
In this paper, we are mainly interested in the Picard group Γ = PSL(2,Z[i]), which
acts discontinuously on H3. The quotient Γ \ H3, called the Picard manifold, is a non-
compact hyperbolic 3-manifold of finite volume. Primitive hyperbolic or loxodromic con-
jugacy classes in Γ give rise to closed geodesics on Γ\H3( see [26, p. 279]), while norms
of these conjugacy classes correspond to lengths of closed geodesics.
Accordingly, the Prime Geodesic Theorem for the Picard manifold is concerned with
the asymptotic distribution of the norms of primitive hyperbolic and loxodromic elements
of the Picard group. In other words, we are interested in studying the asymptotic behaviour
of the function
πΓ(X) = #{{T0}, T0 ∈ Γ primitive hyperbolic or loxodromic, N(T0) ≤ X}. (2.8)
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As usual (see [8, pp. 223-224]), it is convenient to work with the summatory function
ΨΓ(X) =
∑
{T}
Λ(T ), (2.9)
where the summation is taken over all hyperbolic and loxodromic conjugacy classes in Γ
and
Λ(T ) =
logN(T0)
m(T )|a(T )− a(T )−1|2 (2.10)
with m(T ) being the order of the torsion of the centralizer C(T ), T0 being a primitive
element associated to T and a(T ) being as in (2.4).
Following the approach of Iwaniec [13], Nakasuji showed in [20, Theorem 4.1] that
for 1 ≤ T ≤ X1/2 we have
ΨΓ(X) =
X2
2
+ 2ℜ

 ∑
0<rj≤T
X1+irj
1 + irj

+O(X2
T
logX
)
, (2.11)
where λj = 1 + r
2
j are the eigenvalues of the hyperbolic Laplacian on L
2(Γ \ H3). A
detailed proof of (2.11) can be found in [21, Theorem 5.2]. Note that the explicit formula
(2.11) is obtained using the fact that there are no exceptional eigenvalues for the Picard
group. This is a consequence of Szmidt’s result λ1 ≥ π2 proved in [27, Prop. 2, p. 397].
3 Notation and preliminary results
Throughout the paper we mostly use notations of [19] that are slightly different from the
standard ones (see [19, Remark p. 270]).
Let k = Q(i) be the Gaussian number field. All sums in this paper are over Gaussian
integers unless otherwise indicated.
Let Γ(z) be the Gamma function. According to the Stirling formula we have
Γ(z) =
√
2π exp(−z)zz−1/2 (1 +O(z−1)) (3.1)
for |z| → ∞, | arg(z)| < π. Note that instead of O(z−1) it is possible to write arbitrarily
accurate approximations of the Gamma function by evaluating more terms in the asymp-
totic expansion. As a consequence of (3.1), we obtain
Γ(σ + it) =
√
2π|t|σ−1/2 exp(−π|t|/2) exp
(
i
(
t log |t| − t+ πt(σ − 1/2)
2|t|
))
× (1 +O(|t|−1)) (3.2)
for |t| → ∞ and a fixed σ. Once again here instead of O(|t|−1) it is possible to write an
asymptotic expansion with as many terms as needed.
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For convenience, we introduce the following notation
∞∑∗
n=0
an =
a0
2
+
∞∑
n=1
an.
For a function f(x), we denote its Mellin transform by
fˆ(s) =
∫ ∞
0
f(x)xs−1dx. (3.3)
For ℜ(s) > 1, the Dedekind zeta function is defined as
ζk(s) = 4
−1
∑
n 6=0
|n|−2s.
Let σα(n) = 4
−1
∑
d|n |d|2α. For ℜ(s) > 1 and r ∈ R we have (see [27, p.403])
∑
n 6=0
σ2ir(n)
|n|2s+2ir = 4
ζk(s+ ir)ζ
2
k
(s)ζk(s− ir)
ζk(2s)
. (3.4)
Let [n, x] = ℜ(nx¯). We introduce two types of exponential functions
e(x) = exp(2πix) and e[x] = exp(2πiℜ(x)).
Form,n, c ∈ Z[i] with c 6= 0 define the Kloosterman sum
S(m,n; c) =
∑
a (mod c)
(a,c)=1
e
[
m,
a
c
+ n,
a∗
c
]
, aa∗ ≡ 1 (mod c).
This sum satisfies Weil’s bound (see [18, (3.5)])
|S(m,n; c)| ≤ |c|σ0(c)|(m,n, c)|. (3.5)
For n, q ∈ Z[i] and q 6= 0 we have (see [19, Lemma 1])
∑
a (mod q)
e
[
an
q
]
=
{ |q|2, if q|n,
0, otherwise.
(3.6)
Lemma 3.1. Form ∈ Z, ξ ∈ C and ℜ(s) > 1 let
ζk(s;m, ξ) =
∑
n+ξ 6=0
(
n + ξ
|n+ ξ|
)m
1
|n+ ξ|2s . (3.7)
If m 6= 0 then ζk(s;m, ξ) is entire in s; otherwise it is regular in s except for a simple
pole at s = 1 with residue π. For Re(s) < 0 we have
ζk(s;m, ξ) = (−i)|m|π2s−1Γ(1− s+ |m|/2)
Γ(s+ |m|/2)
∑
n 6=0
(
n
|n|
)m
e[nξ¯]
|n|2(1−s) . (3.8)
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Proof. See [19, Lemma 2].
We denote by {λj = 1 + r2j , j = 1, 2, . . .} the non-trivial discrete spectrum of the
hyperbolic Laplacian on L2(Γ \H3), and by {uj} the corresponding orthonormal system
of eigenfunctions. Each function uj has a Fourier expansion of the form
uj(z) = y
∑
n 6=0
ρj(n)Kirj (2π|n|y)e[nx], (3.9)
whereKν(z) is the K-Bessel function of order ν.
The corresponding Rankin-Selberg L-function is defined as
L(uj ⊗ uj, s) =
∑
n 6=0
|ρj(n)|2
|n|2s , ℜs > 1. (3.10)
Let us introduce the function
Jν(z) = 2
−2ν |z|2νJ∗ν (z)J∗ν (z¯), (3.11)
where J∗ν (z) = Jν(z)(z/2)
−ν and Jν(z) is the J-Bessel function of order ν. Furthermore,
we define the function
Kν(z) =
J−ν(z)− Jν(z)
sin(πν)
. (3.12)
Theorem 3.2. (Kuznetsov trace formula) Let h(r) be a holomorphic function in the region
|ℑ(r)| < 1/2 + ǫ such that
h(r) = h(−r), h(r)≪ (1 + |r|)−3−ǫ (3.13)
for an arbitrary fixed ǫ > 0. Then for any non-zerom,n ∈ Z[i]
∞∑
j=1
ρj(m)ρj(n)
sinh(πrj)
rjh(rj) + 2π
∫ ∞
−∞
σir(m)σir(n)
|mn|ir|ζk(1 + ir)|2h(r)dr =
δm,n + δm,−n
π2
∫ ∞
−∞
r2h(r)dr +
∑
q 6=0
S(m,n; q)
|q|2 hˇ
(
2π
√
mn
q
)
, (3.14)
where δm,n is the Kronecker delta and
hˇ(z) =
1
2
∫ ∞
−∞
Kir(z)r
2h(r)dr. (3.15)
Proof. This is [19, Theorem 2] except that in [19] the integral transform (3.15) is given
in the alternative form
hˇ(z) = i
∫ ∞
−∞
r2
sinh(πr)
Jir(z)h(r)dr.
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It can be shown that the two transforms are equal as follows
i
∫ ∞
−∞
r2
sinh(πr)
Jir(z)h(r)dr =
∫ ∞
0
i
Jir(z)− J−ir(z)
sinh(πr)
r2h(r)dr =
∫ ∞
0
Kir(z)r
2h(r)dr.
SinceKir(z) = K−ir(z), we obtain (3.15).
Lemma 3.3. Let ϑ = arg(u). For u 6= 0 and |ℜ(ν)| < 1/2 we have
Kν(u) =
8 cos(πν)
π2
∫ π/2
0
cos(2|u| cosϑ sin τ)K2ν(2|u| cos τ)dτ, (3.16)
Kν(u) =
8 cos(πν)
π2
∞∑∗
m=0
(−1)m
((
u
|u|
)2m
+
(
u
|u|
)−2m)
×
∫ π/2
0
J2m(2|u| sin τ)K2ν(2|u| cos τ)dτ. (3.17)
Proof. First, note that Kν(u) = Kν,0(u), where Kν,0(u) is defined in [6, (6.21), (7.21)].
Then (3.16) and (3.17) follow from [6, (12.16)]. More precisely, (3.16) is a consequence
of [18, Lemma 8] and (3.12). To prove (3.17), we use the relation (see [23, 10.12.2])
cos(2|u| cosϑ sin τ) =
∑
m∈Z
(−1)me(mϑ)J2m(2|u| sin τ).
Then it follows from (3.16) that
Kν(u) =
8 cos(πν)
π2
∞∑
m=−∞
(−1)me(mϑ)
∫ π/2
0
J2m(2|u| sin τ)K2ν(2|u| cos τ)dτ.
Since (see [23, 10.4.1]) J2m(z) = J−2m(z), we obtain (3.17).
We introduce the L-function
Lk(s;n) =
ζk(2s)
ζk(s)
∑
q 6=0
ρq(n)
|q|2s , Res > 1, (3.18)
ρq(n) := #{x (mod 2q) : x2 ≡ n (mod 4q)}. (3.19)
Note that solutions of the congruence are counted in the ring of the Gaussian integers.
Generalising the real case studied by Zagier in [29, Proposition 3], Szmidt investigated
properties of theL-function (3.18) in [27]. Some of these properties are listed below. Note
that Lk(s;n) = 4ζ(s, n)/ζk(s) in the notations of [27].
The L-function Lk(s;n) does not vanish only for n ≡ 0, 1 (mod 4). If n = 0 then
Lk(s; 0) = 4ζk(2s− 1). (3.20)
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Otherwise, for n = Dl2 (D is the discriminant of the corresponding extension of k) we
have
Lk(s;n) = 4T
(D)
l (s)L(s, χD), (3.21)
where
T
(D)
l (s) =
1
4
∑
d|l
χD(d)µ(d)|d|−2sσ1−2s
(
l
d
)
(3.22)
and
L(s, χD) =
1
4
∑
n 6=0
χD(n)
|n|2s (3.23)
with χD(n) = (D/n) being the corresponding Kronecker symbol for the quadratic exten-
sion of k.
Let θ denote the subconvexity exponent for L(1/2 + it, χD) so that
L(1/2 + it, χD)≪ (1 + |t|)A|D|θ. (3.24)
According to the results of Michel-Venkatesh [16], Wu [28] and Nakasuji [22], we can
take
θ = A = 1/2− (1− 2α)/8 + ǫ, α = 7/64.
It follows from (3.21), (3.22) and (3.24) that
Lk(1/2 + it;n)≪ (1 + |t|)A|n|θ+ǫ. (3.25)
Next, we prove an analogue of [2, Lemma 4.1], relating sums of Kloosterman sums
and the L-function (3.18).
Lemma 3.4. The following identity holds
∑
q 6=0
1
|q|2+2s
∑
c (mod q)
S(c, c; q)e
[
nc/q
]
=
ζk(s)
ζk(2s)
Lk(s; n¯
2 − 4). (3.26)
Proof. Since ℜ(ab¯) = ℜ(a¯b), it follows that e[nc/q] = e[n¯c/q]. Consider
S :=
∑
c (mod q)
S(c, c; q)e[nc/q] =
∑
c (mod q)
∑
a (mod q)
(a,q)=1
e
[
(a+ a∗ + n¯)c
q
]
,
where aa∗ ≡ 1 (mod q). Using (3.6), we obtain
S =
∑
a (mod q),(a,q)=1
a+a∗+n¯≡0 (mod q)
|q|2 =
∑
a (mod q),
a2+an¯+1≡0 (mod q)
|q|2.
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Similarly to the real case, one can prove that there is one-to-one correspondence between
the solutions a (mod q) of a2 + an¯ + 1 ≡ 0 (mod q) and the solutions b (mod 2q) of
b2 ≡ n¯2 − 4 (mod 4q). Thus using (3.19) we have
S =
∑
b (mod 2q)
b2≡n¯2−4 (mod 4q)
|q|2 = |q|2ρq(n¯2 − 4).
Finally,
∑
q 6=0
1
|q|2+2s
∑
c (mod q)
S(c, c; q)e
[
nc/q
]
=
∑
q 6=0
ρq(n¯
2 − 4)
|q|2s =
ζk(s)
ζk(2s)
Lk(s; n¯
2 − 4).
4 Exact formula for the first moment of Maaß Rankin-
Selberg L-functions
In this section we prove an exact formula for first moment
M1(s) :=
∑
j
rj
sinh(πrj)
h(rj)L(uj ⊗ uj, s), (4.1)
where h(r) is an even function, holomorphic in any fixed horizontal strip and satisfying
the conditions
h(±(n− 1/2)i) = 0, h(±ni) = 0 for n = 1, 2 . . . , N, (4.2)
h(r)≪ exp(−c|r|2) (4.3)
for some fixed N and c > 0.
We remark that our approach here differs from the one we used in the two dimensional
case in [3]. Our method incorporates some ideas from [2] and from Motohashi’s proof
[17] of the exact formula for the second moment of classical Maaß L-functions.
4.1 Exact formula for large s
For ℜs > 3/2 we define
Σ(s) =
∑
n 6=0
1
|n|2s
∑
q 6=0
S(n, n; q)
|q|2 hˇ
(
2πn
q
)
, (4.4)
where the transform hˇ(z) is given by (3.15).
First of all, we identify the region of convergence of (4.4).
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Lemma 4.1. For ℜs > 3/2 the double series (4.4) converges absolutely.
Proof. Convergence of the double series (4.4) for ℜs > 3/2 follows from (3.5) and the
estimate
hˇ(u)≪ min(|u|3/2−ǫ, |u|ǫ). (4.5)
To prove (4.5) we proceed as follows. According to (3.15) and (3.16) we have
hˇ(u) =
4
π2
∫ π/2
0
cos(2|u| cosϑ sin τ)
∫ ∞
−∞
r2h(r) cosh(πr)K2ir(2|u| cos τ)drdτ,
where ϑ = arg(u). Following the arguments of Motohashi [17, (2.11),(2.12)], we obtain
for 0 < a < 1/2
hˇ(u) =
1
π2
∫ π/2
0
cos(2|u| cosϑ sin τ)
∫
(a)
h∗(s)
cos(πs)
(|u| cos τ)−sdsdτ, (4.6)
where
h∗(s) =
∫ ∞
−∞
r2h(r) coth(πr)
Γ(s+ ir)
Γ(1− s+ ir)dr. (4.7)
Due to the fact that h(r) satisfies (4.2), we can move the line of integration in (4.7) to
ℑ(r) = −C with 0 < C < N + 1. This yields the analytic continuation of h∗(s) to the
region ℜ(s) > −C. Since the function h(r) is even, we obtain by repeating Motohashi’s
proof of [17, (2.14)] that
h∗(±i/2) = 0. (4.8)
Thus we can move the line of integration in (4.6) to a = −3/2 + ǫ without crossing
any pole. The rapid decay of h(r), as indicated by (4.3), implies that if ℜ(s) is bounded,
then h∗(s) ≪ |ℑ(s)|A for a sufficiently large A. Therefore, hˇ(u) ≪ |u|3/2−ǫ. Similarly,
moving the line of integration in (4.6) to a = ǫ, we show that hˇ(u)≪ |u|ǫ.
The next step is to express the moment in terms of the double series (4.4).
Lemma 4.2. For ℜs > 3/2 we have
M1(s) =
4ζk(s)
π2
∫ ∞
−∞
r2h(r)dr+Σ(s)−8π ζ
2
k
(s)
ζk(2s)
∫ ∞
−∞
ζk(s + ir)ζk(s− ir)
ζk(1 + ir)ζk(1− ir)h(r)dr.
(4.9)
Proof. Applying the Kuznetsov trace formula (3.14) and using (3.4), we prove the lemma.
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4.2 Technical preparation
For ℜs > 3/2 the absolute convergence (see Lemma 4.1) allows us to change the order
of summation in (4.4). Using (3.15) and (3.17), we obtain
Σ(s) =
8
π2
∑
q 6=0
1
|q|2
∑
n 6=0
S(n, n; q)
|n|2s
∞∑∗
m=0
(−1)m
×
((
n|q|
|n|q
)2m
+
(
n|q|
|n|q
)−2m)∫ π/2
0
ψ
(
m, τ ;
2π|n|
|q|
)
dτ, (4.10)
where for a positive integerm, 0 < τ < π/2 and r ∈ R
ψ(m, τ ; z) =
1
2
∫ ∞
−∞
r2h(r) cosh(πr)g(m, r, τ ; z)dr, (4.11)
g(m, r, τ ; z) = J2m(2z sin τ)K2ir(2z cos τ). (4.12)
This subsection is devoted to the technical preparation for the proof of the analytic
continuation of (4.10) to the region containing ℜs = 1/2. In particular, we investigate
various properties of the function ψ(m, τ ; z) defined by (4.11).
Lemma 4.3. For 0 > a > −2m− 2N − 2 we have
ψ(m, τ ; z) =
1
2πi
∫
(a)
h∗(m, τ ; s)
cos(πs/2)
(z cos τ)−sds, (4.13)
where
h∗(m, τ ; s) = 2πi
(−1)m sinm τ
24+m cos2m τ
∫ ∞
−∞
r2h(r) coth(πr)Γ(m+ s/2 + ir)
Γ(1−m− s/2 + ir)Γ(1 + 2m)
× F (m+ s/2 + ir,m+ s/2− ir, 1 + 2m;− tan2 τ)dr. (4.14)
Proof. For ℜ(s) > −2m, using [9, 6.576.3], we compute the Mellin transform of the
function g(m, r, τ ; z) with respect to z
gˆ(m, r, τ ; s) =
sinm τ
22+m cos2m+s τ
Γ(m+ s/2 + ir)Γ(m+ s/2− ir)
Γ(1 + 2m)
× F (m+ s/2 + ir,m+ s/2− ir, 1 + 2m;− tan2 τ). (4.15)
Applying the Mellin inversion formula, we obtain for a > −2m
ψ(m, τ ; z) =
1
2
∫ +∞
−∞
r2h(r) cosh (πr)
1
2πi
∫
(a)
gˆ(m, r, τ ; s)z−sdsdr
=
1
2πi
(
1
2
∫ +∞
−∞
r2h(r) cosh (πr)gˆ(m, r, τ ; s)dr
)
z−sds
=
1
2πi
∫
(a)
h∗(m, τ ; s)
cos(πs/2)
(z cos τ)−sds, (4.16)
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where
h∗(m, τ ; s) =
sinm τ cos(πs/2)
23+m cos2m τ
∫ ∞
−∞
r2h(r) cosh(πr)
Γ(m+ s/2 + ir)Γ(m+ s/2− ir)
Γ(1 + 2m)
× F (m+ s/2 + ir,m+ s/2− ir, 1 + 2m;− tan2 τ)dr. (4.17)
Using [17, (2.10)] we have
Γ(m+ s/2 + ir)Γ(m+ s/2− ir) = (−1)
mπi
2 sinh(πr) cos(πs/2)
×
(
Γ(m+ s/2 + ir)
Γ(1−m− s/2 + ir) −
Γ(m+ s/2− ir)
Γ(1−m− s/2− ir)
)
. (4.18)
Substituting (4.18) to (4.17), we obtain (4.14). In view of (4.2), we can move the line
of integration in (4.14) to ℑ(r) = −C with 0 < C < N + 1. This yields the analytic
continuation of the function h∗(m, τ ; s) to the region ℜ(s) > −2m− 2N − 2. To be able
to move the line of integration in (4.16) to a > −2m − 2N − 2, and thus to prove the
lemma, it is sufficient to show that
h∗(m, τ ;±(1 + 2j)) = 0 for 0 ≤ j ≤ N +m. (4.19)
Let us consider the case −(1 + 2j). Accordingly,
h∗(m, τ ;−(1 + 2j)) = (−1)
m sinm τ
24+m cos2m τ
2πi
×
∫
ℑ(r)=−C
r2h(r) coth(πr)Γ(m− 1/2− j + ir)
Γ(1−m+ 1/2 + j + ir)Γ(1 + 2m)
× F (m− 1/2− j + ir,m− 1/2− j − ir, 1 + 2m;− tan2 τ)dr. (4.20)
Using the property (4.2), we move the line of integration in (4.20) back to ℑ(r) = 0 and
remark that the function under the integral sign is odd. This proves (4.19).
The next lemma guarantees the convergence of the integral (4.13) for all bounded a if
m is a constant and for a < 0 if m → ∞. In fact, it is possible to prove the convergence
of the integral (4.13) for all bounded a when m → ∞. However, this is not required for
our purposes.
Lemma 4.4. Let s/2 = σ + it. Suppose thatm is a positive integer and that the number
0 < τ < π/2 is fixed. For fixedm and σ we have
h∗(m, τ ; s)
cos(πs/2)
≪ (1 + |t|)−A for any A > 1. (4.21)
For a fixed σ andm→∞ we have
h∗(m, τ ; s)
cos(πs/2)
≪ B−m(1 + |t|)2σ−1, (4.22)
where B > 1 is some constant.
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Proof. Let y = tan2 τ. We first consider the case of fixed m. Applying [23, 15.6.6] we
have
F (m+ s/2 + ir,m+ s/2− ir, 1 + 2m;−y) =
Γ(1 + 2m)
Γ(m+ s/2 + ir)Γ(m+ s/2− ir)J(y,m, r, s) (4.23)
with
J(y,m, r, s) =
1
2πi
∫
(l)
Γ(m+ s/2 + ir + z)Γ(m+ s/2− ir + z)Γ(−z)
Γ(1 + 2m+ z)
yzdz, (4.24)
where l is a line that separates the poles of Γ(m+ s/2± ir + z) and Γ(−z). Substituting
(4.23) to (4.14), we obtain
h∗(m, τ ; s)
cos(πs/2)
≪
(
y(1 + y)
4
)m/2
×
∫ ∞
−∞
r2h(r) coth(πr)|J(y,m, r, s)|dr
|Γ(1−m− s/2 + ir)Γ(m+ s/2− ir) cos(πs/2)| . (4.25)
Next, we apply [23, 5.5.3], getting
h∗(m, τ ; s)
cos(πs/2)
≪
(
y(1 + y)
4
)m/2
×
∫ ∞
−∞
r2h(r) coth(πr) exp(−π(|t− r| − |t|))|J(y,m, r, s)|dr. (4.26)
For a fixed m we can ignore the multiple (y(1 + y)/4)m/2. The property (4.3) for the
function h(r) allows us to restrict the integral over r to the neighborhood of zero. Thus
it is sufficient to consider only |r| ≪ |t|ǫ. In order to estimate J(y,m, r, s) for such r,
we move the contour of integration in (4.24) to the right of the line ℜ(z) = c such that
m+ σ + c > 0. Making the change of variable z = c+ iv in the integral, we obtain
J(y,m, r, s) =
∑
0≤j≤c
(−1)jyjΓ(m+ s/2 + ir + j)Γ(m+ s/2− ir + j)
j!Γ(1 + 2m+ j)
+
O
(∫ ∞
−∞
yc
Γ(m+ σ + c+ i(t + r + v))Γ(m+ σ + c+ i(t− r + v))Γ(−c− iv)
Γ(1 + 2m+ c+ iv)
dv
)
.
(4.27)
It follows from (3.2) that the main contribution in the v integral comes from the interval
(−t − |r|,−t + |r|). To estimate the sum over j in (4.27), we again use (3.2) and prove
for |r| ≪ |t|ǫ the estimate
J(y,m, r, s)≪ exp(−π|r|)(1 + |t|)−1−2m−2c+ǫ. (4.28)
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Substituting (4.28) to (4.26), we obtain (4.22).
Let us consider the case ofm→∞. In that case we cannot ignore the multiple (y(1+
y)/4)m/2 in (4.26). Consequently, we move the contour of integration in (4.24) to the left
of the line ℜ(z) = −m + c without crossing any pole. Making the change of variables
z = −m+ c+ iv, we obtain
J(y,m, r, s)≪
y−m
∫ ∞
−∞
Γ(σ + c+ i(t + r + v))Γ(σ + c+ i(t− r + v))Γ(m− c− iv)
Γ(1 +m+ c+ iv)
dv. (4.29)
Note that the formula (3.2) shows that the main contribution in the v integral comes once
again from the interval (−t− |r|,−t+ |r|). Since
Γ(m− c− iv)/Γ(1 +m+ c+ iv)≪ (m+ |v|)−1−2c,
we obtain for |r| ≪ |t|ǫ the estimate
J(y,m, r, s)≪ y−m exp(−π|r|)(m+ |t|)−1−2c+ǫ. (4.30)
Application of (4.30) and (4.26) yields
h∗(m, τ ; s)
cos(πs/2)
≪
(
(1 + y)
4y
)m/2
(m+ |t|)−A (4.31)
for any constant A > 1. This implies (4.22) as long as y > 1/3.
The case y < 1/3 can be treated similarly but we prefer to follow a simpler approach
based on the Euler integral representation formula [23, 15.6.1] for the hypergeometric
function in (4.14). Applying this formula, we obtain
h∗(m, τ ; s)
cos(πs/2)
≪
(
y(1 + y)
4
)m/2
×
∫ ∞
−∞
r2h(r) coth(πr)|E(y,m, r, s)|dr
|Γ(1−m− s/2 + ir)Γ(m+ 1− s/2− ir) cos(πs/2)| , (4.32)
where
E(y,m, r, s) =
∫ 1
0
xm+s/2−1+ir(1− x)m−s/2−ir
(1 + xy)m+s/2−ir
dx. (4.33)
Next, we estimate the integral above by absolute value and use [23, 5.5.5] to show that
E(y,m, r, s)≪
∫ 1
0
xm+σ−1(1− x)m−σdx = Γ(m+ σ)Γ(m− σ + 1)
Γ(2m+ 1)
≪ m−1/22−2m. (4.34)
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Substituting (4.34) to (4.32) and applying [23, 5.5.3] we have
h∗(m, τ ; s)
cos(πs/2)
≪
(
y(1 + y)
64
)m/2
×
∫ ∞
−∞
Γ(m+ s/2− ir)
Γ(m+ 1− s/2− ir)r
2h(r) coth(πr) exp(π(|t− r| − |t|))dr. (4.35)
Using the Stirling formula (3.1) and the property (4.3) of the function h(r), we finally
obtain the estimate
h∗(m, τ ; s)
cos(πs/2)
≪
(
y(1 + y)
64
)m/2
(1 + |t|)2σ−1, (4.36)
which proves (4.22).
Corollary 4.5. For a positive integerm we have
ψ(m, τ ; z)≪ B−mmin(|z|A, |z|ǫ), (4.37)
where A and B are some constants such that 0 < A < 2m+ 2N + 2 and B > 1.
Proof. This is a direct consequence of (4.13) and Lemma 4.4.
4.3 Analytic continuation to the region ℜs > 1/2
For n 6= 0, 0 < τ < π/2 and ℜ(s) > 1/2 define
I(n, τ, s) := |n|2s−221−2s
∞∑∗
m=0
((
n
|n|
)2m
+
(
n
|n|
)−2m)
× 1
2πi
∫
(a)
h∗(m, τ ;w)
cos(πw/2)
(cos τ)−w
Γ(1− s− w/2 +m)
Γ(s+ w/2 +m)
( |n|
2
)w
dw, (4.38)
where a < 2(1−ℜ(s)+m).Note that Lemma 4.4 and the Stirling formula (3.2) show that
the sum over m and the integral over w are absolutely convergent provided that ℜ(s) >
1/2. For 0 < τ < π/2 and ℜ(s) > 1/2 define
I(0, τ, s) := − h
∗(0, τ ; 2− 2s)
2(cos τ)2−2s cos(πs)
. (4.39)
Lemma 4.6. For ℜ(s) > 1/2 we have
Σ(s) =
8(2π)2s−1
π2
∫ π/2
0
ζk(s)
ζk(2s)
Lk(s;−4)I(0, τ, s)dτ+
8(2π)2s−1
π2
∫ π/2
0
ζk(s)
ζk(2s)
∑
n 6=0
Lk(s; n¯
2 − 4)I(n, τ, s)dτ. (4.40)
18 Olga Balkanova, Dmitry Frolenkov
Proof. First, we assume that ℜs > 3/2. Then we can apply (4.10), namely
Σ(s) =
8
π2
∑
q 6=0
1
|q|2
∑
n 6=0
S(n, n; q)
|n|2s
∞∑∗
m=0
(−1)m
×
((
n|q|
|n|q
)2m
+
(
n|q|
|n|q
)−2m)∫ π/2
0
ψ
(
m, τ ;
2π|n|
|q|
)
dτ.
It is required to verify that all series and integrals in the formula above are absolutely
convergent. The only difference with Lemma 4.1 is the presence of the sum over m. To
analyse this sum, it is sufficient to use standard bounds for the J-Bessel function. See, for
example, [10, Lemma 3.5], where all required estimates are presented. It is also possible
to use the estimate (4.37).
It follows from (4.13) that
Σ(s) =
8
π2
∫ π/2
0
∞∑∗
m=0
(−1)m 1
2πi
∫
(a)
h∗(m, τ ;w)
cos(πw/2)
(cos τ)−w
×
∑
q 6=0
1
|q|2
∑
n 6=0
S(n, n; q)
|n|2s
((
n|q|
|n|q
)2m
+
(
n|q|
|n|q
)−2m)(
2π|n|
|q|
)−w
dwdτ, (4.41)
where 0 > a > 2− 2ℜ(s). The next step is to apply (3.7), which gives
∑
n 6=0
S(n, n; q)
|n|2s+w
(
n
|n|
)2m
=
(
q
|q|
)2m ∑
c (mod q)
S(c, c; q)
|q|2s+w ζk(s + w/2; 2m, c/q). (4.42)
Substituting (4.42) to (4.41), we obtain
Σ(s) =
8
π2
∫ π/2
0
∞∑∗
m=0
(−1)m 1
2πi
∫
(a)
h∗(m, τ ;w)
cos(πw/2)
(cos τ)−w
∑
q 6=0
1
|q|2+2s
∑
c (mod q)
S(c, c; q)
× (ζk(s+ w/2; 2m, c/q) + ζk(s+ w/2;−2m, c/q)) dwdτ
(2π)w
. (4.43)
According to Lemma 3.1, the Lerch zeta function has a simple pole at w = 2 − 2s only
for m = 0 (but for all c) with residue π. Thus moving the w-contour to the left up to
a1 := −2s− ǫ, we cross these poles. We remark that Lemma 4.3 plays a crucial role here
since it enables us to move the contour up to a1 > −2m − 2N − 2. Note that N = 0 is
not sufficient!
The final step is to apply the functional equation (3.8) for the Lerch zeta function,
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which is now possible since ℜ(s+ w/2) < 0. Using (3.8) and (3.26), we obtain
∑
q 6=0
1
|q|2+2s
∑
c (mod q)
S(c, c; q)ζk(s+ w/2; 2m, c/q) =
(−i)|2m|π2s+w−1Γ(1− s− w/2 + |m|)
Γ(s+ w/2 + |m|)
×
∑
n 6=0
(
n
|n|
)2m
|n|2s+w−2
∑
q 6=0
1
|q|2+2s
∑
c (mod q)
S(c, c; q)e[n ¯c/q] =
(−1)|m|π2s+w−1Γ(1− s− w/2 + |m|)
Γ(s+ w/2 + |m|)
ζk(s)
ζk(2s)
×
∑
n 6=0
(
n
|n|
)2m
|n|2s+w−2Lk(s; n¯2 − 4). (4.44)
To evaluate the residue at w = 2− 2s, we use (4.44) and (3.26), obtaining
Σ(s) = − 8
π2
ζk(s)
ζk(2s)
Lk(s;−4)
∫ π/2
0
h∗(0, τ ; 2− 2s)
cos(πs)
(cos τ)−2+2s
πdτ
(2π)2−2s
+
8π2s−1
π2
∫ π/2
0
∞∑∗
m=0
((
n
|n|
)2m
+
(
n
|n|
)−2m)∑
n 6=0
ζk(s)
ζk(2s)
Lk(s; n¯
2 − 4)|n|2s−2
× 1
2πi
∫
(a1)
h∗(m, τ ;w)
cos(πw/2)
(cos τ)−w
Γ(1− s− w/2 +m)
Γ(s+ w/2 +m)
( |n|
2
)w
dwdτ. (4.45)
It follows from equations (4.38) and (4.39) that
Σ(s) =
8(2π)2s−1
π2
∫ π/2
0
ζk(s)
ζk(2s)
Lk(s;−4)I(0, τ, s)dτ+
8(2π)2s−1
π2
∫ π/2
0
ζk(s)
ζk(2s)
∑
n 6=0
Lk(s; n¯
2 − 4)I(n, τ, s)dτ. (4.46)
This formula proves the analytic continuation of Σ(s) to the region ℜ(s) > 1/2 since
I(n, τ, s) is analytic for ℜ(s) > 1/2 and is of rapid decay in the n aspect. This can be
easily shown by moving the line of integration in (4.38) to the left.
4.4 Properties of the weight function
Our next goal is to evaluate the function I(n, τ, s) defined by (4.38).
Lemma 4.7. For a positive integerm and ℜ(s) > 3/4 we have
1
2πi
∫
(a)
h∗(m, τ ;w)
cos(πw/2)
(cos τ)−w
Γ(1− s− w/2 +m)
Γ(s+ w/2 +m)
xwdw =
2
∫ ∞
0
ψ(m, τ ; z)J2m(2xz)(xz)
2−2s dz
z
, (4.47)
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where −2m− 2N − 2 < a < 2− 2ℜ(s) + 2m.
Proof. First, we assume that ℜ(s) > 1 and choose a such that
0 > a > max(2− 2ℜ(s),−2m− 2N − 2). (4.48)
Due to (3.3) and (4.13) we have
h∗(m, τ ;w)
cos(πw/2)
(cos τ)−w = ψˆ(m, τ ;w). (4.49)
Therefore,
1
2πi
∫
(a)
h∗(m, τ ;w)
cos(πw/2)
(z cos τ)−w
Γ(1− s− w/2 +m)
Γ(s+ w/2 +m)
xwdw =
1
2πi
∫
(a)
Γ(1− s− w/2 +m)
Γ(s+ w/2 +m)
xw
(∫ ∞
0
ψ(m, τ ; z)zw−1dz
)
dw. (4.50)
The conditions (4.48) on a, the Stirling formula (3.2) and the estimate (4.37) guarantee
the absolute convergence of the double integral on the right-hand side of (4.50). This fact
allows us to change the order of integration in (4.50), getting
1
2πi
∫
(a)
h∗(m, τ ;w)
cos(πw/2)
(z cos τ)−w
Γ(1− s− w/2 +m)
Γ(s+ w/2 +m)
xwdw =∫ ∞
0
ψ(m, τ ; z)
1
2πi
∫
(a)
Γ(1− s− w/2 +m)
Γ(s+ w/2 +m)
(zx)wdw
dz
z
. (4.51)
Since the inner integral overw on the right-hand side of (4.51) is equal to 2(xz)2−2sJ2m(2xz),
we obtain (4.47) for ℜ(s) > 1.
It follows from (4.37) and (3.2) that the integral on the left-hand side of (4.47) is
absolutely convergent for ℜ(s) > 1/2. Furthermore, the estimate (4.37) and standard
estimates for the Bessel function show that the integral on the right-hand side of (4.47) is
absolutely convergent for ℜ(s) > 3/4. Thus we proved (4.47) for ℜ(s) > 3/4.
Lemma 4.8. Let 0 ≤ ϑ ≤ π/2 and a, b, z > 0. We have
J0(az)J0(bz) + 2
∞∑
m=1
cos(2mϑ)J2m(az)J2m(bz) =
1
2
J0
(
z
√
a2 + b2 + 2ab cosϑ
)
+
1
2
J0
(
z
√
a2 + b2 − 2ab cosϑ
)
. (4.52)
Proof. Applying [25, 5.7.17.8], we obtain
2
∞∑
m=1
cos(2mϑ)J2m(az)J2m(bz) =
− J0(az)J0(bz) + 1
2
k2∑
k=k1
αkJ0
(
z
√
a2 + b2 − 2ab(−1)k cosϑ
)
, (4.53)
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where k1 = −[1 + ϑ/π], k2 = [1 − ϑ/π] and αk = 1 for k 6= k1,2. If ϑ/π ∈ Z then
αk1,2 = 1/2, otherwise αk1,2 = 1. Thus for ϑ = 0 we have k1 = −1, k2 = 1, α±1 = 1/2,
which proves (4.52). For 0 < ϑ ≤ π/2 we have k1 = −1, k2 = 0, α−1 = α0 = 1,
obtaining (4.52) once again.
Lemma 4.9. Let ϑ = arg(n). For 1/2 < ℜ(s) < 1 we have
I(n, τ, s) =
1
4
∫ ∞
−∞
r2h(r) cosh(πr)
∑
±
∫ ∞
0
J0
(
z
√
|n|2 + 4 sin2 τ ± 4|n| sin τ cosϑ
)
×K2ir(2z cos τ)z1−2sdzdr. (4.54)
Proof. Applying (4.47), we obtain for ℜ(s) > 3/4
I(n, τ, s) =
∞∑∗
m=0
((
n
|n|
)2m
+
(
n
|n|
)−2m)∫ ∞
0
ψ(m, τ ; z)J2m(z|n|)z1−2sdz. (4.55)
Using (4.11) and (4.12) we have for 1/2 < ℜ(s) < 1
I(n, τ, s) =
1
2
∫ ∞
−∞
r2h(r) cosh(πr)
∫ ∞
0
K2ir(2z cos τ)
×
∞∑∗
m=0
((
n
|n|
)2m
+
(
n
|n|
)−2m)
J2m(2z sin τ)J2m(z|n|)z1−2sdzdr. (4.56)
Applying (4.52), we obtain
∞∑∗
m=0
((
n
|n|
)2m
+
(
n
|n|
)−2m)
J2m(z|n|)J2m(2z sin τ) =
1
2
∑
±
J0
(
z
√
|n|2 + 4 sin2 τ ± 4|n| sin τ cosϑ
)
. (4.57)
Finally, substituting (4.57) in (4.56) yields (4.54).
Let ϑ = arg(n) and
c± =
(
1± 4 sin τ cosϑ|n| +
4 sin2 τ
|n|2
)1/2
, (4.58)
x±(n, τ) =
|n|2 + 4 sin2 τ ± 4|n| sin τ cos ϑ
(2 cos τ)2
=
(|n|c±)2
(2 cos τ)2
. (4.59)
In some cases for simplicity we will write x± instead of x±(n, τ).
Lemma 4.10. For ℜ(s) < 1 we have
I(n, τ, s) =
1
4
∫ ∞
−∞
r2h(r) cosh(πr)
∑
±
Γ(1− s− ir)Γ(1− s+ ir)
4(cos τ)2−2s
× F (1− s+ ir, 1 − s− ir, 1;−x±(n, τ)) dr. (4.60)
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Proof. For 1/2 < ℜ(s) < 1 the formula (4.60) follows from (4.54) and [9, 6.576.3].
The right-hand side of (4.60) yields the analytic continuation of I(n, τ, s) to the region
ℜ(s) < 1.
Lemma 4.11. For ℜ(s) < 1 we have
I(n, τ, s) =
∑
±
1
8(x±(n, τ) cos2 τ)1−s
∫ ∞
−∞
r2h(r) cosh(πr)x−ir±
Γ(1− s+ ir)Γ(−2ir)
Γ(s− ir) F
(
1− s+ ir, 1 − s+ ir, 1 + 2ir; −1
x±(n, τ)
)
dr. (4.61)
Proof. The formula (4.61) follows from (4.60) and [5, p.117, (34)]. Indeed,
Γ(1− s− ir)Γ(1− s+ ir)
4(cos τ)2−2s
F
(
1− s + ir, 1− s− ir, 1;− (|n|c±)
2
(2 cos τ)2
)
=
( |n|c±
2 cos τ
)−2(1−s+ir)
Γ(−2ir)Γ(1− s+ ir)
4(cos τ)2−2sΓ(s− ir)
× F
(
1− s + ir, 1− s+ ir, 1 + 2ir;−(2 cos τ)
2
(|n|c±)2
)
+
( |n|c±
2 cos τ
)−2(1−s−ir)
Γ(2ir)Γ(1− s− ir)
4(cos τ)2−2sΓ(s+ ir)
× F
(
1− s− ir, 1− s− ir, 1− 2ir;−(2 cos τ)
2
(|n|c±)2
)
.
Lemma 4.12. For 0 < ℜ(s) < 1 we have
I(n, τ, s)≪ |n|−N−1/2, (4.62)
where N is such that (4.2) is satisfied.
Proof. Applying [23, 15.6.1], we obtain for 0 < ℜ(s) < 1
F
(
1− s+ ir, 1− s+ ir, 1 + 2ir; −1
x±
)
=
Γ(1 + 2ir)
Γ(s+ ir)Γ(1− s+ ir)
∫ 1
0
y−s(1− y)s−1
(1 + y/x±)1−s
(
y(1− y)
1 + y/x±
)ir
dy. (4.63)
Thus substituting (4.63) to (4.61) gives
I(n, τ, s) =
∑
±
1
8(x± cos2 τ)1−s
∫ 1
0
y−s(1− y)s−1
(1 + y/x±)1−s
×
∫ ∞
−∞
r2h(r) cosh(πr)
Γ(1 + 2ir)Γ(−2ir)
Γ(s+ ir)Γ(s− ir)
(
y(1− y)
y + x±
)ir
drdy. (4.64)
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Applying [23, 5.5.3], we obtain
I(n, τ, s) =
∑
±
πi
16(x± cos2 τ)1−s
∫ 1
0
y−s(1− y)s−1
(1 + y/x±)1−s
×
∫ ∞
−∞
r2h(r)
sinh(πr)Γ(s+ ir)Γ(s− ir)
(
y(1− y)
y + x±
)ir
drdy. (4.65)
Using the property (4.2) we move the line of integration to ℑ(r) = −N − 1/2. The
statement follows.
4.5 Exact formula for 1/2 ≤ ℜs < 1
The main result of this section is the following theorem.
Theorem 4.13. For 1/2 ≤ ℜs < 1 we have
M1(s) =
4ζk(s)
π2
∫ ∞
−∞
r2h(r)dr + Σ(s)− 32π2ζk(s)ζk(2s− 1)
ζk(2s)ζk(2− s)h(i(s− 1))
− 8π ζ
2
k
(s)
ζk(2s)
∫ ∞
−∞
ζk(s+ ir)ζk(s− ir)
ζk(1 + ir)ζk(1− ir)h(r)dr, (4.66)
where Σ(s) is given by (4.40) with I(n, τ, s) as in Lemmas 4.10 and 4.11.
Proof. The case 1/2 < ℜs < 1 follows mainly from (4.9) and Lemma 4.6, where the
analytic continuation of Σ(s) is proven. The last thing to show is that the integral on the
right-hand side of (4.9) can be continued analytically to the region of interest. This can be
done in the same way as in [4, Theorem 7.3]. Furthermore, Lemma 4.12 guarantees the
absolute convergence of the sums over n in Σ(s) for 0 < ℜs < 1.
To prove the analytic continuation ofM1(s) to ℜ(s) = 1/2, and specially to the point
s = 1/2, it is required to examine the integral∫ π/2
0
I(n, τ, s)dτ (4.67)
more carefully. According to (4.60), the function I(n, τ, s) has a multiple (cos τ)2−2s,
which can have a pole at the point s = 1/2. But note that as τ → π/2, the argument of the
hypergeometric function in (4.60), in most cases, tends to −∞. In such cases it is more
reasonable to use the expression (4.61) for the function I(n, τ, s). Indeed, if (|n|c±)2 6= 0
for τ = π/2 the right-hand side of (4.61) does not cause any problem. So we are left to
analyse for which n one has (|n|c±)2 = 0 with τ = π/2. Due to (4.58) we have
(|n|c±)2 = |n|2 + 4 sin2 τ ± 4|n| sin τ cosϑ ≥
|n|2 + 4 sin2 τ − 4|n| sin τ = (|n| − 2 sin τ)2, (4.68)
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and the equality may be reached only for n ∈ Z since it is required that cosϑ = ±1. As
we see (|n|c±)2 = 0 only if n = ±1 or n = ±2. In the first case: n = ±1, the root is
at the point τ = π/6, and this does not cause any problem in (4.67). In the second case:
n = ±2, we obtain
(|n|c±)2
(2 cos τ)2
=
(1− sin τ)2
(cos τ)2
= tan2
(π
4
− τ
2
)
=
1
4
(π
2
− τ
)2
+O
((π
2
− τ
)4)
. (4.69)
Thus for n = ±2 the leading term of I(n, τ, s) as τ → π/2 is given by (see (4.60))
I(±2, τ, s) = 1
4
∫ ∞
−∞
r2h(r) cosh(πr)
Γ(1− s− ir)Γ(1− s + ir)
4(cos τ)2−2s
dr
+O
((π
2
− τ
)2)
. (4.70)
Therefore, using [23, 5.12.2] we have
∫ π/2
0
I(±2, τ, s)dτ = Γ(1/2)Γ(s− 1/2)
32Γ(s)
×
∫ ∞
−∞
r2h(r) cosh(πr)Γ(1− s− ir)Γ(1− s+ ir)dr +O(1). (4.71)
According to (3.20), the contribution of the summands with n = ±2 in (4.40) to Σ(s) is
given by
8(2π)2s−1
π2
ζk(s)ζk(2s− 1)
ζk(2s)
Γ(1/2)Γ(s− 1/2)
4Γ(s)
×
∫ ∞
−∞
r2h(r) cosh(πr)Γ(1− s− ir)Γ(1− s+ ir)dr +O(1). (4.72)
Since ζk(2s) has a pole at s = 1/2, the whole expression (4.72), as well as Σ(s), are
holomorphic at the point s = 1/2.
Remark 4.14. If we consider the first moment of symmetric squareL-functions instead of
Rankin-Selberg L-functions, among some other minor changes, it is required to multiply
the right-hand side of the equation (4.66) by ζk(2s). In doing so, the factor ζk(2s) disap-
pears from (4.72). Nevertheless, the analogue of (4.66) is still true at the point s = 1/2
because the poles from two summands cancel each other. This means that the expression
4ζk(s)ζk(2s)
π2
∫ ∞
−∞
r2h(r)dr +
8(2π)2s−1
π2
ζk(s)ζk(2s− 1)Γ(1/2)Γ(s− 1/2)
4Γ(s)
×
∫ ∞
−∞
r2h(r) cosh(πr)Γ(1− s− ir)Γ(1− s+ ir)dr (4.73)
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is holomorphic at s = 1/2. To prove this, let s = 1/2 + u and apply the functional
equation
ζk(2u) = π
4u−1ζk(1− 2u)Γ(1− 2u)
Γ(2u)
. (4.74)
Thus (4.73) transforms into
ζk(1 + 2u)
4ζk(1/2 + u)
π2
∫ ∞
−∞
r2h(r)dr+
ζk(1− 2u)2(2π
3)2u
π3
ζk(1/2 + u)Γ(1/2)
Γ(1/2 + u)Γ(1− 2u)
Γ(u)
Γ(2u)
×
∫ ∞
−∞
r2h(r) cosh(πr)Γ(1/2− u− ir)Γ(1/2− u+ ir)dr. (4.75)
To show that the expression (4.75) is holomorphic at the point u = 0, it is enough to prove
that the coefficient before u−1 in the Laurent expansion is zero. Hence it is required that
4ζk(1/2)
π2
∫ ∞
−∞
r2h(r)dr − 4ζk(1/2)
π3
×
∫ ∞
−∞
r2h(r) cosh(πr)Γ(1/2− ir)Γ(1/2 + ir)dr = 0, (4.76)
and this follows immediately from [23, 5.4.4].
5 Proof of Theorems 1.1 and 1.2
Following the paper of Ivic and Jutila [12], let us define
ωT (r) =
1
Gπ1/2
∫ 2T
T
exp
(
−(r −K)
2
G2
)
dK. (5.1)
For an arbitrary A > 1 and some c > 0 we have (see [12])
ωT (r) = 1 +O(r
−A) if T + cG
√
log T < r < 2T − cG
√
log T , (5.2)
ωT (r) = O((|r|+ T )−A) if r < T − cG
√
log T or r > 2T + cG
√
log T , (5.3)
and otherwise
ωT (r) = 1 +O(G
3(G+min(|r − T |, |r − 2T |))−3). (5.4)
Using the Weyl law [8, Section 5.5], we obtain
S(T,X) =
∑
0<i≪logT
∑
rj
X irjωTi(rj) +O(T
2+ǫG), (5.5)
where Ti = T2
−i. Following the approach of Koyama (see [15], [1]) and applying Theo-
rem 1.3, we prove Theorem 1.1 and derive as an immediate consequence Theorem 1.2.
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6 Proof of Theorem 1.3
For an arbitrary large integer N we define
qN (r) =
(r2 + 1/4) . . . (r2 + (N − 1/2)2)
(r2 + 100N2)N
(r2 + 1) . . . (r2 +N2)
(r2 + 100N2)N
, (6.1)
h(K,N, T,X ; r) = X irqN (r) exp
(
−(r −K)
2
G2
)
+X−irqN(r) exp
(
−(r +K)
2
G2
)
,
(6.2)
where T ǫ ≪ G≪ T θ/2+ǫ.
For simplicity, we will write h(∗; rj) instead of h(K,N, T,X ; r).
Lemma 6.1. Let X ≫ 1 and Xǫ ≤ T ≤ X1/2+ǫ. Then for s = 1/2 + it, |t| ≪ T ǫ we
have∑
rj
rj
sinh(πrj)
ωT (rj)X
irjL(uj ⊗ uj, s) =
1
Gπ1/2
∫ 2T
T
∑
rj
rj
sinh(πrj)
h(∗; rj)L(uj ⊗ uj, s)dK +O(T 7/6+ǫ). (6.3)
Proof. This follows from the definitions of functions ωT (rj) and h(∗; r) (see (5.1), (6.2)),
the fact that qN (r) = 1 +O(r
−2) and [1, Corollary 3.4].
For the sum on the right-hand side of (6.3) we apply Theorem 4.13. For simplicity, we
consider only s = 1/2 + it with 1 ≤ |t| ≪ T ǫ. The cases |t| ≤ 1 and t = 0 require only
minor changes.
To evaluate the integrals we will frequently use equations [9, 3.323.2] and [9, 3.462.2],
namely ∫ ∞
−∞
exp(−p2x2 + qx)dx = π
1/2
p
exp
(
q2
4p2
)
, if ℜ(p2) > 0, (6.4)
∫ ∞
−∞
xn exp(−x2 + qx)dx = Pn(q) exp
(
q2
4
)
, (6.5)
where n is a nonnegative integer and Pn(q) is a polynomial of degree n.Another important
ingredient of our proof is the following lemma.
Lemma 6.2. Suppose thatX ≫ 1 andXǫ ≤ T ≤ X1/2+ǫ. Let s = 1/2+it, 1≪ |t| ≪ T ǫ
and n 6= 0,±1,±2. If
x± ≫ X1+ǫ or X−1+ǫ ≪ x± ≪ X1−ǫ, (6.6)
where x± is defined by (4.59), then for any fixed A > 1 we have
1
G
∫ 2T
T
I(n, τ, s)dK ≪ X−A. (6.7)
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Proof. According to (4.68), the condition n 6= 0,±1,±2 guarantees that
4x± cos
2 τ = (|n|c±)2 6= 0.
Consider the case x± ≫ X1+ǫ. Using (4.65), we obtain
1
G
∫ 2T
T
I(n, τ, s)dK ≪ 1
G
∫ 2T
T
∫ 1
0
y−s(1− y)s−1
(1 + y/x±)1−s
×
∫ ∞
−∞
r2h(∗; r)
sinh(πr)Γ(s+ ir)Γ(s− ir)
(
y(1− y)
y + x±
)ir
drdydK. (6.8)
The function h(∗; r) defined by (6.2) consists of two summands. We study only the sum-
mand with the multipleX ir. The second summand can be treated similarly.
Moving the line of integration in the integral over r to ℑ(r) = −N − 1/2, we do not
cross any pole due to the presence of the function qN (r) defined in (6.1). Since |t| ≪ T ǫ
and r ≍ K ≍ T , the Stirling formula (3.2) implies that |Γ(s+ir)Γ(s−ir)| ≍ exp(−π|r|).
Thus we obtain
1
G
∫ 2T
T
I(n, τ, s)dK ≪
(
X
x±
)N+1/2
. (6.9)
Since N can be chosen to be an arbitrary constant, we prove (6.7) for x± ≫ X1+ǫ. Note
that in the same way we can prove (6.7) for the summand of h(∗; r) with the multiple
X−ir when x± ≫ X−1+ǫ.
Consider the caseX−1+ǫ ≪ x± ≪ X1−ǫ and the summand of h(∗; r)with the multiple
X ir. In that case we start by evaluating the integral over r in (6.8). The strategy is as
follows. First, we expand the function under the integration sign in Taylor series at the
point r = K. Second, we make the change of variable r = K + Gu and apply (6.5). By
taking sufficiently many terms in the Taylor expansion, we obtain a negligibly small error.
All such terms can be treated similarly. Thus we consider further only the main term as it
gives the largest contribution. By the Stirling formula (3.2)
sinh(πr)Γ(s+ ir)Γ(s− ir) = π exp(π(|r| − |r + t|/2− |r − t|/2))
× exp(i((r + t) log |r + t| − (r − t) log |r − t| − 2t))(1 + . . .). (6.10)
Having in mind that r ≍ K ≍ T and |t| ≪ T ǫ, we obtain
(r + t) log |r + t| − (r − t) log |r − t| − 2t = 2t log r
+ r log(1 + t/r)− r log(1− t/r)− 2t+ t log(1− t2/r2) =
2t logK + 2t log(1 + (r −K)/K)− t
3
3r2
. . . (6.11)
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Since we can restrict the r integral to the region |r −K| ≪ GT ǫ, it is possible to expand
log(1+ (r−K)/K) in the Taylor series with a negligibly small error. Substituting (6.11)
to (6.10), we obtain
sinh(πr)Γ(s+ ir)Γ(s− ir) = π exp(2it logK)(1 + . . .). (6.12)
It follows from (6.12) and (6.2) that the main term of the the integral over r in (6.8) is
equal to
πK2it
∫ ∞
−∞
r2 exp
(
−(r −K)
2
G2
)(
Xy(1− y)
y + x±
)ir
dr. (6.13)
Making the change of variable r = K + Gu and applying (6.4), we obtain that the main
term is
π3/2K2it
(
Xy(1− y)
y + x±
)iK
GK2 exp
(
−G
2
4
log2
(
Xy(1− y)
y + x±
))
. (6.14)
This expression is exponentially small unless∣∣∣∣Xy(1− y)y + x± − 1
∣∣∣∣≪ logXG . (6.15)
The last condition is satisfied if either
|y − a| ≪ a logX
G
or |(1− y)− b| ≪ b logX
G
, (6.16)
where a = x±/X and b = (1 + x±)/X.
Let χa(y) and χb(y) be smooth characteristic functions of the intervals (6.16) such that
χ(j)a ≪
(
a
logX
G
)−j
, χ
(j)
b ≪
(
b
logX
G
)−j
. (6.17)
Thus we are left to estimate (6.8) with the additional multiples χa(y) and χa(y). To this
end, we change the order of integration in (6.8), making the integral over y to be the inner
one. First, consider the ”a” case
x1−s±
G
∫ 2T
T
∫ ∞
−∞
r2h(∗; r)
sinh(πr)Γ(s+ ir)Γ(s− ir)
×
∫ 1
0
y−s(1− y)s−1
(y + x±)1−s
(
y(1− y)
y + x±
)ir
χa,b(y)dydrdK. (6.18)
We integrate j times by parts using the factor y−s+ir∫ 1
0
(1− y)s−1+ir
(y + x±)1−s+ir
χa(y)y
−s+irdy ≪∫ 1
0
∣∣∣∣ djdyj
(
(1− y)s−1+ir
(y + x±)1−s+ir
χa(y)
)∣∣∣∣ yj−1/2(|t|+ |r|)j dy ≪∫ 1
0
(
yj +
yj
(y + xpm)j
+
yj
(|t|+ |r|)j
∣∣χ(j)a ∣∣
)
χa(y)dy. (6.19)
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Applying (6.16) and (6.17), we obtain
∫ 1
0
(1− y)s−1+ir
(y + x±)1−s+ir
χa(y)y
−s+irdy ≪
(x±
X
)j
+
(
1
X
)j
+
(
G
(|t|+ |r|)
)j
≪ X−A.
(6.20)
Indeed, x± ≪ X1−ǫ and the integral over r can be restricted to the interval |r − K| ≪
G log2X so that
G/|r| ≪ G/K ≪ G/T ≪ X−ǫ (6.21)
since T ≫ Xǫ. Substituting (6.20) to (6.18) and estimating trivially the remaining inte-
grals, we prove the lemma.
The ”b” case can be treated similarly. The only difference is that it is required to
integrate j times by parts using the multiple (1− y)s−1+ir.
Lemma 6.3. Suppose thatX ≫ 1 andXǫ ≤ T ≤ X1/2+ǫ. Let s = 1/2+it, 1≪ |t| ≪ T ǫ
and n 6= 0,±1,±2. Let A be an arbitrary positive constant. Let
X1−ǫ ≪ x± ≪ X1+ǫ, (6.22)
where x± is defined by (4.59). The following holds
1
G
∫ 2T
T
I(n, τ, s)dK ≪
∑
±
T 5/2
(x±(n, τ) cos2 τ)1/2
(6.23)
if |X − 4x±| ≪ XT−1+ǫ ,
1
G
∫ 2T
T
I(n, τ, s)dK ≪
∑
±
T 3/2
(x±(n, τ) cos2 τ)1/2
X
|4x± −X| (6.24)
if XT−1+ǫ ≪ |X − 4x±| ≪ XG−1 log T , and
1
G
∫ 2T
T
I(n, τ, s)dK ≪ ((1 + |n|)X)−A (6.25)
if |X − 4x±| ≫ (X log T )/G.
Proof. The condition n 6= 0,±1,±2 guarantees that (see (4.68))
4x± cos
2 τ = (|n|c±)2 6= 0.
The key idea is to apply the representation (4.61) for I(n, τ, s) and to prove an asymptotic
formula for the hypergeometric function from (4.61). With this goal, we use a technique
based on theMellin-Barnes integral representation for the hypergeometric function, which
is possible since r/x± ≈ T/X ≪ X−1/2.
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Writing the Mellin-Barnes integral [23, 15.6.1], we obtain
F
(
1− s+ ir, 1− s+ ir, 1 + 2ir; −1
x±
)
=
Γ(1 + 2ir)
Γ2(1− s+ ir)
1
2πi
∫
(−1/4)
Γ2(1− s+ ir + z)Γ(−z)
Γ(1 + 2ir + z)
x−z± dz. (6.26)
Moving the line of integration to the right on the line ℜ(z) = a + 1/2 with a being a
positive integer, we have
F
(
1− s+ ir, 1− s+ ir, 1 + 2ir; −1
x±
)
=
Γ(1 + 2ir)
Γ2(1− s+ ir)
a∑
j=0
(−1)j
j!
Γ2(1− s+ ir + j)
Γ(1 + 2ir + j)
x−j± +
Γ(1 + 2ir)
Γ2(1− s+ ir)
1
2πi
∫ ∞
−∞
Γ2(a + 1 + i(r − t + u))Γ(−a− 1/2− iu)
Γ(a+ 3/2 + i(2r + u))x
+a+1/2+iu
±
du. (6.27)
The contribution of all residue terms from (6.27) to (4.61) can be treated similarly, and
since r/x± ≪ X−1/2 the main contribution comes from the summand with j = 0. To
estimate the integral in (6.27) we use the Stirling formula (3.2). It shows that the interval
−r + t + 1 < u < −1 gives the main contribution to the integral and is bounded by
|Γ(1 + 2ir)|
|Γ2(1− s + ir)|xa+1/2±
exp(πt)
∫ −1
−r+t+1
|r − t+ u|2a+1|u|−a−1
|2r + u|a+1 du≪
|Γ(1 + 2ir)|
|Γ2(1− s+ ir)|xa+1/2±
exp(πt)ra ≪ r
a+1/2
x
a+1/2
±
. (6.28)
Choosing a to be a sufficiently large integer, we obtain that this term is negligible since
r/x± ≪ X−1/2. Consequently, in order to estimate I(n, τ, s) it is sufficient to consider
(4.61) with the hypergeometric function being replaced by one. Hence we need to estimate
∑
±
1
8(x±(n, τ) cos2 τ)1−s
∫ ∞
−∞
r2h(∗; r) cosh(πr)x−ir±
Γ(1− s+ ir)Γ(−2ir)
Γ(s− ir) dr. (6.29)
Using the Stirling formula (3.2) and arguing in the same way as in (6.10)-(6.12), we have
cosh(πr)
Γ(1− s+ ir)Γ(−2ir)
Γ(s− ir) =
π1/2 exp(πi/4)
2r1/2
2−2irK−2it(1 + . . .). (6.30)
Substituting (6.30) to (6.29), we obtain the main term
∑
±
π1/2 exp(πi/4)K−2it
16(x±(n, τ) cos2 τ)1−s
∫ ∞
−∞
r3/2h(∗; r)(4x±)−irdr. (6.31)
Prime Geodesic Theorem for the Picard manifold 31
Using (6.2), making the change of variable r = K + Gu and applying (6.4)-(6.5), the
main term can be transformed into
∑
±
π1/2 exp(πi/4)K−2it
16(x±(n, τ) cos2 τ)1−s
K3/2G
(
X
4x±
)iK
π1/2 exp
(
−G
2
4
log2
X
4x±
)
. (6.32)
It follows from (6.32) that
1
G
∫ 2T
T
I(n, τ, s)dK ≪
∑
±
exp
(
−G
2
4
log2
X
4x±
)
1
(x±(n, τ) cos2 τ)1/2
×
∣∣∣∣∣
∫ 2T
T
K3/2−2it
(
X
4x±
)iK
dK
∣∣∣∣∣ . (6.33)
To prove (6.25) for | log X
4x±
| ≫ (log T )/G, it is enough to estimate the integral trivially
by T 5/2 since the exponential factor is negligibly small in this case.
Now let us consider the case | log X
4x±
| ≪ (log T )/G. Once again we can estimate the
integral in (6.33) trivially by T 5/2 and obtain (6.23). To prove (6.24) we apply the first
derivative test for the integral in (6.33). Let L = T log(X/(4x±)). We have
∣∣∣∣∣
∫ 2T
T
K3/2−2it
(
X
4x±
)iK
dK
∣∣∣∣∣≪ T 5/2
∣∣∣∣∣
∫ 2
1
y3/2−2it
(
X
4x±
)iTy
dy
∣∣∣∣∣
≪ T 5/2
∣∣∣∣
∫ 2
1
y3/2 exp(i(−2t log y + Ly))dy
∣∣∣∣ . (6.34)
The conditions in (6.24) ensure that |L| ≫ T ǫ, and therefore, |L| ≫ |t|. Thus applying
the first derivative test, we obtain
∣∣∣∣∣
∫ 2T
T
K3/2−2it
(
X
4x±
)iK
dK
∣∣∣∣∣ ≪ T
5/2
|L| =
T 3/2
| log(X/(4x±))| ≪
T 3/2X
|X − 4x±| . (6.35)
Substituting (6.35) to (6.33), we prove (6.24).
The main contribution to the right-hand side of (6.3) comes from the sum over large
|n| in Σ(s) and is estimated in the following lemma.
Lemma 6.4. Let X ≫ 1 and Xǫ ≤ T ≤ X1/2+ǫ. Then for s = 1/2 + it, |t| ≪ T ǫ we
have
1
Gπ1/2
∫ 2T
T
8(2π)2s−1
π2
∫ π/2
0
ζk(s)
ζk(2s)
∑
n 6=0,±1,±2
Lk(s; n¯
2 − 4)I(n, τ, s)dτdK
≪ T 3/2X1/2+θ(TX)ǫ. (6.36)
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Proof. Using standard estimates on ζk(s) and (3.24), we obtain that it is required to prove
the following
∫ π/2
0
∑
n 6=0,±1,±2
|n|2θ+ǫ
∣∣∣∣ 1G
∫ 2T
T
I(n, τ, s)dK
∣∣∣∣ dτ ≪ T 3/2X1/2+θ(TX)ǫ. (6.37)
The result of Lemma 6.2 shows that everything is small unless X1−ǫ ≪ x± ≪ X1+ǫ.
In the later case, we apply Lemma 6.3. For |X − 4x±| ≪ XT−1+ǫ we apply (6.23) and
obtain ∑
±
∫ π/2
0
∑
n 6=0,±1,±2
|X−4x±|≪XT−1+ǫ
T 5/2|n|2θ+ǫ
(x±(n, τ) cos2 τ)1/2
dτ. (6.38)
Using (4.59) and approximating the sum over n by a double integral (note that since
T ≪ X1/2+ǫ the error term caused by such approximation is less than the main term), we
have
∑
±
∫ π/2
0
∑
n 6=0,±1,±2
|X cos2 τ−|n|2c2
±
|≪XT−1+ǫ cos2 τ
T 5/2|n|2θ+ǫ
|n|c± dτ ≪ T
3/2X1/2+θ(TX)ǫ. (6.39)
The case when XT−1+ǫ ≪ |X − 4x±| ≪ XG−1 log T in (6.37) can be treated analo-
gously.
Finally, we are left to estimate the remaining summands of Σ(s) in (4.40) as well as
the other summands from the right-hand side of (4.66). The main term
4ζk(s)
π2
∫ ∞
−∞
r2h(r)dr
of (4.66) is negligible due to (6.2) and (6.4)-(6.5). The term containing h(∗; i(s − 1)) is
also negligible. Using the subconvexity bound
ζk(1/2 + ir)≪ (1 + |r|)1/6+ǫ,
which is due to Kaufman [14], and estimating the remaining term trivially, we obtain
−8π ζ
2
k
(s)
ζk(2s)
∫ ∞
−∞
ζk(s+ ir)ζk(s− ir)
ζk(1 + ir)ζk(1− ir)h(r)dr ≪ K
1/3+ǫG.
Substitution of this estimate to (6.3) gives the error term of size T 4/3+ǫ, which is smaller
than (6.36).
The next lemma provides estimates for the remaining summands of Σ(s).
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Lemma 6.5. Let X ≫ 1 and Xǫ ≤ T ≤ X1/2+ǫ. Then for s = 1/2 + it, |t| ≪ T ǫ we
have
1
Gπ1/2
∫ 2T
T
8(2π)2s−1
π2
∫ π/2
0
ζk(s)
ζk(2s)
∑
n=0,±1,±2
Lk(s; n¯
2 − 4)I(n, τ, s)dτdK
≪ T
3/2Xǫ
X1/2
. (6.40)
Proof. Using standard estimates on the Dedekind zeta function ζk(s), we obtain that it is
required to prove
∫ π/2
0
∑
n=0,±1,±2
∣∣∣∣ 1G
∫ 2T
T
I(n, τ, s)dK
∣∣∣∣ dτ ≪ T 3/2XǫX1/2 . (6.41)
Let us first consider the case n = 0. In that case it follows from (4.39) and (4.17) that
I(0, τ, s) =
1
24(cos τ)2−2s
∫ ∞
−∞
r2h(r) cosh(πr)Γ(1− s+ ir)Γ(1− s− ir)
× F (1− s+ ir, 1− s− ir, 1;− tan2 τ)dr. (6.42)
Using the transformation formula [5, p.117, (34)]
I(0, τ, s) =
1
23(sin τ)2−2s
∫ ∞
−∞
r2h(r) cosh(πr)
Γ(−2ir)Γ(1− s + ir)
Γ(s− ir)
× F (1− s+ ir, 1− s− ir, 1 + 2ir;− tan−2 τ)(tan τ)−2irdr. (6.43)
The right-hand side of (6.43) equals up to a constant to the right-hand side of (4.61) if we
let x± = tan
2 τ. Therefore, we can apply the results of Lemmas 6.2 and 6.3. According to
Lemma 6.2, the contribution of tan2 τ ≫ X1+ǫ andX−1+ǫ ≪ tan2 τ ≪ X1−ǫ is bounded
byX−A for any A > 0.
To estimate the contribution of X1−ǫ ≪ tan2 τ ≪ X1+ǫ we apply Lemma 6.3, and
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making the change of variables y = tan τ , obtain
∫ π/2
0
∣∣∣∣ 1G
∫ 2T
T
I(0, τ, s)dK
∣∣∣∣dτ ≪
∫ X−1/2+ǫ
0
∣∣∣∣ 1G
∫ 2T
T
I(0, τ, s)dK
∣∣∣∣dτ+∫
|X−4 tan2 τ |≪XT−1+ǫ
T 5/2dτ
sin τ
+X−A
+
∫
XT−1+ǫ≪|X−4 tan2 τ |≪XG−1 log T
T 3/2Xdτ
|X − 4 tan2 τ | sin τ ≪∫ X−1/2+ǫ
0
∣∣∣∣ 1G
∫ 2T
T
I(0, τ, s)dK
∣∣∣∣ dτ +
∫
|X−4y2|≪XT−1+ǫ
T 5/2dy
X
+X−A
+
∫
XT−1+ǫ≪|X−4y2|≪XG−1 log T
T 3/2dy
|X − 4y2|
≪
∫ X−1/2+ǫ
0
∣∣∣∣ 1G
∫ 2T
T
I(0, τ, s)dK
∣∣∣∣ dτ + T 3/2XǫX1/2 . (6.44)
To estimate the remaining integral we use (6.42). For the hypergeometric function in
(6.42) we apply the Mellin-Barnes integral representation [23, 15.6.1], getting
Γ(1− s+ ir)Γ(1− s− ir)F (1− s+ ir, 1− s− ir, 1;− tan2 τ) =
1
2πi
∫
(−1/4)
Γ(1− s+ ir + z)Γ(1 − s− ir + z)Γ(−z)
Γ(1 + z)
(tan τ)−2zdz. (6.45)
Moving the line of integration to ℜ(z) = a + 1/2 with a being a positive integer, we
obtain
Γ(1− s+ ir)Γ(1− s− ir)F (1− s+ ir, 1− s− ir, 1;− tan2 τ) =
a∑
j=0
(−1)j
j!
Γ(1− s+ ir + j)Γ(1− s− ir + j)
Γ(1 + j)
(tan τ)−2j+
1
2πi
∫ ∞
−∞
Γ(a+ 1 + i(r − t+ u))Γ(a+ 1 + i(u− t− r))Γ(−a− 1/2− iu)
Γ(a + 3/2 + iu)(tan τ)2a+1+2iu
du. (6.46)
Contribution of all residue terms from (6.46) to (6.42) can be treated in the same way.
Since r/ tan τ ≪ X−1/2+ǫ, the summand with j = 0 is the largest. To estimate the
integral in (6.46) we use the Stirling formula (3.2). It shows that the interval−r+ t+1 <
u < r + t− 1 gives the largest contribution to the integral (we assume for simplicity that
r > 0 since the left-hand side of (6.45) is an even function in r), which is bounded by
(tan τ)−2a−1 exp(−πr)
∫ r+t−1
−r+t+1
|r − t + u|a+1/2|r + t− u|a+1/2
|u|2a+2 du≪
exp(πr)(r/ tan τ)2a+1. (6.47)
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By choosing sufficiently large integer a, we prove that this term is negligible because
r/ tan τ ≪ X−1/2+ǫ. Therefore, in order to estimate I(0, τ, s) for tan2 τ ≪ X−1+ǫ it
is sufficient to consider (6.42) with the hypergeometric function being replaced by one.
Hence we need to estimate
1
24(cos τ)2−2s
∫ ∞
−∞
r2h(r) cosh(πr)Γ(1− s+ ir)Γ(1− s− ir)dr. (6.48)
Using the Stirling formula (3.2) and arguing in the same way as in (6.10)-(6.12), we have
cosh(πr)Γ(1− s+ ir)Γ(1− s− ir) = πK−2it(1 + . . .). (6.49)
Substituting (6.49) to (6.48), we obtain the main term
πK−2it
24(cos τ)2−2s
∫ ∞
−∞
r2h(r)dr. (6.50)
Using (6.2), making the change of variable r = K+Gu and applying (6.4)-(6.5) we show
that the main term (6.50) is negligible. Consequently, we prove that∫ π/2
0
∣∣∣∣ 1G
∫ 2T
T
I(0, τ, s)dK
∣∣∣∣ dτ ≪ T 3/2XǫX1/2 . (6.51)
Let us consider the case n = ±2. It follows from (4.59) and (4.60) that
∑
n=±2
I(n, τ, s) =
1
2
∫ ∞
−∞
r2h(r) cosh(πr)
∑
±
Γ(1− s− ir)Γ(1− s+ ir)
4(cos τ)2−2s
× F
(
1− s+ ir, 1− s− ir, 1;−(1± sin τ)
2
cos2 τ
)
dr. (6.52)
Both cases (”+” and ”-”) of (6.52) can be treated in the same way as the case n = 0. In
fact, the only difference between (6.42) and (6.52) is that tan τ in the argument of the
hypergeometric function is replaced by (1± sin τ)2/ cos2 τ. The case of n = ±1 can also
be treated similarly.
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