We have presented a complete planar clock routing system called ACTD, which is implemented by employing heuristic techniques. Our first algorithm, called CLE routing, is implemented to solve the overlapping of clock net routing and prevent the crossing in the clock net. The second algorithm, called POA routing, reconstructs the clock tree using heuristics, to avoid obstacles with the scheme of changing tapping points. We have validated our techniques experimentally using test circuits. Future work includes extending the CLE routing and POA routing approach to include well-balanced clock trees, since our current implementation constructs a planar clock routing in the presence of obstacles with allowing the path length skew. Extending our present results to the minimum skew goal presents an intriguing direction for future work. We expect that partitioning line adjustment based on the weight of load and tapping point adjustment for a given planar clock tree will help to minimize clock skew. 
I. INTRODUCTION
Decomposing a directed graph (digraph) into its (maximal) strongly connected components (SCCs) is a fundamental graph problem [2] and has many important applications in computer-aided design. Generally speaking, SCC decomposition often divides a digraph problem into subproblems, one for each SCC. The solution to the original problem can be constructed by combining the solutions to the subproblems, sometimes with the aid of the component graph (i.e., the structure of connections among SCCs).
Using an explicit data structure such as an adjacency-list or an adjacency-matrix [2] , the decomposition of a digraph G(V; E) (with V being the set of its nodes and E the set of its edges) can be done in linear time (i.e., O(jV j + jE j)) using a depth-first search [2] , [3] . However, in many real applications, the size of the digraph can be too large (e.g., with more than 10 20 nodes) for explicit methods to be practical. One promising alternative is to use an implicit representation of the graph, for example using binary decision diagrams (BDDs) [4] . Such implicit representations are often dramatically smaller than their explicit counterparts and facilitate graph algorithms on very large digraphs. An implicit BDD-based method to find all SCCs in the reachable state space of a finite state machine (FSM) is described in [5] . 1 . It first implicitly computes the transitive closure of the state transition relation of the machine, and then computes all SCCs simultaneously. 2 We call this method TC-based. In practice, however, despite the advantages of the implicit data structures, computing the transitive closure has been shown to be very computationally expensive in both CPU time and memory. This paper proposes an alternative implicit approach that is motivated by related algorithms that identify only the terminal SCCs, i.e., Manuscript received January 28, 2000; revised May 5, 2000 . This work is supported in part by the National Science Foundation (NSF) under CAREER Award MIP-9502386 and Award CCR-9812164, and in part by Semiconductor Research Corporation (SRC) under Grant 98-DJ-486. This paper was recommended by Associate Editor E. Cerny.
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those from which no other SCCs can be reached [7] - [9] . These algorithms, identify all terminal SCCs sequentially by iteratively applying reachability analysis [7] - [9] , rather than extracting the terminal SCCs from the set of all SCCs found using the above TC-based method. Because implicit reachability analysis is much less computationally expensive than implicitly computing the transitive closure and FSMs often have a limited number of terminal SCCs, these algorithms have been shown to be much more efficient than the TC-based method in finding terminal SCCs. In particular, this paper explores whether such a BDD-based reachability analysis approach can be extended to sequentially find all SCCs (not just the terminal SCCs) of a digraph. This paper answers this question in the affirmative by presenting an algorithm that recursively partitions the digraph into subgraphs using reachability analysis and reduces the SCC identification problem to individual subgraphs that are sequentially analyzed. Experiments show that the algorithm is dramatically faster and solves much larger problems than the TC-based method, especially when the graph has a small number of SCCs. In contrast, it should be understood that this sequential approach will not work well for digraphs containing numerous, very small SCCs. In fact, for such graphs, explicit methods based on depth-first search may be more efficient.
This paper also explores the application of our new SCC algorithm to the bad cycle detection problem, encountered in many formal verification problems, stated as follows [10] , [1] . Given a set of state sets, called cycle sets, determine if there is any reachable cycle of states that is not contained in at least one cycle set. Such a cycle is called a bad cycle because it reflects a cyclic behavior that is unexpected and/or unwanted. The current implicit state-of-the-art algorithm to solve this problem is by Hardin et al. [1] . This method iteratively refines the set of bad states using over approximations of SCCs. In contrast, we propose to first use our new algorithm to find all SCCs exactly and then verify whether each SCC is contained in at least one cycle set. In particular, there exists a bad cycle if and only if there exists an SCC that is not contained in at least one cycle set. The key intuition behind this fact is that the SCC itself forms a (possibly nonsimple) cycle that is not covered by any cycle set. We present experimental results on VIS benchmark examples that indicate our algorithm is generally much faster than the algorithm in [1] .
The remainder of this paper is organized as follows. Section II reviews implicit representation of digraphs using BDDs, and summarizes the TC-based method. Section III details our reachability-analysis (RA)-based method. The performance of the two methods are compared in Section IV. Section V describes its application to the bad cycle detection problem and Section VI concludes the paper. Notice that based on our definition of a path, a node may not be in any SCC, which we refer to as a non-SCC node. All other nodes are SCC nodes. This definition is convenient since in most applications we are aware of these non-SCC nodes are not of interest. However, note that all our definitions and proposed algorithms can be easily altered to accommodate the more traditional definition.
II. PRELIMINARIES AND THE TC-BASED METHOD
Let the nodes be labeled with distinct numbers from f1; 2; . . . ; jV jg.
The digraph can then be represented by an adjacency matrix M jV j2jV j Finally, the SCC containing a particular node v can be computed as
III. THE RA-BASED METHOD
Computing the transitive closure of the adjacency-matrix of a digraph as required by the TC-based method is equivalent to computing the reachability set of every node (the set of nodes reachable from the given node). Our method which is based on reachability analysis (the RA-based method below) needs to compute the reachability sets of potentially very few nodes. To better describe our method, we need to introduce a few notations related to reachability sets and several properties of such sets.
A. Forward and Backward Sets
The forward set F (v) of a node v 2 V is the set of nodes reachable from v. That is, F (v) = fu 2 V j v ug. Similarly, its backward set B(v) is the set of nodes that can reach v. That is, B(v) = fu 2 V j u vg. One of the properties of F (v) and B(v) is given in Lemma 3.1, which states that the intersection of the two sets (if not empty) is an SCC. Additionally, v is a non-SCC node if the intersection is empty.
Lemma 3.1 [7] , [9] , [8] , [6] :
A subset U V is SCC-closed if no SCC intersects with both U and its complement V nU. That is, any SCC must be either completely contained in such a set or they do not overlap.
Lemma 3.2: Both backward and forward sets of any node are SCCclosed.
Proof: Since a digraph and its (edge-) reversed graph have the same set of SCCs, we just need to show that any backward set is SCCclosed. Consider a node u, and assume its backward set B(u) is not SCC-closed. Thus, there is a nonempty SCC, say A such that A \ B(u) 6 = ; and AnB(u) 6 = ;. Let x and y be any nodes of A \ B(u) and AnB(u), respectively. Since x and y are nodes of A; y must be a node of B(x). Moreover, since x is a node of B(u); B(x) B(u) Fig. 1 . A digraph and its decomposition. [7] . Thus, y is a node of B(u), which means AnB(u) B(u). The latter can be true only if A B(u) or A = ;, which contradicts the assumption. 
Hence, B(u) is not SCC-closed. This contradicts Lemma 3.2.
Remark: By similar arguments, one can show that the difference of any two of B(u); B(v); F (u) and F (v) is SCC-closed, and more generally, that the difference of any two SCC-closed sets is SCC-closed.
Example:
In the digraph shown in Fig. 1(a) , B(3) = f1; 2; 3; 5; 6g; F (3) = f3;4; 8g, and B(4) = f1; 2; 3; 4; 5; 6; 7; 8g. From Lemma 3.1, B(3) \ F (3) = f3g is an SCC. From Lemma 3.2, B(3) is SCCclosed. Moreover, the difference B(4) nB(3) = f4; 7; 8g is also SCCclosed from Theorem 3.1.
B. The Algorithm
Lemma 3.2 and Theorem 3.1 suggest that a digraph may be first partitioned into backward sets (or differences of backward sets) of some of its nodes, and then the computation of SCCs of the graph can be restricted to each of the partitions. This leads to a divide-and-conquer strategy. For instance, the digraph in Fig. 1(a) can be partitioned into B(3) and B(4) n B(3), which reduces the problem to finding SCCs within the two subsets independently, as illustrated in Fig. 1(b) .
Because a digraph G and its transpose G t (the graph obtained by reversing all the edges of G) has the same set of SCCs [2] , the above divide-and-conquer strategy may also be carried out in terms of forward sets. In fact, the partitioning is also possible to be carried out by interleaving the computation of backward sets and forward sets. However, our experience shows that none of these three different partitioning schemes leads to a significant advantage over the others. For this reason, we focus on explaining the algorithm based on the backward-set partitioning scheme. We note that the above divide-and-conquer strategy may also be implemented using an explicit data structure, but would be impractical for large graphs as in the explicit depth-firstsearch algorithm.
At the top level, the algorithm first picks a node from the set of remaining nodes (the entire set V at the beginning), computes its backward set restricted to the remaining nodes, and then decomposes the backward set into SCCs and a set of non-SCC nodes. This process repeats until the remaining set of nodes is empty.
The procedure is formally described in Fig. 2 . In the algorithm, function random take(V 0 ) randomly picks a node from the set ; N ) returns the backward set of v restricted to set V 0 , which can be implemented efficiently using a fixed-point computation [11] . The remainder of this section explains the core procedure SCC DECOMP RECUR(v; B(v); N ) which recursively decomposes B(v) into SCCs and a set of non-SCC nodes.
To describe the procedure SCC DECOMP RECUR, we introduce a concept of predecessors with finite maximum distance, also referred to as FMD predecessors. A node u is an FMD predecessor of node v if any path from u to v has finite length. That is to say, any path from u to v must not pass any SCC. A necessary condition for this is that u must be a non-SCC node. The set of FMD predecessors of a set of nodes W is denoted FMD PRED(W ). As an example, in Fig. 1(b) , FMD PRED(f3g) = f1; 2g. Node 5 is not a FMD predecessors of node 3 because it may pass the SCC f6g to reach node 3. Fig. 3 gives an implicit algorithm that iteratively computes the set FMD PRED(W ) restricted to a set U given the digraph representation N . The algorithm uses an upper bound of the set of FMD predecessors called bound that is initialized to U . In each iteration it computes front, the subset of nodes in bound that are immediate FMD predecessors of the front computed in the previous iteration, where front is first initialized to W: In other words, in each iteration, front is updated to be the subset of nodes in bound that can in one step reach (the previously computed) front but not bound. Moreover, in each iteration, front is added to the set of currently identified FMD predecessors pred (which is initialized to be empty) and removed from bound. The iterations stop when front is empty at which time pred is returned. Note that in the algorithm pre(S) denotes the immediate predecessors of a set of nodes S and is easily implemented using basic BDD operations using the digraph representation N .
Example: Consider the computation of FMD PRED(f3g) in Fig. 1(b) restricted to the set U = f1; 2; 5; 6g. Initially, bound is initialized to U and front is initialized to f3g. In the first iteration of the while loop, front is updated to be the set of node that can immediately reach f3g but no node in U , i.e., front is set to be f2g.
Notice that node 2 is a FMD predecessor of node 3. Moreover, notice that node 6 is not in this set because although it can immediately reach node 3 it can also reach itself which is in U . After removing front from bound and adding front to the set of FMD predecessors pred, a second iteration is initiated. In this iteration, front is updated to be f1g because node 1 is the only node that can both immediately reach f2g
(the previously computed front), but reach no other node in bound. In particular, node 5 is excluded from front because it can reach node 6 in bound. After again updating the variables, the third iteration finds no node that can reach f1g which terminates the algorithm, yielding the final set of FMD predecessors to be f1; 2g, as desired.
The recursive procedure SCC DECOMP RECUR(v; B(v); N ) works as follows. It first computes the forward set F (v) of v restricted to B(v). If F (v) is not empty, then it is an SCC due to Lemma 3.1. Otherwise, node v is a non-SCC node. In either case, F (v) _ v can be removed from B(v) from further consideration. Next, the FMD predecessors of F (v)_v is computed, and are subsequently removed from further consideration. Then, from the remaining set of nodes, the procedure computes the set of immediate predecessors (IP) of these already removed nodes. To decompose the remaining set of nodes, a node u is randomly picked from the IP set and its backward set B(u) is computed. The procedure then calls itself to decompose B(u). After it returns, u and B(u) are removed from the remaining set of nodes and the IP set is updated. If the remaining set of nodes is not empty, another node w is picked up from the updated IP set, and its backward set B(w) is recursively decomposed. This process repeats until the remaining set of nodes is empty. A formal description of the procedure is given in Fig. 4 .
Example: In Fig. 1(b) , a call to SCC DECOMP RECUR(3; B(3); N ) first computes F (3) restricted to B(3) by computing forward set (3; B(3) ; N ), and reports the result F (3) \ B(3) = f3g to be an SCC. Next, it computes FMD PRED(f3g; f1; 2; 5; 6g; N ) = f1; 2g, as described above, which is reported to be a set of non-SCC nodes, and the IP set is computed to be f5; 6g. At this point, the procedure has reduced the problem to decomposing the digraph in Fig. 1(c) . Suppose node 6 is picked from the IP set, the procedure calls SCC DECOMP RECUR(6; B(6); N ) which, in this case, leaves no more nodes to be decomposed when it returns.
C. The Complexity
As shown in this is larger than the O(V + E ) complexity of explicit methods using depth-first search. Moreover, a single BDD operation may be dramatically more expensive than a single operation on an explicit data structure. Consequently, in some cases, BDD-based methods can be more expensive than explicit methods. That said, our experimental results suggest that the typical run-time of our algorithm is much better than this worst case complexity analysis suggests.
IV. EXPERIMENTS
We have implemented both TC-based and RA-based methods with vis-1.3 [12] . In particular, the transitive closure of the adjacencymatrix of the graph is implicitly computed by iteratively squaring the matrix. This section compares their performance using the examples distributed with the vis-1.3 package each of which specifies a FSM. The methods are used to compute the SCCs in the reachable state space of the FSMs. The package is run on a Sun Ultra 10 with 640 Mbytes of memory. Table I gives the experimental results of a representative set of the examples.
Since the TC method simultaneously computes all SCCs, we report its run time as soon as it computes the transition closure of the adjacency-matrix and ANDs the transitive closure with its transpose. That is, the time to list all the SCCs is not included in the reported run times of the TC method.
As shown in the Table, the TC-method solves only a few small examples whereas our RA-based method solves most of them. Even for those solved by the TC-based method, the RA-based method is faster by orders of magnitude. These results are reflective of the fact that the BDDbased method for computing the transitive closure [12] is typically much more expensive than the BDD-based methods for reachability analysis. The RA-based method does particularly well in those examples whose state space contain only one SCC. This scenario seems to occur often, potentially because many hardware circuits have a built-in reset signal which implies that the reachable state space is an SCC.
Our RA-based method runs out of time in the last two examples for different reasons. In the 8-arbit example, the reachability analysis we perform starting from a randomly selected state takes an excessively long time, despite the fact that analysis from the large set of given initial states is relatively quick. This difference may be due to the fact that our method may be searching longer sequences of states and/or because the intermediate BDD obtained during our search from individual random states may be bigger than those obtained during reachability analysis from all given initial states. In the last example, tcp, the RA-based method times out because the example has too many SCCs that must be reported, highlighting a key limitation of our sequential search strategy. Note also that for examples that have relatively small number of nodes and many SCCs (e.g., the elevator example), explicit methods might be more efficient than our RA-based symbolic method. However, for very large examples, explicit methods are simply not applicable.
V. APPLICATION TO THE BAD CYCLE DETECTION PROBLEM
The bad cycle detection problem encountered in many formal verification tasks is stated as follows. Given a set of state sets, called cycle sets, determine if there is any reachable cycle of states that is not contained in at least one cycle set. Such a cycle is called a bad cycle because it reflects a cyclic behavior that is unexpected and/or unwanted. States in any bad cycle are referred to as bad states and the set of all bad states is denoted S B .
The current implicit state-of-the-art algorithm to find S B is by
Hardin et al. [1] . They observed that a cycle is bad if and only if it touches the complements of all cycle sets. First, for each complement c i of each cycle set c i , they compute the the intersection of its backward and forward sets F(c i ) \ B(c i ). For all i, the ith intersection is a superset of all the SCCs that intersect ci and therefore must contain all bad states, i.e., S B . They then take the intersection of all these supersets and observe that the result must still be a superset of all bad states. From this intersection, they iteratively remove states that either do not have a predecessor or do not have a successor that is not in this set, since these states cannot be part of a bad cycle. This yields a refined superset of SB denotedŜB. They then restrict all complement sets toŜ B and repeat the entire procedure. The iteration terminates whenŜB = ;, in which case there is no bad cycle, or whenŜB does not change from one iteration to the next. In the latter case,Ŝ B = S B .
In contrast, we propose to first find all SCCs (exactly) and then verify whether each SCC is contained in at least one cycle set. In particular, there exists a bad cycle if and only if there exists an SCC that is not contained in at least one cycle set. The key intuition behind this fact is that if an SCC exists that is not contained in at least one cycle set, then the SCC itself forms at least one (possibly nonsimple) cycle that is not covered by any cycle set.
For comparison, we implemented both algorithms with vis-1.3 and tested them on a number of the example circuits included in the vis-1.3 package. Following the experimental setup proposed in [1] , we created two versions of the cycle sets. The first cycle set version consists simply of the set for SCCs in the reachable state set. This version creates a passing example for the bad cycle detection problem because all cycles are contained in at least one cycle set. The second cycle set version is created from the first by removing one of the cycle sets which creates a failing example. For each failing example, we created two experimental setups. The first in which all bad cycles were detected, referred to as fail-all, and the second when the algorithm is terminated as soon as one bad cycle is detected, referred to as fail-one. The fail-one algorithm will terminate no later than the fail-all algorithm and the difference is determined by the order of SCCs explored. For this reason, we randomly chose the removed cycle set over ten different times and averaged the run-times for both algorithms. Moreover, for each example, we report the average number of iterations needed by Hardin et al.'s algorithm. Finally, we point out the existence of a dual of our algorithm that also uses the observation that a reachable cycle is bad if and only if it intersects with the complements of all cycle sets. The idea is to use the new SCC algorithm to first identify all SCCs that intersect with the complement of the first cycle set. Then, verify whether any such SCC intersects with all remaining complement sets. If such an SCC is found, it forms a bad (possibly nonsimple) cycle. Otherwise, no bad cycle exists. Moreover, heuristics can be used to guide the choice of the first cycle set to improve the run-time. We do not present the run-time results of this dual algorithm since its implementation yielded no significant run-time differences from the proposed algorithm.
VI. CONCLUSION
Computing SCCs of a directed graph is a generic graph problem. For this purpose, we have proposed an implicit algorithm using BDDs. The method iteratively applies reachability analysis and computes SCCs sequentially. It has been used to compute the SCCs in the reachable state space of a set of FSMs. Compared with an existing symbolic method which requires the transitive closure of the adjacency-matrix of the graph, our method is shown to be much faster, requires much less memory, and consequently solves much larger problems.
We applied our algorithm to the bad-cycle-detection problem [10] , [1] . Our experimental results on a number of VIS benchmarks indicate that our approach is significantly faster than the state-of-the-art described in [1] .
Finally, we observe that when there are excessive SCCs, our approach may not complete in a reasonable amount of time. Consequently, as future work, it might be interesting to explore a hybrid approach between our RA-based method and the TC-based method, which may simultaneously find multiple SCCs of relatively small size without computing the transitive closure of the entire graph. SCC identification. They would also like to acknowledge the anonymous reviewers of earlier versions of this manuscript for providing many useful suggestions for improvement.
