Introduction
The set theoretic axioms of the calculus of probability, in formulating which I had the opportunity of playing some part , had solved the majority of formal difficulties in the construction of a mathematical apparatus which is useful for a very large number of applications of probabilistic methods, so successfully that the problem of finding the basis of real applications of the results of the mathematical theory of probability became rather secondary to many investigators.
I have already expressed the view [see , Chapter I] that the basis for the applicability of the results of the mathematical theory of probability to real 'random phenomena' must depend on some form of the ftiequency concept of probability, the unavoidable nature of which has been established by von Mises in a spirited manner. However, for a long time I had the following views:
(1) The frequency concept based on the notion of limiting frequency as the number of trials increases to infinity, does not contribute anything to substantiate the applicability of the results of probability theory to real practical problems where we have always to deal with a finite number of trials.
(2) The frequency concept applied to a large but finite number of trials does not admit a rigorous formal exposition within the framework of pure mathematics. I still maintain the first of the two theses mentioned above. As regards the second, however, I have come to realise that the concept of random distribution of a property in a large finite population can have a strict formal mathematical exposition. In fact,
we can show that in sufficiently large populations the distribution of the property may be such that the frequency of its occurrence will be almost the same for all sufficiently ' Reprinted from Sankhy%: The Indian Journal of Statistics, Series A. Vol. 25, Part 4 (1963 
The precise formulation of the concept of 'admissible algorithm' of choosing the set A will be given in Section 2.
If while using a table of sufficiently large size N at least one single test of randomness of this type with sufficiently large size of the sample n leads to a 'significant' departure from the principle of frequency stability then we immediately reject the hypothesis of 'pure random' origin of the given table.
Admissible algorithms of selection and (n, &)-random tables
An admissible algorithm of choosing the set Defining an algorithm is equivalent to forming the sequence The proof of this theorem will be given in Section 3. In Section 4, we shall examine the possibility of improving the estimates contained in the theorem. Now we make two supplementary remarks.
A=R(T)cl,N
XI = Fo, x2 = FI(~I,& ),(2.
Remark 1. Since the algorithm of choosing the set A = R(T) is determined by the
functions Fk, Hk, Gk it is natural to consider two algorithms to be same when and only when their corresponding functions Fk, Hk, Gk coincide. Already from this point of view the number of distinct possible algorithms of selection for a given N is finite.
It is possible to hold on to a different point of view and consider two algorithms of selection to be different only in the case when they give different sets A = R(T) at least for one table T. From such a point of view the number of distinct algorithms is further reduced. But in any case it is not greater than
The question of precise estimation of the number of admissible algorithms under the second approach is not so simple. The problem is very simple only for algorithms, by which the set A is formed independently of the properties of the table T. Distinct number of such algorithms is equal to 2N according to the number of different sets
Remark 2. The admissible algorithms of selection from the set of all possible natural numbers was considered by Church (1940) . Now, in our definition, instead of the finite table T we consider an infinite sequence of zeroes and ones, We assume that the values of the arguments ifk and the function Fk are arbitrary natural numbers. But we reject the requirement that the selection must stop at s = N and instead assume that any (now infinite) the density of which is equal to p in any infinite4 set A obtained by an admissible algorithm.
Proof of Theorem 2
This result belongs to the Theory of Finite Algorithms and its formulation does not contain any concept borrowed from Probability Theory. If, in proving this, we make use of certain results of Probability Theory then this proof will have a formal character as it would only include a certain distribution of 'weights' in the set of tables T of size N, the weight P(T) = p"( 1 -P)'+~ being assigned to the table containing M ones. This method of proof does not affect the logical nature of the theorem itself, and does not hinder its use in the discussions needed for defining the domain of applicability of Probability Theory.
In another paper we shall prove the following inequality relating to the 'Bernoulli Scheme':
Here p is the probability of success in each of a sequence of independent trials; pk is the number of successes in the first k trials. We can easily derive the following corollary from (3.1). is a sequence of a random number of random quantities and p is a constant. Then
Corollary

P (~>a, 1: -pi 2~) <2e-2"E2(1-"). (3.2)
We shall now examine the system 9~ of admissible algorithms, p in number.
We consider a table formed randomly with probability p for tx = 1 independently of the values taken by the other t,l. If we fix R E 92~ and denote by those elements of the sequence Xl,X2xz, '. . >xs which fall in A = R(T) (numbering them as they appear in the course of the algorithm) it can easily be seen that the conditions under which (3.2) is valid are fulfilled. Hence the probability that, for any given R E 9 N, the number of elements v of the set A will not be less than n and the inequality /$A) -pi > tz will also be satisfied, will be less than 2 e-2nc2(1-E), If < ie2nc'( I-i:) P--.2 then the sum of the probabilities of failure of the inequality for those algorithms which lead to the sets with not less than n elements will be less than unity. Hence with positive probability the table T will be found to be (n,~, p)-random in the sense of the definition of Section 2. Hence follows the existence of tables which are (PZ,E, p)-random with respect to 9,~ (indeed independently of the probabilistic assumptions on the distribution of P(T) in the space of tables).
On the possibilities of improving the estimate by the theorem of Section 2
If we fix n, E, N, p, then, for an integral non-negative p one of the two situations is possible: (a) whatever be the system 93~ of p admissible algorithms of selection, there exists a table T of size N which is (n, E, p)-random with respect to 9,; (b) there exists a system 9?,v of p admissible algorithms of selection relative to which there are no (n, a, p)-random tables T of size N. We can easily find that the existence of the situation (a) for some p follows from the existence of the same situation for p' < p. It is clear that for p = 0 the situation (a) will always be true. Hence, there exists an upper bound z(n, E, N P) = SUP P pEa of those p for which the case (a) holds. For all p greater than z(n, E, N, p) the case (b) holds.
If we put ~(n, E) = i$ z (n, E, N, p) then the substance of the theorem of Section 2 can be expressed in the form of the inequality: 1 r(n, E) 3 Ze2nr'(l-r), (4.1)
Now taking logarithms 4n, E,N P) = log, $n, E,N, P>, I(n, E) = log, z(n, E>, we can write (2.6) in the form
In fact, the main interest lies in the asymptotically precise estimation of I(n,s) when E is small and n and l(n,s) are large. When
We shall find later, on the other hand, that when by taking the union of all Ai, j # i and the p-th subset of Ai. We form the system 5%~ from (a) k .2"' algorithms Ris for selecting the sets Ais;
(b) one algorithm R for selecting A = 1, N.
We prove that there does not exist a table T which is (n,~, i)-random with respect to %?)N.
Let us take an arbitrary table T and assume that it is (n, c, i) -random with respect to which follow from the hypothesis of (n, C, i)-randomness of the table T. This contradiction proves the theorem.
