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Abstract. Given complex numbers m1 , l1 and nonnegative integers m2 , l2 , such that
m1+m2 = l1+l2 , we define ˆ l2 -dimensional hypergeometric integrals Ia,b(z;m1,m2, l1, l2) ,
a, b = 0, . . . ,min(m2 , l2) , depending on a complex parameter z . We show that Ia,b(z;m1,
m2, l1, l2) = Ia,b(z; l1, l2,m1,m2) , thus establishing an equality of l2 and ˆm2 -dimensional
integrals. This identity allows us to study asymptotics of the integrals with respect to their
dimension in some examples. The identity is based on the (glk , gln) duality for the KZ
and dynamical differential equations.
1. Introduction
Let κ be a positive number. Let m1, l1 be complex numbers and m2, l2 nonnegative
integers such that
m1 + m2 = l1 + l2 .
We say that an integer a is admissible with respect to m2, l2 if
0 6 a 6 min(m2, l2) .
For a pair of admissible numbers a, b we define a function Ia,b(z;m1, m2, l1, l2) of
one complex variable z . The function is defined as an ˆ l2 -dimensional hypergeometric
integral of the form
Ia,b(z;m1, m2, l1, l2) =(1.1)
= Cb(m1, m2, l1, l2)
∫
γl2,b(z)
Φl2(t, z;m1, m2)
1/κ wl2−a,a(t, z) dt
l2 .
Here t = (t1, . . . , tl2) , dt
l2 = dt1 ∧ . . . ∧ dtl2 . The constant Cb(m1, m2, l1, l2) and the
functions Φl2(t, z;m1, m2) and wl2−a,a(t, z) are defined below. The ˆ l2 -dimensional
integration contour γl2,b(z) lies in C
l2 and is also defined below.
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The master function Φl is defined by the formula
(1.2) Φl(t1, . . . , tl, z;m1, m2) = e
−
l∑
u=1
tu
l∏
u=1
(−tu)
−m1 (z − tu)
−m2
∏
16u<v6l
(tu− tv)
2 .
The weight function wl−a,a is defined by the formula
(1.3) wl−a,a(t1, . . . , tl, z) = Sym
[ l−a∏
u=1
1
−tu
l∏
u=l−a+1
1
z − tu
]
where Sym f(t1, . . . , tl) =
∑
σ∈Sl
f(tσ1 , . . . , tσl) . We define the integral in (1.1) by analytic
continuation from the region Im z > 0 . For Im z > 0 the integration contour γl,b(z) is
shown in the picture.
✞✝r ✲
✛
✚ ✲
✞✝r ✲
✛
✚ ✲
0
tl
tb+1
z
tb
t1
Picture 1. The contour γl,b(z) .
It has the form
γl,b(z) = { (t1, . . . , tl) ∈ C
l | tu ∈ Cu , u = 1, . . . , l } .
Here Cu , u = 1, . . . , l , are non-intersecting oriented loops in C . The first b loops start
at +∞ , go around z , and return to +∞ . For 1 6 u < v 6 b , the loop Cu lies inside
the loop Cv . The last l − b loops start at +∞ , go around 0 , and return to +∞ . For
b+ 1 6 u < v 6 l , the loop Cu lies inside the loop Cv .
If Im z > 0 , then we fix a univalued branch of Φl(t, z;m1, m2)
1/κ over γl,b(z) by fixing
the arguments of all factors of Φl . Namely, we assume that at the point of γl,b(z) where
all numbers z − t1, . . . , z − tb, −tb+1, . . . ,−tl are positive we have
arg(−tu) ∈ (−pi, 0) for u = 1, . . . , b , and arg(−tu) = 0 for u = b+ 1, . . . , l ;
arg(z − tu) = 0 for u = 1, . . . , b , and arg(z − tu) ∈ (0, pi) for u = b+ 1, . . . , l ;
arg(tu− tv) = 0 for u < v 6 b and for b < u < v ;
arg(tu− tv) ∈ (0, pi) for u 6 b < v .
Set
Cb(m1, m2, l1, l2) = κ
(l1+1)l2/κ e−piibl2/κ
(
2iΓ(−1/κ)
)−l2 ×
×
b−1∏
j=0
1
sin
(
pi(j + 1)/κ
) l2−b−1∏
j=0
1
sin
(
pi(j + 1)/κ
) l2−1∏
j=0
Γ
(
1 + (m1 − j)/κ
)
Γ
(
1 + (j + 1)/κ
) .
Theorem 1. Let m1, l1 be complex numbers and m2, l2 nonnegative integers, such that
m1 +m2 = l1 + l2 . Let κ be a generic positive number. Then for any a, b , admissible
with respect to m2, l2 , we have
Ia,b(z;m1, m2, l1, l2) = Ia,b(z; l1, l2, m1, m2) .
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This theorem claims that an ˆ l2 -dimensional integral equals an ˆm2 -dimensional
integral. Note that in the first integral the numbers m1, m2 are exponents of its master
function, while in the second integral m2 is its dimension and m1 is not present explicitly.
It is well known that studying asymptotics of integrals with respect to their dimension
is an interesting problem appearing, for instance, in the theory of orthogonal polynomials
and in the matrix models. The duality of the theorem allows us to study asymptotics
of integrals with respect to their dimension in some examples. Namely, assume that
in the 4-tuple (m1, m2, l1, l2) the nonnegative integer l2 tends to infinity, while the
numbers m1 and m2 remain fixed. Then Ia,b(z;m1, m2, l1, l2) is an integral of growing
dimension l2 , whose master function has fixed exponents m1, m2 . At the same time,
Ia,b(z; l1, l2, m1, m2) is an integral of the fixed dimension m2 , whose master function has
growing exponents l1, l2 . The asymptotics of Ia,b(z; l1, l2, m1, m2) can be calculated using
the steepest descent method, see a more precise statement below.
To prove Theorem 1 we show that the matrices:(
Ia,b(z;m1, m2, l1, l2)
)
06a,b6min(m2,l2)
and
(
Ia,b(z; l1, l2, m1, m2)
)
06a,b6min(m2,l2)
satisfy the same first order linear differential equation with respect to z , and have the
same asymptotics as z tends to infinity, see Lemmas 2 and 3. Hence, the matrices are
equal.
The fact that both matrices satisfy the same differential equation is based on the
duality of the KZ and dynamical differential equations for glk and gln [TV1]. Namely,
according to [FMTV] the KZ and dynamical differential equations for glk have the
hypergeometric solutions, and the KZ and dynamical differential equations for gln also
have the hypergeometric solutions. The (glk , gln) duality allows one to conclude that
both sets of solutions solve the same differential equations. Thus, the two sets of solutions,
in principle, can be identified. Theorem 1 is a realization of this idea for k = n = 2. We
will discuss the case of an arbitrary pair k, n in a separate paper.
In Section 2 we give a proof of Theorem 1. In Section 3 we discuss the (gl2 , gl2)
duality for the KZ and dynamical differential equations. In Section 4 we construct
hypergeometric solutions of the KZ and dynamical differential equations and relate them
to the integrals Ia,b(z;m1, m2, l1, l2) . In Section 5 we calculate an example of asymptotics
of hypergeometric integrals with respect to their dimension.
The authors thank Y.Markov for numerous useful discussions.
2. Proof of Theorem 1
Introduce matrices A and B(m1, m2, l1, l2) with entries
Aa,b = a δa,b ,
Ba,b(m1, m2, l1, l2) =
(
2a2 − a(2l2 +m2 −m1) +m2l2
)
δa,b +
+ a(l2−m1− a) δa−1,b − (m2 − a)(l2 − a) δa+1,b ,
a, b = 0, . . . ,min(m2, l2) .
Lemma 2. The matrix Iˆ(z;m1, m2, l1, l2) =
(
Ia,b(z;m1, m2, l1, l2)
)
06a,b6min(m2,l2)
obeys
the ordinary differential equation
(2.1)
(
κ
∂
∂z
+
B(m1, m2, l1, l2)
z
+ A
)
Iˆ(z;m1, m2, l1, l2) = 0 .
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The lemma admits a straightforward proof using integration by parts. In Section 4
we give another proof of Lemma 2 using the hypergeometric solutions of the KZ and
dynamical differential equations.
Lemma 3. Fix a positive number ε less than pi/2 . If z tends to infinity inside the
sector ε < arg z < pi − ε , then
Ia,b(z;m1, m2, l1, l2) = e
−bz/κ (κ/z)(2b
2−b(2l2+m2−m1)+m2l2)/κ epiib(m1−l2)/κ ×
×
b−1∏
j=0
Γ
(
1 + (j + 1)/κ
)
Γ
(
1 + (m1 − l2 + j + 1)/κ
)
Γ
(
1 + (m2 − j)/κ
)
Γ
(
1 + (l2 − j)/κ
) (δa,b +O(z−1)) .
Proof. For a positive number κ , complex number m , and a nonnegative integer l , con-
sider the Selberg type integral
Jl(m) =
∫
δl
e
−
l∑
u=1
su/κ
l∏
u=1
(−su)
−1−m/κ
∏
16u<v6l
(su− sv)
2/κ dsk .
The integration contour δl has the form δl = { (s1, . . . , sl) ∈ C
l | su ∈ Cu , u = 1, . . . , l } ,
see the picture.
✞✝r ✲
✛
✚ ✲0
sl
s1
Picture 2. The contour δl .
Here Cu, u = 1, . . . , l , are non-intersecting oriented loops in C . The loops start at +∞ ,
go around 0, and return to +∞ . For u < v , the loop Cu lies inside the loop Cv . We fix a
univalued branch of the integrand by assuming that at the point of δl where all numbers
−s1, . . . ,−sl are positive we have arg(−su) = 0 for u = 1, . . . , l , and arg(su− sv) = 0
for 1 6 u < v 6 l .
The formula for Jl(m) is well known:
(2.2) Jl(m) = κ
l(l−1−m)/κ
l−1∏
j=0
−2pii Γ(1− 1/κ)
Γ(1 + (m− j)/κ) Γ(1− (j + 1)/κ)
,
for example, cf. [TV2], [MTV].
It is easy to see that
Ia,b(z;m1, m2, l1, l2) = e
−bz/κ z−(2b
2−b(2l2+m2−m1)+m2l2)/κ epiibm1/κ ×
× (l2− b)! b! Cb(m1, m2, l1, l2) Jl2−b(m1) Jb(m2)
(
δa,b + O(z
−1)
)
.
Substituting formulas for Cb(m1, m2, l1, l2) and Jl(m) we get the lemma. 
Proof of Theorem 1. By Lemma 2, since B(m1, m2, l1, l2) = B(l1, l2, m1, m2) , the
matrices Iˆ(z;m1, m2, l1, l2) and Iˆ(z; l1, l2, m1, m2) obey the same first order ordinary
differential equation. Therefore,
Iˆ(z;m1, m2, l1, l2) = Iˆ(z; l1, l2, m1, m2)X(l1, l2, m1, m2) .
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Lemma 3 implies that the connection matrix X is simultaneously lower and upper tri-
angular with the unit diagonal. Hence X is the identity. Theorem 1 is proved. 
3. The (gl2 , gl2) duality for KZ and dynamical differential equations
3.1. The KZ and dynamical differential equations for gl2 . Let Ei,j , i, j = 1, 2 ,
be the standard generators of the Lie algebra gl2 over C .
We have the root decomposition gl2 = n+ ⊕ h⊕ n− where
n+ = C · E1,2 , h = C · E1,1 ⊕ C · E2,2 , n− = C · E2,1 .
We identify the Cartan subalgebra h with C2 mapping λ = λ1E1,1+λ2E2,2 to (λ1, λ2) .
The Casimir element Ω ∈ gl⊗22 is defined by the formula
Ω = E1,1 ⊗ E1,1 + E2,2 ⊗ E2,2 + E1,2 ⊗ E2,1 + E2,1 ⊗ E1,2 .
Fix a non-zero complex number κ . Let V1, . . . , Vn be ˆgl2 -modules. Set V = V1 ⊗
· · · ⊗ Vn . The KZ operators ∇a(z1, . . . , zn, λ1, λ2, κ) , a = 1, . . . , n , acting on V -valued
functions of complex variables z1, . . . , zn, λ1, λ2 are defined by the formula
∇a(z1, . . . , zn, λ1, λ2, κ) = κ
∂
∂za
−
n∑
b=1
b6=a
Ω(a,b)
za− zb
− λ1E
(a)
1,1 − λ2E
(a)
2,2 , a = 1, . . . , n .
The operator Ω(a,b) : V → V acts as Ω on Va ⊗ Vb , and as the identity on all other
tensor factors. Similarly, the operator E
(a)
i,i acts as Ei,i on Va and as the identity on all
other tensor factors. The KZ equations for a function U(z1, . . . , zn, λ1, λ2) are
∇a(z1, . . . , zn, λ1, λ2, κ)U(z1, . . . , zn, λ1, λ2) = 0 , a = 1, . . . , n .
The dynamical differential operators Di(z1, . . . , zn, λ1, λ2, κ) , i = 1, 2 , acting on V -valued
functions of complex variables z1, . . . , zn, λ1, λ2 are defined by the formulae
D1(z1, . . . , zn, λ1, λ2, κ) = κ
∂
∂λ1
−
1
λ1− λ2
(E2,1E1,2 − E2,2) −
n∑
a=1
zaE
(a)
1,1 ,
D2(z1, . . . , zn, λ1, λ2, κ) = κ
∂
∂λ2
−
1
λ2− λ1
(E2,1E1,2 − E2,2) −
n∑
a=1
zaE
(a)
2,2 .
The dynamical differential equations for a function U(z1, . . . , zn, λ1, λ2) are
Di(z1, . . . , zn, λ1, λ2, κ)U(z1, . . . , zn, λ1, λ2) = 0 , i = 1, 2 .
Theorem 4 ([FMTV]). The KZ equations and dynamical differential equations form a
compatible system of equations. Namely, we have
[∇a ,∇b] = 0 , [∇a , Di] = 0 [D1 , D2] = 0 ,
for a, b = 1, . . . , n , and i = 1, 2 .
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The KZ and dynamical differential operators preserve the weight decomposition of V .
Thus the KZ and dynamical differential equations can be considered as equations on a
function U(z1, . . . , zn, λ1, λ2) taking values in a given weight subspace of V .
3.2. The duality. For a complex number m , denote Mm the ˆgl2 -Verma module with
highest weight (m, 0) and highest weight vector vm . The vectors E
d
2,1vm , d ∈ Z>0 , form
a basis in Mm .
For a non-negative integer m , denote Lm the irreducible gl2 -module with highest
weight (m, 0) and highest weight vector vm . The vectors E
d
2,1vm , d = 0, . . . , m , form a
basis in Lm .
Let m1, l1 be complex numbers and m2, l2 non-negative integers such that m1 +
m2 = l1 + l2 . Consider the weight subspace (Mm1 ⊗ Lm2)[l1, l2] of the tensor product
Mm1 ⊗ Lm2 . The weight subspace has a basis
(3.1) F a(m1, m2, l1, l2) =
1
(l2 − a)! a!
El2−a2,1 vm1 ⊗ E
a
2,1vm2 , a = 0, . . .min(m2, l2) .
There is a linear isomorphism
ϕ : (Mm1⊗Lm2)[l1, l2] → (Ml1⊗Ll2)[m1, m2] , F
a(m1, m2, l1, l2) 7→ F
a(l1, l2, m1, m2) .
Theorem 5 ([TV1]). Under the isomorphism ϕ the system of KZ and dynamical dif-
ferential equations with values in (Mm1 ⊗Lm2)[l1, l2] turns into the system of dynamical
differential and KZ equations with values in (Ml1 ⊗ Ll2)[m1, m2] :
∇a(z1, z2, λ1, λ2, κ) ϕ = ϕ Da(λ1, λ2, z1, z2, κ) ,
Da(z1, z2, λ1, λ2, κ) ϕ = ϕ ∇a(λ1, λ2, z1, z2, κ) ,
for a = 1, 2 .
4. Hypergeometric solutions
4.1. Construction of hypergeometric solutions. Define the master function by the
formula
Φ(s1, . . . , sl2, z1, z2, λ1, λ2;m1, m2) =
= e
λ1(m1z1+m2z2)−(λ1−λ2)
l2∑
u=1
su
(λ1 − λ2)
−l2 (z1 − z2)
m1m2 ×
×
l2∏
u=1
(z1− su)
−m1 (z2− su)
−m2
∏
16u<v6l2
(su− sv)
2 .
For 0 6 a 6 l2 , define the weight function by the formula
wl2−a,a(s1, . . . , sl2 , z1, z2) = Sym
[ l2−a∏
u=1
1
z1 − su
l2∏
u=l2−a+1
1
z2 − su
]
.
Define an ˆ (Mm1 ⊗ Lm2)[l1, l2] -valued differential ˆ l2 -form by the formula
ω(s1, . . . , sl2, z1, z2) =
l2∑
a=0
wl2−a,a(s1, . . . , sl2 , z1, z2) ds
l2
1
(l2 − a)! a!
El2−a2,1 vm1 ⊗ E
a
2,1vm2 .
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Fix a complex number κ . Define an ˆ (Mm1 ⊗ Lm2)[l1, l2] -valued function by the
formula
Uδ(z1, z2, λ1, λ2) =(4.1)
=
∫
δ(z1,z2,λ1,λ2)
(
Φ(s1, . . . , sl2, z1, z2, λ1, λ2;m1, m2)
)1/κ
ω(s1, . . . , sl2, z1, z2) .
The function depends on the choice of integration chains δ(z1, z2, λ1, λ2) . We assume
that for each z1, z2, λ1, λ2 the chain lies in C
l2 with coordinates s1, . . . , sl2 , and the
chains form a horizontal family of ˆ l2 -dimensional homology classes with respect to the
multivalued function Φ(s1, . . . , sl2, z1, z2, λ1, λ2;m1, m2)
1/κ, see a more precise statement
below and in [FMTV].
Theorem 6. For any choice of the horizontal family δ , the function Uδ(z1, z2, λ1, λ2) is a
solution of the KZ and dynamical differential equations with values in (Mm1⊗Lm2)[l1, l2]
and parameter κ .
The theorem is a corollary of Theorem 3.1 in [FMTV].
The solutions of theKZ and dynamical differential equations constructed in this section
are called the hypergeometric solutions .
4.2. Proof of Lemma 2. Consider the ordinary differential equation for a function
Ψ(x) taking values in (Mm1 ⊗ Lm2)[l1, l2] :
(4.2)
(
κ
∂
∂x
−
Ω−m1m2
x
+ E
(2)
2,2
)
Ψ(x) = 0 .
One can directly check the following statement.
Lemma 7. Let Ψ(x) be a solution of equation (4.2). Then the function
U(z1, z2, λ1, λ2) = e
(z1λ1(m1−l2)+z1λ2l2+z2λ1m2)/κ ×(4.3)
× (z1 − z2)
m1m2/κ (λ1 − λ2)
l1l2/κΨ
(
−(λ1− λ2)(z1− z2)
)
is a solution of the KZ and dynamical differential equations with values in (Mm1⊗Lm2)[l1, l2]
and parameter κ . Moreover, formula (4.3) defines the one-to-one correspondence of so-
lutions of the respective equations.
For any b = 0, . . .min(m2, l2) set
I¯b(z;m1, m2, l1, l2) =
l2∑
a=0
Ia,b(z;m1, m2, l1, l2)
1
(l2 − a)! a!
El2−a2,1 vm1 ⊗ E
a
2,1vm2 .
Here the actual range of summation is until a = min(m2, l2) , since E
a
2,1vm2 = 0 for
a > m2 .
Lemma 8. The function
Ub(z1, z2, λ1, λ2) = e
(z1λ1(m1−l2)+z1λ2l2+z2λ1m2)/κ ×(4.4)
× (z1 − z2)
m1m2/κ (λ1 − λ2)
l1l2/κ I¯b
(
−(λ1− λ2)(z1− z2);m1, m2, l1, l2)
)
is a solution of the KZ and dynamical differential equations with values in (Mm1⊗Lm2)[l1, l2]
and parameter κ .
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Proof. Change the variables t1, . . . tl2 in the integrals Ia,b(z;m1, m2, l1, l2) to the new
variables
su = tu(λ1 − λ2)
−1 + z1 , u = 1, . . . , l2 .
Then the right hand side of (4.4) takes the form of integral (4.1) with the chain δ(z1, z2,
λ1, λ2) induced by the chain γb
(
−(λ1 − λ2)(z1 − z2)
)
under the described change of
integration variables. One can see that δ is a horizontal family of chains. Therefore, the
statement follows from Theorem 6. 
To complete the proof of Lemma 2 observe that equation (4.2) written in basis (3.1) of
the weight subspace (Mm1 ⊗Lm2)[l1, l2] becomes equation (2.1). Hence, Lemma 7 yields
Lemma 2.
5. Remarks on asymptotics with respect to dimension
Let κ be a positive number. Consider a 4-tuple m1, m2, l1, l2 of complex numbers such
that m2, l2 are natural numbers and m1+m2 = l1+ l2 . For any integers a, b , admissible
with respect to the pair m2, l2 , introduce an l2 -dimensional integral Ka,b(z;m1, m2, l1, l2)
by the formula
Ka,b(z;m1, m2, l1, l2) =
∫
γl2,b(z)
Φl2(t, z;m1, m2)
1/κ wl2−a,a(t, z) dt
l2 ,
where the cycle γl2,b(z) and the functions Φl2(t, z;m1, m2) , wl2−a,a(t, z) are defined in
the Introduction. Recall that γl2,b(z) is the ˆ l2 -dimensional multi-loop with b loops
going around z and the remaining l2 − b loops going around 0.
Corollary 9. We have
Ka,b(z,m1, m2, l1, l2) = e
piib(l2−m2)
(l2− b)! Jl2−b(m1)Jb(m2)
(m2− b)! Jm2−b(l1)Jb(l2)
Ka,b(z, l1, l2, m1, m2) .
Assume that the numbers m1, m2 are fixed and l2 tends to infinity. Then the integral
Ka,b(z,m1, m2, l1, l2) is a hypergeometric integral of growing dimension l2 with fixed
exponents m1, m2 . In the right hand side we have Jl2−b(m1) , the Selberg integral of
growing dimension; Jm2−b(l1), Jb(l2) , the Selberg integrals of fixed dimension with grow-
ing exponents l1, l2 ; Ka,b(z, l1, l2, m1, m2) , the hypergeometric integral of fixed dimension
m2 with growing exponents l1, l2 .
The Selberg integrals are given explicitly by formula (2.2). The asymptotics of the
integral Ka,b(z, l1, l2, m1, m2) can be calculated by the steepest descent method.
Here is an example. If m2 = 1, then the integral Ka,b(z, l1, l2, m1, m2) is one-dimen-
sional and its asymptotics are described as follows.
Consider the integral
IC =
∫
C
e−t (−t)M+a (z − t)−M dt
where a ∈ C , M is a real parameter, and C is one of two loops C ′, C ′′ shown in the
picture.
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r z
r 0✎✍ ✲ C
′′
✲
C ′
Picture 3. The contours C ′, C ′′ .
We assume that at the point of C where t is negative we have arg(−t) = 0 and
arg(z− t) ∈ (0, pi) . We are interested in asymptotics of the integral as M tends to +∞ .
Lemma 10. Assume that Im z > 0 and arg(−z) ∈ (−pi, 0) . Assume that argM = 0
and M tends to +∞ . Then
IC′ = ipi
1/2(−zM)(2a+1)/4 exp
(
2(−zM)1/2− z/2
)(
1 + O(M−1/2)
)
,
IC′′ = pi
1/2(e2pii(M+a) − 1) (−zM)(2a+1)/4 exp
(
−2(−zM)1/2− z/2 − piia
)(
1 +O(M−1/2)
)
.
To prove the lemma one changes the integration variable, u = tM−1/2 , then
IC = M
(a+1)/2
∫
C
exp
(
M 1/2(−u+ z/u) + z2/2u2
)
(−u)a du
(
1 +O(M−1/2)
)
,
and the integral becomes a standard integral of the steepest descent method, whose
asymptotics come from critical points of the function −u+ z/u .
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