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Introduction
This paper is concerned with the constructive theory of the p-adic numbers. In particular, it studies the relationship between constructive validity and classical validity for first-order sentences over the p-adics. This relationship is elucidated by the 'transfer theorem' which is the main result of this paper. By 'constructive' I am referring to constructive mathematics in the style of Bishop [2] , in which real or p-adic numbers are Cauchy sequences of rationals convergent at a predetermined rate, in the real or p-adic metric, respectively. The Bishop school is consistent with both classical and intuitionistic mathematics. Background for the reader can be found in [l, 3, 141 . The latter reference is particularly relevant to Section 2.
In [19] , Scowcroft proves a transfer theorem which describes the relationship between constructive and classical validity for a class of real algebraic sentences. This paper extends his methods to an analogously defined class of p-adic algebraic sentences.
The transfer theorem applies to a class of sentences built from simple formulae (these are defined in Section 2). Given any simple formulae M(x) in m variables and N(x, y) in m + n variables, a method is given in Lemma 3.2 for constructing a third formula G(x, y) from M and N. Informally, G says that the tuples y for which N(x, y) holds depend continuously on the tuples x for which M(x) holds. The first direction of the transfer theorem can be stated as follows. That is, for this class of sentences it suffices to prove the classical theorem with G in order to prove the constructive theorem with N. This is proved in Section 3 (Theorem 3.4) and is analogous to [19, Theorem 11 . The other direction of the transfer theorem suggests a limitation to what can be proved constructively. It has a principle of intuitionism as hypothesis; this is explained in more detail in Section 4. That is, the constructive validity of the sentence with N implies a continuity property classically. This is proved in Section 4 (Theorem 4.3) and is analogous to [19, Theorem 21. Throughout this paper I will be working constructively. Thus, when I say that a formula is valid or holds without a qualifier, I will always mean constructively valid or holds constructively. In order for Theorems A and B to be constructive theorems, we need to have a way of considering 'classical validity' from a constructive standpoint. For both the reals and the p-adics, this is provided by the algebraic numbers. The set of algebraic p-adics QP is a field inside the ring of constructive p-adics Q,, and the constructive first-order theory of QP is the classical first-order theory of p-adically closed fields. Similarly, the set of algebraic reals R is a field in R , and the constructive first-order theory of R is the classical theory of real closed fields. Axiomatic and algebraic properties of QP and C&, are described in Section 2.
A discussion of a simple example of the first direction of the transfer theorem provides some insight into the proof in the general case. Consider the problem of solving a system of linear equations in it variables, Xy = 1, where 1 is the vector of length n with 1 for each coefficient. The coefficients of the matrix X are given by points x E Qz* (or RnZ). The sentence Vx (det(X) #O+ 3y (Xy = 1)) (*)
holds classically. In order to prove (*) constructively, fix a point x E Qiz (respectively Rn2) at which det(X) # 0. x is given by a Cauchy sequence of rational points (xn) which converges at the rate Ix, -x,1 ~p-~~"(~.') for every k,1sl (in R, I~~-xtIdk-'+I-~), and the inequality det(X) #O includes the information that det(X) is bounded away from zero. (The precise, constructive definitions are given in Section 2.) One must construct a Cauchy sequence (yk) satisfying the same rate-of-convergence condition in order to obtain a p-adic point y for which Xy = 1. The yk need not be rational points, but they must be determined by a finite amount of information about x. Thus, one must generate a subsequence (xn,) of x and associate with each x~* a yk so that the sequence (yk) converges and SatiSfieS x,,,yk = 1. Let X, be the matrix with coefficients xk. In order to use the classically true sentence (*), the sequence (xk) should satisfy det(X,) f 0 for every k. One can then use Cramer's rule to write explicitly a continuous, vector-valued function f such that y =f(xk) is the solution to the equation Xky = 1. This further information about the continuous dependence of y on x is what is required for the predicate G. (In general, G will not define a single-valued function.) It is now natural to take y, =f(x,), but this choice may not be the correct one. The rate of convergence required for the (yk) is that jy, -ykl cp-' (respectively cl) for every k > 1. Since f is continuous, there will be a 6 # 0 so that, if Ix, -&I< 161, then If(xJ -f(xk)l cp-' (respectively sl), but there is no guarantee that there is an xk within distance 161 of xi, leaving no obvious way to choose y2. One needs to use the stronger fact that f is uniformly continuous on sets of the form B = {z E C$*: (det(Z)I 2pPb1 & Iz( 6pPbz}, where b,, b2 E Z. The constructive reading of det X # 0 allows one to suppose there is a uniform lower bound on Idet(X,)l. Hence one can find a set B containing x and the sequence (xk) on which f is uniformly continuous. So there is a 6 # 0 such that, for any k, 1, if
(respectively >I). Now we can let yl =f(m,), where nl is an integer large enough so that p-"' < 161 (respectively n;'< ISI). For then every x, with II ani is within 161 of x,,, and thus there are possible choices for the next elements of the sequence. To conclude, one remarks that, since X,,yk = 1 for every k, this equality also holds in the limit.
The difficulties that arise in the general case, as compared with this example, deserve some comment. In general, one supposes that Vx (M(x)+ 3y G(x, y)) holds over QP. To establish that Vx (M(x)+ 3y N(x, y)) holds over C&,, one is presented with x E QT such that M(x) holds, and one has to find y E IIJ$ such that N(x, y) holds. In order to make use of the assumption, one must have a sequence (xk) from QF converging to x such that M(xk) holds for each k. On the other side of the implication, if N does not define a closed set, one must choose the points (xk, yk) obeying G with care to ensure that N holds in the limit. That both of these can be done when M and N are simple formulae is shown by the crucial Lemma 3.1, which uses the geometry of cylindrical algebraic decompositions to show that a constructive number (real or p-adic) can be approximated by a sequence of algebraic numbers with special properties.
The other major difficulty in the general case comes in the adaptation of familiar compactness arguments to obtain uniform versions of the continuity property of G over closed and bounded subsets. These arguments are not, in general, constructively valid. However, it turns out that they are only needed over the algebraic numbers, where, as is shown in Section 2, they can be constructively justified.
The continuity property of G tells us that the other direction of the transfer theorem is not true if interpreted classically. If Vx (M(x)+ 3y N(x, y)) holds classically, it does not necessarily follow that y depends continuously on x. So the proof of this direction must require the use of some nonclassical principle, and it is natural to turn to intuitionism. Scowcroft [19] has shown that Brouwer's principle for numbers [5] implies a weak form of Brouwer's principle for functions, and it is the latter which is employed in the proof of Theorem 4.3. The difficulty comes in trying to apply the principle, which is stated in terms of functions on Baire space, in this new context. The application requires the existence of continuous functions mapping Baire space onto certain specially defined subsets of Cl!; (respectively Rn). The construction of these functions, which is highly technical, is given in Lemma 4.2. Once the machinery is in place, the theorem is proved fairly easily.
This paper aims to present the main ideas involved in the proof of the transfer theorem. Since the method of proof is the same for the reals and the p-adics, many of the details have been omitted. These can be found for the reals in [19] and for the p-adics in [ll] . The proof of the fundamental Lemma 3.1 is given in full, since it illustrates both the type of argument that is needed to give a satisfactory constructive proof and the changes that need to be made in passing from the reals to the p-adics. More details in the preliminary work on the p-adics have been included, as this material is not available in the literature.
The constructive p-adics
Before starting work on the transfer theorem, we need to establish some basic facts about the constructive p-adic numbers. In this section, the constructive p-adics are defined and they are shown to satisfy some of the algebraic properties of p-adically closed fields. As a result, the algebraic p-adics are a model of the classical theory of p-adically closed fields. We then focus on the algebraic p-adics, and show that various classical results can be proved constructively in this setting. These include cell decompositions and certain basic results for compact subsets of the algebraic p-adics. Theorem 2.11 is crucial to the latter, as it asserts the existence of limits for bounded definable functions on the algebraic p-adics. It is also of independent interest. The proof is fairly technical, so it is postponed to the Appendix.
It will be assumed that the reader knows something of constructive real analysis as presented in [2] . The construction of the completion of an arbitrary metric space (X, p) given there could possibly be used for the p-adics. The elements of the completion are taken to be those Cauchy sequences from X which converge at the rate p(x,, x,) s m-' + n-l for all positive integers m and n. However, the fact that the p-adic metric is topologically discrete makes it more natural to proceed with a different rate of convergence. Recall that the p-adic valuation, for a fixed prime p, is defined on the rationals by writing 0 #x E Q as x =p"r/s, where n, r, s E Z and p % rs. The p-adic valuation is defined to be ]xlP =p-", and it is usual to write n = ord(x). That this function is a non-Archimedean valuation is easy to show, and additionally it satisfies the ultrametric inequality: for any X,Y EQP, Ix+Ylp c max{ Ix IP, I y I,}. The subscript p will normally be omitted, and 1.1 will be taken to denote the p-adic valuation unless otherwise indicated. The set of p-adic numbers is the completion of the rationals with respect to this valuation. Definition 2.1. A p-adic number is a sequence of rationals (x,&~~ such that
for all n, m e Z+.
Two p-adic numbers x = (x,) and y = (y,J are equal, x =y, if Ix, -y,] up-" for every n E Z+, and are apart, x # y, if there is a positive integer A such that Ix, -yA] >pwA. The set of p-adic numbers is denoted by Q,, and the subset of p-adic numbers which are apart from zero is denoted by Q,*.
The p-adic valuation on the rationals can be extended to the p-adics in a natural way. For x = (x,), define where the limit is understood in the sense of the constructive reals. It is straightforward to show that this is a valuation on Q, and satisfies the ultrametric inequality. In particular, if x #O, then there is an integer A such that Ix] = ]xA( = Ix,] for every integer n aA. The valuation will be extended to Q," by setting 1x1 = I(&, . . . , x,)l = max{lxIl, . . . , I-LI}.
The classical first-order theory of p-adically closed fields can be recursively axiomatised in a language containing the function symbols +, -, ., constants 0, 1, binary predicates # and V, and a family of unary predicates {P,},_,. The axioms (adapted from [18] ) are those for a commutative ring of characteristic zero (vii) Proof. Addition, subtraction and multiplication are defined in obvious ways to make Q, a commutative ring. It is then straightforward to define the inverse operation on Q,*. The second conjunct of (i) is clear from the definition of apartness.
(ii)-follow from the fact that 1.1 is a valuation with the ultrametric property.
(v) holds by definition; Ip I = p-l and 111 = 1. (vi) holds because, if l(lxl6 l), then 1x1 > 1 as the p-adic topology is discrete. So x f 0, so 1x1 =pr for some r 2 1, hence 1~x1 =pr-' 3 1. (vii) follows from the fact that a p-adic which is apart from 0 can be written as an expansion in powers of p; if x E Q,* with 1x1 =ppr and k 2 r, then there are P E Cl?, and integers ui E (0, 1, . . . , p -l} for rcjck such that a,#O, lYl~p_~ and ~=Cik_~u,p~+f.
If r>O, we can take i = 0 for (vii), and if r = 0, we can take i = a,. If it is not known if x # 0 or not, then it must be the case that 1x1~ IpJ, so i = 0 will do. (viii) is a corollary of Hensel's Lemma, proofs of which are usually given in a form which can easily be made constructive. (ix)n holds by definition of P,,. (x),~~ can be shown by writing x = C;~;d(n)+r ujpj +f, where 1x1 =pAr, 121 -~p--(*"~~(")+~) and uj E {0, 1, _ . . , p -1). Let a = Ci2,"hd@) aj+,pj and let i be the smallest positive integer such that n divides r-i.
Then O~i==n-1, l~a~p'~~~(~)+~, pta and the fact that (a~')-*x is an nth power can be shown using the following lemma. The transfer theorem applies to formulae constructed from simple formulae. Since classically the theory of p-adically closed fields admits elimination of quantifiers [13] and the predicate V can be eliminated in favour of the P,, predicates, every p-adic algebraic formula is, classically, equivalent to a simple formula, That this is not true constructively can be seen by considering the formula (4(x") + I) -+ I, which is not constructively equivalent to a simple formula. Corollary 3.5 uses the transfer theorem to show that the class of p-adic algebraic formulae which are constructively equivalent to simple formulae is quite large.
To consider a transfer theorem, we need to have a way of discussing the classical theory of p-adically closed fields from a constructive standpoint. This is provided by the algebraic p-adics; the elements of Q, which satisfy a manic polynomial over Q. In Propositions 2.5 and 2.6, it is shown that the algebraic p-adics Q, form a discrete field (that is, Vx (x = 0 v x # 0) holds in Q,,) and hence conclude that the elementary theory of Qp is the classical theory of p-adically closed fields. Proof. This is a consequence of [20, Lemma 4.11, which is proved using Theorem 1.1 of the same paper and a result of Denef ([9] , but proved constructively in [lo] ). Only one point, in the proof of Theorem 1.1, needs constructive verification. The authors use the fact that an element of the algebraic closure of Q, which is not in Q, lies some positive distance away from Q,. This fact can be established constructively for QP as follows. From [14, Theorem VI.3.51, there is a discrete algebraic closure Q;lg of the countable discrete field QP. Every element (Y of Q;lg satisfies a polynomial in Q, [X] . By [14, Theorem VII.1.81 and Hensel's Lemma (which tell us that QP is factorial), this polynomial can be factored into irreducible components. So we can find a minimal polynomial m,(X) for each (Y in QF'g. Hence one can define a valuation on Q;lg in the usual way, by setting Ial deg(m,) = In;+-f(me) a;, 1, wh ere the ai are the conjugates of (Y = (or over Q,,. For any x e Qp, the degree of the minimal polynomial for (Y -x is the same as the degree of the minimal polynomial for a, and x has only itself as conjugates. Hence
as this is precisely the definition of the conjugates aiui. Since m,(X) is an irreducible polynomial, its discriminant D is apart from zero. Take m to be the least integer so that p"mJ(X) has integral coefficients. Since p"m,(X) has no roots in Q,, it follows from a corollary to Hensel's Lemma [6, p. 521 that Ip"mll(x)l 2 lOI for every x E QP with 1x1 G 1, and hence for every x E Q,. Thus (
ii) C, is closed in its union with the cells of higher rank, and this union is open in QF.
Proof. The proof depends on properties of cells which are the same for both the reals and the p-adics, so does not need to be changed for the p-adic case. A proof of this result for the reals is given in [16, Lemma 21. Cl Proof. The proof of this result is very similar to the proof of the corresponding result for the reals [16, Lemma 31. It is worth giving in full here because it illustrates the extra care which is necessitated by the addition of the I', predicates to the definitions of cells. The proof is by induction on n. The argument for the base case n = 1 is essentially the same as for the general case, so suppose that the result is true for c.a.d.s of Q,"'" with m, n a 1, and take % to be a c.a.d. of
Qpm+n+l. Let Ca-s-(i,j) be a cell of %' and (x, y) E Co-~"(;,j). For any z E Qz", let z, be the projection of z onto the first n coordinates and z,,, the projection of z onto the last coordinate. By the induction hypothesis, there is a continuous, definable function FO-s from a neighborhood A, of x in C, such that The next theorem corresponds to the result for the reals [19, Fact (G) ] that a bounded, definable function from the interval (0, l] in the algebraic reals has a well-defined limit at 0. One can replace the 'interval (0, 11' by any bounded definable subset A with the property that A has interior, has 0 as a limit point and is a subset of the set of squares in R. The analogy with the p-adic result then becomes clear; the proof of Theorem 2.11 shows that a bounded definable function on an open ball in Q,, around 0 has a well-defined limit at 0 on an open subset of the set of Nth powers, for some N. Scowcroft gives a concise proof of his result which does not, however, carry over to the p-adics, since it uses the ordering on the reals in an essential way. The proof given here would also work for the reals, but since the proof itself is not essential to what follows, it is postponed to the Appendix. The final result of this section, the so-called 'finiteness theorem' of semialgebraic geometry, says that an open definable set can be written in a form which makes it obvious that it is open. A constructive proof of this result can be found in [4] . 
The main constructive theorem
This section shows how one may prove that certain p-adic algebraic formulae made up of simple formulae are constructively valid.
The following fundamental lemma constructs a link between points x E U2; obeying a simple formula M, and sequences of points in Qr which obey M and converge to X. Proof. The proof of (i)-(iii) is by induction on m. We start with the sequence (&) of rational points with which x is initially presented. This sequence satisfies (i) but cannot be expected to satisfy (ii), so we choose the sequence (yk) to be algebraic points which lie close enough to the sequence (xk) that the two sequences have the same limit. To satisfy (ii), each yk should be in a cell of minimal rank amongst those cells intersecting a ball of radius pPk around &. This ensures that the rank of cells cannot decrease from yk to yk+l. To make sure that yk+r is not in a different cell of the same rank to that containing yk, the cell of minimal rank should be unique. This is ensured by introducing a delay factor: yk is chosen to lie close to &+n for some appropriate n. This method of choosing the cell in which yk lies also ensures that y k+r is only in a different cell to the cell C, containing yk if the sequence (xk) is bounded away from C,. This makes it possible to satisfy (iii). The basic outline of the proof is the same as that of the corresponding result for the reals. The details, however, differ enough to make it worthwhile reproducing the argument in full. This will also make it possible to omit details of some of the later proofs.
The case m = 1 illustrates the process described above very clearly. The set of single point cells of Ce is the discrete set of points {cl, . . . , c,} with lci -cjl > P -00 say, for every pair i #i. The sequence (yk)kal is defined inductively. If there is an i such that (x,+~ -cil ~p-(~+'), then let y, = Ci. (It is easy to see that ci is unique, so yl is well-defined.) As long as Ix,+~ -ciI ~p-(~+k), let y, be ci. If y, = ci and yk+l = cj, it follows from the ultrametric property and the definition of (Y that ci = Cj. Thus, this part of the sequence satisfies (ii). If there is an integer 1 for which Ix,+/ -ciI >p -(n+') for every i, one can define which is a compact subset of CO. Assume now that m 2 1 and that (i)-(iii) hold for c.a.d.s of Q," when k =S m. To extend the result to c.a.d.s of Qr+', the idea is to apply the above argument to the last coordinate of X. Let I&,:Q,"+'+ Qp" be projection onto the first m coordinate axes, and n,:(lJ~+' -,Q, be projection onto the last coordinate axis. Let x = (xk) and apply the induction hypothesis to get a sequence (yk) which converges to &(x) and obeys (i)-(iii) relative to the c.a.d. of Q," induced by V. Letting zk = n,(&), for k 3 1, it is easy to show that the sequence ((yk, i&))kS1 converges to x at the required rate. The process of finding a new sequence (&) which will obey (i)-(iii) is started using information about the cell containing y,. If the sequence (y,J changes cell, the process is iterated with information about the new cell. (ii) ensures that this happens only finitely many times.
Let CO be the cell containing y,, and let C be the compact subset which contains all of the y,'s which lie in CO. Since the continuous functions c, : Co * Qp are apart, by Proposition 2.14 there is a positive integer a: such that, for every u E C and j # i, [C;(U) -c,(U)1 BP-~. Similarly, the continuous functions ci are uniformly continuous on C, so there is a positive integer 6 such that, for every i and every U, v E C, if 1~ -uI <pP6, then ICi(U) -ci(u)l <p-". Furthermore, by taking a subsequence if necessary, one can assume that Ici(yk) -c;(y,)l ~p-~~"(~-t) for any yk, yl E co.
To start computing the w&'s, let kO = max{ a, S}. If Y&,,+l 4 CO, then start again with the cell C, containing Y&,,+i; find the new CK, 6, kO and proceed as below. As long as y&o+& E co9 w& iS computed by Setthg wk = (yk"+kt Ci(Yk,,+k)),
where Izko+& -c;(Y&,,+&)l ~p-(ki'+k), if there is such an i. If there is no such i, then w& is given in the next paragraph.
As for the m = 1 case, it follows from the ultrametric property and the definition of kO that w& is well-defined and, as long as w& is defined in this way, the sequence does not change cell. The w& are contained in the graph of ci on C which is a compact set by Proposition 2.13, as C is compact. Now suppose there is a least k, 3 1 such that Y&,,+&, E C, and Ii&,,+&, - Since the functions a, and a2 are continuous (and a, is always or never zero on CO), they are uniformly continuous on C, so there is a 6 E Q,* such that, if 
This part of the sequence thus satisfies (ii) and (iii).
Once Yko+kz+k $ C,, the construction of the sequence (wk) continues as at the beginning of this argument. Provided (Yk) remains in the same cell, the construction so far shows that the sequence (wk) only changes cell to a cell of higher rank. If (Yk) changes cell, then by the induction hypothesis it changes to a cell of higher rank, and hence the sequence (wk) changes to a cell of higher rank (recall that the ranks are ordered lexicographically). Thus (ii) holds. That (iii) holds is given in the construction, so it only remains to check (i). This follows easily from the rate of convergence of the sequence ((Yk, zk)), the uniform continuity of the functions ci and the fact that a point cj(Yk) is only used if it is sufficiently close to zk. This finishes the proof of (i)-(iii).
To prove (iv)(a), we construct a subsequence (Yk,)ral of (Yk)k*i, every term of which obeys M. Suppose Yk, obeys M for all r <s and the problem is to find k, so for every yk E C,. Thus, it seems as though it might not be possible to find another yk for which M(y,), as the sequence might not change cell again. However, one can show that the sequence must change cell, by considering holds, and hence lM(y,). Since M(x) holds, clearly 1(x =yO). This is not quite enough, however, because one needs to know k for which yk jumps to a new cell. As C is compact, the function &(yk) is bounded away from zero on C, so the property of being a nonzero Mi,th power carries over to the limit, i.e., p,,,(gi,(ya)).
There is an integer p such that if Iz -yal up-@, then pM,,(gi,(z)).
Thus, if (X -y,J sp-', then PM,,(gi,(X)), and so M(x) holds, as required. If lx -yOJ >p-@, then x # y, and so ys must be in a new cell. As the sequence can only change cell at most 2" -1 times, eventually one gets M(x) to hold. 0
It is useful to note, for later reference, that (iv) does not depend on the specific rate of convergence in (i). Once the sequence (yk) iS known to converge, (iv) follows from (ii) and (iii).
The next lemma describes an algorithm which, from simple formulae M(x) and N(x, y), produces a p-adic algebraic predicate G(x, y). G has a continuity property which N may lack, and it is this continuity which will characterize what is required for the sentence Vx (M(x)-, 3y N(x, y)) to hold over Q,,. which is a refinement of (esucc(') (where succ (8) is the successor of 8 in the lexicographic ordering of "2) and is invariant with respect to the formulae defining the cells of %':. G0 combines in an obvious way the formulae G for each cell of rank 8 and it is straightforward, though lengthy, to check that %' and GH are as required.
•i
The proof of Theorem 3.4 actually uses the following property of G, known as G's continuity property. The proof is immediate from Lemma 3.2 and Proposition 2.10. 
The machinery is now in place to prove the main constructive result. Let M(x) and N(x, y) be simple formulae and G(x, y) the formula generated in Lemma  3.2, where x = (x,, . . . , x,) and y = (Y,, . . . , m) . Proof. Once again, the proof is very similar to the proof of the corresponding result for the reals. The details differ somewhat because of the differences between the real and p-adic valuations, but these changes are easy to make by comparing the real and p-adic proofs of Lemma 3.1. In outline, the proof is as follows.
Let (e be a c.a.d. of QF+", invariant with respect to G and the terms and rth power conditions in M and N. Consider x E Q: such that M(x) holds. By Lemma 3.1, there is a sequence (xk) from QT converging to x such that M(xk) holds for each k. By hypothesis, there is a sequence (yk) (not necessarily convergent) from Q; such that G(x~, y,J holds and so, in particular, N(xk, yk) holds. Suppose for a moment that all of the xk lie in one cell C, of the c.a.d. V' of Q," induced by (e. Then by Proposition 2.10 there is a continuous function F whose graph is contained in a cell C,-, of % on which N holds. Since the xk's in C, are contained in a compact subset C of C,, F is uniformly continuous on C (Proposition 2.14) and the graph of F is a compact subset of C,-, (Proposition 2.13). So one can choose a subsequence (x,J of (xk) so that the sequence (F(x,,) ) converges with the required rate of convergence for (i) of Lemma 3.1. The sequence (x~,, F(x,,)) then satisfies (i)-(iii) of Lemma 3.1, so the fact that N(x,,, F(x,,) ) holds for each k implies, by Lemma 3.l(iv) (b) , that N(x, y) holds, where y = lim, ,, F(x,,) .
The argument is complicated by the fact that the x, need not all lie in one cell. Instead of a single function F, we use Proposition 2.10 repeatedly to construct a sequence (Fk) of functions whose graphs lie in cells where G holds. If xk and xk+, lie in the same cell, then Fk = Fk+,. When xk jumps to a new cell, the function Fk changes, but in such a way that JFk(xk) -F,+,(x,+,)l remains small. (For the p-adics, 'small' means 'less than P-~'. ) The fact that G(Xk, Fk(Xk)) holds ensures that this can be done. This method produces a sequence (xk, Fk(Xk)) satisfying (i)-(iii) of Lemma 3.1, so as before, N(x, y) holds in the limit. Cl Theorem 3.4 establishes a condition for sentences built from simple formulae to be constructively valid. The scope of Theorem 3.4 can be extended by showing that the class of formulae equivalent over Q, to simple formulae is closed under certain operations. This is done by using Theorem 3.4 to prove a stronger version of Lemma 3.l(iv)(a).
In describing classes of p-adic algebraic formulae, a condition 'P,(x) is called a weak Nth power condition and '~&x)' is called a strict Nth power condition. Two classes of formulae are distinguished. $i is the class of all formulae equivalent over CD, to simple formulae, and %-* is the class of all formulae equivalent over QP to conjunctions of disjunctions of strict nth power conditions. 
The intuitionistic theorem
We now want to consider the status of simple formulae M(x) and N(x, y) for which the sentence VX (M(x)+ 3y G(x, y)) fails over QP. A converse to Theorem 3.4 would say that, in this case, VX (M(x)-, gy N(x, y)) fails to hold over Cl+,. That this implication does not hold classically can be seen in an example where there is no condition M, and N defines the closure of the graph of the function taking x #O to its nth power coset representative.
The second implication above holds classically, but points (x, y) obeying N need not vary continuously with X, so the first does not. This section uses principles of intuitionism to prove an intuitionistic converse to Theorem 3.4.
Brouwer's principle for numbers [12] states that, if A c ("w) X w and
then there is a continuous function h : wo+ o such that
VP E om ((P, h(p)) EA).
The principle is not as strong as Brouwer's principle for functions, but Scowcroft [19] has shown that restricted versions of the principle for functions can be derived from the principle for numbers, as in the following lemma. 
VP E om ((P, h(p)) E A).
The following notation is useful. If S(x) is a p-adic algebraic formula, Y* = {x E Q,": S(x)} and Y = Y* n QT. For any x E QT and r E Q,*, B(x, r) = {U E Q;: IX -uI< Irj} and Be,@, r) = B(x, r) n QT.
Suppose that Vx (M(x) +3yN(x, y)) holds over KI,. In order to prove an intuitionistic converse to Theorem 3.4, we want to show that Vx (M(x)-, 3y G(x, y)) holds over Qp. Recall the definition of G(x, y) from Lemma 3.2. Given a c.a.d. of Q,"'", let x be an element of a cell CO of the induced c.a.d. of Q; such that M(x) holds. In order to show 3y G(x, y), we have to be able to say something about the sets A* II B(x, r) for every I such that B(x, I) is contained in the union of C, with the cells of higher rank. Furthermore, we want to relate these sets to Ow in order to apply the intuitionistic result of Lemma 4.1. These are both done in Lemma 4.2. Proof. The proof follows the same general outline as the proof of the corresponding result for the reals [19, Lemma 41. The following outline of the proof mentions the changes which need to be made to adapt to the p-adic topology. F is constructed by downward induction on the rank of the cell CO containing x, and F is given as the limit of a function q mapping sequences from <wW+ Q,m. q is defined so that the sequences (q(t 1 n)), satisfy properties (i)-(iii) of Lemma 3.1. Hence, if F is defined by F(t) = lim,,, cp(t 1 n) for every t E ow, F is well-defined and continuous, and if Cp(t r n) E JU for every n, then also F(t) E JU*. Thus the substance of the proof is in the definition of q. In fact, for every integer k we construct a Q.J which satisfies the stronger convergence property IV(Y) -dr-a <P-(k+'h(6)) for every y, 6 E 'Oo. uniquely defined center, we can define functions c : <"'w + Q," and p : <"'w + Q, to satisfy l(t) =&&c(r), p(t)). The points y, = (n, 1 C,)-'c(t) satisfy ly, -y,_,l <p-(k+ih(s)), and the inverse image of l(r) under n0 is contained in the intersection of C, with B&x, r) and BoP(y,, p k+'h(s)). We can now define q(r). If every entry of t is even -r = 2 . 6 -then q(r) = y,. If t has some odd entry -r = (2 -6)-(2i + 1)-y -then V(r) = Ys-(2i+l)-y, unless the ball &&(Y,, Pk+'h(t)) contains points in a cell of higher rank than rk(C,) which lie in J4 rl Be& r). In this case, the value of q(t) is given by a function defined at an earlier stage of the induction. This alternation of cases ensures that F will be onto JtY* l-l B(x, r).
To show that F is surjective and relatively open is fairly lengthy. Given a point z E .A%* n B(x, r), let (zn) be a sequence in .& given by Lemma 3.1; we can assume the sequence is in B&, r). If the first term of the sequence is not in C, then, by (ii) and (iii) of L emma 3.1, the sequence is bounded away from C, and the properties of the function defined at an earlier stage of the induction on rk(a) can be invoked to show that z E ran(F). If the first term of the sequence is in C,,, then we use an inductive procedure to construct a sequence q E W. such that lim,,, 9(4 r n) = lim-,zne~, 2,. This serves as the basis of an inductive procedure to construct t E *o such that One can now prove Theorem 4.3, using Lemmas 4.1 and 4.2, and the results of Section 3. Let M(x,, . . . , x,) and N(x,, . . . , x,, y,, . . . , y,J be simple formulae, and G(x, y) the formula generated from M and N in Lemma 3.2. Proof. Once again, only an outline of the proof will be given. To start the proof, notice that we are only interested in G over QP. Since every p-adic formula is equivalent over Q, to a simple formula, we can assume that G is a simple formula. By Lemma 3.2 there is a c.a.d. Ce of QF+, which is invariant with respect to the terms and rth power conditions appearing in M, N and G, and with respect to which G has the continuity property. is to show that a subsequence of (x, yk) can be chosen to lie in 3. This is done by an inductive procedure.
If (x, yk) $ % for some k, one can use the fact that F is relatively open (recalling that x = F(p)) to find an integer n > k at which the sequence changes cell to a cell of higher rank. and for any x E V, q(x, f(x)) = 0. S ince qn(X) has only isolated zeros, we can assume that qn(x) # 0 for x E V. Consider q(X, Y) as a polynomial over Qilg(X), which is a discrete subfield of the ring Q;'g((X"')). The roots a,(X), . . . , a,(X) are algebraic over Qglg(X), and it is straightforward to show that Qz'g((X"s)) satisfies the hypotheses of [14, Theorem VI.1.91, and hence Q$g(X)[a,(X), . . . , ~yn(X)] is discrete. As q(X, Y) is irreducible, the roots pi are apart in Q;'"(X) [(ur(X) , . . . , q,(X)]. Since the apartness relation is given by comparing coefficients, this means that one can find a nonnegative integer N such that, for every 1 < i f j s n, there is 16 N with q, # ail. The idea is to have h(x) = pi(X) for some i and every x in B. For then, limx_O,xeB h(x) = limx_o,xsB pi(X). We must first ensure that the pi which is chosen has a well-defined limit at 0, and that the limit is in Q,. Using the valuation on Q;lg described in the discussion of Theorem 2.8, one can form the completion QP of Qglg as in [2] . An argument similar to that in [7, XXX, 0181 shows that each pi(x) is convergent (in o,,) in a punctured neighbourhood of 0. Taking the smallest of these neighbourhoods, one can say that p;(x) is convergent for 1 ~i<n if O<[x1<16,1 and XEW. Sincef(x) is bounded on V and therefore also h(x) is bounded on W, there is K E Q,* such that I/z(x)1 < IKI for O< IxI< l&l. If Mi <O for some 1 pi Sn, then [pi( = I a;.,,,,,~~~[ 2 I KI for sufficiently small nonzero x in Q,. Hence h(x) # pi(x) if 0 < 1x1~ I &I < 1~3~1, so one can omit for consideration those p,(X) for which Mi < 0. Similarly, if nil $ Q,, for some i and 0 -< 1 c N, then, as in the discussion of Theorem 2.8, (ail -yl >p-' for some integer t and every y E QP. If I is the first integer with ail $ Q,, then is not in QP. Since ci:h &kxk E QP, pi(x) $ Q,. Hence, for 0 < 1x1~ l&l < Ic?~I, h(x) # /3;(x) if a;/ $ Q, for any 16 I c N, and one can omit these roots from consideration. Relabel so that the remainder are {fii(X)}l=l. Now we would like to say that, since W = l_J=, {x: h(x) = pi(X)} is open, one of the sets in this union must itself be open and can be taken for B. However, this is not obviously a union of definable sets, so we must proceed more carefully. The polynomials C;"=, (ail -q,)x' for 1 G i < j s r are all nonzero by the choice of N, so one can find E E Qf and 6, E Q,* such that 12 (%I -ajl)xNI a I&l lXNl (4) on {x E W: 0 < 1x1 < IS,l}. Without loss of generality one can assume that I641 < l&l and so on {x E W: O< 1x1 < ISJ}. TEEI ai(I+N) x1 is convergent on this set, and is zero when x = 0, so one can find 0 # l&l < lb41 such that 
