A general formalism for introducing nuclear quantum effects in the expression of the quantum time correlation function of an operator in a multi-level electronic system is presented in the adiabatic limit. The final formula includes the nuclear quantum time correlation functions of the operator matrix elements, of the energy gap, and their cross terms.
resolve persistent deviations in the slow Lorentzian-like decay part of the spectrum in the intermediate 2-3 eV region.
I. Introduction
Linear response theory makes it possible to relate experimental observables to time correlations functions (TCF), and, in general, to quantum time correlation functions (QTCF).
It is of theoretical importance to be able to estimate these quantities. For many-body molecular systems, this implies knowing how to compute TCF's using molecular simulations.
The quantum character can originate from the involvement of many electronic states, from quantum nuclear effects, or both. There is presently an intense activity in this field and several methods for computing quantum correlation functions have been proposed. For a fairly recent review, see, e.g., Ref. [1] . Those methods are devoted to either pure quantum nuclear dynamics 2, 3, 4, 5, 6, 7, 8, 9, 10 or multilevel electronic systems coupled to a classical or semiclassical bath. 11, 12, 13, 14, 15 The ring polymer molecular dynamics method 8 has also been extended to simulate the dynamics of electronic degrees of freedom with an application to a solvated electron in supercritical helium. 16 Recently, Causo et al. 14, 15 have derived an adiabatic linearized path integral formula for quantum time correlation functions and they have applied their approach to the problem of electron transport in molten salt solutions. They considered the limit of classical nuclear motions.
In this paper we address the similar issue of electronically adiabatic QTCF's for cases when the nuclear modes should be quantized too. Our approach is inspired by a previous work where we derived a quantum time correlation formula for the nonadiabatic decay rate between two adiabatic quantum electronic states coupled to a nuclear bath starting from the Fermi golden rule. 17, 18 The quantum time correlation of the nonadiabatic coupling operator, involving both electronic and nuclear degrees of freedom, was expressed in terms of the nuclear quantum time correlation functions of the state-to-state nonadiabatic (kinetic energy)
coupling, of the energy gap, and of their cross terms. At the end, the transition rate can be computed from the classical nuclear counterpart of the correlation functions. Those are obtained using adiabatic mixed quantum-classical simulations, and they are further corrected to account for quantum effects according to various quantization schemes.
We applied the formalism to the nonadiabatic decay rate of an excited p-like hydrated electron to its s-like ground state and found that, depending on the quantization schemes applied, quantum corrections can change the classical transition rate dramatically. 17 The present work follows a similar theoretical path. The theory will be illustrated by application to another unsolved problem concerning the hydrated electron: the influence of the static and dynamic nuclear quantum effects on its ground state absorption spectrum.
Since its original identification 19 in 1962 the hydrated electron has been the subject of intensive experimental and theoretical research. As a result, structural, energetic and spectroscopic properties of the hydrated electron are understood in great detail. 20 A longstanding issue, the shape of the optical absorption spectrum, however, is still not satisfactorily explained. Experiment measures a broad, featureless, asymmetric band with a maximum at 1.72 eV. 21 Theory, based mainly on a mixed quantum-classical approach, has not been able to fully describe the position and the shape, and particularly, the intensity of the blue-side of the spectrum, the high energy tail, with acceptable accuracy. 22, 23, 24, 25 Pseudopotential-based methods, although inadequate in some quantitative respects, shed light on fundamental qualitative aspects underlying the origin of the spectrum. It is accepted that three transitions dominate the spectrum, from the s-type electronic ground state to the first three, nondegenerate p-states. 20 It was also found that solvent fluctuations determine the general shape and breadth of the optical spectra; radial fluctuations of the solvent cavity accomodating the electron influence the mean s-p energy gap, whereas fluctuations in the shape of the cavities (asymmetric distortions) modulate the splitting of the p-levels. 20 The failure to correctly reproduce the experimental spectrum in simulations has two major, related origins. First, in most mixed quantum-classical approaches the solvent bath is treated classically, while the electron is described by quantum mechanics. The greater source of discrepancy between experiment and theory likely originates from the approximate nature of the pseudopotentials employed, especially in describing the energetics of the excited states. Subsequent improvements of the pseudopotentials led to a more satisfactory agreement of the position of the spectral maximum with experiment. 25, 26, 27 Inclusion of solvent electronic polarizability makes it possible to fine tune the band maximum to the exact position. The high energy tail of the spectrum, however, is still not fully developed in any model. We note that the only ab initio molecular dynamics study of which we are aware on the bulk hydrated electron resulted in a similar characteristics of the absorption spectrum, with a correct position for the maximum but notable underestimation of the high energy tail. 28 The effect of the quantum behavior of the solvent bath in calculated spectra, the second main source of discrepancy between experiment and theory, will be addressed here.
The neglect of nuclear quantization is a problem that occurs when computing observables with any mixed quantum-classical approach, including available ab initio molecular dynamics techniques. A new approach to this general nuclear quantization issue will be the focus of the present paper.
The structure of the paper is as follows. In Sec. II we derive a theoretical expression for the quantum time autocorrelation function of an operator Â acting on a multilevel electronic system coupled to a nuclear bath, in the electronically adiabatic limit, in terms of appropriate quantum correlation functions in nuclear space. These functions can be inferred from their classical counterparts, computed by classical molecular dynamics simulations, by using an appropriate quantization scheme. In Sec III, the theoretical approach is applied to the computation of the absorption spectrum, starting from the Gordon-Kubo formula. After providing the details of the simulations, we discuss the classical and quantized absorption spectra for the case of the hydrated electron, obtained according to our formalism, and evaluate the effects of various approximations. Sec. IV concludes the paper.
II. Adiabatic quantum time correlation functions
For a system described by a set of electronic states coupled to a bath of nuclear states, 
In Eq (4) Z 0 is the canonical partition function for the thermal equilibrium of the nuclear modes, p, on the ground state electronic surface 0 . In the following, for the sake of compactness, we will adopt the ... notation for thermal averaging (tracing) over the nuclear distribution on the ground state electronic surface, as implemented in the second equality of Eq. (3) . Inserting the resolution of the identity for the electronic variables in terms of electronic states transforms Eq. (3) to
Eq. (4) contains the matrix elements of operator Â , and the two nuclear Hamiltonians corresponding to the 0 th and k th Born-Oppenheimer potential surfaces. The expression can be easily modified to a form which is similar to that originally introduced by Staib and Borgis for the golden rule formula of non-adiabatic transition rates
where exp (-) is the negative time-ordered exponential, and ) (
The superscripts in Eqs. (5)- (7) indicate that the nuclear dynamics take place on the ground electronic surface. In the following we drop these superscripts for convenience.
To proceed forward to a more tractable form we follow a similar route to the one we applied in our previous paper on non-adiabatic transition rates. 17 We use the following simple relation to bring an operator, Â , to exponential form:
and then successively employ the cumulant expansion of the exponentials including the cumulant expansion of the time ordered exponential to second order. Since λ is an arbitrary parameter, the order of differentiation with respect to λ and tracing over the initial nuclear conditions can be exchanged. The final form of the time autocorrelation function reads now as
where we introduced / ) ( ) (
, and δ stands for the fluctuations from the averages. This formula is reminescent of the adiabatic time correlation formula derived by Causo et al. from a linearized path-integral approach, followed by a cumulant expansion 14, 15 similar to ours. 17 In their case, however, the dynamics appears to be defined on the half state ( )
for each quantum number k in the sum, whereas it is the ground state dynamics which emerges naturally for every k-state in our formalism.
At this stage, the time correlation functions appearing in Eq. (9) are fully quantum statistical objects in nuclear phase space and their direct evaluation remains a very difficult task. A second step can be taken by approximating those QTCF's from their classical counterparts using a suitable quantization scheme. Various formulae have been proposed to relate an arbitrary correlation function, )
, to its classical counterpart, ) (t C . 29, 30, 31, 32, 33, 34, 35, 36 We will argue below that, at least for the problem considered, the absorption spectrum of an excess electron in water, the so-called harmonic quantization scheme 29, 30 is adequate. The harmonic quantization, which is exact for harmonic systems, 
For a multidimensional system, the determination of ) (t C q implies the computation of the corresponding classical ) (t C by molecular dynamics simulations, its Fourier transform to get ) ( ω C , and then to return to the time domain using Eq. (11).
III. Application to the absorption spectrum of a solvated electronic system

Theoretical expression of the absorption spectrum
For a general electronic-bath quantum mechanical system, the frequency resolved absorption spectrum is given by the well-known Kubo-formula 
Inserting Eq. (13) into Eq (12) one can easily obtain the frequency resolved absorption
where we have introduced an obvious notation for the quantum transition dipole moment correlation function, the frequency gap autocorrelation function, and their cross-correlation functions. Note again that the TCF's are still fully quantum objects at this stage.
Since, as mentioned earlier, the direct evaluation of the nuclear quantum correlation functions is a very difficult task, we opt for the usual alternative approach and replace the quantum correlation functions in a first step by their classical counterparts computed from mixed quantum-classical molecular dynamics simulations. For example,
is simply the time-dependent energy gap of the quantum subsystem submerged in the classical bath. A purely classical spectrum has the following form:
In the quantum version, Eq. (14), the TCF's have to be inferred from their classical analogs using a suitable quantization formula. We argued previously that the harmonic quantization scheme was fully justified for quantizing the solvated electron nonadiabatic transition rates. 17, 18 We have shown 17 that, for the energy gap fluctuations, this scheme leads to the correct decoherence times for an excited p-electron when compared to the Gaussian packet propagation approach of Prezhdo and Rossky, 38 and Turi and Rossky, 39 both for water and methanol. This argument is still valid for the present application. We have also found that the non-adiabatic coupling fluctuations are strongly dominated by the librational and vibrational solvent modes. 17, 18 We will show in the next section that this is also true for the transition dipole fluctuations. A harmonic bath description (for which the formula is exact) is thus quite sensible, at least for this application.
Application to the hydrated electron: Mixed quantum-classical adiabatic molecular dynamics simulations
To compute the frequency resolved absorption spectrum of an equilibrium, ground (9), (13)- (15) for the first twelve states of the hydrated electron in our model. The influence of higher states will also be discussed below. In the next step, we have also calculated the classical absorption spectrum with and without the cross-correlation terms (see Eq. 15). The resulting spectra are practically indistinguishable. For this reason, we will not consider the cross-correlation terms in the remainder of the paper; that is, we use
Classical spectrum
The classical spectrum normalized to unity at its maximum is shown in Figure 2 , with the subbands of the first eleven transitions. It is clear, that the three s-p transitions dominate the spectrum, all other contributions have significantly smaller weight. This observation is in agreement with the results of previous simulations of Rossky and his co-workers. 20, 22 Notable, nevertheless, is a distinct spectral high energy tail, observable from 2.5 eV to 5 eV, resulting from higher transitions (see the inset in Fig. 2 ). Since the intensity of these transitions decays very slowly, the high energy tail extends through a long energy range. In an attempt to model the contribution of further possible high energy states to the spectrum we fit the decay of the maximum intensities of the bands for states k=5-11 by a Lorentzian function, and extrapolated the tendency for twelve more states (k=12-23) (Fig. 3) . We also assumed that all the bands of the higher states have the same Gaussian shape as the one we fitted for the last computed subband, 0 11, and their corresponding maxima (computed from the Lorentzian extrapolation)
are separated by 0.07 eV. Fig. 2 also shows the classical spectrum augmented by the twelve extra states. Although the estimate is based on some ad hoc assumptions, it demonstrates the important role transitions to high energy, delocalized states can play in determining the spectral shape.
The computed spectrum based on the classical correlation functions can be compared to the experimental spectrum, 21 as shown in Figure 4 . The classically calculated spectrum estimates the position of the maximum of the experimental spectrum reasonably well (1.90 eV vs. 1.72 eV). We argued previously, that based on an estimate using dielectric theory arguments, the simulated peaks are expected to be slightly red-shifted (by about 0.2-0.3 eV), and, thus, in better agreement with the measurements, after the proper self-consistent treatment of solvent electronic polarization in the presence of the excited electronic state.
27,41
The width of the optical band at half of its maximum, 0.73 eV, also compares favorably to the experimental 0.85 eV. The underestimation is mainly due to the fact that the classically computed spectrum suffers from a well-known deficiency; it underestimates the high energy tail of the absorption band. Nevertheless, due to the acceptable reproduction of the position of the maximum and the appearance of the higher energy spectral feature, the present classical results represent clear improvement relative to previous results. It is interesting to compare the classical spectrum computed in the present work to our previously published spectrum 27 based on the histogram technique calculation of the transition dipole matrix elements in the slow-modulation limit. 25 Figure 4 illustrates that the spectra appear reasonably similar, but the full classical treatment (Eq. 16) results in broader, more developed spectrum than in the previous approximate procedure.
Quantized spectra
We computed the quantized spectra using the quantized form of Eq. (16),
where the q superscript indicates the quantized quantities. In the quantization procedure we followed the harmonic quantization scheme 29, 30 Table I , with the corresponding quantum to classical ratios. The initial value of the gap autocorrelation functions, which appears in the exponential of Eqs (16) and (17), and influences the width of the individual absorption bands, increases by a consistent 60-70% after quantization. It is clear, however, from Eqs (16) and (17) that the dipole moment autocorrelation function bears a more direct role in determining the intensity of the spectrum.
In this respect, we take notice of two effects. First, the initial value of the transition dipole moment autocorrelation function drops by a factor of ~20 going from k=3 to k=4 so that the high energy states contribute to the spectrum to a significantly lesser extent. On the other hand, we observe that the effect of quantum corrections appear more important for higher k values, gradually approaching a ratio of ~5 for the highest computed transitions. This indicates that quantum effects clearly play an important role in influencing the shape of the spectrum, especially at its high energy tail and mainly through the transition dipole moment correlation functions.
In computing the spectrum, in parallel to our previous work, 17 we may assume that since solvent dynamics occurs on a slower timescale, the exponential function of the gap autocorrelation function can be replaced by a Gaussian function, the dephasing function.
In the harmonic quantization this approximation leads to the following equation:
where between the computed and the experimental data on the blue side of the spectrum. Another promising aspect of the harmonic quantized spectrum is observable at the low energy side of the spectrum. Here, Fig. 6 reveals that the quantization notably improves the shape of the spectrum at ~1 eV; the quantized spectrum reproduces the shape of the experimental spectrum at lower energies well.
IV. Discussion and Conclusions
We have introduced a quantum mechanical formula for time autocorrelation functions argued to be quite reasonable in this instance, significantly influences the spectral shape.
First, it shifts the spectrum slightly to the red, and broadens it by 0.01 eV. More substantial changes, are observed at the wings of the optical band. The red side of the spectrum improves significantly relative to the experimental shape, while the large-energy tail gains intensity, approximately doubling that of the classical spectrum. Nevertheless, it is apparent that, even with such improvements, the quantized spectrum is still distinctly lacking in intensity at around 2.5 eV. One likely source is an inadequacy of the present pseudopotential when describing the higher lying, delocalized, excited states of the hydrated electron system. However, it is quite interesting to note that a recent application of the same pseudopotential to the case of negatively charged water clusters 42 does yield a spectral shape which includes the high energy tail in at least qualitative agreement with the tail seen experimentally for the absorption spectra of clusters. 43 For these cases, the excess electron is bound to the cluster surface in simulations, and the higher energy states contributing to this tail are apparently relatively asymmetric compared to the bulk water solvated states. We believe that this observation may provide the clue to resolving this persistent discrepancy in lineshape between simulated and experimental hydrated electrons.
The purpose of the present work was, however, not to reproduce the absorption spectrum of the hydrated electron system per se, but rather to illustrate a general formulation of adiabatic quantum time correlation functions for electrons/nuclei systems that provides a straightforward, although approximate, way to include nuclear quantum effects. The chosen example does emphasize that those effects can indeed be important and that their inclusion provides a significant improvement for the computation of a time-dependent observable. 21 and the previously published spectrum in the slow-modulation limit (dotted line). 27 The figure also includes the extrapolated spectrum (dashed) including the contributions from higher energy 0 k bands (k=12-23). 
Figure 6.
The absorption spectrum of an equilibrium, ground state hydrated electron computed using classical correlation functions (dash-dot) and the harmonic quantization scheme 29, 30 (dashed). The spectra are normalized to unity at their maximum. The experimental spectrum is shown for comparison (solid line). 21 The absolute peak intensities (Eq. 12) are 50.9 a.u. and 60.5 a.u. for the computed classical and the quantized spectra, 32.8 a.u. for the experiment (corresponding to the maximum molar absorption coefficient, 22700 dm 3 mol -1 cm -1 ). 44 The lower panel shows the calculated spectra linearly shifted to align the maximum with the experimental spectrum, 1.72 eV.
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