Abstract. New expressions are given for the Moore-Penrose inverse of a product AB of two complex matrices. Furthermore, an expression for (AB) † − B † A † for the case where A or B is of full rank is provided. Necessary and sucient conditions for the forward order law for the Moore-Penrose inverse of a product to hold are established. The perturbation results presented in this paper are applied to characterize some mixed-typed reverse order laws for the Moore-Penrose inverse, as well as the reverse order law.
This in turn is equivalent to C(
and thus, completing the proof of (a) ⇔ (b).
(a) ⇔ (c). Likewise by the rst identity in (2. 
This concludes the proof that (a) ⇔ (c).
3. Forward order laws. In this section, we investigate the forward order law (FOL) (AB)
It is clear that both matrices must necessarily be square of the same size. For two invertible matrices the answer is precisely when AB = BA. In general the conditions are considerably more dicult since they must involve a generalization of commutativity. Our next aim is to apply the perturbation result to obtain a characterization in terms of A and B for the FOL of Moore-Penrose inverse to hold.
First we give two auxiliary results.
Lemma 3.1. Let A, B ∈ C n×n . Then the following statements are equivalent:
latter equality leads to the condition (AB)(AB) † = ABA † B † . Pre-multiplying by (AB) * we get (AB) * = (AB) * ABA † B † , which is the desired result.
(d) ⇒ (e). First equality in (e) follows post-multiplying the equality (AB)
(e) ⇒ (a). We will show that the conditions (ii) in Lemma 3.1 are satised. From R(BA † * ) = R(AB)
it follows that R(AB) ⊆ R(A) and 
is an inner inverse of T and
On account of N (T ) = C(I − T − T ) and A † A(AB) * = (AB) * , if the condition (3.6) is fullled then
(f ) ⇒ (g). From the third condition in (f ) it follows that for any x ∈ C n there exists u ∈ C
Consequently,
(g) ⇒ (e). From the third condition in (g) it follows that for any x ∈ C n there exists z ∈ C n such that (3.7) holds. Furthermore, under the assumption R(AB) ⊆ R(A), we obtain
showing that (AB) * BB * = (AB) * ABA † B * . In view of (3.2), it remains to show that R(BA) = R(ABA * A)
is fullled. But (3.7) clearly implies that R(BA) ⊆ R(ABA * A), which, on account of rank equality, concludes the proof.
The following equivalences follow by left-right symmetry.
Theorem 3.4. Let A, B ∈ C
