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DIRECTED POLYMER FOR VERY HEAVY TAILED RANDOM
WALKS
ROBERTO VIVEROS
Abstract. In the present work, we investigate the case of Directed Polymer in a Ran-
dom Environment (DPRE), when the increments of the random walk are heavy-tailed
with tail-exponent equal to zero (P[|X1| ≥ n] decays slower than any power of n). This
case has not yet been studied in the context of directed polymers and present key differ-
ences with the simple symmetric random walk case and the cases where the increments
belong to the domain of attraction of an α-stable law, where α ∈ (0, 2]. We establish
the absence of a very strong disorder regime - that is, the free energy equals zero at
every temperature - for every disorder distribution. We also prove that a strong disor-
der regime (partition function converging to zero at low temperature) may exist or not
depending on finer properties of the random walk: we establish non-matching necessary
and sufficient conditions for having a phase transition from weak to strong disorder. In
particular our results imply that for this directed polymer model, very strong disorder
is not equivalent to strong disorder, shedding a new light on a long standing conjecture
concerning the original nearest-neighbor DPRE.
1. Introduction
Directed polymer in random environment is a model for elastic molecules interacting
with random impurities. It appeared originally in the physics literature in the study of
the interface for the Ising model [13] and has become an interesting subject of study for
many authors ever since (see [9, 10] for a review on the matter).
Loosely speaking, the model consists on a random walk (of law denoted by P) on
the integer lattice Z1+d, which stretches in the time direction, and interacts with a ran-
dom space-time environment (of law denoted by P) whose intensity is parameterized by
some constant β ≥ 0 (inverse temperature). Given a fixed realization of the environment
(sometimes also referred as the disorder), new weights are assigned to the walks. The
P-expectation of this weight is the partition function of the system and the Liapunov
exponent of this expectation is the quenched free energy (see the formal definitions later).
Most of the literature concerning the study of directed polymers associates it with a
simple symmetric random walk [8, 6, 7, 15] or when the distribution of the increments
belongs to the domain of attraction of an α-stable law for some α ∈ (0, 2] [11, 18, 25].
It is known that there is a phase transition both in the limit of the partition functions and
also in the free energy. In particular, there is a critical value βc below which the sequence
of normalized partition functions has a strictly positive limit P-a.s. (weak disorder), while
above βc the limit is zero P-a.s. (strong disorder). Moreover, there is a second critical
value β¯c below which the quenched free energy is equal to its annealed counterpart, while
above it is strictly smaller than it (very strong disorder). It is not hard to see that βc ≤ β¯c
and a question of interest is whether these critical points are different.
Key words and phrases. polymer model, free energy.
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2 ROBERTO VIVEROS
Informally, in the weak disorder regime, the polymer paths are globally not affected by
the environment, for instance, showing diffusivity when P is the SRW while displaying
localization phenomena and superdiffusivity in the strong disorder regime.
So far, it has been shown that βc = β¯c = 0 for the nearest-neighbor directed polymer
on Zd+1 for d = 1 in [11] and d = 2 in [15], and for the long-range directed polymer
with underlying random walks in the domain of attraction of an α-stable law for some
α ∈ (1, 2] in [16] for d = 1. A second moment computation of the partition function shows
that βc > 0 whenever the random walk is transient [6] (see [23] for a study of the phase
diagram when the environment displays a heavier tails), but the question of whether these
two critical points coincide remains open whenever βc > 0. It has been conjectured that
βc = β¯c.
Our aim in this paper is to examine the case when the exponent of the distribution of
the increments is equal to one. Specifically, for d = 1, assuming that the random walk is
defined as Sn = X1 + ...+Xn, where {Xi : i ∈ N} is a sequence of i.i.d. random variables
(also known as the increments) taking values in Z. We assume that the increments have
symmetric distribution and that for n ∈ Z \ {0} we have
P [X1 = n] =: K(n) =
L(n)
n
, (1.1)
where L(·) is a slowly varying function at ±∞.
Interestingly, the phenomenology in this case is different than what has been seen before.
We show that the quenched free energy is equal to the annealed free energy at every
temperature (β¯c = ∞) and that under some additional hypothesis, the strong regime is
non-trivial (βc <∞), proving that the conjecture cannot hold in complete generality.
The first result is inspired by the work in [3] in which an analogous result is proven,
for the pinning model: the quenched critical point and the annealed one coincide for any
given value of β ≥ 0 when the law of the renewal process τ has loop exponent one, i.e.
P [τ = n] =
L(n)
n
. (1.2)
for some slowly varying function L. We also mention the work in [20] where low disorder
relevance is proven, in the hierarchical pinning model at every temperature, in the b = s
case. These are analogous notions of very strong disorder for the pinning model and the
hierarchical pinning model respectively.
In our second and third results we prove a sufficient and a necessary condition on P
and P for βc < ∞. This has no analogous version for the pinning model, as there is no
notion of weak disorder developed in that context so far.
The organization of the rest of the introduction goes as follows: In the next section we
give the formal definition of the model and state already known facts. Then we present
our results and give some comments on the extra hypothesis needed and methods used in
the proofs.
1.1. Polymer measure. On the space
((
Zd
)N
,P(Zd)⊗N
)
of sequences S := (Sn)n≥0, let
P be a probability measure that satisfies:
S0 = 0,
{Sn − Sn−1}n≥1 is an i.i.d. sequence. (1.3)
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We say that P is a random walk on Zd. Most of the results in the literature assumes that
P is the law of the nearest-neighbor symmetric random walk:
P[S1 = ej ] = P[S1 = −ej ] = 1
2d
, (1.4)
where {e1, ..., ed} is the canonical basis of Rd, but the results stated in this sub-section are
true in the general setting (1.3).
Independently, also consider a set of i.i.d. random variables ω := {ωn,z : n ∈ N, z ∈ Zd},
called the environment, defined on a probability space (Λ,F ,P), that satisfies,
E [exp(βωn,z)] <∞, (1.5)
for any β ∈ R. The polymer measure Pβ,ηN is the probability measure in
((
Zd
)N
,P(Zd)⊗N
)
describe by its Radon-Nikodym derivative with respect to P: For a fixed value of β (called
the inverse temperature) and N ∈ N we let
dPβ,ωN
dP
(S) =
1
Zβ,ωN
exp
(
β
N∑
n=1
ωn,Sn
)
. (1.6)
The positive normalization factor Zβ,ωN (called the partition function) makes P
β,ω
N a prob-
ability measure. Consider the re-normalized partition function
W β,ηN :=
Zβ,ηN
E
[
Zβ,ηN
] . (1.7)
In [6], Bolthausen observed that the sequence {WN ,GN}N∈N is a positive martingale,
where {GN}N≥0 is the filtration defined by GN := σ{ωn,z : 1 ≤ n ≤ N, z ∈ Z}. By the
classical martingale theory, it follows that the limit
W β,ω∞ := lim
N→∞
W β,ωN , (1.8)
exists P-a.s. and is a non-negative random variable. Moreover, the event {W β,η∞ = 0}
belongs to the tail σ-field of {GN , N ≥ 0}. Hence, by Kolmogorov’s 0− 1 Law,
P
{
W β,ω∞ > 0
}
∈ {0, 1}. (1.9)
Following standard terminology we say that we have weak disorder if W β∞ > 0 P-a.s. and
strong disorder if W β∞ = 0 P-a.s. In [8], it is shown that there exists a critical value
βc ∈ [0,∞], depending possibly on the environment distribution, such that there is weak
disorder for β ∈ [0, βc) and strong disorder for β > βc. The quenched free energy is defined
as
F (β) := lim
N→∞
1
N
logZβ,ωN = limN→∞
1
N
E logZβ,ωN . (1.10)
It is known that this limit exists and does not depend on ω (see [7, Proposition 2.5] for the
nearest-neighbor case and [4] for the general case), except on a set of measure zero. By
Jensen’s Inequality we have that F (β) ≤ λ(β), where λ(β) := logE exp(βω) (the annealed
free energy). Also, it is not hard to see that
F (β) < λ(β) =⇒ lim
N→∞
W β,ωN = 0 P− a.s. (1.11)
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Thus, the case p(β) := F (β)− λ(β) < 0 is called the very strong disorder. As a function,
p(·) is continuous and non-increasing. There is a critical value β¯c such that p(β) = 0 if
β ∈ [0, β¯c] and p(β) < 0 if β > β¯c. As noted before, βc ≤ β¯c.
It is conjectured that there is no intermediate phase between weak disorder and very
strong disorder (i.e., βc = β¯c) but so far this has only been proved for the simple symmetric
directed polymer on dimensions d = 1 and d = 2 in which βc = β¯c = 0 [15] and for the
long-range directed polymer where the underlying random walk in the domain of attraction
of an α-stable law for some α ∈ (1, 2] in [25] for d = 1.
1.2. The results. For the rest of the paper, we assume that the law P of the random
walk satisfies (1.1).
Theorem 1.1. Consider the polymer measure (1.6) and assume that the distribution of
the increments satisfies (1.1) and that K(n) > 0 for all n ∈ Z then,
p(β) = 0, (1.12)
for all β ∈ R, which implies that there is no very strong disorder regime.
The extra assumption K(n) > 0 appears only in Lemma 2.1 and is not really necessary.
It is used to avoid technical details that are not part of the main ideas of the proof.
The result of the first theorem contrasts with the cases that have been studied before,
in particular, in the α-stable case, p(β) < 0 for sufficiently large β [11, Proposition 5.1].
The next result gives a sufficient condition for which βc <∞ which means there is a strong
disorder phase. Important quantities here are the entropy −∑n∈ZK(n) logK(n) of the
walk and the mass on the essential supremum of the marginal distribution of ωn,z.
Theorem 1.2. If the distributions of the increments and the environment satisfy
βλ′(β)− λ(β) >
∑
n∈Z
K(n) log
1
K(n)
, (1.13)
then
W β,ω∞ = 0 P− a.s.
In particular if limβ→∞ βλ′(β)− λ(β) =∞ then∑
n∈Z
K(n) log
1
K(n)
<∞ ⇒ βc <∞. (1.14)
Note that the condition (1.13) appears in [11, Proposition 5.1] (which studies the case
of polymer based on α stable walks) as a sufficient condition to have very strong disorder
(p(β) < ∞). However here very strong disorder cannot hold in our case (since it would
contradict Theorem (1.1)) and the criterion (1.13) emerges from a proof which is of a
different nature than the (fractional moment based) one in [11, Proposition 5.1].
Setting s = ess sup{ω}, we have that log 1P[η=s] >
∑
n∈ZK(n) log
1
K(n) implies that
βc <∞ as
lim
β→∞
βλ′(β)− λ(β) = log 1
P [η = s]
. (1.15)
This known property of the exponential moments is proven in the Appendix for complete-
ness. (Lemma A.1). The assumption limβ→∞ βλ′(β)−λ(β) =∞ is equivalent to say that
ω is either unbounded or almost surely does not attain its essential supremum.
We note that the condition limβ→∞ βλ′(β)− λ(β) =∞ is necessary to have (1.14). To
illustrate our point let us consider the case of the Bernoulli environment with parameter
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p. Then there is weak disorder for all β, if p is sufficiently close to one. More specifically,
as shown in [11], a sufficient condition for which the sequence of polymer measures W β,ωN
is uniformly bounded in L2 for all β (which implies weak disorder) is that
p > P⊗P′ [∃n ≥ 1 : Sn = S′n] ,
where S, S′ are two independent walks.
Assuming that the environment is unbounded, Theorem 1.2 permits to conclude that if
for some α < −1,
K(n) ≤ (log log n)
α
n(log n)2
, (1.16)
for all n sufficiently large, the polymer presents a strong disorder phase. More importantly
it provides an example of a directed polymer model for which the two critical points do
not coincide (βc < β¯c). To our knowledge, the existence of such a setup was not predicted
in the literature, and while it is not invalidating the conjecture concerning the nearest
neighbor model, it sheds a new light on it.
In opposition, in the next theorem, we show that under some extra assumptions, if
α > 1 in (1.16), then there is no strong disorder phase.
Theorem 1.3. Under the following conditions on the law of the increments:
(a) K(·) is unimodal and symmetric around 0,
(b) For some α < −1,
K(n) ≥ (log log n)
α
n(log n)2
, (1.17)
for all n sufficiently large,
(c) and
P [X1 ∈ (sn, 2nsn)]
P [X1 ≥ sn] ≤
1
nγ
, (1.18)
where γ >
1
2
and
sn := min
{
s ∈ N : P [X1 ≥ s] ≤ (log n)
2
n
}
, (1.19)
for all n sufficiently large,
then, βc =∞.
Condition (c) might seem artificial at first sight but it is satisfied by most distribution
with sufficiently regular tails, as P [X1 ≥ n] = L(logn)(logn)α where α ≤ 1 or P [X1 ≥ n] =
L(log logn)
(log logn)β
where β > 0 and L a slowly varying function.
1.3. Conjecture and future research directions. At the present moment we are not
able to answer whether a strong disorder phase exists if α ∈ [−1, 1] and K(n)  c(log logn)α
n(logn)2
although we believe that the condition (1.13) on the entropy might be necessary to the
existence of the strong disorder phase. Let us make this point more precise.
Conjecture 1.4. Assuming that the environment is unbounded from above, we have the
following equivalence
βc <∞ ⇔
∑
n≥1
K(n) log
1
K(n)
<∞. (1.20)
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2. Lower bound for the free energy
Idea of the proof.
As we said before, our proof shares some ideas with [3]. Specifically, since P [X1 ≥ n]
is a slowly varying function of n, the longest of the first m excursions typically has length
greater than any power of m. This enables the polymer to travel further distances, avoid-
ing some regions of insufficiently unfavorable values at low cost. With this in mind, we
partition the environment into rectangles of size N × 2N2, where N is a scaling factor
and restrict attention to the ones whose higher values contributes more to the partition
function. Roughly speaking, the partition function, when restricted to a good rectangle,
has a value higher than some appropriate threshold. Further we will lower bound the
partition function by considering paths that only travel through these good rectangles. In
Lemma 2.1 we will lower bound the probability of a path to stay inside a rectangle and in
Lemma 2.2, we control the cost of jumping to a good rectangle. In the proof we make an
energy-entropy balancing of the paths that travel only through good rectangles.
Proof of Theorem 1.1. Fix ε > 0 arbitrarily small and let N = N(β, ε) ∈ N be a scaling
factor whose value is defined later. Consider the following collection of disjoint rectangles
∪(i,j)∈Z2Ri,j = Z2, each one of size N × 2N2, defined as
Ri,j :=
{
(x, y) ∈ Z2 : iN + 1 ≤ x ≤ (i+ 1)N, (2j − 1)N2 ≤ y < (2j + 1)N2} . (2.1)
In order to lower bound the free energy, we consider only paths that visit rectangles which
contribute the most to the partition function. Consider the following restricted version of
the normalized partition function to the rectangle Ri,j :
W˜N (i, j) := E
2jN2
[
exp
(
N−1∑
k=0
βωiN+k+1,2jN2+Sk − λ(β)
)∣∣∣∣∣S ∈ AN
]
, (2.2)
where we define AN as the event,
AN :=
{
(Sk)
N
k=0 : SN−1 = S0, |Sk − S0| < N2 for 0 ≤ k < N
}
. (2.3)
Paths considered in the expectation above start at (iN + 1, 2jN2) and remain inside the
rectangle until ending up at the vertex ((i+1)N, 2jN2). Notice that by the i.i.d. structure
of the environment,
{
W˜N (i, j) : (i, j) ∈ Z2
}
is an i.i.d. collection of random variables with
E
[
W˜N (i, j)
]
= 1. (2.4)
Depending on the environment’s realization, we say that a rectangle Ri,j is η−good when
W˜N (i, j) ≥ η, (2.5)
for some constant η > 0. Let pη be the probability of a rectangle to be η−good. Given a
realization of the environment, let us define the random sequence {J−1, J0, J1, ...} induc-
tively: Let J−1 = 0 and for i ≥ 0,
Ji = min {j > Ji−1 : Ri,j is η-good} . (2.6)
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Figure 1. A path that belongs to ΞNm, after visiting the last site of the good rectangle
R(i− 1, Ji−1), jumps to the site (iN, 2JiN2) of the first good rectangle R(i, Ji) from the
next column.
We lower bound the partition function W β,ωNm by considering trajectories that only visit
good rectangles. Specifically, let us consider the trajectories (Sk)
Nm
k=0 that belong to ΞNm
where
ΞNm :=
{
(Sk)
Nm
k=0 : SiN+1 = S(i+1)N = 2JiN
2, |SiN+k − SiN | < N2, for 0 ≤ i < m, 1 ≤ k < N
}
.
(2.7)
In other words, when considering the graph of these paths, in Z2, they do the following
• Starting from (0,0), they jump to the site (1, 2J0N2) and remain inside R0,J0 until
the ending up at the site (N, 2J0N
2).
• Inductively for 1 ≤ i < m, after visiting the last site of Ri−1,Ji−1 , they jump
to the site (iN + 1, 2JiN
2) and remain inside Ri,Ji until ending up at the site
((i+ 1)N, 2JiN
2).
Let W β,ωNm (ΞNm) be the partition function restricted to the trajectories that belong to
ΞNm. By the Markov Property
W β,ωNm (Ξ) =
m−1∏
i=0
P
[
X1 = 2(Ji − Ji−1)N2
]
W˜ (i, Ji)P [AN ] . (2.8)
We then have that
1
Nm
logW β,ωNm ≥
log η
N
+
1
Nm
m−1∑
i=0
logK(2(Ji − Ji−1)N2) + logP [AN ]
N
. (2.9)
Letting m→∞, the left hand side of (2.9) converges to the free energy. Notice that since
the events {
Ri,j is η − good : (i, j) ∈ Z2
}
(2.10)
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are independent, {Ji − Ji−1 − 1}i≥0 is an i.i.d. collection of random variables. Therefore,
by the Law of Large Numbers,
lim
m→∞
1
m
m−1∑
i=0
logK(2(Ji − Ji−1)N2) = E
[
logK(2J0N
2)
]
= E
[
log
L(2J0N
2)
2J0N2
]
. (2.11)
Let
CL,ε := inf {xεL(x) : x ≥ K} > 0, (2.12)
for some K = K(ε) > 0 sufficiently large. Then, assuming 2N2 ≥ K we have, by Jensen’s
Inequality,
E
[
log
L(2J0N
2)
2J0N2
]
≥ E
[
log
CL,ε
(2J0N2)1+ε
]
≥ log CL,ε
(2N2)1+ε
− (1 + ε) logE [J0] . (2.13)
As J0− 1 is a geometric random variable with parameter pη, we have that E [J0] = 1pη + 1.
Then,
p(β) ≥ log η
N
+
1
N
log
CL,ε
(2N2)1+ε
− (1 + ε)
N
log
(
1
pη
+ 1
)
+
logP [AN ]
N
. (2.14)
Let us state the following two lemmas, whose proofs are presented at the end of the
section. The first one is a straightforward lower bound for P [AN ]. The second one is
more subtle and shows that we can choose a suitable value for η such that it compensates
the cost pη of the jump. We use these to bound
logP[AN ]
N and
log η
N − (1+ε)N log
(
1
pη
+ 1
)
respectively.
Lemma 2.1. With AN defined in (2.3) we have
lim
N→∞
logP [AN ]
N
= 0. (2.15)
Lemma 2.2. There exists η ∈ [1/2, eCβN ] such that pη ≥ cη(2+log η)2 , where c and Cβ are
constants, the last one depending only on β.
Let us finish the proof of the theorem using the lemmas above. As pη ≥ cη(2+log η)2 ,
p(β) ≥ log η
N
+
1
N
log
CL,ε
(2N2)1+ε
+
1 + ε
N
(log c− log η − 2 log(2 + log η)) (2.16)
− 1 + ε
N
log 2 +
logP [AN ]
N
. (2.17)
Since η ∈ [1/2, eCβN ] we obtain,
p(β) ≥ −εCβ + 1
N
log
CL,ε
(2N2)1+ε
+
1 + ε
N
(− log c− 2 log(2 + CβN)) (2.18)
− 1 + ε
N
log 2 +
logP [AN ]
N
. (2.19)
which can be made arbitrarily small by choosing ε sufficiently small and N sufficiently
large. 
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Proof of Lemma 2.1. Notice that
P [AN ] ≥ P [|X1| < N, ..., |XN−2| < N,SN−1 = 0]
= E
[
1{|X1|<N}...1{XN−2<N}E
SN−2 [X1 = 0]
]
≥ CL,ε
N2+ε
E
[
1{|X1|<N}...,1{|XN−2|<N}
]
.
(2.20)
In the last inequality we use (2.12) (if the last jump XN−1 is smaller than K its probability
can be lower bounded by a positive constant). Finally,
P [AN ] ≥ CL,ε
N2+ε
(1−P [X1 ≥ N ])N−2 , (2.21)
which implies
logP [AN ]
N
≥ 1
N
log
(
CL,ε
N2+ε
)
+
N − 2
N
log (1−P [X1 ≥ N ]) , (2.22)
which converges to 0 as N →∞. 
Proof of Lemma 2.2. Let us denote by W˜ a random variable that has the same distribution
as W˜N (i, j). Notice that, as EW˜ = 1,
1
2
EW˜ ≤ E
[
W˜1{W˜> 12EW˜}
]
≤
∞∑
n=0
E
[
2n1{2n−1≤W˜}
]
. (2.23)
Using the fact that
∑∞
n=0
1
(n+1)2
= pi
2
6 , we obtain
3
pi2
∞∑
n=0
1
(n+ 1)2
≤
∞∑
n=0
E
[
2n1{2n−1≤W˜}
]
. (2.24)
We now may define n0 ≥ 0, as the smallest integer such that
3
pi2
1
(n0 + 1)2
≤ 2n0P
[
2n0−1 ≤ W˜
]
. (2.25)
Letting η = 2n0−1 this implies that,
pη ≥ 3
pi2
2−n0
(n0 + 1)2
. (2.26)
On the other hand, by computing the second moment of W˜ and considering S′ as and
independent copy of S we obtain
E
[
W˜ 2
]
= E
[
E⊗2
[
exp
(
N−1∑
k=0
βωi,Si + βωi,S′i − 2λ(β)
)∣∣∣∣∣S, S′ ∈ AN
]]
= E⊗2
[
exp
(
(λ(2β)− 2λ(β))
N−1∑
k=0
1{Si=S′i}
)
1{S,S′∈AN}
]
P [AN ]2
≤ exp ((λ(2β)− 2λ(β))N) ,
(2.27)
We lower bound the expectation above as
E
[
W˜ 2
]
≥ 22(n0−1)P
[
2n0−1 ≤ W˜
]
. (2.28)
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By Equations (2.25) and (2.28) we get
3
pi2
1
(n0 + 1)2
≤ 2n0 exp((λ(2β)− 2λ(β))N)2−2(n0−1), (2.29)
which implies
2n0
(n0 + 1)2
≤ 4pi
2
3
exp((λ(2β)− 2λ(β))N). (2.30)
Let N0 ∈ N be such that if n > N0 then (3/2)n ≤ 2n(n+1)2 . Then either n0 ≤ N0 ≤ N by
taking N sufficiently large, or
n0
N
log(3/2) ≤ λ(2β)− 2λ(β) + log(4pi
2/3)
N
, (2.31)
which finishes the proof of the lemma. 
3. Strong Disorder for small temperature
In this Section we show that under the assumptions of Theorem 1.2, the polymer mea-
sure has a strong disorder phase, for large enough β. Along with Theorem 1.1, this allows
us to construct a family of polymer measures in which there is a strong disorder phase
with p(β) = 0.
3.1. Size Biasing. Notice that since
E
[
W β,ωN
]
= 1, (3.1)
there exists a well defined probability measure P˜βN , called the size biasing measure,
absolutely continuous with respect to P such that
dP˜βN
dP
= W β,ωN . (3.2)
The following result states that a sequence of positive, mean one random variables, con-
verges to 0, if and only if it converges to infinity, in probability, under the size biazed
distribution. This gives us a condition for which strong disorder holds, in terms of the size
biasing measure.
Lemma 3.1. Let {W1,W2, ...} be a sequence of positive random variables with E [XN ] = 1
for all N . The following are equivalent:
•
lim
N→∞
WN = 0, (3.3)
P−a.s.
• For all L > 0,
lim
N→∞
P˜N [WN ≥ L] = 1. (3.4)
where the size biased measure P˜ is defined by its Radon-Nikodym derivative with
respect to P,
dP˜N
dP
= WN . (3.5)
Proof. See [17, Proposition 4.2]. 
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As in [?], we give the following description of the size-biasing measure. Consider an
i.i.d. set of random variables ω˜ = {ω˜n,z : n ∈ N, z ∈ Z} from a probability space (Λ˜, F˜ , P˜)
of distribution given by:
P˜ (ω˜1,0 ∈ ·) = E
[
eβω1,0−λ(β)1{ω1,0∈·}
]
. (3.6)
For a fixed path S, and a given realization of the environments {ωn,z : n ∈ N, z ∈ Z} and
{ω˜n,z : n ∈ N, z ∈ Z}, we define {ω̂Sn,z : n ∈ N, z ∈ Z} as:
ω̂Si,z := ωi,z1{z 6=Si} + ω˜i,z1{z=Si}. (3.7)
One can see that for any bounded continuous function F : R→ R,
E˜βN [F (ω)] = E⊗ E⊗ E˜
[
F (ω̂S)
]
, (3.8)
as the change of measure induced by the density,
dP˜β,SN
dP
= exp
(
N∑
k=1
βωi,Si − λ(β)
)
, (3.9)
retains the independence of the elements of the environment but tilts the distribution of
the ones that belong to the graph of S by a factor of exp (βω − λ(β)). This implies that,
given Lemma 3.1, the following is sufficient to prove Theorem 2.
Proposition 3.2. If
−
∑
n≥1
K(n) logK(n) < βλ′(β)− λ(β) (3.10)
for some β > 0 (in particular, −∑n≥1K(n) logK(n) <∞), then sequence {W β,ω̂SN }
N≥1
converges to infinity P⊗ P⊗ P˜-a.s.
Proof. Let us write
W β,ω̂
S
N = E
′
[
exp
(
N∑
k=1
βω̂Sk,S′k
− λ(β)
)]
, (3.11)
where (P′, S′) is an independent copy of (P, S). Then
W β,ω̂
S
N ≥ P′
[
S′1 = S1, ..., S
′
N = SN
]
exp
(
N∑
k=1
βω̂Sk,Sk − λ(β)
)
(3.12)
=
N∏
k=1
K(Xk) exp (βω˜k,Sk − λ(β)) , (3.13)
Since it suffices to show that limN logW
β,ω̂S
N →∞, we are left with proving that
lim
N→∞
N∑
k=1
(logK(Xk) + βω˜k,Sk − λ(β))→∞, (3.14)
P⊗P˜-a.s. Notice that, if hβ := E⊗E˜ [logK(Xk) + βω˜k,Sk − λ(β)] > 0, then (3.14) is a con-
sequence of the Law of Large Numbers, applied to the i.i.d. sequence {logK(Xk) + βω˜k,Sk − λ(β)}k≥1
as
lim
N→∞
∑N
k=1 (logK(Xk) + βω˜k,Sk − λ(β))
N
= hβ, (3.15)
12 ROBERTO VIVEROS
P⊗ P˜-a.s. This is a direct consequence of the assumption of the proposition as
E⊗ E˜ [logK(Xk) + βω˜k,Sk − λ(β)] = E [logK(Xk)] + E˜ [βω˜ − λ(β)]
=
∑
n∈Z
(K(n) logK(n)) + βλ′(β)− λ(β). (3.16)

4. No strong disorder case
In this section, we prove Theorem 1.3. In the proposition below we use the size biased
measure description from the previous section to show that the sequence {WN}, under the
sized biased measure, is tight (which is equivalent to proving that {WN} is uniformly inte-
grable). This proves that weak disorder holds at every temperature, under the conditions
on the increments distribution.
Proposition 4.1. Under the conditions of Theorem 1.3,
lim
N→∞
PP⊗ P˜
[
W β,ω̂N ≥ L
]
6= 1, (4.1)
for some L sufficiently large.
Proof. The idea for this proof is to fix a path S and average with respect to the other
variables, then show that the resulting sequence is uniformly bounded. By Markov’s
Inequality and Fubini’s Theorem we have,
P⊗ P˜
[
W β,ω̂N ≥ L
]
≤ 1
L
E⊗ E˜
[
E′
[
exp
(
N∑
n=1
β
(
ωi,S′i1{Si 6=S′i} + ω˜i,S′i1{Si=S′i}
)
− λ(β)
)]]
=
1
L
E′
[
F (β)|S
N
1 ∩S′N1 |
]
,
(4.2)
where we write
W β,ω̂N = E
′
[
exp
(
N∑
n=1
(
βωi,S′i1{Si 6=S′i} + ω˜i,S′i1{Si=S′i}
)
− λ(β)
)]
(4.3)
with (P′, S′), an independent copy of (P, S), F (β) := E˜ [exp (βω˜ − λ(β))] and
Snm := {(i, Si) : m ≤ i ≤ n} . (4.4)
Notice that it suffices to show that there exists some constant K∞ > 0 such that
P
[
E′
[
F (β)|S
N
1 ∩S′N1 |
]
≤ K∞
]
≥ 1/2, (4.5)
since we might have
PP⊗ P˜
[
Zβ,ω̂N ≥ L
]
≤ K∞
L
+ 1/2, (4.6)
which proves (4.1) by taking L large enough. On the other hand, by considering the last
time the paths S and S′ intersect, we have
E′
[
F (β)|S
N
1 ∩S′N1 |
]
=
N∑
n=0
E′
[
F (β)|S
n
1 ∩S′n1 |1{S′n=Sn}1{SNn+1∩S′Nn+1=∅}
]
≤
N∑
n=0
F (β)nP′
[
Sn = S
′
n
] (4.7)
DIRECTED POLYMER FOR VERY HEAVY TAILED RANDOM WALKS 13
In the second line, we use that F (β) ≥ 1. In fact, as we mentioned before, if the distribution
of ω is unbounded, F (β) → ∞ as β → ∞ (see Lemma A.1). To finish the proof we use
two lemmas stated below. The first one is Theorem 2.1 from [19] and states that the
independent sum of two symmetric unimodal distributions is again unimodal. This implies
that the distribution of Sn is also symmetric and unimodal and that
P′
[
Sn = S
′
n
] ≤ 1|Sn| . (4.8)
In the second lemma below, we show that Sn grows faster that any exponential, eventually
almost surely. Here we use the crucial fact that α > 1, the lemma being false otherwise.
This implies that there exists KS > 0, that might also depend on β, such that
∞∑
n=0
F (β)n
1
|Sn| < KS . (4.9)
This is sufficient to obtain (4.5) and conclude the proof of the theorem. 
Lemma 4.2. Given {X1, X2, ...} i.i.d. integer valued random variables, and the distribu-
tion of X1 being unimodal and symmetric, then the distribution of Sn = X1 + ... + Xn is
also unimodal and symetric and
P [Sn = x] ≤ 1|x| , (4.10)
for any x ∈ Z.
Proof. In [19], they show that the sum of two independent unimodal and symmetric ran-
dom variables is also unimodal and symmetric. For (4.10), notice that
1 ≥
∑
0≤y≤x
P [Sn = y] ≥ xP [Sn = x] . (4.11)

Lemma 4.3. Given {X1, X2, ...} i.i.d. integer valued random variables and assuming that
the distribution of X1 satisfies
P [X1 ≥ n] ≥ C(log log n)
α
log n
, (4.12)
for α > 1, C > 0 and
P [X1 ∈ (sn, 2nsn)]
P [X1 ≥ sn] ≤
1
nγ
, (4.13)
where γ >
1
2
and
sn := min
{
s ∈ N : P [X1 ≥ s] ≤ (log n)
2
n
}
, (4.14)
for all n sufficiently large, then for all constant K > 0,
|Sn| > Kn, (4.15)
for all paths S, eventually for all n large enough, P-a.s.
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Proof. Given the first increments {X1, ..., Xn}, let X(n)n and X(n−1)n be the highest and
second highest values among {|X1|, ..., |Xn|}. The proof of the lemma relies on two facts:
the maximum X
(n)
n satisfies (4.15), i.e.,
X(n)n > K
n, (4.16)
eventually P− a.s., and that X(n)n and Sn have roughly the same order, since
X(n−1)n ≤
1
2n
X(n)n , (4.17)
for some constant δ > 0, eventually P− a.s. In fact, inequalities (4.16) and (4.17) imply,
|Sn| ≥ X(n)n − (n− 1)X(n−1)n ≥ X(n)n −
(n− 1)
2n
X(n)n ≥
1
2
Kn, (4.18)
eventually P− a.s. To show (4.16), observe that
P
[
X(n)n ≤ Kn
]
= (1−P [X1 > Kn])n ≤
(
1− CK(log n)
α
n
)n
≤ e−CK(logn)α , (4.19)
for some constant CK > 0, which by Borel-Cantelli’s Lemma, implies (4.16). For (4.17)
we have that, for s ≤ t ∈ N
P
[
X(n−1)n = s,X
(n)
n = t
]
≤
(
n
2
)
P [X1 ≤ s]n−2P [X1 = s]P [X1 = t] . (4.20)
Then,
P
[
X(n−1)n >
1
2n
X(n)n
]
≤
∞∑
s=0
(
n
2
)
P [X1 ≤ s]n−2P [X1 = s]P [X1 ∈ (s, 2ns)] . (4.21)
We split the last sum into two parts. The sum up to s = sn − 1 can be bounded by
sn−1∑
s=0
(
n
2
)(
1− (log n)
2
n
)n−2
P [X1 = s] ≤ C ′n2e−(logn)2 . (4.22)
The second part of the sum can be bounded by
∞∑
s=sn
(
n
2
)
P [X1 = s]P [X1 ∈ (sn, 2nsn)] ≤ n
2P [X1 ≥ sn]2
nγ
≤ (log n)
4
nγ
. (4.23)
Unfortunately, the last inequality is not enough to directly conclude (4.16) by Borel-
Cantelli’s Lemma, as γ might be smaller or equal that 1. In order to overcome this, let us
consider {Ui : i ∈ N} a sequence of independent, Uniform-[0, 1] random variables, and let us
couple the i.i.d. sequence {|X1|, |X2|, ...} with the sequence
{
F−1(U1), F−1(U2), ...
}
, where
F is the cumulative distribution function F (x) := P [|X1| ≤ x] and F−1, the generalized
inverse distribution function, defined as
F−1(p) = inf{x ∈ R : F (x) ≥ p}, (4.24)
for p ∈ [0, 1]. As before, let us denote by U (n)n and U (n−1)n , the highest and second
highest values among {U1, ..., Un}. In particular, this implies that X(n)n = F−1(U (n)n ) and
X
(n−1)
n = F−1(U
(n−1)
n ). Consider the random variable τ
(1)
n , as the first time after n, such
us the second maximum U
(k−1)
k needs to be updated, i.e.,
τ (1)n := min
{
k > n : Uk > U
(n−1)
n
}
. (4.25)
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and analogously, let τ
(2)
n be the second time after n, such us the second maximum is
updated:
τ (2)n := min
{
k > τ (1)n : Uk > U
(τ
(1)
n −1)
τ
(1)
n
}
. (4.26)
Define the events
B :=
{
X(n)n > K
n, for all n sufficiently large
}
, (4.27)
C :=
{
X
(n2−1)
n2
≤ 1
2n2
X
(n2)
n2
, for all n sufficiently large
}
, (4.28)
and
D :=
{
τ
(2)
n2
≥ (n+ 1)2, for all n sufficiently large
}
. (4.29)
We show that on the intersection of the three events, Inequality (4.15) holds. In fact,
on B ∩ C we have that |Sn2 | ≥ 12Kn
2
for all n large enough. By intersecting with the
event D we have that between n2 and (n+ 1)2, the second maximum is updated at most
one time. This implies that for all t ∈ (n2, (n + 1)2), the pair
(
X
(t−1)
t , X
(t)
t
)
is either(
X
(n2−1)
n2
, X
(n2)
n2
)
or
(
X
((n+1)2−1)
(n+1)2
, X
((n+1)2)
(n+1)2
)
. If it is equal to
(
X
(n2−1)
n2
, X
(n2)
n2
)
we have
that
|St| ≥ X(n
2)
n2
− (t− 1)X(n2−1)
n2
≥ X(n2)
n2
− (n+ 1)
2 − 1
2n2
X
(n2)
n2
≥ 1
3
Kt. (4.30)
If it is equal to
(
X
((n+1)2−1)
(n+1)2
, X
((n+1)2)
(n+1)2
)
we obtain
|St| ≥ X((n+1)
2)
(n+1)2
− (t− 1)X((n+1)2−1)
(n+1)2
≥ X((n+1)2)
(n+1)2
− (n+ 1)
2 − 1
2(n+ 1)2
X
((n+1)2)
(n+1)2
≥ 1
2
Kt. (4.31)
To finish the proof of the lemma we verify that the three events have probability one.
P [B] = 1 was already shown in (4.18). As γ > 1/2, the upper bound obtained in (4.23)
suffices to obtain that P [C] = 1. As for D we have
P
[
τ
(2)
n2
< (n+ 1)2
]
≤ P
[
∃i, j ∈ (n2, (n+ 1)2) : Ui > U (n
2−1)
n2
, Uj > U
(n2−1)
n2
]
≤ (2n)2P
[
Un2+1 > U
(n2−1)
n2
]2 (4.32)
Since Un2+1 and U
(n2−1)
n2
are independent, their joint distribution can be computed explic-
itly [12]. This yields
P
[
Un2+1 > U
(n2−1)
n2
]
=
∫ 1
0
∫ 1
0
n2(n2 − 1)un2−2(1− u)1{v>u}dvdu =
2
n2 + 1
, (4.33)
which proves the lemma. 
Appendix A. Properties of the exponential moment
Lemma A.1. Let ω be a random variable with E
[
eβω
]
<∞ for all β > 0, s = ess sup ω
and λ(β) := logE
[
eβω
]
.
a) Let K < s, then
lim
β→∞
P˜β [ω˜ < K]→ 0, (A.1)
b) limβ→∞ λ′(β) = s,
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c) limβ→∞ βλ′(β)− λ(β) = − logP [η = s] .
Proof. The idea for this proof is that the sequence of measures Pβ, induced by the density
dP˜β
dP
= eβω−λ(β), (A.2)
tend to put all the mass on the essential supremum s of ω, as β →∞.
a) Let K ′ > 0 such that K < K ′ < s. Then P [ω > K ′] = δ > 0 and
P˜β [ω˜ < K] =
E
[
eβω1{ω<K}
]
E [eβω]
≤ e
βK
E
[
eβω1{ω>K′}
] ≤ e−β(K′−K)
δ
→ 0, (A.3)
as β →∞.
b) Assume s <∞ for the rest of the proof. The case s =∞ is analogous. Fix ε > 0.
Let K > 0 such that 0 < s−K < ε. Notice that λ′(β) = E˜β [ω˜] = E [ωeβω−λ(β)] ≤
s and
E˜β [ω˜] ≥ E˜β [ω˜1{ω˜≥K}] ≥ (s− ε)P [ω˜ ≥ K] ≥ (s− ε)(1− ε), (A.4)
for some large enough β, by the previous item. This proves b).
c) Given ε > 0, let K > 0 such that 0 < s −K < ε and P [ω ≥ K] ≤ P [ω = s] + ε.
Then,
eβs−λ(β) (P [ω = s] + ε) ≥ E
[
eβω−λ(β)1{ω≥K}
]
= P˜β [ω˜ ≥ K]
≥ eβK−λ(β)P [ω ≥ K] ≥ eβ(s−ε)−λ(β)P [ω = s] .
(A.5)
Applying logarithms and taking β →∞ we obtain
lim
β→∞
βs− λ(β) = − logP [ω = s] , (A.6)
which proves c).

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