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In this paper, linear second-order systems with asymmetric oefficient matrices 
are considered. Conditions for symmetrizability of these systems are presented. 
When a system can be transformed into one with symmetric coefficients matrices, 
an effective procedure is given to realize the transformation. 6 1990 Academw 
Press. Inc. 
1. INTRODUCTION 
Several researchers have studied nonconservative systems whose 
(linearized) equation of motion is given by 
Mi(t) + G(t) + Kx(t) =f(t), t30, (1.1) 
where for all t >, 0, x(t) is the n-dimensional vector of generalized 
coordinates, f(t) is the n-dimensional vector of generalized forces, and the 
coefficient matrices M, C, and K are n x II real constant matrices with no 
specific symmetry or definiteness property. For instance, Wahed and 
Bishop [l] and Fawzy and Bishop [2] derived expressions for the 
response of the system represented by (1.1) due to different external excita- 
tions f; in their study they introduced the concept of eigenvectors and 
eigenrows corresponding to the system (1.1). Fawzy [3] studied orthogo- 
nality of generally normalized eigenvectors and eigenrows corresponding to 
the system (1.1). Fawzy and Bishop [4] studied the nature of resonance of 
nonconservative systems uch as ships and aircraft whose models are given 
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by (1.1). Bishop and Price [S] examined the response of an elastic ship 
modeled by (1.1) to waves. 
The system (1.1) is said to be symmetrizable if and only if there exists a 
linear change of coordinates 
x(t) = Tq(t), t 2 0, (1.2) 
such that when (1.2) is applied to (l.l), the system can be represented by 
q(t) + C.sdt) + Kdt) = g(t), t > 0, (1.3) 
where C, and K, are n x II real symmetric matrices. In (1.2), T is an n x n 
real matrix and q(t) is an n-dimensional vector for all t 3 0. The 
symmetrized system represented by (1.3) can be studied more conveniently. 
Symmetrizable systems have been considered by several researchers. For 
instance, Huseyin and Leipholz [6] and Huseyin [7] considered the 
system (1.1) with C = 0; by applying a change of coordinates to the system 
equation, they obtained an equivalent system representation in which the 
coefficient matrices are symmetric. More recently, Inman [S], Ahmadian 
and Chou [9], and Pommer and Kliem [lo] considered the system (1.1 ), 
and gave conditions under which the system is symmetrizable. Further- 
more, results on stability and instability of the symmetrizable systems in 
terms of the coefficient matrices M, C, and K are given by Inman [S]. 
Ahmadian and Inman [ 1 l] gave conditions under which the symme- 
trizable systems are underdamped, critically damped, or overdamped. 
In this paper, we give easy-to-check conditions under which the system 
(1.1) is symmetrizable; a necessary and sufficient condition for 
symmetrizability of the system (1.1) is given by Inman [S] which cannot 
be checked easily. The organization of the paper is as follows. In Section 2, 
we briefly review symmetrizable matrices, and give a systematic factoriza- 
tion technique for symmetrizable matrices to the product of two real 
symmetric matrices. In Section 3, we state the assumptions on the system 
and give a sufficient condition for symmetrizability of the system. In 
Section 4, we give a necessary and sufficient condition for symmetrizability 
of the system. Furthermore, we specify the appropriate change of 
coordinates (1.2) for the symmetrizable systems by giving a formula for T. 
In Section 5, we give two examples to illustrate the theory expounded in 
this paper. 
2. SYMMETRIZABLE MATRICES 
In this section, we briefly restate some results from matrix theory. It is 
well known that any real square matrix can be factored as the product of 
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two symmetric matrices, one of which is nonsingular (see, e.g., Frobenius 
[ 121, Taussky [ 131, Parlett [ 143). Hence, any real square matrix F can be 
represented by 
F= F,F,, (2.1) 
where F,= Ff and F, = FrT are real square matrices (FT denotes the 
transpose of the matrix F,). Parlett [14, p. 3041 has explained how a real 
square matrix can be systematically factored as the product of two 
symmetric matrices. The choice of FI and F, is not unique. Having one of 
the factors positive definite leads us to the following definition (see, -e.g., 
Taussky [ 131): A real square matrix F is said to be symmetrizable if and 
only if it can be factored as the product of two symmetric matrices, one of 
which is positive definite. Characterization of symmetrizable matrices has 
been given by Taussky [13] and is as follows: Let F be a real square 
matrix; then the following statements are equivalent, 
(i) F is symmetrizable; 
(ii) F is similar to a symmetric matrix, via a positive definite 
transformation; 
(iii) F has real eigenvalues and a full set of eigenvectors. 
For a symmetrizable matrix F, we adopt the factorization by Parlett 
[14]; hence F can be represented by (2.1) with either 
or 
F1 = SST, F,=TTASpl, (2.2) 
FI = SAS’, F,= (SST)-‘, (2.3) 
where S is a nonsingular matrix whose columns are the eigenvectors of F, 
and n is the diagonal Jordan form of F. By S’ we denote the inverse of 
the matrix S, and by ST the transpose of the inverse of S. Clearly, F, and 
F, in (2.2) and (2.3) are symmetric, and SST in (2.2) is positive definite; 
(SST))’ in (2.3) is positive definite as well (inverse of any positive definite 
matrix is positive definite). We denote a positive definite matrix F by F > 0. 
With this prelude, we proceed to examine symmetrizability of asym- 
metric dynamical systems. 
3. SYMMETRIZABILITY OF SYSTEMS 
In this section, we state the assumptions on the coefficient matrices of the 
system ( 1.1) and address a few aspects of symmetrizability of the system. 
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We assume that C # 0 and K # 0, and that 
(Al) M is invertible; 
(A2) M-‘C and M-‘K are symmetrizable, i.e., 
MP’C=B=BB I r, (3.la) 
M-‘K=C=CC 1 r> (3.lb) 
where B,, B,, CI, and C, are real symmetric matrices, and at least one of 
the factors of both B and C is positive definite. 
Having B and C defined by (3.1), we write (1 .l) as 
i(t) + Bi(t) + Cx(t) = MP’f(r), t 2 0. (3.2) 
Inman [S] has shown that if C = rM + sK for some real numbers r and 
s, then the system (1.1) is symmetrizable. We generalize the result obtained 
by Inman [S] in the following. 
THEOREM 3.1. Let the coefficient matrices of the system (1.1) satisfy 
(Al ) and (A2). If BC = CB, where B and C are given by (3.1), then the 
system (1.1) is symmetrizable. 
Proof: The matrices B and C are symmetrizable, and hence are 
diagonalizable. Two diagonalizable matrices B and C can be diagonalized 
simultaneously by a single transformation if and only if BC= CB (see, e.g., 
Drazin et al. [15], Horn and Johnson [16]). Suppose that BC= CB, and 
let V denote the matrix whose columns are the eigenvectors of C. Applying 
the change of coordinates 
x(t) = Vq(t), t 2 0, (3.3) 
to (3.2) and multiplying the resulting equation by V-i, from the left; we 
obtain an equation such as (1.3) in which the coefficient matrices are real 
and diagonal. 1 
Remarks. (1) When Theorem 3.1 is applicable, the system (1.1) can be 
transformed to a system of n decoupled second-order differential equations. 
Note that Theorem 3.1 gives a necessary and sufficient condition for 
decoupling of a system such as (1.1 ), satisfying (Al ) and (A2), to a system 
of n decoupled differential equations with real coefficients. 
(2) Theorem 3.1 generalizes the result obtained by Inman [8], 
because if C = rM + sK or B= t-l, + SC (I, denotes the n x n identity 
matrix) for some real numbers r and s, then BC = CB. However, BC = CB 
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does not necessarily imply C = rM + sK for some real numbers r and s, e.g., 
for 
BC = CB, but B # rZ, + SC for all real numbers r and s. 
In general, symmetrizable systems may not be decou P led. For this 
3 (3.4) 
reason, the condition for symmetrizability of the system (1.1) in 
Theorem 3.1 is rather strong. In fact, there are symmetrizable systems for 
which BC # CB; we will give examples of such systems in Section 5. The 
following result, which perhaps represents the most general condition for 
symmetrizability, is due to Inman [S]. 
THEOREM 3.2 (Inman [8]). Let the coefficient matrices of the system 
(1.1) satisfy (Al) and (A2). The system (1.1) is symmetrizahle ifand only if 
there exists a factorization of B and C such as (3.1) with B,= C,> 0. 
Remarks. (1) When Theorem 3.2 is applicable, the change of 
coordinates x(t) = B:“q(t), t 3 0, is applied to (3.2); then the system 
equation is 
j(t)+ B;‘2B,B;‘2q(t)+ B;‘2C,B;‘2q(t)= B;“‘M-‘f(t), t30, (3.5) 
in which the coefficient matrices are symmetric. 
(2) Theorem 3.2 remains valid if we require that the right factors of 
B and C in (3.1) satisfy B, = C, > 0. In this case, the change of coordinates 
which transforms (1.1) to an equation with symmetric coefficients is 
x(t)= B;1’2q(t), t200. 
4. CONDITION FOR SYMMETRIZABILITY OF A SYSTEM 
Recall that Theorem 3.1 gives a sufficient condition for symmetrizability 
of the system (1.1); by this theorem in order to conclude symmetrizability 
of the system we must examine whether BC = CB, where B and C are 
symmetrizable matrices given by (3.1). When B and C do not commute, we 
check symmetrizability of the system (1 .l ) by checking the necessary and 
sufficient condition of Theorem 3.2, namely, we check if the matrices B and 
C have a factorization such as (3.1), with symmetric positive definite left 
(right) common factor. 
180 SHAHRUZ AND MA 
In this section, we give a necessary and sufficient condition under which 
the symmetrizable matrices B and C, when factored as (3.1), have symmetric 
positive definite left (right) common factor. This condition provides a 
method of checking symmetrizability of the system (1.1). Furthermore, we 
give a formula for T in (1.2) for symmetrizable systems. 
In this section, we make an additional assumption: 
(A3) B and C have distinct eigenvalues. 
By (A2), B and C are symmetrizable; thus we can factor (i) both 
matrices B and C according to (2.2), (ii) both matrices B and C according 
to (2.3), (iii) one of the matrices B or C according to (2.2) and the other 
one according to (2.3). We examine Case (i) in the following; Cases (ii) 
and (iii) are considered in Appendix B. 
Case (i). In this case both matrices B and C are factored according to 
(2.2), i.e., 
B=(UUT)(UpTABUpl), (4.la) 
c= (VV’)( VTAcV-l), (4.lb) 
where U (I’, respectively) is the matrix whose columns are the eigenvectors 
of B (C) and il B (A,) is the Jordan form of B (C) which is diagonal. We 
look for nonsingular matrices P and Q such that 
(4.2a) 
(4.2b) 
and 
UUTP = PTUUT, 
p-lu-TA.u-1 = U-TnBu-lp-T 
VVTQ = Q7WT, 
(2 -‘~-‘/f,~-‘= v-TA,v-lQ-T. 
(4.3a) 
(4.3b) 
(4.3c) 
(4.3d) 
By (4.3), we require that each of the factors of B and C in (4.2) be 
symmetric. 
In order to determine P and Q, we use Lemma A.1 which is stated and 
proved in Appendix A. By Lemma A.l, the matrix P satisfies (4.3a) and 
(4.3b) if and only if 
PBT = BTP, (4.4) 
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and hence 
P’B = BP=. (4.5) 
The matrix equation (4.5) has always a solution for PT (see, e.g., 
Gantmacher [ 171, Lancaster and Tismenetsky [IS]). Since by (A3) the 
matrix B has distinct eigenvalues, (4.5) has a solution for P which depends 
on n arbitrary parameters, and is of the following form 
P== UDU-‘, (4.6) 
where D = diag( d, ,..., d,) is a diagonal matrix with n arbitrary real 
parameters d,, i = l,..., n, on its diagonal. Thus, (4.4) holds if and only if 
P= U-.=DU=. (4.7) 
Similarly, the matrix Q in (4.3~) and (4.3d) satisfies 
QC’= C’Q. (4.8) 
Furthermore, (4.8) holds if and only if 
Q= V-=AVT, (4.9) 
where A = diag(6, ,..., 6,) is a diagonal matrix with n arbitrary parameters 
hi, i= l,..., IZ, on its diagonal. 
Substituting P (Q, respectively) from (4.7) ((4.9)) into (4.2a) ((4.2b)), we 
obtain 
B= (UDUT)(U-TD-‘AJ-‘), 
C=(VAVT)(V-TA-lAcV-l). 
(4.10a) 
(4.10b) 
Now, we consider Cases (Ll) and (Rl). 
Case (Ll). In this case we require that the left factors of B and C in 
(4.10) be equal and positive definite, i.e., 
UDU== VAV=>O. (4.11) 
Since U and V are nonsingular matrices, (4.11) holds if and only if 
A= WOW’, (4.12) 
where 
w= I/-’ u. (4.13) 
409,148 1.13 
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We denote the rows of W by 
Pi= Cw,! ..‘winl, i=l II, ,..., (4.14) 
and define the row vector 
Pi 0 PI = Cwil w,I ’ ’ ’ w;n wpl~ (4.15) 
We substitute W= [w,] and D = diag(d, ,..., d,) into the right-hand side of 
(4.12), multiply the matrices, and denote the resulting symmetric matrix by 
M= [m,j]. Equating A and M, we obtain 
,I 
hr=mi,= c wtd,, 
/=I 
i= 1 ,..., 4 (4.16a) 
mij= i wikwlkdk=Q, i,j= 1 >..., n, i# j. (4.16b) 
k=l 
It is trivial to show that the off-diagonal elements of M are zero if and 
only if 
where 
Rd=O, (4.17) 
PI OPn 
--- 
P2 0 P3 
R= 
- P,OPz 
I -:J 
P2OP” 
--- 
Pn-I OPn 
Note that R is an n(n - 1)/2 x n real matrix. 
(4.18) 
Now, we give an easy-to-check necessary and sufficient condition for 
symmetrizability of the system (1.1); this condition is similar to that given 
by Ahmadian and Chou [9]; however, we have arrived at this result by an 
entirely different approach. In the following, a positive vector means a 
vector whose elements are all positive. 
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THEOREM 4.1. Let the coefficient matrices of the system (1.1) satisfy 
(A 1 ), (A2), and (A3). The system ( 1.1) is symmetrizable if and onfy if there 
exists a positive vector in the null space of the matrix R given in (4.18). 
Proof Two nonzero diagonal matrices D = diag (d, ,..., d,) and A satisfy 
(4.12) if and only if d in (4.17) is a nonzero vector. A nonzero vector 
satisfies (4.17) if and only if rank R < n. Suppose that rank R < n ; then a 
nonzero d is in the null space of R. Since W is nonsingular, WD WT is 
positive definite if and only if D is positive definite. The matrix D is positive 
definite if and only if d is a positive vector. Having WDWT positive 
definite, UDU’ and VA P” are positive definite as well. Therefore B and C 
when factored as (4.10) have symmetric positive definite left common 
factor, and by Theorem 3.2 the system (1.1) is symmetrizable. 1 
Remarks. (1) If rank R < n, then there exists a nonzero vector d in the 
null space of R; in this case B and C when factored as (4.10) have 
symmetric left common factor, which is not necessarily positive definite. 
(2) When B and C are 2 x 2 real matrices, Theorem 4.1 reads: the 
system (1.1) satisfying (Al ), (A2), and (A3) is symmetrizable if and only if 
all the elements of W are nonzero, and wrl wZ1 and w,~w~~ have different 
signs. In this case, D = diag (1, - wrl w~~/w~~w~~). 
By Theorem 4.1, in order to check symmetrizability of the system ( 1.1) 
first we compute W = VP ’ U, and then R in (4.18). Then we determine the 
null space of R. The system (1.1) is symmetrizable if and only if the null 
space of R contains a positive vector. The null space of a matrix can 
be obtained conveniently by using the singular value decomposition 
(SVD) (see, e.g., Noble and Daniel [19], Golub and Van Loan [20]) of 
the matrix. According to the SVD theory any real m x n matrix A of 
rank r < p = min{ m, n}, can be decomposed to A = XCY ‘, where X ( Y, 
respectively) is an m x m (n x n) orthogonal matrix, and C is an m x n real 
matrix whose elements are (T I, > . >/ crrr > 0, gii = 0, for all i = r + l,..., p, 
and dii = 0, for all i = l,..., m, j = l,..., n, i # j. The nonnegative numbers crii, 
i = l,..., r and aii=O,j=r+l,..., n are called the singular values of A. The 
null space of A is the span of the singular vectors y, + r ,..., y,, the last n - r 
columns of Y. 
When the system (1.1) is symmetrizable, UDUT = I/ AVT is positive 
definite, and we apply the change of coordinates x(t) = Tq( t), t B 0, with 
T= (V AV=)“‘, (4.19) 
to (3.2) in order to have a system equation such as (1.3) with symmetric 
coefficient matrices. 
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In Appendix B, we have given a detailed study of Case (Rl ) (in which 
the right factors of B and C are equal and positive definite), as well as the 
other possible cases. Considering all the possible cases we conclude that, so 
long as symmetrizability of the system (1.1) is concerned, we check if the 
matrix R satisfies the condition in Theorem 4.1. 
5. EXAMPLES 
In this section, we give two examples to illustrate the application of the 
theory developed in the previous sections. 
(1) Let for the system (l.l), 
B=[; ;], C=[‘; ;I. (5.1) 
This example has been considered by Wahed and Bishop [I] and Inman 
[S]. The matrices B and C have distinct eigenvalues, and hence are 
symmetrizable. For this example BC # CB; hence for symmetrizability of 
the system we have to check if B and C have a factorization such as (3.1) 
with symmetric positive definite common left (right) factor. 
We have 
(5.2a) 
(5.2b) 
(5.2~) 
By Remark 2, succeeding Theorem 4.1, the system (1.1) is symmetrizable. 
Furthermore, D = diag( 1, &) and A = diag(E, $), where A is obtained by 
computing 6,, 6, via (4.16a). Using D and A in (4.10), we obtain 
B= 
3.6 -0.8 1 2 
-0.8 I[ 1 0.9 2 4 ’ 
c= 3.6 -0.8 45113 40113 -0.8 0.9 0 5  ’ 
(5.3a) 
(5.3b) 
where the common left factor of B and C is symmetric and positive definite. 
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(2) Let for the system (l.l), 
B=[ ;; -Y; ;.5], + ; g]. 
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(5.4) 
The matrices B and C have distinct eigenvalues and hence are 
symmetrizable. For this example BC # CB. We have 
i 
6.9680 0 0 
A,= 0 -2.1044 0 , 
0 0 0.1364 1 
r 4.4442 - 0.0507 7.5639 (5.5a) 
0.6467 11.7331 , 
0.8483 2.5147 I 
1, v=[E ; i] (5.5b) 
[ 
1.0073 -0.2733 -2.9118 
W= V-‘U= 0.4313 -0.2016 9.2184 , (5.5c) 
3.0056 0.4241 1.2573 I 
[ 
0.4344 0.0551 - 26.8421 
R= 3.0275 -0.1159 -3.6610 , 
1.2963 -0.0855 11.5903 I (55d) 
where R is computed using (4.18). We determine the singular value decom- 
position of R = XZ’Y’; it turns out that one singular value of R, namely, 
033 = 0. Therefore, the null space of R is one dimensional, and the singular 
vector y3 (third column of Y) is the only element in the null space of R. 
We have y, = CO.2971 7.1448 0.01953’. Since y, is a positive vector, by 
Theorem 4.1, the system (1.1) is symmetrizable. We have 
D = diag(0.2971, 7.1448, 0.0195), (5.6a) 
A = diag( 1,2,4), (5.6b) 
where A is obtained via (4.16a). Using A,, A,, U, V, D, and A in (4.10), 
we obtain 
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(5.7a) 
(5.7b) 
where the common left factor of B and C is symmetric and positive definite. 
6. CONCLUSIONS 
We considered nonconservative asymmetric linear systems represented 
by (1.1). For a class of such systems, there exists a linear change of 
coordinates such that when applied to the system equation, the system can 
be represented by an equation such as (1.3) in which the coefficient 
matrices are symmetric. We called this class the class of symmetrizable 
systems. 
In this paper, we gave an easy-to-check sufficient condition (Theorem 3.1) 
and a necessary and sufficient condition (Theorem 4.1) under which the 
system (1.1) (or equivalently (3.2)) is symmetrizable. To check symmetri- 
zability of the system, first we check if BC = CB, where the matrices B and 
C are given by (3.1). When B and C do not commute, first we compute 
W= VP’ U, where U (I’, respectively) is the matrix whose columns are the 
eigenvectors of B (C). Then we compute R given in (4.18), and check if 
there exists a positive vector in the null space of R. When symmetrizability 
of the system is verified, we apply the appropriate change of coordinates to 
(3.2), in order to represent the system by (1.3) in which the coefficient 
matrices are symmetric. The change of coordinates is either (3.3) or (1.2) 
with T given by (4.19). We gave two examples to illustrate how symmetri- 
zability of a system can be checked. Although the systems in the examples 
are symmetrizable, we should point out that in practice it is unlikely that 
asymmetric systems be symmetrizable. 
APPENDIX A 
We used the following lemma in Section 4. 
LEMMA A.l. A nonsingular matrix P satisfi’es (4.3a) and (4.3b) if and 
only if 
PBT= B’P. (A.11 
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Proof: (Sufficiency) Multiplying the left (right, respectively) hand side 
of (4.3a) by the left (right) hand side of (4.3b) from the right, we obtain 
B= PTBP-T. Thus (A.l) holds. 
(Necessity) We write (A.1 ) as 
PTB = BPT. (A.2) 
Since B has distinct eigenvalues, solution of the matrix equation (A.2) is 
PT= UDU-‘, where D = diag(d,,..., d,) is a diagonal matrix with n 
arbitrary parameters d,, i= l,..., n, on its diagonal (see, e.g., Gantmacher 
[ 171, Lancaster and Tismenetsky [lS]). Thus, (A.2) holds if and only if 
P = UP’ DUT. We successively conclude that (4.3a) and (4.3b) hold: 
UUTP= UUTiTTDUT= UDUT= UDU-lUUT= PTUUT, (A.3a) 
and 
(A.3b) 
APPENDIX B 
All the other possible cases are given in the following. 
Case (Rl). In this case we require that the right factors of B and C in 
(4.10) be equal and positive definite, i.e., 
U-TD-l&,U-‘= V-Td-l/lcl/-l >Q (B.1) 
Note that the matrices in (B.l) are positive definite only if A, and A, are 
nonsingular, i.e., only if B and C are nonsingular. Having B and C 
nonsingular, (B. 1) holds if and only if 
A,’ A = W(A,‘D) WT>O, (B.2) 
where W = I/- ‘ U. The matrices in (B. 1) are positive definite if and only if 
D-‘A, and A-‘/i, (or equivalently A; ’ D and A; ’ A) are positive 
definite. Since (B.2) is analogous to (4.12), A;’ A > 0 and A;’ D > 0 satisfy 
(B.2) if and only if there exists a positive vector in the null space of R given 
in (4.18). Thus, the conclusion of Case (Rl ) is the same as that of Case (Ll ), 
except that we have an additional assumption that B and C are 
nonsingular. 
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Case (ii). In this case both matrices B and C are factored according to 
(2.3), i.e., 
B=(UABUTP)(UUTP)-l, (B.3a) 
C= (VA, V’Q)( VV’Q)-‘. (B.3b) 
Using P and Q given by (4.7) and (4.9), respectively, we obtain 
B=(UA~DUi)(U-TD- ‘U-l), (B.4a) 
C=(VAcdVT)(V-7A-~V 1). (B.4b) 
Case (L2). In this case we require that the left factors of B and C in 
(B.4) be equal and positive definite. The left factors of B and C are positive 
definite only if B and C are nonsingular. We proceed similarly as in 
Case (Ll); then we obtain 
A,A = W(A,D) W7> 0, (B.5) 
which is analogous to (4.12). Thus, we arrive at the conclusion we had in 
Case (Rl). 
Case (R2). In this case we require that the right factors of B and C be 
equal and positive definite. We obtain 
A= WDWT>O. (B.6) 
Clearly, this case is analogous to Case (Ll ). 
Case (iii). In this case one of the matrices B or C is factored according 
to (2.2) and the other one according to (2.3). 
Case (3.1). In this case we have 
B=(UU’P)(P--‘U-=-/i&-‘), (B.7a) 
C=(K4cV7Q)(VVTQ)-1, (B.7b) 
or equivalently, 
B=(UDU=)(U-=D ‘A,U- ‘), (B.8a) 
C=(VAcdV7)(V- ‘A -IV-‘). (B.8b) 
Case (L3.1). In this case we require that the left factors of B and C in 
(B.8) be equal and positive definite. The left factor of C is positive definite 
only if C is nonsingular. We obtain 
AcA= WDW’>O, (B.9) 
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which is analogous to (4.12). Thus, this case is analogous to Case (Ll), 
with an additional assumption that the matrix C is nonsingular. 
Case (R3.1). In this case we require that the right factors of B and C 
in (B.8) be equal and positive definite. The right factor of B is positive 
definite only if B is nonsingular. We obtain 
‘4 = Pv(A,‘Dpv’>O, (B.lO) 
which is analogous to (4.12). Thus, this case is again analogous to 
Case (Ll), with an additional assumption that the matrix B is nonsingular. 
Case (3.2). In this case B is factored according to (2.3) and C according 
to (2.2). This case is entirely analogous to Case (3.1) if we change the role 
of B and C, U and V, A, and A,., P and Q, D and A. 
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