Abstract. Regional climate model simulations have routinely been applied to assess changes in precipitation extremes at daily 1 time steps. However, shorter sub-daily extremes have not received as much attention. This is likely because of the limited 2 availability of high temporal resolution data, both for observations and for model outputs. Here, summertime depth duration is found across sub-regions of Europe, the emission scenario and future time period. However, there is an equally strong 10 dependency on the global and regional model applied, with a spread in scaling of around 1-10%/K at 12 h duration, and 11 generally higher values at shorter durations.
. The RCM-GCM simulations with hourly precipitation output that are included in the analysis. The experiment code ("ripnomenclature") from CMIP5 indicates the realization (r), the initialization (i) and the physics set-up (p) used. Here, the code is listed due to differences in the realizations of the EC-Earth model. surements, a given duration of t min was also considering the t + 10 min duration. The generalized logistic (GLO) distribution,
23
as an alternative to GEV (Generalized Extreme Value) but with a "fatter" tail, was then fitted to the interval of the data with 24 durations t min and t + 10 min. Here, we are using results from Table 2 in STOWA 2018. Since this table lists durations of (1, 25 2, 4, 8, 12) h and we require also the 3 h and 6 h durations, we derive these by a linear interpolation between 2 h and 4 h, and 
France
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The DDF statistics for France were calculated by applying the method SHYPRE (Simulated Hydrographs for flood Probability
29
Estimation; Arnaud and Lavabre, 2002) to produce rainfall statistics across France (Arnaud et al., 2008 generates data for hourly extremes at a square kilometre scale, from which DDF statistics were derived. This data set is therefore 1 treated a bit differently regarding the reduction factors, as only the spatial reduction factor is applicable, see Section 3.3. The DDF statistics are derived in a conventional way by employing a running window with a given duration to arrive at the peak 5 intensity over that window; a so-called "block rain", which does not reflect the actual event durations. We are here confined to 6 a base resolution of one hour, which means that the one hourly duration is simply taking one hour steps, and no running mean than a given threshold are selected. The latter allows multiple events in a given year to be selected, and additional choices must 16 be made to assure that the samples are independent and identically distributed (iid). To achieve iid samples, a minimum time 17 separation is prescribed, such that two events cannot occur too close in time. The time separation varies with the duration such 18 that for duration below 3 h a minimum separation of 3 h is required, and for duration at or above 3 h, a separation equal to 19 the duration is required. The selected separation time is set higher than in many studies based on higher temporal resolution 20 data (e.g. Dunkerley, 2008) . Further, it is also set conservatively compared with studies using hourly time steps (Medina-Cobo 21 et al., 2016) since events are not defined per se, but rather durations, independent on non-precipitation events before and after.
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Here, the POT approach is used, mainly because of the 30-year time-slices used for the analysis, for which POT allows a more 23 robust sample. Pickands-Balkema-de Haans theorem (Pickands, 1975) states that if the samples above the POT threshold are 24 iid, they will follow a GP distribution: 
where N is the number of records, n is the number of exceedances over the selected threshold, and T is the return period.
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There is no well defined method for setting the threshold for POT, but Coles et al. (2001) for each RCM, and in all sub-regions. To determine the threshold at a 95% confidence level, we go through all grid points for 9 each sub-domain and find the average number of events per year that is rejected by at most 5% of the grid points. The results
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are similar over all models, domains and durations, and a threshold of on average three events per year was finally adapted to 11 all grid points, i.e. a sample size of 90 events for each extreme value fit. Comparisons using the Gumbel distribution calculated 12 from annual maxima gave very similar results for the ten year return values, although with more spatial variability (noise),
13
which is most likely due mainly to the smaller sample size. duration window, as well as the peak within a precipitation area.
20
To alleviate this bias, we first derive area and time reduction factors that can be applied to each local data set. We make use Table 2 . Some 23 grid points, primarily in northern mountainous regions of Sweden, were masked out from the analysis due to unrealistic data. In 24 Olsson et al. (2018b) , the intensity reduction for hourly aggregations between near instantaneous and 15 min gauge resolution 25 data was studied with Swedish records and found to be about 4% at the one hourly durations and negligible at 6 h duration.
26
HIPRAD is originally available at a 2 km grid and 15 min resolution, and was used to compare the reduction factors when 27 both time and space coarsening is considered. When coarsening the time and space resolutions from 2 km and 15 min data to 28 0.11
• and 60 min data, the reduction is about 16% at hourly duration and falling to only about 1% at 12 h duration. The final 29 conversion factor to go from a near instantaneous point source rain gauge measurement to the 1 h and 0.11 Due to the different methodologies applied in the different national data sets, the evaluation is mainly considering the 10-6 year return level, as this is well within the sample coverage of the data series and is therefore not so sensitive to the choice 7 of method for extreme value calculations, e.g. considering the use of AM or POT, or the extreme value distribution applied.
8
A general overview of the parameters fits of the extreme value distribution shows minor influence of the driving GCM, but 9 there are differences between the RCMs. At 12 h duration all RCMs have similar parameter values across Europe (see Fig. S1 10 and Fig. S2 ), but at 1 h duration there are more regional differences, and especially RACMO22E differs with a lower scale 11 parameter (see Fig. S3 and Fig. S4 ). The differences in the GP parameters indicate differences in the mean and variance of the 12 events in the different RCMs, which might be due to, e.g., grid point storms at short durations as pointed out by Chan et al.
(2014).
14 When evaluating the DDF statistics, the reduction factors of Table 2 were applied to all national data sets, except for France
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where the scale gap in time is inherently bridged and only the space scale is adjusted, see Section 3. Figure 1 the observations show two main high intensity regions in Germany: one in the pre-Alpine area close to the south-eastern 1 border to Austria, and one in the Black forest region oriented in north-south direction in the south-west. Intensities tend also to 2 decrease towards the north. For the hourly duration, all but HIRHAM5 and REMO2009 severely underestimate the intensity, 3 as seen also in Fig. 1 . Here, we see that they also fail in reproducing the spatial pattern, especially for RCA4 which fails to 4 reproduce both the orographic regions in the south, and also a reversed north-south gradient. Further, the maps for HIRHAM5 5 and REMO2009 clearly show that although these two simulations perform better in the median intensities in Germany they To complement the evaluation with a pan-European view of modeled extreme intensities, Fig. 6 and Fig. 7 show the 10-year 1 depths for one and 12 h durations, respectively. At 1 h duration, all models share a similar structure of higher intensities over 2 the ocean west of France and the Iberian Peninsula, and along the northern Mediterranean coastline; although the magnitude 3 differs between the models. The different RCA4 simulations show that the driving GCM has some impact on the pattern 4 across Europe. For example, HadGEM2-ES produces less intense rainfall in southern France, where the MPI-ESM-LR driven 5 simulation has generally more intense rainfall. However, the driving GCM seems to have less influence than the RCM. At 6 12 h duration, the general patterns across Europe converge across all GCM-RCM combinations, although with differences in 7 overall intensities, see Fig. 7 . However, it is unclear from this study whether the pattern is correct or not, since observations 8 are lacking. Earlier studies have indicated that the core of the events are underestimated by the parametrised 0.11 et al., 2014) , but the large bias in the 1 h durations might also indicate that small concentrated events are missing from 10 the parametrised simulations.
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The general conclusion is that hourly durations are underestimated in the models, which is a likely consequence of model show large differences in their response depending on the driving GCM, but also different RCMs respond differently to the 14 same GCM. Results for 1 h duration show larger spread, but still good linear fits, and stronger scaling (see Fig. S5 ). L., Allan, R. P., Berg, P., Dunn, R. J. H., Ekström, M., Evans, J. P., Holland, G., Jones, R., Kjellström, E., Klein-Tank, A., Lettenmaier,
23
D., Mishra, V., Prein, A. F., Sheffield, J., and Tye, M. R.: The INTENSE project: using observations and models to understand the past, 24 present and future of sub-daily rainfall extremes, Adv. Sci. Res., 15, 117-126, https://doi.org/10.5194/asr-15-117-2018 Res., 15, 117-126, https://doi.org/10.5194/asr-15-117- , 2018 . 
