Quantum electrodynamics with superconducting circuits: Effects of dissipation and fluctuations by André, Stephan
Quantum electrodynamics with
superconducting circuits: Effects of
dissipation and fluctuations
Zur Erlangung des akademischen Grades eines
DOKTORS DER NATURWISSENSCHAFTEN
von der Fakultät für Physik des






Tag der mündlichen Prüfung: 1.06.2012
Referent: Prof. Dr. Gerd Schön




2 Single-qubit lasing: Methods 17
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.1 Superconducting circuits and circuit QED . . . . . . . 18
2.1.2 Single-qubit lasing . . . . . . . . . . . . . . . . . . . . 20
2.2 The Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 The master equation approach . . . . . . . . . . . . . . . . . . 23
2.3.1 Derivation of the master equation . . . . . . . . . . . . 23
2.3.2 Dissipation terms for the resonator and the qubit . . . 26
2.3.3 The numerical solution of the master equation . . . . . 28
2.4 The semiclassical and semiquantum approximation . . . . . . 30
3 The lasing transition and the emission spectrum 35
3.1 The lasing transition . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 The emission spectrum: Introduction . . . . . . . . . . . . . . 40
3.3 The emission spectrum: Dependence on the coupling strength 42
3.4 Approximation schemes for the linewidth and the frequency
shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.5 The emission spectrum: Dependence on the detuning . . . . . 47
3.6 Non-Lorentzian lineshape . . . . . . . . . . . . . . . . . . . . . 51
4 Few-qubit lasing and effects of slow noise 57
4.1 Few-qubit lasing: Methods . . . . . . . . . . . . . . . . . . . . 57
4.2 Few-qubit lasing: Results . . . . . . . . . . . . . . . . . . . . . 60
4.3 Effects of slow noise: Introduction . . . . . . . . . . . . . . . . 64
4.4 Effects of slow noise: Broadening of the emission spectrum . . 67
5 The driven nonlinear resonator: Methods 71
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2 The Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . 74
3
4 Contents
5.2.1 The quasi-energy spectrum . . . . . . . . . . . . . . . . 75
5.3 The master equation approach . . . . . . . . . . . . . . . . . . 78
5.3.1 The numerical solution of the master equation . . . . . 79
6 The switching rate and spectral properties 81
6.1 Stationary properties . . . . . . . . . . . . . . . . . . . . . . . 82
6.2 The switching rate . . . . . . . . . . . . . . . . . . . . . . . . 86
6.3 The emission spectrum: Introduction . . . . . . . . . . . . . . 91
6.4 The emission spectrum: Results . . . . . . . . . . . . . . . . . 95
6.4.1 The emission spectrum in the regime of low-amplitude
oscillations . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.4.2 The emission spectrum in the regime of high-amplitude
oscillations . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.4.3 The position of the primary side-peaks . . . . . . . . . 98
6.5 Role of the effective Planck constant in the high-amplitude
regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7 Coupling to a two-level fluctuator 103
7.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.2 Stationary properties in the low-amplitude state . . . . . . . . 107
7.3 The stable state . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.4 The switching rate . . . . . . . . . . . . . . . . . . . . . . . . 114
8 Conclusion 121
A Emission spectrum of the driven nonlinear resonator 125
B Effective temperature and damping 133
Bibliography 137
List of Publications
Publications in refereed journals
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Superconducting circuits are fascinating objects, since they allow studying
the laws of quantum mechanics on a macroscopic scale of typically a few
µm. When the circuits are operated at low temperature and sufficiently
isolated from the electromagnetic environment, they can be described by few
quantum variables, like the electrical charge or the magnetic flux [1].
One interesting application of superconducting circuits is their use as
quantum bits (qubits), quantum-mechanical two-level systems for quantum
information processing [2]. A necessary condition to realize quantum bits is
a non-equidistant energy spectrum, since quantum logical operations should
only act in the subspace of the two qubit basis states, without causing tran-
sitions to other states [3]. This condition can be fulfilled by using Josephson
junctions, which provide a nonlinear, dissipationless electrical element and
naturally lead to a non-equidistant energy spectrum of the circuit.
The field of circuit quantum electrodynamics (circuit QED) explores the
coupling of superconducting qubits to superconducting microwave resonators.
In this context, the qubits are also referred to as “artificial atoms“. Circuit
QED systems have been investigated for several reasons: On one hand, res-
onators can be used in quantum information processing to couple supercon-
ducting qubits or to provide readout of the qubit state [4]. On the other
hand, they allow exploring quantum optics in a new parameter regime, char-
acterized by a strong qubit-resonator coupling and a richer noise spectrum [5].
Superconducting qubits have the advantage that the energy-spacing be-
tween the two qubit levels can be easily tuned by external control parameters,
like gate voltages or an external magnetic flux. The wide control over the
qubit level splitting can be used in experiments to tune qubits in and out of
resonance with the resonator and to address individual qubits by an external
coherent driving.
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Another advantage of superconducting qubits is their macroscopic dipole
moment, which naturally leads to a strong coupling between the ”atom“ and
the resonator, allowing for a coherent exchange of excitations between the
two systems. The circuit QED architecture has been proposed as a promising
candidate for the realization of a quantum computer. In this architecture,
the combination of tunability of individual qubits and strong coupling to
the resonator is used to build efficient 1- and 2-qubit gates and to provide a
readout scheme for the qubits [4].
The measurement of an individual qubit can be performed by detecting
the frequency shift of the resonator induced by the qubit. In this context,
it is advantageous to use nonlinear microwave resonators including Joseph-
son junctions to obtain a significant increase of the readout contrast. The
idea was successfully tested in a number of recent circuit QED experiments
and led to the development of the ”Josephson bifurcation amplifier“ (JBA)
[6, 7, 8].
Apart from their use for quantum information processing, circuit QED
systems also have been used to investigate the quantum nature of the inter-
action between matter and light, in analogy to quantum optics experiments
with real atoms [5]. Again, the key features in these experiments are the
tunability of the artificial atoms and the strong qubit-resonator coupling.
To name two examples, the strong coupling allows to clearly resolve the
nonlinear energy spectrum of the coupled system [9], while the control over
the qubit frequency has been used to generate arbitrary photon states in a
resonator [10].
On the other hand, one of the major problems with superconducting cir-
cuits is their coupling to the electromagnetic environment, which leads to
decoherence of the quantum state and limits the number of coherent oper-
ations that can be performed. Due to the macroscopic size of the circuits,
decoherence is generally strong and can result from various contributions,
like Ohmic (Markovian) noise, slow 1/f noise, or the coupling to two-level
fluctuators [11, 12]. Many efforts have been made to reduce the decoherence
of superconducting qubits; as an example, microwave resonators can serve as
noise filter and enhance the lifetime of qubits [4].
Although in most cases, decoherence is unwanted, the strong coupling to
the electromagnetic environment has been used in a recent experiment to
obtain an efficient pumping mechanism of a superconducting qubit. This led
to the observation of lasing behavior in a microwave transmission line which
was strongly coupled to the qubit [13].
In this thesis, we theoretically investigate two different circuit QED sys-
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tems: the single-qubit laser and the driven nonlinear resonator. In the fol-
lowing, we will shortly discuss the two systems as well as our approach and
some main results.
Single-qubit lasing
Lasing behavior in a microwave resonator induced by a single qubit has been
observed in 2007 by Astafiev et al. [13]. The device used in the experiment,
called ”artificial-atom maser“, consists of a coplanar waveguide resonator
which is capacitively coupled to a charge qubit. The key idea of the experi-
ment was to use an external bias to obtain an incoherent pumping mechanism
for the charge qubit and thus to create a population inversion in the two-
level-system.
The experiment measured a pronounced increase of the emission power
of the resonator around the one-photon-resonance, i.e, for values of the qubit
level spacing close to the resonator frequency; this indicates a strong increase
of the number of photons in the resonator. Additionally, a narrowing of the
emission line was observed, which was taken as a further hint for the electrical
field in the resonator being in a lasing-like state.
The experiment successfully demonstrated single-qubit lasing, but also
left some open questions. Despite the linewidth narrowing, the emission line
was still much broader than expected. Moreover, the emission line showed
a Gaussian rather than a Lorentzian shape, which would be expected for a
laser. These observations were attributed to the presence of low-frequency
charge noise, without however explaining the mechanism of the broadening
or providing an estimate for the expected linewidth [13].
In this thesis, we analyze static and spectral properties of single-qubit
lasers. In contrast to conventional, many-atom lasers, single-qubit lasers are
characterized by a low number of photons in the resonator and by strong cou-
pling between the qubit and the resonator. They operate in a regime where
quantum fluctuations of the electrical field become dominant and strongly
influence the linewidth of the laser.
We start by investigating the lasing transition. A single-qubit laser can
be driven from the non-lasing to the lasing regime by increasing the coupling
strength or by decreasing the detuning between the qubit and the resonator.
However, there is no sharp lasing threshold like for a many-atom laser, but
rather a broad transition region. The fluctuations of the electrical field,
which are rather weak deep in the lasing regime, can be relatively large in
this transition region.
For our analysis, we use a master equation approach based on the Liouville
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equation for the reduced density matrix of the qubit and the resonator. In
this approach, the coupling to the environment , which includes damping of
the resonator and the incoherent pumping of the qubit, is described, within
the usual Markov approximation, by dissipation terms for the reduced density
matrix. This approach has the advantage that it does not require any further
approximations; however, the numerical solution of the Liouville equation is
limited by the size of the basis we can handle. Thus, to assure convergence,
the average photon number in the resonator must not be too large.
In addition to the master equation approach, we also discuss two approx-
imation schemes, namely the semiclassical and the semiquantum approxima-
tion. They provide a good estimate for the average photon number in the
resonator, and thus allow us to investigate some basic stationary properties
in parameter regimes where the numerical solution can not be applied.
Our main focus is the description of the emission spectrum of a single-
qubit laser. We observe that the linewidth depends in a non-monotonous way
on the coupling strength between the qubit and the resonator: approaching
the lasing transition from weak coupling, we observe the linewidth narrow-
ing which is typical for lasers. However, for stronger coupling the linewidth
increases again, and the lasing state deteriorates. Far above the lasing thresh-
old, the linewidth can even become comparable to the bare linewidth of the
resonator.
In the lasing regime, the linewidth generally increases with the detuning
between the qubit and the resonator; near the lasing transition, the enhance-
ment of the linewidth can become very pronounced. This behavior is due
to the amplitude fluctuations of the electrical field, which can be relatively
large in the transition region. Approximation schemes like the commonly
used phase diffusion model, which neglect the amplitude fluctuations, fail to
predict the correct qualitative behavior of the linewidth. The fluctuations
also affect the lineshape of the emission spectrum, so that the emission line
can deviate from a simple Lorentzian form.
We finally make two extensions to our model. First, we consider the case
that the resonator is coupled to several qubits. This allows us to study the
scaling behavior of the lasing properties. For increasing numbers of qubits, we
observe a sharpening of the lasing transition, so that the system approaches
the behavior of a many-atom laser.
In the second extension, we include the effects of low-frequency noise,
which can not be treated by means of the usual dissipation terms in the
Liouville equation. For certain types of superconducting qubits, like the
charge qubit used in the above-mentioned experiment, low-frequency noise is
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a leading source of decoherence, while its role is suppressed in other devices,
like the transmon [14]. Based on a simple model, we show that for realistic
parameters, the width and shape of the emission line in the presence of low-
frequency noise are determined by the properties of the slow noise and we
give an estimate for the resulting linewidth.
The driven nonlinear resonator
A necessary condition for quantum information processing is the possibility
to read out the state of individual qubits [15]. Circuit QED offers a read-
out method for superconducting qubits by coupling them off-resonantly to
a microwave resonator and measuring the shift of the resonator frequency.
This shift, which depends on the qubit state, can be detected by driving the
resonator and measuring the phase of the reflected or transmitted signal [4].
Since the resonator does not lead to transitions of the qubit, this constitutes
a quantum non-demolition measurement.
By using Josephson junctions, superconducting resonators can be made
nonlinear. Nonlinear resonators have been used in recent circuit QED experi-
ments which were concerned with the development of a Josephson bifurcation
amplifier (JBA) to be used as high-contrast readout device for superconduct-
ing qubits [6, 7, 8]. JBAs make use of the bistability of coherently driven
nonlinear resonators, which leads to the coexistence of two oscillation states
of low and high amplitude [16]. In the readout process, the two qubit states
are mapped onto the two oscillation states of the driven resonator, which can
be easily distinguished, since they differ strongly in amplitude and phase.
Due to thermal and quantum noise, a driven nonlinear resonator can
switch between the two oscillation states. When the resonator is locked to
low- or high-amplitude oscillations, the noise leads to fluctuations of the am-
plitude and phase of the electrical field in the resonator. Investigating these
fluctuations is an interesting problem, since Josephson junctions allow the en-
gineering of large nonlinearities, and since due to the driving, the resonator
is in a non-equilibrium state.
Like in the treatment of single-qubit lasing, we use a master equation
approach to describe the dynamics of a driven nonlinear resonator. We in-
vestigate the emission spectrum, which yields detailed information about the
classical and quantum fluctuations of the resonator. Standard approaches
for computing the spectrum are based on a linearization of the equations of
motion and predict a sharp peak at the driving frequency due to the coherent
driving, accompanied by broad Raman-like side-peaks [17]. The side-peaks
are shifted from the sharp peak by the detuning between the driving and the
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resonator.
Using the numerical solution of the master equation, we show that the
large nonlinearities which are typical for circuit QED systems lead to the
appearance of two additional, second-order side-peaks, which are not pre-
dicted by linearized theories. We also derive an approximative expression for
the emission spectrum which relates the side-peaks to transitions between
the eigenlevels of the Hamiltonian in the rotating frame, the so called quasi-
energy levels.
Using this expression for the spectrum, we see that one of the second-order
peaks, shifted by twice the detuning from the driving frequency, results from
transitions between next-to nearest quasi-energy levels, which are forbidden
for a linear resonator. The other second-order side-peak, located directly at
the driving frequency, is a direct consequence of the nonlinear nature of the
quasi-energy Hamiltonian.
In the last part of the thesis, we investigate the effects of a two-level-
fluctuator (TLF) on a driven nonlinear resonator. TLFs can act as a source
of decoherence for superconducting circuits including Josephson junctions
[12]; the qualitative difference to a thermal bath results from the fact that
the state of the TLF can change due to its interaction with the system.
Recent experimental and theoretical works have investigated the mea-
surement backaction of a driven nonlinear resonator on a two-level-system
which is off-resonant with the resonator and has a long coherence time. Here
we explore the other limit: the TLF level splitting can be located near the
frequency of the resonator, and the TLF relaxation rate can be large.
The behavior of a driven nonlinear resonator can be very sensitive to small
changes of the resonance frequency or the temperature. Our goal is here to
investigate how the dynamics of the resonator is affected by the coupling to
the TLF.
We especially investigate the switching of the resonator from low-to high-
amplitude oscillations, which plays a central in the high-contrast readout with
JBAs. Solving the master equation for the coupled resonator-TLF system
numerically, we show that the coupling to a TLF can increase the switching
time by several orders of magnitude. The effect can be qualitatively described
by means of an effective temperature and damping, which depend on the
parameters of the TLF.
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In the chapters 2-4, we discuss single-qubit lasing; the driven nonlinear res-
onator is described in the chapters 5 - 7.
In chapter 2, we describe the experimental setup that was used to ob-
serve single-qubit lasing and derive the Hamiltonian describing the system.
We then discuss the master equation approach and show how we can solve it
numerically in order to calculate the stationary and spectral properties of a
single-qubit laser. Additionally, we present two approximation schemes that
lead to analytical expressions for the average photon number.
We discuss the physical properties of a single-qubit laser in chapter 3. We
start by describing the transition between the lasing and non-lasing regime.
The main part of the chapter revolves around the emission spectrum. We
discuss the behavior of the linewidth as function of the coupling strength and
the detuning. In the last part of the chapter, we investigate the shape of the
emission line in the lasing transition region.
We then extend our model of the single-qubit laser in chapter 4: First,
we investigate few-qubit lasing. We discuss the scaling of physical quantities
with the number of qubits and explain some qualitative differences between a
single-qubit laser and a many-atom laser. In the second part of the chapter,
we use a simple model to describe the effects of low-frequency noise on the
properties of a single-qubit laser. We especially show how the width and the
shape of the emission spectrum is affected by slow noise.
In chapter 5, we shortly describe the basic dynamics of a driven non-
linear resonator and its use as a measurement device. We then derive the
Hamiltonian of the system and show how we can describe the system in the
frame rotating with the driving frequency, where the Hamiltonian becomes
time-independent. We also discuss the use of the master equation to calcu-
late time-dependent properties like the switching time of the resonator.
We discuss the physical properties of driven nonlinear resonators in chap-
ter 6. We first investigate some stationary properties and the switching from
low- to high-amplitude oscillations, which will be useful for the next chapter.
We then focus on the emission spectrum of a driven, nonlinear resonator and
the appearance of second-order side peaks for strong nonlinearities.
In chapter 7, we investigate the coupling of a driven nonlinear resonator
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to a TLF. We derive expressions for the effective temperature and damping
of the resonator which are valid for TLFs with a short coherence time. We
then focus on the switching rate of the driven resonator from low- to high-
amplitude oscillations. We also extend our discussion to the case of a TLF
with a longer coherence time.
The thesis contains two appendices with calculations regarding the driven
nonlinear resonator that are not carried out in the main part. In App. A, we
derive an approximative expression for the emission spectrum, which relates
the emission peaks to transitions between quasi-energy levels. Finally, in
App. B, we derive expressions for the effective temperature and damping of
a driven resonator in presence of a TLF.
Chapter 2
Single-qubit lasing: Methods
Single-atom lasing in a solid-state environment has been observed for the
first time in an experiment performed in 2007 [13]. The lasing behavior was
detected in the experiment by measuring an increase of the emission power
of the transmission line. Additionally, a reduction of the linewidth was ob-
served, which is a strong hint that the electromagnetic field in the resonator
was indeed in a lasing state.
In contrast to a conventional, many-atom laser, a single-qubit laser is
characterized by a much lower intensity of the emitted radiation and stronger
quantum fluctuations. The major difference to conventional lasers lies in the
fact that while in the latter, many atoms are weakly coupled a cavity, in a
single-qubit laser one artificial atom is strongly coupled to a two-dimensional
resonator [18].
Lasing induced by a single atom has also been observed in quantum op-
tics experiments, where Rydberg atoms were injected into a high-quality
cavity [19, 20]. In these single-atom masers, the atoms are pumped to the
excited state before entering the cavity, which has a very high quality factor
to make lasing possible. On the other hand, The qubit in a single-qubit laser
is continuously pumped, and the transmission line has a moderate quality
factor, which allows to measure the radiation emitted by the resonator. Also,
dissipation on the qubit and the resonator is much stronger. Finally, inho-
mogeneous broadening caused by slow, non-Markovian noise can strongly
influence the qubit-resonator system.
These unique features of a single-qubit laser make it an interesting sys-
tem to be studied. Due to the strong coupling between the qubit and the
resonator, a single-qubit laser can be driven far above the lasing threshold.
Another important feature is that the frequency of the qubit can be con-
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trolled via a gate voltage, so that the qubit can be tuned away from the
resonance. As a consequence, a single-qubit laser can be operated in regimes
that were previously not explored.
In this chapter, we start with a short introduction about superconducting
qubits and circuit QED and describe the experimental setup used in the
single-qubit lasing experiment (Sec. 2.1). We then derive the Hamiltonian
for the system (Sec. 2.2). and show in Sec. 2.3 how we can use a master
equation approach to calculate static and spectral properties of a single-
qubit laser. The method is however numerically demanding and restricted
to the regime of not too high average photon number in the resonator, which
makes it desirable to have analytical approximations that can be used in
certain limits. We therefore describe two approximation schemes in Sec.
2.4: the semiclassical approximation, which neglects all fluctuations, and the
semiquantum approximation, which still includes the effects of spontaneous
emissions.
2.1 Introduction
2.1.1 Superconducting circuits and circuit QED
Superconducting circuits have attracted much attention in the last decades
from numerous experimental and theoretical groups, which attempted to ob-
serve and understand the appearance of quantum effects on a macroscopic
scale. These efforts led to the experimental observation of macroscopic quan-
tum tunneling [21, 22] and energy quantization [23] in superconducting cir-
cuits. Another major breakthrough was the demonstration of superpositions
of macroscopically distinct quantum states [24, 25, 26].
One interesting application for these circuits is their potential use for
quantum information processing [2]. The nonlinearity of superconducting
circuits including Josephson junctions makes it possible to isolate two quan-
tum states and to create a quantum bit, a quantum mechanical two-level
system, which in this context is often called “superconducting qubit”. The
ultimate goal in the domain of quantum information processing is the build-
ing of a quantum computer, working with qubits (quantum bits) instead of
classical bits like a conventional computer. A quantum computer could per-
form tasks that are well beyond the reach of classical computers, like the
simulation of quantum systems or the factorization of very large numbers,
which plays an important role in cryptography [3].
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As pointed out by diVincenzo [15], a physical system must match certain
criteria to be considered a candidate for the realization of a quantum com-
puter. For example, it must have a sufficiently long coherence time in order
to allow for a large number of coherent manipulations before the phase infor-
mation is destroyed. Other criteria involve the possibility to couple several
qubits and to measure the state of individual qubits. There are currently
several physical systems that are promising candidates for the building of a
quantum computer, amongst them are superconducting circuits, ion traps,
[27, 28], spins in quantum dots [29, 30] and cavity QED systems [31].
Superconducting qubits have the advantage that they can be easily in-
tegrated into electrical circuits. This means that their properties, like the
energy splitting and the coupling between different qubits, can be tuned by
external parameters, e.g., magnetic fluxes or voltages [32]. Furthermore they
can be scaled up to large systems. On the other hand, the strong coupling
to control parameters also leads to a considerable (unwanted) coupling to
the noisy electromagnetic environment. As a consequence, superconducting
qubits have rather short coherence times and are heavily influenced by vari-
ous kinds of noise, like 1/f-noise [11]. In the last years, however, continuous
improvement of the circuit designs has helped to substantially increase the
coherence times of superconducting qubits [33, 14].
Superconducting qubits are sometimes referred to as “artificial atoms“.
In cavity quantum electrodynamics (cavity QED), the quantum nature of
the electromagnetic field is probed by investigating the interaction between
a real atom and the single mode of a high-quality cavity. Similarly, the field
of “circuit QED” investigates the coupling of a superconducting qubit to the
single mode of a two-dimensional microwave transmission line, which serves
as resonator [4, 5]. Circuit QED experiments take advantage of the macro-
scopic dipole moment of the qubit as well as the small effective mode volume
of the transmission line, which naturally lead to a large coupling strength
between qubit and the resonator. In 2004, two experiments were able to
reach for the first time in a circuit QED setup the strong coupling regime,
which allows for a coherent exchange of excitations between the “atom” and
the resonator [34, 35].
Many experiments have investigated the coupling of superconducting
qubits with regard to the application in quantum information processing.
The circuit QED architecture has been proposed as a promising candidate
for the realization of a quantum computer, where resonators are used to build
1−qubit gates, to couple several qubits and to provide a measurement of the
qubits’ state [4, 36]. In the last years, experiments have achieved to use cir-
cuit QED setups to realize 2-qubit gates [37, 38, 39], to transfer excitations
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Figure 2.1: The superconducting single-electron transistor- (SSET-) laser. (a) The
basic setup: Cooper pairs can tunnel to the island through the lower Josephson
junction. If the voltage Vb is high enough, it can break up one Cooper pair and
lead to two consecutive single-electron tunneling events. (b) The level structure:
If the state |0〉 has a higher energy than the state |2〉, the single-electron tunneling
corresponds to an incoherent pumping of the charge qubit.
between two qubits [40, 41], and to perform nondestructive readout of the
quantum state of qubits [38, 39, 42].
Another class of circuit QED experiments have focused on investigating
quantum optics in a previously unexplored parameter regime, characterized
by a strong qubit-resonator coupling and strong decoherence. To name just
a few examples, the possibility to resolve individual photon number states
[43] and the nonlinearity of the energy spectrum [9] in a circuit QED setup
were demonstrated, which both showed the quantum nature of the microwave
field. Other experiments achieved to generate single microwave photons [44]
and, using the wide control over the qubit level splitting and the coupling
strength via microwave pulses, to even synthesize arbitrary photon states
[10]. In another experiment, which we will describe below, lasing induced by
a single artificial atom was observed in a microwave transmission line [13].
2.1.2 Single-qubit lasing
We start by describing the experimental setup used by Astafiev et al. in 2007
[13] to demonstrate lasing behavior of a microwave resonator induced by a
single qubit. The basic setup is plotted in Fig. 2.1a.
The artificial atom is a charge qubit, a small superconducting island that
is connected to the ground by a Josephson junction. The charge qubit works
in the charge regime, which is characterized by a single-electron charge energy
EC that is much larger than the Josephson tunneling energy, EC ≫ EJ , and
the temperature, EC ≫ kBT . This makes the number N of excess charges on
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the island a good quantum number. The electrostatic energy of the charge
states |N〉 can be controlled by tuning the gate voltage Vg,
Ech(N) = EC (N −Ng)2 (2.1)
with the single-electron charge energy EC = e
2/ (2CΣ), where CΣ is the total
capacitance of the superconducting island, and the reduced gate charge Ng =
CgVg/e [32]. The largest energy scale in the system is the superconducting
gap ∆sc, i.e, the energy needed to break up a Cooper pair. This means that
charge states with unbound electrons (N odd) have a much higher energy
than charge states with only Cooper pairs (N even).
By tuning the gate voltage close to a charge degeneracy point, Ng ≈ 1,
it is possible to operate the device in a regime where the two states |0〉 and
|2〉, corresponding to 0 or 2 excess electrons on the island (in other words, 0
or 1 excess Cooper pairs), are similar in energy, while all other states have a
much higher energy. In this regime, the device can be operated as a proper
two-level-system, with the two states being separated by the electrostatic en-
ergy ǫch = Ech(0)−Ech(2) = 4EC (Ng − 1). The system can make transitions
between the two states via the process of Cooper pair tunneling from and to
the island through the Josephson junction.
The charge qubit can be operated as a superconducting single electron
transistor (SSET) by connecting a drain electrode to the island by a Joseph-
son junction with a high resistance [45, 46]. If the drain voltage is high enough
to break up Cooper pairs, Vb > (2∆sc + EC) /e, it can lead to two consecutive
single-electron tunneling events in the incoherent process |2〉 → |1〉 → |0〉.
If the gate voltage is tuned such that the state |0〉 has a higher electrostatic
energy than the state |2〉, ǫch > 0, this corresponds to an incoherent pumping
of the qubit, which causes a population inversion.
In the single-qubit lasing setup, the charge qubit is capacitively coupled to
a transmission line resonator. When the qubit is in the state |0〉, it can trans-
fer an excitation to the resonator, i.e., make a coherent transition |0〉 → |2〉
and create a photon in the resonator. The cycle of incoherent pumping to
the excited state and coherent transition to the ground state is called the
“photon-assisted Josephson quasiparticle cycle and can lead to an accumu-
lation of photons in the resonator, which can be detected via a substantial
increase of the emission power of the radiation emitted by the transmission
line.
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2.2 The Hamiltonian
The system can be described by the Hamiltonian
H = −1
2






where τz = |2〉〈2| − |0〉〈0| and τx = |2〉〈0|+ |0〉〈2| are Pauli operators in the
charge basis of the qubit, and a(†) are the creation and annihilation operators
for the resonator. The first term describes the electrostatic energy difference
between the states |0〉 and |2〉 and Josephson tunneling, parametrized by the
Josephson energy EJ . The second and third terms describe a single mode
of the resonator with frequency ωR and the capacitive coupling between the
qubit and the resonator.
We can now make a unitary transformation to the diagonal basis of the














J is the energy splitting. The angle ζ is defined via the
relation tan ζ = ǫch/EJ .
We will assume that the qubit is not too far from resonance with the
resonator, |∆E − ωR| ≪ ωR, and that the coupling is much smaller than the
resonator frequency, g0 ≪ ωR. These conditions are usually fulfilled in circuit
QED lasing experiments, since typical values for the coupling strength and
the resonator frequency are g0 = 10 − 100MHz, ωR ∼ 5 − 10GHz. Also, to
observe lasing, the qubit and the resonator must not be too far detuned, so
that also the condition |∆E − ωR| ≪ ωR will be fulfilled.
These relations allow us to make a Rotating Wave Approximation (RWA):
In the Heisenberg picture, and in the absence of coupling, the resonator and
qubit operators will show fast oscillations, a(†)(t) = a(†)(0) exp [∓iωRt] and
σ±(t) = σ±(0) exp [±i∆Et], where we introduced the raising and lowering
operators σ± = σx ± iσy for the qubit.
Within the RWA, we drop all fast oscillating terms ∼ e±iωRt. Defining
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2.3 The master equation approach
The coherent evolution of the system, in absence of dissipation, is described
by the Jaynes-Cummings Hamiltonian (2.4). Now we want to include the
coupling of the qubit and the resonator to the environment, which manifests
itself in the incoherent single-electron tunneling processes for the charge qubit
and in incoherent relaxation and excitation processes for the resonator.
In the following subsection, we follow the route described, e.g, in Refs.
[47] and [48], to show how we can include the effects of the coupling to the
environment into the Liouville equation for the density matrix of the system.
2.3.1 Derivation of the master equation
We consider a system A, which is our system of interest. The environment
is modeled by a reservoir R which has a large number of degrees of freedom
and whose macroscopic state is not perturbed by the small system A. The
Hamiltonian of the composite system is given by
H = HA +HR + V. (2.5)
where the term V describes the coupling of the system A to the reservoir.




ρ(t) = − i
~
[H, ρ(t)] , (2.6)
with the Hamiltonian (2.5). We now move to the interaction picture with
respect to the free Hamiltonian HA + HR, so that the new density matrix
ρ̃(t) = ei(HA+HR)t/~ρ(t)e−i(HA+HR)t/~ evolves slowly and does not contain the
fast free oscillations anymore. By integrating the Liouville equation in the
time interval [t , t+∆t], we obtain the equation









By iterating this equation, we can expand the expression for the density
matrix ρ̃ at time t + ∆t to second order in the coupling V . In general, we
are only interested in the dynamics of the small system A rather than the
dynamics of the composite system. We therefore take the partial trace over
the reservoir states, which leads to an equation for the reduced density matrix
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σ̃(t) = TrR{ρ̃(t)}:






















where ∆σ̃(t) = σ̃(t + ∆t) − σ̃(t) is the variation of the reduced density
matrix within the time interval [t , t+∆t].
We will now make several assumptions on the reservoir: first, we will
assume that the coupling is linear, V = −AR, where A and R are operators
of the system and the reservoir, respectively. The central assumption we
make now is that the correlation time τc of the reservoir, i.e., the timescale
on which correlations 〈R(t′)R(t)〉 decay, is very short. Especially, we assume
that the correlation time τc is short compared to the timescale TR of the
evolution of the reduced density matrix, τc ≪ TR .
Based on this assumption, we can factorize the density-matrix of the
composite system, ρ̃(t) = σ̃(t) ⊗ σR in the integrals in Eq. (2.8) if the
timestep ∆t is much larger than the correlation time τc. The justification for
this step is that correlations between the system A and the reservoir decay
fast and only lead to small contributions within the time interval [t , t+∆t]
[48].
Since the reservoir is unperturbed by the coupling to the small system,
we can assume that the reduced density matrix σR of the reservoir is con-
stant and describes a stationary state, so that [HR, σR] = 0. Making these
assumptions, the first term (linear in the coupling V ) in Eq. 2.8 becomes
proportional to the expression TrR{RσR}. This expression is constant in
time and can be assumed to be 0. This is not a real restriction, since this
condition can be always fulfilled by a redefinition of the system Hamiltonian
HA [48]. As a consequence, only the second term on the right side of Eq. 2.8
remains.
In addition to the first central assumption that the timestep ∆t is much
larger than the correlation time of the reservoir, we now make a second
central assumption, namely that the timestep ∆t is much shorter than the
timescale TR of the evolution of the reduced density matrix σ(t). This allows
us to replace the density matrix ρ(t′′) in the second integral of Eq. 2.8 by
the density matrix at time at time t, ρ(t′′) ≈ σ̃(t) ⊗ σR, so that we finally

















Ṽ (t′′), σ̃(t)⊗ σR
]]
(2.9)
This equation now describes a Markovian process, since the time-evolution
of the system A is completely determined by its present state σ̃(t) and does
not depend on its state at earlier times t′ < t.




















Here we see the actual structure of the master equation: The variation rate
∆σ̃/∆t is determined by products of system operators A and the reduced
density matrix σ̃(t). The function g(τ) = Tr{σRR̃(t′)R̃(t′ − τ)} appearing
in the integral is the correlation function of the reservoir, and decays on the
timescale τc.
The master equation (2.10) relates the matrix elements of the variation
∆σ̃ab to the matrix elements of the density matrix σ̃cd. By projecting the








By doing a Rotating Wave Approximation (which is also called the secular
approximation) in the system-reservoir coupling, we only keep slowly oscillat-
ing terms that satisfy the condition |ωab − ωcd| ≪ 1/∆t, where ~ωij = Ei−Ej
is the energy difference between the two eigenstates i, j. Going back to the
Schrödinger picture, σ(t) = exp(−iHAt)σ̃(t) exp(iHAt), we then finally ob-






Rabcd σcd(t) , (2.12)
which is a linear linear differential equation with time-independent coeffi-
cients for the elements of the reduced density matrix σ of the system A.
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Here, the variation ∆σ/∆t of the density matrix has been replaced by the
derivative dσ/dt, which is allowed if we investigate the evolution of the den-
sity matrix on a timescale that is much longer than the correlation time of
the reservoir.
We close by remarking that in the remainder of this thesis, we will use
the usual symbol ρ(t) for the reduced density matrix of the system (instead
of the symbol σ(t) used in the derivation of the master equation).
2.3.2 Dissipation terms for the resonator and the qubit
As we showed in the previous subsection, the Liouville equation for the den-
sity matrix of a system coupled to the environment can be written in the
form
ρ̇ = − i
~
[H, ρ] + Lρ , (2.13)
where the Hamiltonian H describes the coherent evolution of the system,
and the dissipation term Lρ describes the coupling to the environment.
We now come back to our specific system. The Liouville equation we use
to describe the coupled qubit-resonator system is given by
ρ̇ = − i
~
[H, ρ] + LR ρ+ LQ ρ . (2.14)
Here, H is the Hamiltonian (2.4) derived in Sec. 2.2, and LR,Q are dissipa-
tion terms for the resonator and the qubit, respectively. We mention again
that this form of the Liouville equation is only valid for Markovian noise,
i.e., noise with a short correlation time. The influence of slow noise will be
discussed later in chapter 4.

















which are parametrized by the photon damping rate κ and the thermal pho-
ton number Nth = (exp (~ωR/kBT )− 1)−1. More precisely, the terms in the
first line describe the emission of photons to the environment, while the terms
in the second line describe the absorption of photons by the resonator. This
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〈n |ρ|n〉 = κ(Nth + 1)(n+ 1)〈n+ 1 |ρ|n + 1〉+ κNthn〈n− 1 |ρ|n− 1〉
− [κ(Nth + 1)n+ κNth(n+ 1)] 〈n |ρ|n〉 . (2.16)





(2σ−ρσ+ − ρσ+σ− − σ+σ−ρ) . (2.17)
Here we do not specify the detailed mechanism of single-electron tunneling,
but simply model it as an incoherent process which causes transitions of the
charge qubit from level |2〉 to level |0〉 with an effective rate Γ0.
In order to obtain the Hamiltonian (2.4), we moved to the eigenbasis
of the charge qubit. If we apply the same unitary transformation on the












(σzρσz − ρ) , (2.18)
which describe incoherent relaxation and excitation processes with rates Γ↓ =
(Γ0/4) · (1− sin ζ)2 and Γ↑ = (Γ0/4) · (1 + sin ζ)2, as well as pure dephasing
processes with a rate Γ∗ϕ = (Γ0/2) · cos2 ζ . The physical meaning of these




〈↓ |ρ| ↓〉 = Γ↓〈↑ |ρ| ↑〉 − Γ↑〈↓ |ρ| ↓〉
d
dt
〈↑ |ρ| ↑〉 = Γ↑〈↓ |ρ| ↓〉 − Γ↓〈↑ |ρ| ↑〉
d
dt
〈↑ |ρ| ↓〉 = −
[




〈↑ |ρ| ↓〉 . (2.19)
If the charge qubit is operated in a regime where ǫch > 0, the sine function
has positive values, sin ζ > 0, and the excitation rate becomes larger than the
relaxation rate. This shows that the single-electron tunneling leads indeed
to an incoherent pumping of the charge qubit.
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For later purposes, we also introduce the rate Γ1 = Γ↓ + Γ↑, which is
the sum of excitation and relaxation rates, and Γϕ = Γ1/2 + Γ
∗
ϕ, the total
dephasing rate, including pure dephasing due to longitudinal noise described
by the rate Γ∗ϕ. In contrast to relaxation and excitation processes, pure de-
phasing arises from processes with no energy exchange between qubit and
environment and thus does not affect the population of the two qubit states.
The parameter D0 = (Γ↑ − Γ↓)/Γ1 denotes the stationary qubit polarization
in the absence of the resonator. In the regime we consider, ǫch > 0, since
the excitation rate is larger than the relaxation rate, we have D0 > 0, which
corresponds to a population inversion of the qubit.
The master equation approach has been used by several authors to in-
vestigate single-qubit lasing [51, 52, 54, 55, 56]. In our case, the specific
mechanisms of incoherent pumping of the qubit and of the qubit-resonator
coupling are not described explicitly, but only enter by means of the exci-
tation/relaxation rates Γ↑,↓ and the coupling strength g. This makes the
model quite general, so that our results are not restricted to the SSET-laser.
Another possible realization is, for example, a coherently driven flux qubit
coupled to a low-frequency resonator [52, 53]. However, for the sake of clarity,
we will focus here on lasing induced by a SSET.
2.3.3 The numerical solution of the master equation
The dynamics of the single-qubit-laser can be described by a master equation
for the density matrix,
ρ̇ = − i
~
[H, ρ] + LQ ρ+ LR ρ = Gρ (2.20)
with the Jaynes-Cummings Hamiltonian (2.4) and the dissipation terms for
the resonator (2.15) and the qubit (2.18). Here we formally introduced the
superoperator G acting in the space of the system operators.
After projecting the equation on the basis formed by the product states
| ↑, ↓ n〉 = | ↑, ↓〉 ⊗ |n〉, where | ↑, ↓〉 are the eigenstates of the qubit and |n〉
the Fock states of the resonator, we can recast the master equation in vector
form
~̇ρ = G · ~ρ . (2.21)
The density matrix ρ is arranged as a vector ~ρ, and the superoperator as
a matrix acting on ~ρ. This form is convenient for numerically solving the
master equation.
The formal time-evolution of the density matrix is described by the equa-
tion ρ(t) = exp (Gt) ρ(0). Because of the presence of dissipation, after a
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sufficiently long time, the system will reach a stationary state which does
not depend on the initial conditions, ρ(t) → ρs for t → ∞. We call ρs the
stationary density matrix; it can be found by solving the equation
~̇ρs = G · ~ρs = 0 , (2.22)
which means that we have to calculate the eigenvector of the matrix G cor-
responding to the eigenvalue λ = 0. The stationary density matrix gives
access to the average value of any system operator Ô in the stationary state,
〈Ô〉 = Tr{Ôρs}, as well as to distribution functions, like the probability P (n)
to find n photons in the resonator, P (n) = Tr{|n〉〈n| ρs}.
From the master equation equation (2.20), we can also derive expressions
for time-dependent correlation functions [57] 〈Ô1(t+τ)Ô2(t)〉, where Ô1,2 are
arbitrary operators in the Heisenberg picture. In order to do so, we employ
the quantum regression theorem [50, 47]
〈Ô1(t+ τ)Ô2(t)〉 = Tr{Ô1(0)eGτ [Ô2(0)ρ(t)]}. (2.23)
Here we are specifically interested in the field correlation function 〈a†(t +
τ)a(t)〉, which we need to calculate the emission spectrum of the resonator.
If the system is in the stationary state, we get the following expression for
the field correlation function:
〈a†(t+ τ)a(t)〉 = Tr{a†eGτaρs}. (2.24)
To proceed, it is convenient to diagonalize the superoperator G and to express
the product aρs in terms of the eigenvectors of G, aρs =
∑
k ck~vk. Acting on






where λk is the eigenvalue of G corresponding to the eigenvector ~vk. So once
the eigenvalues λk and expansion coefficients ck are known, we can easily
obtain the correlation function for all times t. Combining Eqs. (2.24) and
(2.25), we get









by defining the coefficients αk = ck · Tr{a†vk}.
We can solve Eqs. (2.22) and (2.23) numerically using standard linear
algebra methods. However, as numerics naturally can only deal with finite
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matrices, we have to truncate the Hilbert space of the resonator to a finite
number N of photon number states. In this case the superoperator G is
represented by a 4N2 × 4N2-matrix, growing fast with N , which limits the
method in our case to N ≤ 30. This puts some constraints to the parameters
we can use in our simulations. As will be shown in Sec. 3.1, the average pho-
ton number 〈n〉 in the resonator obeys the relation 〈n〉 . Γ1/(2κ). Hence the
damping rate κ should not be too small, i.e., κ & Γ1/N . On the other hand,
for the calculation of average steady state values, which are fully determined
by the stationary density matrix ρs, the calculations reduce to solving a sys-
tem of linear equations. In these cases, we can use a much higher number of
photon number states, N . 200.
2.4 The semiclassical and semiquantum ap-
proximation
The master equation (2.20) allows us to determine completely the quantum
state of the system. However, its full solution is numerically demanding in
the experimental regime of parameters due to the high number of photons
in the resonator (of the order of 102 for the SSET-laser). For this reason, we
want to discuss different approximation schemes, namely the semiclassical
and the semiquantum approximations, to calculate the physical quantities
and their range of applicability. As it turns out, we can get good estimates
for the average photon number in the resonator as well as for the lasing
threshold.
The starting point for both approximation schemes are the equations for
the average values, which can be directly obtained from the master equation
for the density matrix. In both approaches, we use the factorization of aver-
age values to truncate the otherwise infinite hierarchy of moment equations,
but the factorization is done on different levels for the semiclassical and the
semiquantum approximation.
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The semiclassical approximation









〈a〉 − ig〈σ−〉 , (2.27)
d
dt







− Γ1 (〈σz〉 −D0) . (2.29)
In the semiclassical limit, we completely neglect fluctuations, so that all
average values factorize, e.g., 〈σ+a〉 = 〈σ+〉〈a〉. This approximation provides
the Maxwell-Bloch equations for the classical variables α = 〈a〉 exp (iωRt),








s+ = − (Γϕ − i∆) s+ − igszα∗, (2.31)
d
dt
sz = −2ig (s+α− s−α∗)− Γ1 (sz −D0) . (2.32)
Here we introduced the detuning ∆ = ∆E − ωR between the qubit and the
resonator; by our definitions of the variables α and s± we got rid of the fast
oscillations ∼ exp (iωRt). For a single-qubit laser, the dephasing of the qubit
is usually much larger than the damping of the resonator, Γϕ ≫ κ/2, which
means that the qubit variables will evolve much faster than the resonator









1 + |α|2 /ñ0
, (2.34)























Here, sstz = D0/
(
1 + |α|2 /ñ0
)
is the stationary population inversion of the
qubit.
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The stationary solution
We can use Eq. (2.35) to find an equation for the number of photons n̄ = |α|2
in the resonator:


















n̄ = 0. (2.37)
In the parameter regime where ñ0 > Γ1D0/(2κ). this equation has only one
non-negative solution n̄ = 0. If the condition ñ0 < Γ1D0/(2κ) is fulfilled,
it has one additional non-negative solution n̄ = Γ1D0/(2κ)− ñ0 > 0, which
describes the lasing state. This condition can thus be used to obtain an
estimate for the lasing threshold.
The semiquantum approximation
Like the semiclassical approximation, the semiquantum approximation can
be derived from the equations of motion for the average values of system
operators, but with a different choice of operators [59]. Here we consider the

























〈σ+a〉 − ig〈σzn〉 (2.40)
As we are interested in the stationary solution, we can set the left sides of
the equations to 0, d/dt〈. . . 〉 = 0. The equation for the product 〈σ+a〉 leads
then to the relation 〈σ+a〉 = −ig〈σz〉/ (Γϕ − i∆), where we used the fact
that Γϕ + κ/2 ≈ Γϕ, since the qubit dephasing is assumed to be much larger
than the resonator damping. Inserting this relation into the equations for
the average photon number and the qubit inversion then leads then to the
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following two equations:


























By factorizing 〈σzn〉 = 〈σz〉〈n〉, we obtain a closed set of two equations, which























This equation has always one single positive solution 〈n〉 > 0. In contrast
to the semiclassical theory, the semiquantum approximation contains the
effects of spontaneous emission, as expressed by the terms proportional to
(〈σz〉+ 1) in Eqs. (2.41) and (2.42). As noticed in Ref. [60], spontaneous
emission is especially relevant for the dynamics of single-atom lasers; we will




The lasing transition and the
emission spectrum
In this chapter we use the master equation approach discussed in chapter 2
to describe the properties of single-qubit lasers. We start by investigating
the transition of the system from the non-lasing to the lasing regime. Due to
spontaneous emission processes, there is no sharp transition like in conven-
tional lasers, but a transition region, which can be rather broad for strong
coupling. This transition is especially interesting for a circuit QED setup,
since a single-qubit laser can be easily driven in and out of the lasing regime
by tuning the qubit frequency.
In sections. 3.2-3.5, we discuss the emission spectrum of a single-qubit-
laser, which can be directly measured in circuit QED experiments [13, 61].
We especially focus on the linewidth, since a very narrow linewidth is one
of the typical features of a conventional laser. In a single-qubit laser, due to
the presence of only one “atom” and the relatively low photon number, the
linewidth is relatively broad. Since the coupling between the qubit and the
resonator in circuit QED can become very strong, a single-qubit laser can be
driven far above the lasing threshold. In this regime, the emission spectrum
shows some interesting features, namely an increase of the linewidth with
the coupling strength and a non-monotonous dependence on the detuning
between qubit and resonator.
Usually, far above or below the lasing threshold, the emission spectrum
of a single-qubit laser is well described by a Lorentzian curve. However, for
strong qubit-resonator-coupling, the spectrum can show a deviation from the
simple Lorentzian shape in vicinity of the lasing transition. This is discussed
in Sec. 3.6.
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Figure 3.1: (a) Average photon number 〈n〉 in the resonator as function of the
coupling strength g and the detuning ∆. (b) Average photon number as function
of the detuning for a fixed coupling strength g/ωR = 5 × 10−3, calculated by
using the master equation (ME), the semiclassical approximation (SC) and the
semiquantum approach (SQ). The other parameters are Γ1/ωR = 2.5 × 10−2,
D0 = 0.975, Γ
∗
ϕ/ωR = 5× 10−3, κ = 2× 10−4, and Nth = 0.
3.1 The lasing transition
In this section we investigate the stationary properties of single-qubit lasers
for different values of the qubit-resonator coupling g and the detuning ∆,
while the other parameters, like the bare qubit inversion or the resonator
damping rate, are kept constant. We also assume zero temperature, Nth = 0
throughout the chapter. The detuning is the parameter which can usually
be easily changed in circuit QED experiments and which can be used in a
single-qubit laser to cross the lasing transition. On the other hand, depend-
ing the coupling strength, a single-qubit laser can be operated in a regime
just slightly above the lasing threshold (for moderate coupling) or deep in
the lasing regime (for strong coupling). We will see in later sections that es-
pecially the spectral properties of single-qubit-laser depend strongly on the
coupling strength.
In Fig. 3.1a, we plot the average photon number 〈n〉 in the resonator as
a function of the coupling strength g and the detuning ∆. Fig. 3.1b shows
a cut through the plane g/ωR = 5 × 10−3 and displays the results obtained
by the numerical solution of the master equation as well as the results from
the semiclassical and semiquantum approximations. At large detuning, the
average photon number is rather low; this is the non-lasing regime. When
the detuning is decreased, at a certain point the average photon number will
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show a pronounced increase, as the system undergoes a transition to the
lasing state.
The curve 〈n(∆)〉 runs smoothly between the lasing and non-lasing regime,
which means that there is no sharp boundary between the two regimes; the
change of behavior rather occurs in a certain range of the detuning; in the
following, we will refer to this region of the parameter space as the transition
region. The smoothening of the curve 〈n(∆)〉 is a consequence of sponta-
neous emission processes, i.e., of transitions of the qubit from the excited
state to the ground state in absence of photons in the resonator [62, 63, 64].
We see that the semiquantum approximation gives quite accurate results,
even in the transition region, since spontaneous emission is accounted for in
this approach. We will therefore use it later in Sec. 4.2 for the discussion of
few-qubit-lasing. The predictions from the semiclassical theory also coincide
well with the numerical results for small and large detuning. On the other
hand, the semiclassical approach predicts a sharp transition between the
lasing and the non-lasing regime.
While it does not give an accurate description of the average photon
number, it can still be used to obtain a good estimate for the location of the







for the detuning at which the transition occurs.
We will in the following refer to this value as the lasing threshold. As
confirmed by Fig. 3.1, the value ∆thr grows with the coupling strength. In
order to reach the lasing regime, the coupling between the qubit and the







as the condition to obtain lasing behavior at the full resonance (∆ = 0).
A further insight to the behavior of the system can be obtained by looking
at the photon distribution function P (n) = 〈n |ρs|n〉 and the Fano factor
F = (〈n2〉 − 〈n〉2) /〈n〉. Fig. 3.2a shows the function P (n) for fixed coupling
strength and different values of the detuning. For large detuning, below
the lasing threshold, the distribution is simply a Bose distribution, and,
since Nth = 0, the Fano factor equals 1. For small detuning, in the lasing
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Figure 3.2: (a) The photon distribution function P (n) for 3 values of the detuning
and a fixed coupling strength g/ωR = 5×10−3. (b) The Fano Factor F as function
of the coupling strength and the detuning. The 3 points A, B, C correspond to
the values used in the plot of the distribution functions. Other parameters like in
Fig. 3.1.
regime, the resonator field is in a coherent state, characterized by a Poisson
distribution, also with Fano Factor F = 1.
Around the lasing transition however, due to large fluctuations in the
photon number, the Fano factor is strongly enhanced. This is demonstrated
in Fig. 3.2b, which shows the Fano factor as function of the coupling strength
and the detuning. There is a wide region in the (∆, g)-plane where F is
significantly larger than 1. In this region, the resonator field is not yet in a
coherent state. The Fano factor is thus a useful quantity for describing the
position and the width of the transition region.
We observe that for increasing coupling, the transition region is signif-
icantly broadened. We also plotted the semiclassical lasing threshold and
observe that it coincides well with the maximum of the Fano factor. This
demonstrates that the semiclassical lasing threshold can be used to obtain an
accurate estimate of the position of the lasing transition even in the strong
coupling regime, where quantum effects become important.
Average photon number and fluctuations
In. Fig. 3.3a we plot the average value 〈n〉 and the fluctuations ∆n =
√
〈n2〉 − (〈n〉)2 of the photon number in the resonator as functions of the
coupling strength g. We also show the semiclassical lasing threshold, as de-
fined by Eq. (3.2). We observe that for strong coupling, deep in the lasing
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Figure 3.3: (a) Average photon number 〈n〉 and relative fluctuations ∆n/〈n〉 as
functions of the coupling strength g at full resonance (∆ = 0). (b) Average photon
number 〈n〉 and fluctuations ∆n/〈n〉 as functions of the detuning ∆ for fixed
coupling g/ωR = 5 × 10−3. In both plots, we also show the semiclassical lasing
threshold (LT) and the saturated photon number n̄sat. Other parameters like in
Fig. 3.1.
regime, the average photon number and the fluctuations saturate. We can
find an estimate for the asymptotic value of 〈n〉 by looking at the semiclas-
sical solution n̄ = Γ1D0/(2κ) − ñ0 > 0; for large coupling, the parameter






Fig. 3.3b shows a similar plot for fixed coupling strength g/ωR = 5 × 10−3
and variable detuning.
The relative fluctuations ∆n/〈n〉 will be of interest in the following sec-
tions about the emission spectrum. Above the lasing threshold, they become
quite small, as expected for the lasing state, but still stay finite. Although
they are weak, they have important effects on the linewidth, as will be dis-
cussed. We also see that in the lasing transition region, the average photon
number can be relatively large, while the relative fluctuations are still quite
strong. We will show that especially in this regime, we can observe interest-
ing effects like a strong increase of the linewidth and a non-Lorentzian shape
of the emission spectrum.
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3.2 The emission spectrum: Introduction
In the following, we will investigate the emission spectrum of single-qubit
lasers. There is a twofold interest in the emission spectrum: First, it is a
quantity which can be directly measured in experiments, like demonstrated
for the SSET-laser [13]. Therefore it is interesting to see which kind of infor-
mation about the system is contained in the characteristics of the emission
spectrum, like the linewidth or the lineshape.
Secondly, a very narrow linewidth is one of the typical features of the
lasing state for a conventional, many-atom laser. On the other hand, a
single-qubit laser works in a completely different parameter regime. In the
previous section we have showed that the stationary properties, like the av-
erage photon number, saturate in the lasing regime of a single-qubit-laser.
As we will show, this is not the case for the linewidth, which shows a strong
dependence on the coupling strength and the detuning. Investigating the
linewidth allows us to further characterize the state of the system above the
lasing threshold, e.g., by showing that strong coupling increases the linewidth
and thus leads to a deterioration of the lasing state.
The emission spectrum S(ω) is given by the Fourier transform of the




dt e−iωτ 〈a†(t+ τ)a(t)〉 (3.4)










−Re(αk)Re(λk) + Im(αk)[ω − Im(λk)]
[Re(λk)]2 + [ω − Im(λk)]2
, (3.5)
where we decomposed the eigenvalues λk of the superoperator G and the
coefficients αk into their real and imaginary parts.







αk = 2πRe〈a†(t)a(t)〉 = 2π〈n〉, (3.6)
which means that the surface below the spectral curve S(ω) is proportional
to the average photon number in the resonator.
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Figure 3.4: (a) Average photon number 〈n〉 in the resonator as function of the
coupling strength g and the detuning ∆. (b) Emission Spectrum S(ω) for two
different values of the detuning and a fixed coupling strength g/ωR = 4 × 10−3.
For comparison we also show the spectrum of a thermal distribution with the same
average photon number as the lasing state for ∆ = 0. The other parameters are
Γ1/ωR = 1.6 × 10−2, D0 = 0.975, Γ∗ϕ/ωR = 4× 10−3, κ = 5× 10−4, and Nth = 0.
In Fig. 3.4, we plot the emission spectrum S(ω) for different values of
the detuning. As we mentioned in the previous chapter, diagonalizing the
superoperator is numerically much more demanding than the calculation of
the stationary density matrix. For this reason, we have to restrict the number
of photon number states used in the numerics; in our case we use a basis of
N = 30 photon number states. To ensure convergence, we have to make
sure that the average photon number 〈n〉 stays much smaller than N . This
is done by choosing a larger value for the resonator damping rate κ and a
smaller value for the qubit pumping rate Γ1.
The red line in Fig. 3.4 shows the emission spectrum in the lasing state
for zero detuning, while the black line shows the spectrum for a thermal
distribution. By comparing the two curves, we see a clear narrowing of the
emission peak in the lasing regime, as expected. The blue line show the
spectrum for the case that qubit and resonator are off-resonant, but still in
the lasing regime. We see that the peak is shifted away from the natural
frequency ωR of the resonator; we also observe a slight broadening of the
spectrum.
Once we have calculated the emission spectrum for a certain set of param-
eters, we can extract the linewidth κL, which we define as the half width at
half maximum (HWHM) of the emission peak [65], as well as the frequency
shift δωR = ωL − ωR. The discussion in sections 3.3-3.5 focuses on these two
quantities. In Sec. 3.6 we also investigate the lineshape.
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3.3 The emission spectrum: Dependence on
the coupling strength
Figure 3.5: (a) Average photon number 〈n〉 and linewidth κL as functions of the
coupling strength at full resonance (∆ = 0) for a damping rate κ/ωR = 5× 10−4.
(b) Average photon number 〈n〉 and linewidth κL as functions of the coupling
strength at full resonance (∆ = 0) for a smaller damping rate κ/ωR = 1.5×10−4. In
the picture (b), the linewidth was calculated by using Eq. (3.12). Other parameters
like in Fig. 3.4.
Fig. 3.5a shows the linewidth κL and the average photon number 〈n〉
at full resonance (detuning ∆ = 0) as functions of the coupling strength
between the qubit and the resonator. We see that, while the photon number
rapidly increases at the lasing transition and then saturates, the linewidth
shows a non-monotonic behavior. For increasing but still weak coupling we
observe the linewidth narrowing which is typical for lasers. However, in the
lasing regime, the linewidth grows again with coupling strength, leading to
a deterioration of the lasing state.
In Sec. 3.6 we will show that at resonance, ∆ = 0, generally only a single
eigenvalue λ contributes to the spectrum, so that Eq. (3.5) simplifies to
S(ω) = 2κL〈n〉/
(
[ω − ωR]2 + κ2L
)
, where we used the relation 〈a†(t)a(t)〉 =
〈n〉 = α. In this case, the height of the emission peak is given by the ratio




By looking at Fig. 3.5a, we note that in the transition region there is an
“optimal” value of the qubit-oscillator coupling where the height of the spec-
tral line is maximum. This interesting feature is due to the fact that in
single-qubit lasers far above the lasing transition an increase of the coupling
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has little effect on the average photon number, but leads to a pronounced
increase of the linewidth. This means that, in order to obtain the sharpest
emission curve, a single-qubit-laser should be operated slightly above the las-
ing threshold.
Fig. 3.5b shows again the linewidth and the average photon number as
functions of the coupling strength, but this time for a smaller damping rate
κ, which leads to a larger value of the saturated photon number n̄sat and a
smaller value of the lasing threshold. Because of the high average photon
number, we cannot perform a diagonalization of the superoperator anymore;
we therefore make use of an approximation scheme which can be used for
zero detuning, ∆ = 0, and which will be discussed below.
By comparing both plots in Fig. 3.5, we see that the minimum linewidth,
slightly above the lasing threshold, diminishes for a decreasing damping rate.
This behavior is similar to the case of conventional, many-atom lasers, where
the linewidth in the lasing regime is inversely proportional to the intensity,
κmany−atomL ∼ 1/n̄ [65]. For large resonator damping κ, the linewidth is
relatively large and, above threshold, quickly grows and can even become
larger than the bare linewidth of the resonator, κL > κL|g=0 = κ/2.
In this regime of strong coupling and large damping, the single-qubit laser
is still in a state characterized by a photon distribution function P (n) with a
maximum around n ≈ 〈n〉 (see Fig. 3.2, red curve) and which clearly differs
from a thermal distribution with an monotonically decreasing function P (n).
So the state of resonator can be identified as a lasing state. On the other
hand, the system is lacking one of the typical features of a conventional laser,
namely the linewidth narrowing.
3.4 Approximation schemes for the linewidth
and the frequency shift
Like we mentioned before, the calculation of the spectrum is numerically
very demanding, since it requires a diagonalization of the superoperator G.
For this reason, it would be helpful to use a factorization scheme like the
semiclassical or the semiquantum approach that we described earlier and
that we used for the discussion of the average photon number. However, for
the case of the spectrum, this is generally not possible, since correlations play
an important role and a factorization thus may lead to qualitatively wrong
results.
Still, we can derive an expression for the linewidth κL which gives accu-
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rate results in the case of zero detuning between the qubit and the resonator,
∆ = 0, and which only depends on the average values 〈n〉, 〈σz〉 and 〈σzn〉.
We also obtain an expression for the frequency ωL around which the emission
peak is centered and which can be used for a wide range of parameters. Ad-
ditionally, our results will help us to discuss the role of quantum fluctuations
in later sections.
We start by writing down the equations of motion for the correlation
functions 〈ã†(t + τ)ã(t)〉 and 〈σ̃+(t + τ)ã(t)〉, where we defined ã = a · eiωRt
and σ̃+ = σ+ · e−iωRt. Using the quantum regression theorem [47], we obtain:
d
dτ
〈ã†(t+ τ)ã(t)〉 = −κ
2
〈ã†(t+ τ)ã(t)〉+ ig〈σ̃+(t + τ)ã(t)〉, (3.8)
d
dτ
〈σ̃+(t+ τ)ã(t)〉 = − (Γϕ − i∆) 〈σ̃+(t+ τ)ã(t)〉
−ig〈σz(t+ τ)ã†(t+ τ)ã(t)〉. (3.9)
Since in a single-qubit laser the qubit decoherence is much larger than the
resonator damping rate, Γϕ ≫ κ/2, we can adiabatically eliminate the
qubit, i.e., using Eq. (3.9), make the approximation 〈σ̃+(t + τ)ã(t)〉 ≈
−ig/ (Γϕ − i∆) 〈σz(t + τ)ã†(t + τ)ã(t)〉. Inserting this result into Eq. (3.8)
leads to the new equation
d
dτ





〈σz(t+ τ)ã†(t + τ)ã(t)〉.
(3.10)
This equation is not closed however; in order to close it, we have to factorize
the correlation function 〈σz(t+ τ)ã†(t+ τ)ã(t)〉.
Separation of phase and amplitude
The finite linewidth of a single-qubit-laser results from the fact that, while
the amplitude of the electrical field in the resonator is rather well defined, its
phase is not fixed, but diffuses. This means that the phase information gets
lost after a certain time tL ∼ 1/κL, leading to the decay of the field correla-
tion function 〈ã†(t+ τ)ã(t)〉 on this timescale and to a finite width κL of the
emission line. On the other hand, Fig. 3.3 shows that the fluctuations ∆n of
the average photon number, and thus the fluctuations of the field amplitude
are rather small in the lasing state, ∆n/〈n〉 ≪ 1.
In our derivation of an expression for the linewidth we will now make
the central assumption that amplitude and phase fluctuations are not cou-
pled. The procedure is described in Ref. [62] and leads to the following
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factorization scheme:








〈ã†(t + τ)ã(t)〉 (3.11)
The factorization leads to a closed equation for the field correlation function,















































with a linewidth κL, and which is centered around the frequency ω = ωR +
δωfacL .
Finally, in analogy to the semiquantum approach discussed in Sec. 2.4,














where sSQz is the average value of the operator σz obtained by solving the
equations (2.42) and (2.41) within the semiquantum approach.
Discussion
In Fig. 3.6a we compare the linewidth obtained by three methods: by diag-
onalizing the superoperator, by using Eq. (3.12), and by using Eq. (3.15).
We see that the linewidth κfacL provides quite accurate results, and it can
thus be used in parameter regimes that are not accessible with our standard
method, i.e, when the average photon number is too large.
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Figure 3.6: (a) Comparison of the linewidth obtained by diagonalizing the super-
operator (κnumL ), by using Eq. (3.12) (κ
fac
L ) and by using Eq. (3.15) (κ
SQ
L ). (b)
Comparison of 〈σz〉 and the ratio 〈σzn〉/〈n〉. The detuning is zero, ∆ = 0, other
parameters like in Fig. 3.4.
As wee see in Fig. 3.6b, the correlations 〈δσz δn〉 ≡ 〈σzn〉 − 〈σz〉〈n〉 can
be of order 1, 〈δσz δn〉 ∼ O(1), so that the third term in Eq. (3.16) is of
comparable size as the second term. This explains the quantitative differences
between the linewidth κSQL calculated via the semiquantum approach and the
numerical result in Fig. 3.6a. On the other hand, the semiquantum approach
still provides the correct qualitative behavior, the main difference being a
constant factor 1/2 between the numerical and approximative result in the
lasing regime.
The semiquantum result overestimates the linewidth, so that κnum,lasingL |∆=0 ≈
1/2 · κSQ,lasingL |∆=0. In the deep lasing regime, the qubit inversion approaches
0, 〈σz〉 ≈ 0. For zero temperature, Nth = 0, we then obtain the following












which clearly demonstrates the quadratic increase of the linewidth with the
coupling strength g.
We should note that this method for calculating the linewidth only works
at full resonance, ∆ = 0. Using an approach based on a Fokker-Planck equa-
tion for the resonator, it can be shown that amplitude and phase fluctuations
are indeed decoupled for ∆ = 0 [64]. On the other hand, in the off-resonant
situation, they are not decoupled, and, more importantly, this coupling can
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not be neglected, so that our approximation would lead to qualitatively wrong
results.
The general difficulty with factorization schemes relies on the fact that
the qubit inversion 〈σz〉 tends to 0 above the lasing threshold, as shown in
Fig. 3.6b. This means that correlations, e.g., 〈δσz δn〉, can become large
and generally can not be neglected. On the other hand, below threshold
correlations are quite small, so that there all approaches are in very good
agreement.
3.5 The emission spectrum: Dependence on
the detuning
In the following, we investigate the dependence of the spectral properties on
the detuning ∆ between the qubit and the resonator. This corresponds to
the usual situation in circuit QED experiments, where the qubit frequency
can be tuned easily. We should note that typically also the coupling strength
g and the dissipation rates for the qubit depend on the qubit frequency. For
the case of the SSET-laser, this can be seen from the Hamiltonian (2.4) and
the dissipation terms (2.18), which all depend on the angle ζ . However, the
dependence of these quantities on the qubit frequency leads to rather small
effects compared to the change of the detuning itself; for this reason, we will
assume them to be constant throughout the chapter.
As stated in the introduction and as shown in Fig. 3.4b, the detuning
will not only affect the linewidth of the emission peak, but also shift the
peak away from the natural frequency ωR of the resonator . We will start by
discussing the frequency shift before we turn our discussion to the dependence
of the linewidth on the detuning.
The frequency-shift
Here we investigate the frequency shift δωL = ωL − ωR, i.e., the difference
between the frequency ωL at which the emission peak reaches its maximum
value, and the natural frequency ωR of the resonator. Fig. 3.7a shows the
frequency shift δωL = ωL−ωR of the emission peak as function of the detuning
for different values of the coupling strength g. We observe that near the full
resonance, the frequency shift grows linearly with the detuning and does not
depend on the coupling strength. We also observe that the frequency shift
increases until the system reaches the lasing transition, and then decreases
monotonically.
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Figure 3.7: (a) Frequency shift δωL as function of the detuning for different values
of the coupling strength g. The dashed lines mark the position of the lasing
threshold. (b) Comparison of the frequency shift for a fixed coupling strength
g/ωR = 0.005, obtained by diagonalizing the superoperator (δω
num
L ), by using Eq.
(3.13) (δωfacL ) and by using Eq. (3.15) (δω
SQ
L ). Other parameters like in Fig. 3.4.
In Fig. 3.7b we compare different methods to calculate the frequency shift,
namely the diagonalization of the superoperator, the factorization scheme
presented in Sec. 3.4, and the semiquantum approximation. We see that
there is a good agreement between all results.
Using Eq. (2.41), the approximative expression (3.13) for the frequency















In the lasing regime, if the coupling strength is not too strong, g < Γϕ, the





which confirms that the frequency shift increases linearly with the detuning
around the resonance and does not depend on the coupling strength. Fur-
thermore, as the second and third term are rather small, the error made by
factorization 〈σzn〉 = 〈σz〉〈n〉 is also quite small, which explains the good
working of the semiquantum approach even in the lasing regime.
In the non-lasing regime, for large detuning, we can approximate 〈σz〉 =






≈ g2D0/∆. So, below the lasing threshold, the
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Figure 3.8: (a) The linewidth κL as function of the detuning for different values
of the coupling strength g. The dashed lines mark the position of the lasing
threshold. (b) Comparison of the linewidth for a fixed coupling strength g/ωR =
0.005, obtained by diagonalizing the superoperator (κnumL ), by using Eq. (3.12)
(κfacL ) and by using Eq. (3.15) (κ
SQ
L ). Other parameters like in Fig. 3.4.
frequency shift is proportional to g2 and inversely proportional to the detun-
ing.
The linewidth
We now turn our discussion to the linewidth. Fig. 3.8a shows the linewidth
κL as function of the detuning for different values of the coupling strength
g. Around the full resonance, ∆ = 0, all curves show a quadratic increase of
the linewidth with the detuning ∆.
It is interesting to compare the numerical data with the results obtained
within the factorization scheme discussed in Sec. 3.4; this is done in Fig. 3.8b.
We see that the factorization method predicts the wrong behavior around the
resonance, namely a decrease of the linewidth with detuning rather than an
increase. The biggest quantitative differences between the exact and ap-
proximative results are reached around the lasing transition. On the other
hand, below the lasing threshold, for large detuning, the approximations
are valid; based on the semiquantum result (3.15), we can get the estimate
κL ≈ κ/2− g2ΓϕD0/(Γ2ϕ +∆2) for the linewidth of the emission peak in the
non-lasing regime.
In Ref. [64] it has been shown that the failing of the factorization scheme
in the off-resonant lasing regime is due to the coupling between phase and
amplitude fluctuations. As mentioned before, the finite linewidth is a con-
sequence of fluctuations of the phase of the electrical field in the resonator.
In our approximation, we made the assumption that phase and amplitude
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fluctuations are decoupled. But in Ref. [64] it was demonstrated, using a
Fokker-Planck equation approach, that the dynamics of phase and ampli-
tude are coupled and that the coupling increases linearly with the detuning
∆. On resonance, this coupling vanishes, which means that the approxima-
tion is valid. On the other hand, in off-resonance, the amplitude fluctuations
of the electrical field, although being relatively small, qualitatively influence
the linewidth and can thus not be neglected.
In Fig. 3.8a we see that for relatively small values of the coupling strength,
g/ωR = 0.003, the linewidth increases monotonically with the detuning. For
stronger coupling strength, g/ωR = 0.005, we observe some structure in the
lasing transition. Finally, for even stronger coupling, g/ωR = 0.008, the
linewidth shows a non-monotonic dependence on the detuning in the transi-
tion region: Starting from the far-off-resonant regime, reducing the detuning
first leads to a reduction of the linewidth; this is well described by the equa-
tion κL ≈ κ/2 − g2ΓϕD0/(Γ2ϕ + ∆2), valid in the non-lasing case. But as
the detuning is further reduced and the system enters the lasing regime, the
linewidth shows a pronounced increase. Finally, outside the lasing transi-
tion region, a reduction of the detuning lowers the linewidth, which then
approaches its value at resonance, κL(∆ = 0) ∼ κSQL ≈ g2κ/ (Γ1Γϕ).
Again, the counter-intuitive enhancement of the linewidth around the
lasing transition is a consequence of the coupling of phase and amplitude
fluctuations. In Fig. 3.3 we have shown that the relative amplitude fluctu-
ations δn/〈n〉 are decreasing when the system enters the lasing regime and
the average photon number increases. The absolute fluctuations δn however
get larger and contribute to the diffusion of the phase, thus enhancing the
linewidth.
In Ref. [64] it was shown that the coupling v between phase and amplitude









These expressions show that the coupling between phase and amplitude fluc-
tuations increases with the coupling strength. This is confirmed by the plot
of the linewidth in Fig. 3.8a. For very large coupling strength, g/ωR = 0.012,
the linewidth around the lasing transition even becomes larger than the bare
linewidth of the resonator.
So far we only discussed the case of positive detuning, ∆ > 0. But all
results can be generalized to negative values of the detuning: The numerical
3.6. Non-Lorentzian lineshape 51
results show that both the linewidth and the frequency shift are symmetric
in the detuning:
κL(− |∆|) = κL(|∆|) , δωL(− |∆|) = −δωL(− |∆|). (3.21)
Condition for non-monotonic behavior of the linewidth
Here we want to discuss the condition to find a non-monotonic dependence of
the linewidth as function of the detuning, like observed for coupling strengths
g/ωR = 0.008 and g/ωR = 0.012 in Fig. 3.8. One sufficient condition is that
the linewidth just below the lasing threshold is smaller than the linewidth at
zero detuning (see Fig. 3.8). As the linewidth increases quadratically around
the resonance, this means that there will be a non-monotonic behavior in the
lasing transition region. For simplicity, we will assume D0 = 1 and Nth = 0
in the following.
The linewidth just below the lasing threshold can be calculated using the
semiquantum approach. At the lasing threshold, ∆ = ∆thr, Eq. (2.43) sim-
plifies to 〈n〉2+1/2〈n〉−n̄sat with the solution 〈n〉 = −1/4+1/2
√
n̄sat + 1/16.
Since the qubit pumping rate Γ1 is assumed to be much larger than the res-




Using the expression (3.15) for the linewidth below the lasing threshold and
the relation 〈σz〉 = D0 − 〈n〉/n̄sat, we obtain the following estimatefor the







For an estimate of the linewidth κL|∆=0 at full resonance, we can use Eq.




For the set of parameters used in the plots, i.e., Γ1/ωR = 1.6×10−2, Γϕ/ωR =
1.2 × 10−2 and κ/ωR = 5 × 10−4, we obtain the condition g > 6.9 × 10−3,
which is consistent with our results shown in Fig. 3.8.
3.6 Non-Lorentzian lineshape
In the previous sections we investigated the width and position of the emis-
sion peak. Here we want to investigate whether the spectrum can be de-
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scribed by a simple Lorentzian curve or whether it has a more complicated
form.
Relative weight of different eigenvalues







We should note that all eigenvalues λ have a negative real part, since a
positive real part would lead to an exponential growth of the correlation
function 〈a†(t + τ)a(t)〉 and thus be unphysical. In the simplest case, only
one term, corresponding to the eigenvalue whose real part is closest to zero,
(denoted as λ1), contributes to the spectrum. In this case, the correlation
function 〈a†(t+ τ)a(t)〉 decays exponentially, and the emission spectrum has
a Lorentzian form. In the general case however, more than one eigenvalue
will contribute to the sum. To investigate the deviation of the spectrum
from a Lorentzian form, we order the eigenvalues λi with respect to their real






of the eigenvalue λi in the sum (3.25).
Fig. 3.9a-c shows the weight of the first eigenvalues λ 6= λ1 as function
of the detuning for different values of coupling strength. We observe that
the weight of these eigenvalues is very small around the full resonance and
for large detuning. This means that deep in the lasing regime and below
the lasing threshold, the spectrum is well described by a single eigenvalue λ1
and has a Lorentzian form. On the other hand, the weight of the additional
eigenvalues reaches its maximum value slightly above the lasing threshold,
i.e, in the transition region.
For not too strong coupling, g/ωR = 5 × 10−3, the weight of the sec-
ond eigenvalue λ2 is still relatively small, and the other eigenvalues can be
neglected. For stronger coupling however, the weight W2 of the second eigen-
value can become quite large. There is even a significant contribution from
the third eigenvalue λ3.
In Fig. 3.9d-f we plot the real part of the first eigenvalues. For a coupling
strength g/ωR = 0.008, we see that there is a point where the difference
between the real parts of the eigenvalues λ2 and λ3 becomes small. This
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Figure 3.9: Top row: Relative weight of the eigenvalues as function of the detuning
for different values of the coupling strength (a: g/ωR = 5 × 10−3, b: g/ωR =
8× 10−3, c: g/ωR = 12× 10−2). The dashed lines mark the position of the lasing
threshold. Bottom row: Real part of the eigenvalues as function of the detuning for
different values of the coupling strength (d: g/ωR = 5× 10−3, e: g/ωR = 8× 10−3,
f: g/ωR = 1.2× 10−2). Other parameters like in Fig. 3.4.
Figure 3.10: Linewidth of the spectrum obtained by only including Nλ eigenvalues
in the sum (3.25) as function of the detuning (a) for a coupling strength g/ωR =
8 × 10−3 and (b) for a coupling strength g/ωR = 1.2 × 10−2. Other parameters
like in Fig. 3.4.
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is the region where the eigenvalue λ3 gives a significant contribution to the
spectrum.
This behavior becomes more pronounced for even stronger coupling strength,
g/ωR = 1.2× 10−2. In this regime, the largest contribution to the spectrum
can come from the eigenvalue λ2. Again, this happens in the lasing transi-
tion region, where the spectrum is characterized by a strong increase of the
linewidth, as discussed in the previous chapter. Looking at the real parts of
the eigenvalues, as shown in Fig. 3.9f, we also see that there are now several
points where the curves touch. At these points, the weight of the additional
eigenvalues becomes quite large.
Consequences for the spectrum
Our results hint at the fact that we need to include several eigenvalues in our
calculation to obtain the correct results for the spectrum in all parameter
regimes. The use of the smallest eigenvalue λ1 alone would provide accurate
results deep in the lasing regime and below the lasing threshold, but not in
the lasing transition region. To demonstrate this, we truncate the sum (3.25)








and then calculate the linewidth of the spectrum SNλ .
The results are shown in Fig. 3.10. For strong coupling, g/ωR = 8×10−3,
we see that there are important quantitative differences between the different
lines in the lasing transition region. Including only the smallest eigenvalue
would lead to overestimating the linewidth. To obtain a good agreement
with the numerical result (where we include all eigenvalues) for all values of
the detuning, we would have to include at least the first 3 eigenvalues. On
the other hand, deep in the lasing regime and below the lasing threshold, we
get the expected result that already the smallest eigenvalue λ1 describes the
linewidth very well, since the weight Wi 6=1 of the other eigenvalues is quite
small.
For stronger coupling, g/ωR = 1.2 × 10−2, the quantitative difference
between the smallest eigenvalue and the exact linewidth becomes even bigger.
As we see, we need to include at least 4 eigenvalues in this case for the
results to converge. Also, the parameter space where the eigenvalue λ1 is not
sufficient to provide the correct linewidth, becomes larger.
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Deviation from a Lorentzian lineshape
We are now interested in obtaining a measure on how much the spectrum de-
viates from a simple Lorentzian form. For this, we recall that for a Lorentzian
spectrum, S(ω) = 2Re{α/ (iω − λ)}, the linewidth is given by κL = −Reλ,
and the spectrum reaches its maximum value at the frequency ωL = Imλ.
This leads to the following relations:






This equation relates the maximum value of the spectrum with the linewidth
and the average photon number, which itself is proportional to the surface
below the spectral curve (see Eq. (3.6)).





which can be obtained by calculating the average photon number 〈n〉 and the
frequency-shift δωL = ωL −ωR of the spectrum for a fixed set of parameters.
If the spectrum is Lorentzian, the rate κ̄L is equal to the linewidth; in the
general case however, the two rates can be different. We now define the





In Fig. 3.11 we plot γ as function of the detuning for different values of
the coupling strength g. The curves confirm our earlier results: Around the
full resonance, ∆ = 0, the parameter γ increases and reaches its maximum
value slightly above the semiclassical lasing threshold, in the lasing transition
region. For even larger detuning, it decreases again and tends to 0, like
expected for the far off-resonant, non lasing regime. We also see that the
deviation between the rates κ̄L and κL increases with the coupling strength.
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Figure 3.11: Relative distance γ between the rates κ̄L and κL as function of the
detuning for different values of the coupling strength g. The dashed lines mark
the position of the lasing threshold. Other parameters like in Fig. 3.4.
Chapter 4
Few-qubit lasing and effects of
slow noise
In this chapter, we generalize the model presented in the previous chapter.
In Secs. 4.1 and 4.2, we consider the case of several qubits that are coupled to
one resonator. We generalize the semiclassical and semiquantum equations
from chapter 2 and use them to discuss the scaling of the lasing properties
with the number Nq of qubits. Especially, going to large numbers Nq allows
us to understand some of the qualitative differences between a single-qubit
laser and a many-atom laser. Using a master equation approach, we can
determine the stationary density matrix for the case of a small number of
qubits (Nq ≤ 4) and investigate qubit-field and qubit-qubit-correlations.
In Sec. 4.3 we introduce a simple model to include the effects of low-
frequency noise for a single-qubit laser. Low-frequency noise has been shown
to be present in many kinds of superconducting circuits [66, 67, 68], and can
strongly affect the coherence properties of superconducting qubits. However,
since it is non-Markovian, it can not be treated by the usual Lindblad dissi-
pation terms. Here, we will use the assumption that the correlation time of
the noise is larger than the typical timescale of the system. We then discuss
the effects of slow noise on the emission spectrum in Sec. 4.4.
4.1 Few-qubit lasing: Methods
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We label the different qubits by using the index µ. Similarly, we generalize

























In general, the qubit frequency, the coupling strength and the dissipation
rates can be different for every qubit. In order to get analytical results how-
ever, we have to assume them to be equal for all qubits. On the other hand,
in a fully numerical approach based on the master equation, this restriction
does not have to be made, so that we can also treat the most general case.
The semiclassical approximation
We write down the semiclassical equations for the variables α = 〈a〉 exp (iωRt),











sµ+ = − (Γϕ − i∆) sµ+ − igsµzα∗, (4.4)
d
dt
sµz = −2ig (sµ+α− sµ−α∗)− Γ1 (sµz −D0) . (4.5)
Repeating the steps described in Sec. 2.4, we obtain the following equation















· α , (4.6)






the stationary qubit population inversion sstz = D0/
(
1 + |α|2 / (ñ0Nq)
)
.
The next step is to calculate the average photon number n̄ = |α|2. This
can be done in the same way as shown in Sec. 2.4 for the case of a single qubit.
It is now convenient to introduce the scaled photon number ñ = |α|2 /Nq,







ñ = 0, (4.7)
4.1. Few-qubit lasing: Methods 59
which is identical to the equation (2.37) that we derived for a single-qubit
laser. Again, the threshold condition reads ñ0 < Γ1D0/(2κ), and the scaled
photon number above the lasing threshold is given by ñ = Γ1D0/(2κ)− ñ0 >
0.
From these first results we can see that a few-qubit laser, where Nq qubits
are coupled to a resonator with coupling strength g, will be characterized
by the same scaled photon number as a single-qubit laser with an effective
coupling strength g
√
Nq. This means for example that the minimal coupling
strength to obtain a lasing state decreases with the number of qubits. On the
other hand, the average photon number increases linearly with the number
of qubits, 〈n〉 = Nq · ñ.
The semiquantum approximation
In our discussion of the single-qubit laser we have seen that the semiclassical
approach is useful to obtain an estimate for the lasing threshold, while the
semiquantum approach can used to calculate the average photon number
with a good accuracy.









− κ (〈n〉 −Nth) , (4.8)
d
dt




− Γ1 (〈σµz 〉 −D0) , (4.9)
d
dt




Again, we can eliminate the products 〈σµ+a〉 to obtain equations for the aver-
















(〈Sz〉+ 1) + CQQ
)
, (4.11)










(〈Sz〉+ 1) + CQQ
)
. (4.12)
We can now turn these expressions into a closed system of equations by fac-









/Nq ≈ 0. This finally leads to the following equation for the
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Figure 4.1: (a) Scaled photon number as function of the scaled coupling strength
for zero detuning, ∆ = 0, and different numbers of qubits. (b) Scaled photon
number in the transition region. Other parameters like in Fig. 3.4.



























4.2 Few-qubit lasing: Results
In this section we will investigate the scaling behavior of few-qubit-lasers.
We start by discussing the average photon number and the linewidth on res-
onance, which can be calculated using the semiquantum approach. We then
also investigate qubit-field-correlations and qubit-qubit-correlations, which
we obtain by solving the master equation numerically.
Scaling in the semiquantum approximation
Average photon number
In Fig. 4.1, we plot the scaled average photon number 〈n〉/Nq as function of
the scaled coupling g
√
Nq at full resonance for different values of the number
Nq of qubits. We observe that all curves show the same asymptotic behavior
and only differ in the lasing transition region. To understand this, we can
take a look at the semiquantum equation for the scaled photon number at
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This equation is quite similar to the semiclassical equation (4.7) except for the
additional terms ∼ 1/Nq, which describe spontaneous emission. As already
mentioned, the semiclassical equations predict that a few-qubit-laser behaves
similarly like a single-qubit laser with an effective coupling strength geff =
g
√
Nq. This explains that all curves show the same asymptotic behavior
below and above the lasing threshold.
On the other hand, spontaneous emission leads to a smoothening of the
lasing transition. The corresponding terms ∼ 1/Nq decrease with the number
of qubits, so that the effects of spontaneous emission should become smaller
for larger numbers Nq. For very large numbers of qubits, the terms disappear,
and the solution of the semiquantum equation approaches the semiclassical
solution, characterized by a sharp transition between the lasing and the non-
lasing regime. This is demonstrated by plotting the average photon number
for Nq = 1000 in Fig. 4.1.











which means that the coupling between the qubits and the resonator needed
to support a lasing state in the resonator is proportional to N
−1/2
q . The satu-
ration photon number, i.e., the average photon far above the lasing threshold,
is proportional to the number of qubits:




Linewidth on resonance and frequency shift
In analogy to the derivation presented in Sec. 3.4, we can also obtain an
expression for the linewidth at resonance, κL(∆ = 0), for the case of several
qubits coupled to the resonator:















Like we discussed earlier, this expression provides the correct qualitative
behavior of the linewidth for zero detuning between the qubits and the res-
onator.
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Figure 4.2: (a) Linewidth as function of the scaled coupling strength at resonance,
∆ = 0, calculated within the semiquantum approach. (b) Frequency shift as
function of the detuning for a fixed value g
√
Nq/ωR = 5 × 10−3 of the scaled
coupling strength. Other parameters like in Fig. 3.4.
In Fig. 4.2a, we show the linewidth at resonance calculated within the
semiquantum approach. For small numbers of qubits, Nq = 1, 2, we observe
a strong increase of the linewidth in the lasing regime. For larger numbers,
Nq = 5, the increase is still present, but becomes less pronounced, so that
deep in the lasing regime, the linewidth is still much smaller than the bare
linewidth of the resonator. Finally, for large numbers of qubits, Nq = 1000,
the curve becomes relatively flat, although the linewidth still increases above
the lasing threshold.
This behavior can be understood by looking at Eq. (4.17), which pre-
dicts that for the same values of the scaled coupling g
√
Nq and different
numbers of qubits, the linewidth scales as κSQL (∆ = 0) ∼ 1/〈n〉. Since the
average photon number is proportional to the number of qubits, 〈n〉 ∼ Nq,
this means that the linewidth at resonance is inversely proportional to the
number Nq: κ
SQ
L (∆ = 0) ∼ 1/Nq.
As discussed for the case of a single-qubit laser, the semiquantum ap-
proach gives accurate results for the frequency shift in all parameter regimes.
For the case of Nq qubits coupled to the resonator, we obtain the following














Fig. 4.2 shows the frequency shift as function of the detuning for a fixed
value of the scaled coupling strength, g
√
Nq/ωR = 5 × 10−3. The curves
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Figure 4.3: (a) Qubit-field correlations 〈δSzδn〉 = 〈Szn〉 − 〈Sz〉〈n〉 as function of










/Nq as function of the scaled coupling. Other parameters
like in Fig. 3.4.
for different numbers of qubit look quite similar and only differ in the las-
ing transition region. This means that the position of the emission peak
is almost independent of the number of qubits. For small detuning, deep
in the lasing regime, the frequency shift depends linearly on the detuning,
δωL ≈ κ∆/ (2Γϕ). Below the lasing threshold, for large detuning, where the
qubit inversion is given by 〈Sz〉 ≈ D0, the frequency shift can be expressed as
δωL ≈ g2NqD0/Γϕ. Around the lasing threshold, for increasing numbers Nq
qubits, we observe the sharpening of the curves which we already observed
when discussing the average photon number and the linewidth.
Qubit-field and qubit-qubit correlations
We are now interested in the correlations between the qubits and the res-
onator and between the qubits themselves. In order to obtain these corre-
lations, we have to numerically determine the stationary solution ρs of the
master equation defined by the Hamiltonian (4.1) and the dissipation terms
(4.2). As mentioned earlier, obtaining the stationary density matrix is not
as numerically demanding as diagonalizing the superoperator (which would
be needed for the spectral properties), which allows us to deal with up to
Nq = 4 qubits and N ≈ 100 photons in the resonator.
Fig. 4.3a shows the correlations between the qubits and the resonator,
〈δSzδn〉 = 〈Szn〉 − 〈Szn〉 as function of the scaled coupling. Although the
average photon number increases with the number the quits, the correlations
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only show a small dependence on Nq. In the lasing transition region, the
product 〈Sz〉〈n〉 ∼ Nq is still relatively large (see Fig. 3.6). This means that
the correlations 〈δSzδn〉 become smaller with respect to the product 〈Sz〉〈n〉
for increasing numbers of qubits. As a consequence, for larger number Nq,
quantum effects should play a smaller role around the lasing threshold. This
is confirmed by our results presented in the previous sections, which demon-
strated the sharpening of the lasing transition.










tion of the scaled coupling in Fig. 4.3b. Since there is no direct coupling be-
tween the qubits, the correlations are mediated via the resonator field. Here
we observe that the correlations CQQ increase with the number of qubits.
The sum
∑
µ6=ν contains Nq · (Nq − 1) terms. In our case, where all






−〉 = Nq · (Nq − 1) 〈σ1+σ2−〉, so that we get the simple expression
CQQ = (Nq − 1) · 〈σ1+σ2−〉. If we compare this to our numerical results,
we see that the correlations 〈σµ+σν−〉 = 〈σ1+σ2−〉 between two single qubits are




4.3 Effects of slow noise: Introduction
In this section we turn our discussion back to the case of a single-qubit laser
and investigate the influence of slow noise, i.e., low-frequency fluctuations of
the qubit level spacing, on the properties of a single-qubit laser. To illustrate
the problem, we first focus on the case of an SSET-laser, which consists of
a pumped charge qubit coupled to a resonator (see Sec. 2.1). One of the
major sources of decoherence in a charge qubit is 1/f charge noise [66], which
is caused by background charges and which leads to slow fluctuations of the
gate voltage. To include this effect in our model, we rewrite the qubit terms










The electrostatic energy ǫch = 4EC (CgVg/e− 1) is now the sum of a con-
trolled part ǫ0ch and of fluctuations ǫch(t). Moving to the diagonal basis of the




+ E2J · σz.
Now, assuming that the fluctuating part of the electrostatic energy is small
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(∆E0 + δ∆(t))σz . (4.20)
The fluctuations of the gate voltage thus lead to fluctuations of the qubit
level spacing.
So far, dissipation on the qubit and the resonator was described by Lind-
blad terms in the master equation for the density-matrix of the system. How-
ever, this is only allowed if the noise is Markovian, i.e, if the correlation time
of the noise is much smaller than the typical timescale of the system. Thus,
we have to treat slow fluctuations in a different manner.
We now introduce our general model: The idea is to split up the noise
into a high-frequency, Markovian contribution and a low-frequency, non-
Markovian part. Like before, we use the Lindblad terms (2.15) and (2.18) to
describe Markovian noise, e.g., incoherent single-electron tunneling or damp-
ing of the resonator.











where we split up the level spacing into a controlled and a fluctuating part,
∆E = ∆E0 + ∆(t) = ωR +∆0 + δ∆(t). We now make two assumptions for
the non-Markovian noise:
1. Slow noise: We assume that the correlation time τc of the noise is much
longer than the typical timescale of the system, which is the linewidth
κL, so that the relation τc ≫ κ−1L is fulfilled.
2. Gaussian noise: We assume that the fluctuations of the detuning ∆(t)








2/ (2σ2)}, i.e., by a Gaussian distribution with a width σ centered
around the detuning ∆0.
The first assumption makes sure that the system evolves on a much faster
timescale than the detuning. The noise is then called quasi-static [69]. As a
consequence, we can assume that at a fixed time t, the system will be in a
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Figure 4.4: (a) Stationary photon number 〈n〉|∆ as function of the detuning. The
blue lines mark a region of width 2σ/ωR = 2× 10−2 around the two values of ∆0
used in the second plot. (b) Average photon number as function of the width σ for
two values of the detuning, ∆0 = 0 and ∆0/ωR = ∆thr/ωR = 0.032. The coupling
strength has a value g/ωR = 5× 10−3, other parameters like in Fig. 3.4.
state defined by the actual value of the detuning ∆(t).
The outcome of a single measurement of a physical quantity at certain
time t will in general depend on the actual value ∆(t) of the detuning. If
the measurement is repeated at a different time, with another value of the
detuning, also the outcome will be different. Thus, when a large number of
measurements are performed, there will be contributions from all possible
values of the detuning, weighted with the probability P (∆).
As an example, a measurement of the number of photons in the resonator
will yield the result
¯〈n〉 =
∫
d∆P (∆) 〈n〉|∆ , (4.22)
where 〈n〉|∆ is the average photon number obtained by calculating the sta-
tionary density matrix for a fixed value ∆ of the detuning.
In Fig. 4.4b we plot the average photon number ¯〈n〉 as function of the
width σ of the fluctuations and for two fixed values of the detuning ∆0. In
the first case, ∆0 = 0, ¯〈n〉 decreases with σ. This can be understood by
looking at Fig. 4.4a, where the stationary photon number 〈n〉|∆ (in absence
of slow noise) is plotted.
The main contribution to the integral (4.22) results from values of the
detuning fulfilling the condition |∆−∆0| . σ. For increasing values of the
width σ, the system has a higher probability of being in a state characterized
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Figure 4.5: (a) Illustration of the averaging: We show the spectral function S∆(ω)
for several values of the detuning. P (∆) is the weight of these peaks in the ex-
pression for S̄(ω). (b) The spectrum S̄(ω) for different values of the width σ for a
fixed value of ∆0 = 0. For comparison, we also show the spectral function S0(ω) in
absence of slow noise. The coupling strength has a value g/ωR = 5× 10−3, other
parameters like in Fig. 3.4.
by a larger detuning and a smaller stationary photon number 〈n〉|∆. Thus, a
growing number of single measurements will record low values for the photon
number, which leads to a decrease of the average ¯〈n〉.
The second curve shows the average photon number ¯〈n〉 for a situation
where the single-qubit laser is operated in the lasing transition regime, ∆0 =
∆thr. This time, the average ¯〈n〉 increases with the width σ. This can
be understood in analogy to the case ∆0 = 0: For increasing width σ, we
get more contributions from values of the detuning which are closer to the
resonance ∆ = 0 and which correspond to states with a higher stationary
photon number. These contributions near the resonance are responsible for
the growth of the integral (4.22).
4.4 Effects of slow noise: Broadening of the
emission spectrum
Here we are interested in the emission spectrum in the presence of slow noise.
The approach used here is similar to the one presented in the previous section
for the case of the average photon number and is illustrated in Fig. 4.5a. Due
to the slow fluctuations, the detuning ∆(t) is varying on a timescale which
is slow compared to the dynamics of the qubit-resonator system.
A measurement of the spectrum at a certain time t will yield the spectral
function S∆(t)(ω), which we define as the spectral function calculated with
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our usual method in absence of slow noise and for a fixed value of the detuning
∆(t). If the measurement is repeated many times, the system will go through
many possible values of the detuning. The main effect of a finite detuning,
apart from changing the linewidth, is a shift of the emission peak S∆(ω).
Thus, measurements of the spectrum at different times will provide emission
peaks at different positions on the frequency axis.
To describe the outcome of many measurements, we have to integrate




Like before, we will assume a Gaussian distribution of width σ and centered







In Fig. 4.5b, we show the spectrum S̄(ω) for several values of the width σ
and for a fixed value ∆0 = 0. The values we used for the width are typical for
superconducting circuits: for a resonator frequency of ωR = 10GHz, they lie
in the range σ = 50 − 200MHz. We see that the spectrum is much broader
than the width of a single emission peak S∆(ω). Also, as expected, the width
of the spectrum increases with the parameter σ.
Estimate of the linewidth
Here we derive an approximative expression for the width of the spectrum











We now assume that the width σ is much larger than the linewidth of a single
emission peak S∆(ω). This condition is usually fulfilled for typical circuit
QED parameters. In this case, using the relation
∫
dω S∆(ω) = 2π〈n〉|∆,
we can approximate the single emission peaks as delta functions, S∆(ω) ≈
2π〈n〉|∆ δ(ω − ωL(∆)), where ωL(∆) is the position of the respective peak.
The validity of this approximation can be checked if we assume a Lorentzian
shape for the emission peaks, S∆(ω) ≈ 2〈n〉|∆ κL(∆) / (κ2L + (ω − ωL(∆))2),
which is justified for not too strong coupling strength. Here we see that in-
deed S∆(ω) approaches a delta function in the limit κL(∆) → 0.
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As we demonstrated in Sec. 3.5, the position of the emission peaks depends
linearly on the detuning in a wide range around the resonance, ωL ≈ ωR +
∆κ/ (2Γϕ). This means that the delta function in Eq. (4.25) has its peak at
















Around the resonance, the stationary photon number can be estimated as
















Thus, within our approximations, the spectrum S̄(ω) in the presence of slow
noise has a Gaussian shape and is centered around the frequency ω̄L =
ωR+κ∆0/ (2Γϕ). For simplicity, we slightly change here our definition of the
linewidth and define it now via the equation: S̄(ωmax ± κ̃L) = exp {−1/2} ·
S̄(ωmax) ≈ 0.607 · S̄(ωmax) (our former definition had a factor 0.5 instead of
0.607).





In Fig. 4.6a we compare numerical results for the linewidth κ̃L with the ana-
lytical formula (4.28). While the analytical results predicts a linear increase
of the linewidth with the parameter σ, the numerical results also predict an
increase, but with decreasing slope. We see that for small values of the width
σ, there is a good agreement between both results. For larger values of σ, the
analytical expression tends to overestimate the linewidth. In this regime, the
fluctuations of the detuning become so large that the system can leave the
lasing regime, so that the approximation 〈n〉 ≈ Γ1/ (2κ) is not valid any more.
Fig. 4.6b shows a comparison of the numerical result for the spectrum
S̄(ω) and the analytical expression (4.26); in the latter, in contrast to Eq.
(4.27), the stationary photon number is not assumed to be constant, which
provides better results for large values of the width σ. Again, we see that the
analytical expression gives a good estimate for the spectrum. The agreement
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Figure 4.6: (a) Linewidth of the spectrum S̄(ω) calculated numerically and by
using Eq. (4.28). (b) Comparison of the numerical result for the spectrum S̄(ω)
(solid lines) and the analytical expression (4.26) (dashed lines) for two values of
the width σ of the slow noise. The coupling strength has a value g/ωR = 5×10−3,
other parameters like in Fig. 3.4.
between both results becomes even better for larger values of σ; we can at-
tribute this to the approximation κL(∆) ≪ σ that we made in the derivation
of our analytical expressions and which is better fulfilled for large values of
σ.
Chapter 5
The driven nonlinear resonator:
Methods
Several recent experiments based on superconducting circuits including Joseph-
son junctions have been concerned with the properties of driven nonlinear res-
onators [70, 71]. One of the most interesting applications for these resonators
is their use as a Josephson bifurcation amplifier (JBA), a high-contrast read-
out device for superconducting qubits [72]. A number of experiments have
investigated the use of JBAs based on different setups, like a Josephson junc-
tion coupled to a capacitor [73, 74, 75], a Josephson junction placed in the
middle of a microwave resonator [7, 8, 76, 77] or a SQUID resonator [6, 78],
and have demonstrated non-demolition measurements with a readout con-
trast of up to 90%.
A driven nonlinear resonators can display bistability, which leads to the
existence of two metastable states of low- and high-amplitude oscillations
[16]. Fluctuations play an important role in this system, since they give rise
to switching phenomena between these two solutions. The use of Josephson
junctions makes it possible to engineer large nonlinearities, which can lead
to pronounced effects already for a low number of photons in the resonator.
By using a master equation approach, we can describe the behavior of a
driven nonlinear resonator in the limit of low temperature, which is typically
reached in circuit QED systems and where the classical fluctuations vanish
and quantum noise dominates.
In this chapter, we start by introducing the system as well as some of
its basic properties. In Sec. 5.2, we introduce the Hamiltonian that we use
to describe the system. We then move to a description in a rotating frame
and shortly discuss the concept of quasi-energy, which will be helpful for the
interpretation of our later results. In Sec. 5.3 we present the master equation
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Figure 5.1: (a) Basic setup of the system: The circuit consists of a parallel com-
bination of a Josephson junction with critical current I0 and a capacitor C. The
resistance R models damping of the current. The circuit is coherently driven, and
the phase difference of the reflected signal is measured. (b) Classical solutions for
the amplitude |V (t)| of the voltage oscillations in the circuit as function of the
driving current. We also show the bifurcation points fB1,B2.
approach which we use to describe the dynamics of the system, and which is
similar to the approach used for the single-qubit laser.
5.1 Introduction
In this second part of the thesis, we are interested in the dynamics of driven
nonlinear resonators realized by superconducting circuits. Fig. 5.1a shows the
basic setup, which is similar to the JBA that was used as a readout circuit
in the experiment presented in Ref. [75]. The circuit consists of a Josephson
junction which is coupled to a capacitor and driven by an external coherent
field. The current through the Josephson junction depends on the phase
difference ϕ across the Josephson junction, I(t) = I0 sinϕ(t), and the phase
difference itself obeys the relation ~ϕ̇(t) = 2eV (t), where V is the voltage
across the junction [79]. Using Kirchhoff’s rule for the electrical current




ϕ̇(t) + I0 sinϕ(t) = Id cos (ωdt) , (5.1)
where ϕ0 = ~/ (2e) is the flux quantum and Id(t) = Id cos (ωdt) is the driving
current. By expanding the sine function up to third order in ϕ, we get the
















cos (ωdt) , (5.2)
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where the nonlinear term results from the nonlinear inductance of the Joseph-
son junction. Under coherent driving, the phase ϕ(t), as well as the voltage
V (t) across the junction, will oscillate with the driving frequency, V (t) =
V0 · cos (ωdt+ φ).
Due to the nonlinearity, the resonance frequency of the circuit is not a
constant, but depends on the amplitude of the voltage oscillations. The
effective frequency of the resonator can be written as ωeffR = ωR + K/2 · n̄,
where ωR is the natural resonance frequency in the absence of driving and
n̄ ∼ |V (t)|2 is the number of photons in the resonator.
As a consequence, the system can become bistable, like shown in Fig. 5.1b.
In a certain parameter regime, between the so-called bifurcation points fB1
and fB1, the equations of motion for the phase and the voltage have two
stable solutions, corresponding to oscillations with low and high amplitude
(there is also a third solution, which is unstable , and which is denoted by
the dotted line in the plot).
The Josephson bifurcation amplifier
A widely used measurement scheme in coupled qubit-resonator systems is the
dispersive readout. When the resonator is sufficiently detuned from the qubit,
the exchange of excitations is suppressed; however, the natural frequency
of the resonator will experience a shift which depends on the qubit state,
ω̄R = ωR± ξ [81]. This Stark shift is then detected by coherently driving the
resonator and measuring the phase of the reflected or transmitted signal.
Since the qubit state is not affected by this procedure, it is a quantum
non-demolition (QND) measurement. However, the measurement time is
limited by the decoherence time of the qubit, and the phase uncertainty is
usually too large to clearly distinguish between the two states, which limits
the readout contrast of these devices. The problem can be overcome by us-
ing a Josephson junction to make the resonator nonlinear; the device is then
called a Josephson bifurcation amplifier (JBA).
For the readout, the nonlinear resonator is driven near the second bifur-
cation point fB2 (the driving strength at which the low amplitude solution
ceases to exist, see Fig. 5.1b). As a consequence of thermal and quantum
fluctuations, the resonator will switch from low-amplitude to high-amplitude
oscillations. The time that the resonator needs to switch is very sensitive to
even small changes of the characteristics of the resonator, like the natural
resonance frequency and the temperature. As a consequence, the frequency
shift induced by the qubit can have a very strong effect on the switching time.
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The idea is now to operate the device in a way that, during the measure-
ment time, the resonator will switch if the qubit is in the excited state, or
stay in the state of low-amplitude oscillations if the qubit is in the ground
state. In this way, the state of the qubit is mapped onto the state of the
driven resonator [72]. This is sometimes referred to as “digital readout”. We
will discuss the switching process in more detail in Sec. 6.2.
To determine the state of the resonator, the phase difference φ between the
incoming and the reflected signal is measured. Since low- and high-amplitude
oscillations can be easily distinguished by their amplitude and their phase,
this provides a readout method of the qubit state with a high contrast. On
the other hand, the method relies on the fact that the resonator only switches
if the qubit is in the ground state and stays locked to the low-amplitude state
otherwise.
5.2 The Hamiltonian
We now present our model. We use the Hamiltonian











to describe a resonator with natural frequency ωr and a nonlinearity parametrized
by the constant K. The strength and frequency of the coherent driving are
defined by the parameters f and ωd.
To get rid of the time-dependence resulting from the driving term, it
is convenient to move to a frame rotating with the driving frequency. We






tonian. The creation and annihilation operators are transformed according
to UaU † = a exp (−iωdt), Ua†U † = a† exp (iωdt). The Hamiltonian in the
rotating frame is now given by:



















where we introduced the detuning δωd = ωd − ωr between the driving and
the natural frequency of the resonator.
We will now assume that the detuning δωd, the driving strength f and the
nonlinearity K are much smaller than the driving frequency ωd. These con-
ditions are usually satisfied in circuit QED experiments [8, 74]. This allows
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us to drop the oscillating terms within the Rotating Wave Approximation
and to obtain the time-independent Hamiltonian














5.2.1 The quasi-energy spectrum
For the interpretation of our later results, it will be useful to express the













[16, 80]. The two operators obey the commutation relation
[Q,P ] = iλ, with the effective Planck constant λ = K/ (2δωd).
Physically, Q and P represent the amplitude of the coherent oscillations
of the resonator. We can see this directly from the relation between the









[Q cos (ωdt) + P sin (ωdt)] (5.6)












with the scaled driving strength β = f 2K/ (4δω3d). In this thesis, we will
look at the case where both the detuning δωd and the nonlinearity K are
negative, so that we get a minus sign in the definition of the operator ĝ with
respect to the case discussed in Ref. [80].
Fig. 5.2 shows the function H̃(P,Q) as well as a cut through the plane
P = 0. The shape of H̃(Q,P ) only depends on the scaled driving strength
β. In the second row of the figure, we plot the function H̃(Q, 0), which we
will refer to as the quasi-potential, for different values of β. If the latter lies
in the range 0 < β < 4/27, the function H̃(Q, 0) has three extrema, while
for larger driving, β > 4/27, the function has only a single extremum [80].
We can obtain the eigenvalues of H̃ by numerically diagonalizing the
Hamiltonian (5.5). We should keep in mind that, since we use a descrip-
tion in a rotating frame, the eigenvalues represent quasi-energies instead
of real energies. In Fig. 5.2b we show the positions of some of the quasi-
eigenlevels with respect to the quasi-potential H̃(Q, 0). Here we only show
the eigenlevels which are closest to the minimum and the local maximum of
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Figure 5.2: (a) Plot of the function H̃(P,Q) (b) Cut through the plane P = 0
and position of the first 3 eigenlevels around the local minimum and the global
maximum. (c)-(e) Shape of the quasi-potential for three different values of the
scaled driving β. The parameters are K/δωd = 0.04, f/δωd = 1.33; we look at the
case δωd < 0.
the quasi-potential and which represent low-and high-amplitude oscillations,
respectively.
To understand the physical meaning of the quasi-energy levels, it is helpful
to plot the corresponding wavefunctions Ψn(Q), i.e., the probability ampli-
tude with respect to the variable Q. For a quasi-energy-state n, the probabil-
ity to measure a value of the oscillation amplitude in the interval [Q,Q+dQ]
is given by |Ψn(Q)|2 dQ. The wavefunctions for some of the quasi-eigenlevels
are shown in Fig. 5.3.
We start by discussing the quasi-energy levels that are nearest to the local
minimum of the quasi-potential. Around this local minimum, the potential
H̃(Q, 0) is approximatively of harmonic form, and the level spacing between
the eigenlevels is approximatively given by the detuning |δωd|; however, the
eigenlevels are not equidistant due to the nonlinearity of the system.
Accordingly, the corresponding wavefunctions, which are shown in the
upper row of Fig. 5.3, are very similar to the eigenfunctions of a harmonic
oscillator in real space. For these states, the wavefunction |Ψn(Q)| is nonzero
only for small values of Q. Thus, for the quasi-energy states near the local
minimum, the oscillation amplitude fluctuates around a small 〈Q〉, so that
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Figure 5.3: (a)-(c) Wavefunctions of the first three eigenlevels around the local
minimum. The red lines show the wavefunctions Ψn(Q), the dashed blue lines
show the position of the corresponding quasi-energy levels in the quasi-potential
H̃(Q, 0). (d)-(f) Wavefunctions of the first three levels around the global maxi-
mum. Parameters like in Fig. 5.2.
these states describe the low-amplitude oscillations of the driven nonlinear
resonator.
On the other hand, the eigenlevels near to the global maximum of the
quasi-potential represent high-amplitude oscillations. Again, the potential
is approximatively of harmonic form around the maximum, but here the
deviation from this simple form is larger than around the minimum.
This has a visible effect on the wavefunctions of the quasi-energy states,
shown in the lower row of Fig. 5.3, which are now different from the eigen-
functions of a harmonic oscillator. The corresponding probability density
|Ψn(Q)|2 is only nonzero for large values of the amplitude Q. Thus, for these
quasi-energy states, the oscillation amplitude fluctuates around a large value
〈Q〉.
We finally note that the second (left) maximum of the quasi-potential is
related to the unstable solution, as it is known from the classical analysis of
the system [82].
The shape of the quasi-potential is determined by the function g(Q, 0),
defined in Eq. 5.8, and only depends on the scaled driving strength β. For the
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function g(Q, 0), the height of the right “inversed well” (which contains the
quasi-energy states related to high-amplitude oscillations, see Fig. 5.1b) is of
order 1. The Hamiltonian H̃ of the system is proportional to the operator ĝ,
with an additional factor −~δωd/λ = ~ |δωd| /λ.
Accordingly, the height of the inversed well of the quasi-potential H̃(Q, 0)
is of the order ~ |δωd| /λ. On the other hand, the level spacing between
the quasi-eigenlevels is approximatively given by ~ |δωd|. This allows us to
estimate the number Nrw of eigenlevels in the right well as Nrw ≈ 1/λ. This
means that for small values of the effective Planck constant λ, i.e., for small
values of the nonlinearity K, there is a dense distribution of eigenlevels (on
the scale of the height of the well) around the local maximum. This is the
semiclassical regime.
On the other hand, for large values of the effective Planck constant, there
is a small number of quasi-eigenlevels in the inversed right well. In this
regime, the level spacing is relatively large compared to the height of the
inversed well, so that the eigenlevels are located at a bigger distance from
the global maximum, where the deviation of the quasi-potential from a simple
harmonic form becomes significant. Thus, in the quantum regime, defined
by larger values of K and λ, we expect some qualitative differences in the
behavior of the system with respect to the case of low-amplitude oscillations.
5.3 The master equation approach
We describe the dynamics of the system, including dissipation, by using a
master equation for the density matrix, which we then solve numerically. This
method is very similar to the approach that we used to investigate single-
qubit lasing (see Sec. 2.3) and has been used by several authors to investigate
the properties of driven nonlinear resonators [83, 84, 85]. A similar approach
consists of using a Fokker-Planck-equation for the Wigner function of the
resonator [86, 87].
The Liouville equation for the reduced density matrix of the resonator in
the rotating frame is given by:





+ LRρ̃ = Gρ̃ , (5.9)
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The terms in the first and second line describe the emission and absorption
of photons by the resonator, parametrized by the damping rate κ and the
thermal photon number Nth = (exp (~ωR/kBT )− 1)−1.
5.3.1 The numerical solution of the master equation
Like for the case of the single-qubit laser, we can obtain the stationary density
matrix by solving the equation
d
dt
ρ̃s = Gρ̃s = 0, (5.11)
where the superoperator G is defined by the equations (5.9) and (5.10).
We can calculate correlation functions by using the procedure described
in Sec. 2.3. Like for the case of the single-qubit laser, we are specifically
interested in the correlation function 〈a†(t + τ)a(t)〉, which is related to the
emission spectrum of the resonator.
Additionally, we want to calculate the time-dependence of average values
〈Ô(t)〉 = Tr{Ôρ(t)}, starting from an initial state ρ(0). This gives us access
to the behavior of the system before it reaches the stationary state, e.g,
allows us to investigate the switching from low-amplitude to high-amplitude
oscillations. The most interesting quantity for our purposes is the average
photon number in the resonator:
〈n(t)〉 = Tr{a†a ρ̃(t)} = Tr{a†a eGtρ̃(0)}. (5.12)
The method used to calculate average values is very similar to the calculation
of correlation functions. We first diagonalize the superoperator G and express
the initial density matrix in terms of eigenvectors of G, ρ̃(0) =
∑
k c̄k~vk.






where λk is the eigenvalue of G corresponding to the eigenvector ~vk. By











by defining the coefficients ᾱk = c̄k · Tr{a†a vk}.
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To solve Eqs. (5.11) and (5.12) numerically, we have to truncate the
Hilbert space of the resonator to a finite number N of photon number states.
In our calculations, the number of basis states that we used is given by
N = 60. As we will show later, the average photon number for the high-
amplitude state is inversely proportional to the effective Planck constant.
Therefore λ must not be too small, in order to ensure that the condition
〈n〉 ≪ N is fulfilled.
We can also use the quasi-energy states of the Hamiltonian H̃ as basis
states. This is advantageous in a situation where the system is locked in a
state of high-amplitude oscillations. In this case, only a few quasi-eigenlevels
around the local maximum (see Fig. 5.2) have a finite occupation probability,
so that it is sufficient to only include these states as basis states. This allows
us to treat the case of smaller values of the parameter λ, where the average
photon number for the high amplitude state can become larger than N = 60.
Finally, we remark that for the calculation of average steady state values,
which are fully determined by the stationary density matrix ρ̃s, the calcula-
tions reduce to solving a system of linear equations. In these cases, we can
cover a much higher number of photon number states, N . 400.
Chapter 6
The switching rate and spectral
properties
In this chapter, we want to discuss the behavior of coherently driven nonlin-
ear resonators in the regime of large nonlinearities, low photon number and
low temperature, which are typical for a circuit QED setup. We start by in-
vestigating some stationary properties of the driven nonlinear resonator and
then turn our discussion to the switching time. This will be useful for our
discussion in 7, where we investigate the effects of an (unwanted) two-level
fluctuator on the driven resonator.
As we mentioned, driven nonlinear resonators are used in circuit QED
as high-contrast readout devices; at the same time, they form an interesting
system to study the effect of fluctuations on a nonlinear system in a non-
equilibrium state. The fluctuations of the electrical field in the resonator
give rise to broad side-peaks in the emission spectrum. By studying these
side-peaks, we can thus obtain detailed information about the fluctuations
and find some qualitatively new behavior for large nonlinearities, which can
be reached in circuit QED systems.
In Sec. 6.1, we use the master equation approach to calculate the station-
ary properties of the driven nonlinear resonator. In Sec. 6.2, we then focus
on the switching of the resonator from low- to high- amplitude oscillations
by using the time-dependent solution of the master equation.
In Secs. 6.3-6.5 we then discuss the emission spectrum of a driven nonlin-
ear resonator for the case that the system is locked to low- or high- amplitude
oscillations. We will show that the large nonlinearity leads to qualitatively
new features in the spectrum, most notably the appearance of second-order
side peaks.
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Figure 6.1: (a) Average photon number 〈n〉 in the resonator and Fano factor F
in the resonator as function of the driving strength. (b), (c): Photon Distribution
function P (n) and the occupation probability P̄ (k) of the quasi-energy states, for
different values of the driving strength. The other parameters are K/δωd = 0.04,
κ/ |δωd| = 0.133 and Nth = 0. We choose the detuning to be negative, δωd < 0.
6.1 Stationary properties
We start by discussing the stationary properties, which we obtain by finding
the steady-state solution of the master equation, Gρ̃s = 0, which we refer to
as the stationary density matrix. Fig. 6.1a shows the average photon number
〈n〉 in the resonator and the Fano factor F = (〈n2〉 − 〈n〉2) /〈n〉 as functions
of the driving strength. We observe a sharp increase of the photon number
occurring at a certain value of the driving strength, which is accompanied by
a maximum of the Fano factor.
In order to get a better understanding of our numerical results, it is
useful to make a connection to the classical equation (5.2) for the Duffing
oscillator in absence of fluctuations. The latter has two solutions, describing
low- and high-amplitude oscillations. In the quantum-mechanical picture,
these solutions are represented by the quasi-energy levels around the local
minimum and the global maximum of the quasi-potential (see Sec. 5.2).
In the presence of fluctuations, which result from the coupling to the
environment, the two solutions become metastable [88]. The fluctuations
can lead to a switching of the driven resonator from a the low-amplitude
to the high-amplitude state and vice versa. Thus, in the stationary state,
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for t → ∞, the driven resonator has in general certain probability to be
in the low-amplitude regime and a certain probability to be in the high-
amplitude regime; the corresponding probabilities depend on the switching
rates between the two metastable solutions.
In the following, we will at several points plot the occupation probability
P̄ (k) = 〈k |ρ̃s| k〉 of the quasi-energy states k. Here we have to precise how
we number these states: We start from large values of the quasi-energy and
with increasing number k go to lower values of the quasi-energy. Thus, low
numbers k describe the states located near the global maximum of the quasi-
potential, corresponding to high-amplitude oscillations, while large numbers
describe the states corresponding to low-amplitude oscillations.
We now turn back to the discussion of the average photon number, shown
in Fig. 6.1a. For small values of the driving, the photon number is rather
small and increases quadratically with the driving, like for a linear resonator.
On the right side of Fig. 6.1, wee also show the photon distribution function
P (n), i.e., the probability that n photons are in the resonator, for different
values of the driving strength f . The distribution function has its maximum
at low values of n. In this regime of low-amplitude oscillations, the Fano
factor has a value F = 1, which means that the function P (n) describes a
Poisson distribution, like in the case of a coherently driven linear resonator.
Fig. Fig. 6.1c shows the occupation probability of the quasi-energy states.
For our choice of the parameters, k = 49 describes the quasi-energy level
which is nearest to the local minimum of the quasi-potential. As we can see,
only this level has a significant occupation probability. Due to the nonlin-
earity, the occupation of the neighboring levels is not zero (like it would be
for a driven linear resonator at zero temperature), but still very small.
For large values of the driving, the curve becomes relatively flat; in this
regime, the photon number shows a linear increase with the driving. The
corresponding photon distribution function P (n) is centered around large
values of n. Here, the Fano factor has a value F < 1, which corresponds
to a Sub-Poissonian distribution This already shows that in the regime of
high-amplitude oscillations, the driven nonlinear resonator can not simply
be described as a linear resonator with a modified effective frequency. In
our later discussion of the emission spectrum, we will observe some further
qualitative differences as compared to the linear case.
Moving to the basis of quasi-energy levels, we now observe a broad dis-
tribution of the occupation probability over many of the quasi-energy lev-
els located around the global maximum. In the regime of high-amplitude-
oscillations, the resonator thus is characterized by an finite effective tem-
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perature, even if the physical temperature is 0; this phenomenon is called
quantum heating [84, 89] .
Finally, the plot of the average photon number displays a narrow region
where the average photon number shows a sharp increase. The blue line
in Fig. 6.1c shows the distribution function P (n) for a value of the driving
strength in the middle of this region (we chose f such that 〈n〉 ≈ 15). The
function P (n) now has two peaks, centered around low and high photon
numbers, respectively. In this case, the system is not locked to a state of
low-amplitude or high-amplitude oscillations, but has a finite probability of
being in each of these states. The bistability of the system is reflected by
large values of the Fano factor, F ≫ 1.
Like the photon distribution function, the occupation probability P̄ (k)
of the quasi-energy states splits up into two peaks. The system switches
between low and high-amplitude oscillations; for our specific choice of the
driving strength, f/ |δωd| = 2.186, the resonator has equal probability to be
in either of the two states.
To summarize our numerical results, we have seen that for weak driving,
the driven resonator will relax to the low-amplitude solution, while for strong
driving, it will relax to the high-amplitude solution. There is a narrow re-
gion of the driving where in the stationary state, the resonator will switch
between the two solutions. Naturally, the stationary density matrix provides
no information about the timescales involved; we will address this question in
Sec. 6.2 for the special case of switching from the low- to the high-amplitude
solution.
The influence of damping and temperature
So far, we discussed the role of the driving strength on the stationary prop-
erties of the driven nonlinear resonator. Since in chapter 7 we want to study
the effects of a two-level-fluctuator on the resonator, it is useful to under-
stand how the behavior of the driven resonator is depends on the coupling to
the environment. For this reason, we shortly discuss the role of the damping
rate κ and the thermal photon number Nth.
We start with the discussion of the damping rate. In Fig. 6.2a, we plot the
average photon number in the resonator as function of the driving strength for
different values of the damping. We see that for larger values of the damping
rate, the transition from low-amplitude to high-amplitude oscillations occurs
at a higher driving strength. Also, for large driving, the average photon
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Figure 6.2: (a) Average photon number in the resonator for different values of the
damping rate κ. (b) Average photon number in the resonator for different values
of the thermal photon number Nth. Other parameters like in Fig. 6.1.
number becomes slightly smaller.
This behavior can be understood in a simple way. Generally, there is a
balance between the coherent driving and the damping: While the driving
provides energy to the resonator, the damping leads to a loss of energy. If
now the damping rate κ is increased, also the loss rate becomes larger, which
leads to a stationary state with a lower average photon number.
When the system is operated in the regime of high-amplitude oscillations
and near the transition region, the driving strength is just sufficient to com-
pensate the loss of energy, which is relatively large due to the high number
of photons in this regime. If now the damping rate is increased, the driving
can become too small to sustain the state of high-amplitude oscillations, so
that the system switches to stationary state of low-amplitude oscillations.
We now turn to the discussion of the temperature. Fig. 6.2b shows the
average photon number as function of the driving strength for different values
of the thermal photon number Nth = (exp (~ωR/kBT )− 1)−1. For increasing
temperature (which corresponds to an increase of Nth), the transition from
the regime of low-amplitude to the regime of high-amplitude oscillations oc-
curs at a lower driving strength.
By comparing the curves for Nth = 0 and Nth = 0.01, we see that al-
ready a small increase of the temperature can lead to a relatively large shift
of the curves. In order to provide a feeling for the temperature scale, we
note that for a typical natural frequency ωR = 10GHz of the resonator, a
thermal photon number Nth = 1 corresponds to a physical temperature of
T ≈ 75mK. We also see that for finite temperatures, the region in which
there is a finite probability to find the resonator in a state of low-amplitude
86 Chapter 6. The switching rate and spectral properties
and of high-amplitude oscillations, becomes broader.
Finally, an increase of the temperature also leads to a broadening of the
distribution functions. This is especially significant for weak driving, when
the resonator is locked to low-amplitude oscillations. Like we have shown,
only the quasi-energy level which is closest to the local minimum of the quasi-
potential has a finite occupation probability at zero temperature. For finite
temperature however, also the occupation probability for the neighboring
levels becomes finite. As we will see in Sec. 6.4, this leads to qualitative
changes in the emission spectrum.
6.2 The switching rate
Introduction and motivation
In the last section we have discussed the stationary state that the system
reaches after a sufficiently long time, t → ∞. In this context, we have men-
tioned that fluctuations can lead to a switching between the two metastable
oscillation states. However, the stationary density matrix provides no infor-
mation about the timescale on which the switching occurs; like we will see,
the latter can vary over many orders of magnitude.
Here we focus on the switching from low- to high-amplitude oscillations.
We will assume strong driving, so that the system will relax to the high-
amplitude state. Solving the Liouville equation numerically, we will calcu-
late the time-evolution of the system starting from an initial state of low-
amplitude oscillations.
This corresponds to the situation encountered in experiments with Joseph-
son bifurcation amplifiers (JBAs) [73, 6, 8]. In these experiments, the driving
strength of the resonator is quickly increased and then kept constant for a
certain measurement time. If the switching time is smaller than the mea-
surement time, the resonator will switch to high-amplitude oscillations. On
the other hand, if the switching time is much larger, the resonator will stay
in the low-amplitude regime.
The JBA can be coupled to a qubit and be used for readout of the qubit
state. For this purpose, the system is operated in the dispersive regime of
circuit QED, where the detuning between qubit and resonator is larger than
the coupling strength [4]. In this regime, due to the Stark shift, the natural
frequency of the resonator depends on the state of the qubit: ωeffR = ωR ± χ.
Since already a rather small shift of the resonator frequency can strongly
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Figure 6.3: Average photon number in the resonator as function of time for differ-
ent values of the driving strength. Other parameters like in Fig. 6.1.
increase or decrease the switching rate, the Josephson bifurcation amplifier
can be tuned in a way so that, depending on the qubit state, it will switch
or stay in the initial state. In this way, the state of the qubit is mapped onto
the state of the resonator, which can then be read out without perturbing
the qubit itself.
There are several physical processes which can cause the switching of the
resonator. It was shown that switching of the resonator can be described in
analogy to the thermal escape of a particle from the potential well around
the local minimum of the quasi-potential [90]. Since the driving gives rise
to an effective temperature, the switching, caused by relaxation processes of
the resonator, even occurs at zero physical temperature. The corresponding
switching rate has been calculated near the bifurcation points [86]. Another
process which can be responsible for the switching is macroscopic quantum
tunneling out of the quasi-potential well [91].
The switching process
We now want to investigate the time-evolution of the average photon number
in the resonator. Fig. 6.3 shows the average photon number 〈n〉 as function of
the time t for different values of the driving strength. Since the timescale of
the switching can vary over many orders of magnitude, we used a logarithmic
scale for the time-axis.
For low driving strength, f/ |δωd| = 2, the resonator will not switch, but
stays locked to low-amplitude oscillations. For larger driving, we observe a
transition of the resonator from low to high average photon numbers, which
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Figure 6.4: (a) Photon distribution function Pn(t) for different times and a fixed
driving strength f/ |δωd| = 3.2. (b) Switching rate γsw and real part of the eigen-
value λ2. Other parameters like in Fig. 6.1.
corresponds to the switching from low- to high-amplitude oscillations. We see
that the switching occurs faster for larger driving. By comparing the curves
for f/ |δωd| = 3.2 and f/ |δωd| = 3.6, we can also see that a relatively small
increase of the driving can decrease the switching time over some orders of
magnitude.
When we calculate the time-dependent solution of the master equation,
we have to specify the initial state of the system, described by the density
matrix ρ̃(0) at time t = 0. Since we are interested in the switching from low-
to high-amplitude oscillations, we define the initial state as ρ̃(0) = |k0〉〈k0|,
where k0 is the index of the quasi-energy level which is closest to the local
minimum of the quasi-potential.
Outside the region of bistability, for scaled driving strength β > 4/27, the
quasi-potential only has a single maximum, but no minimum, and accordingly
only one stable solution [80]. In this case, we define the initial state by only
populating the quasi-energy level with the lowest expectation value for the
photon number n (this case is represented by the curve with f/ |δωd| = 5).
The switching rate
To illustrate the switching process, we show in Fig. 6.4a the photon distri-
bution function P (n) for different times t and for a fixed value of the driving
strength. In the initial state, t = 0, only photon states with a low photon
number n have a finite occupation probability, which means that system is
in a state of low-amplitude oscillations.
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At time t×|δωd| = 600, the function P (n) has two peaks, centered around
low and high numbers of photons. In the specific case shown here, the system
has equal probability of being in a state of low-amplitude or high-amplitude
oscillations, which means that it has equal probability of having switched or
still being in the low-amplitude state.
Finally, for long times, t× |δωd| = 7500, only photon states with a large
photon number n are populated. Accordingly, the probability for the system
being in a state of high-amplitude oscillations, or in other words, for the
system having switched, is 1.






as the probability that the driven resonator is in a low-amplitude state. The
sum tends over all photon numbers n ≤ NL which we can attribute to the
low-amplitude oscillations. For the parameters used in Fig. 6.4a, we can set
Nl = 15.
Using Eq. (5.13) for the time-dependent solution of the master equation,
ρ̃(t) =
∑










for the probability Pl(t).
If the function Pl(t) decays exponentially (if only one eigenvalue λk con-
tributes to the sum), Pl(t) ∼ e−γt, we obtain the relation P(t2)/P(t1) =
exp{−γ(t2 − t1)} for the probabilities at two different times t1,2. This leads




|Pl(t1)=P1, Pl(t2)=P2 , (6.3)
which can also be used in the general case that several eigenvalues con-
tribute to the sum. We calculate the switching rate in the following way: we
fix the values for P1,2, e.g., P1 = 0.8, P1 = 0.2, and then for each set of param-
eters determine the times t1,2 for which the equations Pl(t1) = P1, Pl(t1) = P2
are fulfilled.
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Figure 6.5: (a) Switching rate as function of the thermal photon number for differ-
ent values of the driving strength. (b) Switching rate as function of the damping
rate for different values of the driving strength.. Other parameters like in Fig. 6.1.
In general, the sum in Eq. (6.2) is dominated by a single eigenvalue,
namely the non-zero eigenvalue of the superoperator G which has the smallest
real part. We denote this eigenvalue as λ2 (λ1 = 0 is the eigenvalue whose
corresponding eigenvector is the stationary density matrix ρ̃s).
Fig. 6.4b shows the rate γsw for different values of the driving strength f .
As we have seen for the above examples, the switching rate increases with
the driving strength and varies over many orders of magnitude. We observe
a very good agreement between the rates γsw and Re [λ2], which confirms our
statement that the sum (6.2) is dominated by a single eigenvalue λ2. For
strong driving strength the discrepancy becomes a bit larger, which however
cannot be seen on the logarithmic scale used in the plot.
The influence of damping and temperature
We want now to discuss the influence of the temperature and the damping
rate on the switching rate of the resonator. Fig. 6.5a shows the switching
rate as function of the thermal photon numberNth = (exp (~ωR/kBT )− 1)−1.
The most striking feature is that already a small finite value for Nth can lead
to an increase of the switching rate over several orders of magnitude with
respect to the value at zero temperature (Nth = 0).
For higher temperatures, the curves become more flat. In this regime,
the switching rate increases linearly with the thermal photon number, as can
be seen by using a linear scale for the y-axis. The monotonic behavior of
the curves γsw(Nth) is consistent with the analogy of a thermal escape out of
the well around the local minimum of the quasi-potential. As the effective
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temperature increases with the physical temperature T , the escape rate out
of the well, i.e., the switching rate, grows with the thermal photon number
[90].
The temperature has also on the influence on the relative distance of the
curves in Fig. 6.5a. For small temperatures, the switching rates for the three
values of the driving strength shown in the plot differ by several orders of
magnitude. However, for higher temperatures, the switching rates have val-
ues within the same order of magnitude so that here, the influence of the
driving strength on the γsw is less pronounced.
Fig. 6.5b shows the switching rate as function of the resonator damping
rate κ. Although the damping rate has an influence on the switching rate,
the effect is not so strong as for the temperature. For all three values of the
driving strength shown in the plot, we observe a non-monotonic dependence
of γsw on the damping rate.
Again, the initial increase of the switching rate can be understood by
the analogy of thermal escape out of a potential well. Since the processes
leading to the escape are caused by a combination of coherent driving and
dissipation [90], it can be expected that the switching rate increases with the
coupling of the resonator to the dissipative environment, and hence with the
damping rate κ.
On the other hand, damping is associated with the emission of photons
from the resonator to the environment; this means that damping processes
also tend to reduce the switching rate, since they lead to a reduction of the
oscillation amplitude of the resonator rather than an increase. This explains
the decrease of the switching rate observed for larger values of the damping
rate κ.
6.3 The emission spectrum: Introduction




dt e−iωτ 〈a†(t+ τ)a(t)〉 (6.4)
of a coherently driven nonlinear resonator. The use of Josephson junc-
tions in circuit QED makes it possible to engineer large nonlinearities, which
can lead to pronounced effects already for a low number of photons in the
resonator. At the same time, the damping rate of the resonator can be made
relatively strong while still fulfilling the condition κ/ |δωd|, which is neces-
sary to observe well-defined peaks. As the emission power of the resonator
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Figure 6.6: (a) Emission spectrum of the driven nonlinear resonator in the regime
of high-amplitude oscillations. (b) Side-peaks around the frequency ωd. We used
f/ |δωd| = 4, Nth = 1; Other parameters like in Fig. 6.1.
increases with the damping rate, a large value for κ should is advantageous
for measurements of the emission spectrum.
While in the last section, we focused on the switching process, in the
present section we will study the situation when the resonator is locked to
the state of low- or high-amplitude oscillations. The emission power yields
detailed information about the fluctuations of the electrical field. This is
an interesting problem on its own, since the driven nonlinear resonator is a
nonlinear system in a non-equilibrium state. Fluctuations also play an im-
portant role for the readout process with Josephson bifurcation amplifiers,
since they determine the measurement backaction on the qubit [92, 93].
In Fig. 6.6 we show the emission spectrum in the high-amplitude regime
for a parameter choice in the regime of operation of a Josephson bifurca-
tion amplifier. The emission spectrum shows a sharp peak at the driving
frequency as a direct consequence of the monochromatic driving, 〈a〉 ∼
exp [−iωdt], and broad side-peaks which are shifted from the driving fre-
quency, and which are related to fluctuations of the electrical field. In the
following, we will subtract the contribution from the monochromatic driving
and only plot the side-peaks around the frequency ω = ωd, like shown in
Fig. 6.6b.
The spectrum of a driven nonlinear resonator is usually calculated by
linearizing the equations of motion around a stable point in phase space
[92, 17]. In an approach based on linearized equations, only the the primary,
Raman-like side-peaks around the frequencies ωd±δωd appear. This approach
is sufficient if the nonlinearity of the resonator is weak compared to the
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detuning.
Here we solve the master equation to obtain the full emission spectrum of
the driven nonlinear resonator. For strong nonlinearities, but typical circuit
QED parameters we observe that additional, second-order peaks appear in
the emission spectrum at the frequency ωd − 2 |δωd| and also directly at the
driving frequency [94].
In the limit of not too strong damping, we can derive an approxima-
tive expression for the emission spectrum, which can be be useful for the
interpretation of our numerical results. As we have seen earlier, the low-
and high-amplitude oscillations are represented by several quasi-energy lev-
els around the local minimum or the global maximum of the quasi-potential,
respectively. In the stationary state, the coupling to the environment leads
to transitions between neighboring quasi-energy states; these transitions are
at the origin of the side-peaks in the emission spectrum.
The derivation is shown in Appendix A and leads to the expression





|〈n+m |a|n〉|2 〈n |ρ̃s|n〉
× 2κn+m,n
(ω − [ωn − ωn+m])2 + κ2n+m,n
, (6.5)
which predicts that transitions from the quasi-energy level n to the level
n + m lead to a peak in the emission spectrum at the frequency ω =
ωn − ωn+m = (En −En+m) /~, where Ei is the energy of the quasi-energy
level i in the rotating frame.
Here we focus on the situation where the system is locked to low- or high-
amplitude oscillations, which means that we assume that only quasi-energy
levels with energies near the local minimum or the global maximum of the
quasi-potential will have a finite occupation probability. In the following, we
number the quasi-energy states starting from the respective extremum of the
quasi-potential (this differs from the convention used in Sec. 6.1, but is more
convenient for our purposes here).
The energy difference between quasi-energy levels is approximatively given
by ωn − ωn+m ≈ ∓m · |δωd| (for the low-/high-amplitude oscillations respec-
tively). Thus, Eq. (6.5) predicts side-peaks in the emission spectrum located
at the frequencies ω = ωd ∓ m · |δωd|. The height of the peaks is propor-
tional to the absolute square of the matrix element 〈n+m |a|n〉 and to the
occupation probability 〈n |ρ̃s|n〉 of the level |n〉.
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Figure 6.7: Spectrum of the driven nonlinear resonator in the regime of low-
amplitude oscillations. (a) Emission spectrum for different temperatures. (b) The
quasi-potential around the local minimum and the first 3 quasi-energy levels. (c)
Distribution function P̄ (k) for different temperatures, corresponding to the values
used in (a). The driving strength is fixed to f/ |δωd| = 0.67; other parameters like
in Fig. 6.1.
In a linearized theory, only transitions between nearest quasi-energy lev-
els (m = ±1) are accounted for, so that only the primary side-peaks at
ω ≈ ωd±|δωd| are predicted. As mentioned, in the regime of high-amplitude
oscillations, we observe however the appearance of an additional, second-
order peak at the frequency ω ≈ ωd − 2 |δωd|, which we can relate to transi-
tions between next-to nearest eigenlevels (m = 2).
As an additional effect, we see a second-order peak at the driving fre-
quency, which is not related to transitions between quasi-energy levels and
not predicted by Eq. (6.5). We will show in Appendix A that this peaks
is a consequence that the quasi-potential around the local maximum is not
harmonic, but asymmetric. We will show in Sec. 6.5 that the height of the
second-order grows with the effective Planck constant λ, and thus with the
nonlinearity.
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6.4 The emission spectrum: Results
6.4.1 The emission spectrum in the regime of low-
amplitude oscillations
We first investigate the case of weak driving , where the resonator is in a
stationary state of low amplitude oscillations. In Fig. 6.7b we show the
quasi-potential and the position of the first three quasi-energy-levels around
the local minimum. We are numbering the levels starting from the bottom
of the potential and plot in Fig. 6.7c the corresponding distribution function
P̄ (k), i.e., the probability that the driven resonator is in the quasi-energy
state k. We show the results for zero temperature (Nth = 0) and for finite
temperature (Nth = 0.1 / Nth = 0.2). As we see, in the first case only the
lowest quasi-energy state is populated, while for finite temperature, also some
of the other states have a finite occupation probability.
Fig. 6.7c shows the emission spectrum S(ω). The right peak, located
around the frequency ω ≈ ωd + |δωd|, is related to processes where the sys-
tem makes a transition between nearest quasi-energy states in direction to-
wards the minimum of the potential, as illustrated by the arrow I in the
quasi-potential plot, accompanied by the emission of a photon of frequency
ω ≈ ωd + |δωd|. For T = 0, only the lowest quasi-energy state is popu-
lated, while the occupation probability for the other states is almost zero,
〈n |ρ̃s|n〉 ≈ 0 for n > 1. According to Eq. (6.5), this means that height of
the emission peak is very small, which is confirmed by the numerical result.
On the other hand, for T > 0, also the other quasi-energy state have a finite
occupation probability, resulting in a higher emission peak.
The approximative expression (6.5) for the spectrum also predicts that the
peak height is proportional to the square of the matrix elements 〈n−1 |a|n〉.
In Appendix A, we calculate the matrix elements numerically and show that -
in the regime of low-amplitude oscillations - the matrix elements 〈n−1 |a|n〉
are much larger than the matrix elements of the form 〈n + 1 |a|n〉, which
are related to transitions in the other direction, e.g., from level 1 to level 2
(as illustrated by the arrow II). For this reason, at finite temperature, the
side-peak at the frequency ω ≈ ωd − |δωd| is much smaller than the other
primary side peak.
Also the matrix elements of the form 〈n+m |a|n〉 with m 6= 0, which are
connected to transitions between not-neighboring levels are very small. As a
consequence we do not observe additional peaks in the spectrum.
To summarize, in the regime of low-amplitude oscillations, the system
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Figure 6.8: Spectrum of the driven nonlinear resonator in the regime of high-
amplitude oscillations. (a) Emission spectrum for different temperatures; the inset
shows the spectrum around the frequency ω = ωd−2 |δωd|. (b) The quasi-potential
around the global maximum and the first 3 quasi-energy levels. (c) Distribution
function P̃ (k) for different temperatures, corresponding to the values used in (a).
The driving strength is fixed to f/ |δωd| = 4; other parameters like in Fig. 6.1.
qualitatively behaves like a linear resonator, and only one of the side-peaks,
located around the frequency ω ≈ |δωd| is pronounced. However, the nonlin-
earity will lead to a shift of the emission peak; this effect will be discussed
now.
6.4.2 The emission spectrum in the regime of high-
amplitude oscillations
In this section, we focus on the case of strong driving, where the driven res-
onator is locked to a state of high amplitude oscillations. In Fig. 6.8, we
plot the quasi-potential and the distribution functions for zero temperature
(Nth = 0) and finite temperature (Nth = 0.5 / Nth = 1). In contrast to the
case of low-amplitude oscillations, already for zero temperature there is a
broad distribution over many of the quasi-energy states. Finite temperature
leads to a further broadening of the distribution.
The emission spectrum shows now two pronounced primary side-peaks
at the frequencies ω ≈ ωd ± |δωd|, in contrast to the case of low-amplitude
oscillations, where only one of the peaks was pronounced. These primary
side-peaks are related to transitions between nearest eigenlevels accompanied
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by the emission of photons with the corresponding frequency.
The peak I located at the frequency ω ≈ ωd − |δωd| is related to tran-
sitions between nearest levels towards the maximum of the quasi-potential.
As mentioned, already for T = 0, the higher-lying states have a finite occu-
pation probability, 〈n |ρ̃s|n〉 6= 0 for n > 1, so that the peak is visible at zero
temperature. As we see in the plot, the peak height strongly increases with
temperature.
The second primary side-peak (II), located at the frequency ω ≈ ωd −
|δωd|, is associated with transitions between nearest levels away from the
maximum of the quasi-potential. The appearance of this peak is due to the
fact that - in the regime of high amplitude oscillations - the corresponding
matrix elements 〈n + 1 |a|n〉 can be of similar size as the matrix elements
〈n−1 |a|n〉 (see App. A), which are related to the peak I. As a consequence,
both primary side-peaks at frequencies ω = ± |δωd| are of similar height.
The height of the primary side-peaks can be well described by linearized
theories [17]. However, our results show the appearance of additional, second-
order peaks, which are not predicted by linearized theories.
We observe a second-order peak (III) in the emission spectrum located
at the frequency ω ≈ ωd−2 |δωd|. This peak is smaller than the primary side-
peaks, but still visible, and is related to transitions between next-to-nearest
quasi-energy levels (in direction towards the maximum of the potential).
Again, using the approximative expression (6.5) for the emission spectrum,
we can explain the appearance of this peak by looking at the corresponding
matrix elements 〈n − 2 |a|n〉. Like shown in appendix A, these matrix ele-
ments can become relatively large when the system is in the high-amplitude
regime. The height of the emission peak also strongly increases with tem-
perature.
Additionally, we observe in Fig. 6.8a second-order peak at the frequency
ω = 0, which results from the fact the the quasi-potential around the global
maximum is not harmonic, but asymmetric. As we mentioned before, the
stationary state of the system in the high-amplitude regime is characterized
by a broad distribution over many of the quasi-energy states. For every of








∣n〉 is the expectation value of the
oscillation amplitude in the case that the system is in this specific state.
For a harmonic (quasi-)potential, the matrix elements would be simply
given by the position of the global maximum of the potential, 〈n |Q|n〉 =
Qmax. But due to the nonlinearity, the potential is asymmetric, and the
oscillation amplitude 〈n |Q|n〉 of the quasi-energy states is shifted from the
the position Qmax of the maximum, so that 〈n |Q|n〉 6= 〈n′ |Q|n′〉 for n 6= n′.
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Figure 6.9: (a) Peak position of the primary side-peak at ω ≈ ωd + |δωd| in
the low-amplitude regime as function of the damping rate for driving strength
f/ |δωd| = 0.67 and thermal photon number Nth = 0.01 (solid lines) / Nth = 0.1
(dashed lines). (b) Peak position of the primary side-peak at ω ≈ ωd + |δωd| in
the high-amplitude regime as function of the damping rate for driving strength
f/ |δωd| = 4 and thermal photon number Nth = 0 (solid lines) / Nth = 0.5 (dashed
lines).
We show in Appendix A that this is at the origin of the broad peak at the
frequency ω = 0.
6.4.3 The position of the primary side-peaks
In this section we discuss the position of the primary side-peak. The approx-
imative expression (6.5) for the emission spectrum predicts that the position
of the side-peaks is defined by the level spacing between the quasi-energies.
However, the numerical results show that for strong damping, also the damp-
ing of the resonator and the temperature will have an effect on the position
of the emission peaks.
In the following, we will focus on the highest side-peak, which is the
side-peak at the frequency ω ≈ ωd + |δωd| in the regime of low-amplitude
oscillations and the side-peak at the frequency ω ≈ ωd − |δωd| in the regime
of low-amplitude oscillations.
Fig. 6.9 shows the position of the above-mentioned side-peaks as function
of the damping rate κ for two different values of the effective Planck constant
λ = K/2δωd (corresponding to two values of the nonlinearity). To determine
the peak position, we calculate the spectrum numerically and directly extract
the frequency ωmax = ωd + δωmax at which the peak reaches its maximum
value. To show the influence of temperature, we use two different values for
the thermal photon number Nth in each plot (solid and dashed lines).
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We start by discussing the low-amplitude regime (Fig. 6.9a. For a linear
resonator, K = 0, the emission peak would be located exactly at the fre-
quency ω = ωd + |δωd| (δωmax = |δωd|). Here however, we observe a shift of
the frequency δωmax which increases with the effective Planck constant λ. To
understand this, we can apply a transformation on the Hamiltonian (5.5),







In the regime of low-amplitude oscillations, the oscillation amplitude can
be approximated as α = 〈a〉 ≈ −f/ (2δωd). Using this value for the unitary

















where we neglected terms which contain a non-equal number of annihila-
tion/creation operators. Using this approximative form of the Hamiltonian,
we can determine the quasi-energy spectrum and specifically the level spacing
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This expression predicts that the shift of the level spacing ω̃21 increases with
the parameter λ = K/2δωd. For the two values of λ used in Fig. 6.9, we
obtain ω̃21 ≈ 0.988 (λ = 0.005) and ω̃21 ≈ 0.951 (λ = 0.02), which fits
qualitatively the numerical data.
By comparing the solid and dashed lines, we see that an increase of the
temperature has the tendency to move the peaks away from the frequency
δωmax = |δωd|. This shift also grows with the effective Planck constant.
We want now to shortly discuss the position and the width of the primary
side-peak at the frequency ω ≈ ωd − |δωd| in the regime of high-amplitude
oscillations, which is shown in Fig. 6.9b. Our results show a monotonic
increase of the frequency ωmax with the damping rate. The effect is much
stronger than for the case of low-amplitude oscillations, where the damping
rate only had a small influence on the peak position.
Comparing the solid curves, corresponding to two different values of λ,
we see that for increasing λ, we obtain a shift of the peaks which is almost
independent of the damping rate κ. Also a finite temperature leads to a shift
of the primary side-peak; however, in the regime of not too weak damping,
the effect of temperature and the parameter λ on the peak position is much
smaller than the effect of the damping rate.
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Figure 6.10: (a) Average photon number as function of the scaled driving strength
β. (b) Occupation probability of the quasi-energy states for β = 0.16. We used
K = 2λδωd and Nth = 0.1, other parameters like in Fig. 6.1.
6.5 Role of the effective Planck constant in
the high-amplitude regime
As we have seen in the last section, the nonlinearity of the resonator leads
to the appearance of additional side-peaks in the emission spectrum with
respect to the case of linear resonator. In this section, we want to investigate
the dependence of these effects on the magnitude of the nonlinearity. We
will do this by discussing the role of the effective Planck constant λ, since
the latter is proportional to the nonlinearity.
In Sec. 5.2 we introduced the variables Q and P , which describe the oscil-
lation amplitude of the resonator. The two operators obey the commutation
relation [Q,P ] = iλ, with the effective Planck constant λ = K/ (2δωd). The
classical dynamics of the variables Q,P are determined by the shape of the
quasi-potential and only depend on the scaled driving strength β, but are
independent of λ. A similar behavior can be found for the average photon
number in the resonator, like shown in Fig. 6.10.
The only major difference between the three curves is a constant factor,
which results from the relation a = 1/
√
2λ · (Q + iP ). From the latter re-
lation we can conclude that the average photon number in the resonator is
inversely proportional to the effective Planck constant, 〈n〉 ∼ 1/λ. Conse-
quently, a large value for λ, i.e., a large nonlinearity, leads to a small average
photon number even in the regime of high-amplitude oscillations.
However, as mentioned before, the parameter λ defines the level spacing
of the quasi-energy levels on the scale of the quasi-potential. For small values
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Figure 6.11: (a) Emission spectrum S(ω) for different values of the effective Planck
constant λ. (b) and (c) show the second-order peaks. The value of the scaled
driving strength is fixed to β = 0.16, the thermal photon number is Nth = 0.75;
other parameters like in Fig. 6.1.
of λ, there is a dense distribution of eigenlevels around the extrema; this is
the classical regime. On the other hand, for large values of λ, the eigenlevels
are rather distant. Fig. 6.10 shows the occupation probability of the quasi-
energy levels near the global maximum of the quasi-potential. We used three
different values for the parameter λ and a fixed value for the scaled driving
strength β.
Although the curve is more flat for small values of the effective Planck
constant, the occupation probabilities of the first levels, k . 4, have only
a small dependence on λ. This means that for large values of λ, there is
a rather large occupation probability for quasi-energy levels which are rela-
tively far away from the global maximum of the quasi-potential, so that the
nonlinearity of the potential can have a larger effect.
Influence on the second-order peaks
Fig. 6.11a show the the emission spectrum of a driven nonlinear resonator for
different values of the effective Planck constant λ and at a finite temperature,
Nth = 0.75. In order to compare the results, we fix the scaled driving strength
β, thus leaving the shape of the quasi-potential unchanged (for λ = 0.02, this
corresponds to the driving strength f/ |δωd| = 4).
Looking at the primary side-peaks at the frequencies ω ≈ ωd±, |δωd|, we
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see that their height is slightly decreasing for larger values of λ. For the case
of the left peak, which is connected to transitions between nearest quasi-
energy levels towards the maximum of the quasi-potential, this is consistent
with the smaller occupation probability of the higher-lying states, k 6= 1.
For increasing values of λ, we also observe a shift of the primary side-peaks
away from the frequencies ω = ωd±, |δωD|. This has been discusses in the
last section.
As expected, the parameter λ has a huge influence on the second-order
peaks. The peak height of the emission peak at the frequency ω ≈ ωd−2 |δωD|
clearly increases with the parameter λ, as shown by the inset in Fig. 6.11a.
As already mentioned, we can relate this peak to transitions between next-
to-nearest quasi-energy levels in direction towards the global maximum of
the quasi-potential.
Using the approximative expression (6.5) for the spectrum, we can deduce
that the transition rate |〈k + 2 |a| k〉|2 is strongly increasing with the effective
Planck constant; this will be confirmed in App. A. Like for the primary side-
peaks, we also observe a shift of the emission peak away from the frequency
ω = ωd − 2 |δωD| with increasing values of of the nonlinearity, but here the
shift is even larger.
Finally, also the broad peak at the frequency ω = 0 increases with the
parameter λ. However, for larger values of λ, the effect is not so strong any-
more, as wee can see by comparing the two curves for λ = 0.02 and λ = 0.04.
To summarize our observations, our numerical results show that the
second-order peaks become visible and pronounced for large values of the
nonlinearity. Thus, superconducting resonators are a promising candidate to
observe these effects, since the nonlinearity can be made relatively large by
using Josephson junctions.
In Ref. [94], expressions for the first- and second-order peaks, valid in the
limit of small coupling, have been derived. It was shown that in this limit,
the second-order peaks become visible if the effective Planck constant fulfills
the condition κ2/δω2d ≪ K/ (2δωd), or equivalently, K ≫ 2κ2/δωd.
Chapter 7
Coupling to a two-level
fluctuator
In the last chapter, we have investigated the dynamics of a driven nonlinear
resonator. Here we want to consider the case that the resonator is coupled
to an (unwanted) two-level fluctuator (TLF). The coupling to a TLF can
not be treated in the same way as the coupling to a thermal bath, since the
resonator can influence the dynamics of the TLF, and, e.g., populate the
excited state of the TLF even at zero temperature.
In experiments concerned with the high-contrast readout of superconduct-
ing qubits, the driven nonlinear resonator is coupled to a two-level-system
(the qubit) which has a long coherence time and whose level spacing is de-
tuned from the resonator to avoid transitions between the qubit levels. The
measurement method has been demonstrated experimentally [6, 7, 8], and
experimental and theoretical efforts have been done to investigate the back-
action of the driven resonator on the qubit [71, 92, 95, 96].
Here we explore the situation where the level splitting of the two-level-
system can be close to the resonator frequency, and where the decoherence
rate of the two-level-system can be large. We are especially interested in
how a TLF affects the switching of the resonator from low-to high-amplitude
oscillations, which plays a central in the high-contrast readout with JBAs.
We will focus on the case of a TLF with a large decoherence rate, since in
this regime, we can derive analytical expressions for the effective temperature
and damping of the driven resonator in presence of a TLF, which qualita-
tively explain the numerical results. However, we also extend our discussion
to the case of TLF with a small decoherence rate.
In Sec. 7.1 we present our model to describe the TLF and the resonator.
In Secs. 7.2 and 7.3 we discuss the stationary properties of the system.
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Finally, in Sec. 7.4, we investigate the effects of the TLF on the switching
rate of the driven nonlinear resonator.
7.1 Model
We describe a driven nonlinear resonator which is coupled to a two-level-
system. Within the Rotating-Wave Approximation (RWA), the system can
be described by the Hamiltonian



















where ωTLS is the frequency of the two-level system and g is the coupling
strength between the resonator and the two-level-system. By doing the RWA,
we assume that the detuning between the resonator and the two-level-system
is not too large, |ωTLS − ωR| ≪ ωR. The operators σi are the usual Pauli op-
erators.
It is convenient to move to a description in a frame rotating with the


































Here, δωTLS = ωd − ωTLS is the detuning between the driving field and the
two-level-system.
The master equation approach
We assume that the resonator and the two-level-fluctuator are coupled to
independent heat baths. The dynamics of the system are then described by
the Liouville equation





+ LRρ̃+ LTLSρ̃ = Gρ̃. (7.3)
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(σzρσz − ρ) , (7.4)
to describe relaxation, excitation and pure dephasing of the TLF with rates
Γ↑, Γ↓ and Γ
∗
ϕ. For later purposes, we also introduce the rate Γ1 = Γ↑ + Γ↓
as well as the bare inversion D0 = (Γ↑ − Γ↓) /Γ1. The Lindblad terms for the
resonator have been introduced in Eq. (5.10).
The excitation/relaxation rates and the bare inversion of the TLF obey
the relations Γ↑ = Γ↓ exp (−β~ωTLS) and D0 = − tanh (β~ωTLS/2) where
β = 1/ (kBT ) is the inverse temperature. If we assume that the resonator and
the TLF are coupled to baths with the same temperature T , the parameter
β obeys the relation β = log [(Nth + 1) /Nth] / (~ωR).
Adiabatic elimination of the TLF in the low-amplitude
regime
If the dephasing rate of the TLF is much larger than the damping rate of
the resonator, Γϕ ≫ κ, we can adiabatically eliminate the TLF from the
equations of motion of the coupled system. The dynamics of the resonator
can then be described by effective values for the detuning, the temperature
and the damping, which depend on the parameters of the TLF.
In the following, we will derive an expression for the effective detuning
δωeffd , which we obtain from the semiclassical equations of motion. We then
use equations for the diagonal elements of the density matrix to obtain ex-
pressions for the effective temperature N effth and damping κ
eff of the driven
resonator in presence of a TLF.
The semiclassical approximation
The procedure we follow here to obtain the semiclassical equations is the
same as discussed in Sec. 2.4. We start from the equations of motion for the
system operators in the rotating frame and neglect all correlations, which
leads to a system of equations for the classical variables α = 〈a〉, s± = 〈σ±〉
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s+ = − (iδωTLS + Γϕ) · s+ − igszα∗ , (7.6)
d
dt
sz = −2ig (s+α− s−α∗)− Γ1 (sz −D0) . (7.7)
If the dephasing rate of the TLF is much bigger than the damping rate
of the resonator, Γϕ ≫ κ, we can adiabatically eliminate the TLF vari-
ables, so that we obtain the relations s+ = −igszα∗/ (Γϕ + iδωTLS) and
sz = D0 − 2ig/Γ1 · (s+α− s−α∗).
Plugging the expression for the variable s+ into the equation of motion


























The two-level-fluctuator leads to a shift of the detuning between the driving
and the resonator, so that we can describe the resonator by means of the
effective detuning




















This expression is not closed, since it still depends on the resonator field α.





in the low-amplitude regime for K |α|2 ≪ |δωd| , g2/Γϕ ≪ |δωd|, to obtain a
closed expression for the TLF inversion.
Similarly, the semiclassical equations also predict a shift of the damping
rate κ. However, we will use a different route to derive an expression for the
effective damping of the resonator. The method will be described below and
has the advantage that it also includes the effects of temperature.
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Effective damping and temperature
As we have seen in Sec. 6, the temperature and the damping rate have a
strong influence on the dynamics of a driven nonlinear resonator, especially
on the switching rate. In the quantum-mechanical picture, the switching
from low-amplitude to high-amplitude oscillations is caused by transitions
between the quasi-energy-levels due to the coupling to the environment; this
phenomenon is called quantum activation [97]. As the transition rates are
defined by the damping and the temperature, the latter also influence the
switching rate.
Starting from the equations of motion for the diagonal elements of the
reduced density matrix of the resonator, which describe the population of
the quasi-energy levels, we can derive expressions for the transition rates
between the quasi-energy levels. The derivation is shown in App. B; in the
low-amplitude regime, the effect of the TLF on the transition rates can be
qualitatively described by means of an effective damping rate κeff and an
effective thermal photon number N effth , which depend on the parameters of
the TLF:
κeff = κ− g
2 Γϕ












These expressions still depend on the TLF inversion 〈σz〉. However, us-
ing the semiclassical Eq. (7.10) for the TLF inversion and the approximation




, we can obtain closed expressions for the ef-
fective parameters.
7.2 Stationary properties in the low-amplitude
state
We start by discussing the effects of a two-level-fluctuator on a driven nonlin-
ear resonator when the latter is locked to the regime of low-amplitude oscil-
lations. In Fig. 7.1 we show the average photon number in the resonator as
function of the detuning δωTLS = ωd−ωTLS between the two-level-fluctuator
and the driving frequency. The dashed lines in the left plot show the results
obtained by using Eqs. (7.9), (7.11) and (7.12) for the effective detuning,
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Figure 7.1: Average photon number 〈n〉 as function of the TLF frequency (a) for
different values of the temperature with Γ1/κ = 10, and (b) for different values of
the TLF relaxation rate and Nth = 0. The other parameters are K/δωd = 0.04,
f/ |δωd| = 1, κ/ |δωd| = 0.133, g/ |δωd| = 0.27 and Γ∗ϕ = 0.
damping and temperature of the resonator. We observe a good agreement
between both results.
Here, the effect of the TLF on the resonator can be mainly described
by the effective detuning δωeffd . Although the TLF also affects the effective
damping and temperature, the latter have a rather small influence on the
average photon number. For large detuning between the driving and the
TLF, we obtain the relation δωeffd ≈ δωd + g2D0/δωTLS.
The right plot in Fig. 7.1 shows the results for different values of the
TLF decoherence rate Γ1. In the case of not too strong coupling and large
values of the rate Γ1, the effect of the resonator on the inversion of the TLF
can be neglected, so that we can make the approximation 〈σz〉 ≈ D0. In this
case, the largest shift of the resonator detuning occurs at the TLF frequency
ωTLS = ωd±Γϕ, and the shift is given by δωeffd −δωd = g2D0/ (2Γϕ). We thus
see that the effect grows with decreasing dephasing rate Γϕ, as confirmed in
the plot.
We note that for smaller values of the decoherence rate Γ1, the average
photon number shows a similar behavior as in the case of a large decoherence
rate and is still well described by the Eq. (7.9) for the effective detuning.
The qualitative difference is that in the regime of small TLF decoherence,
the latter saturates near the driving frequency, 〈σz〉 → 0 for ωTLS ≈ ωd. For






stays finite for a decreasing rate Γ1.
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Figure 7.2: (a) Effective thermal photon number and (b) effective damping rate of
the driven nonlinear resonator as function of the TLF frequency. The solid lines
show the results obtained via the distribution function and the emission spectrum,
while the dashed lines show the approximative analytical expressions (7.11) and
(7.12). The rate Γ1 is given by Γ1/ |δωd| = 1.33, other parameters like in Fig. 7.1.
For better visibility, the blue and red curves in (b) are shifted along the y-axis.
Effective damping and temperature
The dependence of the average photon number on the TLF frequency can
be well explained by a shift of the detuning between the driving and the
resonator. However, our approximative analytical results predict that the
TLF also influences the damping rate and the temperature of the resonator.
In order to check our predictions, we have to investigate properties of the
resonator which have a strong dependence on the damping and the temper-
ature.
We start by discussing the occupation probability P̄ (k) = 〈k |ρ̃| k〉 of the
quasi-energy states of the driven resonator. For small damping, κ ≪ |δωd|,
P̄ (k) is approximatively described by a Boltzmann function, parametrized
by the Planck number n̄e = Nth +(2Nth+1) sinh
2 r∗ [90]. For low-amplitude
oscillations, the squeezing factor r∗ is much smaller than 1, so that we can
use the approximation n̄e ≈ Nth, which yields the relation P̄ (k + 1)/P̄ (k) =
exp (−~ |δωd| /kBT ).
In the case of coupling to a TLF, we can define an effective temperature
via the definition P̄ (2)/P̄ (1) = exp
(
−~ |δωd| /kBT eff
)
, where k = 1, 2 de-
notes the two quasi-energy states which are nearest to the local minimum
of the quasi-potential. This corresponding effective thermal photon number
obeys the relation N effth =
(
P̄ (1)/P̄ (2)− 1
)−1
.
In Fig. 7.2a, we plot the effective thermal photon number as function
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of the TLF frequency. The solid lines show the results extracted from the
distribution function P̄ (k), while the dashed lines show the approximative
analytical result (7.12). In all cases, we observe an increase of the tempera-
ture around the TLF frequency ωTLS = ωd. We also see that there is a good
qualitative agreement between the numerical and the analytical results. The
analytical approximation tends to overestimate the increase of the effective
temperature, however it still provides the correct order of magnitude.
We see that the strongest increase occurs when the two-level-fluctuator
is close to resonance with the driving frequency, ωTLS ≈ ωd. This is consis-
tent with Eq. (7.12), which predicts that the increase of the thermal photon
number is proportional to the occupation probability 1/2 · (1 + 〈σz〉) of the
excited TLF state. When the TLF is in its excited state, it can make a coher-
ent transition back to the ground state and create a photon in the resonator,
which corresponds to heating and thus to an increase of the temperature.
On the other hand, the TLF is driven by the coherent oscillations of the res-
onator, so that the occupation probability of the excited TLF state becomes
large when the driving is matching the TLF frequency.
We now turn to the discussion of the effective damping rate κeff , which will
be based on the linewidth of the primary side-peaks visible in the emission
spectrum (see Sec. 6.4). Using the approximative analytical formulas for the
emission peaks derived by the author V. Peano in Ref. [94], we obtain the
expression





(ω − νl · |δωd|)2 + (κ/2)2
. (7.13)
for the primary side-peak at the frequency ω ≈ ωd + |δωd|. From this ex-
pression it follows that the damping rate κ is equal to the full width at half
maximum (FWHM) of the emission line. We note that our fully numeri-
cal calculations show that the FWHM is actually slightly bigger than the
damping rate; however, in the parameter regime used here the corrections
are rather small and can be neglected.
Fig. 7.2b shows the effective damping rate calculated via the HWHM of
the primary side-peak (solid lines) as well as the analytical expression (7.11)
that we derived for κeff (dashed lines). Here we observe a strong increase of
the damping rate around the TLF frequency ωTLS = |δωd|. We also see a
good quantitative agreement between the numerical and analytical results.
The increase of the effective damping rate results from processes where
the TLF absorbs a photon from the resonator or emits a photon into the res-
onator. The absorption is the most efficient when the TLF and the resonator
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Figure 7.3: Average photon number 〈n〉 as function of the scaled driving strength
β and the TLF frequency at zero temperature, Nth = 0 for different values of the
rate Γ1. Other parameters like in Fig. 7.1.
are in resonance, ωTLS = ωR. Since in our case the detuning δωd is negative,
we can write this resonance condition in the form ωTLS − ωd = ωR − ωd =
+ |δωd|, which is confirmed by our numerical results and by the analytical
expression that we derived for κeff .
7.3 The stable state
In the regime of bistability, a driven nonlinear resonator can display low-
amplitude and high-amplitude oscillations. In the stationary state, for t →
∞, the resonator relaxes to one of the two oscillation states, which we will
refer to as the stable state. In general, the stationary state of the resonator
at low driving strength is characterized by low-amplitude oscillations, while
for strong driving, the resonator relaxes to the high-amplitude state.
112 Chapter 7. Coupling to a two-level fluctuator
The transition between the two regimes occurs at a certain driving strength
which depends on the properties of the driven resonator, most notably the
detuning δωd from the driving frequency. As we have seen in Sec. 6.1, also
the temperature and the damping can have a strong effect. In this section,
we want to discuss the influence of a two-level-fluctuator on the stable state
of the resonator.
Fig. 7.3 shows the average photon number in the resonator as function
of the scaled driving strength β = f 2K/ (4δω3d) and the TLF frequency at
zero temperature, Nth = 0. We first focus on the region where the detuning
between the TLF and the driving is large, |ωTLS − ωd| ≫ Γϕ. In this regime,
the influence of the TLF on the resonator can be well explained by means





If the TLF frequency is smaller than the driving frequency (δωTLS > 0),




∣ > |δωd|, so that
the transition from low-amplitude to high-amplitude oscillations occurs at a
larger driving strength. Similarly, if the TLF frequency is bigger than the
driving frequency, the TLF shifts the resonator towards the driving, so that
the transition occurs at a smaller driving strength.
If the TLF frequency is close to the driving, the behavior of the resonator
can not be explained by means of the effective detuning only. In Figs. 7.3a,b
we observe that the transition from low-amplitude to high-amplitude oscilla-
tions occurs at a lower driving strength around the TLF frequency ωTLS ≈ ωd.
This effect can be attributed to the increase of the effective temperature (7.12
) induced by the TLF.
Our plots show the behavior at zero temperature, Nth = 0; in this regime,
even a small increase of the temperature can have a strong effect on the
stable state of the resonator. As we discussed in Sec. 6.1, an increase of the
temperature generally leads to a transition at a lower driving strength. Here
we see that the driving strength at which the transition occurs, reaches its
lowest value when the TLF is in resonance with the driving, δωTLS ≈ ωd.
This is consistent with our earlier observation that the effective temperature
reaches its maximum at this resonance. By comparing the two plots in the top
row, we see that the effect becomes more pronounced for smaller values of the
relaxation rate Γ1, which is also predicted by our approximative expression
for N effth .
Fig. 7.3c finally shows the result for a rather large value TLF relaxation
rate. Here we observe another effect of the TLF on the driven resonator:
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Figure 7.4: Average photon number 〈n〉 as function of the scaled driving strength
β and the TLF frequency for different values of the temperature and for a fixed
value Γ1/κ = 10, other parameters like in Fig. 7.1.
Coming from the right side (ωTLS > ωd), we observe a slight increase of the
driving strength at which the system switches from low- to high-amplitude
oscillations, which can not result from the increase of the effective tempera-
ture or the decrease of the effective detuning. We can attribute this behavior
to the effective damping, which reaches its maximum value around the fre-
quency ωTLS = ωd + |δωd|. On the other hand, we can still see the effect of
the effective temperature in a small region around the frequency ωTLS = ωd.
So far, we have restricted our discussion on the case of zero temperature,
Nth = 0. We will now briefly discuss the case of finite temperature. Fig.
7.4 shows the average photon number in the resonator for (a) Nth = 0.01
and (b) Nth = 0.1. We note that with increasing physical temperature,
the transition from low-amplitude to high-amplitude oscillations occurs at a
lower driving strength, as can be seen in the asymptotic behavior for large
values of |ωTLS − ωd|.
We first turn to the case Nth = 0.01. Starting from TLF frequencies larger
than the driving, ωTLS > ωd and moving towards the resonance ωTLS = ωd,
the transition from low-amplitude to high-amplitude-oscillations occurs at
higher driving strength. Like before, we can attribute this effect to an in-
crease of the effective damping. As the physical temperature of the resonator
is finite, a further increase of the effective temperature, induced by the TLF,
has now a smaller effect and is dominated by the effective damping This
explains the qualitative differences as compared to Fig. 7.3b in the region
around the resonance ωTLS = ωd.
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Finally, Fig. 7.4b shows the case of even higher temperature, Nth = 0.1.
Here the effect of the effective temperature is not visible anymore; for all
TLF frequencies close to the driving frequency ωd, the transition occurs at
larger values of the driving strength. The effect is actually more pronounced
ob the left side, ωTLS < ωd, where the effects of the effective damping and
the effective detuning both work in the same direction.
To summarize our observations, we have seen that, depending on the
relaxation rate of the TLF and the temperature of the resonator, the TLF
can act mainly as a source of noise or as a source of damping for the resonator.
7.4 The switching rate
Introduction
In this section, we discuss the effects of a TLF on the switching of a driven
nonlinear resonator from low- to high-amplitude oscillations. Under strong
driving, if the resonator is initialized in a state of low-amplitude oscillations,
it will need a certain time to switch to the high-amplitude state (see Sec.
6.2). The switching rate can vary over many orders of magnitude and de-
pends strongly on the parameters of the resonator and on the coupling to
the environment.
The sensitivity of the switching rate on small changes of the detuning
δωd is used in circuit QED experiments to obtain a high-contrast readout of
superconducting qubits. The fidelity of this method relies on the mapping
between the two qubit states and the two states of the driven nonlinear
resonator. For this reason, it is important that the resonator only switches
if the qubit is in the excited state and that the switching is not induced by
other processes.
On the other hand, we have seen that a two-level-fluctuator influences
the effective temperature and damping of the resonator, which themselves
can have a strong influence on the switching rate. This motivates us to in-
vestigate the behavior of the switching rate in presence of a TLF.
As we mentioned before, in the quantum-mechanical picture, the switch-
ing is caused by transitions between quasi-energy levels due to the coupling
of the resonator to the environment. The quasi-energy levels around the lo-
cal minimum of the quasi-potential describe low-amplitude oscillations. The
switching from low- to high-amplitude oscillations can be described in anal-
ogy to the thermal escape of a particle from a potential well [97].
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The switching rate depends on the transition rates between the quasi-
energy levels in direction away from the local minimum of the quasi-potential,
which describe how “fast” the system can leave the potential well. In App.
B, we show how the TLF affects the transition rates between the quasi-energy
levels located at the bottom of the quasi-potential well. The effect can be
described by means of an effective damping rate (7.11) and temperature
(7.12). Although the approximations made in the derivation are not valid
for the quasi-energy levels near the top of the quasi-potential well, we can
still use our results to obtain a qualitative understanding of the numerical
results.
Results
Figs. 7.5a-c show the switching rate γsw of the resonator as function of the
TLF frequency for different values of the temperature. To determine the
switching rate, we proceed in analogy to the method described in Sec. 6.2,
i.e., we solve the master equation numerically with the condition that the
driven resonator is initially in a state of low-amplitude oscillations. As the
switching rate can vary over several orders of magnitude, we use a logarithmic
scale on the y-axis; to illustrate the influence of the TLF on the switching
rate, the dotted horizontal line in each plot shows the switching rate without
the TLF (for coupling strength g = 0).
In all plots, we observe a pronounced increase of the switching rate for
TLF frequencies near the driving frequency, ωTLS ≈ ωd. In the case of low
temperature, when the switching rate in absence of the TLF is rather small,
the switching rate can grow by several orders of magnitude. For higher tem-
peratures, the increase is still visible, but the effect is not so strong anymore.
We first focus on the asymptotic behavior, when the TLF is far detuned
from the driving, |δωTLS − ωd| ≫ g · (f/ |δωd|). In this regime, the occu-
pation probability of the two TLF states is not affected by the coupling to
the resonator, 〈σz〉 ≈ D0. The main effect of the TLF on the resonator re-







δωd − g2D0/(ωTLS − ωd), while the increase of the effective damping and
temperature can be neglected.
We also see that the switching rate in this regime only depends on the de-
tuning of the TLF frequency from the driving, but not on the TLF dephasing
rate. In the case ωTLS < ωd, the driven resonator is shifted away from the
driving, thus decreasing the switching rate γsw, while for TLF frequencies
ωTLS > ωd, the resonator is brought closer to resonance with the driving,
which leads to an increase of the switching rate.
116 Chapter 7. Coupling to a two-level fluctuator
Figure 7.5: (a)-(c) Switching rate of the resonator as function of the TLF frequency
for different values of the rate Γ1 and the thermal photon numberNth. We show the
results used by the full numerical solution of the master equation for the resonator
and the TLF (solid lines) and by solving the master equation for the resonator
only and using the expressions (7.9), (7.12) and (7.11) for the effective detuning,
temperature and damping. The gray dashed lines show the switching rate in
absence of the TLF (g = 0). (d) Effective damping and temperature calculated
from the expressions (7.12) and (7.11). The colors correspond to the colors uses
in the plots of the switching rate. The driving strength is fixed to f/ |δωd| = 2.8,
other parameters like in Fig. 7.1.
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We now focus on the case that the TLF is not far detuned from the driv-
ing. When the TLF frequency is close to the driving frequency, ωTLS ≈ ωd,
the TLF should have no effect on the detuning, δωeffd ≈ δωd. However, we
observe that the switching rate can increase by several orders of magnitude
in this region. We attribute this effect to the increase of the effective tem-
perature of the resonator induced by the TLF.
Indeed, by using the approximative expressions for the effective detun-
ing, damping and temperature that we derived earlier, we can qualitatively
reproduce our numerical results obtained by solving the master equation for
the full system (resonator and TLF). On the other hand, we do not obtain a
quantitative agreement, since the approximative results tend to overestimate
the switching rate. This is consistent with our earlier observation that our
analytical expression for the thermal photon number is larger than the ef-
fective thermal photon number extracted from the distribution function over
the quasi-energy states.
The two-level fluctuator is driven by the coherent oscillations 〈a〉 ∼
exp (iωdt) of the resonator. The occupation probability P
TLF
↑ of the ex-
cited TLF state becomes maximum at the resonance ωTLS = ωd. At zero
temperature, the semiclassical expression 7.10 for the TLF inversion leads to




where 〈n〉 is the average photon number in the low-amplitude regime.
An increase of the TLF dephasing leads to a decrease of the effective
temperature, since the latter is proportional to the occupation probability
of the excited TLF state, N effth ∼ PTLF↑ . This is shown in Fig. 7.5 d, where
we plot the approximative expression (7.12) for the thermal photon number
at zero physical temperature, Nth = 0; the colors of the lines correspond to
the colors used in the plots of the switching rate. Consequently, also the
switching rate decreases with increasing TLF dephasing.
This general behavior extends to the case of finite temperature, Nth > 0
and smaller TLF dephasing. like can be seen by comparing in the plots 7.5a-
c. We observe however that the increase of the switching rate becomes less
pronounced for increasing physical temperature of the resonator, i.e., when
the switching rate of the resonator in absence of the TLF is already rather
large.
We note that in the case of large TLF dephasing, the width of the curves
N effth (ω
eff
TLS) is approximatively given by the TLF dephasing rate Γϕ, like can
be seen from the analytical expressions for N effth and 〈σz〉. This means that
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Figure 7.6: Switching rate of the resonator as function of the TLF frequency for
different values of the rate Γ1 two different values of the driving strength, (a)
f/ |δωd| = 3.2 and (b) f/ |δωd| = 3.6. The thermal photon number is fixed to
Nth = 0.01, other parameters like in Fig. 7.1.
the increase of the effective temperature can only significantly change the
switching rate if the detuning of the TLF from the driving is not much big-
ger than the TLF dephasing.
We finally want to discuss the role of the driving strength. Figs. 7.5b,
7.6a and 7.6b show the switching rate for increasing values of the driving
strength, but otherwise the same parameters. All the curves shows the same
qualitative behavior; however, the influence of the TLF on the switching
rate gets weaker for stronger driving strength. This is due to the fact that
for larger driving, the switching rate of the resonator is less sensitive to an
increase of the temperature (see Sec. 6.2).
In the case f/ |δωd| = 2.8, the switching rate is increased by more than 2
orders of magnitude for TLF frequencies around the value ωTLS ≈ ωd, where
the effective temperature reaches its maximum value. For driving strength
f/ |δωd| = 3.2, the effect is less pronounced and the switching rate only
increases by roughly one order of magnitude.
Finally, in the case of even stronger driving, f/ |δωd| = 3.6, the switching
rate at the frequency ωTLS = ωd is very close to the switching rate of the bare
resonator, without coupling to a TLF. This means that the dynamics of the
driven resonator are not much affected by the increase effective temperature.
Indeed, in this regime the shape of the curves is defined by the shift of the
detuning (7.9) between the driving and the resonator.
To summarize our results, we have seen that a two-level-fluctuator can
lead to an increase of the switching rate by several orders of magnitude. The
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effect is strong in parameter regimes where the driven resonator is very sen-
sitive to an increase of the temperature, i.e., for small physical temperature
and for not too strong driving strength. In parameter regimes where the sys-
tem is not so sensitive to temperature, the TLF can still affect the switching
dynamics by effectively shifting the resonator away or towards the driving




In this thesis, we have theoretically investigated two systems based on su-
perconducting circuits including Josephson junctions: the single-qubit laser
and the driven nonlinear resonator. In both systems, we have observed qual-
itatively new behavior compared to standard quantum optical systems.
In contrast to a many-atom laser, a single-qubit laser shows a smooth
transition from the non-lasing to the lasing regime. Nevertheless, the tran-
sition is still well-defined and characterized by an increase of the average
photon number and a narrowing of the linewidth, which is one of the typical
features of conventional lasers.
Single-qubit lasers show some interesting effects due to the strong cou-
pling strength between the qubit and the resonator. In the lasing regime, an
increase of the coupling strength leads to an increase of the linewidth and
thus to a deterioration of the lasing state. Far above the lasing threshold,
the linewidth can even become comparable to the bare linewidth of the res-
onator, so that in this regime, the laser does not show the typical linewidth
narrowing anymore.
We have used the semiquantum model, which provides an accurate es-
timate of the average photon number and a qualitative description of the
linewidth at zero detuning, to investigate the scaling of the lasing proper-
ties with the number of qubits. For increasing numbers of qubits, the lasing
transition gets sharper, and the growth of the linewidth with the coupling
is not so pronounced anymore. In the limit of large numbers of qubits, we
recover the semiclassical laser equations.
For zero detuning between the qubit and the resonator, we can use ap-
proximation schemes like the semiquantum or the phase diffusion model,
which neglect correlations between amplitude and phase fluctuations of the
electrical field, to obtain a correct description of the linewidth. For finite
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detuning however, these approximation schemes fail, so that we rely on the
numerical solution of the Liouville equation.
Although the amplitude fluctuations in the lasing regime are rather weak,
they have a strong effect on the emission spectrum in the strong coupling
regime. If the single-qubit laser is brought near the lasing transition by in-
creasing the detuning, the amplitude fluctuations lead to a strong enhance-
ment of the linewidth. Furthermore, the behavior of the emission line is not
governed by a single eigenvalue anymore, so that the lineshape differs from
a simple Lorentzian form.
If the qubit is affected by low-frequency noise, the latter leads to an in-
homogeneous broadening of the emission line, which for realistic parameters
becomes much broader than the natural laser linewidth. We have derived
analytical expressions which predict the linewidth and the Gaussian shape
of the emission line in presence of slow noise and which agree well with nu-
merical results.
Nonlinear resonators based on superconducting circuits are characterized
by rather large nonlinearities, which are attained by using Josephson junc-
tions. We have investigated the emission spectrum of a driven nonlinear
resonator, which provides information about the fluctuations of the electri-
cal field in the resonator.
For weak driving, in the low-amplitude regime, the system qualitatively
behaves like a linear resonator, so that the emission spectrum only shows a
sharp peak due to the coherent driving and two Raman-like primary side-
peaks. For strong driving however, in the high-amplitude regime, we observe
interesting new features, namely the appearance of two second-order side-
peaks, which are not predicted by the standard approach which linearizes
the equations of motion for the fluctuations around the stable solution.
We have derived an approximative expression for the emission spectrum,
which relates the side-peaks to transitions between quasi-energy levels of
the driven resonator. One of the second-order peaks, shifted by twice the
detuning from the driving frequency, results from transitions between next-
to nearest quasi-energy levels, which are forbidden for a linear resonator.
We also observe a second-order peak located directly at the driving fre-
quency, results from the asymmetry of the quasi-potential. The height of the
additional, second-order peaks increases with the nonlinearity, which makes
circuit QED systems a promising candidate to observe these peaks experi-
mentally.
The stationary state of the driven nonlinear resonator and the switching
rate between low-and high-amplitude oscillations can depend sensitively on
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the coupling to the environment. Usually the environment is modeled as a
thermal bath, which is described by Lindblad terms in the Liouville equation
for the density matrix.
In the final part of the thesis, we have investigated the coupling of a driven
nonlinear resonator to a two-level-fluctuator. Since in contrast to a thermal
bath, the state of a TLF can be affected by the coupling to the resonator, we
have used a master equation approach for the coupled resonator-TLF system
to calculate the dynamics of the system. We have also shown that, for the
case of a TLF with a large dephasing rate, the influence of the TLF on the
resonator can be qualitatively described by means of an effective temperature
and damping rate for the resonator, which depend on the parameters of the
TLF.
We observed that the coupling of the TLF can lead to an increase of the
switching rate from low- to high-amplitude oscillations by several orders of
magnitude when the TLF frequency is close to the driving frequency of the
resonator. This can be explained by an increase of the effective temperature
of the resonator: the coherent oscillations of the resonator drive the TLF,
and the latter can subsequently cause transitions between quasi-energy levels
away from the local minimum of the quasi-potential.
The effect is especially pronounced in parameter regimes where the driven
nonlinear resonator is sensitive to an increase of the temperature, i.e., for
small physical temperature and moderate driving strength, and for small
dephasing rate of the TLF, when the resonator can efficiently drive the TLF.

Appendix A
Emission spectrum of the
driven nonlinear resonator
In this section, we will derive an approximative expression for the emission
spectrum.
Derivation of the analytical expression
The Liouville equation in the quasi-energy basis
The correlation function of the resonator connected to the emission of pho-
tons is given by
〈a†(t + τ)a(t)〉 = Tr{a†eGτaρ̃s} = Tr{a†ρa(τ)}, (A.1)
where G is the superoperator appearing in the Liouville equation (5.9) for the
density matrix, and ρs is the stationary density matrix. We we introduced the
operator ρa(τ), which follows the same time-evolution as the density matrix,
ρa(τ) = exp (Gτ) ρa(0), and is defined by the initial condition ρa(0) = aρ̃s.


























In order to calculate the matrix elements 〈n +m |ρa(τ)|n〉, it is convenient
to move to the interaction picture with respect to the system Hamiltonian
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H , ρaI (τ) = exp (iHτ/~) ρ





















































where the photon creation and annihilation operators a
(†)
I are now time-
dependent, a
(†)
I (τ) = exp (iHτ/~) a
(†) exp (−iHτ/~).
The secular approximation
We can formally write Eq. (A.3) in the form [48]
d
dτ
〈n+m |ρaI (τ)|n〉 =
∑
k,l









































is time-independent. We will now calculate the matrix elements using
the secular approximation, which means that we will only consider terms
for which the exponential exp{i (. . . ) τ} disappears. In other words, only
contributions which satisfy the equation ωn+m − ωn − ωk + ωl = 0 will be
kept.
Evaluating the matrix elements 〈n+m |ρa(τ)|n〉
In order to derive an expression for the emission spectrum, we will now
make the assumption that the stationary density matrix ρ̃s is approximatively
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diagonal in the basis of quasi-energy states. This can be checked numerically
and is justified for small damping, κ ≪ |δωd|. In this case, the matrix
elements of the operator ρa at the time τ = 0 can be written in the form
〈n+m |ρa(0)|n〉 = 〈n+m |aρ̃s|n〉 = 〈n+m |a|n〉〈n |ρ̃s|n〉. (A.6)
Diagonal elements
Within the secular approximation, the time-derivative d
dτ
〈n |ρaI (τ)|n〉 is cou-
pled only to other diagonal matrix elements 〈k |ρaI (τ)| k〉:
d
dτ
〈n |ρaI (τ)|n〉 =
∑
k
Rn,n,k,k 〈k |ρaI (τ)| k〉. (A.7)
We can now split up the matrix elements 〈n |a|n〉 into the sum 〈n |a|n〉 =
〈a〉+ 〈n |∆a|n〉, where 〈a〉 is the average value of the annihilation operator a
in the stationary state, and the operator ∆a = a−〈a〉 denotes the fluctuations
of the oscillation amplitude.
For a driven nonlinear resonator, the second term in the sum would van-
ish, but due to the nonlinearity, it has a finite value. For the diagonal ele-
ments of the operator ρaI at time τ = 0, we obtain
〈n |ρaI (0)|n〉 = 〈a〉〈n |ρ̃s|n〉+ 〈n |∆a|n〉〈n |ρ̃s|n〉 (A.8)
The first term is proportional to the diagonal elements of the stationary





k Rn,n,k,k 〈k |ρs| k〉 = 0, this term will be constant in time. On the other
hand, the second term will decay, so that the diagonal elements of the oper-
ator ρaI (τ) have the form
〈n |ρaI (τ)|n〉 = 〈a〉〈n |ρ̃s|n〉+ An(τ), (A.9)
where An(τ) is a real function that satisfies the initial condition An(0) =
〈n |∆a|n〉〈n |ρ̃s|n〉 and decays to 0, An(τ) → 0 for τ → ∞. The diagonal
























= |〈a〉|2 + A(τ) (A.10)
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Non-diagonal elements
For non-diagonal elements, within the secular approximation, and because
of the anharmonicity of the energy spectrum, we only get a contribution to
Eq. (A.4) from terms which satisfy k = n +m, l = n:
d
dτ
〈n+m |ρaI (τ)|n〉 = Rn+m,n,n+m,n 〈n+m |ρaI(τ)|n〉. (A.11)
This is the same equation as for the non-diagonal elements of the density
matrix ρ(τ). Since we assumed that the stationary density matrix is di-
agonal, the non-diagonal elements of any initial density matrix will decay
to 0 for long times, 〈n + m |ρ(τ)|n〉 → 0 for t → ∞. This means that
the expression Rn+m,n,n+m,n has to be negative. Introducing the quantity
κn+m,n = −Rn+m,n,n+m,n, we can write:
〈n+m |ρaI(τ)|n〉 = 〈n+m |ρa(0)|n〉e−κn+m,nτ ,
〈n+m |ρa(τ)|n〉 = 〈n+m |ρa(0)|n〉ei(ωn−ωn+m)τe−κn+m,nτ (A.12)
with 〈n+m |ρa(0)|n〉 = 〈n+m |a|n〉〈n |ρ̃s|n〉.
The emission spectrum
Using Eqs. (A.9) and (A.12), we obtain an approximative expression for the
correlation function 〈a†(t+ τ)a(t)〉:











dτ 〈a†(t+ τ)a(t)〉e−iωτ :






|〈n+m |a|n〉|2 × 2κn+m,n〈n |ρ̃s|n〉
(ω − [ωn − ωn+m])2 + κ2n+m,n
. (A.14)
The first term describes a sharp peak at the frequency ω = 0 as a conse-




dτA(τ) exp (−iωτ), describes a broad peak at the frequency ω = 0.
Finally, the sum in the second line describes the side-peaks at frequencies
ω ≈ ±m |δωd|.
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Figure A.1: Matrix elements of the operator a in the regime of low-amplitude
oscillations as function of the scaled driving strength for λ = 0.01 (dashed lines)
and λ = 0.02 (solid lines).
Matrix elements of the operator a
In App. A, we derived an approximative expression for the emission spectrum
of a driven nonlinear resonator, predicting that the height of the emission
peaks is defined by matrix elements of the form 〈n + m |a|n〉. Here we
numerical results calculate some of the matrix elements for the regime of
low- and high-amplitude oscillations.
Low-amplitude oscillations
We start by discussing the regime of low-amplitude oscillations. In this
case, the emission peaks are connected to matrix elements of the opera-
tor a between quasi-energy levels located near the local minimum of the
quasi-potential. More precisely, the emission peak at the frequency ω ≈
ωd −m · |δωd| is connected to matrix elements 〈n+m |a|n〉.
Fig. A.1 shows some of the matrix elements |〈n+m |a|n〉|2 as function
of the scaled driving strength β = f 2K/ (4δω3d). To show the influence of the
effective Planck constant, we also used two different values for the parameter
λ = K/ (2δωd) in each plot.
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In A.1a, we see the matrix element 〈1 |a| 2〉, connected to the emission
peak at the frequency ω ≈ ωd+ |δωd|, and which has a value close to 1. This
is similar to the case of a linear resonator, where this matrix element has the
exact value 1, while all matrix elements 〈n+m |a|n〉 are zero for m 6= −1.
On the other hand, by looking at Fig. A.1b, we see that the matrix ele-
ment 〈2 |a| 1〉 is much smaller than 1, explaining why for finite temperature,
the corresponding primary-side peak at the frequency ω ≈ ωd−|δωd| is much
smaller than the primary side-peak at ω ≈ ωd − |δωd|. Only for very small
temperature, when the occupation probability 〈2 |ρ̃s| 2〉 of the second quasi-
energy levels tends to zero, both peaks can be of comparable (small) height.
We now turn to the second-order peaks at the frequencies ω ≈ ωd±2 |δωd|
and connected to matrix elements of the form 〈n ± 2 |a|n〉. The matrix
element 〈1 |a| 3〉 is shown in Fig. A.1b.
We see that it become comparatively large for larger values of the scaled
driving β. However, the height of the corresponding peak is also proportional
to the occupation probability 〈3 |ρ̃s| 3〉 of the third quasi-energy state. For
zero temperature, 〈3 |ρ̃s| 3〉 is very small; on the other hand, for finite temper-
ature and larger values of the scaled driving, the resonator will be in a state
of high-amplitude oscillations and not in state of low-amplitude oscillations.
The matrix element 〈3 |a| 1〉, which is not shown here, is orders of mag-
nitude smaller than the matrix element 〈3 |a| 1〉. For these reasons, none of
the second-order peaks are visible in th regime of low-amplitude oscillations.
Finally, Fig. A.1c shows the difference |〈2 |a| 2〉|2 − |〈1 |a| 1〉|2 as measure
for the fluctuations of the oscillation amplitude. We can see that the differ-
ence is much smaller than in the regime of high-amplitude oscillations.
High-amplitude oscillations
We turn now to the discussion of the regime of low-amplitude oscillations.
In this case, the emission peaks are connected to matrix elements of the
operator a between quasi-energy levels located near the global maximum
of the quasi-potential. More precisely, the emission peak at the frequency
ω ≈ ωd +m · |δωd| is connected to matrix elements 〈n+m |a|n〉.
In A.2a, we see the matrix elements 〈1 |a| 2〉 and 〈2 |a| 1〉. We see that
they are within the same order of magnitude, which explains, together with
the broad distribution function P̄ (k) = 〈k |ρ̃s| k〉, that the two primary side-
peaks are of similar size. We also see that the parameter λ only has small
influence on the matrix elements and tends to slightly reduce their value.
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Figure A.2: Matrix elements of the operator a in the regime of low-amplitude
oscillations as function of the scaled driving strength for λ = 0.01 (dashed lines)
and λ = 0.02 (solid lines).
In Fig. A.2b shows the matrix element 〈1 |a| 3〉. We see that it is relatively
large, which, together with the rather large occupation probability 〈3 |ρ̃s| 3〉
of the third quasi-energy state, explains why the second-order peak at the
frequency ω ≈ ωd − 2 |δωd| becomes is visible in the emission spectrum.
We also see that the absolute value of the matrix element 〈1 |a| 3〉 clearly
increases with the parameter λ, which confirms our observation that the
second-order peaks become more pronounced for larger values of λ. On the
other hand, the matrix element 〈3 |a| 1〉, also shown in Fig. A.2b, is rather
small. This explains why the corresponding peak at ω ≈ ωd + 2 |δωd| is not
visible in our plots of the emission spectrum.
Finally, Fig. A.2c shows the difference |〈2 |a| 2〉|2−|〈1 |a| 1〉|2. As already
mentioned, the difference is much larger than in the case of low-amplitude






In this appendix we show how we can qualitatively describe the influence
of a TLF on the driven resonator by means of an effective temperature and
damping. We will assume that the resonator is in the low-amplitude state
and that the TLF dephasing is large.
Fig. B.1 shows the quasi-potential of the driven nonlinear resonator
around the local minimum. The shape of the potential is defined by the
detuning δωd, the nonlinearity K and the driving strength f . The coupling
to the environment, parametrized by the damping rate κ and the thermal
photon number Nth, leads to transitions between the quasi-energy levels. Ad-
ditionally, transitions between these levels can be caused by the coupling to
the two-level fluctuator.























For our analysis, we follow the method described in Ref. [94] and make a
harmonic expansion of the quasi-energy Hamiltonian of the driven nonlin-
ear resonator around the low-amplitude solution, like demonstrated by the
dashed line in Fig. B.1 of the quasi-potential. The new ladder operators are
defined by the squeezing transformation a = α + b cosh r∗i − b† sinh r∗i with
the squeezing factor r∗i and lead to the modified Hamiltonian
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Figure B.1: The quasi-potential around the local minimum; the dashed line shows
the harmonic approximation valid in vicinity of the minimum. The solid black
lines show the first three quasi-energy levels.
Here we have neglected small coupling terms ∼ g sinh r∗i . We have also
assumed that the frequency of the oscillations around the stable solution
is equal to the detuning |δωd|; this approximation is not necessary in our
derivation, but we make it for the sake of simplicity. Similarly, we also assume
that the quantum temperature ne is equal to the physical temperature Nth.
















For the TLF, we use the usual dissipation terms (7.4) parametrized by the
rates Γ↑,↓ and Γ
∗
ϕ.
We are interested in the transitions between the quasi-energy levels of
the driven resonator. It is useful to introduce the reduced density matrix of
the resonator, whose matrix elements obey the relation relation 〈n |ρ̃R|m〉 =
〈n ↑ |ρ̃|m ↑〉 + 〈n ↓ |ρ̃|m ↓〉. The diagonal elements of the reduced density
matrix describe the occupation probability of the quasi-energy levels:
d
dt
〈n |ρ̃R|n〉 = 2g {
√
n + 1 Im〈n+ 1 ↓ |ρ̃|n ↑〉 −
√
n Im〈n ↓ |ρ̃|n− 1 ↑〉}
− κ [(Nth + 1)n+Nth(n+ 1)] 〈n |ρ̃R|n〉
+ κ(Nth + 1)(n+ 1)〈n+ 1 |ρ̃R|n+ 1〉
+ κNthn〈n− 1 |ρ̃R|n− 1〉 (B.3)
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In this equation, the coupling to the TLF enters via matrix elements of the
form 〈n+ 1 ↓ |ρ̃|n ↑〉. The latter obey the following equation:
d
dt











〈n+ 1 ↓ |ρ̃|n ↑〉
− ig
√
n + 1 [〈n ↑ |ρ̃|n ↑〉 − 〈n+ 1 ↓ |ρ̃|n+ 1 ↓〉]
− igλ [〈n+ 1 ↑ |ρ̃|n ↑〉 − 〈n+ 1 ↓ |ρ̃|n ↓〉]
+ κ(Nth + 1)
√
(n+ 2)(n+ 1)〈n+ 2 ↓ |ρ̃|n + 1 ↑〉
+ κNth
√
(n+ 1)n〈n ↓ |ρ̃|n− 1 ↑〉 (B.4)






〈n+ 1 ↓ |ρ̃|n ↑〉
∣
∣ ≪ Γϕ |〈n+ 1 ↓ |ρ̃|n ↑〉| and set the left side of the
equation to 0.
Since we are interested in the transition rates between the quasi-energy
levels, we only consider the terms ∼ 〈n ↑, ↓ |ρ̃|n ↑, ↓〉 in the following. The
terms ∼ gλ actually describe the shift of the resonator frequency, which we
have already obtained using the semiclassical approach. We thus obtain the
following expression:















n+ 1 (〈n+ 1 ↓ |ρ̃|n + 1 ↓〉 − 〈n ↑ |ρ̃|n ↑〉) + . . .
≈ [Γϕ − i∆]−1
× ig
√
n+ 1 (〈n+ 1 ↓ |ρ̃|n + 1 ↓〉 − 〈n ↑ |ρ̃|n ↑〉) + . . . , (B.5)
where ∆ = ωTLS − ωR is the detuning between the two-level fluctuator and
the resonator.
We can now insert this expression into Eq. B.3 for the diagonal elements
of the reduced density matrix. In order to obtain a closed equation, we
make one further approximation by factorizing the diagonal matrix elements:
〈n ↑, ↓ |ρ̃|n ↑, ↓〉 ≈ P↑,↓ · 〈n |ρ̃R|n〉 = 1/2 (1± 〈σz〉) · 〈n |ρ̃R|n〉.
The occupation probability of the quasi-energy states is then described
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by the following equation:
d
dt
〈n |ρ̃R|n〉 ≈ −
[















(n + 1)〈n |ρ̃R|n〉
+
[















· n · 〈n− 1 |ρ̃R|n− 1〉
+ · · · (B.6)
The terms in the first 4 lines describe transitions between quasi-energy levels
n. We now define the rate Γn→n±1 as the transition rate from level n tot level










≡ κeffN effth (n+ 1)
Γn+1→n =
[







≡ κeff(N effth + 1)(n+ 1). (B.7)
The transition rates can be described by an effective damping rate κeff =
Γn+1→n − Γn→n+1/(n + 1),



















We can obtain closed expressions for the effective damping and temperature
by using the semiclassical expression 7.10 for the TLF inversion, which is
valid in the regime of low-amplitude oscillations.
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