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Abstract
The topic of this paper is linear optimal prediction of hidden Markov models (HMMs) and
innovations representations of HMMs. Our interest in these topics primarily arise from subspace
estimation methods, which are intrinsically linked to such representations. For HMMs, derivation
of innovations representations is complicated by non-minimality of the corresponding state space
representations, and requires the solution of algebraic Riccati equations under non-minimality
assumptions.
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1. Introduction
A hidden Markov model (HMM) is a time series model in which the distribution of
the observations is governed by a non-observable Markov chain. More precisely, we
think of an observable (discrete time) process {yt} and a non-observable (or hidden)
Markov chain {xt} such that (i) given {xt}, {yt} is a sequence of conditionally in-
dependent random variables, and (ii) the conditional distribution of yt depends on xt
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only. Typically, one assumes that the Markov chain {xt} has $nite state space (models
with continuous state space are often referred to as state space models), whereas the
observable process {yt} may be discrete or continuous. In the latter case, one often
assumes that the distributions of yt associated with diBerent values of xt belong to a
single parametric family; for example, yt may have a normal or Gamma distribution
with parameters depending on xt . In this paper, however, we shall study HMMs with
{yt} taking values in a $nite set as well.
HMMs, and generalizations thereof, have been applied in a wide range of areas.
We mention speech recognition (Rabiner, 1989), communication channel modeling
(Lapidoth and Narayan, 1998), tracking of maneuvering targets (Bar-Shalom and Li,
1993), ion channel modeling (Fredkin and Rice, 1992), bioinformatics (Durbin et al.,
1998) and econometrics (Chib et al., 1998). See also the monographs by Elliott et al.
(1995) and MacDonald and Zucchini (1997) and the comprehensive survey paper by
Ephraim and Merhav (2002).
As mentioned above, in this paper we shall study HMMs with output in a $nite
set. Denote the state space of the hidden Markov chain {xt}∞t=0 by {e1; : : : ; en} (hence,
it has n states) and the output set, that is, the set in which the observable process
{yt}∞t=1 takes values, by {d1; : : : ; d‘} (hence, there are ‘ output symbols). We will,
without loss of generality, take ei and di to be coordinate vectors of length n and ‘,
respectively. That is, for example, ei is an n×1 vector of zeros except for a 1 at index
i. Assuming stationarity, the model is speci$ed by the transition probability matrix A,
with elements
aij = P(xt+1 = ei | xt = ej)
and the output probability matrix C, with elements
cij = P(yt+1 = di | xt = ej):
Hence the distribution of yt+1 (rather than yt) is governed by xt ; this convention suits
our purposes. We note that A is an n × n matrix and that C is an ‘ × n matrix, that
both these matrices have entries in [0; 1] and that their columns sum to unity; we
say that they are column stochastic. We also note that the de$nition of the transition
probability matrix is ‘backwards’ compared to the standard in probability theory; the
indices i and j are reversed. The present de$nition is more convenient for state space
formulations, as will become clear below. Models as described above were originally
introduced for $ltering and prediction purposes. In that context, the matrices A and C
are usually supposed to be known. More recently, the development of hidden Markov
model theory has lead to formally similar models, but in which the matrices A and/or
C are unknown. Although our work takes place in the $rst setting, we still refer to
the model as a hidden Markov model in order to comply with the current widespread
terminology of HMM.
Estimation of HMMs is typically carried out using maximum likelihood (ML), of-
ten implemented through the so-called Baum–Welch (or EM) algorithm (Baum et al.,
1970). From a statistical point of view the ML estimate (MLE) has tractable properties;
for example, it is consistent and asymptotically eOcient (Baum and Petrie, 1966; Petrie,
1969; Bickel et al., 1998). Computationally, however, it is less tractable. There is no
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closed form expression for the MLE, whence iterative methods are required for its
computation (such as the Baum–Welch algorithm). In addition, the likelihood surface
is in general multi-modal, so that any optimization method runs the risk of ending up
at a local maximum. This problem is particularly severe when n and/or ‘ is large.
Subspace methods, on the other hand, are a class of estimation algorithms that are
non-iterative and numerically stable, and they have been used with great success for
Gaussian linear models (van Overschee and de Moor, 1996). Hjalmarsson and Nin-
ness (1998) reported a promising preliminary study of subspace estimation of HMMs
in a special case, and our goal is to generalize these ideas, make them rigorous and
place them in a strict mathematical framework. Indeed, our hope is that the subspace
framework shall provide good estimation methods for HMMs as well, comparable to
ML with respect to statistical performance but with much more modest computational
requirements. Subspace methods depart from a so-called innovations representation of
the basic model, which is a recursive representation of the optimal linear predictor (the
Kalman predictor). A necessary $rst step to studying subspace methods for HMMs is
thus to derive such predictors, and this is the topic of the present paper.
We remark that for HMMs it is in fact easy to formulate the optimal predictor. If
we put ˆt = E[xt |y1; : : : ; yt], so that ˆt; i = P(xt = ei |y1; : : : ; yt), then
ˆt+1 = A diag(CTyt+1)ˆt=1Tn diag(C
Tyt+1)ˆt ; (1)
where 1n in an n × 1 vector of ones. This predictor is not linear in the observations,
however, and can therefore not be used for constructing an innovations representation.
The paper is organized as follows. In Section 2, we review the state space formulation
of HMMs and derive the innovations representation. Then in Section 3, we study closely
the Riccati equation arising when constructing the innovations representation and show,
among other properties, that it has a unique solution. Section 4 is about construction
of a stationary prediction process and Section 5 contains two numerical examples.
2. State space and innovations representations of HMMs
Write
xt+1 = Axt + t+1; (2)
yt+1 = Cxt + t+1; (3)
where {t}∞t=1 and {t}∞t=1 are de$ned by these equations. Eq. (2) is often referred to
as the state equation and (3) to as the observation equation. Let Fxt be the -$eld
generated by x0; x1; : : : ; xt , let F
y
t be the -$eld generated by y1; y2; : : : ; yt and write
Fxt ∨Fyt for the -$eld generated by x0; x1; : : : ; xt and y1; y2; : : : ; yt . Elliott et al. (1995,
Section 2.2) showed that E[t+1 |Fxt ] = 0 and E[t+1 |Fxt ∨Fyt ] = 0, that is, {t} and
{t} are martingale increments w.r.t. {Fxt } and {Fxt ∨Fyt }, respectively. Hence these
processes are uncorrelated,
E[sTt ] = stQ; E[sTt ] = stR;
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where st is Kronecker’s delta. Assuming that the Markov chain is irreducible so that it
admits a unique stationary distribution =(1; : : : ; n)T satisfying =A, the variance
matrices are given by
Q = diag()− A diag()AT; R= diag(C)− C diag()CT: (4)
Our aim is to transform the state space system (2), (3) into
xˆt+1 = Axˆt + Ktt+1; (5)
yt+1 = Cxˆt + t+1; (6)
called the innovations or the prediction error representation. Here xˆt is not equal to xt ,
but is rather a prediction. Indeed, de$ne Hy(t) as the Hilbert space in L2 spanned by
the elements of the vectors ys, 16 s6 t, with scalar product being the expectation of
the product of two elements, write PHy(t) for the (element-wise) orthogonal projection
on Hy(t) and de$ne xˆt = PHy(t)xt , the optimal linear predictor of xt based on ys,
16 s6 t. Note that the conditional expectation E[xt |Fyt ], given by (1), is not linear
and thus not equal to the projection xˆt . Moreover, de$ne t+1 by
yt+1 = Cxt + t+1 = Cxˆt + t+1; (7)
the one-step-ahead linear prediction error of yt+1 given ys, 16 s6 t. Following Hannan
and Deistler (1988, p. 17) one may show that with this choice of xˆt and t+1, there is
a matrix Kt such that (5) and (6) hold. We shall also look for a stationary version of
(5) and (6) with a matrix K not depending on t, but defer this matter until Section 4.
From the de$nition of t as a prediction error it is immediate that its expectation is
zero, E[t] = 0. A further immediate implication is that it is an uncorrelated sequence,
but it is not a martingale increment sequence like {t} and {t}. This is because the
latter processes are not Gaussian, so that {t} is not Gaussian either.
3. The Riccati equation
To make the innovations representation useful, it remains to derive the matrix Kt
in (5), commonly referred to as the gain matrix or the Kalman gain, in terms of
the model parameters A and C. This is typically done through the (recursive) Riccati
equation, which jointly speci$es Kt and the variance of the optimal linear prediction
error. The problem of $nding a unique stationary solution to the Riccati equation and
computing the stationary gain matrix K is well known, see for example Caines (1988).
However, standard conditions under which the Riccati equation is typically studied are
not satis$ed in our case, as we shall see below. The purpose of this section is to study
these discrepancies in detail and to modify the theory accordingly to show that there
is a unique stationary solution to the Riccati equation. Doing this, we will to a large
extent follow the outline of Caines (1988, Section 3.5).
De$ne the prediction error x˜t = xt − xˆt . Then, using (5) and (6),
x˜t+1 = (A− KtC)x˜t + t+1 − Ktt+1: (8)
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The expectation of the prediction error x˜t is zero, so that its variance matrix is Vt =
E[x˜t x˜Tt ]. Since x˜t and the martingale increments t+1 and t+1 are all uncorrelated, we
obtain
Vt+1 = (A− KtC)Vt(A− KtC)T + Q + KtRKTt : (9)
This is one part of the Riccati equation. Its initial value is V0 = E[x˜0x˜T0 ] = E[(x0 − )
(x0−)T]=diag()−T, as at time t=0 we have no information (y-values) available.
3.1. Variance matrix structure
The next step is to determine Kt in (9) as to minimize (in a sense made precise
below) the matrices Vt . Before doing that, however, we need to make a few remarks
about the structure of the variance matrices involved. Denote by 1m an m × 1 vector
of all ones. Then 1Tn xt =1 for all t, given the way the xt’s are de$ned. Thus, 1
T
n t =0
(recall that 1TnA=1
T
n ) and 1
T
nQ1n=0, as this expression is the variance of 1
T
n t . Hence,
1n is an eigenvector of Q with eigenvalue 0. It is also easy to see that Q1n=0 directly
from (4). In a similar way and using 1T‘C = 1
T
n , we $nd that 1
T
‘ t = 0 and that 1
T
‘ is
an eigenvector of R with eigenvalue 0. Moreover,
1Tn x˜t = 1
T
n (PHy(t)xt − xt) =PHy(t)(1Tn xt)− 1 =PHy(t)1− 1 = 1− 1 = 0
because 1∈Hy(t) for all t (for example, 1 = 1T‘yt for the same reasons as above).
Hence 1TnVt1n = 0, as this expression is the variance of 1
T
n x˜t , and we conclude that 1n
is an eigenvector of Vt with eigenvalue 0; 1TnVt = 0.
These singularities all occur because our representation of the HMM is not minimal;
given any n−1 components of xt , the last one can be inferred as well, and similarly for
yt . These singularities are also what makes the treatment of the Riccati equation fall
outside the standard framework. Now let Sm be the subspace of Rm spanned by 1m and
write S⊥m for its orthogonal complement. Then t ∈S⊥n for all t, so it is in this space the
-process really ‘lives’. This observation is crucial for the subsequential development.
Let us write Vm for the class of m×m symmetric positive semide$nite matrices which
have an eigenvalue 0 with eigenvector 1m. Thus, Q and Vt are both in Vn.
Before proceeding we prove the following lemma.
Lemma 1. Assume that V ∈Vm, that 0 is a simple eigenvalue of V and that b∈S⊥m .
Then the linear system of equations Vx= b has precisely one solution x in S⊥m , given
by x = V †b where V † is the Moore–Penrose pseudo-inverse of V .
Proof. Write V =HDHT with H orthonormal and D=diag(d1; : : : ; dm) being the diag-
onal matrix of eigenvalues of V . Assume that the eigenvalues are sorted in descending
order so that dm = 0 and di ¿ 0 for i¡m. Since the columns hi of H are the eigen-
vectors of V we then also know that hm =m−1=21m. The equation Vx = b can now be
written
DHTx = HTb:
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The right-hand side of this equation is a vector whose $nal element is 0, since b∈S⊥m .
On the left-hand side we $nd 0 as well, since dm=0. Dividing the $rst m−1 equations
by the corresponding di and replacing the $nal (redundant) equation by x∈S⊥m , which
we write as hTmx = 0, yields
HTx = D†HTb;
where D† = diag(d−11 ; : : : ; d
−1
m−1; 0). Hence, there is a solution x = HD
†HTb, which
is unique as HT is non-singular. That x∈S⊥m is clear from its construction. Finally,
we note that since V is positive semide$nite, V = HDHT is also the singular value
decomposition of V , whence HD†HT = V † (Strang, 1988, p. 449).
We end this section by stating two assumptions that we will use in the derivations
to follow. Recall that a transition probability matrix is called ergodic if it is irreducible
and aperiodic.
Assumption. (i) The transition probability matrix A is ergodic and (ii) the eigenvalue
0 of the variance matrix R is simple.
We remark that part (ii) is the natural generalization of the standard assumption that
R is positive de$nite.
3.2. Determining Kt
Our purpose is now to for each t choose Kt as to minimize the variance of #Tx˜t ,
that is, the scalar #TVt#, with # being an arbitrary vector. This is obviously equivalent
to minimizing Vt in the partial ordering of positive semide$nite matrices, that is, the
partial ordering 6psd de$ned by V 6psd W if W − V is positive semide$nite. Below,
however, we will almost always simply write 6 instead of 6psd whenever it is clear
what is meant from the context. Our derivation is based on RAstrSom (1970, p. 145).
Theorem 2. Consider the recursive Riccati equation (9). The optimization w.r.t. Kt
is optimal, in the sense that the variance matrix of the prediction error is minimized
in the partial ordering 6psd, if
Kt = AVtCT(R+ CVtCT)†: (10)
Proof. Assume that for all s¡ t the optimal Ks has been used and rewrite (9) as
Vt+1 = AVtAT + Q − KtCVtAT − AVtCTKTt + Kt(R+ CVtCT)KTt :
Thus we wish to minimize
#TVt+1#= #T{AVtAT+Q}#−#TKtCVtAT#−#TAVtCTKTt #+#TKt(R+ CVtCT)KTt #
w.r.t. Kt . The $rst term is independent of Kt , and we ignore it. Put
B= R+ CVtCT; b= CVtAT#; x = KTt #;
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and consider the seemingly more general problem of minimizing
xTBx − bTx − xTb (11)
w.r.t. x∈R‘. This expression is minimized if and only if x solves Bx = b (Ortega,
1987, p. 153). Now R+CVtCT ∈V‘ because R∈V‘, Vt ∈Vn and CT1‘ = 1n, and 0 is
a simple eigenvalue of B because we assumed the same for R. Furthermore, 1T‘ b = 0
for similar reasons. Thus, we can apply the above lemma and conclude that (11)
is minimal for x = (R + CVtCT)†CVtAT#. Since we de$ned x = KTt #, an optimal Vt
is always obtained by choosing Kt = AVtCT(R + CVtCT)†, and the seemingly more
general problem of minimizing (11) was in fact equivalent to the original optimization
problem.
The recursion we have obtained is identical to the standard Riccati recursion (see
RAstrSom, 1970, p. 146) except that the matrix inverse has been replaced by a pseudo-
inverse. We remark that Lemma 1 in fact says that this pseudo-inverse is indeed the
inverse of R+CVtCT viewed as a linear operator on S⊥‘ , which is the space in which
the observation noise {t} lives. In this sense, the Riccati equation is identical to the
standard one, provided the matrices are viewed as operators on suitable subspaces.
Above, we found that Vt ∈Vn for each t in a statistical way. It is also easy to see
that if V0 ∈Vn, then recursion (9) with Kt as in Theorem 2 yields 1TnKt=0 and Vt ∈Vn
for all t¿ 1.
Removing the time indices t in (9) and (10) yields the so-called algebraic Riccati
equation,
V = (A− KC)V (A− KC)T + Q + KRKT; (12)
K = AVCT(R+ CVCT)†: (13)
3.3. The minimal sequence
We will now show, through a series of results, that the Riccati equation generates a
minimal sequence that is increasing and convergent.
Theorem 3. Let 06psd V06psd V˜ 0 with V0; V˜ 0 ∈Vn, let the sequence {Vt}∞t=1 with
initial condition V0 be generated by recursion (9), (10) and let the sequence {V˜ t}∞t=1
with initial condition V˜ 0 be generated by the recursion
V˜ t+1 = (A− K˜ tC)V˜ t(A− K˜ tC)T + Q + K˜ tRK˜Tt (14)
with K˜ t arbitrary apart from 1Tn K˜ t ∈S‘ for all t¿ 0.
Then Vt; V˜ t ∈Vn for all t¿ 0 and 06psd Vt6psd V˜t for all t¿ 0.
Proof. We $rst note that if Vt ∈Vn then 1TnKt=0 and Vt+1 ∈Vn, so that induction gives
Vt ∈Vn for all t¿ 1. For V˜ t , since 1T‘C=1Tn , 1Tn K˜ t ∈S‘ ensures that 1Tn (A− K˜ tC)∈Sn
for all t¿ 0. A similar induction shows that V˜ t ∈Vn for all t¿ 1.
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Now assume that Vt6 V˜ t for some t¿ 0. By Theorem 2, Kt in (10) minimizes
Vt+1. Hence
Vt+1 = (A− KtC)Vt(A− KtC)T + Q + KtRKTt
6 (A− K˜ tC)Vt(A− K˜ tC)T + Q + K˜ tRK˜Tt
6 (A− K˜ tC)V˜ t(A− K˜ tC)T + Q + K˜ tRK˜Tt
= V˜ t+1:
The initial condition and induction yield Vt6 V˜ t for all t¿ 0.
In order to proceed we need some additional notation. A matrix is called stable if
all of its eigenvalues lie inside the unit circle in the complex domain. We say that
(C; A) is detectable with respect to S⊥n if there exists an n × ‘ matrix G such that
1TnG ∈S‘ and A− GC is stable. Proposition 5 below states that this assumption holds
for HMMs.
We remark that since 1TnA=1
T
n , A maps S
⊥
n into itself. Indeed, for any vector u∈S⊥n ,
1TnAu= 1
T
n u= 0; (15)
so that Au∈S⊥n . That is, A works as a linear operator on S⊥n . The requirement 1TnG ∈S‘
ensures that A− GC has the same property. Thereby the notation ‘w.r.t. S⊥n ’.
Theorem 4. Let the sequence {Vt}∞t=1 be generated by recursion (9), (10).
(a) If V0 = 0, then {Vt}∞t=1 is monotonically increasing in the partial ordering 6psd.
(b) If in addition (C; A) is detectable with respect to S⊥n , then {Vt}∞t=1 is bounded
and converges to a matrix V ∈Vn that satis;es the algebraic Riccati equations
(12) and (13).
Proof. The proof of the $rst part is essentially the same as the proof of Theorem 3.5.2
in Caines (1988).
For the second part, consider the sequence {V˜ t}∞t=0 with V˜ 0 = V0 and generated by
V˜ t+1 = (A− GC)V˜ t(A− GC)T + Q + GRGT
with G being a matrix such that 1TnG ∈S‘ and A − GC is stable. By Theorem 3,
06Vt6 V˜ t for all t¿ 0. Now V˜ t+2− V˜ t+1=(A−GC)(V˜ t+1− V˜ t)(A−GC)T, whence
V˜ N = V˜ 0 +
N−1∑
i=0
(A− GC)i(V˜ 1 − V˜ 0)(A− GC)Ti :
Since A − GC is stable, the right-hand side is bounded in N , so that {Vt} is also
bounded. We conclude that Vt ↑ V as t → ∞ for some V , 06V ¡∞. By Theorem
3 Vt ∈Vn for all t¿ 0, that is, Vt1n = 0, and by letting t → ∞ we see that V1n = 0,
that is, V ∈Vn.
Taking limits on both sides of (9) we obtain a solution to (12) and (13), provided
(R + CVtCT)† is continuous in the matrix Vt . We $nish the proof by showing this.
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Write
R+ CVtCT = R+ CVCT + C(Vt − V )CT;
where the second term on the right-hand side tends to zero. To ensure that (R +
CVtCT)† → (R+ CVCT)† as t →∞ it is suOcient (and necessary) that
rank(R+ CVtCT) = rank(R+ CVCT) (16)
for large t (Stewart, 1969). By our assumption on R, and since Vt ∈Vn for all t and
1T‘C = 1
T
n , both sides of (16) equal ‘− 1 for all t¿ 0. This completes the proof.
We will now prove the detectability assumption for HMMs.
Proposition 5. For an HMM, (C; A) is detectable with respect to S⊥n .
Proof. We need to show the existence of an n× ‘ matrix G with 1TnG ∈S‘ such that
A−GC is stable. Let G′ be any matrix such that 1TnG′=1T‘ and consider A−G′C for
real . For  = 0, A − G′C = A. Since A is an ergodic transition probability matrix,
we know by the Perron–Frobenius theorem (Seneta, 1981, Theorem 1.1, p. 118) that
A has spectral radius 1 and a single simple eigenvalue of modulus one, namely 1,
with corresponding left eigenvector 1Tn . (The corresponding right eigenvector is the
stationary distribution .) We now choose ¿ 0 to obtain
1Tn (A− G′C) = 1TnA− 1TnG′C = 1Tn − 1T‘C = 1Tn − 1Tn = (1− )1Tn ;
so that the left eigenvector 1Tn corresponds to the eigenvalue 1−. Since the eigenvalues
are continuous functions of the matrix elements it is the eigenvalue 1 of A that for
some small ¿ 0 has been moved inside the complex unit circle, while the other ones
remain there. Hence, with G= G′ for a suOciently small , A−GC is stable. Finally
1TnG = 1
T
‘ ∈S‘.
3.4. Uniqueness
We shall now prove that the solution given by Theorem 4 to the algebraic Riccati
equation is unique within the class Vn. Standard theory for the Riccati equation derives
uniqueness under the assumption that (A;Q1=2) is stabilizable, which means that there
exists an n × n matrix G such that A − Q1=2G is stable. Here, Q1=2 is the unique
symmetric positive semide$nite square root of Q. Note that if Q=HDHT is the spectral
decomposition of Q, then Q1=2 = HD1=2HT; hence if h is an eigenvector of Q with
eigenvalue ), then h is an eigenvector of Q1=2 as well with eigenvalue )1=2. In our
case 1TnQ = 0, so that 1
T
nQ
1=2 = 0 and 1Tn (A − Q1=2G) = 1Tn for any matrix G. Hence
A − Q1=2G always has one eigenvalue equal to 1 and so (A;Q1=2) is not stabilizable.
This forces us to re$ne the arguments.
As a step towards proving the main result of this section, Theorem 7, we need to
further explore the properties of the matrix A−KC, summarized in Theorem 6. To this
end, assume that V ∈Vn is a solution to (12) and (13). Let the inner product in the
m-dimensional complex linear space Cm be 〈x; y〉=xT Ty=yHx, where Ty is the complex
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conjugate of y and superindex H denotes Hermitian conjugation, that is, the operation
of transposition and complex conjugation. Rede$ne Sm as the subspace of Cm spanned
by 1m, and let S⊥m be its orthogonal complement (in Cm). Hence, these linear spaces
are now complex, as we may need to consider complex eigenvalues and eigenvectors.
Now note that A− KC has one eigenvalue equal to 1. In fact, since 1TnK = 0,
1Tn (A− KC) = 1Tn ; (17)
so that the corresponding left eigenvector is 1Tn . Because of (17), S
⊥
n is invariant w.r.t.
A−KC so that A−KC is a linear operator on S⊥n ; cf. (15). We will say that A−KC
is stable with respect to S⊥n if all eigenvalues of this operator lie inside the unit circle
in the complex domain.
As a $nal preparation, we will further investigate linear transformations S⊥k → S⊥m ,
where k and m may or may not be equal. Let G be an m × k matrix such that S⊥k
is mapped into S⊥m by G (for example, with k = m= n, G may be A or A− KC and
with k = n, m= ‘, G may be C). In other words, G works as a linear transformation
S⊥k → S⊥m . Then there is a linear transformation S⊥m → S⊥k , called the adjoint of G
and denoted by G∗, which satis$es and is de$ned by the relation
〈Gx; y〉= 〈x; G∗y〉 for all x∈S⊥k ; y∈S⊥m ;
see for example Greub (1975, p. 216) (this reference treats real inner product spaces
but the result is equally valid for complex ones). Our aim is now to express the
operator G∗ as a k × m matrix. For this purpose, note that k−1=21k has unit length,
and so k−11k1Tk is the matrix projecting a vector in Ck on Sk and I − k−11k1Tk is the
matrix projecting on S⊥k . De$ne
USk = k
−11k1Tk ; US⊥k = I − k
−11k1Tk
as these projections. We can now take
G∗ =US⊥k G
H;
since if x∈S⊥k and y∈S⊥m we have 〈Gx; y〉=yHGx and 〈x;US⊥k GHy〉=(US⊥k GHy)Hx=
yHGUS⊥k x = y
HGx. Finally, we have US⊥k G
H :S⊥m → S⊥k , and thus G∗ =US⊥k GH. The
matrices G we will consider are real, and then GH equals GT.
We note that if G and H are two linear transformations as above then (GH)∗=H∗G∗
(Greub, 1975, p. 68). Moreover, if k=m, then G and G∗, viewed as linear operators on
S⊥m , have the same characteristic polynomial and hence the same eigenvalues (Greub,
1975, p. 124, 217).
We are now ready to state and prove the following theorem.
Theorem 6. Let V ∈Vn be a solution to the algebraic Riccati equations (12) and
(13). Then A− KC is stable with respect to S⊥n .
Proof. First, we establish that A is stable w.r.t. S⊥n . It is clear that A maps S
⊥
n into itself
and we also know (cf. the proof of Proposition 5) that there is only one eigenvalue not
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inside the complex unit circle, namely 1, and that the corresponding right eigenvector
is the stationary distribution . It is clear that  ∈ S⊥n , as 1Tn= 1. Now A, viewed as
a linear operator on the (n− 1)-dimensional space S⊥n , has n− 1 eigenvalues (counted
with multiplicity). These must be the n − 1 eigenvalues of the matrix A inside the
complex unit circle, since  ∈ S⊥n . Thus A is stable w.r.t. S⊥n .
Now let E = (Q + KRKT)1=2 be the symmetric square root matrix of Q + KRKT.
Since both R and Q are positive semide$nite, this square root is well de$ned. Thus
EE = Q + KRKT = DD + (KR1=2)(R1=2KT); (18)
where we put D=Q1=2. Note that KR1=2 (which is an n× ‘ matrix) maps S⊥‘ into S⊥n
(because 1TnK = 0), so that
(KR1=2)∗ =US⊥‘ (KR
1=2)T = US⊥‘ R
1=2KT = R1=2KT;
US⊥‘ R
1=2 =R1=2 because US‘R
1=2 = 0. We also $nd, similarly, that D∗=D and E∗=E.
Hence (18) may be written
EE∗ = DD∗ + (KR1=2)(KR1=2)∗: (19)
We now say, if F and H are matrices that act as linear operators on S⊥n , that (F;H)
is stabilizable with respect to S⊥n if there is a matrix G that also maps S
⊥
n into itself
such that F +HG is stable w.r.t. S⊥n . We will also write ker for the kernel of a linear
transformation and Im for its image.
Claim. For each ‘×n matrix M that maps S⊥n → S⊥‘ , (A+KR1=2M;E) is stabilizable
w.r.t. S⊥n .
Proof of Claim. View E∗ as a linear operator on S⊥n and pick x∈ ker E∗ ⊆ S⊥n . Then
0 = 〈E∗x; E∗x〉= 〈EE∗x; x〉= 〈DD∗x; x〉+ 〈(KR1=2)(KR1=2)∗x; x〉
= 〈D∗x; D∗x〉+ 〈(KR1=2)∗x; (KR1=2)∗x〉;
whence x∈ kerD∗ ∩ ker(KR1=2)∗. Thus
ker E∗ ⊆ kerD∗ ∩ ker(KR1=2)∗: (20)
Now
S⊥n = Im E ⊕ ker E∗ = ImD ⊕ kerD∗ = Im(KR1=2)⊕ ker(KR1=2)∗
(Greub, 1975, p. 217), which with (20) gives ImKR1=2 ⊆ Im E, and hence ImKR1=2M ⊆
ImKR1=2 ⊆ Im E. In this suite of expressions, all matrices should be viewed as linear
transformations between the appropriate subspaces. We may thus conclude that
A= A+ KR1=2M − KR1=2M = A+ KR1=2M − EL
for some matrix L expressing a linear operator on S⊥n . We know that A, and hence the
right-hand side above, is stable w.r.t. S⊥n , and so (A+KR
1=2M;E) is stabilizable w.r.t.
S⊥n . The proof of the Claim is complete.
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Note that C maps S⊥n → S⊥‘ and that (R1=2)† maps S⊥‘ → S⊥‘ . Hence, we may take
M =−(R1=2)†C in the claim to obtain that (A−KR1=2(R1=2)†C; E) is stabilizable w.r.t.
S⊥n . Now, by Lemma 1 and the assumption, R
1=2 is invertible as an operator on S⊥‘
with inverse (R1=2)†. We conclude that A − KR1=2(R1=2)†C = A − KC on S⊥n and so
(A− KC; E) is stabilizable w.r.t. S⊥n .
Eq. (12) may be written
V = (A− KC)V (A− KC)T + EE = (A− KC)V (A− KC)∗ + EE∗
and iterating this equation yields
V = (A− KC)NV (A− KC)∗N +
N−1∑
i=0
(A− KC)iEE∗(A− KC)∗i for all N¿ 1:
Now assume that (A−KC), and hence (A−KC)∗ (as linear operators on S⊥n ), have an
eigenvalue ) with |)|¿ 1 and let u∈S⊥n be a corresponding eigenvector of (A−KC)∗.
Then
〈Vu; u〉¿
N−1∑
i=0
〈E∗(A− KC)∗iu; E∗(A− KC)∗iu〉=
N−1∑
i=0
|)|2i〈E∗u; E∗u〉:
Since the left-hand side is $xed and |)|¿ 1, we must have E∗u = 0. Now, as (A −
KC; E) is stabilizable w.r.t. S⊥n we know that there is a linear operator L on S
⊥
n such
that A− KC + EL is stable w.r.t. S⊥n . However,
(A− KC + EL)∗u= (A− KC)∗u+ L∗E∗u= )u;
which contradicts the stability of A−KC+EL w.r.t. S⊥n . Thus, we conclude that A−KC
is stable w.r.t. S⊥n .
Now look at A − KC as an n × n matrix again. By the above theorem and since
S⊥n is (n − 1)-dimensional, we know that the matrix A − KC has n − 1 eigenvalues
inside the complex unit circle. By (17) the $nal eigenvalue is 1. A corresponding right
eigenvector cannot be in S⊥n . Indeed, if that was the case then A − KC as a linear
operator on S⊥n would have n eigenvalues, which is impossible as it operates on an
(n − 1)-dimensional space. Hence, we can normalize this right eigenvector as to sum
to unity, and denote it by 0; (A− KC)0= 0 and 1Tn 0= 1.
De$ne the matrix J = A − KC − 01Tn . The eigenvalue 1 of A − KC corresponds to
the eigenvalue 0 of J . Moreover, Ju = (A− KC − 01Tn )u = (A− KC)u for all u∈S⊥n ,
so that the n− 1 eigenvalues of A− KC (as an operator on S⊥n ) are also eigenvalues
of J . Thus, J has one eigenvalue equal to 0 and another n − 1 eigenvalues that are
also inside the complex unit circle, and accordingly J is stable. We will also need the
result
(A− KC)N = JN + 01Tn for all N¿ 1;
which is easily proved by induction.
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We are now ready for the uniqueness result.
Theorem 7. The algebraic Riccati equation (12), (13) has a unique solution in Vn.
Proof. Rewrite (12) as
V = (J + 01Tn )V (J + 01
T
n )
T + Q + KRKT
= JVJ T + JV1n0T + 01TnVJ
T + 01TnV1n0
T + Q + KRKT
= JVJ T + Q + KRKT
and assume that V1 and V2 are two solutions in Vn to (12) and (13). By Theorem 3
we obtain
V16 (A− K2C)V1(A− K2C)T + Q + K2RKT2 = J2V1J T2 + Q + K2RKT2 ;
where the notation K2, etc. should be obvious. Since V2 is a solution to (12) and (13)
we have V2=J2V2J T2 +Q+K2RK
T
2 , and by subtraction we $nd V2−V1¿ J2(V2−V1)J T2 .
Iterating we obtain
V2 − V1¿ JN2 (V2 − V1)J TN2 for all N¿ 1:
Since J2 is stable, this implies that V2 − V1¿ 0. Similarly we $nd V1 − V2¿ 0 and
thus V1 = V2.
3.5. Convergence of solutions
We know that the minimal sequence converges monotonically to the unique solution
of the algebraic Riccati equation. We shall now show that, given any initial condition
V0 ∈Vn, the Riccati sequence converges to the unique solution in Vn at geometric rate.
Theorem 8. Given any initial condition V0 ∈Vn, the sequence {Vt}∞t=1 generated by
the recursive Riccati equation (9), (10) converges to the unique solution V ∈Vn to
the algebraic Riccati equations (12) and (13).
The rate of convergence is geometric: ‖Vt − V‖¡c2t for some c and 0¡2¡ 1.
Proof. Let {V 0t }∞t=1 be the minimal sequence with initial condition V 00 = 0 and pick
¿ 0. We know that V 0t ↑ V as t →∞, where V ∈Vn is the unique solution to (12)
and (13). Hence
V − I6V 0t 6Vt for large t: (21)
By Theorem 3 we have
Vt+16 (A− KC)Vt(A− KC)T + Q + KRKT = JVtJ T + Q + KRKT;
where K = AVCT(R+ CVCT)† and J = A− KC − 01Tn . We also have
V = (A− KC)V (A− KC)T + Q + KRKT = JVJ T + Q + KRKT:
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Thus V − Vt+1¿ J (V − Vt)J T, and iterating this inequality we $nd V − Vt¿
J t(V − V0)J Tt for all t¿ 1, so that
V − J t(V − V0)J Tt¿Vt¿V − I for large t: (22)
Since J is stable, Vt converges to V .
Next, we will prove that the rate of convergence is geometric. First note that geo-
metric convergence from above is an immediate consequence of (22).
To establish convergence from below we use the minimal increasing sequence
{V 0t }∞t=0 again. Since V 0t → V as t →∞ we obtain, with K0t = AV 0t CT(R+ CV 0t CT)†,
K0t → K (cf. the proof of Theorem 4) and thus also A − K0t C → A − KC (the no-
tation here should be obvious). Hence, for t large enough the right eigenvector 00t of
A−K0t C with eigenvalue 1 is not in S⊥n , and we can let it satisfy 1Tn 00t =1 and de$ne
J 0t = A− K0t C − 00t 1Tn . Then J 0t → J , which implies
Sp(J 0t )6 1− 3 for large t; (23)
where 1− 3 = Sp(J ) is the spectral radius of J . By Theorems 3 and 4 we obtain
06V 0t+1 − V 0t = (A− K0t C)V 0t (A− K0t C)T + Q + K0t RK0Tt
− (A− K0t−1C)V 0t−1(A− K0t−1C)T − Q − K0t−1RK0Tt−1
6 (A− K0t−1C)V 0t (A− K0t−1C)T + Q + K0t−1RK0Tt−1
− (A− K0t−1C)V 0t−1(A− K0t−1C)T − Q − K0t−1RK0Tt−1
= J 0t−1(V
0
t − V 0t−1)J 0Tt−1 for large t:
Combining this with (23) we may conclude that for some c1¿ 0, 06V 0t+1 − V 0t 6 c1
(1− 3)2t I for all t¿ 1. Since V 0t ↑ V as t →∞ we can write V as a telescoping sum
to obtain
V = V 0t +
∞∑
i=t
(V 0i+1 − V 0i )6V 0t +
∞∑
i=t
c1(1− 3)2iI = V 0t + c1
(1− 3)2t
1− (1− 3)2 I:
Hence, geometric convergence from below holds for the minimal sequence, and then
also for the larger sequence {Vt}∞t=0. The proof is complete.
4. A stationary representation
We have assumed that the Markov chain {xt}∞t=0 is strictly stationary. Strict station-
arity is then transferred to the observed process {yt} and also to {t} and {t}. In this
section, we construct a strictly stationary version of {xˆt}.
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In Section 2, we derived the innovations representation by de$ning Hilbert spaces
Hy(t) spanned by the elements of the vectors ys, 16 s6 t. Because {xt} and {yt} are
stationary we can extend them to strictly stationary sequences {xt}∞t=−∞ and {yt}∞t=−∞.
We can then modify the Hilbert spaces by letting Hy(t) be spanned by the elements
of the vectors ys, −∞¡s6 t. These spaces then also form a stationary sequence (the
original spaces do not).
We can now mimic the construction of Section 2 using the new Hilbert spaces to
obtain a new process {xˆt} (we use the same notation, however). In this construction
the matrix Kt cannot depend on t, whence
xˆt+1 = Axˆt + Kt+1; (24)
yt+1 = Cxˆt + t+1: (25)
We can then de$ne the stationary prediction error sequence {x˜t}∞t=−∞ and similarly to
Section 3 we $nd that this process has a variance matrix V satisfying the algebraic
Riccati equations (12) and (13). Furthermore, by an argument as in Section 3.1, V ∈Vn
We now want to express xˆt solely in terms of {yt}.
Theorem 9. The stationary predictor process {xˆt} may be written
xˆt =
∞∑
j=0
(A− KC) jKyt−j + 0: (26)
Proof. Iterating (24) and (25), we can write the predictor as
xˆt =
N−1∑
j=0
(A− KC) jKyt−j + (A− KC)N xˆt−N =
N−1∑
j=0
J jKyt−j + JN xˆt−N + 0
for all N¿ 1, where we used (A−KC)j = J j + 01Tn , 1TnK =0 and 1Tn xˆt =1 (cf. Section
3.1). Since J is stable and {yt} and {xˆt} are stationary second-order sequences we
can let N → ∞ in the right-hand side to obtain xˆt =
∑∞
j=0 J
jKyt−j + 0 =
∑∞
j=0 (A −
KC) jKyt−j + 0, with convergence in mean square.
5. Example
In this $nal section, we will consider two numerical examples with n= ‘=2. First,
we study an HMM with
A=
(
0:9 0:1
0:1 0:9
)
; C =
(
0:9 0:1
0:1 0:9
)
: (27)
Thus the Markov chain is rather inert, and the output symbol is informative about the
corresponding state of the Markov chain. The stationary distribution of the Markov
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chain is = (12
1
2 )
T and the variance matrices Q and R in (4) are
Q =
(
0:09 −0:09
−0:09 0:09
)
; R=
(
0:09 −0:09
−0:09 0:09
)
:
To obtain the stationary Kalman gain K and the variance matrix V of the prediction
error, we ran the recursive Riccati equation (9), (10) with V0 = diag() − T, as
computed in Section 3. After six steps of the recursion we reached convergence of the
$rst four decimals, with the result
V =
(
0:1339 −0:1339
−0:1339 0:1339
)
; K =
(
0:2439 −0:2439
−0:2439 0:2439
)
: (28)
Moreover,
A− KC =
(
0:7049 0:2951
0:2951 0:7049
)
:
The eigenvalues of A−KC, which govern the dynamics of the linear prediction error,
cf. (8), are 1 and 0.41.
Obviously, A − KC is a transition probability matrix. We conjecture that this is
always the case, but do not have a proof. One may note, however, that (17) shows
that A − KC is column stochastic, so what remains is to prove that its elements are
non-negative.
We simulated this HMM and computed the optimal linear predictor xˆt and the opti-
mal predictor (1). In the recursive computation of the optimal linear predictor we used
the asymptotic gain matrix K above. The results are displayed in Fig. 1. First, we note
that the linear and optimal predictors are very similar. The behavior of the predictors
are as we expect. At t = 14 the hidden chain moves to state 1, and the y’s do so as
well (recall that c11 = 0:9). This is discovered by the predictors at t = 15, since they
use past information, and they both adjust their predictions to indicate that state 1 is
the likely one. This information is strengthened during the following t. At t = 23 the
chain moves to state 2, and the predictors react to that one step later. What happens
at t = 24 and 25 is that the HMM emits the output symbol 1, which is atypical for
state 2 as c12 = 0:1. The predictors believe that the actual state is 1, since c11 = 0:9.
The covariance matrix of the optimal linear predictor error is given in (28). The
corresponding matrix for the optimal predictor (1) is not available in closed form,
but a simulation of the system for 1,000,000 iterations gave the estimate 0.132 for the
component-wise variance (the matrix structure is otherwise as in (28)), to be compared
to V11 = 0:1339 for the optimal linear predictor. The diBerence is hence negligible. A
simple lower bound for the variance matrix of the optimal predictor is E[t+1Tt+1]=Q,
which is the variance of the prediction of xt+1 obtained if xt is known; cf. (2). In this
case, however, we see that Q11 = 0:09 is further away from 0.132.
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Fig. 1. Simulation of an HMM with two states (1; 2) and two output symbols (1; 2), and the corresponding
optimal linear predictor and optimal predictor. The top and bottom panels correspond to (27) and (29),
respectively. The hidden states and outputs are marked with ◦ and ×, respectively (low: 1, high: 2), and
the optimal linear and optimal predictors are marked with solid and dashed lines, respectively.
As a second example we examined an HMM with
A=
(
0:9 0:1
0:1 0:9
)
; C =
(
0:6 0:4
0:4 0:6
)
: (29)
Thus, the dynamics of the hidden chain is as before, but the output symbols are much
less informative about the current state. The matrices V and K are
V =
(
0:2343 −0:2343
−0:2343 0:2343
)
; K =
(
0:0752 −0:0752
−0:0752 0:0752
)
; (30)
showing that the variance of the optimal linear prediction error is larger than before
and that the prediction error t+1 = yt+1 −Cxˆt is given less weight in predictor update
(24), (25). This is because the output is less informative about the state. In a similar
vein, the eigenvalues of A − KC are now 1 and 0.77, so that, for the same reasons,
the linear predictor has slower dynamics. The simulation results for this HMM are
shown in Fig. 1; note that the state process is as before. Again, the linear optimal and
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optimal predictors are very similar, in fact almost indistinguishable from each other.
The principal behavior of the predictors is as before, but their maximal and minimal
values are about 0.7 and 0.3, respectively, to be compared to 0.9 and 0.1, respectively,
in the previous example. This shows less con$dence in the predictions of the state,
again caused by the vague information about the current state given by the output.
The estimate of the component-wise optimal prediction error variance, again based on
1,000,000 simulated iterations, was 0.234, to be compared to V11 = 0:2343 for the
optimal linear predictor and the lower bound Q11 = 0:09, which is very inaccurate as
an approximation in this case.
In the above examples, the optimal and optimal linear predictors performed simi-
larly. It is also appropriate to make a comparison of their computational complexity.
To update, optimal predictor (1) requires 2n2 multiplications and n2 additions, followed
by n additions and n divisions for the normalization. The total is thus 2n2 + n multi-
plications and n2 + n additions. To update, optimal linear predictor (24), (25) requires
n2 + 2n‘ multiplications and n2 + 2n‘+ n+ ‘ additions, disregarding the computation
of K . Thus, if ‘ is small compared to n, the optimal linear predictor has a small
computational advantage, but in typical cases the diBerence is negligible.
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