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We discuss the construction of Gabor systems on a manifold M . For this purpose, we
deﬁne systems of functions indexed by a position and a frequency variable, with the
purpose of expanding arbitrary square-integrable functions in this system. It turns out
that such expansions can be obtained rather effortlessly. Moreover, if the manifold in
question is the quotient of a Lie group G by a compact subgroup, the action of G allows
to construct in a natural way smooth Gabor systems that are meaningfully indexed by
elements of the cotangent bundle. The associated Gabor transform isometrically maps
arbitrary L2-functions on M to smooth functions on the cotangent bundle of the manifold,
and intertwines the natural actions of G on L2(M) and L2(T ∗M).
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The construction and analysis of wavelet systems on manifolds other than R and Rn continues to attract mathematicians
of both pure and applied orientation [2–5,9,11]. The extension of Gabor analysis to more general settings has been explicitly
carried out for the case of spheres or hyperboloids [8,12,13], following a general representation-theoretic framework devel-
oped by De Bièvre [8]. In this paper we present an alternative approach to deﬁne and analyze Gabor atoms on more or less
arbitrary manifolds. As we will see, such a construction is easily derived, if the sole purpose is to provide an L2-inversion
formula. However, for the correct interpretation of the transform, additional challenges have to be met.
The construction of the Gabor transform on Rn is motivated by the desire to obtain localized frequency information
about functions. It rests on the choice of a window function g , which is shifted across Rn . An arbitrary function f is
multiplied with such a shifted copy, and the resulting function is Fourier transformed. Therefore, if the shifted window
decays quickly away from some x ∈ Rn , it makes sense to view the result as describing the contributions of the various
frequencies to the behavior of f near x. It is well known that there exist bounds to this interpretation, e.g. in the form of
various uncertainty principles, but nonetheless, this intuitive interpretation of the Gabor transforms has proved to be useful
in many applications.
Given the interpretation of Gabor transform as localized Fourier transform, it seems reasonable to expect that a similar
notion could be deﬁned (and used) on other manifolds than Rn . After all, the description of manifolds is local in nature. In
the following we propose to study a construction that originates from these ideas. A function f deﬁned on an n-dimensional
manifold M is windowed over a system of open sets U ⊂ M with the property that each U can be smoothly identiﬁed with
an open subset of Rn . Using this embedding and a local window, we transfer the function to Rn , where the Euclidean
Fourier transform can be applied.
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This paper deals with the construction of Gabor transforms that are L2-isometric transforms, and thus give rise to inversion
formulae. It is worthwhile pointing out that the Gabor transform of f can also be read as a family of scalar products of the
signal f with respect to suitable Gabor atoms or coherent states, and that an inversion formula is usually understood as a
(possibly continuous) expansion of f in the coherent state system.
Let us now give a short summary of the paper. We ﬁrst clarify, in a rather general setting, when such Gabor transforms
are available and what conditions must be imposed on the embeddings and window functions to insure stable inversion
(Theorem 4). In this setting, there is no structure on the family of window functions other than what is needed to formulate
an inversion formula. An advantage of this generality is that the theorem also applies to discretely indexed window system,
thereby allowing a uniﬁed treatment of continuous and discrete Gabor transforms.
As a disadvantage we note that the geometric interpretation of the position–frequency atoms is somewhat obscured by
the general approach. It is commonly accepted that the appropriate analog of position–frequency space Rn ×Rn is provided
by the phase space or cotangent bundle T ∗M of the manifold M , which therefore presents itself as the natural index set for
Gabor systems. As the previous sources [8,12,13], we adopt this viewpoint and seek to construct Gabor systems indexed by
T ∗M . For the case that M = G/K , where G is a Lie group and K a compact subgroup we show the existence of smooth
Gabor atoms that give rise to an inversion formula. Furthermore, we obtain that the system is covariant with respect to the
canonical action of G on T ∗M .
Finally, a comment on the title of this paper seems in order, which in part alludes to the paper [7]. This allusion is
partly justiﬁed by the fact that Theorem 4 and its proof can be seen to be adaptations of the arguments proving suﬃcient
conditions for compactly supported Gabor frames in [7]. But more importantly, the title is chosen to emphasize that the
constructions in this paper rest on a few quite simple observations, which sets this paper somewhat apart from previous
constructions of Gabor systems on manifolds. In particular, the reader familiar with the literature on Gabor and wavelet
systems on manifolds, e.g. [3,6,8,12], will observe that unlike these sources, we do not appeal to the theory of square-
integrable representations modulo a cross section. In particular, the modulations used to generate Gabor systems do not
have a group-theoretic interpretation; instead, we provide a geometric interpretation in terms of the cotangent bundle. Note
that this interpretation was also provided in [8,12,13], but only after suitable identiﬁcation of group-theoretic objects with
geometric ones. In comparison to these sources, our construction provides a more direct access to the geometric picture.
2. Gabor expansions on manifolds. Inversion formulae
The Gabor transform on Rn rests on the choice of a window function g . An arbitrary function f ∈ L2(Rn) is multiplied
by shifted copies of g , and then Fourier transformed. The result is a function V g f ∈ L2(R2n), deﬁned by
V g f (x, v) =
∫
Rn
f (y)g(y − x)e−2π i〈y,v〉 dy (1)
denoting the Gabor coeﬃcient associated to translation parameter x and frequency parameter v .
In the following, we consider an n-dimensional manifold M , and an analogous deﬁnition of Gabor transforms on M . We
assume a ﬁxed Radon measure μ on M to be given, which is locally equivalent to Lebesgue measure. I.e., μ arises from
a volume form on M . Then L2(M) is deﬁned with reference to μ. Likewise, L2-spaces on subsets of Rn always refer to
Lebesgue measure (in standard normalization). For simplicity, we tacitly assume all diffeomorphisms used below to be C∞ ,
although in most cases C1 is clearly suﬃcient. Also, the word “smooth” will always mean C∞ .
Deﬁnition 1. A window system on M is a family (gt, φt ,Ut , Vt)t∈T of quadruples, where
• Ut ⊂ M is open, Vt ⊂ Rn is open;
• φt :Ut → Vt is a diffeomorphism;
• gt is a smooth function on M with support in Ut .
Given a window system G = (gt, φt ,Ut , Vt)t∈T and f ∈ L2(M), we deﬁne VG f : T × Rn → C by letting
VG f (t, v) =
∫
M
f (x)gt(x)e
−2π i〈φt (x),v〉 dμ(x). (2)
Hence, multiplication by gt localizes f to Ut , the embedding transfers the localized function to Rn , where it is Fourier
transformed. For the case M = Rn = T , φt = IdRn and gt(x) = g(x − t) we recover the original deﬁnition. We observe that
in the general case there is a large degree of arbitrariness in choosing a window system, and that the properties of the
transform can be expected to depend crucially on this choice. The discussion in the following focuses on inversion formulae
valid for L2-functions. Writing
gt,v(x) = gt(x)e2π i〈φt (x),v〉 for x ∈ Ut , and
gt,v(x) = 0 for x outside of Ut ,
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VG f (t, v) = 〈 f , gt,v〉,
hence the existence of inversion formulas is strongly related to frame properties of the system (gt,v)t∈T ,v∈Rn ⊂ L2(M). We
call this system the Gabor system associated to the window system.
Deﬁnition 2. Suppose we are given a window system (gt , φt,Ut , Vt)t∈T . For t ∈ T , we let λt denote the preimage of Lebesgue
measure on Vt under φt , i.e. for Borel sets A ⊂ Ut
λt(A) =
∣∣φt(A)∣∣,
where |B| denotes Lebesgue measure on Rn . Then λt is equivalent to μ on Ut , and we write
dt = dλt
dμ
. (3)
By deﬁnition of dt , integrals of the functions f : Vt → C and f ◦ φt :Ut → C are related by∫
Vt
f (y)dy =
∫
Ut
( f ◦ φt)(x)dt(x)dμ(x). (4)
For a geometric interpretation of Gabor windows on M , one regards Ut as the neighborhood of some xt ∈ Ut , and Vt as a
local ﬂat approximation of M near xt , i.e., Vt is identiﬁed with a subset of the tangent space Txt M of M at xt . Accordingly, the
frequency variable v of the Gabor transform is identiﬁed with a linear functional on Txt M , i.e. an element of the cotangent
space T ∗xt M .
Hence, the Gabor transform induced by the window system lives on⋃
t∈T
{t} × T ∗xt M
which is the cotangent bundle of M in the case where T = M and xt = t . In this case, the Gabor transform of a function
f ∈ L2(M) can be interpreted as a function on the phase space of M . This interpretation is widely used in the case of
euclidean Gabor transform, and motivated the construction of Gabor systems in previous sources [8,12,13]. We will return
to it in Section 4.
For the statement of a reconstruction formula, we assume that the set T indexing a window system carries a σ -algebra
and a reconstruction measure ν . For discrete systems, T will be countable, usually equipped with counting measure. In the
nondiscrete setting, we make the additional assumption that the mapping T 
 t → gt ∈ L2(M) is weakly Borel measurable,
which entails Borel measurability of VG f , for arbitrary f ∈ L2(M).
With these notions, we can now give a characterization when the Gabor transform associated to a window system is
invertible. In the proof we will use the Fourier transform
fˆ (v) =
∫
Rn
f (x)e−2π i〈x,v〉 dx,
for f ∈ L1(Rn). By our normalization, the Plancherel theorem reads
‖ f ‖2 = ‖ fˆ ‖2, (5)
for all f ∈ L1(Rn) in the sense that if one side of the equation is inﬁnite, so is the other. We stress that this is a valid
extension of the usual Plancherel theorem. (See, e.g. [10, Example 2.28].)
The notion of a covering function, which we deﬁne next, will allow to describe in a simple and transparent manner
when a Gabor transform is invertible.
Deﬁnition 3. Let G = (gt, φt ,Ut , Vt)t∈T be a window system on M based on the measure space (T , ν). The covering function
CG :M → R+0 ∪ {∞} of the window system is deﬁned as
CG(x) =
∫
T
|gt(x)|2
dt(x)
dν(t). (6)
Theorem 4. Let G = (gt , φt,Ut , Vt)t∈T be a window system on M based on the measure space (T , ν). We consider VG : L2(M) →
L2(T × Rn). Then
‖VG f ‖22 =
∫
M
∣∣ f (x)∣∣2CG(x)dμ(x), (7)
in the extended sense that one side is inﬁnite iff the other is.
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V ∗GVG f (x) = CG(x) f (x), (8)
and
VG is bounded ⇔ CG is bounded; (9)
VG has bounded inverse ⇔ CG is bounded from below by some A > 0. (10)
Assuming both (9) and (10), we can deﬁne the canonical dual windows
g˜t = gt/CG =
(
V ∗GVG
)−1
gt,
and letting
g˜t,v(x) = g˜t(x)e2π i〈φt (x),v〉 (11)
provides the inversion formula
f =
∫
T
∫
Rn
VG f (t, v)g˜t,v(x)dv dν(t), (12)
which holds in the weak sense.
Proof. We compute
∫
T
∫
Rn
∣∣VG f (t, v)∣∣2 dv dν(t) =
∫
T
∫
Rn
∣∣∣∣
∫
Ut
f (x)gt(x)e
−2π i〈φt(x),v〉 dμ(x)
∣∣∣∣
2
dv dν(t)
=
∫
T
∫
Rn
∣∣∣∣
∫
Vt
f
(
φ−1t (y)
) gt(φ−1t (y))
dt(φ
−1
t (y))
e−2π i〈y,v〉 dy
∣∣∣∣
2
dv dν(t)
=
∫
T
∫
Vt
∣∣∣∣ f (φ−1t (y)) gt(φ
−1
t (y))
dt(φ
−1
t (y))
∣∣∣∣
2
dy dν(t),
where we used that y → f (φ−1t (y)) gt (φ
−1
t (y))
dt (φ
−1
t (y))
is integrable on Rn (because of f , gt ∈ L2(M), and a reverse application of (4)),
and (5). Employing (4) in the forward direction, we continue
∫
T
∫
Vt
∣∣∣∣ f (φ−1t (y)) gt(φ
−1
t (y))
dt(φ
−1
t (y))
∣∣∣∣
2
dy dν(t) =
∫
T
∫
Ut
|( f gt)(x)|2
dt(x)
dxdν(t) =
∫
T
∫
M
|( f gt)(x)|2
dt(x)
dxdν(t)
=
∫
M
∣∣ f (x)∣∣2
∫
T
|gt(x)|2
dt(x)
dν(t)dx.
Note that Tonelli’s theorem applies, again in the extended sense, because the integrand is positive. This establishes (7),
which implies (8) by polarization. But then (9) and (10) are clear. The proof of the weak-sense inversion formula (12) is a
straightforward adaptation of the analogous result for frames. 
Note that the conditions (9) and (10) have a quite intuitive meaning: Stable reconstruction is possible whenever the
windows cover M in a uniform manner, as measured by the covering function.
As a further consequence of (7), we note that VG is an isometry iff CG is identically one. This property can be interpreted
as an admissibility condition for the window system, analogous to admissibility conditions that have been studied for
generalized continuous wavelet transforms.
We note that the precise choice of the measure μ on M is not important: Switching from μ to an equivalent measure
μ˜ results in multiplying the covering function CG with the Radon–Nikodym derivative dμdμ˜ .
Remark 5. A combination of Theorem 4 with Shannon’s sampling theorem allows to construct fully discrete Gabor systems
on M , as soon as all sets Vt are bounded: We start with a countable index set T for the windows. For each individual
window gt , the fact that φt maps Ut into a bounded set Vt implies that the function v → 〈 f , gt,v〉 can be sampled on a
grid Γt , with density depending on the diameter of Vt . However, one can easily adjust the φt (e.g. composing each with
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frequencies that is independent of t .
Combining these observations with standard arguments involving partitions of unity on general manifolds, it is easy to
establish that every paracompact manifold M has a tight frame consisting of smooth Gabor atoms. We leave the details to
the reader.
3. Covariant window systems
The setting of Theorem 4 allows a great degree either of ﬂexibility or of arbitrariness in the design of Gabor systems,
depending on the viewpoint. For the remainder of the paper we want to focus on a more restrictive setup, where the
construction of the Gabor system employs a group action. We therefore make the following assumptions: G is a Lie group
acting smoothly and transitively on M , w.l.o.g., M = G/K for a closed subgroup K of G . We ﬁx the point x0 = eK ∈ M . We
further assume that M carries an invariant measure μ. Then the measures μ, and the left Haar measures μG , μK of G
respectively K can be normalized to ensure the validity of Weil’s integral formula∫
G
f (t)dμG(t) =
∫
M
∫
K
f (ts)dμK (s)dμ(tK ). (13)
Now a covariant window system is a window system indexed by T = G , possessing natural symmetry properties.
Deﬁnition 6. A window system (gt, φt ,Ut , Vt)t∈G on M is called covariant under G if the following relations hold:
Ust = sUt , Vst = Vt, (14)
φst(x) = φt
(
s−1 · x), (15)
gst(x) = gt
(
s−1 · x). (16)
For the reconstruction measure ν on G , we take the left Haar measure μG .
Remark 7. A covariant window system is uniquely described by a single pair (φe, ge) of local diffeomorphism and local
window, since
Us = sUe, Vs = Ve, φs(x) = φe
(
s−1 · x), gs(x) = ge(s−1 · x).
Thus the group action considerably simpliﬁes the speciﬁcation of window systems. As a consequence of the smoothness of
the action of G on M , the map G × Rn × M 
 (t, v, x) → gt,v(x) is smooth if ge is smooth.
Theorem 8. Suppose that (gt , φt,Ut , Vt)t∈G is a covariant window system on M.
(a) The covering function CG is constant. If the constant is positive and ﬁnite, the stabilizer K is compact.
(b) Assume that K is compact. Then the modular function ΔG of G is trivial on K , and the map δ :M → R, deﬁned by δ(t · x0) =
ΔG(t)−1 , is well deﬁned. It allows to compute the constant value of CG as
CG(x) =
∫
M
|ge(x)|2
de(x)
δ(x)dμ(x). (17)
For every choice of embedding φe , there exists a window ge for which this constant is nonzero and ﬁnite.
Proof. By assumption, μ is G-invariant, and it is straightforward to check that this implies dst(x) = dt(s−1 · x). Hence
CG(s · x) =
∫
G
|gt(s · x)|2
dt(s · x) dμG(t) =
∫
G
|gs−1t(x)|2
ds−1t(x)
dμG(t) = CG(x),
where the last equation is due to left invariance of μG . This proves G-invariance of CG , and since G acts transitively, CG is
constant. We can therefore evaluate this function at x0, where we obtain
CG(x0) =
∫
G
|gs(x0)|2
ds(x0)
dμG(s) =
∫
G
|ge(s−1 · x0)|2
de(s−1 · x0) dμG(s) =
∫
G
|ge(s · x0)|2
de(s · x0) ΔG(s)
−1 dμG(s),
using covariance of the window system.
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formula that
0 <
∫
M
∣∣ge(tK )∣∣2
∫
K
ΔG
(
t−1
)
ΔG(k)
−1 dμK (k)dμ(tK ) < ∞,
hence ∫
K
ΔG(k)
−1 dμK (k) < ∞. (18)
Since G/K carries an invariant measure, ΔG(k) = ΔK (k), hence (18) entails that K has ﬁnite right Haar measure. But then
K is compact, and part (a) is established.
Now assume that K is compact. Then the function δ is well deﬁned on M , and by (13),
∫
G
|ge(s · x0)|2
de(s · x0) ΔG(s)dμG(s) =
∫
M
|ge(x)|2
de(x)
δ(x)dμ(x).
For the existence statement, note that de and δ are smooth functions, with de > 0 on a suitably small open subset
of Ve , hence any positive smooth window supported compactly in that subset guarantees a nonzero ﬁnite right-hand side
of (17). 
4. Gabor systems over the cotangent bundle
It is common practice to regard a position–frequency pair (x, v) ∈ Rn × Rn as an element of phase space, and to read a
Gabor transform as a phase-space distribution. For an arbitrary manifold M , the suitable analog of phase space is provided
by the cotangent bundle T ∗M of the manifold. Hence previous constructions of Gabor systems and related coherent state
systems, in particular the general approach by De Bièvre, referred to T ∗M as natural index set for such systems. In this
section, we show how to adapt our construction to this setting, by using a covariant window system and making suitable
identiﬁcations.
We retain the notations from the previous section. In particular, M = G/K , with G a Lie group, and K a compact sub-
group. Recall from above that TxM denotes the tangent space of M at x, and T ∗x M the dual space of TxM , that is the space
of linear functionals on TxM . TM =⋃x∈M{x}× TxM denotes the tangent bundle of M , and T ∗M the cotangent bundle. Both
carry natural manifold structures, see [1].
Given t ∈ G , we denote by Dt,x : TxM → Tt·xM the differential of the map M 
 y → t · y at x. D∗t,x : T ∗x M → T ∗t·xM is
deﬁned by duality. This deﬁnes an action of G on T ∗M , by letting t · (x, ξ) = (t · x, D∗t,x(ξ)). The smoothness of the action of
G on M implies that the action on T ∗M is smooth as well.
Our aim is to deﬁne a system of system of functions indexed (meaningfully) by the elements of T ∗M , which will be
obtained by designing a Gabor system over G ×Rn , and making suitable identiﬁcations. For this purpose, we replace G ×Rn
with G × T ∗x0M , using a ﬁxed linear isomorphism between T ∗x0M and Rn . Fully covariant Gabor systems will now be indexed
by G × T ∗x0M , without further comment. The statement of the following result requires a right action of K on G × T ∗x0M ,
given by
(t, v) · k = (tk, (D∗k,x0
)−1
(v)
)
.
This action is free, hence the orbit space (G × T ∗x0M)/K carries a natural manifold structure, for which the quotient map
G × T ∗x0M → (G × T ∗x0M)/K is smooth [14, Corollary 2.9.11]. The next proposition identiﬁes the orbit space with the cotan-
gent bundle. The result and its proof seem to be standard in the theory of ﬁbre bundles; we include them for want of a
convenient reference.
Proposition 9. Let Φ :G × T ∗x0M → T ∗M be deﬁned by
Φ(t, v) = (t · x0, D∗t,x0 v
)
. (19)
Φ is smooth and onto, with Φ(t, v) = Φ(t′, v ′) iff (t, v) and (t′, v ′) are in the same K -orbit. Hence Φ induces a bijection
Φ˜ :
(
G × T ∗x0M
)
/K → T ∗M
which is smooth, with smooth inverse.
Φ intertwines the canonical left actions of G on G × T ∗x0M and T ∗M, i.e. for all s, t ∈ G and all v ∈ T ∗x0M,
Φ(st, v) = s · Φ(t, v). (20)
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Φ
(
(t, v) · k)= Φ(tk, (D∗k,x0
)−1
(v)
)= (tk · x0, (D∗tk,x0 ◦
(
D∗k,x0
)−1)
(v)
)= (tx0, D∗t,x0 (v)
)= Φ(t, v),
where we used k · x0 = x0 and the chain rule. Conversely, suppose that Φ(t, v) = Φ(t′, v ′). This implies t · x0 = t′ · x0, hence
t′ = tk for some k ∈ K . Hence
(
t · x0, D∗t,x0 v
)= Φ(t, v) = Φ(t′, v ′) = (tk · x0, D∗t,x0D∗k,x0 v ′
)
,
and comparing the T ∗x0 -parts yields v = D∗k,x0 v ′ , as required.
It is clear from the deﬁnition that Φ is onto; note that D∗t,x0 is always invertible. Hence
Φ˜:
(
G × T ∗x0M
)
/K , (t, ξ) · K → Φ(t, ξ)
is a well-deﬁned bijection. Moreover, since the action of G on T ∗M is jointly smooth, Φ is smooth, which entails smoothness
of Φ˜ . The inverse of Φ˜ can be given by use of a cross section σ : M → G , that is a map with the property σ(x) · x0 = x, for
all x ∈ M . Then Φ˜−1(x, ξ) = Ψσ (x, ξ) · K , where
Ψσ : (x, ξ) →
(
σ(x), D∗
σ(x)−1,x(ξ)
) ∈ G × T ∗x0M,
as can be seen by the straightforward calculation
Φ
(
σ(x), D∗
σ(x)−1,x(ξ)
)= (σ(x) · x0, ξ)= (x, ξ).
Whenever σ is smooth in a neighborhood U of x, the smoothness of the action of G on T ∗M entails that Ψσ is smooth on
T ∗U ⊂ T ∗M . Such cross sections exist for every x ∈ M , as can be seen by use of the exponential map. It therefore follows
that Φ˜−1 is smooth as well.
Finally, the intertwining property (20) is obvious. 
As a consequence of (G × T ∗x0M)/K  T ∗M , a brute force method of constructing Gabor systems over T ∗M from a
covariant Gabor system over G × T ∗x0M would simply employ a cross section τ : T ∗M → G × T ∗x0M . However, in order to
retain continuity and covariance properties of the system, we opt for a more subtle solution, namely designing a covariant
Gabor system of G × Rn that is K -invariant. This invariance property will allow to regard the system as indexed by T ∗M .
Note that this Gabor system can also be understood as arising from the full system by use of a cross section τ , but the
point of the construction is to yield it independent of the choice of τ .
We now consider a window system (gt, φt,Ut , Vt)t∈G arising from initial data (ge, φe,Ue, Ve), with Ue a neighborhood
of x0. The construction of a K -invariant system will depend on invariance and covariance properties of the window and
local embedding, respectively. To begin with, we assume Ue to be K -invariant. This is not a severe restriction, since K is
compact and leaves x0 ﬁxed. Hence, by uniform continuity of the action of K on a compact neighborhood of x0, one obtains
that every neighborhood contains a K -invariant neighborhood. Moreover, ge is assumed K -invariant, i.e., Ue is K -invariant,
and all k ∈ K and all x ∈ Ue satisfy ge(k ·m) = ge(m).
We ﬁrst note the existence of K -invariant window functions.
Lemma 10. For any choice of φe :U → Tx0M, there exists a compactly supported smooth K -invariant window function ge supported
in U such that the associated covariant window system gives rise to an isometric Gabor transform.
Proof. Returning to the argument proving the existence statement in Theorem 8(b), it is enough to ﬁnd a nonzero smooth
K -invariant ge living in a compact K -invariant neighborhood of x0 on which the factor δ(x)/de(x) is bounded. This is
achieved by picking a positive nonzero smooth function f supported in such a neighborhood and averaging over K , i.e.
ge(x) =
∫
K
f (k · x)dk. 
Next we introduce the appropriate invariance property for φe .
Deﬁnition 11. Let U ⊂ M be a K -invariant neighborhood of x0. A map φ :U → Tx0M linearizes K if it satisﬁes for all k ∈ K
and all x ∈ U ,
φ(k · x) = Dk,x0φ(x). (21)
Lemma 12. There exists a K -invariant compact neighborhood U of x0 and a smooth embedding φ :U → Tx0M that linearizes K .
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the Lie algebra of G . For ﬁxed t ∈ G , ad(t) :G → G is given by ad(t)(g) = tgt−1, and Ad(t) :g → g is the differential of that
map at the neutral element.
Let k ⊂ g denote the Lie algebra of K . Since K is compact, there exists a subspace m ⊂ g such that g is the direct sum of
k and m, and such that m is invariant under Ad |K . For instance, the orthogonal complement of k under an Ad |K -invariant
scalar product has that property.
Then α :m → G/K , deﬁned by α(Y ) = exp(Y )K , is smooth, and its derivative Dα :m → G/K of α at 0 has rank n −
dim(K ) = dim(G/K ). In particular, α is injective, when restricted to a suitable neighborhood of 0. We claim that φe =
Dα ◦ α−1 is as desired. Clearly φe is smooth and bijective, when restricted to a suitable (K -invariant) neighborhood U of
x0 = eK .
For the linearization property, we ﬁrst observe that for k ∈ K and Y ∈ m,
α
(
Ad(k)(Y )
)= exp(Ad(k)Y )= k exp(Y )k−1K = k · α(Y ),
which implies
Dk,x0 = Dα ◦ Ad(k) ◦ D−1α . (22)
Now let yK ∈ U , and k ∈ K . Then α−1(k · yK ) = Ad(k)α−1(yK ), and therefore
φe(k · yK ) =
(
Dα ◦ Ad(k)
)(
α−1(yK )
)= Dk,x0φe(yK ),
by (22). 
Now the key lemma of this section is
Lemma 13. Let (gt,v)t∈G,v∈Rn be a Gabor system associated to the covariant window system (gt, φt ,Ut , Vt)t∈G . Assume that
(ge, φe,Ue, Ve) meet the following restrictions:
(1) Ue is K -invariant,
(2) φe linearizes K , and
(3) ge is K -invariant.
Then the Gabor system is invariant under the right K -action. By Proposition 9, one thus obtains a family of functions (gx,ξ )(x,ξ)∈T ∗M.
The induced mapping T ∗M × M 
 (x, ξ, y) → gx,ξ (y) is smooth.
Proof. Plugging in deﬁnitions,
gt,ξ (x) = ge
(
t−1 · x)exp(2π iξ(φe(t−1 · x)))
and
g(t,ξ)·k(x) = gtk,(D∗k,x0 )−1ξ (x) = ge
(
(tk)−1 · x)exp(2π i(D∗k,x0
)−1
(ξ)
(
φe
(
(tk)−1 · x))).
Now K -invariance of ge implies that ge((tk)−1 · x) = ge(k−1 · (t−1 · x)) = ge(t−1 · x). For the comparison of the exponential
factors, we observe by linearization,
φe
(
(tk)−1 · x)= D−1k,x0φe
(
t−1 · x)
and the deﬁnition of D∗k,x0 via duality entails that(
D∗k,x0
)−1
(ξ)
(
D−1k,x0φe
(
t−1 · x))= ξ(φe(t−1 · x)).
Hence the exponential terms are equal, and the K -invariance is established.
Smoothness of the map follows from the smoothness of g0, smoothness of the action of G on M , and the existence of
locally smooth cross sections M → G; compare the proof of Proposition 9. 
As a result, we obtain a system of functions (gx,ξ )(x,ξ)∈T ∗M . For x = t · x0, the function gx,ξ can be written as
gx,ξ (y) = ge
(
t−1 · y)exp(2π iξ((Dt,x0 (Dx0φe)−1φe(t−1 · x)))),
and the precise choice of t with x = t · x0 has no inﬂuence on the right-hand side.
With mild abuse of notation, we call (gx,ξ )(x,ξ)∈T ∗M a Gabor system over T ∗M . The associated Gabor transform VT ∗M is the
operator that maps each f ∈ L2(M) to the function VT ∗M f (x, ξ) = 〈 f , gx,ξ 〉. For the inversion of this operator, we need to
endow T ∗M with a suitable measure:
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Borel maps F on T ∗M ,∫
T ∗M
F (x, ξ)dν(x, ξ) =
∫
G
∫
T ∗x0M
(F ◦ Φ)(t, v)dv dμG (t). (23)
Remark 15. Note that ν can also be obtained from the canonical volume form induced by the symplectic structure of T ∗M ,
see [1, 13.5, 14.14]. For neighborhoods U such that T ∗U ∼= V × Rn , induced by a suitable chart on U , one veriﬁes directly
that ν = μ ⊗ λn , with λn denoting Lebesgue measure. On the other hand, the volume form induced by the restriction of a
G-invariant symplectic form to T ∗U has the same decomposition, which can be derived from invariance properties of the
volume form, or by direct calculation using charts.
The following theorem summarizes the ﬁndings of this section:
Theorem 16. There exists a Gabor system (gx,ξ )(x,ξ)∈T ∗M with the following properties:
(a) The map T ∗M 
 (x, ξ) → gx,ξ ∈ L2(M) is covariant, i.e.
gt·(x,ξ)(y) = g(x,ξ)
(
t−1 · x).
(b) For all (x, ξ), gx,ξ is supported in a compact neighborhood of x.
(c) For all f ∈ L2(M), the associated Gabor transform VT ∗M f is a smooth function, satisfying
‖ f ‖22 =
∫
T ∗M
∣∣VT ∗M f (x, ξ)∣∣2 dν(x, ξ).
Proof. For the construction, we ﬁrst invoke Lemma 12 to choose an embedding φe that linearizes K . We then choose ge
smooth, K -invariant, supported in a compact neighborhood of x0, and guaranteeing an isometry for the covariant system
constructed from φe and ge . Such a ge exists by Lemma 10.
Now (a) follows from Proposition 9 and Lemma 13, whereas (b) is a consequence of the construction and our choice of ge .
Support and smoothness properties of ge (again Lemma 13) allow to differentiate under the integral sign, thus establishing
smoothness of VT ∗M f . The norm equality follows from the isometry property for the covariant system, and from (23). 
We note that as a consequence of part (a) of the theorem, the Gabor transform V T ∗M intertwines the unitary represen-
tations of G on L2(M) and L2(T ∗M) induced by the canonical actions on M and T ∗M , respectively.
Remark 17. For trivial K , we obtain a Gabor transform on G itself, which provides a construction of Gabor transform on
arbitrary Lie groups: Fix an exponential neighborhood U of the identity element, i.e. exp : V → U is a diffeomorphism, for
a suitable neighborhood V of 0 in the Lie algebra g of G . Choosing a window function g ∈ L2(G) with support in U , we
deﬁne the associated Gabor system (gx,X∗)x∈G,X∗∈g∗ deﬁned by
gx,X∗(y) = g
(
x−1 y
)
e2π i X
∗(log(x−1 y)),
where g∗ is the dual of the Lie algebra g, and the logarithm in the second factor only needs to be evaluated in U (otherwise,
the ﬁrst factor annihilates the product, anyway). The Gabor transform of f ∈ L2(G) is then the map V g f :G × g∗ → C, given
by
V g f (x, X
∗) =
∫
G
f (y)g
(
x−1 y
)
e−2π i X∗(log(x−1 y)) dy.
Now Theorem 8 provides that V g is the multiple of an isometry, and computing the constant involves the adjoint action of
the group on the Lie algebra, via
cg =
∫
U
|g(x)|2
|det(ad(x))| dx.
Remark 18. As noted previously, most efforts to generalize Gabor analysis to manifolds have dealt with the unit sphere
S2 ⊂ R3 [8,12,13]. Since SO(3) acts transitively on S2, the sphere ﬁts in the framework discussed in this section.
We let 〈·,·〉 denote the standard scalar product on R3, and ‖ · ‖ the associated norm. Then S2 = {x ∈ R3: ‖x‖ = 1}. We
denote by x0 the north pole, x0 = (0,0,1). Its ﬁxed group K consists of all rotations about the north pole. The tangent plane
is suitably identiﬁed with the plane x⊥ = {(r, s,0): r, s ∈ R}.0
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pole, and invariant under rotations around the north pole. In other words, the value of ge(x) only depends on the angle
between x and x0 (in geographic terms, the latitude of x). For the linearization, at least two interesting alternatives present
themselves.
(1) The orthogonal projection φoe onto the tangent plane at x0 is given by
φ0e
(
(r, s, t)T
)= (r, s)T .
This is injective on the northern hemisphere
U0x0 =
{
x ∈ S2: 〈x0, x〉 > 0
}
,
with V 0e given by the open unit disk in R
2. The Radon–Nikodym derivative relating the image of the rotation-invariant
measure on S2 to Lebesgue-measure is computed as
de(y) = 〈y, x0〉. (24)
(2) The stereographic projection φse onto the tangent plane at x0 is obtained as follows: Given y ∈ S2 \ {−x0}, let φse(y)
denote the point where the line through y and −x0 meets the plane 〈x, x0〉 = 1, with the latter canonically identiﬁed
with R2. This results in
y → 2
1+ 〈y, x0〉 y +
1− 〈y, x0〉
1+ 〈y, x0〉 x0.
After projecting elements of the tangent plane onto their ﬁrst two coordinates, we obtain a diffeomorphism of φse from
V se = S2 \ {−x0} onto Use = R2. Here, the Radon–Nikodym derivative de is computed as
de(y) = 4
(1+ 〈y, x0〉)2 . (25)
Hence, the covariant window system constructed from (ge, φ0e ,Ue, Ve) provides an isometric Gabor transform V T ∗ S2 if ge is
supported in the northern hemisphere U0x0 , and∫
U0x0
|ge(x)|2
〈x, x0〉 dμ(x) = 1, (26)
where μ denotes the rotation-invariant measure on S2. This condition was already derived in [12]. By contrast, the window
system constructed from (ge, φse,Ue, Ve) provides an isometry iff∫
S2
∣∣ge(x)∣∣2 (1+ 〈x, x0〉)
2
4
dμ(x) = 1. (27)
Note that (26) requires that ge(x) vanishes as x approaches the equator, whereas (27) is merely a normalization condition.
In order to write the resulting Gabor systems explicitly, we identify
T ∗S2 = {(x, ξ) ∈ S2 × R3: ξ⊥x},
using that TxS2 is naturally identiﬁed with the space of vectors orthogonal to x, and TxS2 = T ∗x S2 by means of the
scalar product. We further observe that the K -invariance of ge entails that ge(x) = G(〈x, x0〉), for a suitable function
G : [−1,1] → R. With these identiﬁcations in mind, we obtain for (x, ξ) ∈ T ∗S2 and y ∈ S2, that the orthogonal case gives
rise to the Gabor system
g0x,ξ (y) = G
(〈y, x〉)exp(2π i〈y, ξ〉),
which is the system obtained in [13]. This formula exhibits that the cotangent variable ξ in (x, ξ) ∈ T ∗x M is naturally
interpreted as a three-dimensional frequency variable prescribing a direction in the tangent plane TxM . This nicely illustrates
that indeed the cotangent bundle provides the geometrically correct interpretation of Gabor systems.
5. Concluding remarks
5.1. Relations to results in the literature
As stated in the Introduction, the results in this paper address questions that were considered previously mostly in a
representation-theoretic language, following the initial work by De Bièvre [8]. For the case of the sphere, it was observed
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was conjectured that this reasoning could be extended to other manifolds. This conjecture is conﬁrmed by Theorem 16.
Let us now elaborate on the relations between this paper and the approach developed by De Bièvre [8]. This necessitates
some additional terminology and notation: Assume that M ⊂ Rd is the orbit under a linear action of G , with ﬁxed group K .
Consider the semidirect product R = Rd  G , where G acts on Rd by the transposed action. In this case, M is a so-called
dual orbit. There exists a natural unitary representation π of R on L2(M), deﬁned by
π(u, t)g(x) = e2π i〈u,x〉g(t−1 · x).
We can identify TM in a natural way with a submanifold of R2d , and T ∗M with TM by use of a scalar product on R2d .
Picking a neighborhood Ue of x0 ∈ M such that the orthogonal projection onto Tx0M provides an injection φe : Ux0 → Tx0M ,
we can write for elements u ∈ T ∗x0M
π(u, t)g(x) = e2π i〈u,x〉g(t−1 · x)= e2π i〈u,φe(x)〉g(t−1 · x).
This shows that the system (π(u, t)g)(u,t)∈R contains a Gabor system of the kind discussed in this paper. Now [8]
provides the following result, analogous to Theorem 16: There exists a so-called parallel bundle, i.e. a suitable submanifold
Σ ⊂ R , together with a diffeomorphism τ : T ∗M → Σ , a measure νΣ on Σ and g ∈ L2(M) such that for all f ∈ L2(M),
‖ f ‖22 =
∫
Σ
∣∣〈 f ,π(τ (σ ))g〉∣∣2 dνΣ(σ ).
Moreover, if K is compact, the parallel bundle can be chosen to possess an invariance property that guarantees an analog
of the covariance part (a) in Theorem 16.
The chief difference between our approach and the one taken in [8] concerns the way that the modulations in the Gabor
system (i.e., the dependence of gx,ξ on the frequency variable ξ ) are deﬁned: The construction in [8] interprets the frequen-
cies as elements of a vector group of dimension d n (usually, d > n), and then locally selects the relevant frequencies by a
cross-section. This technical approach, though proven to be effective, has the disadvantage of being somewhat intransparent,
in particular through the concept of square-integrability modulo cross-sections.
By contrast, in our case the modulations in the Gabor system do not arise from the action of a vector group via a unitary
representation. Instead, the modulations in ge,ξ are determined by the choice of φe . Then the group G is employed to shift
elements of the Gabor system to other positions in a way that is consistent with the action of G on the cotangent bundle.
Nonetheless, a representation-theoretic reading of Gabor systems is not excluded by our construction: For a suitable
choice of embedding φe , the Gabor system provided by Theorem 16 can be viewed as a system of coherent states arising
from the above representation π modulo a cross section. This observation applies, for instance, to the case of the sphere
with orthogonal projection for φe . As we have noted in Remark 18, the system coincides with the one constructed in [13],
which is an elaboration on the construction in [8]. On the other hand, for the stereographic projection the connection to
representation theory (to our knowledge) is not available.
5.2. Open questions
A standard application of Gabor expansions is the introduction of function spaces by imposing integrability constraints
on the windowed Fourier transform. As has been shown in [6], for the case of the sphere these spaces can be treated by
the so-called coorbit theory of Feichtinger and Gröchenig, yielding automatic sampling and discretization results for these
spaces. Note however, that a pointwise characterization of these spaces and their norms is currently missing. Studying
questions like this should also help to develop an understanding how the different design choices in the construction of a
window system, affect the properties of the induced Gabor transform.
A further question of interest is whether it is possible to generalize the construction beyond the setting of a homoge-
neous space with compact stabilizer. Note that the compactness condition reappears at various stages in the proof, but this
seems to be due to the method of proof rather than to any intrinsic reason.
Finally, the explicit construction and study of Gabor systems for homogeneous manifolds other than spheres should also
help understanding the merits and possible shortcomings of the construction presented here.
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