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ABSTRACT
In a distributed system consisting of autonomous computational units, the total
computational power o f all the units needs to be utilized efficiently by applying suitable
load-balancing policies. For accomplishing the task, a large number of load balancing
algorithms have been proposed in the literature. To facilitate the performance study of
each of these load-balancing strategies, simulation has been widely used. However
comparison o f the load balancing algorithms becomes difficult if a different simulator is
used for each case. There have been few studies on generalized simulation of loadbalancing algorithms in distributed systems. Most of the simulation systems address the
experiments for some particular load-balancing algorithms, whereas this thesis aims to
study the simulation for a broad range of algorithms. After the characterization of the
distributed systems and the extraction of the common components of load-balancing
algorithms, a simulation system, called LBSim, has been built. LBSim is a generalized
event-driven simulator for studying load-balancing algorithms with coarse-grained
applications running on distributed networks of autonomous processing nodes. In order to
verify that the simulation model can represent actual systems reasonably well, we have
validated LBSim both qualitatively and quantitatively. As a toolkit of simulation, LBSim
programming libraries can be reused to implement load-balancing algorithms for the
purpose of performance measurement and analysis from different perspectives. As a
framework of algorithm simulation can be extended with a moderate effort by following
object-oriented methodology, to meet any new requirements that may arise in the future.

Key Words: Discrete-Event Simulation, Trace-Driven Simulation, Object-Oriented
Simulation and Modeling, Load Balancing, LAN, Distributed System, Validation,
Verification, Workload Modeling, Workload Generation.
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1. INTRODUCTION
In a locally-distributed system, autonomous computers communicate with one another via
a local area network. The performance of the whole system can be improved by
transferring the jobs from heavily-loaded computers to idle or lightly-loaded ones. Since
dynamic load-balancing algorithms outperform static ones at the cost of higher overhead,
most o f the researchers in load balancing area have worked on dynamic algorithms
[Shivaratri et al. 1992].

In order to analyze and evaluate the performance of load-balancing algorithms, simulation
is used as one of the most commonly used approaches [Cao et al. 2000]. The accuracy of
results from a simulator depends upon the level of detail used in the simulator. However
increased level of detail may lead to a slower speed of the simulator. The tradeoff
between level o f detail and the simulation speed may be considered in practice. To
address the specific design objectives of the simulation systems such as modularity,
extendibility and reusability, it has been claimed that the object-oriented approach is the
best candidate to model, design and implement the systems [Cao et al. 1997].

In the design o f simulation for load-balancing algorithms, workload generation is one of
the key issues [Calzarossa et al. 1990a]. Two main types of workloads can be used in
load-balancing experiments: real trace data from system log files and synthetic workload
with probabilistic distributions [Cao et al. 1997]. In workload modeling, the
characteristics of the load should be captured and the description should be quantified.
There is quite a lot of existing research on workload generation for load balancing in
distributed systems. In order to make a precise performance evaluation or measure
performance from different perspectives, the parameters of workload need to be chosen
wisely.

In this thesis, distributed systems in LANs, dynamic load-balancing algorithms and the
required workloads have been modeled in a moderately detailed manner. Based on these
models, a generalized simulator for load-balancing algorithms, LBSim, has been designed,

1
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by extending the framework from the closest related work in [Cao et al. 1997]. The
components o f LBSim have been implemented by using the building blocks of one of
general-purpose simulation packages, JSim from [Zhang 1997] and Java API.

In order to check the correctness and accuracy of the simulation model, a combined
methodology, called the Multistage Validation [Nayor 1967], has been applied throughout
the study. The methodology consists of three steps. The first step consists of developing
the model’s assumptions by abstracting and hypothesizing from theories, observations
and general knowledge. In the second step, we have validated the model’s assumptions by
empirically testing them. Comparing the relationships between the model’s input and
output with the validated model constitutes the third step. After a number of operational
validation experiments, the prototype of LBSim is validated and verified.

The remainder o f this thesis is organized as follows: Chapter 2 gives a review of the
related research work in the literature; Chapter 3 specifies the motivation of this work;
Chapter 4 explains the modeling and design of LBSim in detail; Chapter 5 addresses the
implementation issues o f LBSim; Chapter 6 illustrates the experiments for model
validation and case study of LBSim; The conclusions and remarks on the future work are
claimed in Chapter 7.

2
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2. REVIEW OF THE LITERATURE
There are very few general-purpose simulation systems for load balancing in distributed
environments. Only a small number of models and partial paradigms have been proposed
for such simulation systems. [Cao et al. 1995]

2.1 Categories of Simulation Models
According to [Law et al. 2000], simulation models can be classified by different criteria,
as follows:
•

Static Simulation Models vs. Dynamic Simulation Models. A static simulation
represents a system at a particular time, or the representation of a system without
consideration o f time. A dynamic simulation model is a representation of how the
system evolves over time.

•

Deterministic

Simulation

Models

vs.

Stochastic

Simulation

Models.

A

deterministic simulation model contains no probabilistic components. Most
systems are modeled stochastically. Such systems have some random input
components.
•

Continuous Simulation Models vs. Discrete Simulation Models. A continuous
simulation model is typically a system of differential equations that state the
relationships of the changing values of the variables with time. A discrete
simulation model represents a system with the state variables changing at discrete
points o f time.

The simulation models applied in this work are dynamic, stochastic and discrete.

2.2 Components of a Discrete-Event Simulation Model
According to [Law et al. 2000], most discrete-event simulation models share the
following components:
•

System State. The set of variables used to describe the state of the system at a
particular time.

3
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•

Event List. A list o f the events that will occur next time.

•

Simulation Clock. A variable that represents the current simulated time.

•

Initialization Routine. A subprogram that sets the initial state of the system at the
start point.

•

Event Routine. A subprogram that updates the system state according to the
occurrence of a particular event.

•

Library Routine. A set of subprograms that generate random variables according
to the parameterized probability distribution.

•

Time Routine. A subprogram that determines the next event and advances the
simulation clock.

•

Statistical Counters. A set o f statistical data describing the system performance.

•

Report Generator. A subprogram that produces the estimated measures of
performance.

•

Main program. A subprogram that invokes the time routine to determine the next
event, updates the system state appropriately, and invokes the report generator
when the simulation ends.

2.3 Modeling Worldviews
A worldview is a modeling framework defined to represent the simulated system and its
behaviour from the perspective of the model designer [Carson 1993]. [Eldredge et al.
1990] identified three modeling approaches as follows, and [Nuttall et al. 1997] used the
concept of locality to characterize them.

•

Event Scheduling. It provides the locality of time. Each event routine in a model
specifies the related actions that occur at a particular point of time. [Nuttall et al.
1997] The simulation execution module uses the event list to find the next
imminent event and then invokes the corresponding event routine [Garrido 2001].
This mechanism is very common for the simulation systems implemented in
general-purpose programming languages [Law et al. 2000].

4
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•

Activity Scanning. It provides the locality of state. Each activity routine in a model
specifies the related actions that occur at a particular state. [Nuttall et al. 1997] An
activity is executed when the corresponding conditions are satisfied [Garrido

2001],
•

Process Interaction. It provides the locality of object. Each process routine in a
model specifies the action sequence of a particular object. [Nuttall et al. 1997] The
simulated system is represented by a set of interacting processes [Garrido 2001].
This is a typical approach for the simulation systems developed from specialpurpose simulation packages [Law et al. 2000].

According to [Zhang 1997], event scheduling and process interaction are two dominant
strategies for discrete-event simulation. The event scheduling strategy has been used in
our work.

2.4 Overview of Simulation Applications
In the literature, simulation applications can be categorized in three major forms:
simulation packages, simulation-purposed programming languages and conventional
programming language. In the following sub-sections, simulation packages, simulation
programming languages, and general-purpose programming languages in simulation
applications are introduced.

2.4.1 Simulation Packages
The commonality of components in most of the simulation applications, led to the
development o f special-purpose simulation packages.

Simulation packages have the following advantages over general-purpose languages [Law
etal. 2000]:
•

Simulation packages decrease the development time and project cost by providing
the necessary common modeling features. The algorithm templates can be easily
reused in different cases [Fishwick 1992].

5
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•

Simulation packages provide more natural constructions for simulation models.

•

Thus simulation models are easier to modify and maintain.

•

With the built-in error detection mechanism, most common types of errors are
checked more efficiently.

•

Some simulation packages can provide more model types, which can facilitate
more complex systems [Fishwick 1992].

2.4.2 Simulation Programming Languages
Every simulation programming language must provide the following functions to some
degree [Nance 1993]:
•

Random numbers and variables generator: Random numbers and variables with
statistical distribution are needed to represent the stochastic models.

•

Models construction and execution facilities: These are the essential components
in simulation modeling.

•

List management: Lists are used to implement lifetimes of objects and the service
policies about resources access.

•

Time management: A virtual time clock is needed to advance the simulation
process.

•

Statistical analysis instruments: Statistical facilities are needed for providing the
descriptive summary o f the behavior of a model.

•

Report generation: In order to provide necessary information for decision
making, execution results should be collected and presented in an effective way.

There is still a lot of room for research in the above fundamental areas [Joines et al.
1998],

In

[Nance

1993],

over 30

simulation programming languages

comprehensively with the focus on some important languages.

6
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are described

2.4.3 General-Purpose Programming Languages Used in Simulation
Some simulation applications need to be implemented in general-purpose programming
languages due to the following reasons [Law et al. 2000]:
•

Some researchers are more comfortable with the familiar programming languages
rather than new simulation packages or specific simulation languages.

•

A simulation application written in C or C++ may run more efficiently, if this
particular application is closely tailored to the system. On the other hand a
simulation package is designed to address a variety of systems.

•

A simulation application written in Java can provide web-based features
[Fishwick 1996], which most simulation packages are lacking in.

•

Programming languages allow greater flexibility in construction of simulation
models.

The most popular general-purpose languages in simulation programming are: FORTRAN
77, C, C++ and Java. The object-oriented languages, C++ and Java, have been applied
widely and thus have a deep impact in simulation applications. [Eldredge et al. 1990]
[Nance 1993]

Java, as an object-oriented language, has its special advantages in simulation
programming. Java has web-based support and a large collection of highly-reusable
classes [Zhang 1997]. Therefore, Java has been widely used in simulation and animation
applications in recent years [Zhang 1997].

A number of simulation packages implemented in Java have been developed recently.
Some of the most used ones are listed below:
•

Simjava: a toolkit for modeling complex discrete-event system by applying
process interaction worldview [Fishwick 1995].

•

Psim-J: the most recent and Java version of Psim. It is also a package for discreteevent simulation that uses process interaction worldview. [Garrido 2001]

•

Silk: a commercial, general-purpose, process-oriented simulation package
[Kilgore et al. 2000].

7
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•

JSim: an open-source simulation package, which can be used for constructing
moderately complex simulation models. JSim includes extensive simulation
utilities. It supports both event scheduling and process interaction discrete-event
simulation. [Miller et al. 1997][Zhang 1997]. Since the first version 1.0 in 1997,
now JSim has been updated into version 1.4. A number o f papers based on it have
been published, e.g. [Chandrasekaran et al. 2002] and [Miller et al. 2002].

Based on the functionalities provided, JSim was chosen as the foundation library of
LBSim

2.4.4 Object-Oriented Paradigm in Simulation
It is necessary to clarify that the object-oriented style is applied in both simulation
languages and general-purpose programming languages.

Procedural-based modeling and simulation have several fundamental problems, which
lead to difficulties in modeling real world components and extending and reusing existing
software [Joines et al. 1998].

On the other hand, object-oriented simulation originated from the first object-oriented
simulation language: SIMULA 67, which was first developed in the 1960s [Nance 1993].
Although SIMULA was not widely used, it has motivated the modem object-oriented
simulation paradigm [Joines et al. 1998].

For simulation applications, object oriented paradigm provides the following advantages:
•

Different levels o f abstraction: A class, which is independent of the
implementation mechanism, is the best candidate for an abstraction in simulation
models. [Berzins et al. 1986] Moreover, due to the hierarchical system of
definitions, classes can be designed to implement multi-level abstraction of the
simulated systems [Cao et al. 1997].

•

More scalability: New classes and methods can be added to the simulation system
without affecting the existing one. With encapsulation, the modification within a

8
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class does not change the use of that class. Therefore a minimal system can be
built initially and evolution can be made in an incremental manner. [Cao et al.
1997]
•

Higher reusability: Inheritance and polymorphism facilitate the creation of new
objects from the existing ones. Classes can be used as building blocks for
constructing new functions. [Meyer 1987]

Ball and Love claimed to separate the roles of system developers and system user while
combining data-driven and object-oriented techniques [Ball et al. 1995]. In the process of
system extension, the developers should concentrate on adding new functionalities
whereas the users should focus on building simulation models [Ball et al. 1995].

In [Daum et al. 1999], Daum and Sargent discussed and demonstrated three techniques to
specify object-oriented, discrete-event modeling and simulation in the complex
circumstance of scaling, hierarchical modeling, and reuse. Scaling of model elements
facilitates the combination of similar components and parallel operation by using model
element arrays. Hierarchical models represent the different levels of abstraction and
details o f the real world. Reuse of model elements allows the repeated use of element
specification by instantiating from model element types.

2.5 Overview of Load-Balancing Algorithms
In the past three decades, a variety of load-balancing algorithms have been proposed in
the literature. In this section, several important taxonomies of load-balancing schemes are
described, and the main categories of algorithms are introduced.

In the literature, different terms are used to denote the objective of distributing the load of
the systems. The terms include: load sharing, load distribution, load balancing, task
scheduling etc. In some papers these terms are used distinctly [Chapin 1996]. In
[Shivaratri et al. 1992], Shivaratri et al. claim that load-sharing algorithms and loadbalancing algorithms are the further classification of load-distributing algorithms. Load-

9
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sharing algorithms aim to distribute the tasks so that no processors are heavily loaded
while others are idle [Chapin 1996] [Shivaratri et al. 1992]. Load-balancing algorithms go
a step beyond load-sharing algorithms by trying to equalize the work on all process
[Shivaratri et al. 1992]. In other papers, however, these terms refer to the same behavior.
In this work, general-purpose load-balancing algorithms are studied. And there is no need
to distinguish these terms. Therefore these terms are used interchangeably from now on.
In addition, a workload unit in this work is depicted as job, which actually refers to a
independent process, i.e. a coarse-grained job decomposition.

2.5.1 Objectives and Effects of Load-Balancing Schemes
There are various objectives that load-balancing strategies aim to achieve. In 1996, Riedl
and Richter claimed that the primary objectives are: [Riedl et al. 1996]
•

Minimization of waiting time.

•

Minimization of response time.

•

Predictability o f response time.

•

Availability of services.

•

Reliability o f systems.

•

Maximization of system throughput.

•

Minimization of communication overhead.

•

Equalized distribution of work.

•

Minimization o f idle time o f resources.

Out o f the above objectives, response time is the metric of performance from the process
point o f view, while throughput is the one from the system point of view [Riedl et al.
1996].

In a distributed environment, load-balancing algorithms should provide the following
features: [Guyennet 1997]
•

The algorithm should be scalable so that it is not restricted to certain types of
architectures or to a particular number of the nodes in the network. On the other
hand, scalability should be handled carefully to avoid the bottlenecks in network
10
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communication. One of the common solutions is that the algorithms should use
the knowledge o f a group of the nodes instead of global information. [Guyennet
1997] Kremien et al. proposed a flexible load-sharing algorithm with higher
scalability in [Kremien et al. 1993]. The algorithm dynamically and adaptively
partitions a system into sets of nodes, i.e. domains. Then the algorithm applies
load-sharing policies within each domain independently of other domains
[Kremien et al. 1993].
•

The algorithms should be fault tolerant since there are more chances for a host to
breakdown in a distributed system. The algorithms should be designed to
dynamically start or stop the service when needed. [Guyennet 1997]

•

The algorithms should have certain degree of stability so that it avoids
unnecessary information transfer on the network. This goal can be achieved by
checking the load difference on the nodes before transferring the load. [Guyennet
1997]

•

The algorithms should be able to scatter the loads at the peak time to avoid
accumulation o f load on certain nodes. The scattering can be improved by
exchanging the global information of the whole network. [Guyennet 1997]

Obviously, the system performance can be improved by redistributing the load among the
hosts, i.e. transferring jobs from the heavily loaded hosts to the lightly-loaded one [Zhou
1988]. Livny and Melman proved, using a simulation in 1982, that the average job
response time could be greatly decreased by applying a dynamic load-balancing strategy
[Livny 1982]. They specified that even in a homogeneous distributed system the
performance can be improved by load balancing because there may be statistical
fluctuations in the job arrival times [Livny 1982]. Eager et al. in 1986 not only confirmed
the potential o f load balancing but also pointed out that relatively simple load-balancing
algorithms can yield dramatic performance improvement while more complicated
algorithms do not offer much further improvement [Eager et al. 1986]. Shivaratri et al.
also argued that the system performance would not be always improved significantly by
using more-detailed state information in load balancing [Shivaratri et al. 1992].

11
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Many researchers have applied process migration in load-balancing algorithms. Process
migration, however, requires high overhead and it makes the implementation more
complex [Zhou 1988].

In [Zhou 1988], Zhou drew conclusions about the impact of the load balancing on a
system by conducting the trace-driven simulation of seven representative load-balancing
algorithms:
• While the performances of all the hosts are improved, the hosts, which would
have been heavily loaded without load balancing, showed a greater improvement
[Zhou 1988]. In [Zhou 1987], Zhou also drew the conclusion that load balancing
can significantly reduce the mean and deviation of job response time especially
under the condition of heavy loads.
•

The response times o f the individual hosts become more predictable, which is an
even more beneficial effect than the reduction of the response time. [Zhou 1988]
for some types o f systems, e.g. real-time system.

• The system is optimized with the loads of the hosts equalized. [Zhou 1988]
• The temporal fluctuations of the loads become less [Zhou 1988]. The loads of
shorter execution time have a stronger smoothing effect than the ones of longer
execution time [Zhou et al. 1987].
• Due to the overhead o f transfer and placement, the average response time for the
remotely executed jobs is higher than that for the locally executed jobs. [Zhou
1988]

Therefore the selection o f a load-balancing algorithm is a crucial design strategy
[Stankovic 1985].

2.5.2 Taxonomies of Dynamic Load-Balancing Schemes in Distributed
Environments
The classification o f load balancing systems can be done on the basis of many different
criteria. The following important taxonomies are reported in the literature.

12
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In 1985 Wang and Morris proposed a taxonomy based on whether the load distribution
was source or receiver initiated, and the level of information dependency in scheduling
[Wang et al. 1985]. This classification, however, is too coarse. Moreover most of the
current load-balancing techniques are sender initiated [Bubendorfer 1996].

In 1988, a relatively elaborate taxonomy was proposed by Casavant et al. [Casavant et al.
1988]. This taxonomy is a broad classification scheme that includes both local and global
scheduling, and both static and dynamic scheduling as well. The structure of hierachical
taxonomy is shown in the following figure.
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Figure 1 Casavant's Hierarchical Classification of Task Scheduling Strategies ([Casavant et al. 1988]
pp.143)
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For the flat classification, the authors provided the following characteristics [Casavant et
al. 1988]:
•

Adaptive versus Non-adaptive

•

Load Balancing

•

Bidding

•

Probabilistic

•

One-Time Assignment versus Dynamic Assignment

In 1994, Rotithor presented a taxonomy of dynamic task scheduling schemes which
clearly distinguishes state estimation and decision making [Rotithor 1994].
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Before this paper, the separation of state estimation and decision making had not been
reported [Rotithor 1994], Providing the orthogonal solutions for the two problems is
beneficial for the following reasons:

First of all, the scalability of a dynamic load-balancing algorithm in a distributed
environment depends largely on the estimation policy [Zhou et al. 1992]. Moreover the
overall performance is affected significantly by the performance of the estimator
16
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[Raghavan et al. 1995] [Zhou 1988], Secondly, it facilitates important feedback by
applying appropriate metrics to evaluate performance of estimation and decision-making
[Rotithor et al. 1990]. Finally a more detailed comparison of different algorithms can be
seen clearly [Rotithor 1994].

In 1996, Riedl et a l introduced three models: load model, action model, and solution
model. They proposed that load balancing algorithms should be classified on the basis o f
the three models, combined with the decision-making procedure [Riedl et al. 1996]. As a
result, the algorithms can be classified with respect to the five issues: objectives, type and
amount o f used information, initiator, time o f activation, and source o f distribution [Riedl
et al. 1996].

2.5.3 Categories of Load-Balancing Algorithms
As mentioned above, different criteria result in different classification of load-balancing
algorithms. The following categories of algorithms are the most common and the most
widely used in the literature.

•

Static, Dynamic and Adaptive

Static load balancing schemes make the task-transfer decision probabilistically or
deterministically without considering the state of the system [Chapin 1996][Zhou 1988].
This is the area on which most early work was focused [Stone 1978][Stone 1977][Wu et
al. 1980]. [Stone 1978] describes load-assignment agents working in two-processor
distributed systems. The assignment agents use a critical load factor of every program
module to select optimal modules to be relocated in real time. The processor with fixed
load will only be assigned a module when the load on the processor with a variable load
is above a critical factor. When the characteristics of the load are well known in advance,
static load balancing can work effectively in a simple way. But the static scheme cannot
adjust to the fluctuation in system state [Zhou 1988].
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On the contrary, dynamic load-balancing algorithms exploit the fluctuation in the system
and improve the quality of the decision made by using the current state information
[Chapin 1996][Zhou 1988]. This is the area on which recent researches concentrate.

Adaptive algorithms are the special cases of dynamic algorithms in that they adapt the
activities dynamically by changing their parameters or even algorithms to match the
changing system state [Shivaratri et al. 1992]. Consequently, adaptive algorithms can
provide moderately good performance when the system state changes often and widely
[Casavant et al. 1988][Shivaratri et al. 1992][Zhou 1988]. It should be advised that some
factors need to be considered when applying adaptive algorithms: correction of load
profile and load prediction, trade-off of overhead and profit, and elimination of side
effects in the simple execution model [Becker et al. 1995].

•

Centralized, Decentralized and Hybrid

Under a centralized load balancing policies, a central agent is responsible for collecting
state information and making the decision of task transfer [Dandamudi 1998] [Lin et al.
1992] [Chapin 1996]. In [Lin et al. 1992], a dynamic load-balancing policy with a central
job dispatcher for distributed systems was proposed. The average job response time
provided by this load-balancing policy was nearly the minimum possible value, with
considerably low overhead. Moreover this performance was not sensitive to changing
workload. Therefore this policy was capable of adapting to heterogeneity in distributed
systems. [Lin et al. 1992]

The central agent may be either a host or just a globally shared file [Morris et al. 1986].
In theory, centralized strategies have several advantages [Becker et al. 1994]: There is
lower communication overhead because the state information, maintained by the central
agent, need not be copied to other hosts; The global knowledge about the state
information of the entire system and the progress of the tasks can be exploited easily. In
[Svensson 1990], the author proposes a solution to select jobs suitable for remote
execution in locally distributed systems by using a filter component, called History. The
History uses job names and statistics obtained from previous runs to make decisions. The
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author used trace-driven simulation to evaluate the effect of the filter on two initiated
placement algorithms. The use of the filter resulted in a significant improvement in mean
job response time. [Svensson 1990]

However, compared to decentralized strategies, centralized components are less reliable
because the failure o f the central agent can cause the whole system to fail [Shivaratri et al.
1992] et al. 1992]. Secondly, the central agent can easily become the communication
bottleneck [Shivaratri et al. 1992]. Thirdly, centralized policies have the problem of
scalability as explained below.

Although some researchers have argued that centralized polices can gain high
performance and be scalable with increase of the number of hosts [Svensson
1990][Theimer et al. 1988], most authors have proposed that the centralized approach
scales only up to a limited number of hosts [Ozden et al. 1993][Zhou 1988]. Therefore
centralized policies may lead to low performance in large networks [Kremien et al.
1992] [Shivaratri et al. 1992].

In order to extract the advantages of both centralized and decentralized policies, hybrid
strategies have been proposed [Zhou et al. 1992][Stankovic 1985]. The hybrid policies
can be implemented in a cluster-based manner [Zhou et al. 1992] or in a neighbor-based
way [Stankovic 1985].

•

Source-Initiative, Server-Initiative and Symmetric

A source-initiative algorithm, as known as sender-initiated algorithm, involves the load
sharing that is initiated by an overloaded node that is trying to transfer the tasks to under
loaded nodes [Eager et al. 1986]. This type of algorithms achieves higher performance
when the load o f the system is low [Krueger et al. 1987].

A server-initiative algorithm is also known as a receiver-initiated algorithm. It involves
load sharing that is triggered by an under-loaded node, that is searching for tasks from
overloaded nodes [Livny 1982] [Eager et al. 1986a]. This kind of algorithm is more
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successful when the system is highly-loaded, especially when it is combined with
preemptive transfers [Krueger et al. 1987].

In order to extract the advantages of source-initiative and server-initiative algorithms,
symmetrically initiated strategies have been proposed in [Krueger et al. 1987]. But
symmetrically initiated approaches may also have the disadvantages of both [Krueger et
al. 1987].

•

Preemptive and Non-preemptive

A task transfer may be preemptive or non-preemptive [Krueger et al. 1988]. Preemptive
transfers, also known as process migration, involve transferring a task that is partially
executed [Shivaratri et al. 1992]. This is generally costly and more difficult to implement
because this kind o f operation requires the collection and recording of the task’s state
[Krueger 1988][Zhou 1988]. Hence many researchers do not consider preemptive
transfers [Svensson 1990][Zhou 1988]. However, some studies showed that migration is
worthwhile because migration can achieve considerable additional performance
improvement under a board range of workload conditions and system structures [Krueger
1988].

On the other hand, non-preemptive transfers, also known as task placements or one-time
assignments, involve only a task that has not started execution [Shivaratri et al. 1992]. So
this type o f operation has a lower overhead [Shivaratri et al. 1992], It should be noted that
sometimes an overloaded node has no tasks available for non-preemptive transfer even
though this node needs other hosts to share the load. In this case preemptive transfers are
necessary [Douglis et al. 1991].

Our work focuses on the studies of non-preemptive load-balancing algorithms.

2.5.4 Decomposition of Load-Balancing Algorithms
Dynamic load balancing typically consists of six components: the initiation policy, the •
information policy, the transfer policy, the selection policy, the location policy, and the
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acceptance policy [Cao et al. 1997]. Some researchers combine two of the policies into
one [Shivaratri et al. 1992] [Zhou 1988].

•

The Initiation Policy

The initiation policy defines who initiate the load transfer. As specified in the previous
sub-section, there are two kinds of initiation policies:
o

Source-initiative policies: Also known as sender-initiated, source-initiated
policies [Eager et al. 1986].

o

Server-initiative policies: Also known as receiver-initiated policies, serverinitiative policies [Livny 1982] [Eager et al. 1986a].

•

The Information Policy

The information policy decides when, where, and what information about the state of the
nodes is collected. Information policies can be classified into three types, depending on
when to exchange the load information [Riedl et al. 1996]:
o

Demand-driven policies: A node collects information about other nodes when
this node becomes eligible for task transfer. Therefore the information
collection is triggered by the transfer policy. Inherently the demand-driven
policies are dynamic policies, and may be sender, receiver or symmetrically
initiated. There are two approaches to collect the information: probing and
bidding. With probing, a participating node keeps checking another node
whether it can be the partner in the workload sharing until the number of
probes exceeds the probe limit. Eager et al. claimed that although the
performance of the information policy is not sensitive to the choice of the
probe limit, small probe limits are appropriate [Eager et al. 1986a]. Other
researchers confirmed that the probe limit is a fundamental parameter [Ryou et
al. 1993][Zhou 1988]. Under the bidding process, a request for bids is sent to a
group o f nodes (This procedure is called polling.). And responses are received
from those who are willing to join the workload transfer. By using location
policies and acceptance policies, the bids are evaluated to choose a suitable
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partner [Casavant et al. 1988a][Ryou et al. 1993][Stankovic 1985][Stankovic
et al. 1985].
o

State-change-driven policies: Every node takes the initiative to disseminate its
own state information, whenever its state changes. Under this approach, the
nodes are usually classified as under-loaded, medium-loaded, or over-loaded
nodes according the defined thresholds. [Kremien et al. 1992]

o

Periodic policies: A node collects information periodically. There is overhead
incurred in collecting the state information and its maintenance. But there is
no probing or bidding delay when a task is required to be transferred, although
sometimes the state information kept by the node may be obsolete. [Shivaratri
etal. 1992]

The information policies can also be classified as decentralized policies and a centralized
policy depending on how the state information is managed: [Shivaratri et al. 1992]
o

Under decentralized policy, all nodes or a subset of nodes collect and maintain
state information and attempt to find a suitable node by polling. A partner can
be selected for polling based on the previously-collected information [Livny
1982][Shen 1988], or based on a nearest neighbor, or just randomly [Eager et
al. 1986][Eager et al. 1986a]. An alternative to polling is to broadcast a query
in the local network.

o

Under the centralized policy, a particular node, called the coordinator, takes
the responsibility to collect the information and select the receivers.

It should be noted that using detailed information does not guarantee improved system
performance and various combinations of these three types of information policy are
possible. [Shivaratri et al. 1992]

•

The Transfer Policy

The transfer policy determines whether a node is suitable to participate in the task
transfer, either as a sender or a receiver. The proposed transfer policies can be based on
threshold or relative transfer policies: [Shivaratri et al. 1992]
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o

Thresholds of load, 7/, which are defined as the units of workload, are crucial
for the performance of this type of algorithms. A node is a sender if its load
index goes beyond a threshold, or becomes a receiver if its load falls below
another threshold.

o

Thresholds o f execution time, Tcpu, which are specified as the CPU time, a job
would require. A job can only be transferred to another node when the local
load exceeds threshold of load and the required CPU time of this job is above
the threshold o f execution time,

o

Relative policies compare the load of a node with the load at other nodes. If
the difference exceeds a particular balance factor, the load transfer may be
considered to happen among them.

•

The Selection Policy

The selection policy decides which task is to be transferred if the node is chosen by the
transfer policy to be the sender. In the case that the node fails to find a suitable task, the
node is not considered as a sender any more. The simplest approach for selection is to
choose the most newly-originated task. When selecting the task, several factors should be
considered: [Shen 1988][Shivaratri et al. 1992]
o

The cost o f transferring the task should be minimized. Non-preemptive
transfers and the tasks with small amount of information cost less overhead,

o

The gain in the reduction of execution time of the transferred tasks should be
significant enough to pay back the transfer overhead. The judgment of short or
long tasks is sometimes difficult to make. The error incurred in the
classification, however, may be tolerated given that the load-balancing
algorithms are usually quite robust [Zhou 1988].

o

The number of resources, for processing the job to be transferred, located in
the node where the selected task originated should be minimized. These
resources include I/O devices, disks etc. If the data needed by the task are
mainly from the resources of the sender node, a large amount of data would
have to be transferred from the sender node to the receiver node after the
task’s transfer. In this case, network communication may become the
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bottleneck of the system performance. [Dandamudi 1998] [Krueger et al.
1991] [Chapin 1996]

In case of conducting load balancing in a general-

purpose distributed system, some simplifying assumptions can be made to
model the I/O operations. For example, when we focus on the scheduling of
CPU-bound workloads, we can assume the existence of dedicated file servers
in the system. Hence there may be very little data transfer overhead compared
to the CPU service time.

In this case, the I/O costs can be modeled

approximately with reasonably simple formulations. For concrete examples,
readers can refer to the chapter on the experiments.

•

The Location Policy

The location policy chooses one or a group of suitable partner(s) for a task transfer, once
the transfer policy decides that the node is a sender or receiver. Some policies aim to find
the best partner, while others just try to find an adequate partner.

In addition, the location policies can be classified into the following types:
o

Random policies just choose a partner randomly without considering any
information of the target node. Eager et al. found, surprisingly, that with this
approach satisfying results can be achieved [Eager et al. 1986].

o

Probabilistic policies transfer tasks according to some predefined probability
vectors [Stankovic 1985a] [Kunz 1991].

o

State-dependent policies have been found to have higher performance than
their probabilistic counterparts [Ryou et al. 1993].

•

The Acceptance Policy

When the location policy is used to select the most suitable partner, it may be possible
that more than one candidates respond to the polling. In this case, an acceptance policy
would be applied to choose the best one from the group. The calculation process may use
balance factor mentioned above, or just pick the node with the lightest load.
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2.5.5 Performance Evaluation for Load-Balancing Algorithms
The ultimate goal of simulation is to evaluate and compare the performance of loadbalancing algorithms. For this purpose, performance metrics have to be considered.

Performance metrics should reflect two aspects: system performance and individual host
performance. The commonly-used performance metrics include overall system output,
average response time, maximum response time, minimum response time, relative
decrease in response time, mean CPU utilization, communication overhead (CPU time
spent on load information exchange) and mean and standard deviation of response time of
jobs [Karatza et al. 2002][Karatza 2002][Zhou 1988]. In some applications, the nature of
performance improvement effects may also be considered beneficial: predictability of
response time, fairness o f job service for every host, and reduction of load fluctuations on
each host [Zhou 1988].

The measurement needs to reflect the impact of different workload parameters on the
performance. The parameters that performance may be sensitive to include:
•

System load: System load can be classified as low, moderate, or high level
[Dandamudi 1997]. It has been proved that the heavier the system load is, greater
is the need for load balancing [Zhou 1988].

•

Degree of heterogeneity: Heterogeneity means the difference of workload level,
CPU speed etc. between nodes [Dandamudi 1997].

•

Variance in job inter-arrival time and service time: The variance is represented
with coefficient of variation, i.e. the ratio of the standard deviation to mean. The
higher is the coefficient of variation, the larger the variance [Dandamudi 1997]. In
addition, service time estimation errors will lead to different performance results
[Zhou 1988].

•

Probe limit: The probe limit is applied in demand-driven information policies, as
described in the previous section [Dandamudi 1997].

•

Load-exchange period: Load-exchange period, used in periodic policies, tells how
often the load information should be exchanged [Zhou 1988].
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•

Threshold of load: Threshold is used to distinguish the load level of nodes
[Dandamudi 1997].

•

Immobility factor: Immobility factor presents the percentage of the jobs that have
to be executed locally [Zhou 1988].
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3. MOTIVATION OF THE WORK
Most o f the existing simulation systems were developed for conducting experiments of
some particular load-balancing algorithms. Typically researchers build one-time used
simulators with a variety of programming languages and tools. This makes it very
difficult for other researchers to reproduce the results. Experiments for comparison
among algorithms, presented by different researchers, can also not be performed in a
consistent manner. Consequently, there is a need to build a generalized simulation system
for the performance study o f load-balancing algorithms. Availability of such a simulator
will also make it possible for researchers to focus on the study of algorithms, without
working on simulation issues.

3.1 Related Work
There have been some studies on generalized simulation of load-balancing algorithms in
distributed systems.

Three existing simulators may be considered to be close to our

targeted system, to varying degrees. These are: DISMIMIC, GridSim, and SimGrid.

3.1.1 DISMIMIC
DISMIMIC [Cao et al. 1997] is a generic environment for simulating and evaluating a
variety o f load-balancing algorithms. It consists of built-in policies and mechanisms for
load balancing. It uses object-oriented methodology. Its loosely coupled architecture and
modular design approach allows incremental development. Although it has been
implemented in C++, the codes are not available. Only the architecture provided in [Cao
et al. 1997] is available. DISMIMIC may be considered to be the closest to our system.

The structure o f DISMIMIC includes three parts: simulated system, simulation control,
and user interface. Simulated system consists of three components: network, machine,
and load-balancing algorithms. Simulation control comprises three components:
configuration, execution control, and performance monitor.
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DISMIMIC gives us a good starting point to design our target system. However
DISMIMIC does not meet all the goals required for a generalized simulator for testing
load-balancing algorithms. The insufficiency can be analyzed from the viewpoints of
architecture, level of heterogeneity, workload generation, load-balancing policy
components, and other supporting utilities.

The simulated system composition in DISMIMIC can support peer-to-peer architecture
only. It needs to be extended to client-server (master-slaver) architecture if centralized
load-balancing algorithms are to be simulated.

From the perspective o f the heterogeneity level, processors are implemented as single
CPUs in DISMIMIC. Secondly, only FIFO and priority-based CPU dispatching policies
are supported. Hence it is difficult to measure the computing capability of heterogeneous
system. Our targeted system should provide multi-CPU and time-sharing mechanisms. A
multi-level dispatching policy, i.e. Round-Robin, needs to be implemented. In order to
evaluate the computing power of different computers, an appropriate benchmarking
should be provided. At the same time, a configurable model of computing capability with
respect to theoretical CPU speed, memory size and job type needs to be built.

In DISMIMIC, all jobs are assumed to be independent. Workload is characterized as
time-invariant. However, our targeted system needs to consider the interdependency of
tasks, which constitute an application. Furthermore, a more complex workload model for
time-varying workload characterization would be built in our targeted system.

In DISMIMIC, only single-job transfer is implemented. Our targeted system, however,
needs to utilize multi-job transfers to facilitate gang scheduling. On the other hand, a
more dedicated set of load-balancing policy components need to be provided to
implement more complex load-balancing algorithms.
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In term o f supporting utilities, DISMIMIC needs to be extended to supply the following
functionalities:
•

A user interface of simulation control, which may enable the control of execution
speed to some degree. Such a facility would make it easier to monitor the generated
events.

•

A more comprehensive set of performance indices, which facilitate the performance
analysis from different perspectives.

•

A richer group o f probability distributions, which is used in synthetic workload
generation.

3.1.2 GridSim
GridSim [Buyya et at. 2002] is a toolkit for modeling and simulation of distributed
resource management and scheduling for Grid computing. In Grid computing
environments, the resources are usually geographically distributed in multiple domains,
which are connected through wide-area networks. This introduces challenges of resource
management and application scheduling across different domains. In order to support
modeling and simulation of Grid resource management and scheduling in time-shared and
space-shared systems, GridSim has been developed to provide primitives for application
scheduling and resource mapping simulation.

GridSim focuses on the salient features of Grid scenarios, and thus is a good candidate for
simulating scheduling policies for Grid computing. On the other hand, this speciality
brings the requirement of Grid knowledge to the model builders and developers. The
load-balancing policies studied in this work are only implemented in LANs. In our study,
the communication overhead has a negligible effect.

Observed from the demonstration in [Buyya et at. 2002], the scheduler component has
been implemented in a coarse-grained manner. In order to meet our modeling level, a
substantial extension or a new composition of scheduling policies is needed. And the
latter solution is chosen in our work.
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Although GridSim defines an application model, it does not provide any workload
generation mechanism. Our targeted system requires built-in workload generators, in
forms of both synthetic generation and real trace data parsing. The workload generation
utilities should be configurable and extensible to meet the current and future requirements
o f model users.

GridSim is implemented in Java, based on one of the discrete-event infrastructures:
SimJava [Howell et al. 1998]. Compared to JSim [Miller et al. 1997], which is used in our
work, SimJava has relatively a smaller number of classes for support of simulation
implementation. It has less than twenty classes that explicitly provide very basic
simulation control. There are no components for queuing management, random number
generation with a variety o f distribution probabilities, and commonly used statistical
facilities. Therefore GridSim lacks all of the above components. All the above utilities,
however, are necessary when constructing a simulation system for load-balancing
algorithms. For the purpose of time efficiency, more than fifty classes in JSim have been
chosen and directly reused in our targeted system.

Until the writing o f this work, GridSim has not provided any user interface for model
users to configure, control and monitor the simulation runs in load-balancing algorithms
study. A user-friendly interface may form an essential component of a relatively more
comprehensive simulation toolkit.

GridSim does not provide a relatively comprehensive built-in performance information
collection functionality. This aspect is another focus of our targeted system.

3.1.3 SimGrid
Similar to GridSim, SimGrid [Legrand et al. 2003] is another toolkit that provides core
functionalities for the evaluation of scheduling algorithms in Grid settings. Compared to
GridSim, SimGrid is simpler in terms of the complexity of scheduling entities and
resource-sharing mechanism.
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SimGrid has almost all the weaknesses that exist in GridSim, compared to the
requirements o f our targeted system. In addition, SimGrid has additional insufficiency
from the perspective o f the study of load-balancing algorithms. SimGrid explicitly defines
CPU-bound tasks. Thus the task model needs to be extended to include I/O-bound tasks.
Implemented in C language, SimGrid is procedure-oriented. Any applications or
components built on SimGrid lack of the merits of object-oriented simulation, e.g.
different level of abstraction, high reusability and scalability.

3.2 Our Work
As compared with the simulators described in the previous section, our work is driven by
the following motivation:

Our targeted simulation system aims at testing most of the load-balancing strategies
discussed in the literature. Our system can achieve this target by combining the existing
commonly used policy components, or by providing new policy scripts.

The existing load-balancing simulators are only used for some particular distributed
systems, whose characteristics were parameterized with pre-defined values. Our work is
applicable for simulating general-purpose locally distributed system. The system
environment model can be customized to simulate the real-world system.

Some previous simulators used real trace data from the log files in the simulated system
as workload, while some others are driven by the synthetic workload with the selected
assumptions of job arrival distribution and resource demands. But none of the previous
works used both kinds of workload. In order to provide more flexibility, our simulator
applies both workload generation mechanisms. The user can customize the probabilistic
distribution of workload parameters. Or the users can use real trace data to generate realworld workload with the help of particular trace parsers. In addition if special
characterization o f workload is required, our system can be combined with a specified
workload generator to meet the particular requirement.
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3.3 Thesis Statement
This thesis proposes a simulation framework, LBSim, for performance study of a wide
range of dynamic load-balancing algorithms. The design of LBSim is based on the
modeling o f distributed systems in LAN and workload characterization. The modular
design o f LBSim supports incremental development process. The pre-defined libraries in
LBSim facilitate the evaluation of different load-balancing algorithms under various
configurations for simulated system and workload.
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4. LBSIM DESIGN AND MODELING
To facilitate load-balancing algorithms studies, the design of load-balancing simulation
systems aim to emphasize the following features:
•

The hierarchical architecture of the simulation system consists of a set of modules,
which can be extended by combining with other components.

•

The simulation system can be extended with moderate effort. Addition of new
classes for extension may not affect the functionality of the existing system..

•

The architecture provides enough flexibility to apply different simulation
parameters settings and test a large range of load-balancing algorithms.

•

The components o f the simulation system can be reused by separating the
commonly-used components from the algorithm-specific components.

•

The simulation system is designed in such a way that the user can easily develop
the new algorithm prototypes and measure the performance.

Typically a simulation system attempts to mirror a real-world system in some logical way
for study of some aspects of the real world system. Our system, LBSim has been designed
to study Load balancing algorithms. Based on our study of load-balancing algorithms, the
real system would be abstracted and hypothesized into proper system models, which
would be used to develop conceptual models. The conceptual models would be translated
into simulation model specifications after validation of the theoretical model. After this
stage the experimental models would be built and operational validation can be
conducted. Chapter 5 and 6 describe the implementation and experimental procedures
respectively, while this chapter focuses on system modeling.

Our consideration of simulation modeling is summarized as follows:

■ Objectives o f Study
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The purpose of our simulation system is to evaluate and compare load-balancing
algorithms. The purpose o f the load-balancing strategies studied in our work is to
schedule coarse-grained workload to the lightly-loaded nodes in the distributed systems.
Therefore the computation unit in our problem domain is the coarse-grained job
decomposition. Basically a job consists of one or more processes. A process is a program
segment that cannot be further partitioned.

Investigation of the performance of dynamic load-balancing algorithms involves three
perspectives: the underlying distributed system, the dynamic load-balancing algorithms,
and the workload used for testing algorithms in the simulated environment.

*

Level o f Model Detail

Learning from the practice in the literature [Cao et al. 1997], we started with a moderately
detailed model. By doing so, we can avoid an excessive amount of model details, which
may turn out to be irrelevant. After the experiments of running the prototype, we can find
out the components that are required to be further refined. By taking time and effort
constraints into account, we have been applying an incremental approach in modeling the
system components. First, we designed and implemented a prototype with the models in
Figure 4 and Figure 5 in Chapter 4. Then we conducted the first experiment to validate
the implemented components. When we prepared the second and the third experiments,
more new classes are added by reusing or extending the existing classes. At the same
time, more attributes and methods are supplied to the existing classes. Then again we
conducted the experiments to validate the newly-added components. In addition, the
future model users can extend the models further to meet their requirements. The objectoriented methodology used in the system implementation fully supports this flexibility.

■

Simplified Assumptions

As the simulated system is an approximation of the actual system, simplifying
assumptions may be needed before building a model. This simplifying strategy will be
applied through the modeling procedures, which will be described in the following
sections.
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4.1 Modeling of Distributed Systems in LANs
A distributed system referred here is defined as a collection of loosely coupled processors
interconnected by a local-area network (LAN). Processors may include personal
computers, workstations, minicomputers etc. The processors may be referred to by
several names, e.g. computers, nodes, sites, computers, or hosts, depending on the context
they are mentioned. In this thesis, we use nodes to emphasize the role of an individual
computational unit in a distributed system. [Silberschatz et al. 2002]

Figure 4 illustrates the conceptual model of a distributed system connected through a
LAN. It is a simplified model designed to provide the essential components for the
purpose o f load-balancing algorithms research. The arrows in the figure indicate the
direction of the job flow, while the lines between two components show the logical links
of operations. In the first level, the model consists of three components: a Node, a LAN
and a Workload Generator.
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Figure 4 Conceptual Model of a Distributed System

A LAN is a network connecting a number of nodes. The roles of the LAN include:
transfer o f the jobs from the sender node to the receiver node, dissemination of
information from the source node(s) to the destination node(s). The jobs and information
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are delivered by the LAN in the form of Messages. The messages are queuing in the order
of First-In-First-Out (FIFO)[Zhou 1988]. The communication mechanisms can be based
on peer-to-peer (P2P), broadcast,

multicast and propagation.

The variety of

communication mechanisms is important because it facilitates the information exchange
in the process of polling and probing. And polling and probing are the necessary decision
making procedures for some load-balancing algorithms.

For distributed systems in LANs, the communication overhead incurred through
bandwidth and latency can be ignored. LANs usually have plenty of bandwidth and the
delay in network communication to nodes on the LAN can be neglected. On the other
hand, CPU time overhead o f executing communication protocols, that occurs in message
exchanges and job transfers needs to be considered. The model user can choose the
setting o f the overhead parameters: the CPU time of computing and sending out load
information, the CPU time, for both sending and receiving nodes, of transferring a job.
Although the above cost assumptions are approximate, most of the load balancing
experimental results remain valid over a wide range of overhead assumptions. [Zhou
1987]

A Workload Generator in the simulator is responsible for generating workloads, which
are denoted as jobs. The jobs generated will be placed in the Arriving Queue, waiting for
scheduling. The Scheduler is the core part for taking decision of transferring the jobs to
other nodes by applying load-balancing policies. Workload Generation and loadbalancing algorithms modeling will be described in details in the following sections.

In a node, there are second-level components: Dispatcher, Scheduler, Processor, and
three job queues, i.e. Arriving Queue, Waiting Queue and Execution Queue.

Dispatcher is responsible for keeping track of the jobs in the three queues. When a job
arrives in the node from the LAN or from the Workload Generator, the Dispatcher will
put the job into the Arriving Queue. After consulting the Scheduler, the Dispatcher will
move the job to the Waiting Queue or send it out to another node through the LAN. The .
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jobs in the Waiting Queue will be executed locally. Once the job gains the right of being
served, the job will be moved to the Execution Queue, which contains the job(s), that are
being executed. Therefore the Dispatcher has the complete local load information. The
Arriving Queue and the Waiting Queue are modeled in the mode of FCFS (First-ComeFirst-Serve), SJF (Shortest-Job-First), or priority-based. For the Execution Queue, in
addition to the three modes, the Round-Robin (RR) mode has also been implemented.
There are actually two sub-queues in the Execution Queue: a foreground queue and a
background queue. When a job is moved by the Dispatcher from the Waiting Queue, it is
appended at the trail of the foreground queue to wait for its own time quantum. After the
time quantum elapses, if the job has not been completed, it will be put into the trail of
foreground queue or background queue depending on the CPU accumulated time. The
CPU accumulated time presents how long the job has been served by the processor. If the
accumulated time is less than a configurable value, it would be in the foreground queue.
Otherwise it would be in the background queue. The above policy represents the essential
features o f most of the time-sharing systems, although realistic dispatching strategies may
be more complex [Zhou 1988].

The Scheduler is the decision maker in load-balancing algorithms. For centralized loadbalancing strategies, only one Node in the system needs to use its own Scheduler to
collect state information and make the decision of job transfer. Under decentralized loadbalancing policies, collection o f state information and decision of job transfer are done by
multiple Nodes with their own Schedulers.

A processor may be the representation of a CPU or of multiple CPUs. There are two
approaches to evaluate the computing capability of a processor: One is to model the
actual CPU speed with the respect to the memory size; The other is to use a benchmark.

Processor efficiency can be simplified as a function of speed and memory size, without
consideration of complex CPU scheduling strategies. It is because our simulation system
focuses on equalizing jobs among Nodes in the network instead of allocating CPU time
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slice to multiple jobs in a single Node. Table 1 defines the relationship of actual CPU
speed with job characteristics and memory size.

CPU Time/ Service
Time
1 0 0 -8 0

CPU Efficient Speed /
CPU Theoretical Speed
(%)

Job Characteristics (%)
I/O Time / Service Time
20 -

0 - 80
80 - 160
160 +
0 - 80
80 - 160
160 +
0 - 80
80 - 160
160 +
0 - 80
80 - 160
160 +
0 - 80
80 - 160
160 +

0

80 - 60

40 - 20

60 - 40

60 - 40

40 - 20

80 - 60

20 -

100- 80

0

Job Size/ Memory Size
90
70
50
80
60
40
70
50
30
60
40
20
50
30
10

Table 1 Actual CPU Speed as a function of the type of Job and Node Memory Size

The table can be explained with the following example:
Given a node with:
CPU theoretical speed = 500 MHz
Memory size = 256 MB
Given a job with:
Total service time = 10 s
CPU service time = 80% of total service time = 8 s
I/O time = 20% of total service time = 2 s
Size = 300 MB, then job size/ memory size = 117%
Then when this job is executed on this node, the actual CPU speed it can gain is
60% o f theoretical speed, i.e. 300 MHz.
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The above table shows the parameterization of the processor with single CPU. In the case
o f multiple CPUs, we can apply a ratio, e.g. 80%, to obtain the actual CPU speed o f a
multiple CPU system with the sum of all individual CPU speeds.

The parameters described above may be refined in the testing of experimental models.

On the other hand, one o f the most well-known benchmark, Unpack, is chosen in our
design to measure the relative computing capability of each Node. In the TOP500 project,
which aims to provide a reliable basis for tracking and detecting trends in highperformance computing, the best performance on the Linpack benchmark is used as the
performance measure for ranking the computer systems. Interested readers may refer to
[Linpack 2004] for more details. As Linpack has been widely used in the literature to
present the calculation ability of hosts, adoption of Linpack will provide a useful
approach for the model users when building the underlying simulated system.

4.2 Modeling of Dynamic Load-Balancing Algorithms
According to the decomposition of dynamic load-balancing algorithms, as specified in
section 2.5.4, our work adopts six components to construct algorithms. It is believed that
this fine decomposition may lead to higher flexibility of algorithms structures and hence
may make the system fit for most of the load-balancing algorithms more easily.

Figure 5 shows the calling order of six components when an algorithm is applied. The
initiation policy decides whether the local node, either as a sender or a receiver, is
qualified to initiate the load balancing. If the local node is qualified, the transfer policy
will check whether it is the right time to schedule a job or not. If yes, a job is chosen by
the selection policy for transfer. Before the job is sent out, the location policy would
choose partner candidates, either as a receiver or a sender. The final partner will be
decided after obtaining the acceptance from both the sender as well as the receiver. In the
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whole procedure, the information policy is used to access and maintain state knowledge
for supporting decision-making.

Initiation
Policy

Transfer
Policy

Selection
Policy

Location
Policy

Acceptance
Policy

Information
Policy

Figure 5 Calling Order of the Components of a Load-Balancing Algorithm

4.3 Modeling of

Workload for Dynamic Load-Balancing

Algorithms
In the study of performance evaluation, workload modeling is one of the most
fundamental aspects. It is because the accuracy of represented workload has a deep
impact on the results o f simulation-based performance measurement and analysis. [Ferrari
1984]

In order to measure relative load, a load index must be used. There are a variety of load
indices in the literature: CPU queue length, CPU utilization, I/O queue length, average
response time, system call rate, the amount of available memory, context-switch rate and
so on [Shivaratri et al. 1992][Kremien et al. 1992][Zhou et al. 1987].
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In the following section, load index modeling will be specified first, followed by the
sections o f workload modeling and generation approaches.

4.3.1 Load Indices in Load-Balancing Algorithms
Load indices are needed to evaluate the effectiveness of load-balancing algorithms. A
load index is used to describe the current load of a node.

The requirements for a suitable load index are that it should do the followings [Shivaratri
et al. 1992][Zhou et al. 1987]:
•

Correlate well with task response times, as the load index predicts the
performance o f a task if it is run at the particular node.

•

Be computed with low cost.

•

Able to predict the load in the near future, because the future load has more effect
on the response time than the current load does.

•

It should be stable so that the affect of the temporal load fluctuations can be
eliminated to some degree.

A load should be defined as the requirement for a collection of resources rather than the
requirement for only the processing speed of a node because a task may require services
from different resources including CPU, memory and 10 devices. In [Zhou et al. 1987],
Zhou and Ferrari applied a linear combination of resource queue lengths as a load index.
However, Kunz found that the combination of the load indices does not provide further
performance improvement over the simple index [Kunz 1991]. In [Kunz 1991], for the
purpose o f workload modeling, the loads were classified as task arrival process, processor
time requirements, I/O volume, and memory requirements. Furthermore, the following
statistical information were used as load indices: the number of tasks in the run queue, the
size of the free memory, the rate of CPU context switches, the rate of system calls, the
average number o f tasks in the run queue during the last minute, and the amount of the
free CPU time [Kunz 1991]. By conducting the experiments of load balancing with the
above six load indices separately, and with the combination of the multiple load indices in
different ways, the conclusion was drawn that a relatively-simple load index can be most
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effective in determining the performance indices of a Load balancing algorithm in a
simulator. The more complex load indices cannot help the scheduler to gain any
improvement in the mean response time [Kunz 1991]. Moreover, the requirement, that
mechanism used to measure load should impose minimal overhead [Shivaratri et al.
1992][Shen 1988], is satisfied by a simple load index.

Zhou, Ferrai [Zhou et al. 1987], and Kunz [Kunz 1991] agree that one of the most
effective indices is the CPU queue length.

Based on the studies above, the load index in our model is defined as the length of
Waiting Queue and Execution Queue. The length of Waiting Queue represents the
number o f jobs going to be executed locally in near future, while the length of the
Execution Queue represents the jobs being executed by the Processor. It is beneficial to
take the length of Waiting Queue into account when measuring the load on the Node at a
particular time, although many researchers just consider the jobs in Execution Queue. It is
because the load information should reflect the new situation after some delay due to the
overhead o f communication and computation.

The above load index model is a default adoption in our system. If the user needs to apply
other load measurement approaches, it is easy to modify with a little effort. If a much
more complex load measurement mechanism needs to be implemented, a new component
dedicated to load measurement work may be added to our system.

4.3.2 Workload Modeling
In our work, workload is defined as the set of all inputs from the users to the system
[Calzarossa et al. 1988]. The inputs include commands, programs, and data etc.
[Calzarossa et al. 1988]. Depending on the objectives of the study, the workload
characteristics may be significantly different [Calzarossa et al. 1988]. The workloads
discussed here are for LAN-based, heterogeneous, general-purpose, distributed systems.

Workloads for load balancing should meet the following basic requirements:
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•

Able to represent the loads on the resources of interest, especially the static and
dynamic behavior o f the real loads [Calzarossa et al. 1990a][Mehra et al. 1993];

•

Measurable with low cost [Mehra et al. 1993];

•

Controllable and measurable independently [Mehra et al. 1993];

•

Be repeatable and accurate [Calzarossa et al. 1993].

In a distributed system, workloads are normally heterogeneous [Krueger et al. 1991]. For
the purpose of a load-balancing study, it is very common in the literature to classify
workload into three categories: CPU-bound, I/O-bound, and balanced [Kunz 1991]. CPUbound workloads are mostly parameterized with CPU usage time (service time), job inter
arrival time etc. For I/O-bound workload, there are three types: performing all I/O locally,
performing all I/O at a single remote host, and scattering I/O randomly on the network
[Nuttall et al. 1997],

The most commonly-used parameters in modeling the workloads for load-balancing
experiments are: process service times, job inter-arrival times, migration overhead,
memory requirements, percentages of time in executing I/O, number of reallocations and
time consumed in reallocation [Dandamudi

1998] [Gomez et al. 2000] [Chapin

1996][Guyennet 1997][Kao et al. 1992][Karatza et al. 2002] [Nuttall et al. 1997]. After the
workload is generated, the status of the workload needs to be checked for the purpose of
information exchange. The workload status includes time consumed in reallocation, count
o f number of reallocations, time already spent in CPU execution, and the state of lifecycle
(e.g. running, waiting, arriving etc.) [Cao et al. 1995].

The workload can be obtained from real trace log files of some particular system, or
generated synthetically with some probability distributions. In the later case, some
assumptions of distributions of workload parameters have to be made and formulated. At
this time, some probability distributions are normally used to represent the characteristics
o f service time or job inter-arrival times of both CPU-bound and I/O-bound [Simpson et
al. 1994][Kremien et al. 1993]. The most common used distributions include: the
exponential distribution, the Poisson distribution, the uniform distribution, and so forth.
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The exponential distribution is a continuous distribution that represents an event
occurring at the rate A. The random variable T is the period until the next event happens.
The e is the base of the natural system of logarithms. The probability that the next event
will occur at any instant t, which is between 0 and
P[T < t]= l-e~ A*

, is given by:
([Garrido 2001] pp.203)

The Poisson distribution is commonly used to describe the number of discrete arrivals
over a given interval T. If an event occurs at some rate A, the probability that k events will
occur within the time interval T is given by:
P[k events in period T ] = ^ - e ~ ^

([Garrido 2001] pp.203)

In addition, the uniform distribution is often used to represent the migration overhead or
even sometimes job inter-arrival times [Karatza et al. 2002]. This kind of distribution is
used only when the bounds of random variables can be specified. Given a as the lower
limit of the random variable x, and b as the upper limit, the probability density function is
given by:
f(x )= ~

([Garrido 2001] pp.204)

In the literature, the probability distributions introduced above are normally used to
represent the characteristics of workload in the study of load balancing [Guyennet
1997][Karatza et al. 2002]. For example, in [Kunz 1991], Kunz applied Poisson process
with constant arrival and departure rates in job description. In [Calzarossa et al. 1993] and
[Calzarossa et al. 1990a], Calzarossa used Poisson process with various arrival rates
during the days to model the workloads.

However, several studies, including the ones from Harchol-Balter, Downey, Leland, and
Ott, found the above assumption of probability distributions was unrealistic [HarcholBalter et al. 1996][Leland et al. 1986]. The trace data collected by Zhou in 1988 showed
that the variance in service times and job inter-arrival times is higher than that of
exponential distribution [Zhou 1988]. On the other hand, Leland and Ott proposed their
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own distribution formulation in 1986 [Leland et al. 1986]. And this distribution
formulation was used by Nuttall and Sloman in studying the effect of dynamic load
balancing in 1997 [Nuttall et al. 1997]. Nuttal and Sloman conducted the experiments on
a particular load balancing system and drew the conclusion that the process migration can
only improve the performance of dynamic load-balancing algorithms with the CPUbound workloads that have the unrealistic distributed service times [Nuttall et al. 1997].
With the more realistic workload distribution proposed in [Leland et al. 1986], the
dynamic load-balancing algorithms rendered very low performance [Nuttall et al. 1997].

4.3.3 Workload Generation Approaches for Load Balancing Experiments

There are several approaches to obtain workloads:
•

Using traces extracted from real system. In [Cao et al. 2000] and [Zhou 1988], the job
traces from the log files were used to generate the workload to feed into the load
balancing simulation. The traces obtained from the real systems have the following
features [Gomez et al. 2000]:
o

Real traces can be obtained with lower cost.

o

The security o f systems may be compromised due to the data contained in the
trace.

o

The overhead in the real system would be high while extracting and storing
the traces.

o

There are some difficulties in ensuring that the trace represents all types of
load, that the system is likely to experience,

o
•

They are lacking in flexibility to vary parameters in sensitivity studies.

Running synthetic workload generation programs to generate artificial workloads with
some predefined probability distribution. The workloads from benchmarks and
synthetic generation programs have the following features [Gomez et al. 2000]:
o

Synthetic workloads provide greater control of experiments,

o

They can represent future workload.
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o

They are more portable since they can be generated in different patterns
tailored to certain systems,

o

Since the workload generator may make some simplifying assumption, the
evaluation based on these workloads may be unrealistic [Gomez et al.
2000] [Leland et al. 1986] [Zhou 1987].

Our simulation system provides three mechanisms to generate workloads.. First, the users
can provide the real log files from the system under study. The log files will be parsed
into trace files with some specific format. Then the trace files will be used to generate the
workload for the simulation. Secondly the workload can be generated by choosing
probability distributions for each of the workload parameters. Thirdly the user can
provide a coded workload generator. This generator can be easily combined with our
system.
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5 LBSIM IMPLEMENTATION
As explained in the previous sections, the object-oriented methodology has been applied
through the whole lifecycle of LBSim development. Object-orientation can facilitate
different levels o f abstraction, high scalability and reusability.

From the perspective o f framework, we start developing a moderate prototype by
implementing the DISMIMIC architecture as DISMIMIC is the closest work in the
literature. As a first step, the stated components in DISMIMIC have been implemented.
The framework o f DISMIMIC has been extended to support the design and implemention
of new components. On the other hand, the event package of JSim has been used to build
the event scheduling mechanism in the simulation control module of LBSim. The
relationship o f LBSim, DISMIMIC, and JSim is illustrated in the below Figure 6.

Figure 6 Relationship of LBSim, DISMIMIC and JSim

From the viewpoint of API, JSim, along with the general Java API, is used as a
foundation library o f LBSim to shorten the implementation time and provide better
quality o f facilities. It is necessary to specify that not all the packages in JSim have been
used to implement LBSim. On the contrary, only a couple of packages in JSim have been
chosen based on the need of LBSim, e.g. statistic, queue, event and variate utilities.
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The classes in statistic package provide functionalities to collect, analyze, and report
results of simulation runs. The classes in queue implement list management utilities. The
variate package provides random number generator and commonly-used random variate
generators. The event package supplies essential classes for implementing event
scheduling simulation paradigm. [Zhang 1997]. At the same time, the selected classes in
JSim are verified by comparing with the documentation and the source codes.
Furthermore, some classes need to be modified or extended to fulfill the particular
requirements o f LBSim. Figure 7 describes the relationship of LBSim, JSim and Java
API.

Figure 7 Relationship of LBSim, JSim and Java API

As can be seen from Figure 8, LBSim consists of three fundamental use cases.
Accordingly, there are three essential modules, besides a GUI module, in LBSim:
Simulation Configuration, Simulation Execution Control, and Performance Report.
Figure 9 illustrates a complete run o f LBSim. In the following sections, each module will
be described.
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5.1 Configuration Module
In configuration module, there are four major use cases: Network Configuration, Node
Configuration, Workload Configuration, and Load-Balancing Algorithm Configuration,
as shown in Figure 10. Each major use case can be divided into some sub use cases. The
workflow of configuration module is illustrated in Figure 11. The network can be
configured as a homogeneous or a heterogeneous system. Consequently, the nodes can be
set with the same or different parameters. When the workload is configured, two options
are provided: generating synthetic workload by using probability distributions for every
workload parameter, or generating workload from real trace data by parsing. A loadbalancing algorithm can be divided into a number of components, as described in the
previous section. An algorithm, therefore, can be configured in each component. On the
other hand, the separated codes stored in the profile can also be chosen.
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In the configuration module, the entity classes of LBSim start being used. Entity Classes
are actually persistent entities that define the essence of LBSim, and may be used
throughout LBSim. The entity classes should be defined in a question domain, i.e. LBSim
environment in our case. A Domain Model is a presentation of real-world conceptual
classes, i.e. an abstraction o f LBSim. In Figure 12, the entity classes are described in the

52

R eproduced with perm ission o f the copyright owner. F urther reproduction prohibited w itho ut perm ission.

domain model of LBSim. The line with empty arrow means generation. Generation
shows

the

super-sub

class

relation.

For

example,

TraceWLGenrator

and

ProbWLGenerator are both sub classes of WorkloadGenerator. The line with empty
diamond presents aggregation. Aggregation means “whole-part” relations. ProcessorList,
for instance, consists of a number of Processors. In order to provide more flexibility, an
execution queue in a node can be implemented as a FIFO queue or multilevel queues
consisting of front queue and back queue, as specified in the previous section.
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Figure 12 Domain Model of LBSim

5.2 Execution Control Module
As can be seen from Figure 13, execution control module has four use cases. The
workflow o f this module is shown in Figure 14. The simulation speed can be increased so
that the simulation can run faster. Or the speed can be reduced in order to monitor each
event generated. The simulation may be run in two modes: Debug and Normal. In the
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Debug mode, there is detailed output on the screen. In the Normal mode, there is almost
no output except the message showing the completion of the run. In this mode, LBSim
can be run faster and use the resources of the computer, on which LBSim is running,
sparingly.

Speed Control

Pause/Continue

Stop

Figure 13 Use Case of Execution Control Module of LBSim
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LBSim is implemented from the worldview of event scheduling. The simulation
execution control module uses a Future Event List (FEL) to find the next imminent event
and then invokes the corresponding event routine. Correspondingly, a virtual-time
advancing mechanism is adopted for the simulation execution control. The virtual time
clock is a way to bridge the gap between one event and another assuming no other event
happens in the gaps. After an imminent event is taken out from FEL, the clock value will
jump to the time at which that event is due to occur. When executing the current event, a
series of future events may be generated and stored in FEL. This type of mechanism
makes the execution o f LBSim proceed from one state to the next.

In Figure 15, the entity classes of execution control module are defined in the domain
model of this module. In FEL, the events may be included, depending on how a loadbalancing algorithm is defined in LBAlgorithmConfig.
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Figure 15 Domain Model of Execution Control Module in LBSim

5.3 Performance Report Module
The performance report module is the simplest of the three modules. When the LBSim is
running, the statistical data are stored in the classes. After the completion of the run, the
LBSim will generate the detailed reports by using the process of statistic data from the
perspectives o f the overall system and the individual nodes.

There are, therefore, two basic use cases in this module, as shown in Figure 16. The
useful statistical data includes the averages of job response times, waiting times,
execution times, system throughputs or node throughputs, CPU utilization. In order to
study the variety o f some performance index, the standard deviations of relative index are
also provided.
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In implementation o f LBSim, two types of statistical data are recorded during a
simulation run: observational data and time-persistent data. The observational data are
equally weighted and do not persist over a period of time. The formula for calculating the
mean of observation statistical data is:
n

x = 1 /n ^ x i
;'=0

The sampling of observational data is triggered by significant events. For example, when
a job enters an execution queue from a waiting queue, the virtual-time value is sampled
from the event scheduler. The time value can be used to calculate this job’s waiting time
and execution time.

The other type o f statistical data is time-persistent data, which persist over a period of
time and are weighted by the period of time they last. The formula of computing the mean
of time-persistent data is as follows:
x = l / T ^ x itl
i=0

The sampling of time-persistent data is triggered by a change of value of time-persistent
data. For instance, when a job is removed from an execution queue, the length of the
execution queue and the length of time for which this queue length persisted are recorded.
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The performance indexes sampled from an iteration o f LBSim include:
•

Job completed count

•

Job completion time

•

System/Node throughput

• Mean and standard deviation of job response time
• Minimum and maximum job response time
• Mean and standard deviation of CPU utilization
• Mean and standard deviation of job waiting time
• Mean and standard deviation of job execution time

5.4 Consideration of Extendibility and Maintenance
In order to fulfill the requirements of extendibility and maintenance, object-oriented
methodology, including inheritance, polymorphism, encapsulation, is applied in the
implementation of LBSim. With inheritance, subclasses can inherit the attributes and
methods o f super classes and implement the concrete behaviour of interfaces. With
polymorphism, the codes in super classes still work well without any change if new
subclasses or new classes implementing the interface are added. With encapsulation, the
concrete implementation can be hidden from the other classes, which only need to know
the contract of this specific class without the knowledge of the behaviour details. On the
other hand, the called classes can be changed without acknowledging the calling classes.
The object-oriented programming style is applied in the whole phase of implementation.
Some examples are provided as follows.

The interface WorkloadGenerator is implemented by the class ProbWorkloadGen and the
class Trace WorkloadGen for synthetic workload generation and workload generation
from real trace data, respectively. Obviously, new classes for workload generation can
also be added in by implementing the interface WorkloadGenreator again. For the real
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trace data from different sources, an unlimited number of workload parsers can be
combined by implementing the interface WorkloadParser.

The class Network has a number of methods to present the behaviour, which is being
currently validated. New attributes and methods can be added in for future use without
any changes in the existing code in Network. The class Node can be implemented as a
peer-to-peer node, a server, or a client. These three types of nodes have common
attributes and methods, while they have their own specific attributes and methods. If
needed, other types o f nodes can be defined. Similarly, the class Dispatcher is also
implemented in different ways to address the various dispatching policies. So far, a
number o f queues are defined as FIFO, priority-base, and Round-Robin. Other types of
queuing policies can be described by adding new queues.

LBSim is an event-driven simulation system. The implementation of load-balancing
algorithms relies on extending the class Event. For each algorithm, a number of concrete
events are generated to control the load-balancing behaviour by calling the methods in the
classes that define the simulated system and the workload, used in the simulation. When a
new algorithm is needed, some events can be implemented by extending the class Event
without any changes to the other subclasses of Event.

Actually the extendibility has been practised throughout the three experiments as
described in the coming sections.

Some design patterns are applied to specify the level of abstractions and focus more on
the reuse o f recurring architectural design themes, e.g. a Factory pattern is used when the
class ProbWorkloadGen is requested to return an instance of distribution function class
for each parameter o f synthetic workload: The classes for a range of random number
generation with different distributions have a common super class Variate. The class
DistributionFactory returns an instance of those classes, depending on the parameters for
the probability distributions that are selected by a model user. In this Factory pattern, the
class ProbWorkloadGen has no knowledge about which class will be created. It will be
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beneficial in the long time. If the implementation details in the random number generation
classes are modified, or more classes for random number generation are added into
LBSim in future, ProbWrokloadGen does not need to know anything about that. [Cooper
1998]
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6.

EXPERIMENTS

FOR

LBSIM

VALIDATION

AND

VERIFICATION
The validation procedure is to assure that the simulation model is a valid representation of
the real-world system for the objective of studying load-balancing algorithms. If the
simulation model is valid, the simulator can be used in experiments to study the features
of the simulated algorithms in a cost-effective manner.

Verification is the procedure to determine that the simulation model has been correctly
translated into the computer program. While verifying LBSim system, the program may
be modified. By testing and debugging the important components before the
implementation of the whole system, the fatal problems in the design would be more
easily found out and the detail of model level may be modified.

When discussing the paradigms of model validation and verification, the simplified
version of the model process in Figure 17 is normally used.
Problem Entity
(System!

CMccptttl

Model

Validation
%
.

Validity

Computerized
Model

\A

^Computer Programming
™ and! Implestentatton

1
t

Conceptual
Model

Model
Verification

Figure 17 Simplified Version of the Modeling Process ([Sargent 2001] pp.108)

62

R eproduced with perm ission o f the copyright owner. F urther reproduction prohibited w itho ut perm ission.

Conceptual model validation is defined as determining the reasonable correctness of the
theories and assumptions underlying the conceptual model. The primary validation
techniques used in conceptual model validation are trace validity (explained later) with
the support from experts on the problem entity. Data validation is defined as the process
o f determining that the data needed for model building, evaluation and testing are
adequate and correct. It has been claimed that there is not much that can be done to ensure
this kind of data quality [Sargent 2001]. For data validation and conceptual model
validation, we must rely on the theory and expertise in the field of load-balancing
simulation. This has been done in the previous chapters in the form of theory validation.
Computerized model verification is defined as assuring the correctness of programming
and implementation o f the conceptual model. This can be achieved with the regular
verification techniques in software engineering. Some commonly-used verification
techniques, including black-box and white-box testing, have been practised in the whole
lifecycle of LBSim prototype development. Operational validation is defined as
determining the simulation model’s output behaviour has enough accuracy required for
the model’s intended purpose in the problem domain. In fact, this is where much of the
validation and testing and evaluation take place [Sargent 2001]. Our experiments,
described in this Chapter, focus on this process.

We reviewed the simulation program with the documentations in software design. This
procedure is normally called structured walk-through. This step could help to keep the
consistency between the processes in software engineering.

There are a number o f papers in the literature focusing on the performance measurement
and analysis o f load-balancing algorithms. We ran the simulation system with the same
algorithms to obtain the output, and then compared the results with the ones in the
previous papers. Intuitively, we can check the credibility of the results by comparing the
visual experiments figures. In addition, in the running of the simulation system, the trace,
i.e. the data of the system status, can be printed out. By tracing these data, we can make
sure that the system was run in a proper mode, followed the right paths, and produced the
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output close to the theoretical values. Although it is difficult to force the system to run
through each possible path thoroughly, it is still very helpful to find out the defects in the
most normal situations and extreme conditions by setting particular parameters, as
described in the degenerate tests.

In order to access the degree of similarity of the simulated system and the actual system
in the real world, we applied a statistical approach, Correlated Inspection Approach [Law
et al. 2001], in comparing existing experiments results and our simulation output. This
approach is useful in the situation with strict limitation on the amount of data available.
We ran the simulation system with historical input data that were used in the previous
experiments, then compared the difference between the simulation output and the existing
experiments results. This will be illustrated in our experiments description.

In the literature, there are a number of techniques for model validation and verification.
The following techniques were selected in our experiments for validating and verifying
the sub-models and the overall model.

•

Comparison with Other Models with Historical Data Validation:

The performance results o f our experimental models were compared with the ones that
have been validated. The compared validated models are from two papers: [Zhou 1988]
and [Karatza et al. 2002]. The first paper is actually one of the milestone papers in the
field o f performance study of load-balancing algorithm. The simulation model in that
paper is driven by the real trace data. To further validate our experimental model with the
distribution assumption for synthetic workload and different model configuration, the
validated model in [Karatza 2003] was adopted. In the experiments, the historical
parameters would be used to configure our experimental model to build similar
environments as in the two papers. Then the results data, e.g. the relative performance
improvement between the particular algorithms, would be used to determine whether the
experimental model behaved as the validated model did. These two experiments will be
described in the following sections.
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•

Operational Performance Displays:

In the Graphical User Interface (GUI) of our simulation system, there is a panel showing
performance measurement data, which are changing during the runtime. During each
model iteration, the system displays the corresponding model behaviour when applying
different load-balancing algorithms. The following two figures show the difference of the
performance before and after applying the LOWEST algorithm (This algorithm will be
explained in section 6.1.1.), respectively. In this run, there are two nodes in the network.
Node 0 has 10 jobs while Node 1 has 50 jobs. Therefore the load is highly unbalanced.
Figure 18 shows the performance display when running without any load-balancing
algorithm. After adopting LOWEST algorithm, the system performance is improved,
which is shown in Figure 19. The jobs completed in Node 0 increased from 10 to 34 via
sharing the load o f Node 1. The system throughput increased from 0.24 jobs/s to 0.35
jobs/s. The average response time decrease from 56s to 49s. Other performance metrics
also tell the merits of load balancing.
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Figure 18 Screenshot of Performance Display before Load-Balancing Algorithms
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Figure 19 Screenshot of Performance Display after Applying LOWEST Algorithm

•

Sensitivity Analysis and Tuning Tests:

In our experiments, a set o f parameters would be tuned to determine the degree of effect
on the model’s outputs. And these outputs would be compared with the validated models
to see whether the same or similar relationships between parameters and outputs occur. In
the following sections, there are specific tests on parameter sensitivity.

•

Degenerate Tests:

With the appropriate selection and combination of parameters, the degeneracy of the
model behaviours can be tested. When conducting the degenerate tests, some extreme
conditions may be reached, which should deserve more attention. While the complete
illustration of the degenerate tests is beyond the scope of our work, the following test
cases are some of the examples.
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(a) When the inter-arrival time decreases, the average job’s waiting time will be
increased. Table 1 shows the scenario of a network with two nodes without load
balancing. Node 0 has 10 jobs and Node 1 has 50 jobs.
CPU Demand Time (s)

Inter-arrival Time (s)

Average Waiting Time (s)

5

1

54

5

0.5

62

5

0.1

70

Table 2 Effect of Inter-Arrival Time on Average Waiting Time

(b) The threshold of CPU time should be in the range of CPU time demand of all jobs.
Otherwise the effect o f threshold on the load-balancing policies will be eliminated. Table
3 shows a scenario, similar to that of the above test case, except that the LOWEST loadbalancing algorithm has been used. The threshold of CPU decides which jobs are eligible
for transfer. Since all the jobs have the CPU time demand as 5s, the choice of threshold
values, from Os to 5s will have the same result on the system performance. When the
threshold comes to 6s, however, the system performance remains the same as that without
any load-balancing algorithm. It is because no job is eligible for transfer in this case.

CPU Demand

Inter-arrival

Threshold of CPU

Average Response

Time (s)

Time (s)

Time (s)

Time (s)

5

1

0

51

5

1

1

51

5

1

5

51

5

1

6

55

Table 3 Effect of Threshold of CPU Time on Average Response Time

•

Event and Trace Validity:

The effect o f the occurrences of events in our experimental model was compared with the
one in the corresponding validated model from the literature. By checking the log files,
which were generated as the simulation output, the trace that reflected the sequences and
type o f events can be verified. Figure 20 shows a snapshot of the events generated when
running LOWEST algorithm. At the 46th second, Job 45 arrived at the Arriving Queue of
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Node 1. After load balancing consideration, it was decided that Job 45 would be executed
locally and moved from the Arriving Queue to the Waiting Queue. At the 47th second, Job
17 completed its CPU service time and was removed from the Execution Queue to the ‘
Other Queue for 10 service, which was supposed to be finished after 1 second. At the
same time, since the Execution Queue was empty, Job 18 was moved from the Waiting
Queue to the Execution Queue. Job 18 could finish CPU service in 5 seconds. Also at the
4th second, Job 46 arrived at Node 1. This time, Job 46 was eligible for transfer. Therefore
a polling event was generated in order to find out the most lightly-loaded node as the
receiver.

-

T he event with ID: 45 is occurring at 46.0--------------------Job Arrive Arriving Queue Event at: 46.0
Job 45 added to Arriving Queue
In Node: 1
Make Job Transfer Decision Event scheduled to occur right now,
i.e.: 46.0

------- The event with ID: 189 is occurring at 46.0------------Make Job Transfer Decision Event at: 46.0
**Now making decision for Job: 45
Job 45 removed from Arriving Queue
Job 45 added to Waiting Queue
------- The event with ID: 165 is occurring at 47.0------------Job CPU Time Finish Event a t : 47.0
Job 17 removed from Execution Queue
Job 17 added to Other Queue
Job 17 Other Time Finish Event scheduled to occur at: 48.0
Job 18 removed from Waiting Queue
Job 18 added to Execution Queue
Job 18 CPU Time Finish Event scheduled to occur at: 52.0
------- The event with ID: 46 is occurring at 47.0-------------Job Arrive Arriving Queue Event a t : 47.0
Job 46 added to Arriving Queue
In Node: 1
Make Job Transfer Decision Event scheduled to occur right now,
i . e . : 47.0
------- The event with ID: 192 is occurring at 47.0------------Make Job Transfer Decision Event at: 47.0
**Now making decision for Job: 46
Process Polling Request Event trigger by Node: 1 scheduled to
occur at: 47.0

Figure 20 Trace Extracted from the Events Generated in Running the LOWEST Algorithm
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•

Internal Validity:

In order to ensure the consistency of our model’s results, a number of simulation runs !
with similar parameter sets were made for each of the tests. If there is a large amount of
variability in the results, the results are questionable. Then we need to find out the defects
in our experimental model. This policy was applied throughout our tests. For instance,
when five algorithms were compared in Experiment 1, the best performance of each
algorithm was achieved by adjusting the configurable parameters. From the observation
of the parameter sets, it is found that there has been consistency existing in the change
pattern of the parameter values. Our experimental model, therefore, can be claimed as
validated from the viewpoint of consistency of interval behaviour.

6.1 Experiment 1: Operational Validation using Five Algorithms
with Real Trace Data
We conducted an experiment of operational validation by comparing our simulation
models with the existing validated models in [Zhou 1988]. The simulation environment
was customized according to the design in the validated models. Five load-balancing
algorithms, which were tested in [Zhou 1988], were simulated with real trace data. Their
performance parameter sensitivity results were measured and compared with the ones in
[Zhou 1988],

In this experiment, the components of the simulator, which were validated, include:
•

Workload generation with real trace files;

•

Peer-to-peer architecture of the simulated system;

•

Combination o f load-balancing algorithm components to form the five tested
algorithms;

•

Round-Robin dispatching policy in local node;

•

Average and standard deviation of response time and/or turn-around time, average
CPU utilization, from the viewpoint o f system and individual nodes.
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Table 4 illustrates the notation and the metrics used in this experiment.
Notations
T,
Tcnu
P
L,
R
N
E
I
X
l/n
RT

A

Meaning
Local load threshold (job)
Job execution time threshold (s)
Load status exchange period (s)
Nodes polling limit (node)
Job reservation limit (node)
Number of nodes in a system (node)
CPU execution time required by a job (s)
Immobility factor (%)
Mean arrival rate of all jobs (job/s)
Mean CPU time demand (s)
Mean response time of all jobs (s)
Load difference

Table 4 Notation Used in Experiment 1

6.1.1 Load-Balancing Algorithms Tested
Five algorithms were selected for the purpose of representing a reasonable collection of
algorithms in the literature and being implemented with moderate effort. The algorithms
include both sender-initiative and receiver-initiative algorithms. In addition the selected
algorithms have both periodic and on-demand load information exchanges. In terms of
job placement range, system-wide selection, selection from a subset and random selection
are represented. The algorithms are described as follows:
• GLOBAL'. One o f the nodes works as a Load Information Center (LIC). LIC
periodically receives load update information, load vector, from all the other nodes
and broadcasts it to all the nodes. If the load of a node is the same as that sent out last
time, no update needs to be sent to the LIC. A local node will search the load vector
for a node with the lowest load. If this load is lower than the local load by A or more,
the job is sent to that node. If several nodes have the same load, one of them is
selected arbitrarily.
• CENTRAL: The LIC not only plays the role of load information management as in the
cases of GLOBAL, but also makes the decision for job placement. When a node
decides that a local job is eligible for transfer after checking the load vector, it sends a
request to the LIC. The LIC chooses a node with the lowest load and informs the
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originating node to send out the job. At the same time, LIC updates the load vector by
increasing the destination node’s load by 1 and deducting the source node’s load by 1.
The above two algorithms introduce a larger communication overhead than the following
three ones because of the system-wide load information exchanges.
•

RANDOM: Only local load information is used in this algorithm. When a job is
decided to be eligible for transfer, it is sent to a randomly selected node.

•

LOWEST: When a job is eligible for transfer, a number of nodes equal to Lp ( the
polling limit), are polled and the most lightly-loaded node, out of the polled nodes,
would be chosen.

•

RESERVE: This is a server-initiative algorithm. After a job is generated, the local load
is checked. If the load is below the threshold J>, the node probes other hosts, whose
load is above 7/ to register up to R reservations. The outstanding reservations are
stored in a stack in the receiver node. When a job is eligible for transfer, the top
reservation on the stack is used. The job is then sent from the sender node that made
the most recent reservation. Before sending out the job, the sender node would probe
the potential receiver node to check the most updated load. The reservation and the
corresponding transfer will be cancelled if either one of the two things happens: The
sender node’s load drops below 7), or the receiver node’s load reaches above 7).

For the purpose of comparison, a boundary case, NOLB, was also applied.
•

NOLB: No load-balancing strategy is used. All generated jobs are executed
locally.

The performance metrics of different algorithms would be normalized with respect to
those o f NOLB to study the comparison between the validated models and experimental
models.

6.1.2 Simplifying Assumptions
Based on the measurements of the real system in [Zhou 1988], some necessary
simplifying assumptions were made by Zhou. And these assumptions are similar in both
existing validated models and experimental models. They are explained as follows:
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Previous research in the literature showed the most contended resource in time-sharing
systems is CPU. There is usually plenty of main memory, and therefore time spent in
paging and process swapping is small enough to be ignored. Accordingly, only CPU and
disk I/O were modeled when considering service time for jobs. Based on the observation
o f the real systems, the level of contention at the disks is low and hence no queuing
delays are expected. So there are only process delays in I/O disk operations, which are
assumed to spread throughout the execution of each job. A delay of 30ms is assumed
approximately for each I/O operation based on the results of measurements on the real
system. [Zhou 1988]

The existence of dedicated file servers was assumed in the network of workstations. The
files, therefore, did not need to be moved with the jobs. Hence the cost of accessing data
and programs are almost the same for all the nodes.

In LANs, network latency can be ignored and hence only CPU time overhead spent in
processing communication protocols may be considered. The communication overhead
may be assumed to be a constant. With these assumptions, it was found by Zhou that the
performance results in the models turned out to be valid, over a wide range of variation of
other parameters [Zhou 1987]. In our work, the similar assumption of communication
overhead has been used in the experimental model.

6.1.3 Workloads Characterization
The trace files we used in our experiments were from a network of six identical
workstations served by DEC Server 5000/240 running Unix in University of California,
Berkeley. The same trace files were used in [Harchol et al. 1996], which gained the award
o f “Winner o f SIGMETRICS Best Paper Award for Integrating Systems and Theory”.
The simulators in [Harchol et al. 1996] were driven by these trace data to run the
experiments of various migration polices of load balancing.
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The trace data were collected, by Harchol-Balter and Downey, from 9am to 5pm of six
daytime intervals. The workload generated from the trace data, therefore, can be
considered as representative of moderate to heavy workload in normal working hours.

Each job in the files is in the following format:
<job arrival time, node number, jo b service time>

Since there were only six workstations in the real system, the node number varied from 0
to 5. In order to simulate the validated models in [Zhou 1988], we had to regenerate the
workload from the experimental trace data using the characteristics of trace data in the
validated models. The trace data consist of about 180,000 jobs. In our experiments, we
need to simulate a system with up to 49 nodes. Therefore each node will have about 3,600
jobs available as a maximum.

On the other hand, the trace data used in the validated model were initiated from one
VAX-11/780 host running Berkeley Unix 4.3 BSD. Totally 49 sessions of trace in normal
working hours were collected. Each node was fed with one session of trace [Zhou 1988].
It means that workload provided to each node had similar characteristics, with small
variance incurred from the different sessions of trace collection.

In order to make the pattern of the workload used in our experiments close to the one in
the validated model, we process the original trace data as follows: We first divide the
whole trace data into 3600 sections. For each node, one job is chosen randomly from each
section to add to the trace file of this node. Therefore each node will have 3600 jobs. And
the trace data o f all the nodes will have a similar pattern. In order to make the statistical
features of the generated workloads close to those in the validated model, after the
workloads have been generated from the trace data, the execution time and inter-arrival
time of each job will be multiplied by two different factors, respectively. The factors have
been tuned by running the simulation a number of times before they give the target values
o f the execution time and inter-arrival time of all the generated jobs.
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Table 5 shows the basic statistical features of the workload used in Experiment 1. Unless
specified, these statistics of workload will be used throughout this experiment.
Parameters

Meaning

K
N,
N,0
Tio

Number o f nodes in a system
Number of jobs in a run
Number o f I/O operations per job
I/O execution time required by an I/O
operation
CPU time demand threshold
Total job service time

Tcpu
T

1/k

Average CPU utilization without load
balancing
Job inter-arrival time

P

Load exchange period

U cpu

Values in
Experimental
Models
1-49
500-3600
Mean=18
30ms'2
T * 63%
Mean= 1.49s
SD=18.23s
63%

Mean=2.37s
SD=9.58s

Table 5 Basic Statistics of W orkload in Experim ent 1
*1 SD: Standard Deviation
*2 30ms is assumed for each I/O operation based on results measured on the real systems underlying in the
validated model [Zhou 1988].

6.1.4 Model Structure
The experiment used the model of distributed systems in LANs described in Figure 4 in
section 4.1. In the CPU dispatcher model, a Round-Robin dispatching policy was adopted
in running the Execution Queue. The time quantum was 100ms, the same as in most of
the Unix systems. The modeling details were described in section 4.1. When a job gets
its first time quantum, it will be put at the trail of background queue if the accumulated
CPU time, Ta, is larger than 500ms. Or it will be kept in the foreground queue. To avoid
job starvation, the value of Ta needs to be adjusted so that at least 60% of jobs can be
completed within one quantum.

6.1.5 Algorithm Performance Comparison
In the experiment, a large number of simulation runs are conducted in order to gain the
best performance data. Therefore, what we were trying to compare were actually the best
algorithm performance achievable in our models.
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In this section, five algorithms described in the previous sections are tested. The mean
response times of all the jobs in the system, normalized with the ones in the case of
NoLB, are measured and compared with the ones in the validated model. In the following
figures, the “compared “performances mean the performances gain from the validated
model in [Zhou 1988], while the “tested” performances refer the ones from our tests on
the experimental models.

Comparing our experiment results in Figure 22 with the ones from the validated model in
Figure 21, we find that the tested algorithms performances have a pattern similar to the
ones in the validated model. The mean response time decreased more when there is small
number o f nodes in the system. While when the node number is more than 14, the
performance improves very little. Among the five tested algorithms, CENTRAL and
LOWEST show the best performance, due to the small overhead of communication,
especially for a large system. On the other hand, RANDOM gains the least performance
improvement due to the lack of load information.
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Figure 21 Normalized Response Time with Different System Sizes in the Validated Model

75

R eproduced with perm ission o f the copyright owner. F urther reproduction prohibited w itho ut perm ission.

Tested Algorithms Performance
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Figure 22 Normalized Response Time with Different System Sizes in the Experimental Model

In order to compare the measurement from the experimental model with the ones from the
validated model, mean response time of each algorithm is compared individually, as
shown from Figure 23 to Figure 27. At the same time, the tunable parameters relative to
each algorithm are specified from Table 6 to Table 10, respectively.
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Figure 23 Normalized Mean Response Time with GLOBAL
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Parameters for Best Performance with GLOBAL

Node Count

P

"Hoad

Tcpu

A

2

0.5

2

0.25

2

4

0.5
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0.25

1
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1
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1
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3
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3

2

1

1
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3

2

1

1
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3

2

1

1
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3.5

2

1

1

Table 6 Parameters for Best Performance with GLOBAL
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Figure 24 Normalized Mean Response Time with CENTRAL
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Parameters for Best Performance with CENTRAL

Node Count
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Table 7 Parameters for Best Performance with CENTRAL

RANDOM Performance
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Figure 25 Normalized Mean Response Time with RANDOM
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—I

Parameters for Best Performance with RANDOM
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Table 8 Parameters for Best Performance with RANDOM

LOWEST Performance
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Figure 26 Normalized Mean Response Time with LOWEST
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Parameters for Best Performance with LOWEST
Node Count
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Table 9 Parameters for Best Performance with LOWEST

RESERVE Performance
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RESERVE
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Figure 27 Normalized Mean Response Time with RESERVE
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Parameters for Best Performance with RESERVE
Node Count
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Table 10 Parameters for Best Performance with RESERVE

6.1.6 Effect of System Load
In order to study the effect of system load on the performance of load-balancing
algorithms, we constructed a system with seven nodes under various load conditions. The
system load level is measured as the average CPU utilization. The three values of CPU
utilization, 50%, 60% and 70% are achieved by multiplying the job inter-arrival times by
three different factors, which should be tuned by running the prototype a number of times
and by monitoring the CPU utilization values in the case of NoLB. Such a limited range
o f modification to the job stream can retain the basic job characteristics. Under the same
load level, the prototype is also run with GLOBAL and LOWEST algorithms,
respectively.

Figure 28 shows the result of this experiment. It is easy to conclude that both loadbalancing algorithms improve the performance in the range of load levels. Furthermore,
performance improvement increases with the system load. This observation conforms to
the previous conclusion, i.e, within some range, the heavier the system load is, the more is
the need for load balancing.
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Effect of Sysytem Load on Algorithm Performance

NoLB
—■— GLOBAL
LOWEST

50%

60%

70%

CPU Utilization

Figure 28 Mean Response Time under Different Load Levels

6.1.7 Parameter Sensitivity
There are a number o f adjustable parameters in load-balancing policies. These parameters
may have different effect on the performance of load-balancing algorithms. As it is
impractical to test all the parameters for the five algorithms, two parameters, load
exchange period P and CPU time demand threshold Tcpu are selected to explore the
sensitivity.

In the experiment, we found that these two parameters are typically representative. Load
exchange period P has a significant influence on the performance, while

CPU

time

demand threshold Tcpu has a weak effect. Figure 29 shows the scenario of system with
seven nodes, applying GLOBAL algorithm with local load threshold Ti fixed at 1. If P is
lower than 2, the performance is lower due to the high communication overhead. When P
is higher than 2, the performance also suffers since the load information is out of date. In
this case, the larger is the value of P, the worse is the performance. On the other hand, it
is observed that the above performance trends stand under different Tcpu values. With a
particular P value, different Tcpu values bring very close mean response time. All these
conclusions come very close to the ones in the validated model, as shown in Figure 30. In
the validated model, fourteen, instead of seven, nodes were set in the system. There
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would be higher communication overhead when running the GLOBAL algorithm due to
the bigger number of the nodes. Therefore the performance was the best when the P
equaled to 3 instead of 2.

Tested Effect of Load Exchange Period on
Performance

-Tcpu=0.25
-Tcpu=1.0
Tcpu=3.0

Load Exchange Period

Figure 29 Effect of P and Tcpu on Performance of GLOBAL Algorithm in the Experimental Model

Compared Effect of Load Exchange Period on
Performance

-♦— Tcpu=0.25
-■—Tcpu=1.0
Tcpu=3.0

Load Exchange Period

Figure 30 Effect of P and Tcpu on Performance of GLOBAL Algorithm in the Validated Model
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6.1.8 Effect of Immobile Jobs
Immobile jobs are defined as the jobs that have to be executed locally. Theoretically, the
higher is the immobile ratio, the less jobs are eligible to transfer.

The system is

configured with 4 nodes. When no load balancing is applied, the mean response time is
4.87s. With each immobile ratio, a run with LOWEST algorithm is conducted. Obviously,
when the immobile ratio is set to 100%, the response time would be the same as NoLB.
The performance is improved the most with the immobile ratio as 0%.

These two

boundary cases are instructive when validating the model. From the comparison between
Figure 31 and Figure 32, we can claim the validity of the effect of immobile jobs in our
model.
Compared Effect of Immobile Ratio on Performance
6.00

3.00

.......... ...... ...............
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—
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Figure 31 Effect of Immobile Ratio on Mean Response Time in Validated Model

Tested Effect of Immobile Ratio on Performance
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Figure 32 Effect of Immobile Ratio on Mean Response Time in Experimental Model
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6.1.9 Impact on Individual Nodes
In contrast to the test in section 6.1.5, the experiment in this section focuses on the effect
of load balancing on the individual nodes. Since it is usual in the real world that the nodes
in a system have different load level, we need to simulate this scenario and study the
impact of load balancing on the performance improvement.

In Figure 33, a system with seven nodes is configured with the CPU utilization values
gained from the validated model. The required CPU utilization is within the range of 50%
to 75% and achieved by multiplying the job inter-arrival times with several factors,
respectively. The factors have been configured by running the prototype a number of
times before the expected CPU utilizations are reached. Then the prototype is run in the
case of NoLB and LOWEST. The result in Figure 35 demonstrates that the performances
of all the nodes have been improved and the nodes under heavy loads have greater
improvements. This conforms to the result from the validated model, as can be observed
in Figure 34.

Node CPU Utilization
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Figure 33 Node CPU Utilization under Different Load Levels
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Compared Response Time of Individual
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Figure 34 Mean Response Times of Individual Nodes in the Validated Model

Tested Response Time of Individual Nodes
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Figure 35 Mean Response Times of Individual Nodes in the Experimental Model

The other measurements, standard deviations of response times in each node, are also
calculated to confirm that the load balancing also helps in terms of better predictability.
Similarly, as seen in Figure 37, load-balancing algorithm can greatly reduce the
fluctuation of the response time of each job. The heavier load the nodes have, the more
benefits the nodes will gain. This beneficial effect of load balancing conforms to the
conclusion in the validated model. The compared result from the validated model is
shown in Figure 36.
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Figure 36 Standard Deviations of Response Times for Individual Nodes in the Validated Model
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Figure 37 Standard Deviation of Response Time for Individual Nodes in the Experimental Model

Zhou claimed in [Zhou 1988] that the improvement in the mean and standard deviation of
response times were found to be more drastic when the system load was higher, and/or
the host loads more imbalanced. The following test is conducted to prove this statement.
The system is configured similar to the previous test except that the CPU utilization
values falls in a bigger range, i.e. from 38% to 82%, as showed in Figure 38.
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Figure 38 Node CPU Utilization under Different Levels in a System with Higher and More
Imbalanced Loads

In this case, the improvement of mean response times of the individual nodes, as shown
in Figure 39, is greater than that in Figure 35. Also, it can be seen from Figure 40 that the
fluctuation o f the response times is reduced more drastically, as compared with the results
in Figure 37.
All these data support very well the claim made by Zhou.
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Figure 39 Mean Response Times of Individual Nodes in a System with Higher and More Imbalanced
Loads
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Figure 40 Standard Deviation of Response Time for Individual Nodes in a System with Higher and
More Imbalanced Loads

6.2 Experiment 2: Operational Validation with Hybrid and Eager
Algorithms
In order to further validate other components in LBSim, two load-balancing algorithms,
Hybrid [Gan 2003] and Eager [Eager et al. 1986], are tested. The components to be
validated include:
•

Workload generation from real trace files with consideration o f task dependency;

•

Client/Server architecture o f the simulated system;

•

Load-balancing algorithm scripts from the profile.

The Hybrid Load balancing Algorithm for Coarse-Grained Applications is a centralized
load-balancing algorithm implemented by Gan in [Gan 2003]. The server can decompose
each arriving application into tasks with the consideration of interdependency among
tasks. The server then sends all the tasks from a single application to the estimated lightloaded client. If a client cannot continue with processing a task, because of the
interdependency restriction, it will notify the server. The server will search for the parent
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task in another client. Periodically, the server will collect information about load from the
clients and recalculate their capability of processing the tasks because the service rate of
each client may change dynamically.

Eager is a well-known load-balancing strategy. It is also applied in a client-server
architecture and can take the interdependency of tasks into account. The significant
difference o f Eager with Hybrid is that: The server does not calculate the capability of the
clients and simply sends a task to the first client, who has sent back the result of a
previous task. In [Gan 2003], the hybrid algorithm was compared with the Eager
algorithm.

In [Gan 2003], both Hybrid and Eager algorithms were tested in a test-bed comprising
four clients running Linux.

The total execution times of all the applications were

measured and compared as a performance index.

In our experiments on LBSim, the same applications used in [Gan 2003] are again used to
generate the required workload. The communication overhead is taken into account. In a
local network, the bandwidth latency can be ignored. The processes of communication
protocol and message I/O on the hard disks would consume CPU time, which incurs job
execution delay.

From our experiments, it is observed that if we totally ignore the

communication costs, both the tested algorithms would render better performance than
the results obtained from a test-bed in [Gan 2003]. Moreover, in the special case of a
single client, Hybrid and Eager render a similar performance. This further confirms the
assumption o f the communication overhead model of a constant value of the CPU service
time.

In addition, most of the classes implemented in the Experiment 1 have been reused while
new classes are added by extending the existing ones. A new workload parser is added to
translate the real data from other resource. The classes Server and Worker are
implemented to address the client/server architecture of the simulated system.
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6.2.1 Performance Comparison for Interdependent Tasks
There are actually two kinds of applications: One consists of tasks with interdependency;
The other kind has independent tasks. Figure 42 shows the experimental result when
using the interdependent tasks. The measurement is similar to the one in [Gan 2003], as
shown in Figure 41.
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Figure 41 Gan’s Performance Comparison for Interdependent Jobs on a Test-Bed
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Figure 42 Performance Comparison for Interdependent Jobs in LBSim

6.2.2 Performance Comparison for Independent Tasks
In this case, it is anticipated that “without the parent-task requesting overhead, the total
execution time will be decreased to approximate 1/n when the number of clients increases

91

R eproduced with perm ission o f the copyright owner. F urther reproduction prohibited w itho ut perm ission.

from 1 to n”. Figure 44 shows result when the test using independent tasks is performed.
Our measure can prove this assumption: when the number of clients increases froml to 4,
the total execution drops from 48 to 24, 16 and 12 with Hybrid. For the Eager algorithm,
it drops from 75 to 38, 25, 19. Eager involves more communication costs because each
client needs to send back every result of a task. Eager, therefore, produces lower
performance than Hybrid.

Compared to the one in [Gan 2003], as shown in Figure 43, our result in LBSim shows
Hybrid has greater performance improvement from Eager. The reason may be that in the
test-bed, there may have been unanticipated harddisk I/O operations and background
workload, as claimed by the author.
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Figure 43 Gan’s Performance Comparison for Independent Jobs on a Test-Bed
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Figure 44 Performance Comparison for Independent Jobs in LBSim
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6.2.3 Performance Comparison for Increased Number of Applications
In [Gan 2003], there is also a test on the performances of two algorithms with different
number o f applications, which consist of interdependent tasks. So we have conducted a
similar test in LBSim and achieve quite similar results. As can be seen from both Figure
45 and Figure 46, Hybrid performs relatively better than Eager under all volumes of
applications. Moreover, Hybrid introduces greater performance improvement when the
number of applications is increased.
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Figure 45 Gan's Performance Comparison for Increased Number of Application on a Test-Bed

Tested Performance Comparion for
Increased Number of Applications

5

10

15

20

Application Count

Figure 46 Performance Comparison for Increased Number of Applications in LBSim
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6.3 Experiment 3: Operational Validation with Gang Scheduling
Algorithms
In this experiment, [Karatza 2003] has been selected to validate some extended
components in LBSim. The components that are validated during this test include:
•

Synthetic workload generation with probability distribution assumptions;

•

A close queuing network of a distributed system;

•

Various degrees o f multiprogramming in the simulated system;

•

Process failure and restore events;

•

Gang scheduling;

•

Time-varying gang size;

•

System throughput measurement.

Besides the reused classes, some extended classes are utilized. The class Network is
extended to support the closed queuing network and processor failure and repair
scenarios. In a closed queuing network, there are a fixed number of jobs and each
processor has its own queue. More details about the closed queuing network model are
provided in section 6.3.1. The class ProbWorkloadGen is extended for time-varying
workload characterization. More subclasses are defined to support the new gang
scheduling algorithms by extending the class Event.

Karatza investigated four different gang-scheduling algorithms under different cases of
job parallelism in a closed queuing network model of a distributed system. The job’s
degree of parallelism, i.e. the gang size, refers to the number of processes in a job. All the
processes o f a job are executed in parallel.

Table 11 illustrates the notations used in this experiment.
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Notations

K
R
N
A
a

1/0
0
X
c
z
D

G
P
Dr
Dk

Meaning
Mean response time
System throughput
Degree of multiprogramming
Failure rate with Poisson distribution
Mean failure rate with exponential distribution
Mean repair time with exponential distribution
Failure to repair ratio (aJ 3)
Mean processor service time with exponential or hyper-exponential distribution
Coefficient o f variation of service time
Mean I/O service time with exponential distribution
Mean time interval for distribution change with exponential distribution
Mean gang size, the number of processes of a job (8.5 processes/job)
Number o f processors (16 processors)
The relative (%) increase in R when policy Y performs better than policy X.
The relative (%) decrease in K when policy Y performs better than policy Y.

Table 11 Notation Used in Experiment 3

6.3.1 System and Workload Model
A closed queuing network model is represented in Figure 47. There are P=16
homogeneous processors. Each processor has its own queue. The degree of
multiprogramming N is constant in a simulation run. A fixed number of jobs are
circulating alternatively between the processors and the I/O unit.

Figure 47 Queuing Network Model in [Karatza 2003] pp. 331

The processor failures and restores are typically rare cases in a system. When the number
of job services is 20,000, failure rate a=0.0015 is used to produce a sufficient number of
processor failure and restore events. Accordingly, when the failure to repair ratio <p=0.05,
95

R eproduced with perm ission o f the copyright owner. F urther reproduction prohibited w itho ut perm ission.

the repair time 1/p =33.33; When the failure to repair ratio <p =0.1, the repair time 1/p 66.67.

The mean processor service time has two probability distributions. One is exponential
distribution (C=l). Another is hyper-exponential with higher C values (2,4). A higher
value of C, the coefficient of variation, means a greater variability in service time. For the
I/O subsystem to have the same service capacity as the processors, when the mean
processor service time x=1.0, the mean I/O service time z=0.531. The reason is: If mean
gang size g=8.5, when all processors are busy, (8.5xl.0)/16=0.531 second of service time
are spent in each processor for a job. This implies that the I/O service time must also be
0.531 to keep a balanced flow in the network.

The gang size, with exponentially varying distribution, is investigated in this experiment.
The time intervals, between which the distribution of gang size changes, are distributed
exponentially. During consecutive intervals d, the distribution of the gang sizes changes
from uniform to normal and vice-versa, as presented in Figure 48.

1

i

... * U niform distribution

i

Nor t n a f - “►Uniform..... ►.....
distribution distribution

di

i d*

i

Normal
distribution

4 |, dy. dj ....... d „ : exponentially distributed tim e intervals over tim e t

Figure 48 Exponentially Time-Varying Distribution of Gang Size in [Karatza 2003] pp. 332

6.3.2 Scheduling Strategies
In this experiment, two queuing policies are studied. For each queuing policy, there are
two cases in the circumstance of processor failure. Therefore four scheduling strategies
are tested eventually.

The queuing policies are:
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• Adaptive First Come First Served (AFCFS). This method is used to schedule a job
whenever the processors assigned to its processes are available. When there are not
enough processors available for a job, whose processes are waiting in the front of the
queue, AFCFS policy attempts to schedule the next job whose processes are waiting
behind.
•

Largest Gang First Served (LGFS). With this method the processes are placed in the
order o f the gang sizes in the processor queues. That means a job with larger size is
scheduled to run first, when all the processors, required by the job, are available.

When a processor fails during the execution of a process, all processes of the
corresponding job wait in the assigned queue for resubmission after the processor
restores. During this time, there are two cases for each of the queuing policy:
•

Blocking Case. The remaining processors assigned to the interrupted job are blocked
and cannot execute other processes.

•

Non-Blocking Case. The remaining processors assigned to the interrupted job execute
processes o f next jobs in the queues.

To distinguish the above scheduling strategies, the notations AFCFS(B) and LGFS(B) are
used for the blocking case, while the notations AFCFS and LGFS are used for the nonblocking case.

6.3.3 Experiment Results and Analysis
In this experiment, there are stochastic processes involved.

By using independent

replications method [Law et al. 2000], we conducted the identical simulation run three
times and took the average o f the outputs. It can be reasonably assumed that the average
over the replications has a normal distribution. Hence confidence intervals can be applied
to evaluate the accuracy of the outputs gained. For every mean value of the performance
index, a 90% confidence level is evaluated. All the confidence interval half widths are not
larger than 6% o f the mean values.
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Figure 49 and Figure 50 both compare the blocking case and non-blocking case with the
same queuing policies. The difference between Figure 49 and Figure 50 is the distribution
of processor service time. The processor service time in Figure 49 is exponentially
distributed with coefficient of variation C=l, while in Figure 50 it is hyper-exponentially
distributed with C=2. Both Figure 49 and Figure 50 show that blocking case does not
significantly degrade performance. Since the blocking policies are easier to implement
than the non-blocking policies, they are preferred.

When the relative increases of system throughput Dr are compared, it is easy to tell that
the LGFS method performs the best while the AFCFS(B) policy performs the worst. The
performance o f other two policies, LGFS(B) and AFCFS, varies. Generally speaking, the
superiority of LGFS(B), LGFS, and AFCFS over AFCFS(B) is increasing when N
becomes larger. This conclusion can be derived from Figure 51 to Figure 57.

As to the relative decrease of mean response time Dk, conclusion, similar to the above,
can be drawn from Figure 52 and Figure 54. The difference between Figure 52 and Figure
54 is also of the distribution of processor service time.

By conducting the tests with different values of the time-varying interval d, it is
confirmed from Figure 55 and Figure 56 that the size of time interval does not
significantly affect the relative performance increase. On the other hand, when comparing
the results from Figure 56 and Figure 57, which have different value of the failure to
repair ratio <p, it is confirmed that the relative performance improvement depends on tp.
More specifically, it is stated that higher is the value of <p, more significant is the increase
in performance.
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Dr v e rs u s N, d -3 0 , C=1, 9=0.10, Time-Varying
Distribution in Test
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■ AFCFS v. AFCFS(B)
■ LGFS v. LGFS(B)
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Figure 49 Dr versus N, Time-Varying Distribution in Test (d=30, C =l, <p=0.10)

Dr versus N, d=30, C=4, 9=0.10, Time-Varying
Distribution in Test

3.0%

I AFCFS v. AFCFS(B)
I LGFS v. LGFS(B)

Figure 50 Dr versus N, Time-Varying Distribution in Test (d=30, C=4, cp =0.10)
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Dr v ers u s N, (1=30,0=1,9=0.10, Time-Varying
Distribution in Test
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Figure 51 Dr versus N, Time-Varying Distribution in Test (d=30, C =l, <p=0.10)

Dk v e r s u s N, d=30, C=1, q>=0.10, Time-Varying
D istribution in T est
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I LGFS(B) v. AFCFS(B)
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| AFCFS v. AFCFS(B)
□ LGFS v. AFCFS(B)
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Figure 52 Dk versus N, d=30, Time-Varying Distribution in Test (d=30, C =l, q>=0.10)
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Dr v e rs u s N, d=30, C=4, tp=0.10, Time-Varying
Distribution in Test
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Figure 53 Dr versus N, Time-Varying Distribution in Test (d=30, C=4, <p=0.10)

Dk v e r s u s N, d=30, C=4, <p=0.10, Time-Varying
D istribution in T est
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Figure 54 Dk versus N, Time-Varying Distribution in Test (d=30, C=4, q>=0.10)
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Dr versus N, d=10, C=2, <p=0.10, Time-Varying
Distribution in Test

■ LGFS(B) v. AFCFS(B)
■ AFCFS v. AFCFS(B)
□ LGFS v. AFCFS(B)

Figure 55 Dr versus N, Time-Varying Distribution in Test (d=10, C=2, <p=0.10)

Dr versus N, d=20, C=2, <p=0.10, Time-Varying
Distribution in Test
12 . 0 %

10.0%
■ LGFS(B) v. AFCFS(B)
■ AFCFS v. AFCFS(B)
□ LGFS v. AFCFS(B)

Figure 56 Dr versus N, Time-Varying Distribution in Test (d=20, C=2, <p=0.10)
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Dr versus N, d=20, C=2, q>=0.05, Time-Varying
Distribution in Test
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Figure 57 Dr versus N, Time-Varying Distribution in Test (d=20, C=2, <p=0.05)

The following figures (Figure 58 — Figure 66) present the corresponding experimental
results collected by Karatza in [Karatza 2003]. By comparing the results from our test and
her paper, it is safe to claim that both conform to the same conclusions. Hence our models
are validated.

Dr versus N, d=30, C=1, q>=0.10, Time-Varying
Distribution in Paper

Q 3

! AFCFS v.AFCFS(B)
I LGFS v. LGFS(B)

Figure 58 Dr versus N, Time-Varying Distribution in Paper (d=30, C =l, q>=0.10)

(Compare with Figure 49.)
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Dr versus N, d=30, 0=4, q>=0.10, Time-Varying
Distribution in Paper

■ AFCFS v.A FC FS(B )
■ LGFS v. LGFS(B)

Figure 59 Dr versus N, Time-Varying Distribution in Paper (d=30, C=4, <p=0.10)

(Compare with Figure 50.)
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Figure 60 Dr versus N, Time-Varying Distribution in Paper (d=30, C =l, cp=0.10)

(Compare with Figure 51.)
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Dk versus N, d=30, C=1, (p=0.10, Time-Varying
Distribution in Paper
10
8

kL.Bm
16

24

■ LGFS(B) v. AFCFS(B)
■ AFCFS v. AFCFS(B)
□ LGFS v. AFCFS(B)

32

N

Figure 61 Dk versus N, Time-Varying Distribution in Paper (d=30, C =l, q>=0.10)

(Compare with Figure 52.)

Dr versus N, d=30, C=1, q>
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Figure 62 Dr versus N, Time-Varying Distribution in Paper (d=30, C =l, q>=0.10)

(Compare with Figure 53.)

105

R eproduced with perm ission o f the copyright owner. F urther reproduction prohibited w itho ut perm ission.

Dk versus N, d=30, C=4, <p=0.10, Time-Varying
Dsitribution in Paper

■ LGFS(B) v. AFCFS(B)
■ AFCFS v. AFCFS(B)
□ LGFS v. AFCFS(B)
^

Figure 63 Dk versus N, Time-Varying Distribution in Paper (d=30, C=4, <p=0.10)

(Compare with Figure 54.)

Dr versus N, d=10, C=2, <p=0.10, Time-Varying
Distribution in Paper

■ LGFS(B) v. AFCFS(B)
■ AFCFS v. AFCFS(B)
□ LGFS v. AFCFS(B)

Figure 64 Dr versus N, Time-Varying Distribution in Paper (d=10, C=2, <p=0.10)

(Compare with Figure 55.)
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Dr versus N, d=20, C=2, <p=0.10, Time-Varying
Distribution in Paper
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Figure 65 Dr versus N, Time-Varying Distribution in Paper (d=20, C=2, <p=0.10)

(Compare with Figure 56.)

Dr versus N, d=20, C=2, q>=0.05, Time-Varying
Distriibution in Paper
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Figure 66 Dr versus N, Time-Varying Distribution in Paper (d=20, C=2, q>=0.05)

(Compare with Figure 57.)
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6.4 Experiment 4: Case Study of Testing of Two Algorithms
The purpose o f this experiment is to illustrate the feasibility and efficiency of
performance study of load-balancing algorithms, which are from different papers, by
reusing and extending the components of LBSim. The two algorithms are selected from
[Karatza et al. 2002] and [Ho et al. 2004].

Table 12 specifies the notations used in this experiment.
Notations

I,
RT
Ps(Pti
Ms M

Kaj
Ns

An

o, ft r
a
ti.n
T,n
N Ln
L oadi fi
L oadavffn
T
xave.n
M

Meaning
The number of job in the requesting queue o f Node;
Mean response time o f all
The number for slow (fast) Nodes
Mean slow (fast) service time
Mean arrival rate o f generic (dedicated) jobs
The number of all the nodes
til
Load difference between the heavy node and the light node at n time interval
Evaluation factors for load difference comparison
Estimation factor for expected service time
The measured actual service time
The expected service time to serve a job at the nth time interval
The number o f jobs in the requesting queue for service
The total load of Node, at the nth time interval
The average load of all nodes at the n*11time interval
The average expected service time o f all the nodes at the nth time interval
The number o f jobs to be transferred

Table 12 Notations Used in Experiment 4

6.4.1 System and Workload Model
An open queuing network model from [Karatza et al. 2002] is used to build our simulated
environment. In Figure 67, there are two kinds of nodes. Half of the nodes serve the jobs
at double the speed o f the others.
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Figure 67 The Queuing Network Model ([Karatza et al. 2002], pp. 491)

There are two classes of jobs, the generic and the dedicated jobs. The dedicated jobs must
be executed at the fast nodes, while the generic jobs can be assigned to any nodes. These
two classes o f jobs come to the system in two separated streams.

In our experiment, the following parameters are use:
•

Ps=Pf=4, Ps+Pf=Ns=8.

•

The inter-arrival times are exponential random variables with a mean of Xg and Xd
for the generic and dedicated jobs, respectively. And Xd = 2*Xg stands.

•

The CPU service times are exponential random variables with a mean of ps =1 and
|if=2, for the slow and the fast nodes, respectively.

•

The job transfer overhead is uniformly distributed variable with the interval [a, b],
while a=0.09 and b=0.11.

6.4.2 Load-Balancing Algorithms
In the both papers, [Karatza et al. 2002] and [Ho et al. 2004], some algorithms are
described. One o f them has been selected from each o f the papers.
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The algorithms are summarized as follows:
•

Dynamic Number o f Transferred Jobs (DNT) ([Ho et al. 2004])

This algorithm is triggered periodically to detect the unbalancing between the heaviest
and the lightest node. If the load transfer conditions are met, the number of jobs to be
transferred is calculated according to the current load information. Then the number of
jobs is transferred from the heaviest node to the lightest node.
•

Load Estimation
CD

(2)

'f’i.n — ( 1 — 0:}TLn_ i + a t i j n

•

Period o f load balancing: every 0.5 second

•

Selection of nodes for load transfer: The jobs are transferred from the
heaviest node to the lightest node.

•

Conditions for load transfer
I oad Difference (A«) >
A„ > Average Service Tune (Tacs.n) x 0
A,* > Average Service Time

x

(5)
r

16)

where

The job transfer is trigger when both conditions (4) and (5) are
satisfied, or when condition (6) happens.
•

Number of jobs to be transferred
M = round( g x

’
rp

m
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•

Selection of jobs to be transferred: When the jobs are chosen from the
heaviest node, the jobs that have been transferred once are preferred to
the jobs have not been transferred.

All the

•

above formulas in section 6.4.2 are from [Ho et al. 2004], pp. 233.

Least Expected Response Time fo r Generic Jobs - Maximum Wait fo r Dedicated Jobs
([Karatza et al. 2002])

With this algorithm, the generic jobs can share the fast nodes with the dedicated jobs.
•

A dedicated job joins the shortest queue of the fast processors.

•

A generic job joins the queue of any node that provides the least
expected response time. I.e. the generic job is assigned with the Node;
if the following relation holds:
(li + 1) * (1/pi) = min((lk + 1) * (1/p k)), where k= l, 2, ..., Ns

•

When a fast node becomes idle and generic jobs are waiting in the
queues of slow nodes, a job is transferred from the heaviest slow node
to the idle fast node.

•

A dedicated job will be scheduled before any generic jobs ahead of it if
this dedicated job has been waiting for more than a period of time, i.e.
maximum wait time. The maximum wait time is assigned with 2
seconds in the simulation run.

6.4.3 Experiment Results and Analysis
Two sets o f tests have been conducted to compare the performances of DNT and LERTMW.

The first set of test is to compare the mean response time of all jobs with the increased
inter-arrival time. It is shown in Figure 68 that the mean response times with both
algorithms are decreased when the jobs are coming with less intensity. In all the three
cases, LERT-MW outperforms DNT but with light difference.
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Mean Response Time of All Jobs with the
Increased Inter-Arrival Time
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Figure 68 Mean Response Time of All Jobs with the Increased Inter-Arrival Time

The second set of tests has been conducted to compare the two algorithms under different
load levels. With the increased numbers of jobs, mean response times of both algorithms
become. The increase o f mean response time with LERT-MT is slightly lower than the
ones with DNT. Figure 69 shows this observation.

Mean Response Time of All Jobs with the
Increased Job Number

Mean RT with DNT
-a— Mean RT with LERTMW

2000

4000

6000

Job Count

Figure 69 Mean Response Time of All Jobs with the Increased Jobs Number
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It is concluded that with the specified system model and workload characterization, loadbalancing with LERT-MW gains more benefits to the system performance than with
DNT.
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7. CONCLUSION AND FUTURE WORK
The environment of interest for our work is the workstation-based distributed system,
where the machines are autonomous personal computers, dedicated principally to serving
the local users and coarse-grained applications. The objective is the study of loadbalancing algorithms in order to maximize the utilization of the system.

In this thesis, we have designed a simulation architecture based on the object-oriented
paradigm. The modular design of our simulation system supports incremental
development process and high extendibility. The toolkit provided in the simulation
environment facilitates the evaluation of different load-balancing algorithms under
different configuration.

When a simulator is running, the real trace data or the synthetic workload can be used to
evaluate the performance of the algorithms accurately depending on the requirements for
workload and the research purposes, different mechanisms and implementation have been
provided in LBSim with the tradeoff of efficiency and precision.

A generalized simulation system for load-balancing algorithms, LBSim, has been
designed and implemented as a framework to facilitate the performance study of a large
variety of load-balancing algorithms. Through extensive tests, the prototype has been
validated to be a satisfactory representation of the real-world for the purpose of algorithm
study.

In our work, more than ten load-balancing algorithms from different papers have been
implemented and compared. Our work is the most intense performance study of loadbalancing algorithms since [Zhou 1988].
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The components of LBSim can be expanded with moderate efforts. Moreover, new
features can be added in without changing the given architecture.

LBSim has been implemented as an event-driven simulation tool. In future, LBSim can
be extended to include process interaction modeling, another dominant strategy for
discrete-event simulation, by using multithreading methodology.

Distributed simulation has recently become a promising field in the area of modeling and
simulation. LBSim can also be implemented as a distributed system, which runs on a
group of computers. With the combination of the available computing capacity, the
performance o f LBSim would be greatly improved. Hence more complex algorithms with
more heavy workloads can be tested on LBSim in a more efficient manner.
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