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Abstract
High-dimensional systems are desired for their ability to transfer large amounts of infor-
mation. This dissertation focuses on the characterization and usage of high-dimensional
optical systems for computational imaging, high-dimensional entanglement, and effi-
cient secure-information transfer. Within computational imaging systems, capturing
the most spatial frequencies results in sharper images. Utilizing the correlations within
high-dimensional entanglement offers signal-to-noise ratio enhancements over low-
light imaging and spectroscopic systems. Finally, high-dimensional quantum channels
offer a regime in which quantum data locking can encrypt information according to
information-theoretic-secure standards more efficiently than classical systems.
While high-dimensionality offers certain performance gains, characterizing and
then harnessing high-dimensional systems for computational imaging, entanglement-
enhanced applications, and quantum-secure direct communication can be prohibitively
difficult. This dissertation offers unique solutions to each of these problems.
Compressive imaging is relied on heavily to improve measurement rates in limited-
resource imaging systems. As such, compressive sensing is introduced in chapter 1
while entanglement and an experimental source of high-dimensional entangled photons
is covered in chapter 2. Chapter 3 introduces Sylvester-Hadamard matrices for com-
pressive measurement and efficient computational-recovery of high-dimensional corre-
lations. Compressive imaging is then presented as an efficient means of converting a
standard frequency-modulated continuous-wave LiDAR system into a high-resolution
depth-imaging system in chapter 4. Chapter 5 introduces quantum data locking and
xiii
presents one of the first experimental demonstrations made possible by the use of a
large-area, high-efficiency, single-photon-counting detector array. For completeness,
robust compressive sensing recovery algorithms using the alternating direction method
of multipliers are presented in the appendix.
xiv
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11 An Introduction to Compressive
Sensing
1.1 Introduction
Compressive sensing (CS) is heavily relied on throughout this thesis. As such, it is
beneficial to first answer the following questions that will undoubtedly arise. Typical
questions include, What is compressive sensing? What is the minimum number of mea-
surements needed to measure a signal? and How do I know I can trust the results from
a compressive measurement, particularly in the presence of noise? These questions
will be answered here. The points presented in this chapter draw heavily from sources
[1, 2]. Additionally, this chapter is merely meant to introduce theorems used to gauge
the reliability of CS. While the proofs for each theorem and lemma are not incompre-
hensible, adding them would add considerable length to the chapter. Because of this,
the equivalent theorem number within [1] will be also be listed. Curious readers are
encouraged to track down the online PDF and see the proof presented directly below
each theorem and lemma.
21.2 Mathematical Prerequisites
Before jumping into the fundamentals of CS, we first present commonly used notation.
Notions of norms, sparsity, compressibility, the spark, and an indexing notation are
presented here.
Norms
Normed vector spaces are vector spaces endowed with a norm.
Definition 1.2.1. A function ‖ · ‖: Rn → R+ is said to be a norm if it satisfies the
following conditions:
1. ‖ x ‖≥ 0 ∀x ∈ Rn, and ‖ x ‖= 0 ⇐⇒ x = 0
2. ‖ cx ‖= |c|· ‖ x ‖, ∀c ∈ R, ∀x ∈ Rn
3. Triangle inequality: ‖ x + y ‖ ≤ ‖ x ‖ + ‖ y ‖ ∀x,y ∈ Rn
One such common norm is the Lp norm defined as
‖ x ‖p=

(
n∑
i=1
|xi|p
) 1
p
p ∈ [1,∞)
max
i=1,2,...,n
|xi| p =∞
. (1.1)
For p < 1, Eq. (1.1) fails to satisfy the triangle inequality and is called a quasi-norm.
Definition 1.2.2. The support of a vector x is supp(x) = {i : xi 6= 0} (i.e. the nonzero
components of the vector x). Note that ‖ x ‖0 := |supp(x)|, where |supp(x)| refers to
the number of nonzero components.
Note that ‖ x ‖0 is not even a quasi-norm but arises in the limit lim
p→0
‖ x ‖pp. Thus,
the L0-norm counts the number of nonzero components in a vector x.
3Figure 1.1: Unit spheres for varying Lp-norms in a 2-dimensional space are presented here.
The introduction of norms here will make more sense in the discussion of mini-
mization. For a graphical intuition of norms, consider the unit spheres associated with
each norm in R2. The unit spheres are plotted in Fig. 1.1 and are the result of fixing
‖ x ‖p= (|x1|p + |x2|p)1/p = 1 (1.2)
for different values of p, x1, and x2. The L∞-norm forms a square, the L2-norm (also
known as the Euclidean norm) forms a circle with unit radius, the L1-norm (also known
as the taxi-cab norm) forms a diamond, and the Lp<1-norm approaches the shape of a
+ as p → 0. As can be seen in Fig. 1.1, different values of p have unique properties
that will be useful for quantifying error and justifying minimization techniques.
Sparse and Compressible / Approximately-Sparse Signals
Definition 1.2.3. A signal x is K-sparse when it has at most K nonzeros: ‖ x ‖0≤ K
Let
∑
K = {x :‖ x ‖0≤ K} denote the set of all K-sparse signals. As long as a
signal is not just random noise, there exists a basis where the signal will have a sparse or,
more commonly, approximately sparse representation. Signals that are approximately
sparse are referred to as compressible because they are well approximated by only a few
signal components. For example, consider a signal x that has few nonzero components
within a certain basis transformation Ψ−1, i.e. x has a sparse representationα such that
4Figure 1.2: From let to right: An image with its 2-level Haar-wavelet decomposition and image gradient.
Figure 1.3: The coefficients of the original image within Fig. 1.2 associated with a discrete cosine
transform, the gradient of the image, and an 8-level Haar-wavelet transform are shown.
x = Ψα. When using the basis vectors of Ψ, i.e. ψi, which span the basis and are
linearly independent, there exist unique coefficients {ci}ni=1 such that x =
∑n
i=1 ciψi.
If x is compressible, the sorted coefficients (according to magnitude in descending
order) ci exhibit a power-law decay:
|ci| ≤ C1i−q, i = 1, 2, ..., (1.3)
where C1 and q are constants. The larger q is, the more compressible the signal is.
As an example, consider Fig. 1.2. The original image can be decomposed in a
manner of ways. A two-level Haar wavelet transform [3, 4] is presented along with
the gradient of the image. The wavelet decomposition suggests that the image is well
approximated by low-frequency components while the gradient suggests the image is
well defined according to its edges. Thus, there exist several ways in which the image
5may be compressed.
Consider the sorted coefficients from a discrete cosine transform [5], the gradient,
and an 8-level Haar wavelet transform of the original image in Fig. 1.2. The sorted
coefficients are presented in Fig. 1.3. Each representation exhibits a power-law decay,
with the discrete cosine transform having the largest q-value. Thus, this figure is highly
compressible with respect to the cosine transform while the gradient appears to have
the worst representation. In actuality, the gradient is not used as a sparse transform
because it is not a unitary operation. However, as discussed in the appendix, an image
can me minimized with respect to its gradient – often with superior results compared to
methods dependent on sparse unitary operations.
Figure 1.3 shows that a cosine transform exhibits better compression than a wavelet
transform. JPEG compression is based on the discrete cosine transform, yet the new
standard, JPEG2000, is based on wavelet transforms [6]. One reason has to do with the
differences between a cosine decomposition and a wavelet decomposition. A wavelet
is confined spatially, having two tails that taper to 0 while a cosine is not confined
spatially. Thus, any noise or adjustment to a cosine decomposition will affect a much
larger area compared to a wavelet decomposition. For this reason, wavelet decompo-
sitions are more robust to noise and, oftentimes, better approximate the original signal
when coefficients are neglected within lossy-compression protocols.
Lossy compression is another way of thinking about approximate signal sparsity.
Because the coefficients’ magnitudes within the sparse basis, |ci|, decay quickly in
compressible signals, a signal can be accurately represented by K  n coefficients.
How we quantify the accuracy of the representation depends on our choice of the Lp
norm. The error between the true signal Ψα and the K-sparse approximation xˆ is
σK(xˆ)p = arg min
xˆ∈∑K ‖ Ψα− xˆ ‖p, (1.4)
where p is typically equal to either 1 or 2. When bounding reconstruction error in CS,
the choice of p in Eq. (1.4) can have serious implications for the number of required
6measurements when considering few outside assumptions.
Spark of a matrix A
Definition 1.2.4. The spark of a matrix A, i.e. spark(A) , is the smallest number of
columns of A that are linearly dependent. spark(A) = min
h6=0
‖ h ‖0 s.t. Ah = 0
(meaning h resides within the null space of A).
For example, let A ∈ R2×4 be
A =
 1 1 −1 1
1 −1 0 −2
 . (1.5)
Letting Ai for i ∈ {1, 2, 3, 4} be the columns of A. Because A1 + A2 + 2A3 = 0,
spark(A) = 3.
Indexing notation
For x ∈ Rn, let Λ ⊆ {1, 2, ..., N} denote the index set corresponding to the K largest
magnitude components of x (such that |Λ| = K). The remaining indices will form a set
ΛC such that ΛC = {1, 2, ..., N} \Λ. To be clear, |Λ| will denote the number of indices
in Λ.
As an example, let the vector x = [−10, 9, 8, 0,−5, 10] and K = 3. The set Λ will
be
Λ = {1, 2, 6} with ΛC = {3, 4, 5}.
1.3 What is compressive sensing?
Compressive sensing is a technique that trades a measurement problem for a com-
putational reconstruction within limited-resource systems. An example of a limited-
resource system would include imaging with a single-photon detector. Thus, we are
7mainly concerned with imaging applications. Perhaps the most well known example of
a limited-resource system is the Rice single-pixel camera [7]. Instead of raster scanning
a single-pixel to form an n-pixel resolution image x, i.e. x ∈ Rn, an n-pixel digital
micro-mirror device (DMD) takes m n random projections of the image. The set of
all DMD patterns can be arranged into a sensing matrix A ∈ Rm×n, and the measure-
ment is modeled as a linear operation to form a measurement vector y ∈ Rm such that
y = Ax.
Once y has been obtained, we must reconstruct x within an undersampled system.
As there are an infinite number of viable solutions for x within the problem y = Ax,
CS requires additional information about the signal according to a previously-known
function g(x). The function g(x) first transforms x into a sparse or approximately
sparse representation within
∑
K , i.e. a representation with few, or approximately few,
non-zero components. The function g(x) then uses the L1-norm to return a scalar. To
simplify the notation slightly in the following sections, assume that x ∈∑K .
The next section will explain why L1-minimization is used in the signal reconstruc-
tion and will present necessary and sufficient conditions for the sensing matrix A that
will guarantee the uniqueness of a solution within the presence of noise.
L1-minimization
Given a sampling matrix A ∈ Rm×n, with m < n, and a measurement vector y ∈ Rm
such that y = Ax, we wish to find a solution xˆ = x, where x is the true solution and xˆ
is our best estimate. To do so, we assume that the sparsest solution (arg minxˆ ‖ xˆ ‖0)
that is consistent with the data (y = Axˆ) is the correct solution. This is equivalent to
minimizing the following equation:
arg min
xˆ∈∑K ‖ xˆ ‖0 subject to y = Axˆ, (1.6)
which is referred to as L0-minimization. Equation (1.6) requires searching for a K-
sparse vector consistent with the data. For an n-dimensional space, this is equivalent to
8Figure 1.4: Spheres of the Lp-norm and their intersections (marked by stars) with the null space of a
matrix A ∈ R1×2, represented as N(A).
finding and then sorting
(
n
K
)
possible solutions – a prohibitively expensive operation.
L0-minimization does not have an efficient algorithm because the objective function is
not convex.
Alternatively, we can restate the y = Axˆ condition in terms of the null space of A
– represented as N(A). Given a solution xˆ consistent with the data, y = Axˆ means
y −Axˆ = 0 (1.7)
Ax−Axˆ = 0 (1.8)
A (x− xˆ) = 0. (1.9)
Thus, all xˆ consistent with the data lie in N(A). Figure 1.4 graphically depicts the
result of finding the smallest spheres associated with Lp-norms in R2 that touch N(A).
The minimum Lp-norm consistent with the data exists at the point where each unit
sphere touches the solution set within N(A). The intersection points of each norm
in Fig. 1.4 are marked by a star. From the figure, we see that minimizing ‖ x ‖p<1
returns a sparse solution (having only 1 out of 2 nonzero vector components), but it
is not a convex optimization problem. Alternatively, minimizing ‖ x ‖p≥2 returns a
non-sparse solution. The only norm that is convex (allowing for efficient minimization)
that returns a sparse solution is the L1-norm. In fact, L1-minimization is equivalent to
the result obtained by L0-minimization if the sensing matrix A meets certain criteria
9Figure 1.5: Example of a matrix A that does not satisfy the null space property.
discussed below. Thus, CS is focused on solving the following problem:
arg min
xˆ∈∑K ‖ xˆ ‖1 subject to y = Axˆ. (1.10)
Algorithms that are less sensitive to noise and measurement errors will solve the fol-
lowing equation:
arg min
xˆ∈∑K ‖ xˆ ‖1 subject to y −Axˆ ≤ , (1.11)
where  is a measurement error or noise. A similar formulation, also relaxing the
stringent y = Axˆ condition, requires solving the basis pursuit denoising problem [8],
presented as
arg min
xˆ∈∑K ‖ y −Axˆ ‖2 +λ ‖ xˆ ‖1, (1.12)
where λ ∈ R+ is a constant that weights the L1-regularization parameter. Note that
Eq. (1.12) is equivalent to solving the least absolute shrinkage and selection operator
problem (LASSO) [9].
Null Space Property
The following sections will establish conditions that must be met by the sensing ma-
trix A to guarantee a unique solution with and without measurement errors while also
establishing the absolute minimum sample rate.
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As previously stated, all possible solutions xˆ to the problem y = Axˆ exist inN(A),
and we require a unique solution to the minimization problem presented in Eq. (1.10).
Before presenting the null space property, consider the null space presented in Fig. 1.5.
Again, stars denote the intersection points of a the Lp spheres. Notice that N(A) does
not intersect ‖ x ‖1 at a unique point. In addition to many non-sparse solutions, there
exist two possible sparse solutions consistent with the data. We say that the matrix A
in Fig. 1.5 does not satisfy the null space property.
Theorem 1.3.1. (Theorem 3.1 of [1]) For any vector y ∈ Rm, there exists at most one
signal xˆ ∈ ∑K (where ∑K is the set of all K-sparse vectors) such that y = Axˆ if
spark(A) > 2K.
For any matrix A ∈ Rm×n, spark(A) ∈ [2,m + 1]. Thus, theorem 1.3.1 requires
that m ≥ 2K – which establishes a necessary minimum condition for any sensing
matrix.
Theorem 1.3.1 is essential to guarantee uniqueness of sparse signals. If x and xˆ
are each solutions consistent with the data, i.e. Ax = Axˆ, then A(x − xˆ) = 0 and
x− xˆ ∈∑2K . Thus, A uniquely represents all x ∈∑2K iff N(A) contains no vectors
in
∑
2K .
While theorem 1.3.1 is necessary for sparse signals, most compressive sensing prob-
lems deal with compressible signals. This means we require more restrictions onN(A).
In addition to sparse signals, we must also ensure that N(A) does not contain signals
that are too compressible. Thus, we define the null-space property in the following
definition.
Definition 1.3.1. (Definition 3.2 within [1]) A matrix A satisfies the null space property
(NSP) of order K if there exists a constant C > 0 such that
‖ hΛ ‖2≤ C ‖ hΛC ‖1√
K
holds for all h ∈ N(A) and for all Λ such that |Λ| ≤ K.
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Definition 1.3.1 states that vectors in the null space of A should not be too concen-
trated on a small subset of indices. Another way to say this is to state that matrices
having this property have very few sparse or compressible signals in N(A). For exam-
ple, if h is exactly K-sparse, then there exists a ΛC such that ‖ hΛC ‖1= 0. Thus, if
A satisfies the NSP, then the only K-sparse vector in N(A) is h = 0. As previously
stated, we actually require the NSP to be satisfied to order 2K. How to design a matrix
that satisfies the null space property of order 2K will be explained later.
For a direct implication of the null space property, consider the performance of a
sparse recovery algorithm. Letting ∆ : Rm → Rn represent any recovery algorithm,
we require
‖ ∆(Ax)− xˆ ‖2≤ CσK(x)1√
K
. (1.13)
Requirement (1.13) states that for a constantC and a sparsity-approximation error given
by Eq. (1.4), we can guarantee the recovery of exactly K-sparse signals as well as
recover compressible signals that are well approximated by K-sparse signals up to a
finite error. The following theorem relates Eq. 1.13 to the NSP.
Theorem 1.3.2. (Theorem 3.2 of [1]) Let A : Rn → Rm denote a sensing matrix and
∆ : Rm → Rn denote any recovery algorithm. If the pair (A,∆) satisfies Eq. (1.13),
then A satisfies the NSP or order 2K.
Restricted Isometry Property
The NSP provides necessary and sufficient conditions to satisfy Eq. (1.13) in noiseless
scenarios. To verify that CS will return a unique solution in the presence of noise,
many theorems rely on a stronger condition provided by the restricted isometry property
(RIP).
Definition 1.3.2. (Definition 3.3 of [1]) A matrix A satisfies the restricted isometry
property (RIP) of order K if there exists a δK ∈ (0, 1) such that
(1− δK) ‖ x ‖22 ≤ ‖ Ax ‖22 ≤ (1 + δK) ‖ x ‖22
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Figure 1.6: A matrix A maps sparse vectors of
∑
1 in R3 to R2.
holds for all x ∈∑K .
The RIP of order K is a measure for how well A approximately forms an orthonor-
mal system for vectors in
∑
K having a constant δK – with a smaller δK being desired.
In other words, the RIP is a measure for how well a matrix A maps K-sparse vectors
from Rn to Rm (for m < n).
To gain an intuitive understanding of the RIP, consider the result of mapping all
possible sparse vectors of
∑
1 within R3 to R2, i.e A ∈ R2×3.
A =
 1 1 2
1 −1 −1
 (1.14)
Thus, all sparse vectors in
∑
1 within R3 having vector components [xˆ1, xˆ2, xˆ3] are
mapped to a measurement vector yˆ according to the equations
yˆ1 = x1xˆ+ x2yˆ + 2x3zˆ (1.15)
yˆ2 = x1xˆ− x2yˆ − x3zˆ. (1.16)
The mapping is depicted in Fig. 1.6. Sparse vectors of
∑
1 in R3 are created by setting
two elements within [xˆ1, xˆ2, xˆ3] to 0. Figure 1.6 then plots the resulting components
in R2. With this particular sensing matrix A, all sparse vectors with K = 1 in R3 are
preserved when mapped to R2 and, consequently, can be transformed back to R3. Thus,
this particular matrix A satisfies the RIP of order 2 because it can uniquely preserve all
x ∈∑1. In other words, N(A) contains no vectors in∑2.
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In terms of uniqueness, if A satisfies the RIP of order 2K, then A approximately
preserves the distance between any pair of K-sparse vectors. This statement is akin to
the NSP of order 2K. In fact, the RIP is strictly stronger than the NSP.
Theorem 1.3.3. (Theorem 3.5 of [1]) Suppose that A satisfies the RIP of order 2K
with δ2K <
√
2− 1, then A satisfies the NSP or order 2K with constant
C =
√
2δ2K
1− (1 +√2) δ2K .
Stability and Bounded Noise
Within any compressive measurement, noise will be present and any compressive re-
construction algorithm must be stable to noise. In other words, for any finite amount of
noise, the impact on signal recovery should not be arbitrarily large.
Definition 1.3.3. (Definition 3.4 of [1]) Let A : Rn → Rm denote a sensing matrix
and ∆ : Rm → Rn denote a recovery algorithm. The pair (A,∆) is C-stable if for any
xˆ ∈∑K and any e ∈ Rm when
‖ ∆(Ax + e)− xˆ ‖2≤ C ‖ e ‖1 .
Stability is an essential criteria within practical applications. While definition 1.3.3
works well for exactlyK-sparse signals, it does not contain errors from sparsity approx-
imations. The reconstruction error should also be bounded when handling compress-
ible signals in the presence of measurement noise. While there are several methods of
bounding this error, only one form will be presented here in the following theorem.
Theorem 1.3.4. (Theorem 4.2 of [1]) Let A satisfy the RIP of order 2K with δ2K ≤√
2− 1 and let y = Ax + e where ‖ e ‖2≤ . Then the solution xˆ to the problem
arg min
xˆ
‖ xˆ ‖1 subject to ‖ Axˆ− y ‖2≤ ,
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obeys
‖ xˆ− x ‖2 ≤ C0σK(x)1√
K
+ C2,
where
C0 = 2
1− (1−√2)δ2K
1− (1 +√2)δ2K
, C2 = 4
√
1 + δ2K
1− (1 +√2)δ2K
.
Thus, it is crucial that A satisfies the RIP of order 2K with δ2K ≤
√
2 − 1. While
it is difficult to deterministically construct a matrix row-by-row that satisfies the RIP,
we will see it can be accomplished with high probability through randomness. This
probabilistic nature extends to the reconstruction error – being both stable and robust
to measurement error and signal approximation with high probability.
Satisfying the RIP
We have already shown a unique solution for a K-sparse signal with n components is
only possible if m ≥ 2K for a measurement matrix A ∈ Rm×n. We now show that by
drawing the elements of A from a sub-Gaussian distribution, the RIP can be satisfied
with high probability.
Definition 1.3.4. A probability distribution of a random variable X is sub-Gaussian if
there exists a σ > 0 such that
E
[
etX
] ≤ eσ2t2/2 ∀ t > 0,
where E [∗] is the moment generating function.
For discrete variables occurring with probability pi, E
[
etX
]
=
∑∞
i=1 e
txipi. For
continuous variables, E
[
etX
]
=
∫∞
−∞ e
txf(x) dx. Definition 1.3.4 is equivalent to say-
ing that a distribution’s tails decay at least as quickly as the tails of a Gaussian distri-
bution. Thus, the Gaussian distribution, the Bernoulli distribution, and even uniform
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random variables chosen over a compact interval are sub-Gaussian. Alternatively, the
Cauchy-Lorentz distribution, (1/[pi(1 + x2)]), is not sub-Gaussian.
While we require at least 2K measurements to guarantee the uniqueness of a K-
sparse signal, it is not sufficient to handle measurement noise or compressible signals.
For example, consider a sensing matrix A ∈ Rm×n with m = 2K and elements drawn
from a Gaussian distribution. Any subset of 2K columns will be linearly independent
and obey the RIP of order 2K for an unknown constant δ2K . To find the value of δ2K
within the RIP, we must consider all possible K-dimensional subspaces within Rn. In
other words, we must sift through
(
n
K
)
possible combinations. Once we find δ2K , it is
not guaranteed to be small. Alternatively, deterministically constructing matrices that
satisfy the RIP of order 2K with a particular constant δ2K is also difficult. The follow-
ing theorem states that for a specified δ2K of the RIP, we can still still randomly pick
elements of A from a sub-Gaussian distribution if we include enough measurements
m.
Theorem 1.3.5. (Theorem 4.5 of [1]) Fix δ ∈ (0, 1) and let A ∈ Rm×n be a random
matrix whose entries are i.i.d. and are drawn according to a sub-Gaussian distribution
with σ2 = 1/m (using σ from the sub-Gaussian definition 1.3.4). If
m ≥ κ1K log
( n
K
)
,
then A satisfies the RIP of order K with the prescribed δ with a probability exceeding
1− 2eκ2m, where κ1 is arbitrary and κ2 = δ2(1− log(2))− log(42e/δ)/κ1.
Notice that theorem 1.3.5 states that for a smaller δ (as desired in the RIP), m must
be large enough to compensate for an adequate probability of satisfying the RIP.
Required Measurements
In the previous section, a restriction on the number of measurements arose when ele-
ments of the sensing matrix A were chosen randomly from a sub-Gaussian distribution.
16
That particular measurement minimum is needed to ensure that A satisfies the RIP for a
given δ2K . In this section, we consider the minimum number of measurements needed
if we are given a sensing matrix A ∈ Rm×n and are informed that A satisfies the RIP
of order 2K with constant δ2K ∈ (0, 1/2].
Theorem 1.3.6. (Theorem 3.4 of [1]) Suppose A ∈ Rm×n satisfies the RIP of order
2K with constant δ2K ∈ (0, 1/2]. Then
m ≥ cK log
( n
K
)
,
where
c =
1
2 log
(√
24 + 1
) ≈ 0.28.
Note that the form presented here is similar to the form presented in theorem 1.3.5.
Thus, to account for sources of noise and error, we design our systems to recover K-
sparse vectors of lengthN by using O(K log(n/K)) measurements – meaning we mul-
tiply K log(n/K) by a constant 1 < c < 10 dependent on the system and noise level.
Notice the efficiency of compressive sampling with random matrices. The compres-
sive sampling rate is on the order of the information rate (or entropy) of the system; i.e.
it is nearly optimal. For example, if trying to find the locations of K items within
n  K bins, we require, on average, K log2(n/K) yes/no questions. Finding the
items is akin to finding the K important elements of an n-dimensional vector while CS
must also find the K amplitudes.
Coherence
The previous sections demonstrate how the spark, NSP, and RIP can be used to guar-
antee the recovery of a unique sparse signal that is stable under noise and measurement
errors. However, because the presented theorems are dependent on the RIP and be-
cause deterministically constructing a matrix that satisfies the RIP of order 2K with
constant δ2K ∈ (0, 1/2] is practically infeasible, we can only make these “guarantees”
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with high probability. For this reason, a significant amount of time has been dedicated
to alternate, more tangible, results using the coherence of a matrix.
Definition 1.3.5. The coherence of a matrix A, µ(A), is the largest absolute inner
product between any two columns of Ai, Aj of A such that
µ(A) = max
1≤i≤j≤n
|〈Ai|Aj〉|
‖ Ai ‖2‖ Aj ‖2
In contrast to the RIP, the coherence of a sensing matrix is easily calculated and
the coherence resides in the range µ(A) ∈
[√
n−m
m(n−1) , 1
]
. Similarly, the objective is to
provide conditions for uniqueness of sparse recovery while also bounding the recovery
error of noisy and approximately sparse (compressible) signals. Without going into
detail, we present two results relating the coherence to the spark of a matrix and present
conditions for uniqueness in ideal scenarios.
Lemma 1.3.1. (Lemma 3.5 of [1]) For any matrix A,
spark(A) ≥ 1 + 1
µ(A)
.
Thus, any condition using the spark of a matrix can be represented in terms of the
coherence – namely, guarantees of uniqueness in the following theorem.
Theorem 1.3.7. (Theorem 3.8 of [1]) If
K <
1
2
(
1 +
1
µ(A)
)
,
then for each measurement vector y ∈ Rm there exists a unique signal xˆ such that
y = Axˆ.
The two results above state that matrices with little coherence, i.e. incoherent, are
best for CS. Thus, we design our matrices to be as random as possible. Intuitively,
this makes sense from a measurement point of view. When subsampling a signal, the
sensing matrix must be able to partially sample all of the basis vectors to avoid leaving
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out information. Matrices that are incoherent have column entries that are dissimi-
lar and can effectively sample all the basis vectors. Sensing matrices generated from
randomness are naturally incoherent. The two results above can further be extended
to include noise and approximately-sparse signals with the hope of arriving at smaller
measurement bounds. This particular problem is an active area of research.
1.4 Conclusion
To summarize, CS is a measurement technique that samples a signal x ∈ Rn incoher-
ently using m < n projections from an incoherent sensing matrix A ∈ Rm×n. The
projections yield a measurement vector y ∈ Rm from a linear operation y = Ax. Fi-
nally, L1-minimization is used to recover the K largest coefficients of a sparse signal
representation of x. To guarantee the uniqueness of a reconstructed solution xˆ in the
event of infinite SNR, the NSP states that the sensing matrix must contain a minimum
of M = 2K measurements. Less than ideal applications will include measurement
noise. Fortunately, the RIP states that error induced by both measurement noise and
signal compression will be bounded, assuming we have M = O(K log(n/K)) mea-
surements. Incidentally, this is also the number of measurements needed to construct
a random sensing matrix that obeys the RIP with high probability. Additionally, we
have restricted the discussion to real signals and sensing matrices for simplicity. Simi-
lar promises, such as sample ratios and error bounds, can also be obtained for complex
valued signals and sensing matrices.
Up this point, both matrix construction and signal reconstruction algorithms have
not been addressed. Matrix construction is the motivation of chapter 3 and compres-
sive imaging is the subject of chapter 4. Matrix construction is an important issue
because the dimension of the sensing matrix scales quadratically with the dimension
of the image. A measurement can be obtained compressively, but image reconstruction
may be unfeasible if the sensing matrix is poorly designed. Numerous reconstruction
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algorithms are presented in the literature. However, we focus on a particularly robust
minimization technique using the alternating direction method of multipliers (ADMM)
[10]. Due to the specificity of the reconstruction algorithm, this material may be found
in the appendix. ADMM solvers are considered state-of-the-art because of their robust-
ness and ease of implementation – particularly with respect to minimizing complicated
objective functions. Several minimization algorithms are presented in the appendix and
include cases for both unitary and non-unitary signal transforms. The last algorithm
presented is of a fast total-variation minimization reconstruction algorithm. Readers
are encouraged to visit the appendix to gain an understanding of the method as well as
to learn how to apply it to a specific problem.
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2 Entanglement from Spontaneous
Parametric Down Conversion
2.1 Introduction
Over the past few decades, the field of quantum information has been on the forefront of
research and technological advancement. It began as a fundamental study in how quan-
tum mechanics might impact the fields of computer science, information theory, and
cryptography [11]. With the apparent realization of quantum information’s potential,
subsequent technologies and research areas including quantum secure communication
[12, 13], superdense coding [14], quantum teleportation [15–17], quantum imaging
[18, 19], and quantum computation [20–24] quickly emerged. Quantum information is
the study of how information is held in a quantum system. Some of the unique charac-
teristics that set quantum information apart from classical information result from the
effects of quantization and quantum correlations. For example, refer to chapter 5 to see
how classical versus quantum communication channels can lead to drastic differences
in security requirements.
This chapter will focus on quantum correlations within multipartite states, specifi-
cally those arising from entangled photons generated through spontaneous parametric
down-conversion (SPDC). A multipartite state is describe as entangled if the state can-
not be factored as a product of individual single particle states [25]. Quantum entan-
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glement has a rich history in the development of quantum mechanics, particularly with
regard to the EPR paradox [26]. As such, the historical context of the EPR paradox
will be briefly covered before introducing entanglement. Because the work in chapter 3
pertains to the characterization of high-dimensional correlations exhibited by position-
momentum entanglement, we present a theoretical framework for photons generated
through SPDC and show how they approximate the original EPR state [27].
2.2 EPR Paradox
In 1935, Einstein, Podolsky, and Rosen (EPR) proposed a gedanken experiment in
which they argued that quantum mechanics cannot be a complete theory [26]. They
were dissatisfied with an interpretation that arose from the Heisenberg uncertainty prin-
ciple. A prominent interpretation of quantum mechanics is that the results of non-
commuting observables need not be simultaneous elements of reality. If observables
are elements of reality, we mean they are well defined measurable properties that are
independent of the observer. For non-commuting observables, a measurement of one
observable will affect the other observable. This concept arose from the Heisenberg
uncertainty principle which says that non-commuting observables, such as position and
momentum, are not simultaneously well defined to infinite precision. More formally, if
σx =
√〈x2〉 − 〈x〉2 is the standard deviation in the measured position of a particle and
σp =
√〈p2〉 − 〈p〉2 is the standard deviation of the momentum of a particle, then
σxσp ≥ ~
2
, (2.1)
where ~ is Plank’s constant divided by 2pi. The EPR paper sought to prove that quantum
mechanics does not present a complete description of reality by considering the results
of measurement on the following two-particle EPR state:
|EPR〉 ≡
∞∫
−∞
|x1, x1〉 dx1 ∝
∞∫
−∞
|p1,−p1〉 dp1, (2.2)
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where position and momentum are perfectly correlated (s.t. x2 = x1 and p2 = −p1).
Critical to their argument, they assumed locality – which states that interactions at
one point do not immediately affect distant locations. Mathematically, the EPR paper
presents the equivalent argument. Let the eigenvalue equations be
xˆ|x〉 = x|x〉 (2.3)
pˆ|p〉 = p|p〉, (2.4)
where xˆ and pˆ are the position and momentum measurement operators, respectively,
that return an observable position x or an observable momentum p. Let the position of
the first particle be measured by projecting it onto the state |x′〉.
〈x′|EPR〉 =
∞∫
−∞
〈x′|x1〉|x1〉dx1 (2.5)
=
∞∫
−∞
δ(x′ − x1)|x1〉dx1 (2.6)
= |x′〉, (2.7)
where δ a the Dirac-delta function. The unmeasured particle is immediately projected
into a well-defined position state. Alternatively, let the momentum of the first particle
be measured by projecting it into the state |p′〉.
〈p′|EPR〉 =
∞∫
−∞
〈p′|p1〉| − p1〉dp1 (2.8)
=
∞∫
−∞
δ(p′ − p1)| − p1〉dp1 (2.9)
= | − p′〉 (2.10)
The unmeasured state is now in a well-defined momentum state. The EPR argument
states that, because of locality, a measurement on the first particle has no impact on the
second particle. Because of the state’s correlated properties, we can infer the position
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or momentum of the second particle without measuring it. Thus, the second particle
must have a well-defined position and momentum that exists as an element of reality.
The EPR paper concludes by stating quantum mechanical theory must be incomplete
and alluded to the existence of a complete theory.
The EPR paradox resulted in decades of theoretical and experimental research into
quantum measurement. It showed that a measurement of a particle could be obtained
by only interacting with its entangled partner. It also led to the discovery that a mea-
surement of one particle would lead to randomness of the entangled particle’s measured
conjugate variable; quantum mechanics appeared to behave non-locally. The EPR para-
dox was later recast into a discrete variable formalism using spin-1/2 particles by Bohm
[28]. This led to a significant amount of work attempting to explain the correlations be-
tween entangled systems and resulted in the development of local hidden variable theo-
ries [29] that attempted to preserve the concept of locality [30]. Finally, Bell’s theorem
[31], which bounds the degree of correlations that can exist between classical systems,
stated that no theory of local hidden variables could reproduce the predictions of quan-
tum mechanics [32] and numerous experiments have testified to this [33–35]. Today,
most physicists accept that quantum mechanics is a complete nonlocal theory, as long
as it does not violate causality through faster-than-light communication [36]. Addition-
ally, entangled states are the only systems that can violate a Bell inequality [37, 38].
Thus, entanglement is presented as a resources for nonclassical correlations and is es-
sential to quantum information. As such, entanglement is more formally introduced in
the next section.
2.3 Entanglement
Previously, we said that a multipartite state is describe as entangled if it cannot be fac-
tored as a product of individual single-particle states. Because states can be described
as pure or mixed, the mathematical definition of entanglement must take the state into
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consideration. Please note that a more complete guide to the formalism presented in
the following section can be found in the following citations: [25, 39, 40].
Pure and Mixed States
A pure state |ψ〉 is defined as a vector of unit length in a complex Hilbert space H
such that 〈ψ|ψ〉 = 1. We often say that a pure state can be represented by a normalized
wavefunction |ψ〉. As an example, consider the superposition of pure states |0〉 and |1〉:
|Ψ±〉 = 1√
2
(|0〉 ± |1〉) , (2.11)
such that the result Ψ is also a pure state.
However, not all quantum systems can be described by a pure state. Instead, we
must often consider a classical ensemble of pure states, i.e. mixed states. A mixed state
is represented by a Hermitian, positive-semidefinite density matrix ρ such that
ρ =
∑
i
ρi|ψi〉〈ψi|,
where ρi is the probability for the system to be in the pure state |ψi〉. As such,
∑
i ρi = 1
infers the trace of the density matrix is Tr(ρ) = 1. Mixed states can be differentiated
from pure states easily due to the following property:
Tr(ρ2) = 1 for pure states
Tr(ρ2) < 1 for mixed states.
As an example, consider the classical mixture of Eq. (2.11), with probability 1/2 of
being either + or −:
ρ =
1
2
|Ψ+〉〈Ψ+|+ 1
2
|Ψ−〉〈Ψ−| = 1
2
 1 0
0 1
 ,
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when using the basis vectors |0〉 and |1〉 for the matrix. For clarity, we can also represent
the density matrix of Eq. (2.11) as
ρ± =
1
2
 1 ±1
±1 1
 .
Entangled Pure States
Here, we discuss entanglement of pure states. First consider two noninteracting sys-
tems, labeled A and B, that have their own respective Hilbert spaces, labeled HA
and HB. The composite system is the tensor product of the Hilbert spaces such that
HAB = HA ⊗ HB. Given two states |ψ〉A and |φ〉B, each belonging to systems A
and B respective, a pure state |Ψ〉AB is said to be entangled if there exists a func-
tion G(ψ, φ) that cannot be factored into two functions of different variables such that
G(ψ, φ) 6= gA(ψ)gB(φ) within the state
|Ψ〉AB =
∞∫∫
−∞
G(ψ, φ)|ψ〉|φ〉 dψ dφ, (2.12)
where it is understood that |ψ〉|φ〉 = |ψ〉 ⊗ |φ〉.
As an example of an entangled pure state, consider let |ψ〉 = |x1〉 and |φ〉 = |x2〉
and G(x1, x2) = δ(x2 − x1). This results in the state
|Ψ〉AB =
∞∫∫
−∞
δ(x2 − x1)|x1〉|x2〉 dx1 dx2
=
∞∫
−∞
|x1〉|x1〉 dx1
= |EPR〉
Using the closure relation,
∫∞
−∞ |k〉〈k|dk = 1, the fact that p = ~k, and 〈x|k〉 =
exp(ikx)/
√
2pi, we can show the equivalent momentum entangled state through the
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following:
|EPR〉 =
∞∫
−∞
|x1〉|x1〉 dx1
=
∞∫∫∫
−∞
|k1〉〈k1|x1〉|k2〉〈k2|x1〉 dx1 dk1 dk2
=
1
2pi
∞∫∫∫
−∞
eix1(k1+k2)|k1〉|k2〉 dx1 dk1 dk2
=
1
2pi
∞∫∫
−∞
δ(k1 + k2)|k1〉|k2〉 dk1 dk2
=
1
2pi
∞∫
−∞
|k1〉| − k1〉 dk1
=
1
2pi~3
∞∫
−∞
|p1〉| − p1〉 dp1
Thus, the correlations are still present, despite the basis change. This trait is the hall-
mark of entanglement. The EPR state is an example of a pure state that exhibits con-
tinuous variable entanglement – exhibiting correlations in continuous-variable degrees
of freedom such as position, momentum, energy, and time. For a discrete form, convert
the integral to a summation in Eq. (2.12). A discrete variable form for G(ψ, φ) is now
a vector Gψ,φ. As an example, consider the combination of spin up / down pure states
associated with two particles with HA,HB ∈ C2. Letting
Gψ,φ = [0↑↑; 1↑↓; −1↓↑; 0↓↓] ,
the normalized discrete variable state becomes
|Ψ〉AB =
∑
ψ,φ
Gψ,φ|ψ〉A|φ〉B = 1√
2
(
| ↑〉| ↓〉 − | ↓〉| ↑〉
)
.
Because Gψ,φ cannot be factored into a tensor product of two vectors, i.e. Gψ,φ 6=
gψ ⊗ gφ for gψ, gφ ∈ C2, the state is entangled. This particular example actually gives
the largest quantum mechanical violation of Bell’s theorem.
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For a definitive way of establishing whether or not a state can be factored, it is
helpful to consider the Schmidt decomposition and the Schmidt number.
Theorem 2.3.1. (Schmidt decomposition) Let HA and HB be two Hilbert spaces and
|Ψ〉AB a normalized state in HA ⊗ HB. Then there exists orthonormal basis sets
{|ψA〉} ∈ HA, {|ψA〉} ∈ HB such that
|Ψ〉AB =
∑
ψ
√
pψ|ψA〉 ⊗ |ψB〉,
where the pψ are the non-zero eigenvalues of ρA = TrB(|Ψ〉〈Ψ|).
Note that TrB(∗) is the partial trace and is defined in the following manner. Letting
|ai〉 be a basis of HA and |bi〉 be a basis of HB, any density matrix ρAB on HA ⊗HB
can be decomposed as
ρAB =
∑
ijkl
cijkl|ai〉〈aj| ⊗ |bk〉〈bl|.
The partial trace over system B is then
TrB (ρAB) =
∑
ijkl
cijkl|ai〉〈aj|〈bl|bk〉.
As an example of the partial trace, consider the state |Ψ〉AB = (| ↑〉| ↓〉− | ↓〉| ↑〉)/
√
2.
The corresponding density matrix is
ρ =
1
2
(
| ↑〉| ↓〉 − | ↓〉| ↑〉
)(
〈↑ |〈↓ | − 〈↓ |〈↑ |
)
=
1
2
(
| ↑↓〉〈↑↓ |+ | ↓↑〉〈↓↑ | − | ↑↓〉〈↓↑ | − | ↓↑〉〈↑↓ |
)
,
where we have assumed |a〉|b〉 = |ab〉 for simplicity. Tracing over system B, we obtain
ρA = TrB(ρ) =
1
2
(
| ↑〉〈↑ |〈↓ | ↓〉+ | ↓〉〈↓ |〈↑ | ↑〉 − | ↑〉〈↓ |〈↓ | ↑〉 − | ↓〉〈↑ |〈↑ | ↓〉
)
=
1
2
(
| ↑〉〈↑ |+ | ↓〉〈↓ |
)
.
Referring back to the Schmidt decomposition, notice that the pψ are the nonzero eigen-
values of ρA. We could also have used the partial trace ρB in the definition since ρA
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and ρB have the same nonzero eigenvalues. The Schmidt decomposition is useful for
obtaining the eigenvalues of subsystems A and B. From the spectral decomposition,
we can obtain the Schmidt number for a pure state – defined as the number of non-zero
eigenvalues for ρA and ρB. The state |Ψ〉AB is entangled / non-separable if its Schmidt
number is larger than 1 – meaning it can be represented as a separable state |ψA〉⊗|ψB〉
using the Schmidt decomposition.
We have introduced a separability criterion, but we should also discuss the degree
of entanglement. Consider the following definition:
Definition 2.3.1. Let |Ψ〉AB ∈ HA ⊗HB be a pure state with dim(HA) ≤ dim(HB).
Then |Ψ〉AB is maximally entangled if
ρA =
1
dim(HA)
1,
where 1 is the identity matrix.
Thus, a pure, separable state will have a reduced density matrix ρA with only one
nonzero eigenvalue (equal to 1) while a maximally entangled reduced density matrix
will have all eigenvalues equal to 1/dim(HA). To characterize the entanglement of
pure states with values less than maximally mixed, we use an entropy metric. The
most widely used metric for entanglement E(Ψ) – being equal to 0 for pure, separable
states and having a dimension-dependent maximum for maximally entangled states –
is the von Neumann entropy S of the reduced density matrix. Using the density matrix
ρAB = |Ψ〉〈Ψ|, entanglement entropy is
E(Ψ) = S (TrB (ρAB)) = S (TrA (ρAB)) = −
n∑
ψ=1
pψ logb(pψ), (2.13)
where the pψ are the nonzero eigenvalues of the reduced density matrices. As such, a
non-separable state, having a reduced density matrix with one eigenvalue (pψ = 1), has
an entropy of 0 ebits (entangled bits when b = 2). Alternatively, maximally entangled
states Ψmax will have n = dim(HA) < dim(HB) nonzero eigenvalues, each with value
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1/dim(HA). Thus, E(Ψmax) = logb(dim(HA)). Examples of maximally entangled
pure states are the Bell states, presented as
|Φ+〉 = 1√
2
(
| ↓〉A| ↓〉B + | ↑〉A| ↑〉B
)
|Φ−〉 = 1√
2
(
| ↓〉A| ↓〉B − | ↑〉A| ↑〉B
)
|Ψ+〉 = 1√
2
(
| ↓〉A| ↑〉B + | ↑〉A| ↓〉B
)
|Ψ−〉 = 1√
2
(
| ↓〉A| ↑〉B − | ↑〉A| ↓〉B
)
.
An intuitive way of thinking about the entropy of the state is to consider the number
of ebits in the maximally entangled singlet state |Ψ−〉. The singled state contains one
ebit. In terms of resources, if a state ρΦ distributed between multiple parties hasE(Φ) =
n ebits, then the party has an entangled state with correlations that can be duplicated
with the distribution of n singlet states. Alternatively, they require n maximally mixed
Bell states to make a copy of |Φ〉.
Entangled Mixed States
There has been much research into characterizing the entanglement that may exist
within mixed states. This is because the quantum correlations must be distinguished
from the classical correlations. The von Neumann entropy of a subsystem is a poor
metric for mixed states because each subsystem has a non-zero entropy. Here, we in-
troduce the entropy of formation as introduced by Wooters [39].
Imagine trying to create n copies of the mixed state ρ. The mixed state can be
expressed as a decomposition of pure states according to
ρ =
N∑
j=1
pj|Φj〉〈Φj|, such that
N∑
j=1
pj = 1, (2.14)
such that the |Φj〉’s are pure states that are not necessarily orthogonal with pj > 0. To
make n copies of ρ requires that we make npj copies of the state |Φj〉. If construct-
ing each |Φj〉 from the singlet states (as discussed in the last section), then we need
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npjE(Φj) singlet states. Finally, we collect the states into an ensemble and discard any
information that could associate the index j with each individual pure state. Thus, each
pure state |Φj〉 can exist with probability pj – the definition of the mixed state ρ. From
this argument, the number of singlet states nsinglets needed to generate n copies of the
mixed state ρ is
nsinglets = n
N∑
j=1
pjE(Φj). (2.15)
While Eq. (2.15) appears relatively straightforward, we have neglected to include the
numerous possible decompositions of ρ. For example, we wish to make n copies of the
state ρex = (1/2)(|00〉〈00|+ |11〉〈11|) using two spin 1/2 particles. This mixed state ρ
could be decomposed into an equal mixture of |00〉 and |11〉 states. These pure states
are separable and do not require the use a singlet state. Alternatively, ρ could be decom-
posed into an equal mixture of (1/
√
2)(|00〉+ |11〉) and (1/√2)(|00〉−|11〉) and would
therefore require 2 singlet states. Taking the possible decompositions into account, the
entropy of formation asks for the minimum number of singlet states needed to generate
a copy of ρ. Finding the minimum number of singlet states requires that we find the
greatest lower bound, i.e. the infimum, of all possible pure state decompositions. For an
example of the infimum, the positive real number line has no minimum – since every
number can be further subdivided – yet, it has an infimum of 0. The entanglement of
formation is then
Ef (ρ) = inf
∑
j
ρjE(Φj). (2.16)
Note that Ef (ρ) is zero if and only if ρ can be written as a mixture of product states,
meaning ρ is separable. In the example where ρex = (1/2)(|00〉〈00| + |11〉〈11|), the
state can be decomposed into an equal mixture of nonentangled states (|00〉 and |11〉),
meaning Ef (ρex) = 0.
Overall, finding the entanglement of formation for a general state is a difficult task.
However, a general formula exists for states consisting of a pair of quibits which we
will discuss briefly. The entanglement of formation can be bounded from below by
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E(C(ρ)) ≤ Ef (ρ), which is defined as
E(C(ρ)) = h
(
1 +
√
1− C2
2
)
with (2.17)
h(x) = −x log2(x)− (1− x) log2(1− x), (2.18)
where C(ρ) is the concurrence. The concurrence is a metric for entanglement in itself
and is defined for a pure state as C(Φ) = |〈Φ|Φ˜〉|. The state |Φ˜〉 is obtained by applying
the “spin-flip” operation, perhaps more commonly known as the Pauli operator σˆy, to
each particle. The operator σˆy is
σˆy =
 0 −i
i 0

and is applied to each particle within the complex conjugate of |Φ〉 (i.e. |Φ∗〉) such
that |Φ˜〉 = (σy ⊗ σy)|Φ∗〉. To see why the concurrence is a metric for entanglement
(non-separability), observe the pure state below:
|Φ〉 = a|00〉+ b|01〉+ c|10〉+ d|11〉 =

a
b
c
d
 . (2.19)
|Φ〉 can only be factored if
Φ =

a
b
c
d
 =
 α
β
⊗
 γ
θ
 =

αγ
αθ
βγ
βθ
 ,
which means the product of the first and last term (αγ)(βθ) must be equal to the product
of the second and third term (αθ)(βγ), or ad = bc. Applying the concurrence to the
state |Φ〉 in Eq. (2.19) results in the expression C(Φ) = 2|ad − bc| and it becomes
apparent that the concurrence, having values 0 ≤ C ≤ 1 , is a monotonically increasing
function for how far from separable the pure state is.
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The concurrence is also defined for mixed states ρ = inf
∑
j pj|Φ〉〈Φ| such that
C(ρ) = inf
∑
j
pjC(Φj). (2.20)
An explicit formula for C(ρ) is
C(ρ) = max{0, λ1 − λ2 − λ3 − λ4}, (2.21)
where λi’s are the square roots of the eigenvalues of the density matrix ρρ˜ indexed in
descending order (λ1 > λ2 > ...). The matrix ρ˜ is defined as
ρ˜ = (σy ⊗ σy)ρ∗(σy ⊗ σy). (2.22)
It should be noted that while E(C(ρ)) ≤ Ef (ρ) for mixed states, the metric reaches
equality for pure states: E(C(Φ)) = Ef (Φ).
To conclude this section, various characterization metrics for entanglement have
been introduced. It should be mentioned that these metrics are useful for discerning the
degree of entanglement, assuming one has access to the density matrix. Unfortunately,
finding the density matrix can be a difficult task experimentally. Easier experimental
metrics exist if one merely wishes to determine if a system exhibits non-separability.
This can be accomplished through the violation of Bell and steering inequalities. Bell
tests are not covered in this thesis, but steering inequalities are briefly introduced in
chapter 3 – mainly because mapping high-dimensional position / momentum entangled
systems to a lower-dimensional form for a Bell test is not a trivial endeavor [41].
2.4 Spontaneous Parametric Down Conversion
Now that entanglement and various characterization methods have been introduced
(assuming one has access to the density matrix), we present a theoretical treatment
for one of the most well known methods for generating sources of entanglement ex-
perimentally. While, entanglement has been experimentally demonstrated in many
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forms, e.g. electron spin [42], neutrinos [43], and superconducting circuits [44], per-
haps the most well known form of entanglement arises from the generation of photon
pairs through spontaneous parametric down-conversion (SPDC). SPDC is a particularly
simple mechanism for generating entangled photon pairs – exhibiting entanglement in
both discrete and continuous degrees of freedom. Discrete variable entanglement ex-
amples include the generation of the Bell states using polarization correlations present
in type-II SPDC [45–47]. Continuous variable entanglement, such as in energy-time
and position-momentum, can be created through type-I and type-II SPDC [48–50].
Much of our time in the lab has been spent attempting to characterize the correla-
tions in high-dimensional position-momentum entanglement – similar to the correla-
tions first proposed within the EPR paradox [51–54]. As such, we present a derivation
of the position-momentum correlated photons that arise from the SPDC mechanism.
This introduction is based on the work done by Schneeloch et al. [55] and Walborn
et al. [56], both of which are arguably the best and thorough investigations of SPDC
as derived from first principles. It is highly recommended that the reader read those
sources for a more detailed treatment of SPDC.
SPDC is aχ(2) nonlinear optical process occurring in a nonlinear, non-centrosymmetric
medium [57] whereby a high-energy “pump” photon is spontaneously converted into
two lower-energy daughter photons, often referred to as “signal” and “idler”. The pro-
cess is parametric, i.e. energy conserving, which means no energy is absorbed by the
crystal. Consequently, the daughter photons are highly correlated in their energy and
momentum according to energy and momentum conservation.
The derivation of the position and momentum correlations will follow this basic
outline. We first introduce the electromagnetic field Hamiltonian and only consider
contributions from the first two terms in the electric field’s polarization Taylor expan-
sion. We then replace the electric fields by the quantum mechanical field observables
to arrive at the Hamiltonian needed to generate the state associated with SPDC after
operating on the vacuum state. With a few assumptions with respect to the crystal’s
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dimensions, the pump beam’s diameter and strength, and the conservation of energy
and momentum, we will arrive at an approximation to the EPR state.
To begin, we present the electric field Hamiltonian as
HEM(t) =
1
2
∫
V
dr [D(r, t) · E(r, t) + B(r, t) ·H(r, t)] , (2.23)
where D is the displacement vector, E is the electric field, B is the magnetic induction,
and H is the magnetic field. We can assume the material is nonmagnetic and ignore the
B ·H term. We also assume the displacement vector has the form D = 0E+P, where
P is the electric field polarization. Our experiments pass a coherent optical field (the
pump) through a nonlinear, non-centrosymmetric crystal. Because the electric field
amplitude is significantly smaller than the electric field binding the atoms within the
crystal, the electric field effectively “tickles” or minutely perturbs the crystal’s atoms
according to the material’s susceptibility χ. Thus, we can Taylor expand the field
polarization about the linear component [57] so that
P = 0
[
χ(1)E + χ(2)E2 + χ(3)E3 + . . .
]
. (2.24)
Because the field interaction strength drops off as a power law, we keep only the first
and second term within the expansion such that
P(r, t) ≈ 0χ(1)ij Ej(r, t) + 0χ(2)ijlEj(r, t)El(r, t) (2.25)
= PL(r, t) + PNL(r, t), (2.26)
where we have specified a linear PL and a nonlinear PNL contribution. Here, Ej(r, t)
is the j component of the electric field vector at position r and time t while χ(1) and
χ(2) are the first and second order susceptibility tensors, respectively. Also note the use
of the Einstein summation notation and the fact that χ(n) is an n + 1 rank tensor. This
approximation results in the Hamiltonian having linear and nonlinear components;
HEM(t) = HL(t) +HNL(t), (2.27)
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where
HNL =
0
2
∫
V
drχ
(2)
ijlEi(r, t)Ej(r, t)El(r, t). (2.28)
The electric field can be quantized by assuming each field will result from oper-
ators that generate plane waves with positive and negative wave-vector contributions,
confined within a box of volume V , with the relation
E(r, t) = Eˆ+(r, t) + Eˆ−(r, t), (2.29)
where
Eˆ+(r, t) =
1√
V
∑
k,s
i
√
~ω(k, s)
20n2(k, s)
k,se
(ik·r−ωt)aˆk,s(t) (2.30)
=
[
Eˆ−(r, t)
]†
.
Within Eq. (2.30), V is the quantization volume (normally a cavity that contains the
field modes), n2(k, s) is momentum and polarization dependent refractive index, aˆk,s(t)
is a photon annihilation operator at time t that annihilates a photon with wave-vector
k and frequency ω(k), and k,s is a unit-valued polarization vector having s as an in-
dex for the polarization component. Of course ~ is Plank’s constant divided by 2pi.
The quantization volume V will eventually be taken to infinity to describe free-space
propagation.
Replacing the electric field variables results in the Hamiltonian
Hˆ =
∑
k,s
~ω(k)aˆ†k,s(t)aˆk,s(t) +
0
2
∫
V
drχ
(2)
ijl Eˆi(r, t)Eˆj(r, t)Eˆl(r, t). (2.31)
With each electric field operator having 2 terms, the nonlinear component of the Hamil-
tonian in Eq. (2.31) actually contains 8 terms, yet not all terms are energy conserving.
Because we are only interested parametric processes, we only include terms that pre-
serve the relation ωi(kp) = ωj(k1) + ωl(k2). Here, we have assigned ωi to the pump,
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ωj to the signal, and ωl to the idler photons. Energy conservation means we can only
keep terms having a†iajal and aia
†
ja
†
l operators. The resulting Hamiltonian is
Hˆ =
∑
kp,s
~ω(kp)aˆ†kp,s(t)aˆkp,s(t) +
0
2
∫
V
drχ
(2)
ijl Eˆ
+
i (r, t)Eˆ
−
j (r, t)Eˆ
−
l (r, t) + H.C.
= HˆL + HˆNL, (2.32)
where H.C. is the Hermitian conjugate.
At this point, we can make several approximations to simplify Eq. (2.32). We can
assume that n2(k, s) ≈ 1. The rate of pair generation is minuscule in comparison to the
rate at which pump photons are passing through the crystal. In a typical experiment,
roughly 1 pair will be generated for every 108− 1010 pump photons [58], depending on
the crystal used. Hence, we can replace the pump field operator by the classical field
in the undepleted-pump approximation such that Eˆ±i (ω(kp))→ Ei(ω(kp)). Following
in the direction of [55] to make the expressions less complicated later on, we define
the transverse momenta for the pump, signal, and idler as qp, qj , and ql, respectively.
Each q is a projection of each k into the xˆ and yˆ coordinate plane. We then assume the
pump’s frequency is sufficiently stable / narrow-band to factor out the time dependence
– a practical assumption, particularly for continuous-wave sources. These assumptions
allow us to express the classical pump field as an integral over plane waves:
Ei(r, t) =
1
2pi
∫
A
dq Ei(qp, t)e
i(qp·r)ei(kzpz−ωpt), (2.33)
where the integral is taken over the 2D plane within the xˆ and yˆ coordinates. Next,
we factor the vector polarization component out of the pump’s electric field such that
Ei(qp, t) = Ei(qp, t)kp,sp . Putting it all together, we have the Hamiltonian
Hˆ = HˆL +
0
4pi
∫
V
dr
∫
A
dq
−1
V
∑
k1,s1
∑
k2,s2
χ
(2)
ijl (k1,s1)j(k2,s2)l(kp,sp)i
×
√
~2ω(k1)ω(k2)
420
e−i(∆q)·re−i(∆kzz)e−iωptEi(qp, t)a
†
k1,s1
(t)a†k2,s2(t) + H.C.,
(2.34)
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where ∆q ≡ q1 + q2 − qp and ∆kz ≡ k1z + k2z − kpz. Note that, in general
χ
(2)
ijl = χ
(2)
ijl
(
r;ω(kp), ω(k1), ω(k2)
)
. (2.35)
We introduce additional assumptions to simplify Eq. (2.34). First, we assume the
nonlinear crystal is isotropic so that χ has no r dependence. This allows us to carry out
the integral over r. We assume that the crystal has a anti-reflective coating to prevent
multiple reflections. The volume integral assumes the crystal is centered at r = 0
within a Cartesian coordinate system, i.e. dr = dx dy dz. Remembering that
Lx/2∫
−Lx/2
eikxdx = Lxsinc
(
kLx
2
)
, (2.36)
where sinc(x) ≡ sin(x)/x, evaluating the volume integral results in the Hamiltonian
Hˆ = HˆL +
0
4pi
∫
A
dq
−LxLyLZ
V
∑
k1,s1
∑
k2,s2
χ
(2)
ijl (k1,s1)j(k2,s2)l(kp,sp)i
×
√
~2ω(k1)ω(k2)
420
sinc
(
∆qxLx
2
)
sinc
(
∆qyLy
2
)
sinc
(
∆kzLz
2
)
e−iωpt
× Ei(qp, t)a†k1,s1(t)a†k2,s2(t) + H.C., (2.37)
The Hamiltonian can be simplified further through a few more approximations.
First, we will assume that evaluating the sums of the tensor components with the basis
vectors will result in an experimentally defined constant χ. Second, we can assume
that the polarizations of the signal and idler photons are fixed, meaning the sums over
s are no longer needed. We will also logically assume that the crystal’s transverse
dimensions are significantly larger than the wavelengths of our electric fields. This
allows us to replace the summation over k with
lim
V→∞
1
V
∑
ki
=
1
(2pi)3
∫
d3ki. (2.38)
Because the pair generation rate associated with HˆNL is so small, we can use first-
order time-dependent perturbation theory within the interaction picture to model the
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state’s evolution at time t. If the state at t = 0 is |ψ(0)〉, then the it will evolve at time t
to
|ψ(t)〉 = exp
 1
i~
t∫
0
dτHNL(τ)
 |ψ(0)〉. (2.39)
We can expand the time evolution operator to first order to obtain
|ψ(t)〉 ≈
1 + 1
i~
t∫
0
dτHNL(τ)
 |ψ(0)〉. (2.40)
Letting the initial state be the vacuum state, |ψ(0)〉 = |0〉1|0〉2, we can neglect the
Hermitian conjugate component of HˆNL because aˆ|0〉 = 0|0〉. Additionally, the rais-
ing operators will evolve as a†(t) → eiωta†(0). As a result, the simplified nonlinear
Hamiltonian is
HˆNL = χ
−LxLyLz~
64pi4
∫
A
dq
∫
dk1
∫
dk2 (2.41)
×
√
ω(k1)ω(k2)
[
3∏
m=1
sinc
(
∆qmLm
2
)]
ei∆ωt
× E(qp, t)a†(k1)a†(k2) (2.42)
where the product is taken over m = {1, 2, 3} = {x, y, z} coordinates and ∆ω ≡
ω1 + ω2 − ωp. To simplify the notation here within the product
∏
, we let ∆kz = ∆qz.
Finally, if we assume that the pump intensity is relatively constant (as with continuous-
wave pump sources or with respect to the time it takes a nanosecond pulse to propagate
through a centimeter length crystal), then E(q, t) essentially has, on average, no time
dependence and is proportional to the square root of the pump intensity Ip times the
transverse mode structure of the pump beam A(q) such that E(q, t) → A(q)√Ip. To
find the time evolved state at time T , i.e the time it takes light to traverse the crystal,
we must evaluate the integral in 2.40 from time t = 0 to t = T . Because the only
time-dependent term is ei∆ω, the integral evaluates to
T∫
0
ei∆ωt =
ei∆ωT − 1
∆ω
=
T
2
ei
∆ωT
2 sinc
(
∆ωT
2
)
. (2.43)
39
Thus we arrive at the down-conversion state
|Φ〉SPDC ≈ C0|01, 02〉+ C1
√
IpT
∫∫
dk1 dk2 Φ(k1,k2) (2.44)
×
√
ω(k1)ω(k2)e
i∆ωT
2 sinc
(
∆ωT
2
)
aˆ†(k1)aˆ†(k2)|01, 02〉, (2.45)
where
Φ(k1,k2) ≡
∫
A
dqp
[
3∏
m=1
sinc
(
∆qmLm
2
)]
A(qp). (2.46)
Note that Φ(k1,k2) relies on the transverse momentum components of the signal and
idler photons. Because it cannot be factored, Φ(k1,k2) 6= φ(k1)φ(k2), the signal
and idler photons are entangled in their transverse momentum components. For down-
converted photons with a large transverse momentum, i.e. a large ∆qx and ∆qy, the
sinc(∆qL/2) approximates a Dirac-delta function and becomes a suitable source for
generating an approximate EPR state in the lab.
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3 Fast Hadamard Transforms for
Compressive Sensing of Joint
Systems
In this chapter, the reconstruction side of compressively characterizing position cor-
relations between down-converted photon pairs is presented. As will be shown, the
computational overhead of storing a sensing matrix for even modestly-sized correlation
characterizations can quickly become nonviable. This chapter presents work published
in [54] that eliminates the computer-memory scaling problem and also decreases the
reconstruction time by carefully designing sensing matrices based on fast-transform
operations. Specifically, Sylvester-Hadamard matrices are used to sample each subsys-
tem in a way that enables the use of fast transforms in high-dimensional reconstructions.
This work is also the key to the high resolution characterizations obtained in [51].
3.1 Introduction
Characterizing high-dimensional joint systems, such as continuous variable entangle-
ment in time / energy or position / momentum, is a difficult problem due to experimen-
tal impracticalities such as long measurement times, low flux, or insufficient computing
resources. Yet, continuous-variable entanglement is becoming a valuable resource in
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quantum technologies [59–64]. As discussed in chapter 2, SPDC is a readily available
sources of continuous-variable entangled photons. To determine if the system is en-
tangled, both the bi-photon joint position and joint momentum probability distributions
must be measured through correlation measurements.
Much experimental work has been done to characterize high-dimensional time-
energy and position-momentum entanglement [48, 65–72]. This chapter focuses on
characterizing position-momentum entangled photons. Characterizations are done by
measuring signal and idler pixel correlations in either an image plane of the crystal
(constituting a position measurement) or a Fourier-transform plane of the crystal (con-
stituting a momentum measurement) through coincidence counting.
Correlated measurements are typically done by raster scanning through all possible
projections of the two-particle state. This means that, within an image or Fourier plane
of the entanglement generating source, correlations from every pixel of the signal plane
must be measured against every pixel in the idler plane. The time required to complete
a raster scan with single-photon detectors quickly becomes impractical for certain scans
– with the number of measurements scaling as N2 for N pixes in each signal and idler
planes. Imaging these distributions with an electron multiplying charge-coupled de-
vice (EMCCD) has been shown in [73, 74], yet EMCCDs often introduce a significant
amount of noise that can mask the correlations while also being quite expensive.
Recently, compressive sensing (CS) [7, 75] techniques were introduced as an al-
ternative to raster scanning for characterizing a high-dimensional entangled system
[76, 77]. While the data-acquisition time is drastically reduced, it comes at the cost
of computational complexity, requiring a computational reconstruction of the signal.
Performing CS on high-dimensional signals is not a new problem, and several clever
solutions exist for utilizing separable compressive sensing matrices combined by a Kro-
necker product [78, 79]. However, these methods are ill suited for sampling the correla-
tions in a joint space. Because the sensing matrix dimensions grow as N4, eliminating
the need to store the sensing matrix in computer memory is of paramount importance.
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These problems can be overcome with Hadamard-based sensing matrices. Specif-
ically, we show how the Kronecker relation in Sylvester-type Hadamard matrices en-
ables the use of fast-Hadamard transforms for joint-space reconstructions while elimi-
nating the need to store the sensing matrix in computer memory. Compressive sensing
based on fast-Hadamard transforms has already been shown to drastically reduce CS
reconstruction times [80]. Using the randomization techniques outlined in [81, 82],
pseudo-random Hadamard matrices offer tremendous speed enhancements in many re-
construction algorithms. This chapter explains how to take advantage of the speed
enhancement by carefully designing the single-particle sensing matrices.
To demonstrate the effectiveness of our method, we reconstruct a 16.8×106 dimen-
sional joint-space distribution from only 20, 000 measurments in only a few minutes.
Within the joint-space exists a 3.2 million-dimensional probability distribution from
which we measure the degree of transverse correlations using the mutual information.
Additionally we show that the information in the signal and idler marginal distributions
can aid in the joint-space reconstructions.
The experimental realization here is closely related to the work performed in [76].
The experiment in this article is merely meant to demonstrate how structured random-
ness enables efficient reconstructions of the joint space distribution at even higher di-
mensions. In theory, this increase in resolution allows for an increase in the amount of
measurable mutual information.
Motivation
Characterizing the degree of non-separability in continuous-variable entanglement is
a difficult task both theoretically and experimentally. In chapter 2, we showed that
the Schmidt number and the concurrence are two such ways the degree of separability
can be measured. However, those metrics are hinged on the assumption that the quan-
tum state is well characterized – having access to the density matrix. In many instances,
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acquiring enough measurements needed to obtain a density matrix is impractical. How-
ever, at times is still beneficial to merely witness entanglement.
Two entanglement witnesses that are most commonly employed include Bell in-
equalities [34, 83, 84] and steering inequalities [85–88]. A Bell test is a means of
testing elements of locality and local realism when the detectors for constituent parti-
cles are spatially separate, especially when the detection events occur outside of each
particle’s light cone [42, 89]. Alternatively, an entanglement criterion weaker than Bell-
nonlocality, yet stronger than non-separability [90], is available through the violation
of a steering inequality.
Steering inequalities test for correlations strong enough to demonstrate the EPR
paradox, but are not strong enough to rule out all local hidden variable models. By
exploiting quantum correlations, two parties that share constituent particles within an
entangled state can steer the measurement results of the other party in a way that is
impossible in classical mechanics. In particular, we focus our attention on the EPR
steering inequality presented in [91]. There, an inequality for continuous-variable sys-
tems using only on discrete probability distributions (as measured in the lab) is pre-
sented. Letting the signal vectors X represent the discretized position distribution and
K represent the discretized momentum distribution, then the steering inequality reads
I(XA,XB) + I(KA,KB) ≤ 2 log2
(
n∆x∆k
pie
)
, (3.1)
where ∆k is the detector resolution of each particle’s momentum, ∆x is the detector
resolution of each particle’s position, n is the number of pixels in each distribution, and
I(XA,XB) [I(KA,KB)] represents the mutual information that exits between particle
A and B in their position [momentum] degrees of freedom.
The mutual information I(A,B) that exits between parties A and B is defined as
I(A,B) ≡ H(A)−H(A|B) (3.2)
≡ H(B)−H(B|A) (3.3)
≡ H(A,B)−H(A|B)−H(B|A), (3.4)
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where H is the classical Shannon entropy and is defined as
H(X) = −
n∑
i=1
p(xi) logb
(
p(xi)
)
. (3.5)
Within Eq. (3.5), the entropy is calculated by summing over the random variables
xi ∈ X for i = 1, 2, ..., n that occur with probability p(xi). Note that the logarithm’s
base was left as a variable b. The entropy is in units of bits if b = 2. The mutual
information is a metric for how much information can be obtained about A when only
having access to B, and vice-versa. As such, is a common metric used to quantify
the information capacity of a communication channel [92]. The mutual information is
symmetric and positive. Note that H(A|B) is is the entropy of A conditioned on B and
H(A,B) is the joint entropy. Each entropy term, in turn, is based on the corresponding
conditional or joint probabilities of variables A and B.
The point in introducing Eq. (3.1) is to show the dependence on the position and
momentum distributions X and K associated with particles A and B. The methods
introduced below enable the efficient compressive measurment of these distributions.
3.2 Measuring a non-separable joint system
We apply CS to measure the joint position probability distribution of the down-converted
signal and idler photons from SPDC. Quantum mechanics tells us that the bi-photon
state exists in a Hilbert space composed of the tensor product of the individual signal
and idler photon Hilbert spaces. In order make a measurement, we approximate the
state as living in a finite dimensional Hilbert space. We can therefore represent a bi-
photon operator matrix in terms of Kronecker products of individual signal and idler
photon operator matrices. For CS, we can let these operators be projection operators
and manipulate them such that they form the rows of a sensing matrix A. We designate
the set of projections for each subspace as PS and PI ∈ RM×N for signal and idler,
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respectively. In this manner, the sensing matrix is written as
A =

PS[1]⊗PI [1]
PS[2]⊗PI [2]
...
PS[M ]⊗PI [M ]
 (3.6)
for i ∈ 1...M where P[i] represents the ith row of P.
The Kronecker product ⊗ in this article operates on matrices and vectors such that
if a is of dimension m × n and b is of dimension p × q, then their Kronecker is of
dimension mp× nq represented as
a⊗ b =

a11b · · · a1nb
... . . .
...
am1b · · · amnb
 . (3.7)
An experimental diagram is presented in Fig. 3.1. To simplify the CS formalism,
we represent the signal and idler spaces as one-dimensional living in RN and the joint-
space distribution as a vector x ∈ RN2 . As outlined in [76], compressive sensing is
experimentally accomplished by taking random projections with patterns composed of[√
N ×√N
]
pixels within each subspace and then measuring the resulting coinci-
dences in photon counts.
During reconstruction, the bi-photon probability distribution is already sparse in
the joint-space due to the tight pixel correlations in position and momentum. This
eliminates the need to define a sparse-basis.
Random binary matrices were used in [76], and consequently limited the subspace
measurements to 32 × 32 pixel resolutions. Additionally, the experiment required a
significant amount of time to reconstruct the data. We wish to avoid these limitations
by using structured matrices for reconstruction purposes. In [76], using properties
of Kronecker products enabled relatively efficient computations of the reconstruction
operations Ax and ATy, where AT is the transpose of A, because A never needed to
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Figure 3.1: The above experimental diagram measures the correlations in a joint two-particle system.
Random projections of signal and idler spatial distributions are taken with a spatial light modulator within
an image plane of the crystal. An avalanche photodiode detector (APD) and correlation electronics detect
photon arrivals in coincidence.
be computed explicitly [93]. However, structured randomness can enable the use of fast
transforms which are even more efficient.
3.3 Fast-Hadamard-transform based sensing matrices
Randomly sampled & permuted Hadamard sensing matrices
Sylvester-Hadamard matrices have a structure that is particularly advantageous to the
CS framework. These matrices are generated from a simple recursion relation defined
by a Kronecker product.
H1 = [1]
H2 =
 1 1
1 −1
 .
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From these, any Sylvester-Hadamard matrix can be decomposed as follows:
H2k = H2 ⊗H2k−1 =
 H2k−1 H2k−1
H2k−1 −H2k−1
 , (3.8)
for k > 1. Because of this structure, Sylvester-Hadamard matrices are restricted to
powers of two but can be used to build patterns and a sensing matrix that utilizes the
speed and efficiency of a fast-Hadamard transform H [∗]. We use a normally-ordered
fast transform in this work. Its algorithm is similar to that of a fast-Fourier transform,
but it consists of only additions and subtractions. Hence, it performs the reconstruction
operations Ax and ATy in O (N2 logN) time – significantly faster than an explicit
matrix-vector multiplication of O (N4) time. A thorough overview of Hadamard ma-
trices, fast-Hadamard transforms, and their applications to signal and image processing
may be found in [94].
To construct PS , PI , and A (within Eq. (3.6)) from Hadamard matrices, the sub-
space Hadamard matrices must be randomized in both their rows and columns. The
sensing matrices must be both incoherent with the image yet span the space in which
the signal resides. Random sensing matrices perform this task well, yet Hadamard ma-
trices naturally contain much structure. To begin, each sensing matrix must be formed
by taking specific rows from a Hadamard matrix with the correct dimensions. The joint
space sensing matrix A is constructed from HN2 while the subspace sensing matrices
PS and PI are constructed from HN . Because of the relation in Eq. (3.6), the rows of
A will be determined by the rows of PS and PI .
The randomization of the Hadamard matrix rows is accomplished by defining two
vectors rS and rI ∈ RM for each signal and idler system composed ofM randomly cho-
sen integers on the interval [2,N]. The values in r state which rows should be extracted
from HN when constructing PS and PI . Note that the interval begins at 2 because
the first row of a Hadamard matrix is composed entirely of ones. The interval may
begin at 1 if the total photon flux on a detector is desired. Also, note that A ∈ RM×N2
where M << N2. This condition allows for scenarios where PS,PI ∈ RM×N such
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that M > N in the individual subspaces, meaning rows of HN may be repeated when
constructing PS and PI .
The randomization of the Hadamard columns is accomplished by defining permuta-
tion vectors pS and pI ∈ RN that randomly permute theN columns of HN . Once r and
p have been defined for both the signal and idler subspaces, patterns are constructed by
the following equations:
PS = HN [rS,pS]
PI = HN [rI ,pI ] (3.9)
where the y and x components of H[y, x] refer to the rows and columns of H respec-
tively.
The manner in which PS and PN combine to manipulate a Hadamard matrix HN2
that spans the joint space is detailed in the next section.
Joint-space Sylvester-Hadamard sensing matrices
Once r and p have been defined for the individual signal and idler subspaces, they
may be used to construct the corresponding joint space row-selection and permutation
vectors, rSI and pSI such that A = HN2 [rSI ,pSI ]. Consider the construction of rSI
first. By Eq. (3.8), A is formed by the row-wise Kronecker product of the subspace
sensing matrices PS and PI . As rS and rI determine the ordering of the Hadamard
rows within these patterns, rSI must also be a subset of a Kronecker product of rS
and rI . Knowing that the Kronecker product of PS and PI will form “blocks” of size
[M ×N ], it is straightforward to show that
rSI [i] = N (rS[i]− 1) + rI [i] (3.10)
for i ∈ {1, 2, ...,M} where r[i] represents the ith component of r. Note that element-
wise counting in this article starts at 1.
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Because rS and rI are chosen at random and will often be over-complete, M > N ,
and rSI will probably have repeating units, and a row within A will appear more than
once. This is equivalent to taking the same projection more than once and offers no
additional information. To prevent this, compare each value within rSI and eliminate
repeating values. If rSI [i] is a repeated value, we eliminate rSI [i] along with the com-
ponents rS[i] and rI [i]. In this way, the number of samples M will decrease yet contain
the same amount of information.
The formation of pSI follows a similar form as rSI , yet it will be of length N2.
Although it is not a simple Kronecker product, it does follow from the structure in Eq.
(3.6). The structure of pSI takes the form
pSI [N(i− 1) + j] = N (pS[i]− 1) + pI [j] (3.11)
for i ∈ {1, 2, ..., N} and j ∈ {1, 2, ..., N}. Generating randomized Hadamard matrices
using r and p for each signal, idler, and joint space are summarized below:
PS = HN [rS,pS]
PI = HN [rI ,pI ] (3.12)
A = HN2 [rSI ,pSI ]
where the y and x components of H[y, x] refer to the rows and columns of H respec-
tively. The construction of A presented in Eq. (3.12) allows us to use fast transforms
as explained in the next section.
Joint-space fast-Hadamard transform operations
Keeping track of the randomization operations allows the use of fast-Hadamard trans-
forms when computing Ax and ATy. This is accomplished by reordering either x or
y according to p, taking the fast Hadamard transform, and then picking specific ele-
ments from the final result according to r. The manner in which they are rearranged
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and picked depends upon the operation Ax or ATy in either the data acquisition or
reconstruction processes.
Starting with the data-taking procedure y = Ax, projections are taken in each
signal and idler system by first constructing individual patterns. Pattern construction is
done by fast Hadamard transforming basis vectors and then permuting them. Because
of the symmetric nature of a Hadamard matrix (H = HT ), a fast Hadamard transform
of a basis vector α(i) (in which the ith component is equal to one and the rest zeros) is
equal to the ith row of the Hadamard matrix H[i, :]. In short,H [α[i]] = H[i]. Hence,
every ith pattern P[i, :] can be built according to a fast transform by
H[r[i] , :] = H [α(r[i])]
P[i] = H[r[i] ,p] (3.13)
for i ∈ 1...M where α(r[i]), a basis vector whose r[i]th component is equal to 1, is
fast-Hadamard transformed and then permuted according to p.
To take experimental data, many spatial light modulators (SLMs), such as digital
micro-mirror devices (DMDs), are operated in a binary on / off fashion – transmitting
light either to or away from a detector. If only using one detector per subspace, at
any given moment a pattern may only be composed of (0, 1) while Hadamard matrices
are composed of (1,−1). To display the full Hadamard pattern with one detector per
subspace, the data-taking operations must be split into positive and negative operations.
HN2 may be decomposed into a sum of positive H+N (composed of (0, 1)) and negative
H−N (composed of (−1, 0)) matrices such that
HN2 =
(
H+N ⊗H+N
)
+
(
H−N ⊗H−N
)
+
(
H+N ⊗H−N
)
+
(
H−N ⊗H+N
)
. (3.14)
Consequently, every element in y will require four coincidence measurements. Even
though 4M coincidence measurements are required when using one detector per sub-
space, the drastic sampling performance gained through CS methods is such that 4M 
N2. Alternatively, if two detectors are used per subspace, the detection process requires
only M projections.
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In reconstruction, fast-Hadamard transforms may be utilized by CS reconstruction
algorithms to perform the operations Ax and ATy. The operation Ax first requires
that x be inverse-permuted, fast Hadamard transformed, and then have the correct M
elements extracted from the final result. The inverse-permutation is done by defining
an inverse permutation vector q as
q [p[i]] = i (3.15)
for all i elements in p. Hence, Ax is realized with the following operations
y′ = H [x[qSI ]]
y = y′[rSI ]. (3.16)
The operation ATy requires that a vector β composed of N2 zeros be filled with
the elements of y according to rSI , fast-Hadamard transformed, and then permuted
according to q as follows:
β[rSI ] = y
x[qSI ] = H [β] . (3.17)
Again, these operations work because Hadamard matrices are symmetric. However,
it should be noted that the true inverse operation is H−1N = H
T
N/N . When taking the fast
transform operation in Eq. (3.17), we are explicitly taking the forward fast transform
and neglecting the normalization term. Because of this structure, the operations Ax
and ATy can be utilized by most reconstruction algorithms to operate more efficiently.
3.4 Compressive measurement of a 16.8×106-dimensional
correlated space
To demonstrate the practicality of the previous results, we compressively measure and
quickly reconstruct a 16.8× 106 dimensional joint-space probability distribution.
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Theoretical expectations
Before reporting our experimental results, it is useful to first estimate the theoretical
maximum amount of possible mutual information as derived from first principles based
on the crystal and the pump-laser specifications. That result should then be compared
with the maximum possible information we could measure given our SLM resolution.
A thorough calculation characterizing degenerate SPDC is done in [95] in one trans-
verse spatial dimension. Assuming a double Gaussian bi-photon state, the mutual in-
formation in the position domain between down-converted photons (XS and XI) is
I(XS,XI) = log2
(
9piσ2p + Lzλp
2σp
√
9piLzλp
)
(3.18)
where Lz, λp, and σp represent the length of the nonlinear crystal, the pump-laser wave-
length, and the standard deviation of the Gaussian intensity pump-laser profile, respec-
tively. We use a 325 nm pump laser and a 1 mm length nonlinear crystal. The maximum
1/e2 pump diameter is listed as 1.2 mm resulting in a σp that is four times smaller, i.e.
σp = 3×10−4 m. The experiment uses approximately degenerate down-converted light
because of the paraxial nature of beam propagation and the use of narrow-band filters.
Our pump laser is approximately Gaussian in two dimensions resulting in a mutual in-
formation twice as large as reported in Eq. (3.18). Hence, the theoretical maximum
mutual information between signal and idler photons is 10.9 bits. However, when mov-
ing from an infinite-dimensional Hilbert space to a finite dimensional space, dictated
by the resolution of the SLMs, the resulting measurable mutual information must be
less than or equal to to the continuous variable case of 10.9 bits.
Iterative soft-thresholding reconstruction algorithm
Not yet knowing of of the newer and more efficient ADMM methods presented in
appendix, we used an iterative thresholding algorithm [96] that computes the mutual
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information at each iteration. The program exits when the mutual information no longer
increases with thresholding.
The algorithm we use is summarized as follows:
x0 = c
xt+1 = ηˆ2[xt · {ηˆ1
[
AT · (y −A · xt)
]}+ xt −min (xt)] (3.19)
where c is a constant vector (with all elements equal to c) and min(xt) is a vector
composed entirely of ones times the smallest element in xt. At each iteration, we take
a projection of the current result with the term ηˆ1
[
AT (y −Axt)
]
. The function ηˆ1[∗]
is an operator that performs soft thresholding on everything within its brackets using a
biorthogonal 4.4 wavelet transform with a two-level decomposition [97–99].
Soft thresholding in the wavelet basis, often referred to as wavelet shrinkage, is
performed using the universal threshold of Donoho and Johnstone [100, 101]. Because
image noise is often concentrated in the high-frequency components of the wavelet
transform, wavelet shrinkage estimates the noise according the variance in the highest
frequency wavelet coefficients and then performs soft-thresholding – effectively shrink-
ing the amplitude of the wavelet coefficients.
The filtered signal is then inverse transformed back to the pixel basis, and ηˆ2[∗] per-
forms a hard thresholding in the pixel basis before normalizing the final result. Hard
thresholding, as opposed to soft thresholding, sets elements below the threshold to zero.
The threshold of ηˆ2 gradually increases with each iteration. While y−Axt approaches
zero, it never truly vanishes due to the effects of measurement noise. To prevent in-
jecting random noise into each filtered iteration, we take the projection of the noisy
term with the current clean solution. We then add this projection back to the current
solution to prevent discarding current signal components. After hard thresholding the
first iteration, min (xt>0) = 0 where 0 is a null vector.
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Experimental results
As an experimental demonstration, we compare how the measured mutual information
from compressive measurements compares to the theoretical value of 10.9 bits. With
binary patterns on each SLM, having a resolution of N = 4096, we measured coin-
cidence counts at a rate of 4 × 103 counts per second. Since each SLM reduces the
incoming flux by approximately 50%, the total number of coincidences Φ was approx-
imately four times larger, or Φ = 1.6 × 104 coincidences per second. Using only two
detectors, all four projections per y-element required a total of 8 seconds due to power
constraints. The resulting ratio of the standard deviation of y relative to the shot noise
was 2.4.
To discern how many measurements M are needed for reconstructions in the joint
space, we estimated that the number of signal components k ≈ N = 4096 due to tight
correlations. Thus, we assigned M = O (k log2(N2/k)) = O(104) measurements. We
chose the number of measurements to be 2 × 104 (M/N2 ≈ .001) as a reasonable
compromise between the total integration time and reconstruction quality.
The resulting scan took just over 44 hours. To compare these values to a raster
scan, the signal-to-noise ratio (SNR) goes as
√
Φ t/N , assuming perfect pixel cor-
relations and uniform illumination. Here, t is the integration time per pixel. When
raster scanning in an N2 dimensional joint space, the total integration time goes as
N2t = N3 SNR2/Φ for shot-noise limited signals. Therefore, a raster scan operating
under perfect conditions would require a minimum of 50 days to achieve a SNR = 1
for N = 4096. The reconstructed joint space probability distribution is presented in in
Fig. 3.2.
From the same data set, we analyzed the recovered mutual information as a function
of the number of measurements M . Unfortunately, the mutual information is highly
dependent on the noise. As the iterative thresholding algorithm seeks to find the optimal
threshold, measurement noise results in sparse speckle patterns for low SNR signals –
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Figure 3.2: Image (a) depicts a zoomed-in view that captures the largest components of the recon-
structed 16.8 × 106 joint space distribution. The largest components are contained within the resulting
4-megapixel image shown. The 1/e2 intensity profile, as seen by the signal’s SLM, is presented as the
signal’s measured marginal distribution in (b). The reconstructed marginal distribution was obtained
through the reconstructed joint space distribution and is displayed in (c) for comparison. This data was
obtained compressively with M = 20, 000 (.00119 × 644) samples in approximately 44 hours and was
reconstructed in under ten minutes.
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Figure 3.3: The mutual information, obtained through reconstructions of the joint-space distribution, as
a function of the number of projections M is depicted above. The figure lists the theoretical maximum
mutual information and the corresponding measurement results either utilizing or neglecting available
information from the marginal distributions.
resulting in false correlations. To stress the severity of this flaw, we consistently recover
about 8 bits of mutual information with M = 10 projections.
However, there exists information in the marginal probability distributions that can
reduce this error. One marginal distribution is shown in Fig. 3.2 and was recovered from
2×104 projections. Figure 3.2 plots everything within the 1/e2 intensity beam diameter
while thresholding the background intensity to zero. The marginal distributions indicate
that there exist regions where correlations should not exist. This information is used
used to reduce the reconstruction error, and the results are summarized in Fig. 3.3.
It is evident from Fig. 3.3 that background noise significantly alters the results,
fabricating a larger mutual information. These results stress the importance of adequate
sampling when characterizing these distributions.
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3.5 Conclusion
Using a laptop with 8 GB of memory, we perform reconstructions of a 16.8×106 dimen-
sional joint space in under ten minutes with satisfactory results using fast-Hadamard
transforms with the algorithm presented in Eq. (3.19). As an example, we compres-
sively measured 7.21 bits, in comparison to the theoretical value of 10.9 bits, of mutual
information while also demonstrating how to improve the accuracy of these results us-
ing information contained within the marginal distributions. We believe these methods
will be invaluable for other correlation-based CS implementations.
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4 Frequency-Modulated
Continuous-Wave Compressive
LiDAR
In this chapter, compressive sensing is used within a classical LiDAR system to de-
crease the acquisition time needed to form high-resolution depth-maps. This time-
reduction coupled with high resolution mapping will be of use in both ranging, object
identification, and topography applications. A theoretical investigation is presented and
suggests the proposed method should work in practical applications with enviornmental
noise. Extracting 3D information from a 2D projection is normally a complicated task,
yet the method outline here simplifies the 3D reconstruction problem by decomposing
it into two easier problems. The total-variation minimization algorithm presented in
the appendix is used once and then a fast iterative least-squares algorithm then takes
over. The result is a high-resolution depth map with minimial computational overhead.
Finally, an analysis of the signal reconstruction quality versus measurment noise is
included for completeness.
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4.1 Introduction
Depth-mapping, also known as range-imaging or 3D imaging, is defined as a non-
contact system used to produce a 3D representation of an object or scene [102]. Depth-
maps are typically constructed through either triangulation and projection methods,
which rely on the angle between an illumination source and a camera offset to infer
distance, or on time-of-flight (TOF) LiDAR (light detection and ranging) techniques.
LiDAR systems are combined with imaging systems to produce 2D maps or images
where the pixel values correspond to depths.
Triangulation and projection methods, such as with Microsoft’s Kinect [103], are in-
expensive and can easily operate at video frame rates but are often confined to ranges of
a few meters with sub-millimeter uncertainty. Unfortunately, the uncertainty increases
to centimeters after roughtly ten meters [102, 104]. Phase-based triangulation systems
also suffer from phase ambiguities [105]. Alternatively, LiDAR-based methods can
obtain better depth-precision with less uncertainty, to within micrometers [102, 106],
or operate up to kilometer ranges. Thus, LiDAR based systems are chosen for active
remote sensing applications when ranging accuracy or long-range sensing is desired.
Additionally, technological advances in detectors, lasers, and micro-electro-mechanical
devices are making it easier to incorporate depth-mapping into multiple technologies
such as automated guided vehicles [107], planetary exploration and docking [108–
110], and unmanned aerial vehicle surveillance and mapping [111]. Unfortunately, the
need for higher resolution accurate depth-maps can be prohibitively expensive when
designed with detector arrays or prohibitively slow when relying on raster scanning.
Here we show how a relatively inexpensive, yet robust, architecture can convert one
of the most accurate LiDAR systems available [112] into an efficient high-resolution
depth-mapping system. Specifically, we present an architecture that transforms a frequency-
modulated continuous-wave LiDAR into a depth-mapping device that uses compres-
sive sensing (CS) to obtain high-resolution images. CS is a measurement technique
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that compressively acquires information significantly faster than raster-based scanning
systems, trading time limitations for computational resources [7, 75, 113]. With the
speed of modern-day computers, the compressive measurement trade-off results in a
system that is easily scalable to higher resolutions, requires fewer measurements than
raster-based techniques, obtains higher signal-to-noise ratios than systems using detec-
tor arrays, and is potentially less expensive than other systems having the same depth
accuracy, precision, and image resolution.
CS is already used in both pulsed and amplitude-modulated continuous-wave Li-
DAR systems (discussed in the next section). CS was combined with a pulsed time-of-
flight (TOF) LiDAR using one single-photon-counting avalanche diode (SPAD), also
known as a Geiger-mode APD, to yield 64×64 pixel depth-images of objects concealed
behind a burlap camouflage [114, 115]. CS was again combined with an SPAD-based
TOF-LiDAR system to obtain 256 × 256 pixel depth-maps, while also demonstrating
background subtraction and 32 × 32 pixel resolution compressive video [116]. Re-
placing the SPAD with a photodiode within a single-pixel pulsed LiDAR CS camera,
as in [117], allowed for 128 × 128 pixel resolution depth-maps and real-time video at
64× 64 pixel resolution. In addition to pulsed-based 3D compressive LiDAR imaging,
continuous-wave amplitude-modulated LiDAR CS imaging has been studied with sim-
ilar results [118, 119]. The architecture we presented here, to our knowledge, is the first
time CS has been applied to a frequency-modulated continuous-wave LiDAR system.
Furthermore, we show how to efficiently store data from our compressive mea-
surements and use a single total-variation minimization followed by two least-squares
minimizations to efficiently reconstruct high-resolution depth-maps. We test our claims
through computer simulations using debilitating levels of injected noise while still re-
covering depth maps. The accuracies of our reconstructions are then evaluated at vary-
ing levels of noise. Results show that the proposed method is robust against noise and
laser-linewidth uncertainty.
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4.2 Current LiDAR and Depth-Mapping Technologies
There are many types of LiDAR systems used in depth-mapping, yet there are two
general categories for obtaining TOF information: pulsed LiDAR and continuous wave
(CW) LiDAR [120, 121] (also known as discrete and full-waveform LiDAR, respec-
tively [122, 123]).
Pulsed LiDAR systems use fast electronics and waveform generators to emit and
detect pulses of light reflected from targets. Timing electronics measure the pulse’s
TOF directly to obtain distance. Depth resolution is dependent on the pulse width and
timing resolution – with more expensive systems obtaining sub-millimeter precision.
Additionally, the pulse irradiance power is significantly higher than the background
which allows the system to operate outside and over long range. Unfortunately, the
high-pulse power can be dangerous and necessitates operating at an eye-insensitive
frequency, such as the far-infrared, which adds additional expense. Pulsed LiDAR
range-imaging cameras include flash-LiDAR cameras and TOF-range scanners [120].
Flash-LiDAR cameras illuminate an entire scene with a bright pulse of light and use
an array of photo-detectors to obtain a depth-image. TOF-range scanners scan one
or more pulsed lasers across a scene, often relying on fast micro-electro-mechanical
mirrors. Generally, APDs or SPADs detect returning low-flux radiation and require
raster scanning to form a depth-map. More expensive SPAD-arrays can quickly acquire
depth-maps at the expense of SNR, but are currently limited to resolutions of 512×128
[124].
Alternatively, CW-LiDAR systems continuously emit a signal to a target while
keeping a reference signal, also known as a local oscillator. Because targets are contin-
uously illuminated, they can operate with less power, compared to the high peak-power
of pulsed systems. CW-LiDAR systems either modulate the amplitude while keeping
the frequency constant, as in amplitude-modulated continuous-wave (AMCW) LiDAR,
or they modulate the frequency while keeping the amplitude constant, as in frequency-
62
modulated continuous wave (FMCW) LiDAR.
AMCW-LiDAR systems typically require high-speed radio frequency (RF) elec-
tronics to modulate the laser’s intensity. However, low-speed electronics can be used to
measure the return-signal after it has been demodulated. Examples of AMCW-LiDAR
systems include phase-shift LiDAR, where the laser intensity is sinusoidally [112] or
randomly modulated [125]. The TOF is obtained by convolving the demodulated lo-
cal oscillator with the demodulated time-delayed return signal. Sinusoidally modulated
systems, in particular, are hindered by a phase ambiguity [112, 126]. Phase-shift Li-
DAR cameras can often utilize high-resolution CMOS/CCD arrays [127], again, at the
expense of SNR. Another popular AMCW systems is one that uses a linear-chirp of
the laser’s intensity [128, 129]. Linearly chirped AMCW-LiDAR systems require de-
modulation via electronic heterodyne detection to generate a beat note that is directly
proportional to the TOF. While more complicated than phase-shift methods, linearly-
chirped AMCW-LiDAR systems do not suffer from phase ambiguities. Thus, higher
bandwidth chirps can be used to obtain better depth resolution. These systems can op-
erate at long-range with a precision that increases with increasing chirp bandwidth or
decreasing chirp duration [112]. However, linearly chirped systems are more expen-
sive, requiring fast RF electronics, but show promise in long-range object detection and
tracking [130].
FMCW-LiDAR is the most precise LiDAR system available. The laser frequency
is linearly chirped with a small fraction of the beam serving as a local oscillator. The
modulation bandwidth is often larger than in linearly-chirped AMCW LiDAR – yield-
ing superior depth resolution. Yet, high-speed electronics are not required for signal
detection. Instead, detection requires an optical heterodyne measurement, using a slow
square-law detector, to demodulate the return signal and generate a beat-note frequency
that can be recorded by slower electronics. Unfortunately, FMCW-LiDAR is limited by
the coherence length of the laser [112]. To obtain precision at longer ranges, the local
oscillator can be time-delayed such that the system can operate up to 100 km – but with
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relatively poor resolution [131]. For marginally shorter distances, 5 cm precision in the
field at 39.2 km and sub-centimeter precision at 40 km in the lab was demonstrated in
[132].
Both AMCW and FMCW linearly-chirped LiDAR systems can obtain similar or
better depth accuracy compared to pulsed systems while operating with cheaper elec-
tronics. This is because the heterodyne beat note can be engineered to reside within
the bandwidth of slow electronics and more precisely measured. For this reason, high
resolution AMCW based systems are more popular when used in conjunction with rel-
atively slow CCD cameras because the pixels can be modulated directly. Because CCD
cameras are relatively slow, the dynamic range over which ranging is possible is short-
ened. The working range is often lengthened at the expense of depth resolution. Addi-
tionally, higher resolution is obtained at the expense of SNR. Thus, a linearly-chirped
FMCW-LiDAR that uses a high-bandwidth detector array for superior accuracy and
larger dynamic range is desirable. Yet, a high-bandwidth detector array is prohibitively
expensive and raster scanning with a readily available high-bandwidth detector is too
slow. Our solution to this problem is to build a compressive camera [7] linearly-chirped
FMCW-LiDAR system.
4.3 FMCW-LiDAR Compressive Depth-Mapping
Single-Object FMCW-LiDAR
Within an FMCW-LiDAR system, a laser is linearly swept from frequency ν0 to νf over
a period T . The electric field E takes the form
E(t) = A exp
(
2pii
[
ν0 +
νf − ν0
2T
t
]
t
)
, (4.1)
where A is the field amplitude. It can be easily verified, by differentiation of Eq. (4.1),
that the instantaneous laser frequency is ν0 + [(νf − ν0)/T ]t.
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A small fraction of the laser’s power is split off to form a local oscillator (ELO)
while the remainder is projected towards a target at an unknown distance d. The re-
turning signal reflected off the target, with electric field ESig(t− τ) and time delay τ , is
combined with ELO and superimposed on a square-law detector. The resulting signal,
as seen by an oscilloscope (PScope) and neglecting detector efficiency, is
PScope(t) =
0c
2
[
A2Sig + A
2
LO + 2ALOASig sin
(
2pi
∆ντ
T
t+ φ
)]
, (4.2)
where φ = ν0τ − ∆ν2T τ 2 is a constant phase, 0 is the permittivity of free space, c
is the speed of light in vacuum, and ∆ν = νf − ν0. The alternating-current (AC)
component within Eq. (4.2) oscillates at the beat-note frequency ν = ∆ντ/T from
which a distance-to-target can be calculated from
d =
νTc
2∆ν
. (4.3)
Multiple-Object FMCW-LiDAR
The detection scheme should be altered when using a broad illumination profile to de-
tect multiple targets simultaneously. Just as beat notes exist between the local oscillator
and signal, there now exist beat notes between reflected signals at varying depths that
will only inject noise into the final readout. Balanced heterodyne detection is used to
overcome this additional noise source. A 50/50 beam-splitter is used to first mix ELO
and ESig. Both beamsplitter outputs, containing equal powers, are then individually
detected and differenced with a difference-detector.
Mathematically, ELO is the same as before, but the return signal from j objects at
different depths takes the form∑
j
ESig(t− τj) =
∑
j
Aj exp
(
2pii
[
ν0 +
∆ν
2T
(t− τj)
]
(t− τj)
)
, (4.4)
where we have labeled each object with an identifier index j that introduces a time delay
τj and amplitude Aj , depending on the reflectivity of the object. After mixing at the
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beamsplitter, the optical power from the difference detector, as seen by an oscilloscope
(PScope), again neglecting detector efficiency, is
PScope(t) =
0c
2
(∣∣∣∣ELO (t) + i
∑
j ESig (t− τj)√
2
∣∣∣∣2 − ∣∣∣∣iELO (t) +
∑
j ESig (t− τj)√
2
∣∣∣∣2
)
(4.5)
= 0c
∑
j
ALOAj sin
(
2pi
∆ντj
T
t+ φj
)
, (4.6)
where φj = ν0τj − ∆ν2T τ 2j is a constant phase. The sum-frequency signal components
are filtered by the slow-bandwidth detectors. The resulting balanced heterodyne signal
in Eq. (4.6) is still amplified by the local oscillator and contains AC signals at only the
frequencies νj = ∆ντj/T . Again, these frequencies can be converted to distance using
Eq. (4.3).
Compressive Imaging Background
Compressive imaging is a technique that trades a measurement problem for a compu-
tational reconstruction within limited-resource systems. Perhaps, the most well known
example of a limited-resource system is the Rice single-pixel camera [7]. Instead of
raster scanning a single-pixel to form an n-pixel resolution image x, i.e. x ∈ Rn, an
n-pixel digital micro-mirror device (DMD) takes m  n random projections of the
image. The set of all DMD patterns can be arranged into a sensing matrix A ∈ Rm×n,
and the measurement is modeled as a linear operation to form a measurement vector
y ∈ Rm such that y = Ax.
Once y has been obtained, we must reconstruct x within an undersampled system.
As there are an infinite number of viable solutions for x within the problem y = Ax,
CS requires additional information about the signal according to a previously-known
function g(x). The function g(x) first transforms x into a sparse or approximately
sparse representation, i.e. a representation with few, or approximately few, non-zero
components. The function g(x) then uses the L1-norm to return a scalar.
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Within image-reconstruction problems, g(x) is often the total-variation (TV) opera-
tor because it provides a sparse representation by finding an image’s edges. Anisotropic
TV is defined as TV(x) =‖ [∇Tx ,∇Ty ]Tx ‖1, where∇ is a finite difference operator that
acts on an image’s Cartesian elements (x and y) and ∗T is the transpose of ∗. Note that
the Lp-norm of x is defined as ‖ x ‖p= (
∑
i |xi|p)1/p. Thus, we solve the following
TV-minimization problem:
arg min
xˆ∈Rn
‖ Axˆ− y ‖22 +αTV (xˆ) , (4.7)
where the first term is a least-squares fitting parameter consistent with the measure-
ments y, the second term is a sparsity promoting parameter, and α is a weighting con-
stant.
Compressive FMCW-LiDAR depth-mapping theory
The proposed experimental diagram is shown in Fig. 4.1. A balanced-heterodyne-
detection based FMCW-LiDAR system for multiple-object ranging is combined with a
DMD-based compressive-imaging system to obtain transverse spatial information more
efficiently than raster scanning. A linear-frequency chirped laser broadly illuminates a
scene and the reflected radiation is imaged onto a DMD. The DMD can take projections
using ±1 pixel values, meaning the sensing matrix A is limited to ±1 values. Because
the 1 and -1 DMD pixel values reflect light in different directions, we split the acquisi-
tion process into separate (1, 0) and (0, 1) balanced heterodyne detections. A readout
instrument, such as an oscilloscope, records the two signals. The time-dependent read-
out signals are then Fourier transformed – keeping only the positive frequency com-
ponents and the amplitudes are differenced to arrive at a (1,−1) balanced heterodyne
projection frequency representation. The measurement vector construction and depth-
map reconstruction processes are detailed in this section.
Let a three-dimensional scene x of depth L be discretized into N depths and n
transverse spatial pixels containing objects at j depths. Let a 2D image of the scene
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Figure 4.1: Proposed Experiment: HWP: half-wave plate, PBS: polarizing beam-splitter, DMD:
digital micro-mirror device, BS: beam-splitter. A linearly chirped laser is split into two beams, designated
as a local-oscillator and a signal, via a HWP and a PBS. The signal illuminates a target scene and the
reflected radiation is used to image the scene onto a DMD. The DMD takes pseudo-random spatial
projections, consisting of ±1 pixel values, and directs the projections to balanced-heterodyne detectors
using the local-oscillator.
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x at depth j be represented by a real one-dimensional vector xIj ∈ Rn. The lth pixel
in xIj is represented as xlIj . The scene at depth j (i.e. xIj) yields a time-dependent
heterodyne signal of
∑n
l=1 x
l
Ij = 0cALOAj sin (2piνjt+ φj), where νj = ∆ντj/T . Let
us also assume that we are time-sampling at the Nyquist rate needed to see an object at
a maximum depth L having a beat-note frequency of 2∆νL/(Tc), meaning we acquire
2N data points when sampling at a frequency of 4∆νL/(Tc) over a period T . This is
the minimum sampling requirement. Within an experiment, sampling faster than the
Nyquist rate will enable the accurate recovery of both the frequency and amplitude at
depth L. Let a single pattern to be projected onto the imaged scene be chosen from the
sensing matrix A ∈ Rm×n and be represented by a real one-dimensional vector Ak ∈
Rn for k = 1, 2, ...m, where m < n. For efficent compression, we require m  n.
When including the 2N time samples, the heterodyne signal is now represented as a
matrix of n pixels by 2N time points, PScope(t) ∈ Rm×2N , such that
PScope(t) = 0c
∑
j
ALOAxIj sin
(
2pi
∆ντj
T
t+ φj
)
. (4.8)
To obtain TOF information, it is helpful to work in the Fourier domain. The absolute
value of the first N elements in the Fourier transform of PScope(t) returns the compres-
sive measurement matrix of positive frequency amplitudes, yI(ν+) =
∣∣F [PScope(t)]+∣∣ ∈
Rm×N , where F [∗]+ returns the positive-frequency components of ∗. Thus, yI(ν+)
consists of N different measurement vectors of length m. Each of the N measurement
vectors contain compressed transverse information for a particular depth.
While individual images at a particular depth can be reconstructed from yI(ν+), it
is inefficient based on the size of the measurement matrix and the number of needed
reconstructions. A more practical method with a significantly smaller memory footprint
and far fewer reconstructions requires that we trace out the frequency dependence and
generate only two measurement vectors of length m, designated as yI and yIν ∈ Rm
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such that
yI =
N∑
ν+=1
∣∣F [PScope(t)]+∣∣ (4.9)
yIν =
N∑
ν+=1
∣∣F [PScope(t)]+∣∣ν+, (4.10)
where ν+ ∈ RN×N is a diagonal matrix of frequency indices that weights each fre-
quency amplitude of yI(ν+) by its own frequency (ν) before summation.
To summarize, the measurement vector yI is formed by summing the positive-
frequency amplitudes, per projection, and is equivalent to a typical compressive-imaging
measurement. The measurement vector yIν requires that each positive-frequency am-
plitude first be weighted by its frequency before summation. A depth map d can be
extracted by reconstructing the transverse image profiles (xˆI , xˆIν ∈ Rn) and then per-
forming a scaled element-wise division as
d =
xˆIν
xˆI
Tc
2∆ν
, (4.11)
where xˆIν/xˆI is an element-wise division for elements > 0. A similar technique de-
signed for photon-counting with time-tagging was implemented in [114].
4.4 Computer Simulation
Simulation parameters
A noisy simulation of compressive depth-mapping is presented within this section. The
simulation presents detailed steps needed to acquire depth-maps from signals disrupted
by both laser-linewidth uncertainty and Gaussian white noise when compressively mea-
suring the scene presented in Fig. 4.2. We assume the scene contains Lambertian-
scattering objects and is illuminated with 1 W of 780 nm light using an illumination
profile shown in Fig. 4.3. With a large enough angular spread of optical power, the
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Figure 4.2: Image (a) presents a 3-dimensional scene composed of Lambertian-scattering targets. Image
(b) presents the depth map we wish to compressively recover.
Figure 4.3: Image (a) presents an illumination profile that consists of 1 Watt in total power. The scene is
discretized into a 128 × 128 pixel resolution scene with a maximum power per pixel of 119 µW. When
using a 2 inch collection optic and modeling each object as a Lambertian scatter, image (b) presents a
single projection taken by the DMD of the reflected radiation as seen by one detector. The maximum
power per pixel is of order nanowatts.
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system can considered eye-safe at an appropriate distance from the source. We dis-
cretize the scene with a 128 × 128 pixel resolution DMD (n = 16384) operating at 1
kHz and use a 2 inch collection optic according to the diagram in Fig. 4.1. Figure 4.3
presents an example DMD projection of the returned radiation intensities before the
balanced heterodyne detection as seen by only one of the detectors (corresponding to a
(1,0) projection). A local oscillator of 100 µW is mixed with the returned image for the
balanced heterodyne detection.
To model the frequency sweep, we use experimental parameters taken from [102]
and [133] which state that a 100 GHz linear sweep over 1 ms is realizable for various
laser sources. To bias the simulation towards worse performance, we model the laser
linewidth with a 1 MHz Lorentzian full-width half-maximum (FWHM), meaning the
beat note on our detectors will have a 2 MHz FWHM Lorentzian linewidth [134]. A
narrower linewidth can be obtained with many lasers on the market today, but we bias
the simulation towards worse operating parameters to show the architecture’s robust-
ness. The simulated laser has a coherence length of c/(pi∆νFWHM) ≈ 95 m, where
∆νFWHM = 1 MHz.
FMCW-LiDAR can use relatively inexpensive measurement electronics while still
providing decent resolution at short to medium range. Using a 100 GHz frequency
sweep over 1 ms leads to a beat note of 16.67 MHz from an object 25 m away. Keeping
with the idea of slower electronics, we model the detection scheme using balanced-
detectors and an oscilloscope that can see 16.65 MHz. The simulated oscilloscope
sampled at 33.3 MHz over 1 ms, corresponding to a record-length of 33.3 × 103 sam-
ples per frequency sweep. The frequency resolution is 1 kHz with a maximum depth
resolution of 1.5 mm. The furthest object in our test scene is located at approximately
22 m.
We also assume a 1 ms integration time per DMD projection, corresponding to one
period of the frequency sweep per projection. We model the linear frequency chirp
using a sawtooth function for simplicity, as opposed to more commonly used triangle
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function in experiments.
The sensing matrix used for the compressive sampling is based on a randomized
Sylvester-Hadamard matrix displays values of ±1. We use two detectors to acquire the
information with one projection – resulting in only m projections for an m-row sam-
pling matrix. Alternatively, a cheaper single-detector version can also be implemented,
but it must display two patterns for every row of the sensing matrix – resulting in 2m
projections. While the alternate detection scheme requires twice as many measure-
ments, we still operate in the regime where 2m n.
Compressive measurements
To simulate data acquisition in a noisy environment, we add Gaussian white noise in ad-
dition to laser-linewidth uncertainty. This section explains how the Fourier-transformed
oscilloscope amplitudes are processed before applying the operations found in Eqns.
(4.9) and (4.10).
Figure 4.4 explains the simulated noise addition and removal process. Image (a)
depicts a 2 MHz normalized beat note Lorentzian linewidth uncertainty in terms fre-
quency components. Image (b) presents a single ideal DMD projection, using a 1 ms
integration time, that has not been distorted by any form of noise. Image (b) clearly de-
picts 5 main peaks, one per object. However, beat-note linewidth uncertainty will blur
these features together such that image (c) contains frequency uncertainty. In addition
to laser-linewidth, varying levels of Gaussian white noise are injected into image (c).
Image (d) presents a typical noisy signal one would expect to see for a peak signal-
to-noise ratio (PSNR) of 5, meaning the SNR of the brightest Lorentzian-broadened
Fourier component has an SNR equal to 5. SNR is defined as the signal’s boradened
amplitude divided by the standard deviation of Gaussian white noise. Note that the
farthest object has an SNR at or below unity.
To clean a typical signal seen by only one detector, as in image (d), we use a
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Figure 4.4: Image (a) shows the 2 MHz Lorentzian linewidth on the beat notes expected from a laser’s
1 MHz Lorentzian linewidth as seen by an oscilloscope sampling at 33.3 MHz. Image (b) shows the
noiseless, positive-frequency components from a single noiseless projection from Fig. 4.3 when using a
zero-linewidth laser. When accounting for a 2 MHz beat-note linewidth, image (c) shows the broadened
expected frequency components. When including a peak SNR = 5 (based on the SNR of the brightest
object or pixel), image (d) presents a realistic noisy signal one would measure in an experiment. Image
(e) presents the result of denoising the signal in (d) with a Bayes-shrink denoising filter using a symlet-20
wavelet decomposition. Image (f) presents the result of deconvolving the 2 MHz Lorentzian linewidth
with the denoised signal in (e) using a Weiner filter. Image (f) is the cleaned signal from the (1,0)
projection. A similarly cleaned result from the (0,1) signal will then be subtracted from (f) and then used
to form yI and yIν .
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BayesShrink filter [135] with a symlet-20 wavelet decomposition (see the PyWavelets
library for more details). BayesShrink is a filter designed to suppress Gaussian noise us-
ing a level-dependent soft-threshold at each level of a wavelet decomposition. Because
a symlet-20 wavelet is reasonably close in shape to the original signal components
found in image (b), it has excellent denoising properties for these particular data sets.
Alternate wavelets or denoising algorithms can be implement and may demonstrate
better performance. Image (e) is the result of applying a symlet-20 based BayesShrink
filter. A Weiner filter [136] is then used to deconvolve the known Lorentzian linewidth
of image (a) with the denoised signal in (e) to produce signal in (f). Image (f) consti-
tutes only one of the needed projections, i.e. (1,0). The process must also be applied
to the signal from the second detector consisting of (0,1) projection. The two cleaned
signals are then subtracted to produce a (1,-1) projection. The differenced signal is then
used to form a single element of each measurement vector yI and yIν using Eqns. 4.9
and 4.10.
Depth-map reconstruction
Once the process outlined in section 4.4 has been repeated m times, depth maps are
reconstructed from yI and yIν using the procedure outlined in section 4.3. Details to
the recovery of xˆI and xˆIν are presented in this section.
Ideally, one would only solve Eqn. (7.42) twice to obtain xˆI and xˆIν and then apply
Eq. (4.11) to extract high-resolution depth-maps. Unfortunately, TV-minimization will
not always return accurate pixel values, particularly at low sample percentages, and
will result in depth-maps with well-defined objects but at incorrect depths. While TV-
minimization excels at finding objects when making α > 1, the least-squares term that
ensure accurate pixel values suffers. To obtain accurate depth maps, we must locate
objects accurately and obtain accurate pixel values.
Instead, we only apply one TV-minimization to locate the objects within xˆI . After
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Figure 4.5: When using a PSNR = 5, image (a) shows a typical total-variation minimization reconstruc-
tion from a 25% sample-ratio intensity-measurement vector yI . Shapes are identified, but the pixel values
are incorrect. Image (b) is a binary mask generated by hard-thresholding image (a). After representing
image (b) in a sparse basis, such as a Haar-wavelet decomposition, least-squares can be performed on
the m/3 largest signal components to construct xI and xIν . After applying Eq. (4.11), a depth map
is presented in image (c). Images (d), (e), and (f) demonstrate the same process for a 5% sample ratio,
again with PSNR = 5. Image (g) is the true depth-map presented for easy comparison. Images (h) and
(i) are smoothed depth-maps after applying a 4×4 pixel averaging kernel to depth-maps (f) and (c),
respectively.
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hard thresholding the image returned from TV-minimization, if needed to eliminate
background noise, we are left with an image of objects with incorrect pixel values. An
example of this step can be found in images (a) and (d) of Fig. 4.5, where image (a) was
obtained from m = .25n measurements and image (d) was obtained from m = .05n
measurements. From xˆI , we generate a binary mask M, as demonstrated in images (b)
and (e) that tells us the locations of interest.
Once we have a binary mask M, a unitary transform Ψ converts M into a sparse
representation s such that s = ΨM. In our simulations, Ψ is a wavelet transformation
using a Haar wavelet. We tested other wavelets with similar results. We then keep only
m/3 of the largest signal components of s to form a vector sm/3 = Ps, where the oper-
ator P ∈ Rm/3×n is a sub-sampled identity matrix that extracts the m/3 largest signal
components of s. We chose m/3 rather than a larger percentage of m based on empiri-
cal results. In essence, sm/3 is the support of s, i.e. the significant nonzero components
of s containing the transverse spatial information of our depth-map. Because we have
a vector sm/3 ∈ Rm/3 and two measurement vectors yI ∈ Rm and yIν ∈ Rm, we can
perform least-squares on the now-overdetermined system. Specifically, we apply the
operations
sm/3 = PΨMˆ
(
arg min
xI∈Rn
‖ AxI − yI ‖22 +αTV (xI)
)
(4.12)
xˆI = MΨ
−1PT
(
arg min
sm/3
‖ AΨ−1PT sm/3 − yI ‖22
)
(4.13)
xˆIν = MΨ
−1PT
(
arg min
sm/3
‖ AΨ−1PT sm/3 − yIν ‖22
)
, (4.14)
where the operation Mˆ returns a mask M. Note that PT is the transpose of P and Ψ−1
is the inverse wavelet transform. Also notice that sm/3 and P contain the transverse
spatial information of interest within our depth-map and are used in both Eqn. (4.13)
and Eqn. (4.14). They allow us to obtain an accurate heterodyne amplitude image xˆI
(from yI) and an accurate frequency weighted heterodyne amplitude image xˆIν (from
yIν).
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The total variation minimization was performed with a custom augmented La-
grangian algorithm written in Python. It is based on the work in [137] but is mod-
ified to use fast-Hadamard transforms. Additionally, the gradient operators within
the TV operator use periodic boundary conditions that enables the entire algorithm
to function with only fast-Hadamard transforms, fast-Fourier transforms, and soft-
thresholding. The least-squares minimizations in Eqns. (4.13) and (4.14) are per-
formed by the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [138] – a fast
quasi-Newton method. Depth maps are obtained by applying Eq. (4.11). Example
depth maps are found in images (c) and (f) of Fig. 4.5. If desired, light smoothing can
be applied to obtain images (h) and (i).
The reconstruction algorithms recovered the low-spatial-frequency components of
the depth-maps in Fig. 4.5, and arguably recovered a low-resolution depth-map. How-
ever, missing details can be retrieved when using a higher resolution DMD, sampling
with higher sampling ratios, or applying adaptive techniques [139].
Results
To test the robustness and accuracy of the reconstructions with respect to noise and sam-
ple ratios, varying levels of Gaussian white noise were introduced into the simulation.
Six different noise levels are presented in Fig. 4.6. For each PSNR level, 10 critically
sampled (m = n) measurement vectors were generated using different sensing matrices
but with the same parameters listed in section 4.4. Moving in increments of 2%, m was
adjusted from .02n to n for each measurement vector. Reconstructions were performed
at each sample percentage and the non-smoothed reconstructed depth-map were com-
pared against the true depth-map to generate a mean-squared error. Thus, every data
point in Fig. 4.6 is the average mean-squared error of 10 reconstructions while the
solid colored regions above and below each marker designate the error in the average.
As seen in Fig. 4.5, the mean-squared error increases rapidly for PSNR< 5, probably
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Figure 4.6: Reconstruction Mean-Squared Error: Six different peak-SNR scenarios were considered.
Within each peak-SNR scenario, 10 compressive simulations using a 100% sample ratio were generated.
Reconstructions were then performed by varying the measurment ratio in increments of 2%, starting
from m = .02n and ending at m = n. Each data-point represents an average mean-squared error from
10 reconstructions. The error in the averaged mean-squared error is given by the shaded regions. We
can see that the error jumps after a peak-SNR of 5, likely due to the farthest object having an SNR
of approximately 1 at peak-SNR = 5. The plot demonstrates that a measurment ratio of m = .2n is
sufficient to generate a reasonably accurate depth-map for the scene in Fig. 4.2.
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because the SNR of distant objects is well below unity. Additionally, we see that a
sample ratio of roughly m/n = .2 is sufficient for depth-map generation at almost all
noise levels. For PSNR> 5, sample ratios of approximately m/n = .1 are sufficient for
accurate depth maps.
4.5 Conclusion
FMCW-LiDAR is a valuable technique for ranging because of its accuracy and rela-
tively low cost. It is a natural extension to apply FMCW-LiDAR systems to depth-
mapping, whether through raster scanning or other means. The compressive architec-
ture presented in this article is an efficient means of depth-mapping that is inexpensive
and can be easily implemented with off-the-shelf components. It can be easily ren-
dered as eye-safe compared to pulsed or raster-based ranging systems. Finally, we
demonstrate how to minimize the memory overhead from the sampling process. In-
stead of storing m high-dimensional spectrograms (consisting of m×N numbers), we
demonstrate how only 2m recorded numbers can be effectively used to recover high-
dimensional depth-maps.
This architecture’s main limitation is in capturing quickly moving objects. The
problem can be alleviated by moving to faster frame rates arising from fewer measure-
ments. Our simulations assumed a 1 ms integration time per projection. When using a
20% sampling ratio for a 128 × 128 pixel resolution depth-map, only 3.3 sec of light-
gathering time are needed when using the setup presented in Fig. 4.1. Perhaps the
easiest way to reduce the acquisition time is to reduce the resolution. Reducing the
resolution from 128 × 128 pixels to 64 × 64 pixels while maintaining the same active
area on the DMD offers a factor of at least 4 timing improvement because the SNR will
increase with larger super-pixel sizes. Given the short range of this LiDAR system and
that some off-the-shelf DMD’s can operate at 20 kHz, the 1 ms integration time can
also be readily reduced by a factor of 10. Finally, the Python-based reconstruction al-
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gorithms take approximately 10 sec using a single thread on a 4.1 GHz Intel i7-4790K
CPU, preventing real-time video. Moving the reconstruction algorithms from our serial
implementation to a faster programming language, executed on a parallel architecture
that takes advantage of multi-core CPUs or graphics cards, will significantly alleviate
timing overhead from the reconstructions.
This chapter presents an architecture to build a compressive FMCW-LiDAR depth-
mapping system. Simulations support our conclusion that this system will be robust
to noise when operating in the field. While there is room for improvement within the
experimental design and reconstruction algorithms, we present a viable architecture that
simplifies the data-taking process and significantly reduces memory and computation
overhead. These advances serve to reduce the overall expense of such a system while
simultaneously increasing the resolution for real-time depth-mapping.
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5 Experimental Demonstration of
Quantum Data Locking
In this chapter, classical information is quantum-locked in quantum states for quantum-
secure direct communication. Quantum data locking thrives on high-dimensional sys-
tems – gaining better encryption rates with increasing dimensionality. An introduction
to classical encryption and quantum data locking is given before diving into an ex-
perimental demonstration published in [140]. Up to this point in time, technological
limitations have prevented an experimental demonstration. The work presented here
[140] along with [141] constitute the first experimental demonstrations of quantum
data locking.
5.1 Introduction
Quantum data locking (QDL) is a quantum effect whereby a message is first encoded
into quantum states and then encrypted with a k-bit key. QDL states that the correlations
between a message and the quantum-encoded ciphertext can decrease by more than
k-bits without access to the k-bit key. This phenomenon is purely quantum with no
classical analogue.
To understand the implications of the locking effect, Sec. 5.2 introduces the clas-
sical mutual information and its role in encryption, particularly in the development of
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one-time pad encryption [92]. Next, Sec. 5.3 presents a generalized QDL protocol
to securely communicate directly across a quantum channel. The generalized protocol
stems from the results published in several works by Lloyd, Lupo, and Wilde [142–
144]. Those works detail how to calculate the key consumption rate to secure a mes-
sage against an eavesdropper. To describe the generalized locking protocol in a more
intuitive manner, an introductory example, first presented by DiVincenzo et al. [145], is
given in Sec. 5.3. Finally, Sec. 5.4 presents the experimental demonstration published
in [140].
Two experimental demonstrations of QDL have been performed to date. The exper-
iments were performed independently, yet at the same time. In one demonstration, a
fiber-based experiment was performed by Liu et al. [141] using the protocols proposed
by DiVincenzo et al. [145] and Fawzi et al. [146]. This chapter presents details of the
other demonstration – an experiment that used free-space optics and a high-dimensional
detector array [140]. Specifically, we present the fundamentals behind how our sys-
tem works with phase modultion and demonstrate how to account for additional key
consumption to cover the redundancy found with forward error correction codes – an
essential criteria for direct secure communication.
5.2 Background: Classical Encryption
Before diving into quantum data locking, it is beneficial to first present a brief overview
of encryption from a classical-information-theory point of view. To determine how
much information is passed between parties, information must first be quantized. This
quantization is based on the probability of transmitting a particular alphabet. Given
a discrete variable xi ∈ {X} where X is any text and xi are the string of variables
(possibly letters and numbers) that comprise the text, the probability that xi is present
is represented as p(xi). One way of quantizing the amount of information present is
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through the Shannon entropy and is defined as
H(X) = −
n∑
i=1
p(xi) log2
(
p(xi)
)
(5.1)
for i ∈ {n} and where the base 2 of the logarithm designates we are specifying the
information in bits. H(X) is a measure of the uncertainty about the possible text X .
By design, Eq. 5.1 states that information is positive, is additive, and there exists the
potential for more information when there is greater uncertainty in X (i.e. n 1 while
p(xi) → 1/n ∀ i). After all, information cannot be transferred unless uncertainty is
present – meaning everything would already be known about X without uncertainty.
For communication purposes, it is also necessary to quantify the correlations that
exist between a transmitted text X and a received message Y . This metric requires the
use of a conditional probability – knowing xi was sent while having received a variable
yi ∈ Y – and is represented by p(xi|yj). The information shared by two parties is then
quantized by the mutual information and can be defined as
I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X). (5.2)
where H(X|Y ) is a statement of the remaining uncertainty about X once Y is known.
The conditional information H(X|Y ) is calculated using Eq. (5.1) but with p(xi|yi)
in place of p(xi). Because I(X;Y ) = I(Y ;X), the mutual information is a statement
about the available information that one variable yields about the another. Furthermore,
the mutual information is additive and nonnegative, meaning the addition of c-bits about
Y , where c > 0, cannot increase the mutual information between X and Y by more
than c-bits. This is an important point that will be emphasized later.
In the case where the text is identical to the received message, X = Y means
H(X|Y ) = H(Y |X) = 0. Thus, the mutual information between X and Y is the
available information in the original text I(X;Y ) = H(X).
Now consider the simple case case where a unitary encryption key operator Uˆ ∈
RN×N generates an encrypted message, a ciphertext, UˆX = Y whereby X, Y ∈ RN
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and Uˆ 6= 1. The mutual information is a metric about how much information a ci-
phertext Y reveals about the original text X . Having possession of the encryption key
allows for the operation X = Uˆ−1Y which reverts to the case previously discussed.
Finding conditions on an encryption key Uˆ that minimizes I(X;Y ) will result in an
even stronger encryption.
Claude Shannon found the conditions for an encryption key Uˆ that, if kept secret,
results in the elimination of the mutual information [92]. If mutual information no
longer exists between a text and its ciphertext, there exists no available correlations that
can be used to break the encryption. Consequently, every possible decrypted message
becomes equally likely. Such systems are referred to as information-theoretically se-
cure. Shannon’s criteria for information-theoretically secure encryption states that Uˆ
must be random, Uˆ must be at least as long as the text, and Uˆ can only be used once.
This encryption, particularly with the use of modulo two addition, is often referred to
as one-time pad or the Vernam cipher [147, 148].
To implement a one-time pad effectively, a secret key must first be securely dis-
tributed between legitimate parties. The field of quantum key distribution (QKD) uti-
lizes quantum uncertainty to effectively tackle this problem [149]. By utilizing a quan-
tum channel to transmit quantum states, correlations between quantum measurements
are used to establish a secret key. However, it is important to note that the actual
information used to establish a privately shared encryption key according to QKD is
transmitted over a classical channel. QDL is used for communication by transmitting
information directly across the quantum channel.
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5.3 Quantum Data Locking
Protocol
Quantum data locking (QDL) is a quantum phenomenon that arises when the classical
mutual information between a message and a quantum encoded ciphertext decreases by
more than k bits when the k-bit encryption key is unavailable. The result is a quantum
encryption scheme that uses a short encryption key to encrypt a large amount of infor-
mation and, under appropriate assumptions, maintains information theoretic security.
Communications systems based on QDL are often referred to as quantum enigma
machines [150–152], alluding to the polyalphabetic ciphers used in the early 1900’s.
The original enigma machines also used a short encryption key and, as discussed in
Sec. 5.2, were not information theoretically secure. QDL stems from quantifying the
classical correlations between a message and the outcome of a quantum measurement
via the accessible information. Letting Q represent an encrypted quantum state, an
eavesdropper not having access to the key must attempt to maximize the classical mu-
tual information between the original text X and a result of a quantum measurement on
Q, denoted as Mˆ(Q). More formally, the accessible information is represented as
Iacc(X;Q) = max
Mˆ
I
(
X; Mˆ (Q)
)
(5.3)
where I(∗) is the classical mutual information and the maximization is focused on ob-
taining the optimal quantum measurement. In general, the maximization is carried over
a generalized class of quantum measurements known as positive operator valued mea-
surements (POVM’s) as POVM’s are considered optimal measurements for quantum
state discrimination [40, 153, 154]. In fact, QDL is a direct consequence of the indis-
tinguishability of non-orthogonal quantum states [145]. While POVM’s are optimal at
state discrimination, they are not perfect and the resulting uncertainty is what enables
the reduction in the accessible information.
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Using the formalism presented by Lupo and Lloyd [142], a typical QDL protocol
requires that two legitimate parties, presented here as Alice and Bob, first establish a
secret encryption key. They then attempt to communicate an encrypted message while
guaranteeing that an eavesdropper, Eve, cannot decrypt the message without access to
the key. QDL requires that the log2(M)-bit message, which we assume is one of M
equiprobable messages, is first encoded onto a quantum system. Given an orthonor-
mal set of quantum states {|x〉} that can each store log2(c) classical bits, the individual
quantum states are designated as |xc〉 for c = 1, 2, ..., c. Letting the log2(M)-bit mes-
sage be divided into n packets of log2(c) bits, such that log2(M) = n log2(c), n quan-
tum states are required to carry the entire message across a quantum channel. Alice
first prepares the following quantum state
|ψ〉 =
n⊗
j=1
|xj,c〉. (5.4)
Alice and Bob must already share a secret log2(K)-bit key that specifies one of K
possible unitary operations Uˆ (s) for s = 1, 2, ..., K that operate on |ψ〉. As such, the
unitary operation takes the form
Uˆ (s) =
n⊗
j=1
Uˆ
(s)
j . (5.5)
Alice uses the key to select a unitary operator Uˆ (s) and operates on her quantum system
|ψ〉 to generate the encrypted quantum state
|ψ(s)〉 = Uˆ (s)|ψ〉 =
n⊗
j=1
Uˆ
(s)
j |xj,c〉. (5.6)
Alice then transmits her quantum state to Bob. Since Bob has the key, he can apply
the inverse unitary Uˆ (s)−1 and recover the maximum possible accessible information of
log2(M) bits by measuring in the original basis {|x〉}. Eve, not having access to the
key, must instead make an optimal measurement to maximize her mutual information.
The length of the key must be chosen such that
Iacc (X;Q) Iacc (X;KQ) (5.7)
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where theKQ refers to the system that has the key and Q is the system without the key.
In addition to reducing the accessible information, there are different conditions, or
capacities, under which the key length may be chosen [150] – called the weak and the
strong locking capacity. The strong locking capacity considers the possibility whereby
Eve obtains a perfect copy of the encrypted quantum state, i.e. the signal was not altered
by the channel environment. The weak-locking capacity presents the scenario where
Eve must also consider the possibility that environmental noise altered the quantum
state. The amount of information that can be locked in the weak locking capacity is
greater than or equal to the strong locking capacity.
Intuitively, securing a system according to a strong locking capacity also guarantees
security according to a weak-locking capacity. The case of a noiseless channel was
studied extensively by Lupo and Lloyd [142] and a key rate necessary to accomplish a
strong locking capacity was derived such that
Iacc (X;Q) 6 O ( log2 (dn)) (5.8)
where a d-dimensional quantum channel was used n times and  is a small constant
that grows as a sublinear function of n. In the same work, key consumption rates were
derived such that Eq. 5.8 is satisfied provided the key length K is of length
K > max

2
(
2d
d+1
)n ( 1
2
lnM + 2
3
ln 5

)
dn
M
4 ln 2 ln dn
2
(5.9)
where d is the dimension of the quantum channel,  = 2−nα for 0 < α < 1, M is
the length of the message, and n is the number of channel uses. Efficient data locking
occurs when both d ≈M  1 and K M .
Again, it should be emphasized that QDL results as a consequence of the indis-
tinguishability of nonorthogonal quantum states. This relationship will, perhaps, be
clearer after presenting the following introductory example of QDL – first presented by
DiVincenzo et al. [145].
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Introductory example
Consider the problem of discriminating single-photon polarizations in either one of
two possible nonorthogonal polarization bases when using projective measurements.
The problem presented uses the same protocol devised by Bennett and Brassard in
1984 (BB84) [155]. However, in this case, classical information is encoded onto the
photon’s polarization state such that the information is transmitted via the quantum
channel. Within the problem, there exist two polarization bases such that one basis is
designated as + and consists of horizontal and vertical polarization states |H〉 and |V 〉
while the other basis is rotated 45 degrees with respect to the + basis, designated as ×,
and consists of diagonal and antidiagonal polarization states |D〉 and |A〉 such that
|D〉 = 1√
2
(|H〉+ |V 〉) (5.10)
|A〉 = 1√
2
(|H〉 − |V 〉) (5.11)
〈H|V 〉 = 〈D|A〉 = 0. (5.12)
The measurement apparatus used by all parties requires a polarizing beamsplitter ori-
ented in either the + or × basis to perform either the measurement Oˆ+ or Oˆ×. These
are Hermitian operators defined as
Oˆ+ = H|H〉〈H|+ V |V 〉〈V | (5.13)
Oˆ× = D|D〉〈D|+ A|A〉〈A| (5.14)
and returns an eigenvalue H , V , D, or A. Operator Oˆ+ (Oˆ×) performs perfect state dis-
crimination when discerning between states in the + (×) basis, but return either D or
A (H or V ) with 50% probability when operating on states in the × (+) bases, respec-
tively. The protocol requires that a legitimate party, say Alice and Bob, communicate
an encrypted n-bit string by transmitting n photons (where 1 photon encodes 1 bit)
while sharing a private 1-bit encryption key such that the full n-bit string of classical
information remains unaccessible to an illegitimate eavesdropper (Eve) on average. In
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this instance, the 1-bit key specifies the basis to encode the string of n quantum states
(in either + or ×).
To gain an intuitive understanding of the locking effect, first consider the scenario
whereby Alice transmits two copies of the same n-bit message – sending n photons
to Bob and n photons to Eve. Without access to the key, Bob and Eve must guess an
optimal basis and make their measurements. Due to the nature of the unknown quantum
state, they cannot clone their state (according to the no-cloning theorem [156]) and are
left with a string of 1’s and 0’s after their measurements with no recourse but to alter
their measurement apparatus and try again due to the destructive nature of their initial
measurement on the quantum state. Given the limit of an infinite number of trials, they
will each guess the optimal basis correctly 50% of the time. Hence, the accessible
information that Alice shares with Bob and Eve is n/2 bits on average.
Now consider the scenario whereby Alice gives Bob the 1-bit secret encryption key
before Bob measures, and consequently destroys, his quantum state. Now having 1-bit
of additional information about the optimal basis for his quantum measurement, he can
unlock an additional n/2 bits of accessible information on average. Hence, Alice and
Bob share n bits of accessible information while Alice and Eve share only n/2 bits of
accessible information. One might say that 1 bit of side information (the key) unlocked
a disproportionately large amount of accessible information. Alternatively, 1 bit of side
information effectively locked a disproportionately large amount of accessible infor-
mation. Both statements appear to contradict the additive nature of mutual information
discussed in Sec. 5.2. This is the locking effect and presents one of the most significant
fundamental differences between classical and quantum information.
Discussion
The example presented in Sec. 5.3 presents a means by which a BB84 QKD system
may be altered to accomplish QDL. Many QKD systems can be altered to perform
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QDL. In fact, QDL has been studied as an alternative to QKD due to the theoretically
higher key rates [157]. Of course, environmental losses and errors induced by realis-
tic noisy channels are, perhaps, one of the greatest limitations. Because QDL has a
fundamental reliance on the quantum channel, this problem cannot be circumvented
easily. Additionally, many key rate derivations have assumed uniform probability dis-
tributions for the list of possible messages. Any deviation from these assumptions will
require a higher key rate. Still, there exists the potential for high-throughput secure
communication and many of the current technologies within QKD can be allocated to
QDL systems.
Given the similarities between QDL and QKD, a logical question might be What
is the fundamental difference between QDL and QKD? The answer is in the security
definitions. As previously stated, QDL relies on limiting the accessible information.
QKD limits the mutual information between a ciphertext and the original message by
limiting the Holevo information χ, defined as
χ = S(ρ)−
∑
i
piS(ρi) (5.15)
where {ρi} is a set of quantum states occurring with probability pi (such that ρ =∑
i piρi) and S(ρ) = −Tr[ρ ln ρ] is the von Neumann entropy. This limit is accom-
plished by ensuring that the quantum state Eve recovers is considered -close, for small
, to a constant state when defining the distance according to the operator trace norm
(for an operator Oˆ, the trace norm is Tr(
√
Oˆ†Oˆ)), regardless of what message was sent
by Alice [154, 157]. This is equivalent to stating that the message sent by Alice is to
within a probability  of being perfectly secure or  close to being indistinguishable
from a random state. Additionally, the Holevo information obeys the property of total
proportionality [145] which states that c bits of side information cannot increase the
Holevo information by more than c bits. Consequently, a system secured by limiting
the Holevo information prevents that system from utilizing QDL.
QDL suffers from the fact that a small amount of side information can jeopardize
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the security of a QDL protocol because of the potential to unlock a disproportionately
large amount of mutual information [158]. Thus, QDL cannot provide composable
security without additional assumptions. Composable security asserts that if different
security protocols are combined, the final system is also secure [159]. Because Eve has
the potential to store her state for an indefinite amount of time with a quantum memory,
she can wait until she gains a small amount of side information via alternate means
before making her quantum measurements.
The security of the accessible information depends on the existence of the quantum
state. Any side information obtained by Eve can reveal how she could make a better
quantum measurement and extract more information. If we assume that Eve must mea-
sure and destroy her quantum state shortly after receiving it, then QDL can provide
composable security. This statement is equivalent to assuming there exists no perfect
quantum memory – a logical assumption given today’s technology.
5.4 Quantum Enigma Machine
Due to the challenges with generating quantum states on demand, transmitting them
over imperfect quantum channels, and then performing measurements with high detec-
tion efficiencies, there have been only two published experimental demonstrations of
QDL to date. An experimental demonstration by Liu et al. [141] used single photons
over fiber-based system to implement the introductory example given in Sec. 5.3 along
with a loss tolerant scheme proposed by Fawzi et al. [146]. The following sections fo-
cus on our work [140], which relies on free-space propagation of single photons, phase
modulation with spatial light modulators (SLM’s), and photon detection with an 8×8
cryogenically cooled single-photon-counting detector array. With our system, we were
able to encode 6-bits per photon and, after incorporating Reed-Solomon forward error
correction codes, transmitted messages with success probabilities approaching 100%.
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Free space propagation and phase modulation
Our experimental demonstration of QDL used SLMs to both encode and decode clas-
sical information via phase modulation of single photons. The approach relies on a
fundamental principle of optical propagation through a lens according to Fourier optics
[160]. Consider an input electric field E(x, y) with transverse coordinates x, y, a wave-
length λ, and wavenumber k = 2pi/λ placed a distance d from a spherical thin lens
with focal length f . Letting the electric field propagate through the lens to the focus,
the output field E(xf , yf ), where xf and yf designate the transverse profile one focal
length beyond the lens, can be expressed in the paraxial approximation as
E(xf , yf ) =
i
λf
e−i
k
2f (1− df )(x2f+y2f)
∞∫∫
−∞
E(x, y)ei
2pi
λf (xxf+yyf)dx dy (5.16)
Equation 5.16 states that the electric field at the focal plane is proportional to a Fourier
transform with a quadratic phase factor. Fortunately, we are only interested in the
intensity of the output ( |E(xf , yf )|2). Thus, the intensity profile at the focus of the
lens is approximately the modulus squared of a scaled Fourier transform. Presenting
the shift theorem associated with Fourier transforms and using shorthand notation for
the Fourier transform asF (G(fx, fy)) = g(x, y), we see
Ffy→y
fx→x
(
G (fx, fy) e
−2pii(fxa+fyb)) = g (x− a, y − b) (5.17)
which states that a phase shift on an optical beam will result in the shift in position at
the focus of a lens.
Spatial light modulators were used to encode these phase shifts. While there exist
a significant number of possible linear phases we could use to encode information, the
detector array limits the quantum channel to a dimension of d = 64. The detector
is an 8×8 cryogenically cooled single-photon-detecting nanowire array developed at
NIST [161]. It is one of the largest detector arrays to date where each detector has
a high detection efficiency with a low dark-count rate – an essential characteristic for
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Figure 5.1: Experimental Diagram: A frequency filtered ultraviolet laser at 325 nm pumps a bismuth
triborate (BiBO) crystal and generates degenerate single photons, called signal and herald photons, at 650
nm by type-I spontaneous parametric down-conversion. The herald photon is detected by an avalanche
photodiode (APD) and heralds the presence of a signal photon used to encode messages. Alice prepares
the photon in the necessary polarization state using a quarter and half wave plate (QWP, HWP) along
with a polarizer. She then phase modulates her photon with a spatial light modulator (SLM) and using
imaging optics to transmit her photon to Bob’s SLM. Bob uses the secret key to generate the necessary
pattern to phase modulate the photon before focusing the photon onto an 8×8 cryogenically-cooled
single-photon-detecting nanowire array.
any detector used for quantum communication. We chose our encoding alphabet such
that photons could be phase modulated, transmitted over the quantum channel, and
then focused onto the detector array. With 64 different phase encodings, we could
focus photons onto each of the 64 detectors. Given that each letter in the alphabet was
equally likely (1/64), we were able to encode 6 bits per photon.
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Experiment
Setup
A simplified experimental diagram is presented in Fig. 5.1. We used single photon
states generated from type-I spontaneous parametric down-conversion using a nonlin-
ear bismuth triborate (BiBO) crystal that is pumped by a 325 nm laser. A 50/50 beam-
splitter was used to separate the resulting 650 nm photons, called signal and herald.
The herald photon was detected by a Perkin Elmer avalanche photodiode (APD) and
the resulting electrical signal was used to herald the arrival of the signal photon within
the experiment.
After preparing the photon in the necessary polarization state for use with the spatial
light modulators, an SLM was used to encode both the linear phase and the scrambling
operation at the same time. 64 different 512×512 pixel linear phase patterns were used
to encode 6 bits of classical information to generate the state |xc〉 for c = 1, 2, ..., 64. A
different phase scrambling unitary operator U (s)j was applied for each of j photons that
comprise the entire message. The random encoding pattern was a 128×128 superpixel
binary phase mask composed of 0 and pi phase shifts that were sized to fill the SLM.
Since the SLM has a resolution of 512×512 pixels, each superpixel was composed of
4×4 pixels.
The n patterns were generated according to a seeded random number generator. The
n seeds were provided by specifying a line within a public code book. This code book
contained K lines and each line contained n random numbers. As such, a log2(K)-bit
secret key specified a line within the code book. The scrambling phase pattern was
added to the linear phase pattern to generate the final phase operator that Alice used on
her SLM to encrypt a single photon. An example pattern can be found in Fig. 5.2.
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Figure 5.2: Phase Patterns: (a) A 512×512 pixel linear phase pattern is used to encode 6 bits of classical
information. (b) A scrambling phase operator, composed of random 0 or pi phase shifts, randomly
generated with a seed specified by the secret key, is used to distribute the single photon over many
possible optical modes by disrupting the phase front. It is composed of 128× 128 superpixels that
together form a 512×512 pixel pattern. This is also the pattern that Bob will display on his SLM to undo
the scrambling operation and flatten the single-photon wavefront leaving the linear phase specified by
Alice. (c) Alice combines (a) and (b) to yield the pattern she displays on her SLM.
QDL results
The effectiveness of our phase patterns were verified by allowing Alice to encrypt each
of the 64 possible settings over 600 times while allowing Eve, who did not have access
to the secret key, the use of Bob’s SLM and detector. We then repeated the experiment
with Bob, who had access to the secret key. From the data, probability distributions
for each test are presented in Fig. 5.3 where one axis represents Alice’s input and the
other axis represents the output. Note that the distributions are normalized such that
all elements sum to one. Figure 5.3 shows that Alice’s messages and the results of
Bob’s measurements are highly correlated, being a normalized identity matrix with a
maximum value of 1/64 ≈ .016. Alternatively, Alice’s inputs and Eve’s measurement
outcomes are highly uncorrelated, corresponding to very little mutual information.
In addition to estimating the mutual information, a computer simulation using ex-
perimental parameters was done to test the spread of Eve’s average distribution in a
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plane of her 8×8 detector. The linear phases used to encode messages in the experi-
ment, the measured beam radius, and the SLM pixel sizes were used to calculate the
detector’s nanowire centers and Eve’s distribution relative the nanowire centers. Eve’s
average distribution can be seen in Fig. 5.4. We see that a significant portion of Eve’s
distribution does not allow for a photon to strike the detector.
Figure 5.3: Joint Probability Distributions: The joint probability distributions presented are derived
from experimental data where Alice scans through 64 messages while locking the information with
128×128 pixel binary phase masks. a, Eve randomly guesses at binary phase masks in hopes of unlocking
the information while being allowed, in a worst-case scenario, to use Bob’s properly aligned detector. b,
Bob unlocks the messages with binary phase masks prescribed according to a secret key. The distribution
with the highest mutual information is a normalized identity matrix with diagonal elements equal to
1/64 ≈ .016. The comb structure seen in (b) is due to a gradient of error rates across the detector array,
possibly due to a slight misalignment of a lenslet array placed above the detector array. In summary,
Alice and Eve’s distribution is highly uncorrelated while Alice and Bob’s distribution is highly correlated
attesting the effectiveness of this locking method.
Key rates
To determine the necessary key requirements, the system is easily mapped to the theory
presented in Sec. 5.3. As already mentioned, the individual quantum states transmit-
ted over the channel take the form of phase-encoded photons |xc〉 for c = 1, 2, ..., 64
meaning M = 64 and log2(M) = 6. Within [140], we discuss two arguments for the
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Figure 5.4: Eve’s Simulated Average Distribution: Using experimental parameters, such as the beam
width, the SLM pixel size, and the actual phase encodings, we were able to calculate the detector array
centers (outline in white) and the result of Eve’s average distribution within the plane of the detector
after Eve’s unsuccessful attempts to guess the key. Notice that there exist a significant region in which
the photon is not likely to hit the detector.
dimension d of our quantum channel. The main results presented here limit the channel
dimension to the same dimension as our detector d = M = 64. To arrive at a sufficient
key rate, we need to decide how many channel uses n will be required. Because of both
the message encoding and the limitation from forward error correction, it is easier to
first decide on the key rate and then pick the number of channel uses.
We first consider what we would like to encode. QDL has the benefit that a short
encryption key can encode a long message. Thus, there exist room to encrypt both
new secret keys and messages. In this manner, a short secret key needs to only be
used once before QDL is used for secret key generation. However, the success of
this protocol necessitates that forward error correction codes be used to fix potential
errors. Otherwise, future messages cannot be decoded with error-riddled keys. We
used various Reed-Solomon error-correction codes because of their robustness against
errors occurring in bursts [162].
Reed-Solomon codes perform error correction on s-bit symbols. Thus, multiple bit
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Figure 5.5: Key Consumption Rate per Photon: For a d = 64 dimensional channel and no error
correction, Eq. 5.9 states that we need approximately 1.5 bits per photon for n = 63 channel uses (to
transmit 378 bits) in order to bound the accessible information to be no more than O (1.5) bits.
errors within a single symbol are treated as a single error. Reed-Solomon codes also
require that data be transmitted in packets of 2s − 1 symbols. Since we encode 6-bits
per photon, we naturally consider a 6-bit alphabet. Each symbol is now represented by
a single photon and the most efficient Reed-Solomon protocol requires that we transmit
in packets of 63 symbols (photons). For this reason, we chose the number of channel
uses to be a multiple of 63 photons. In the results presented here, we consider n = 63
uses of a d = 64 dimension channel. Using these experimental parameters, we plot Eq.
5.9 in Fig. 5.5 to ascertain our key rate. Figure 5.5 suggests that we need approximately
1.5 bits per photon to limit the accessible information of the transmitted 378 bits to be
no greater than O
(
6n2−
√
n
)
= O(1.5) bits.
Key rates with forward error correction
Fig. 5.5 is only useful in the scenario where no forward error correction is used. For-
ward error correction adds redundancy into the message – redundancy that may help
Eve increase her accessible information. Fortunately, this redundancy can be covered
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by the use of more secret key. We used varying levels of Reed-Solomon error correc-
tion codes, designated as a Reed-Solomon (63,x) code, where x < 63 is the number
of symbols in the original message. The remaining 63 − x symbols are allocated to
redundancy. A Reed-Solomon (63, x) code can correct up to (63− x)/2 symbol errors.
Thus, the fractional redundancy is (63− x)/x. This redundancy is covered by making
the secret key 1 + (63 − x)/x times larger. The bit allocation per photon, for n = 63
uses of a d = 64 dimensional channel is presented in Fig. 5.6.
Figure 5.6: Single-Photon Bit Allocation (for n = 63 channel uses): The plot above lists how many
secret-key bits (blue squares), FEC redundancy bits (red triangles), and message bits (black diamonds)
are encoded within a single 6-bit photon as a function of Reed-Solomon (63,x) codes. The new secret-
key plot shows the necessary allocation of bits to replenish the consumed key. Any FEC redundancy
requires the consumption of more secret key. Messages bits may be allocated to either additional key or
secret messages for direct communication.
Figure 5.6 takes into account the allocation of messages, redundancy, and new secret
key needed to refresh the secret keys. One can immediately see within Fig. 5.6 that
the available capacity for message bits decreases with decreasing x, corresponding to
increasing redundancy, as both the number of redundancy bits and key bits increase.
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QDL with forward error correction results
We carried out a proof-of-principle experimental demonstration of QDL utilizing for-
ward error correction where we transmitted 420 packets of 63 symbols (≈ 19 kB) con-
taining messages and new secret keys. Ideally, a single photon source should emit a
single photon on demand. This protocol requires that a single SLM pattern be applied
to a single photon. However, we were forced to rely on the random generation of pho-
ton pairs from SPDC. In addition, there were several sources of loss. Because of these
losses and uncertainties, we were unable to guarantee that a single photon was trans-
mitted through the channel for a given SLM patten. The result is that Eve may have
access to more than one photon per channel use.
The experiment performed was meant as a proof-of-principle demonstration and
we modified our detection scheme to account for a more accurate simulation of what
a truly secure demonstration would entail. This included only utilizing first detection
events within our detector for a given pattern on Alice and Bob’s respective SLM. Even
under these circumstances, Alice and Bob were able to communicate with a success
rate approaching 100% for different Reed-Solomon codes.
The results for varying Reed-Solomon (63, x) codes are presented in Fig. 5.7 where
we also plot the available message capacity per photon when considering n = 63 and
n = 126 uses of the quantum channel. For example, we present a success rate of
99.5% for a Reed-Solomon (63,35) code where each photon was divided into 1 bit of
message, 2.3 bits of secret key and 2.7 bits of redundancy. Hence 2.3 bits of secret key
per photon locked the entire 6-bit photon. While the bit-error ratio from our data is
larger than the standard tolerance within most telecommunication systems (< 10−6 bit
errors per bits transmitted), this is a proof-of-principle demonstration. The development
of future technologies may lead to lower-loss quantum channels and higher efficiency
QDL protocols to become a reliable means of direct secure quantum communication.
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Figure 5.7: Reed-Solomon Error Correction Success Rates: The success rates for a Reed-Solomon
(63,x) code are presented, where x is the number of 6-bit symbols containing the new key and message
and 63 is the total number of packet symbols after the addition of 63− x redundancy bits. This data was
obtained after transmitting packets of 63 photons 420 times. The plot also depicts the available capacity
for message bits per photon as a function of x and the number of channel uses n.
5.5 Conclusion
Alongside a fiber-based demonstration performed by Liu et al. [141], we present one
of the first experimental demonstrations of QDL. In addition, we demonstrate how to
incorporate forward error correction and calculate the necessary key rate needed to limit
an eavesdropper’s accessible information to be no more than O
(
2−
√
n log (dn)
)
bits
using the formalism found in Lupo and Lloyd’s work [142]. For n = 63 uses of a d =
64 dimension quantum channel, we transmitted, per photon, 1 bit of message, 2.3 bits of
secret key, and 2.7 bits of redundancy with a success rate of 99.5% when using a key of
only 2.3 bits to secure the 6-bit photon. Having transmitted 420 packets of 63 photons,
this corresponds to having transmitting 25.8 kB of message, 59.4 kB of new secret key,
and 69.8 kB of forward error correction while limiting the accessible information to
O(0.6) kB. While our experimental demonstration suffers from the use of randomly
generated single photon states and losses from free-space optical components, the first-
event detection success rates found in Fig. 5.7 demonstrate the potential applicability
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for QDL systems if the technological limitations associated with communicating over
a quantum channel can be overcome.
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6 Summary and Concluding
Remarks
In this dissertation, compressive sensing and quantum data locking are deployed to
solve fundamental problems in high-dimensional computational-imaging, entanglement
characterization, and efficient large-alphabet quantum-secure communication.
In terms of introductory material, chapter 1 showed that the results of compressive
sensing can be trusted if enough random projections are obtained. Chapter 2 shows
how position-momentum entangled photons may be generated in a laboratory setting.
Additionally, a discussion of entanglement characterizations is presented to emphasize
the need for the density matrix.
Due to the difficulty of obtaining a high-dimensional density matrix, chapter 3 pre-
sented an alternative means of witnessing high-dimensional entanglement based solely
on observing high-dimensional correlations. The poor scaling of the joint-space sensing
matrix made sampling at adequate resolutions a difficult task. Raster-based and even
unstructured random sensing matrices used to sample each subspace quickly results in
the inability to either measure or reconstruct the joint-space correlations. This problem
is laid to rest by using randomly permuted Sylvester-Hadamard matrices – with the re-
construction algorithms relying on efficient fast-Hadamard transforms, as shown in the
appendix.
Chapter 4 addresses the difficult task of efficiently obtaining high-resolution depth-
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images from one of the most accurate ranging systems in existence – a frequency-
modulated continuous-wave (FMCW) LiDAR. Previous compressive imaging depth-
mapping systems relied on pulsed LiDAR. FMCW-LiDAR is less expensive while also
having the capability of obtaining higher precision. Compressive sensing is presented
as an efficient means of quickly obtaining precise high-resolution depth-maps with af-
fordable equipment.
Finally, chapter 5 presents a unique solution for large-alphabet quantum-secure
direct communication. A single photon’s transverse phase is modulated by a high-
dimensional spatial light modulator while an 8× 8 single-photon-detector array allows
for the transmission of 6-bits per photon across a quantum channel. Under proper as-
sumptions quantum data locking stands as an efficient means of information-theoretic-
secure communication. While the work presented in chapter 5 is a proof of principle
demonstration, it states that the technology is becoming readily available to work in
conjunction with quantum key distribution systems. It also shows that the key to more
efficient locking protocols is in even higher-dimensional systems.
By taking advantage of efficient measurement schemes from the signal processing
community, ideas from the quantum cryptography community, and new measurement
devices and techniques from the experimental physics community, interesting solutions
to difficult problems are being readily obtained. Thus, it is reasonable to predict that a
growing class of noteworthy problems will be solved through multi-disciplinary means.
To conclude on this note, the reader is encouraged to pursue research interests into
unfamiliar fields with the hope of applying new skills to short-lived problems.
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7 Appendix: Constrained
optimization via the alternating
direction method of multipliers
7.1 Introduction
This section will focus on particularly robust class of L1 minimization algorithms,
namely those solved by augmented Lagrangian methods. Note that this is not the same
as the method of Lagrange multipliers often encountered in constrained optimization,
yet there are similarities. First, the motivation behind augmented Lagrangians is intro-
duced and naturally leads to a discusson of variable splitting. ADMM is then applied to
the LASSO problem for different conditions placed on the sensing matrices and sparse-
basis transform operators.
Augmented Lagrangian Methods
To motivate the use of an augmented Lagrangian, we will show how they evolved from
penalty methods used for constrained optimization [163]. These minimization prob-
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lems take constrained optimization problems, such as
min
x∈RN
f(x)
subject to c(x) = 0,
where f : Rn → R is convex and c(x) = 0 is a nonlinear constraint. Penalty methods
convert these problems into unconstrained optimization problems such as
P (x, ρ) = f(x) +
ρ
2
‖ c(x) ‖22
x(ρ) = arg min
x∈Rn
P (x, ρ),
where ρ is a positive scalar variable and the optimal solution xˆ occurs in the limit
lim
ρ→∞
x(ρ) = xˆ.
The optimization is often accomplished by first minimizing P (x, ρ) for a small ρ, and
then using the solution as a seed for the next iteration, but with a larger ρ. The process
is repeated while letting ρ → ∞, which can lead to instability. The idea behind the
augmented Lagrangian is to first relax the constraint using a Lagrange multiplier λ in
the following problem
min
x∈RN
f(x)
subject to c(x)− 1
ρ
λ = 0.
The Lagrange multiplier allows the problem to converge without taking ρ to infinity.
Repeating the process results in the following equations:
x(ρ) = arg min
x∈Rn
f(x) +
ρ
2
‖ c(x)− 1
ρ
λ ‖22
= arg min
x∈Rn
f(x) +
ρ
2
‖ c(x) ‖22 −〈c(x)|λ〉
= arg min
x∈Rn
Lρ(x,λ),
where Lρ(x,λ) is the augmented Lagrangian to be minimized.
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Alternating Direction Method of Multipliers
The difficulty with augmented Lagrangian methods is that they require the simultane-
ous minimization of multiple variables. This section introduces the concept of variable
splitting. Applying variable splitting to an augmented Lagrangian splits the minimiza-
tion problem into several variables, each of which can be minimized separately, while
also forcing the split variables to converge to the same value with each iteration. The
method is known as the alternating direction method of multipliers (ADMM) [10] and
was designed as a robust means of minimizing an augmented Lagrangian associated
with the problem
minimize f(x)
subject to A x = b, (7.1)
with the variables x ∈ RN , A ∈ RM×N , and f : RN → R is convex. The Lagrangian
for problem (7.1) is
L(x,λ) = f(x) + 〈λ|A x− b〉, (7.2)
where 〈λ|ξ〉 represents the inner product between the Lagrange multiplier λ ∈ RM and
ξ ∈ RM .
The augmented Lagrangian from problem (7.1) is
Lρ(x,λ) = f(x) + 〈λ|A x− b〉+ ρ
2
‖A x− b‖22, (7.3)
where ρ > 0 is a penalty parameter. Within Eq. (7.3), the L2-norm is a least-squares
condition. Equation (7.3) is the Lagrangian (unaugmented) to the equivalent problem
of
minimize f(x) +
ρ
2
‖A x− b‖22
subject to A x = b, (7.4)
because the optimal x results in adding zero to the objective. It has been shown that
problem presented in Eq. (7.7) can be minimized under less stringent conditions (such
108
as nonsmooth convex functions) compared to the original problem (7.1) [164]. The
steps necessary to minimize Lρ(x,λ) at iteration k take the form
xk+1 ∈ arg min
x
Lp(x,λ
k) (7.5)
λk+1 = λk + ρ
(
A xk+1 − b) . (7.6)
Depending on f(x), the ease of optimizing Eq. (7.3) can vary drastically. Optimization
of Eq. (7.3) is normally accomplished via calculating the gradient. The augmented La-
grangian form is more robust since we can allow f to be nonsmooth and relax the strict
convexity (having a second derivative that is greater than zero) requirement. Yet, this
robustness results in an expression that cannot be minimized easily. ADMM was intro-
duced to make the minimization of Eq. (7.3) easier by factoring the problem and then
splitting it into multiple minimization problems, each of which are easier to minimize
individually. The ADMM solves problems of the form
minimize f(x) + g(z)
subject to A x + B z = c, (7.7)
and has an augmented Lagrangian
Lρ(x, z,λ) = f(x) + g(z) + 〈λ|A x + B z− c〉+ ρ
2
‖Ax + Bz− c‖22 . (7.8)
The algorithm consists of the iterations
xk+1 ∈ arg min
x
Lp(x, z
k,λk) (7.9)
zk+1 ∈ arg min
z
Lp(x
k+1, z,λk) (7.10)
λk+1 = λk + ρ
(
A xk+1 + B zk+1 − c) . (7.11)
In contrast to the alternating direction method of multipliers for Eq. (7.8), the normal
method of multipliers for Eq. (7.8) requires the iterations
(xk+1, zk+1) ∈ arg min
x,z
Lp(x, z
k,λk) (7.12)
λk+1 = λk + ρ
(
A xk+1 + B zk+1 − c) , (7.13)
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where the more difficult minimization is taken jointly over variables x and z simulta-
neously.
ADMM is a convex optimization algorithm with a rich history. Similar ideas began
in the mid-1950’s but the algorithm was formally introduced in the 1970’s [10]. The
method’s robustness and simplicity have led to its application and popularity in multiple
fields including signal processing, engineering, and physics. It should be noted that ex-
tremely high accuracy is not normally obtained via the ADMM. It has been shown that
the algorithm exhibits a slow tail convergence beyond the first few iterations [164]. Yet,
this behavior is suitable to large scale problems in that it approaches an approximate
solution quickly.
ADMM-LASSO
Drawing from [10, 164, 165], ADMM is applied to the least absolute shrinkage and se-
lection operator (LASSO) mimiziation problem. This problem is, perhaps, more com-
monly known as basis pursuit denoising when m < n for a sensing matrix A ∈ Rm×n
[75]. We will adopt a more general framework and let the sensing matrix, signal, and
sparse basis transform Ψ be complex valued; i.e. A ∈ Cm×n, x ∈ Cn, and Ψ ∈ Cn′×n.
Note that the sparse basis transform Ψ is not necessarily unitary. Additionally, n′ is not
necessaritly equal to n. From the measurement vector b = Ax, The LASSO problem
takes the form
min
xˆ∈Cn
1
2
‖Axˆ− b‖22 + β ‖Ψxˆ‖1 . (7.14)
In ADMM form, LASSO takes the form
minimize f(xˆ) + g(zˆ)
subject to Ψxˆ− zˆ = 0, (7.15)
where f(xˆ) = (1/2) ‖Axˆ− b‖22 and g(zˆ) = β ‖ zˆ‖1.
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Problem 7.15 has an augmented Lagrangian that takes the form
Lρ(xˆ, zˆ,λ) = f(xˆ) + g(zˆ) + 〈λ|Ψxˆ− zˆ〉+ ρ
2
‖ Ψxˆ− zˆ‖22 . (7.16)
By solving for xˆ within ∂Lρ(xˆ, zˆ,λ)/∂xˆ = 0 and solving for ∂Lρ(xˆ, zˆ,λ)/∂zˆ = 0,
we find the necessary iterations to minimize Eq. (7.50) as
xˆk+1 =
(
A†A + ρΨ†Ψ
)−1 (
A†b + ρΨ†
(
zˆk − λk/ρ)) (7.17)
zˆk+1 = Sβ/ρ
(
Ψˆx
k+1
+ λk/ρ
)
(7.18)
λk+1 = λk + ρ
(
Ψxˆk+1 − zˆk+1) , (7.19)
where † is the conjugate transpose operation. Within Eq. (7.18), Sβ/ρ is an element-
wise soft-thresholding function defined as
Sα(x) =

(|xj| − α) exp
(
i arctan
[
Im(xj)
Re(xj)
])
|xj| > α
0 |xj| ≤ α
(|xj|+ α) exp
(
i arctan
[
Im(xj)
Re(xj)
])
|xj| < −α
, (7.20)
where Re(x) and Im(x) are the real and imaginary parts of x, respectively. Looking
closer at Eq. (7.17) through Eq. (7.19), we see that Eq. (7.17) will require the most
computational operations due to the matrix inversion. As explained in [10], we can
make the inversion easier using the matrix-inversion lemma, which states
(P + ρATA)−1 = P−1 − ρP−1AT (1 + ρAP−1AT )−1AP−1. (7.21)
Within Eq (7.21), ATA = A†A and P = Ψ†Ψ. The expression simplifies considerably
if Ψ is unitary, i.e. Ψ†Ψ = 1. Knowing that (A†A + ρ1) ∈ Cn×n, the matrix-inversion
lemma states that
(A†A + ρ1)−1 =
1
ρ
[
1− 1
ρ
A†
(
1 +
1
ρ
AA†
)−1
A
]
(7.22)
and we find that the inversion must be performed on the submatrix
(
1 + 1
ρ
AA†
)
∈
Cm×m – a significantly smaller matrix when m n.
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While finding the inverse of the submatrix in Eq. (7.22) is more feasible, a more
accurate solution exists by iteratively solving for µ within the equation(
1 +
1
ρ
AA†
)
µ = A
(
A†b + ρΨ†
(
zˆk − λk/ρ)) (7.23)
xˆk+1 =
1
ρ
[
1−A†µ] , (7.24)
(7.25)
where µ ∈ Cm. The solution to (7.23) can be obtained through iterative means such as
conjugate-gradient or a lower-upper (LU) decomposition of (1 + 1/ρ AA†). An LU
decomposition is initially expensive but needs to be done only once since the decom-
position can be saved and quickly applied for each iteration.
Parameter tuning for ADMM-LASSO
In order for the algorithm to converge quickly, the parameters β and ρ should be tuned to
the problem at hand. However, tuning parameters for optimal performance may require
a significant amount of time or require prior expertise. In addition, every time param-
eter ρ is altered, the LU decomposition must be recalculated. We present a method
introduced in [10] that automatically tunes the parameter ρ for a given β. When the
algorithm is designed to be self-tuning, only the parameter β is required. An algorithm
of this form is easier to use and addresses the heart of the problem within Eq. (7.14),
i.e. how much weight should be assigned to the penalty term when compared to the
least-squares solution. Using an initial guess xˆ0 = A†b and a user supplied β, the first
ρ parameter is defined as
ρ =
β
mean
(|Ψxˆ0|) . (7.26)
Within the first k iterations, the algorithm will threshold away the mean value of the
first guess xˆ0 at Eq. (7.18) in favor of a sparse solution. After k iterations, we analyze
the rates of change associated with zk+1 − zk and xk+1 − zk+1. We require zˆ→ xˆ, but
we want it to occur quickly. Specifically, we want the convergence of ‖ρ(zˆk+1− zˆk)‖2
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and ‖(xˆk+1 − zˆk+1)‖2 to be within a factor of 10 of one another. This is accomplished
by adjusting ρ after k iterations according to the conditions
ρk+1 =

2ρk ‖(xˆk+1 − zˆk+1)‖2> 10 ‖ρ(zˆk+1 − zˆk)‖2
1
2
ρk ‖ρ(zˆk+1 − zˆk)‖2> 10 ‖(xˆk+1 − zˆk+1)‖2
ρk otherwise
. (7.27)
The number of iterations k to be executed before calling an evaluation of Eq. (7.27)
should be a small fraction of the total number of allowed iterations kmax. In this manner,
the number of LU decompositions remains small while adjusting parameters results in
a faster convergence and an overall fewer number of necessary iterations to achieve a
desired accuracy for any given stopping criterion.
ADMM-LASSO pseudocode
The previous sections are summarized in the following pseudocode below.
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Algorithm 1 ADMM-LASSO
1: xˆ0 = A†b
2: ρ0 = β
mean(|Ψxˆ0|)
3: zˆ0 = Sβ/ρ0
(
Ψxˆ0
)
4: λ0 = ρ
(
Ψxˆ0 − zˆ0)
5: while Not Converged do
6: xˆk+1 ← (A†A + ρkΨ†Ψ)−1 (A†b + ρkΨ† (zˆk − λk/ρk))
7: zˆk+1 ← Sβ/ρk
(
Ψxˆk+1 + λk/ρk
)
8: λk+1 ← λk + ρk (Ψxˆk+1 − zˆk+1)
9: if k = Large Enough then
10: ρk+1 =

2ρk ‖(xˆk+1 − zˆk)‖2> 10 ‖ρ(zˆk+1 − zˆk)‖2
1
2
ρk ‖ρ(zˆk+1 − zˆk)‖2> 10 ‖(xˆk+1 − zˆk)‖2
ρk otherwise
11: end if
12: end while
ADMM-LASSO with fast transforms and a unitary Ψ
In the previous section, we considered the case of a generalized sensing matrix A. A
significant speed enhancement can result from sampling with sensing matrices based on
randomly permuted unitary matrices that have known fast-transform operations. Com-
mon examples include a fast-Fourier transform and a fast-Hadamard transform. This
section will demonstrate how to design the sensing matrix and reconstruction algorithm
such that we can take advantage of the fast transforms.
Let the matrix having a fast transform be represented as F ∈ Cn×n. To randomize
the matrix (making it less coherent) we introduce a row permutation matrix Pr ∈ Rm×n
and a column permutation matrix Pc ∈ Rn×n. The row permutation matrix Pr is
formed by randomly choosing m rows from 1 ∈ Rn×n while the column permuta-
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tion matrix is formed by randomly permuting the n columns of 1 ∈ Rn×n. Thus, the
resulting sensing matrix is A = PrFPc.
We can use the previous algorithm efficiently as long as we can use the matrix inver-
sion lemma. Within the xˆk update, A†A = PcTF†PrTPrFPc. Typical fast transform
operations are unitary or satisfy the condition F†F = c1, where c is a constant. Addi-
tionally, PcTPc = PcPcT = 1 while PrTPr 6= 1. The matrix inversion lemma will
reverse the ordering and result in the expression PrPrT = 1. Thus, efficient matrix
inversion in the previous algorithm is only possible if Ψ is unitary and results in the
expression
xˆk+1 =
[
A†A + ρΨ†Ψ
]−1 [
A†b + ρΨ†
(
zˆk − λk/ρ)] (7.28)
=
1
ρ
[
1− 1
ρ
A†
(
1 +
1
ρ
AA†
)−1
A
] [
A†b + ρΨ†
(
zˆk − λk/ρ)] (7.29)
=
1
ρ
[
1− 1
ρ
A†
(
1 +
c
ρ
1
)−1
A
] [
A†b + ρΨ†
(
zˆk − λk/ρ)] (7.30)
=
1
ρ
[
1− (ρ+ c)−1 A†A] [A†b + ρΨ† (zˆk − λk/ρ)] , (7.31)
where we have assumed F†F = c1. The update step is now trivial and based almost
entirely on fast transform operations, aside from the Pr, Pc, and Ψ operations.
ADMM-LASSO with fast transforms and a non-unitary Ψ
In the case of small problems with feasible LU decompositions, the previous algorithm
will still suffice when Ψ is non-unitary. However, if the problem becomes too large,
as is the case with megapixel image reconstructions, we must be clever to avoid the
case of inverting matrices. In these instances, even inverting a submatrix with dimen-
sions m ×m can be a prohibitively expensive operation. Instead, we will leverage an
additional degree of variable splitting and use fast transforms almost exclusively, as
demonstrated in [137]. Although, the final expression will require a matrix inversion
of the expression (α1 + βΨ†Ψ)−1, where α and β are constants, within the xˆ update.
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Ideally, Ψ should have a structure that enables the easy inversion of this expression.
An example where structure is present is given in the next section when discussing
total-variation minimization.
For the problem at hand, we wish to minimize
minimize f(zˆ) + g(uˆ) (7.32)
subject to FPcxˆ− uˆ = 0 (7.33)
Ψxˆ− zˆ = 0 (7.34)
where f(zˆ) = α ‖ zˆ ‖1 and g(uˆ) = (1/2) ‖ Pruˆ− b ‖22.
Knowing that A = PrFPc, we have effectively split the variables Axˆ = Pruˆ =
(Pr)(FPcxˆ). The corresponding augmented Lagrangian is
L(xˆ, zˆ, uˆ,λ) =
1
2
‖ Pruˆ− b ‖22 +α ‖ zˆ ‖1 +〈λ1|FPcxˆ− uˆ〉
+
β
2
‖ FPcxˆ− uˆ ‖22 +〈λ2|Ψxˆ− zˆ〉+
γ
2
‖ Ψxˆ− zˆ ‖22 . (7.35)
Equation (7.35) is minimized with the following operations:
xˆk+1 =
(
βPc
TF†FPc + γΨ†Ψ
)−1 [
Pc
TF†
(
βuˆk − λk1
)
+ Ψ†
(
γzˆk − λk2
)]
(7.36)
uˆk+1 =
(
Pr
TPr + β1
)−1 [
Pr
Tb + βFPcxˆ
k+1 + λk1
]
(7.37)
zˆk+1 = Sα/γ
(
Ψxˆk+1 + λk2/γ
)
(7.38)
λk+11 = λ
k
1 + β
(
FPcxˆ
k+1 − uˆk+1) (7.39)
λk+12 = λ
k
2 + γ
(
Ψxˆk+1 − zˆk+1) . (7.40)
The uˆ update is trivial because
(
Pr
TPr + β1
)
is diagonal. The only complicated up-
date is the xˆ update. Yet, it can be simplified slightly if F†F = c1 such that
βPc
TF†FPc + γΨ†Ψ = cβ1 + γΨ†Ψ. (7.41)
In the next section, we use the fact that if Ψ obeys periodic boundary conditions, the
combination Ψ†Ψ is block circulant and the inverse of Eq. (7.41) can be easily diago-
nalized with a fast-Fourier transform [166].
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The update parameters to improve performance are identical as in the previous al-
gorithm and are not shown here. Instead, they may be found in the following algorithm
for total-variation minimization for video sequences.
ADMM-TV-Video with Fast-Hadamard Transforms
This section introduce how to implement a total-variation minimization algorithm on a
set of images found in a video. In addition to minimizing the total-variation in spatial
coordinates, the variation in the time is also considered to reduce reconstruction arti-
facts that may appear frame to frame. To convert this algorithm such that it only works
on a single image, merely omit the temporal component of the finite gradient operator
and only use 2D reshaping operations with a 2D fast-Fourier transform for the xˆ update.
We tackle a more general problem of sampling and reconstructing a vector-representation
of a video x ∈ RnF ·n composed of nF frames / images, with n pixels per frame. Draw-
ing from [10, 164, 165] and total-variation methods introduced in [137, 167], ADMM
is applied to the total-variation (TV) minimization problem represented as
min
x∈RnF n
1
2
‖A x− b‖22 +αTV (x). (7.42)
where A is the sensing matrix, b is the data, and TV (x) is the total-variation of x dis-
cussed later. Instead of circulant matrices comprising the sensing matrix as presented
in [137], A ∈ RnF ·m×nF ·n uses randomized Sylvester-ordered Hadamard matrices.
Letting F → H (for Hadamard), the sensing matrix A is based on Sylvester-ordered
Hadamard matrices H ∈ Rm×n because of their speed of implementation arising from
a fast-Hadamard transform. The nF -frame sensing matrix takes the form
A =

Pr1HPc1 0 · · · 0
0 Pr2HPc2 · · · 0
...
... . . .
...
0 0 · · · PrFHPcF
 , (7.43)
117
where Pri ∈ Rm×n is a random-subsampling row-permutation matrix and Pci ∈ Rn×n
is a random column-permutation matrix, as before. Thus, each frame is sampled by
a randomized and subsampled Hadamard sensing matrix Pri H Pci ∈ Rm×n for i ∈
{nF} frames. Within Eq. (7.42),b ∈ RnFM is the resulting measurement vector, α
is a sparsity promoting constant, and TV (x) is an anisotropic total-variation function
defined as
TV (x) =‖ ∇x ‖1=
∥∥∥∥∥∥∥∥∥

ωx∇x
ωy∇y
ωt∇t
x
∥∥∥∥∥∥∥∥∥
1
, (7.44)
where ωx, ωy, and ωt are are weighting coefficients assigned to stress the importance
of one gradient over another. We wish to exploit spatial sparsity that exists within the
gradient of each image, as done in standard TV-minimization. Additionally, we also
exploit sparsity that exists in the time-gradient between frames. Thus,∇ ∈ R3nF ·n×nF ·n
is composed of ∇x, ∇y, and ∇t ∈ RnF ·n×nF ·n. Each ∇j (for j ∈ {x, y, t}) are first-
order finite gradient operators that obey periodic bounary conditions. To define each
∇j , first let each N -pixel frame have a spatial resolution of n = ny × nx, and then
define the submatrices Dx ∈ Rnx×nx , Dy ∈ Rny×ny , and Dt ∈ RnF×nF such that
Dj =

1 −1 0
1 −1
. . . . . .
0 1 −1
−1 0 1

such that j ∈ {x, y, t}. (7.45)
Using the Kronecker product (⊗), the difference operators are defined as
∇x = 1nF ⊗
(
1ny ⊗Dx
)
(7.46)
∇y = 1nF ⊗ (Dy ⊗ 1nx) (7.47)
∇t = Dt ⊗ 1nx×ny , (7.48)
where 1n ∈ Rn×n is an identity matrix.
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In ADMM form, TV-minimization takes the form
minimize f(u) + g(z)
subject to H Pc x− u = 0,
∇x− z = 0. (7.49)
where f(u) = (1/2) ‖Pru− b‖22 and g(z) = α ‖z‖1.
Equation (7.49) has the following augmented Lagrangian:
Lβ,γ(x, z,u,λ1,λ2) =
1
2
‖ Pr u− b ‖22 +α ‖ z ‖1
+ 〈λ1|H Pc x− u〉+ β
2
‖H Pc x− u‖22 (7.50)
+ 〈λ2|∇x− z〉+ γ
2
‖ ∇x− z ‖22 .
By minimizing Lβ,γ(x, z,u,λ1,λ2) with respect to each variable, we find the nec-
essary iterations to minimize Eq. (7.50) at each iteraion k as
zk+1 = Sα/γ
(
∇xk + λ
k
2
γ
)
(7.51)
uk+1 =
(
β1 + Pr
TPr
)−1 (
Pr
Tb + βH Pc x
k + λk1
)
(7.52)
Mxk+1 =
[
Pc
T HT
(
βuk+1 − λk1
)
+∇T (γzk+1 − λk2)] (7.53)
λk+11 = λ
k
1 + β
(
H Pc x
k+1 − uk+1) (7.54)
λk+12 = λ
k
2 + γ
(∇xk+1 − zk+1) (7.55)
where M = βPcT HT H Pc + γ∇T ∇ and T is the transpose operation. Within Eq.
(7.51), Sα/γ is an element-wise soft-thresholding function defined as
Sα/γ(x) =
xi −
α
γ
sgn(xi) |xi| > α/γ
0 |xi| ≤ α/γ
, (7.56)
where sgn(xi) returns the sign of the ith element in x.
Looking closer at Eq. (7.51) through Eq. (7.53), we see that the z update in
Eq. (7.51) is trivially minimized by soft thresholding. The u update in Eq. (7.52)
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is easily minimized becasue the matrix to be inverted is diagonal, i.e. PrTPr = 1M .
The x update within Eq. (7.53) is more difficult because M is not diagonal. How-
ever, βPcTHTHPc = βN1FN . As outlined in [78], ∇ was constructed with periodic
boundary conditions making ∇T∇ a block-circulant matrix. As a circulant matrix can
be diagonalized by a Fourier transform, a block-circulant matrix can be diagonalized
by a multi-dimensional Fourier transform. Thus, Eq. (7.53) can be efficiently solved
using fast-Fourier transforms. If not solving iteratively, x has the solution
xk+1 = F−13D
[
F3D
[
Pc
T HT
(
βuk+1 − λk1
)
+∇T (γzk+1 − λk2)]
F3D [Mcol]
]
, (7.57)
whereF3D is a three-dimensional Fourier transform of the first column element of M,
i.e. Mcol. If only considering the total variation of a single image, using only ∇x and
∇y, only a two-dimensional Fourier transform would be required.
Additionally, we can leverage the block-circulant structure of M to make the x
update more efficient. After expanding and simplifying,
M = βN1FN + γ
(∇Tx∇x +∇Ty∇y +∇Tt ∇t) (7.58)
Because a block-circulant matrix is determined by its first column, only the first column
of ∇T∇ needs to be constructed. We construct the first column of each ∇Tj ∇j and add
the results together. Consider the column vector of ∇Tx∇x first. We extract the first
row and column of Dx, Dy, and Dt within Eq. (7.45), labeled Djrow and Djcol for
j ∈ {x, y, t}. Next construct the unit vectors vny ∈ Rny , vnx ∈ Rnx , vnynx ∈ Rnynx ,
and vnF ∈ RnF with only the first entry of each vector being 1. Finally, the first column
of∇T∇ is constructed in the following equations:
∇Tx∇x col = vnF ⊗
[
vny ⊗ (Dxrow + Dxcol)
]
(7.59)
∇Ty∇y col = vnF ⊗
[(
Dyrow + Dycol
)⊗ vnx] (7.60)
∇Tt ∇t col = (Dtrow + Dtcol)⊗ vnynx (7.61)
∇T∇col = ω2x∇Tx∇x col + ω2y∇Ty∇y col + ω2t ∇Tt ∇t col (7.62)
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Thus, F3D [M] merely involves reshaping the first column of M, using Eqn. (7.62),
into a three-dimensional object (nF × nx × ny) and then applying a three-dimensional
fast-Fourier transform.
ADMM-TV-Video parameter tuning
Because the x update can be quickly calculated, it is of little computational burden to
occasionally alter the parameters β and γ to improve the algorithm’s convergence rate.
In order for the algorithm to converge quickly, β and γ should be tuned to the problem
at hand. Again, we use the method presented in [10] that automatically tunes β and γ
for a given α. Because we designed the algorithm to be self-tuning, only the parameter
α is required. An algorithm of this form is easier to use and addresses the heart of the
problem within Eq. (7.42), i.e. how much weight should be assigned to the TV term
when compared to the least-squares solution. Using an initial guess x0 = ATb and a
user supplied α, the first β and γ parameters can be set to small values, but emperically
we found that β = .1 and γ = α/mean(|∇x0|) appear to work well. Because these
parameters will be tuned by the algorithm after a predefined set of iterations kadj , it is
not problematic if the values are suboptimal.
Within the first k iterations, the algorithm will threshold x0 at Eq. (7.18) in favor
of a sparse solution. After kadj iterations, we analyze the rates of change associated
with uk+1 − uk and zk+1 − zk+1. We require u → H Pc x and z → ∇x but we want
it to occur quickly. Specifically, we want the convergence of ‖ β(uk+1 − uk) ‖2 and
‖ (H Pc xk+1 − uk+1) ‖2 to be within a factor of 10 of one another. Additionally, we
want the convergence of ‖ γ(zk+1 − zk) ‖2 and ‖ (∇xk+1 − zk+1) ‖2 to be within a
factor of 10 of one another. This is accomplished by adjusting β and γ after k iterations
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according to the conditions
βk+1 =

2βk ‖(H Pc xk+1 − uk+1)‖2> 10 ‖β(uk+1 − uk)‖2
1
2
βk ‖β(uk+1 − uk)‖2> 10 ‖(H Pc xk+1 − uk+1)‖2
βk otherwise
. (7.63)
γk+1 =

2γk ‖(∇xk+1 − zk+1)‖2> 10 ‖γ(zk+1 − zk)‖2
1
2
γk ‖γ(zk+1 − zk)‖2> 10 ‖(∇xk+1 − zk+1)‖2
γk otherwise
. (7.64)
The number of iterations k to be executed before calling an evaluation of Eq. (7.63)
and Eq. (7.64) should be a small fraction of the total number of allowed iterations kmax.
In this manner, the number of convergence evaluations and changes to M remains rela-
tively small. Additionally, adjusting parameters infrequently results in a faster conver-
gence and an overall fewer number of necessary iterations to achieve a desired accuracy
for any given stopping criterion.
ADMM-TV-Video pseudocode
The previous sections are summarized in the following pseudocode below.
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Algorithm 2 ADMM-TV-Video
1: x0 = ATb
2: β0 = .1
3: γ0 = α
mean(|∇x0|)
4: λ01 = 0
5: λ02 = 0
6: Calculate Mcol from M = β0N1FN + γk∇T∇
7: while Not Converged do
8: zk+1 ← Sα/γk
(
∇xk + λk2
γk
)
9: uk+1 ← (βk1 + PrTPr)−1 (PrTb + βkH Pc xk + λk1)
10: xk+1 ← F−13D
[
F3D[PcT HT (βkuk+1−λk1)+∇T (γkzk+1−λk2)]
F3D[Mcol]
]
11: λk+11 ← λk1 + βk
(
H Pc x
k+1 − uk+1)
12: λk+12 ← λk2 + γk
(∇xk+1 − zk+1)
13: if k = Large Enough then
14: βk+1 =

2βk ‖(H Pc xk+1 − uk+1)‖2> 10 ‖βk(uk+1 − uk)‖2
1
2
βk ‖βk(uk+1 − uk)‖2> 10 ‖(H Pc xk+1 − uk+1)‖2
βk otherwise
15: γk+1 =

2γk ‖(∇xk+1 − zk+1)‖2> 10 ‖γk(zk+1 − zk)‖2
1
2
γk ‖γk(zk+1 − zk)‖2> 10 ‖(∇xk+1 − zk+1)‖2
γk otherwise
16: if βk+1 6= βk or γk+1 6= γk then
17: Calculate Mcol from M = βkN1FN + γk∇T∇
18: end if
19: end if
20: end while
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