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In this paper we introduce a new parameter for a graph called the
minimum universal rank. This parameter is similar to the minimum
rank of a graph. For a graph G the minimum universal rank of G is
the minimum rank over all matrices of the form
U(α, β, γ, δ) = αA + βI + γ J + δD
where A is the adjacency matrix of G, J is the all ones matrix and
D is the matrix with the degrees of the vertices in the main diago-
nal, and α = 0, β, γ, δ are scalars. Bounds for general graphs based
on known graph parameters are given, as is a formula for the min-
imum universal rank for regular graphs based on the multiplicity
of the eigenvalues of A. The exact value of the minimum universal
rank of some families of graphs are determined, including complete
graphs, complete bipartite graph, paths and cycles. Bounds on the
minimumuniversal rankof a graphobtainedbydeleting a single ver-
tex are established. It is shown that the minimum universal rank is
not monotone on induced subgraphs, but bounds based on certain
induced subgraphs, including bounds on the union of two graphs,
are given.
Crown Copyright © 2012 Published by Elsevier Inc. All rights
reserved.
1. Introduction
The minimum rank problem for a given graph is a well-studied problem in the spectral theory of
graphs. Theminimum rank of a graph G is the smallest rank among all real-valued, symmetric matrices
that have the property: for i = j the (i, j)-th entry is nonzero if and only if {i, j} is an edge in the
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graph G. Such a quantity is denoted bymr(G). This number has been at the root of a number of studies
over the past dozen years, and a complete resolution of determining mr(G) for all G seems essentially
unattainable [5].
Haemers and Omidi in [6] defined a new family of matrices that is associated to a graph, these
matrices are called the universal adjacency matrices of the graph. Consider a simple undirected graph
G = (V, E) with V = {v1, v2, . . . , vn}. Let AG = [aij] be the (0, 1)-adjacency matrix of G, that is aij
equals one if {i, j} ∈ E and zero otherwise. Let DG = diag[d1, d2, . . . , dn] with di = deg(vi) be the
degree matrix associated with G, and denote by I and J the n × n identity matrix and n × nmatrix of
all ones. An n × nmatrix of the form
UG = UG(α, β, γ, δ) = αAG + βI + γ J + δDG,
where α, β, γ, δ are scalars with α = 0 is called a universal adjacency matrix of G. We drop the
subscript Gwhen it is clear from the context. The entries of a universal adjacency matrix U = [uij] are
then of the following form:
uij =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
β + γ + δdi if i = j
α + γ if {i, j} ∈ E
γ if {i, j} /∈ E.
Throughout this paper, graphs will be considered to be simple and undirected. Thus a universal
adjacency matrix is always a symmetric matrix.
The family of universal adjacency matrices is a generalization of several families of matrices asso-
ciated to the graph. The following table shows that for specific values of the coefficients, the universal
adjacencymatrix is a well-knownmatrix associatedwith a graph. For details about thematrices listed
in the table see [2].
Haemers and Omidi in [6] studied universal adjacencymatrices with exactly two distinct eigenval-
ues. In this paper we are concerned with the rank of universal adjacency matrices.
For a given graph G, theminimum universal rank of G, denoted by mur(G), is given by
mur(G) = min{rank(U) | U is a universal adjacency matrix of G}.
It is clear that the minimum rank of any of the matrices in Fig. 1 is an upper bound on the minimum
universal rank of a graph. Since α = 0 we may assume without loss of generality that α = 1 for a
universal adjacency matrix of G.
The final line of Fig. 1 shows that theminimumuniversal rank has an unusual property that neither
the minimum rank nor the minimum rank of the generalized adjacency matrix has, namely that the
minimum universal rank of a graph is equal to the minimum universal rank of its complement.
Fig. 1. Specific cases of the universal adjacency matrix of a graph.
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Lemma 1.1. For any graph G,mur(G) = mur(G).
If a graph is disconnected, then its complement is connected, thus in discussing the minimum
universal rank of a graph, we may assume that the graph is connected, although it may not always be
convenient to do so.
When considering a universal adjacency matrix, all the off-diagonal entries come in two types: if
an entry corresponds to an edge it is α + γ , otherwise it is γ (since α = 0 these are always different).
The off-diagonal entries of the matrices associated with the minimum rank of G that correspond to
non-adjacent vertices must all be zero, while the entries correspond to adjacent vertices are simply
nonzero but otherwise independent (excluding their symmetric mate). Further, the main diagonal of
a universal adjacency matrix is not completely free compared to the matrices associated to minimum
rank, but rather it depends on the degree of a vertex, and the parameters β , γ and δ.
Consequently, the parameters mr(G) and mur(G) are not comparable in general (see examples
throughout this work). However, for a given graph G, the universal matrix UG(1, β, δ, 0) represents a
zero–nonzero pattern for G. So if mur(G) = rank(UG(1, β, δ, γ )), then
mr(G)  rank (UG(1, β, δ, γ ) − γ J)  mur(G) + 1. (1)
In our notation, Jr,s denotes the r × s matrix of all entries equal to one and 0r,s denotes the r × s
zero matrix. We will use e to denote the all ones vector and add a subscript if it is necessary to specify
the size of the vector.
2. Basic results
In this section we give some basic results about minimum universal rank for general graphs. Our
first result shows that it is possible for the minimum universal rank of a graph to be zero, but this can
only happen in a specific case. (This result also follows from (1).)
Theorem 2.1. For any graph G,mur(G) = 0 if and only if G or G is a complete graph.
Proof. Set α = 1, β = 1, δ = 0 and γ = −1, then the resulting universal adjacency matrix for Kn
is the zero matrix. For the converse, it suffices to note that if G has edges and non-edges at the same
time, then any universal adjacency matrix of G will have a nonzero entry; therefore, if mur(G) = 0,
then G is either complete graph or empty graph. 
We can also characterize exactly which graphs have minimum universal rank one. In fact, this
follows directly from Theorem 10 in [6].
Theorem 2.2. Let G be a graph with n = |V(G)| > 2, then mur(G) = 1 if and only if G or G is either
Kr ∪ Ks for positive r, s, with r + s > 2, or Kr ∪ Ks for r, s with 1  r < n.
For a graph G on n vertices, the universal adjacency matrix LG = DG − AG is the Laplacian matrix of
G. Much is known about the eigenvalues of a Laplacianmatrix that can be used to bound theminimum
universal adjacency matrix of a graph; see [7] for more details. For example, it is known that zero is
an eigenvalue for LG with eigenvector e and the multiplicity of zero as an eigenvalue of the Laplacian
matrix is exactly c(G), the number of components of the graph. This gives a bound on the minimum
universal rank based on the number of components.
Theorem 2.3. For any graph G on n vertices,mur(G) ≤ n − c(G).
Equality can hold in the above (it does for the empty graph) but it is sometimes possible to use the
eigenvalues of the Laplacian matrix to achieve an improved bound on the minimum universal rank of
a graph.
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Theorem 2.4. Let G be a graph on n vertices, and let m be the maximum multiplicity of the nonzero
eigenvalues of LG. Then
mur(G) ≤ n − m − 1.
Proof. Let the eigenvalues of LG be λ1 = 0  λ2  · · ·  λn. The all ones vector is an eigenvector for
0 and the eigenvectors for the nonzero eigenvalues are orthogonal to the all ones vector. Suppose λk is
a nonzero eigenvalue of LG with multiplicitym, then λk is an eigenvalue of LG + λkn J with multiplicity
m + 1 (to see this consider the m linearly independent eigenvectors for LG corresponding to λk and
the all ones vector). So, the matrix LG + λkn J − λkI is a universal adjacency matrix for G that has rank
n − m − 1, and hence mur(G) ≤ n − m − 1. 
Sincem > 0, we have the following bound on the minimum universal rank.
Corollary 2.5. For any graph G on n vertices,mur(G) ≤ n − 2.
It is known that the minimum rank of a graph on n vertices is at most n − 1, and mr(G) = n − 1 if and only
if G is a path on n vertices; see [5]. In the next section, it is shown that the upper bound in Corollary 2.5 is also
achieved by paths, but unlikeminimum rank, there aremany graphs that achieve themaximumpossibleminimum
universal rank; see Example 3.5 for instance.
3. Paths
A path on n vertices, denoted by Pn, is a graph with vertices v1, v2, . . . , vn and edge set {{v1, v2}, {v2, v3}, . . . ,
{vn−1, vn}}. We know that the minimum rank is monotone on induced subgraphs (see [5]). Therefore, if a graph G
contains an induced path Pk , then mr(G)  k − 1, then by (1) we have a lower bound on the minimum universal
rank of a graph with an induced path.
Lemma 3.1. If a graph G contains the induced path Pk, thenmur(G) ≥ k − 2.
The diameter of a graph G, denoted by diam(G), is the maximum distance between vertices of the graph. Since
a path corresponding to the diameter is an induced path, we have the following consequence.
Corollary 3.2. For any graph G,mur(G)  diam(G) − 1.
The union ofm disjoint graphs G1 = (V1, E1), G2 = (V2, E2), . . . , Gm = (Vm, Em) is the graph
m⋃
i=1
Gi =
⎛
⎝ m⋃
i=1
Vi,
m⋃
i=1
Ei
⎞
⎠ .
If the graphs Gi are isomorphic, then instead of ∪mi=1Gi , we use the notationmG.
Again using (1) we have the following two results:
Lemma 3.3. If a graph G on n vertices contains the induced subgraph Pk1 ∪ Pk2 ∪ · · ·∪ Pkt with t ≥ 2, and ki ≥ 2, i =
1, . . . , t, then
mur(G) ≥
⎛
⎝ t∑
i=1
ki
⎞
⎠− (t + 1).
Lemma3.4. If G contains the induced subgraphPk1∪Pk2∪· · ·∪Pkt ∪mP1with t ≥ 2,m ≥ 1, andki ≥ 2, i = 1, . . . , t,
then
mur(G) ≥
⎛
⎝ t∑
i=1
ki
⎞
⎠− t.
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In some cases in Lemmas 3.3 and 3.4, the equality holds when the induced subgraph is exactly the graph itself.
Some of these cases are listed below.
Example 3.5. For n ≥ 3,
(a) mur(Pn) = n − 2;
(b) mur(Pn−1 ∪ P1) = n − 2;
(c) mur(Pn ∪ Pn) = 2n − 3.
Proof. Observe that (a) can be obtained from Lemma 3.1 and Corollary 2.5. Moreover, the universal adjacency
matrix −A − λI + λ
n
J + Dmeets this bound, where λ is an arbitrary nonzero eigenvalue of LPn .
Lemma 3.3 and Corollary 2.5 imply (b). The Laplacian matrix LPn−1∪P1 is an example of a universal adjacency
matrix for the graph that has the minimum rank.
Finally, (c) is obtained from Theorem 2.4 and Lemma 3.3. The universal adjacency matrix −A − λI + λ
n
J + D
meets this bound, where λ is an arbitrary nonzero eigenvalue of LPn . 
The line graph, L(G), of any graph G has the edges of G as its vertices and two vertices of L(G) are adjacent if
and only if their corresponding edges in G share a vertex. If N is the incidence matrix of G (rows of N correspond
to the vertices of G and columns are the characteristic vectors of the edges), then the adjacency matrix of L(G) is
NTN − 2I.
Theorem 3.6. Let G be a graph with n vertices and let L(G) be the line graph of G, thenmur(L(G))  n − 1.
Proof. DefineM = N − 2
n
J. Then A(L(G)) + 2I = NTN = MTM + γ J for some appropriate value of γ . Since each
column sum of M equals 0, M has rank at most n − 1, and therefore rank(A(L(G) + 2I − γ J) = rank(MTM) 
n − 1. 
Corollary 3.19 of [1] states that mr(L(G))  n − 2. In this paper several examples are given of line graphs
H = L(G) satisfying mr(H) = n − 2, and hence mur(H)  n − 3.
This also follows from Corollary 3.19 of [1]. In this paper several examples of graphs whose line graph meets
this bound are given.
4. Regular graphs
A graph G is called regular of degree r if each vertex of G is adjacent to exactly r vertices. If G is a regular graph of
degree r, then it is evident that AGe = re, AGJ = JAG . Moreover, DG = rI, so any universal adjacency matrix associ-
atedwith a regular graphmaybe reduced to the formUG = AG+βI+γ J, which is the generalized adjacencymatrix
of G. Now we are able to derive the following result regarding the minimum universal rank of any regular graph.
Theorem 4.1. Suppose G is a connected r-regular graph on n vertices. Let the spectrum of the adjacency matrix, AG, be
given by r, λ2, λ3, . . . , λn (these values may not be distinct), and assume that m is the maximum multiplicity among
the list {λ2, λ3, . . . , λn}. Then
mur(G) = n − (m + 1).
Proof. Since G is a regular graph of degree r, we know that AGe = re. Thus for any other eigenvalue λi if xi is a
corresponding eigenvector, then xi is orthogonal to e and hence Jxi = 0. Furthermore, since AG and J commute and
are symmetric, it follows that the eigenvalues of AG + γ J are given by r + γ n, λ2, λ3, . . . , λn. Thus the maximum
number of zero eigenvalues admitted by any universal matrix UG = AG + βI + γ J is equal to m + 1 by suitable
choices of β and γ . From which it follows that mur(G) = n − (m + 1), which completes the proof. 
Since the adjacency eigenvalues of a cycle on n vertices are known, we have the following as an immediate
consequence.
Corollary 4.2. For any n  3, k  1,mur(kCn) = kn − 2k − 1.
Proof. The adjacency eigenvalues of Cn are well known to be twice the real parts of the n-th roots of unity; see [4].
Thus the maximummultiplicity of an eigenvalue (not equal to 2) in kCn is 2k. Applying Theorem 4.1, we have that
mur(kCn) = kn − (2k + 1). 
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In particular, mur(Cn) = n − 3, for n  3.
There are many families of regular graphs for which all eigenvalues of their Laplacian matrices are known and
for these it is straight-forward to determine the minimum universal rank. One such family is the strongly regular
graphs; see [3], for these graphs the minimum universal rank can be expressed in terms of the parameters of the
graph.
5. Unions of graphs
We have seen several examples of the minimum universal rank for a graph that is the union of smaller graphs.
This motivates us to consider bounds on the minimum universal rank of the union of two graphs, we start with
what is a natural lower bound.
Lemma 5.1. Let G and H be two graphs, then
mur(G) + mur(H)  mur(G ∪ H).
Proof. Suppose G has n vertices and H has m vertices, and suppose that mur(G ∪ H) is attained by the following
universal adjacency matrix:
UG∪H(1, β, δ, γ ) =
⎡
⎢⎣ UG γ Jn,m
γ Jm,n UH
⎤
⎥⎦ . (2)
If γ = 0, then
mur(G ∪ H) = rank(UG) + rank(UH) ≥ mur(G) + mur(H).
Thus we may assume γ = 0. We consider two cases, first if the all ones vector is in the column space of either UG
or UH and second when it is not. The column space of a matrix A is denoted by col(A).
Case 1: en ∈ col(UG) or em ∈ col(UH).
We only consider the case en ∈ col(UG), as the other case is similar. Note that γ en must be a linear combination
of the columns of UG . Subtracting this combination from each column of γ Jn,m, we arrive at the following matrix,
where
ζ
γ
is the sum of the coefficients of the above linear combination.
⎡
⎢⎣ UG 0n,m
γ Jm,n UH − ζ Jm
⎤
⎥⎦ .
As UG is symmetric, subtracting the corresponding linear combination of the rows of UG from each row of γ Jm,n
we arrive at the matrix:⎡
⎢⎣ UG 0n,m
0m,n UH − ζ Jm
⎤
⎥⎦ .
So
mur(G ∪ H) = rank(UG) + rank(UH − ζ Jm) ≥ mur(G) + mur(H).
Furthermore, if ζ = 0 and em /∈ col(UH), then rank(UH − ζ Jm) = rank(UH) + 1, and hence
mur(G ∪ H) ≥ mur(G) + mur(H) + 1.
Case 2: en /∈ col(UG) and em /∈ col(UH).
Applying elementary row operations to the matrix in (2) on the rows corresponding to UG , and if necessary, per-
muting some columns of UG (still preserving the zero–nonzero pattern of other blocks), we have the following
matrix for some non-singular diagonal matrixn′ of order n′, some matrix B of order n′ × (n− n′), and some real
numbers a1, a2, . . . , an.
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
n′ B
a1e
T
m
.
.
.
an′eTm
0n−n′,n′ 0n−n′,n−n′
an′+1eTm
.
.
.
ane
T
m
γ Jm,n′ γ Jm,n−n′ UH
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We find that n′ < n as UG is singular (otherwise en ∈ col(UG)), and at least one of an′+1, . . . , an, say an, is nonzero,
as en /∈ col(UG). Applying row operations again, we derive the following matrix:
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
n′ B 0n′,m
0n−n′−1,n′ 0n−n′−1,n−n′ 0n−n′−1,m
01,n′ 01,n−n′ eTm
γ Jm,n′ γ Jm,n−n′ UH
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (3)
Similarly, by applying some elementary row operations to the matrix in (3) on the rows corresponding to UH ,
(and if necessary, permuting some columns of UH still preserving the zero–nonzero pattern of other blocks), and
removing rows of all zeros, we have the following matrix for some non-singular diagonal matrix ¯m′ of order
m′ < m, and some matrix C of sizem′ × (m − m′):
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
n′ B 0n′,m′ 0n′,m−m′
01,n′ 01,n−n′ eTm′ eTm−m′
0m′,n′ 0m′,n−n′ ¯m′ C
eT
n′ e
T
n−n′ 01,m′ 01,m−m′
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
So
mur(G ∪ H) = rank
⎡
⎢⎣ n′ B
eT
n′ e
T
n−n′
⎤
⎥⎦+ rank
⎡
⎢⎣ e
T
m′ e
T
m−m′
¯m′ C
⎤
⎥⎦
= (rank(n′) + 1) + (rank(¯m′) + 1)
≥ mur(G) + mur(H) + 2. 
Note that, if e ∈ col(UG) and e ∈ col(UH), then we actually have a stronger bound on mur(G ∪ H).
The join of m disjoint graphs G1 = (V1, E1), G2 = (V2, E2), . . . , Gm = (Vm, Em) is a graph on the vertices
∪mi=1Vi that includes the edges ∪mi=1Ei but also has all edges {vi, vj} where vi ∈ Vi and vj ∈ Vj with i = j. The join
is denoted by G1 ∨ G2 ∨ · · · ∨ Gm. The join and the union are complementary operations in the sense that for any
pair of graphs G1 and G2,
G1 ∪ G2 = G1 ∨ G2.
This fact, together with Lemma 1.1, yields the following
mur(G1 ∪ G2) = mur(G1 ∪ G2) = mur(G1 ∨ G2).
This means that results about the union of graphs can be translated to results about joins of graphs, for example
the next result is Lemma 5.1 stated for the join of two graphs
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Lemma 5.2. For graphs G and H,mur(G ∨ H) ≥ mur(G) + mur(H).
Recording upper bounds on the minimum universal rank of the union of two graphs seems to be a more dif-
ficult question. We have seen several examples where the minimum universal rank of the union of two graphs is
bounded above by the sum of the minimum universal ranks of the graphs in the union plus one. These examples
are misleading, as the difference between mur(G ∪ H) and mur(G) + mur(H) can be arbitrarily large. For exam-
ple, take G = kC3 and H = kC4, so mur(kC3) = k − 1 and mur(kC4) = 2k − 1. But Theorem 4.1 implies that
mur(kC3 ∪ kC4) = 5k − 1 so
mur(kC3 ∪ kC4) − (mur(kC3) + mur(kC4)) = 2k + 1.
There is an upper bound on theminimumuniversal rank of the union of graphs based on theminimumuniversal
rank of one and the number of vertices of the other.
Proposition 5.3. For an n × n symmetric matrix A, if en /∈ col(A), then en ∈ col(A + γ J), for all γ = 0.
Proof. Since A is symmetric, col(A) = nul(A)⊥. So if en /∈ colA, then there exists a vector x ∈ nul(A) such that
eTnx = 0. Thus, (A + γ J)x = γ Jx = γ (eTnx)en, which implies en ∈ col(A + γ J). 
Theorem 5.4. For graphs G and H,mur(G ∪ H)  mur(G) + |V(H)| + 1.
Proof. Assume that G and H havem and n vertices, respectively, and let mur(G) = rank(U(1, β, γ, δ)). Order the
vertices of G ∪ H such that the vertices of G are the firstm vertices. Then
UG∪H(1, β, γ, δ) =
⎡
⎢⎣ UG γ Jm,n
γ Jn,m UH
⎤
⎥⎦ .
If γ = 0, then clearly mur(G ∪ H)  mur(G) + |V(H)|. If γ = 0, we consider two cases:
If e ∈ col(UG), then by a similar method used in the proof of Lemma 5.1, the matrix UG∪H can be reduced into
the following form
U1 =
⎡
⎢⎣ UG 0
0 UH + pJ
⎤
⎥⎦
for some nonzero number p. Therefore,
mur(G ∪ H)  rank(U1)  mur(G) + |V(H)| + 1.
If e /∈ col(UG), then using Proposition 5.3, e ∈ col(UG − γ J). Let U′ = UG − γ J, and subtract the (n + 1)-st
column of UG∪H(1, β, γ, δ) from each of the first n columns. The result is the following matrix
U2 =
⎡
⎢⎣ U
′ γ Jm,n
R UH
⎤
⎥⎦ .
Since e ∈ col(U′), the matrix U2 can be reduced to
U3 =
⎡
⎢⎣ U
′ 0
R S
⎤
⎥⎦ .
Using the fact that, rank(U′)  mur(G) + 1, we have
mur(G∪H)  rank(U3)  rank(U′)+|V(H)|  mur(G)+|V(H)|+1. 
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6. Minimum universal rank spread
The mur-spread of a graph G at vertex v, denoted by murv(G), is defined to be mur(G) − mur(G \ {v}). The
following theorem establishes upper and lower bounds for the mur-spread of a vertex.
Theorem 6.1. If a vertex v of G has degree d, then −d  murv(G)  d + 2.
Proof. LetUG = UG(1, β, δ, γ )be a universal adjacencymatrix associatedwith the graphG. LetB be the submatrix
of UG obtained by deleting the row and column of UG associated with the vertex v. Then UG has the following block
form:
UG(1, β, δ, γ ) =
⎡
⎢⎣ B V
VT β+γ + dδ
⎤
⎥⎦ .
Evidently,
rank(UG) − 2  rank(B)  rank(UG). (4)
Let N(v) denote the set of neighbours of v and D′ be a diagonal matrix of the same size as B whose diagonal entry
D′ii is 1 if vi ∈ N(v) and 0 otherwise. Thus there is a universal adjacency matrix for the graph obtained by removing
v from G, namely UG\{v}, such that B = UG\{v} + δD′.
Using the subadditivity property of rank of matrices, we have the following inequalities
rank(B) − d  rank(UG\{v})  rank(B) + d. (5)
Using (4) and (5), we have
rank(UG) − (d + 2)  rank(UG\{v})  rank(UG) + d. (6)
Now in the above equation, if UG is a universal adjacency matrix with rank(UG) = mur(G), then
mur(G \ {v})  rank(UG\{v})  mur(G) + d.
which implies −d  murv(G). If UG\{v} be a universal adjacency matrix with rank(UG\{v}) = mur(G \ {v}) in (6),
then
mur(G) − (d + 2)  rank(UG) − (d + 2)  rank(UG\{v}) = mur(G \ {v}),
which implies murv(G)  d + 2. 
Corollary 6.2. If a vertex v of G has degree d, then
max{−d,−(n − d − 1)}  murv(G)  min{d + 2, (n − d − 1) + 2}.
Proof. Since
mur(G) − mur(G \ {v}) = mur(G) − mur(G \ {v}) = mur(G) − mur(G \ {v}),
simply apply Theorem 6.1 to G, noting that the degree of v in G is n − d − 1. 
In particular, for a pendant vertex v of a graph G, we have −1  murv(G)  3.
Example 6.3. The following examples show that there is a graph with mur-spread k for−1  k  2. It is an open
question to find a graph with mur-spread equal to 3 at a pendant vertex.
(1) If r = s  2, then murv(Kr ∪ Ks) ∨ {v} = −1, for every pendant vertex v (see Theorem 7.2 for a proof of
this claim).
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(2) murv(K1,n) = 0 for any pendant vertex v (see Theorem 2.2).
(3) For n > 2, murv(Pn) = 1, for the end-point vertices v.
(4) A generalized star is a tree with at most one vertex of degree greater than or equal to three. If G is a gen-
eralized star on five vertices with the degree sequence 1, 1, 1, 2, 3, by calculation it can be shown that
mur(G) = 2. So if v is a pendant vertex of G whose deletion leaves a star, using Theorem 2.2, we have
murv(G) = 2.
The first example in the list is perhaps the most interesting, since it is an example of a graph that has a vertex
that when removed leaves a graph that has a strictly largerminimumuniversal rank.Wewill consider this example
in more detail in the next section.
7. Monotonicity
A parameter for a graph G is called monotone on induced subgraphs if the value of the parameter for the graph
is never smaller than the value on an induced subgraph. In this section, we show that the minimum universal rank
is not in general monotone on induced subgraphs by giving an example of a graph that has an induced subgraph
with a larger minimum universal rank.
Theorem 7.1. For all nonnegative integers r and s, if s − r + 1 = 0, then
mur((Kr ∪ Ks) ∨ {v})  2.
Further,
(a) mur((Kr ∪ Ks) ∨ {v}) = 0 if and only if (s = 0), or (s = 1 and r = 0);
(b) mur((Kr ∪ Ks) ∨ {v}) = 1 if and only if s = 0 and r = 0 or 1.
Proof. It is straight-forward to see that statement (a) follows from Theorem 2.1 and statement (b) follows from
Theorem 2.2.
To show the general statement, assume that both of r and s are greater than or equal to 2 and s − r + 1 = 0,
or that s = 1 and r  3. Consider the following universal adjacency matrix:
U = A +
( −1
r − 1
)
I + r − 1
s − r + 1 J +
1
r − 1D,
we claim that the rank of this matrix is 2.
Order the vertices of the graph so that the first r vertices are the vertices of Kr , the next s vertices are the vertices
of Ks and the final vertex is v. Thus, the matrix U can be written as
U =
⎡
⎢⎢⎢⎢⎣
s
s−r+1 Jr,r
r−1
s−r+1 Jr,s
s
s−r+1 er
r−1
s−r+1 Js,r
r−1
s−r+1 Js,s
s
s−r+1 es
s
s−r+1 e
T
r
s
s−r+1 e
T
s
s2
(r−1)(s−r+1)
⎤
⎥⎥⎥⎥⎦ .
Since s − r + 1 = 0, the final row is a multiple of the rows in the middle block, which implies U has
rank 2. 
Theorem 7.2. For integers r and s, if s  3 and s − r + 1 = 0 then
mur((Kr ∪ Ks) ∨ {v}) = 3.
Proof. As in the proof of Theorem 7.1, order the vertices so that the first r vertices are from Kr , the next s vertices
are from Ks and v is the last vertex.
Then, any universal adjacencymatrixU = αA+βI+γ J+δD for this graph can be row reduced to the following
matrix
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⎡
⎢⎢⎢⎢⎣
(β+rδ−1)Ir,r (−1)Jr,s [1 − (β+(r+s)δ)]er
γ Js,r γ Js,s+(β+δ)Is,s (γ +1)es
(γ +1)eTr (γ +1)eTs γ +β+(r+s)δ
⎤
⎥⎥⎥⎥⎦ .
If β + rδ − 1 = 0, then the rank of U is at least r which is greater than four. So we assume that β + rδ − 1 = 0,
and further reduce the matrix to⎡
⎢⎢⎢⎢⎣
0r,r (−1)Jr,s [1 − (β+(r+s)δ)]er
γ Js,r (β+δ)Is,s (γ +1)es
(γ +1)eTr 01,s γ +β+(r+s)δ
⎤
⎥⎥⎥⎥⎦ .
Since s  3, if β + δ = 0 then the rank is at least 3, so we also assume that β + δ = 0. With this assumption
and the assumption that β + rδ − 1 = 0 we have δ = 1
r−1 and β = −δ. The matrix then can be further reduced
to ⎡
⎢⎢⎢⎢⎣
0r,r (−1)Jr,s −er
γ Js,r 0s,s es
(γ +1)eTr 01,s 1
⎤
⎥⎥⎥⎥⎦ .
We also used the facts that 1− (β + (r + s)δ) = −1, and s+r−1
r−1 = 2. Since there does not exist a value of γ such
that
γ+1
γ
= 1 this matrix has rank 3. 
This particular graph is of interest since it shows that the minimum universal rank of a graph is not monotone
on induced subgraphs. For example, G1 = (K4 ∪ K3) ∨ {v} is an induced subgraph of G2 = (K4 ∪ K4) ∨ {v} but
3 = mur(G1) > mur(G2) = 2. (This example also shows that contraction of an edge of a graph can increase the
minimum universal rank of a graph.) However, the minimum universal rank of a graph is monotone under certain
conditions.
Theorem 7.3. If the minimum universal rank of a graph G is attained with a universal adjacency matrix of G with
δ = 0, then for any induced subgraph H of G
mur(H)  mur(G).
Proof. Let U = A + βI + γ J be a universal adjacency matrix for G that attains the minimum rank. Assume H
is obtained from G by deleting the set of vertices R = {u1, . . . , ur}. Then the principal submatrix, say UH , of UG
obtained by deleting the rows and columns corresponding to R, is a universal matrix for H. Since rank(UH) 
rank(UG),
mur(H)  rank(UH)  rank(UG) = mur(G). 
By the discussion in the beginning of the Section 4 implies the following.
Corollary 7.4. If G is a regular graph and H is an induced subgraph of G, thenmur(H)  mur(G).
This corollary can be used to compute the minimum universal rank of some graphs, for example it can be used
to determine the minimum universal rank of the union of complete graphs with arbitrary sizes. The complement
of such a graph is a complete multipartite graph, so this will also give the minimum universal rank of these graphs
as well.
Theorem 7.5. For any integer k and integers n1, . . . , nk > 1,
mur
⎛
⎝ k⋃
i=1
Kni
⎞
⎠ = mur (Kn1,...,nk ) = k − 1.
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Proof. Let G = ∪ki=1Kni and n = max{n1, . . . , nk}. Define G′ = ∪ki=1Kn, then G is an induced subgraph of G′. By
Theorem 7.3, mur(G)  mur(G′).
Using Theorem 4.1, we have
mur(G′) = |V(G′)| − (k(n − 1) + 1) = kn − (kn − k + 1) = k − 1.
Thus
mur(G)  k − 1. (7)
If we order the vertices of G so that the vertices in Kni come before the vertices in Kni+1 , then any universal
adjacency matrix for G has the form
UG(1, β, γ, δ) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
V1 γ Jn1,n2 · · · γ Jn1,nk
γ Jn2,n1 V2 · · · γ Jn2,nk
.
.
.
.
.
.
. . .
.
.
.
γ Jnk,n1 γ Jnk,n2 · · · Vk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where for any i = 1, . . . , k, the ni × ni matrix Vi is as follows:
Vi =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
β + γ + (ni − 1)δ γ + 1 · · · γ + 1
γ + 1 β + γ + (ni − 1)δ · · · γ + 1
.
.
.
.
.
.
. . .
.
.
.
γ + 1 γ + 1 · · · β + γ + (ni − 1)δ
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since ni > 1, the k × k submatrix of UG that corresponds to the rows
{1, n1 + 1, n1 + n2 + 1, . . . , n1 + · · · + nk−1 + 1},
and columns
{2, n1 + 2, n1 + n2 + 2, . . . , n1 + · · · + nk−1 + 2}
is
⎡
⎢⎢⎢⎢⎣
γ + 1 γ · · · γ
γ γ + 1 · · · γ
.
.
.
.
.
.
. . .
.
.
.
γ γ · · · γ + 1
⎤
⎥⎥⎥⎥⎦ .
The rank of this matrix is at least k − 1. This means that mur(G)  k − 1 and using (7) the result follows. 
Note that Theorem 7.5 is not true if we drop the condition ni > 1. For example, from Theorem 2.2 we know
that mur(Kn ∪ K1 ∪ K1) = 1.
8. Examples for minimum universal rank
It is known that the only graphs, whose minimum rank is one less than the number of vertices of the graph are
the paths (this is the maximum possible minimum rank). For the case of minimum universal rank, the maximum
possible value is two less than the number of vertices. It is an interesting question to ask which graphs on n ver-
tices have the minimum universal rank n − 2? We have seen that the paths and the paths with an isolated vertex
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achieve the maximum universal rank; see Example 3.5. Are there any other graphs that also have the maximum
possible minimum universal rank? We consider the paths with an additional edge. Define P′n to be the following
graph:
For n = 4, 5 we know that mur(P′n) = n− 1 which is the number of vertices of the graphminus two. So, these
are examples of graphs, other than paths or path with isolated vertices, with the maximum possible minimum
universal rank. But this fact does not hold for all the graphs P′n.
Proposition 8.1.
(a) For n  3, if n ≡ 0 (mod 3), thenmur(P′n) = n − 2.
(b) For n  6, if n + 1 = 4k, thenmur(P′n) = n − 2.
Proof. Since P′n has an induced path on n vertices, using Lemma 3.1, we havemur(P′n)  n−2. Under the assump-
tion of part (a), the universal matrix U(1, 1,− 1
n+1 ,−1) has rank n − 2, and under the assumption of part (b), the
universal matrix U(1, 0, 0,− 1
2k
) has rank n − 2. 
Moreover, for n = 8, the universal matrix with parametersα = 1,−β = δ = 1±
√
5
2
and γ = 1
3δ−5 has rank 6.
And, for n = 10, every solution δ, of the equation δ3 − δ2 − 2δ + 1 = 0 together with parameters α = 1, β = −δ
and γ = −1
δ2−5δ+6 , gives the minimum universal rank equal to 8. This leads the conjecture that mur(P
′
n) = n − 2,
for n  6.
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