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Zusammenfassung
Im Laufe des letzten Jahrzehnts fu¨hrte der Fortschritt in der digitalen Sig-
nalverarbeitung zu grossen Vera¨nderungen in der Welt der drahtlosen Kom-
munikation. Insbesondere der U¨bergang von einem auf mehrere Tra¨ger er-
brachte einen bedeutenden Leistungsanstieg. Bis heute setzt jedoch prak-
tisch keine kommerzielle Anwendung Mehrtra¨germodulation ein, die auf
einem anderen als dem Orthogonal Frequency Division Multiplex (OFDM)
Verfahren basiert. In dieser Dissertation wird der Entwurf und das Leis-
tungsverhalten der Wavelet-Paketmodulation (WPM) analysiert, einer al-
ternativen Mehrtra¨germodulation auf der Basis der Wavelet-Pakettrans-
formation. Wa¨hrend der Ersatz von Sinuswellen durch Wavelets als Un-
tertra¨gerwellenformen konzeptionell eine simple A¨nderung ist, erlaubt das
neue Modulationsschema daru¨ber hinaus, von den Eigenschaften der viel-
seigtigen Wavelet Paket Transformation (WPT) zu profitieren.
Die Doktorarbeit beginnt mit den mathematischen Grundlagen der Wa-
velet-Pakettransformation, dem Kern einer WPM Sendeempfangseinheit.
Deren Aufbau sowie die Architektur der Implementierung werden hergeleitet
und verglichen. Im Besonderen wird dargelegt, dass die WPT mehr Frei-
heitsgrade als die diskrete Fouriertrans-formation (DFT) bietet, und es wird
erkla¨rt, wie dieser Zugewinn an Freiheit in einem drahtlosen Kommunika-
tionssystem genutzt werden kann. Es wird u¨ber das Leistungsverhalten
dieses neuen Schemas u¨ber verschiedene drahtlose Kana¨le berichtet und der
Unterschied zu OFDM wird, wann immer relevant, hervorgehoben. Die
Frage der Entzerrung (equalisation) eines WPM Signals wird ausfu¨hrlich
diskutiert und quantitativ mit der extrem effizienten Schutzintervall-ba-
sierten OFDM Entzerrungsmethode verglichen. Da es fu¨r den erfolgrei-
chen Einsatz von kommerziellen Systemen von ebenso hoher Bedeutung
ist, wurde das Leistungsverhalten der WPM auch bei u¨blichen Systemverz-
errungen wie einem Versatz der Abtastfrequenz und nicht linearem Ver-
halten des Leistungsversta¨rkers beinahe vollsta¨ndig untersucht. Eine Syn-
chronisationsmethode, die auch einen grossen Versatz der Abtastfrequenz
toleriert, wird ebenfalls vorgeschlagen. Schliesslich wird das Leistungsver-
halten der WPM bei Einsatz u¨ber einen drahtlosen Kommunikationskanal
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6als zu OFDM vergleichbar dargelegt. Die Entzerrung in OFDM-Systemen
ist jedoch dank des Einsatzes des Schutzintervalls einfacher. Da die Kom-
plexita¨t der Implementierung beider Ansa¨tze von gleicher Grossenordnung
ist, liegt der Vorteil der WPM unbestreitbar in dem gebotenen Freiheits-
grad. Die Mo¨glichkeit, sowohl ein bestimmtes Wavelet als auch eine be-
liebige Zerlegung im Zeit-Frequenz-Raum zu wa¨hlen, bietet die Chance, das
modulierte Signal entsprechend der jeweils vorliegenden Applikation zu op-
timieren. Dennoch verbleibt weitere Forschungsarbeit im Bereich Entzer-
rung, damit WPM eine Rolle in Kommunikationssystemen der na¨chsten
Generation spielt.
Abstract
In the last decade, progress in digital signal processing has led to major
changes in the wireless communication world. In particular, the transition
from single carrier to multicarrier has resulted in a significant improvement
in performance. To this day, however, virtually no commercial application
uses a multicarrier modulation based on anything else than Orthogonal Fre-
quency Division Multiplex. This thesis analyses the design and performance
of the Wavelet Packet Modulation, an alternative multicarrier modulation
based on the wavelet packet transform. While swapping sine waves for
wavelets as subcarrier waveforms is conceptually a simple change, it does
allow the new modulation scheme to benefit from the properties of the ver-
satile transform that the Wavelet Packet Transform is.
This study begins with the mathematical basis of the Wavelet Packet
Transform, the core element of a Wavelet Packet Modulation transceiver.
Its design and implementation architecture are derived and compared. In
particular, we show that the Wavelet Packet Transform has more degrees of
freedom than the Discrete Fourier Transform, and we explain how this extra
freedom can be exploited in a wireless communication system. The perfor-
mance of this new scheme over various wireless channels are reported and the
differences with Orthogonal Frequency Division Multiplex are highlighted
whenever relevant. The issue of equalisation for Wavelet Packet Modula-
tion signal is extensively discussed and quantitative comparison with the
extremely efficient cyclic based Orthogonal Frequency Division Multiplex
equalisation method is made. As it is equally important for the success-
ful deployment of commercial systems, characterisation of Wavelet Packet
Modulation performance under common system distortion such as sampling
frequency offset and power amplifier non-linearity has almost been made.
A synchronisation method capable of tolerating large sampling frequency
offset is also proposed.
Overall, the performance of Wavelet Packet Modulation in wireless prop-
agation channel is shown to be comparable to the Orthogonal Frequency Di-
vision Multiplex scheme. Equalisation of the latter is however easier thanks
to the use of a cyclic prefix. As the implementation complexity of both
7
8schemes is of the same order, the advantage of Wavelet Packet Modulation
resides undeniably in its degree of freedom. The possibility of choosing both
a particular wavelet and an arbitrary decomposition in the time-frequency
domain gives the opportunity to optimise the modulated signal according
to the application at hand. Nevertheless, further work remains to be carried
out on equalisation in order for Wavelet Packet Modulation to have a role
in next generation communication systems.
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1Introduction
Although mankind has worked a long time to improve the way it communi-
cates, it is only in the second part of the last century that communication
has played a central role in everybody’s day-to-day life. The way of com-
municating with each other has become so easy that every now and then
one might wish “for the remote cottage in the country where there are
no computers, phones or televisions”! Except for these moments where one
wishes to be unreachable, everybody will readily agree that radio, television,
phones and Internet have improved our quality of life. Wireless technology
has even sped up the rate of this change since, thanks to mobile phones in
particular, virtually every can now be reached anywhere in the world at any
time.
1.1 State-of-the art wireless communication
In the last decade, progress in the performance of integrated circuits has
enabled the development of powerful portable electronic devices. Their
functionality ranges from entertainment with digital music players, personal
data management with portable computers and of course communication
with mobile phones. Powered by the explosion of Internet-based services,
there is a strong demand for having the capability of accessing networking
resources from anywhere, at anytime. However, the design of a wireless
network capable of supporting such ubiquitous communications presents
challenging problems to telecommunication engineers. The limited amount
of radio-frequency spectrum available imposes improvement in modulation
schemes efficiency while retaining a level of cost and complexity of the overall
system constant.
A study of the recent communication system recently standardised re-
veals that multicarrier schemes have gained momentum. This is undeniably
due to the fact that they offer a number of advantages over single carrier
alternatives. This change has only been possible by the increase of digital
processing capabilities of Application Specific Integrated Circuit (ASIC). In
1
2 Introduction
this thesis, we therefore focus on multicarrier modulations. The following
sections retrace the evolution of the wireless communication schemes using
multicarrier schemes, with a particular attention given to Wireless Local
Area Network (WLAN) and Wireless Metropolitan Area Network (WMAN)
applications.
1.1.1 Standardised multicarrier modulations
Following the track taken earlier by Digital Subscriber Line (DSL) tech-
nology [1], standardisation bodies have adopted multicarrier modulation in
several domains. It is interesting to remark that, despite the existence of
other solutions, all the multicarrier modulation schemes currently in use are
based on Fourier’s transform.
Orthogonal Frequency Division Multiplex (OFDM)-based schemes have
been proposed for applications such as digital television [2], radio [3] as well
as WLAN [4, 5] and WMAN [6]. As the evolution of the latter provides
a good illustration of the change encompassed by the industry, they are
reviewed separately in the following sections. It is nevertheless interesting
to look at a side-by-side view of the most relevant system characteristics for
these different applications, as provided in Table 1.1.
While the general architecture of the corresponding transceivers are sim-
ilar, there are major differences in the actual values of the main system
parameters, such as the transform size, signal bandwidth and cyclic prefix
duration. Indeed, the choice of parameters, optimal for a given environment
is bound on the available channel bandwidth, link throughput and channel
impulse response [7]. For audio and video broadcasting for instance, larger
sized cells translate into lower system infrastructure costs. But they also re-
sult in a larger channel delay spread which in turn requires larger transform
sizes to maintain a small loss due to the guard interval.
A significant advantage of the OFDM over analog modulation is the pos-
sibility of coping well with signals from different transmitters. A receiver
placed anywhere between the two transmitting towers would receive the two
identical signals with a small delay. With analog systems, this leads to un-
recoverable interference and this had to be avoided by having adjacent cells
using different channels. This resulted in a very low frequency re-use factor.
To overcome this problem with the digital standard, the Single Frequency
Network (SFN) approach relies on synchronised, identical broadcasting sig-
nals [8,9]. In such a situation, the guard interval of OFDM not only ensures
that there is no symbol interference, it also allows the equaliser to combine
State-of-the art wireless communication 3
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4 Introduction
both signals into a signal with a higher quality than each of the individual
signals. In summary, what is a limiting factor with analog modulation has
turned into an advantage by its digital replacement.
The determination of the various parameters in an OFDM system allows
the system designers to make a number a trade-offs between performance
and robustness. A typical design method consists in first determining the
cyclic prefix duration required to cope with the maximum tolerable delay
spread, then to determine the sampling rate according to the desired signal
bandwidth, and finally choose the transform size for which the cyclic prefix
leads to an acceptable loss in throughput.
So far, this technique has led to systems with good performance, thanks
to the use of each standard for a specific propagation environment. Nev-
ertheless, it has the main disadvantage of requiring the a-priori knowledge
of the worst case value of the channel delay spread. Engineers have cir-
cumvented this issue by taking a conservative, worst case value. The down
side of this solution is of course that it results in a link throughput which
is statistically sub-optimum most of the time. In the case where a single
scheme would have to be designed for all the applications targeted by the
standard mentioned above, a configurable size transform would have to be
implemented, leading to a rather complex system. This is however the ap-
proach taken most recently by standardisation bodies, as presented in the
following sections.
1.1.2 WLAN
The evolution of WLAN technology over the last 10 years is a very good
illustration of the changes that have occurred in the wireless communication
industry. Over this period, the IEEE802.11 committee has standardised a
number of systems [4, 10–13]. Table 1.1.2 summarises their key charac-
teristics. They have evolved from a single antenna, single carrier, spread
spectrum modulation allowing 1 Mbits/s up to multicarrier modulation with
multiple antennas allowing up to 540 Mbits/s. This tremendous change re-
flects the changes encompassed by the whole industry.
The original version of the standard IEEE802.11 released in 1997 spec-
ifies two raw data rates of 1 and 2 Mbit/s to be transmitted by either
Frequency Hoping (FH) or Direct Sequence Spreap Spectrum (DSSS). The
system is based on 20 MHz channels in the Industrial, Medical and Sci-
entific (ISM) frequency band at 2.4 GHz [11]. The standard makes use of
Carrier Sensing Medium Access / Collision Avoidance (CSMA/CA) as the
State-of-the art wireless communication 5
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6 Introduction
medium access method. A significant percentage of the brutto channel ca-
pacity is sacrificed in order to improve the reliability of data transmissions
under diverse and adverse environmental conditions. Legacy IEEE802.11
was rapidly supplemented by IEEE802.11b. Widespread adoption of IEEE-
802.11 networks only occurred after IEEE802.11b was ratified and as a
result, few networks ran on the IEEE802.11-1997 standard.
The IEEE802.11b amendment to the original standard was ratified in
1999 [12]. IEEE802.11b has a maximum raw data rate of 11 Mbit/s and uses
the same media access method defined in the original standard. In prac-
tice, due to the CSMA/CA protocol overhead, the maximum IEEE802.11b
throughput that an application can achieve is about 5 Mbit/s over Trans-
mission Control Protocol (TCP) and 7 Mbit/s over User Datagram Proto-
col (UDP) [14,15].
IEEE802.11b products appeared on the market very quickly, since the
standard is a direct extension of the DSSS modulation technique defined in
the original standard. Technically, the IEEE802.11b standard uses Com-
plementary code keying (CCK) as its modulation technique [16], which is a
variation on Code Division Multiple Access (CDMA). Hence, chip sets and
products were easily upgraded to support the IEEE802.11b enhancements.
In comparison with the original standard, the dramatic increase in through-
put of IEEE802.11b along with substantial price reductions led to the rapid
acceptance of IEEE802.11b as the definitive WLAN technology.
IEEE802.11b is usually used in a point-to-multipoint configuration,
wherein an access point communicates via an omni-directional antenna with
one or more clients that are located in a coverage area around the access
point. Typical indoor range is 30 m at 11 Mbit/s and 90 m at 1 Mbit/s.
With a high gain external antenna, the protocol can also be used in fixed
point-to-point arrangements, typically at ranges up to 8 km, although some
experiments have successfully established a link on Line Of Sight (LOS)
distances ranging from 80 to 120 km. This is usually done in place of
costly leased lines or very cumbersome microwave communications equip-
ment. Designers of such installations who wish to remain within the law
must however be careful about legal limitations on effective radiated power.
IEEE802.11b cards can operate at 11 Mbit/s, but have an adaptive rate
selection feature allowing it to reduce to 5.5, then 2, then 1 Mbit/s if signal
quality becomes an issue. Since the lower data rates use less complex and
more redundant methods of encoding the data, they are less susceptible to
corruption due to interference and signal attenuation. Extensions have been
made to the IEEE802.11b protocol in order to increase speed to 22, 33, and
State-of-the art wireless communication 7
44 Mbit/s, but the extensions are proprietary and have not been endorsed
by the IEEE.
The IEEE802.11a amendment to the original standard was ratified in
1999 [4]. While it uses the same core protocol as the original standard, it
has two major differences. The first one is abandoning of spread spectrum
modulation for OFDM. The selected scheme is based on a 64-point Fast
Fourier Transform (FFT) where only 52 subcarriers are modulated. The
channel bandwidth is 20 MHz with an occupied bandwidth of 16.6 MHz.
Out of the 52 modulated subcarriers, 48 are for data and 4 are pilot sub-
carriers with a carrier separation of 312.5 KHz. The corresponding symbol
duration is 4µsec and it includes a 0.8µsec guard interval. Each subcar-
rier can carry Binary Phase Shift Keying (BPSK), Quadrature Phase Shift
Keying (QPSK), 16- or 64-Quadrature Amplitude Modulation (QAM) mod-
ulated symbol. These parameters allow the data rate to be between 6 and
54 Mbit/s, depending on the actual link quality. Table 1.1.2 illustrates
the time required to transmit a 1472-byte long datagram.
The second important change compared to the original standard is its
operation in 5 GHz band. There are 12 non-overlapping channels, 8 dedi-
cated to indoor and 4 to point-to-point. Since the 2.4 GHz band is heavily
used, using the 5 GHz band gives IEEE802.11a the advantage of less in-
terference. However, this high carrier frequency also brings disadvantages.
It restricts the use of IEEE802.11a to almost a line of sight, necessitating
the use of more access points. All things being equal, it also means that
IEEE802.11a cannot penetrate as far as IEEE802.11b due to high signal
attenuation.
It is interesting to note the impact of local regulation on the deployment
of new technology. Different countries have different regulatory support,
although a 2003 World Radio-telecommunications Conference made it easier
for use worldwide. IEEE802.11a is now approved by regulations in the
United States and Japan, but in other areas, such as the European Union,
it had to wait longer for approval. European regulators were considering
the use of the European HIPERLAN standard, but in mid-2002 cleared
IEEE802.11a for use in Europe.
In June 2003, another modulation standard was ratified:
IEEE802.11g [13]. This flavour works in the 2.4 GHz frequency band
but operates at a maximum raw data rate of 54 Mbit/s. The major
changes compared to the IEEE802.11a reside in the Medium Access Con-
troller (MAC) layer. Details of making b and g work well together occupied
much of the lingering technical process. In older networks, however, the
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Coding Nb of bits per Transfer
Data rate Modulation rate OFDM symbol duration (µs)
(Mbit/s) (s−1) (µs)
6 BPSK 1/2 24 2012
9 BPSK 3/4 36 1344
12 QPSK 1/2 48 1008
18 QPSK 3/4 72 672
24 16-QAM 1/2 96 504
36 16-QAM 3/4 144 336
48 64-QAM 2/3 192 252
54 64-QAM 3/4 216 224
Table 1.3: Number of packet needed to transmit a 1472-byte long IP packet
for the different IEEE802.11 subcarrier modulations.
presence of an IEEE802.11b participant significantly reduces the speed
of an IEEE802.11g network. As a result of the backward compatibility
requirement, the modulation scheme used in IEEE802.11g is either OFDM
with rates ranging from 6 to 54 Mbit/s like the IEEE802.11a or CCK at
5.5 and 11 Mbit/s and BPSK/QPSK & DSSS for 1 and 2 Mbit/s. The
maximum range of IEEE802.11g devices is slightly greater than that of
IEEE802.11b devices, but the range in which a client can achieve full
54 Mbit/s data rate speed is much shorter than that of IEEE802.11b at
11 Mbits/s.
In January 2004, the Institute of Electrical and Electronics Engineers
(IEEE) announced that it had formed a new IEEE802.11 Task Group (TGn)
to develop a new amendment to the IEEE802.11 standard for wireless
local-area networks. The IEEE802.11 Task Group N (TGn) set itself a
slightly different goal than other groups. Instead of targeting a peak data
rate corresponding to optimal propagation conditions, it set out to achieve
a 100 Mbit/sec net data rate. Despite this somehow reasonable target,
it seems that the final version of the standard will include much higher
rates [10].
IEEE802.11n builds upon previous IEEE802.11 standards by adding
Multiple-Input Multiple-Output (MIMO). While some implementations of
earlier IEEE802.11 were already using two antennas, the system was only
using the one offering the best signal level. The TGn made provision for
use of at least 2 transmit and 2 receive antennas. This basic configuration
is likely to be used by devices where the power consumption of more radio-
frequency chain is not appropriate. Other devices, for instance fixed access
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points for which power consumption is less critical, could use three or more
radio frequency chains instead.
One of the two main proposals for standardisation was made by the
TGnSync consortium. In their proposal, there were 32 basic modulation
modes. The channel is 20 MHz, as it represents the largest channel avail-
able in many countries. The standard has also the option of using a 40 MHz
channel as available in Japan for instance. The number of spatial stream
can vary from 1 to 4. In the basic mode with a single spatial streams, the
achievable data rates are identical to the IEEE802.11a, with the addition of
the 7/8 coding rate that result in 63 Mbits/sec. At the opposite end, using
the high capacity parameters of four 40 MHz channels, 64-QAM modula-
tion, 7/8 coding rate and short guard interval, the proposal results in an
impressive throughput of 630 Mbits/sec [10].
The Physical Layer (PHY) proposed by the WWiSE consortium offers
a slightly smaller number of options than its main competitor. In its basic
mode, it offers a higher data rate than IEEE802.11a of 63 Mbits/sec because
it uses a smaller number of pilots. The highest capacity option offered a
data rate of 540 Mbits/sec, the difference with the TGnSync being due to
the use of a more robust 5/6 coding rate.
Altogether, the proposal of both groups were very similar, at least in
the PHY. Both competitors and a third group, MITMOT, agreed in late
July 2005 that they would merge their respective proposals as a draft which
would be sent to the IEEE in September. On May 2, 2006, the IEEE802.11
Working Group voted not to forward Draft 1.0 of the proposed IEEE802.11n
standard for a sponsor ballot. Unfortunately, the proposal failed to reach
the 75% of votes required to proceed to the final step. According to the
IEEE802.11 Working Group Project Timelines the IEEE802.11n standard
is not due for final approval until 2009.
1.1.3 WMAN
In April 2002, the IEEE concluded a 2-year long, open consensus process
when it published the IEEE802.16 standard. This standard is titled the
”Air Interface for fixed Broadband Wireless Access Systems” and is also
known as WMAN. The standard addresses fixed wireless data networking
over the range of kilometres (a metropolitan area), as opposed to the more
well-known and shorter range IEEE802.11 standards.
Fixed wireless has a history of providing quickly configured, low-cost
data connections from point-to-point, often as a supplement to existing
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wireless networks. And, some see point-to-multipoint WMAN systems as a
likely competitor to existing wired networks for consumer and business con-
nectivity. Furthermore, the proliferation of WLAN hot spots has created a
need for quick and cheap back-haul data services. An early proof-of-concept
had been developed back in 1999 when the European Union (EU) funded
CABSINET project demonstrated a two-layer system combining WMAN
and WLAN in an homogeneous architecture [17]. The IEEE believes the
existence of a WMAN standard is an important component of a successful
wireless market to meet those needs.
The original IEEE802.16 standard was published in April 2002. The high
frequencies limit the use to LOS channel. The PHY of the standard covers
the spectrum from 10 to 66 GHz, which includes the Local-to-Multipoint
Distribution System (LMDS) bands. The standard defines a MAC layer sup-
porting several physical layers. The MAC supports in particular Frequency
Division Multiplexing (FDD) and Time Division Multiplexing (TDD). The
IEEE802.16 standard defines a number of advanced features and options in
both the MAC and PHY.
The channel bandwidth is variable between 1.25 and 20 MHz. The
originality of the physical layer is that the channel bandwidth uses OFDM
based on different FFT size but all with an identical subcarrier bandwidth of
about 11 KHz. As it can be noted from the system characteristics summary
given in Table 1.1.3, the FFT size ranges from 128 to 2048. Having the
core transform of the multicarrier modulation represents a significant step
in terms of flexibility, although it must be highlighted that the Digital Video
Broadcasting (DVB) standard already included a dual transform size (2048
and 8192) alternative.
One of the most interesting concepts of the standard is the scalability
introduced by the IEEE802.16 Task Group E. The latter extends the phys-
ical layer to the 2 to 11 GHz spectrum range. This range comprises both
licensed and unlicensed bands in the USA and Europe. The main motiva-
tion is to offer support for mobile terminals, targeting high-speed vehicles
at speeds up to 125 km/h. An Orthogonal Frequency Division Multiple Ac-
cess (OFDMA) scheme has been designed to support a number of features
such as variable channel bandwidth, variable frame structure and antenna
diversity.
The second long reaching innovation of the IEEE802.16e standard is the
introduction of signal diversity. It has two parts: the so-called Advanced
Antenna System (AAS) and transmit diversity. The AAS option allows
the system to improve the coverage and capacity while minimising the out-
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Up- and downlink common parameters
Channel bandwidth 1.25 2.5 5 10 20
FFT size 128 N/A 512 1024 2048
Guard subcarriers 19 N/A 79 159 319
Used subcarriers 109 N/A 433 865 1729
Downlink specific parameters
Nb of pilots 12 N/A 48 96 192
Number of data
subcarriers 96 N/A 384 768 1536
Nb of bands 3 N/A 12 24 48
Nb of bins per band 4 N/A 4 4 4
Nb of subcarriers 9 N/A 9 9 9
per bin (8 + 1 pilot)
Nb of subchannels 2 N/A 8 16 32
Subcarrier permutation None
Uplink specific parameters
Nb of subchannels 6 N/A 24 48 96
Nb of tiles 36 N/A 144 288 576
Nb of tiles per subchannel 6 N/A 6 6 6
Number of data
subcarriers 48 N/A 48 48 48
per subchannel
Table 1.4: Up- and downlink parameters for the IEEE802.16e OFDMA
standard.
age probability. This is achieved through transmit diversity, beam forming
and null steering. Transmit diversity of second, third and fourth-order is
supported in the downlink while only the second-order is available in the
uplink. The system is based on the Alamouti algorithm [18] and Frequency
Hopping Diversity Code (FHDC).
1.2 On the evolution of wireless
communications
The evolution of the WLAN and WMAN underlines several aspects of the
current trend in the wireless communication industry. First of all, there
has been more and more attention given to backward compatibility while
continuously increasing the system performance, albeit at the expense of
implementation complexity. In parallel, the more recent systems are offering
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a much higher level of adaptability, supporting a wide range of operational
conditions by trading data rate for link quality.
Based on these remarks, we foresee that three major characteristics will
the key to the success of future wireless modulation schemes: adaptivity
to channel conditions, flexibility of optimisation according to the system
constraints and implementability by Software Defined Radio (SDR)-like ar-
chitecture.
1.2.1 Convergence
Recent developments in communication engineering have focused on de-
signing systems with the best performance for a given complexity. For
each application, a new solution came up when higher performance could
be achieved at an equivalent or even lower cost. With the current demand
for multi-purpose communication devices, the number of system constraints
has increased largely, rendering the current design methods inefficient.
In fact, it is no longer possible to base the design of communication
systems on conservative assumptions on the channel characteristics: future
devices would have to be able to operate while in an indoor, stationary envi-
ronment as well as outdoor when moving at vehicular speed. It is therefore
likely that all the functional blocks of a wireless communications devices
would have to be reconfigured dynamically for optimal performance at a
given time. The research community faces the tremendous task of analysing
the implementation complexity and overall performance of flexible commu-
nication protocols, medium access methods and modulation schemes.
1.2.2 The need for adaptivity and flexibility
While end-users expect future generation devices to support all these ser-
vices and more, they are also expecting the performance and affordability
to remain. In terms of system requirements, this translates for instance,
in small-form factor and long operating time for battery powered devices.
Furthermore, the ease-of-use of future generation devices will certainly be
a key issue. For example, end users will not accept to change the settings
manually of their mobile phone to take advantage of a higher capacity air
interface. Hence, switching between modes or access networks required for
technological reasons must be transparent for users.
The extension of capability has obviously tightened the design require-
ments of these universal portable devices. In comparison with previously
designed systems, the need for mobility and ubiquitous access required for
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today’s communications implies in particular that channel characteristics
may vary largely. The propagation conditions perceived by a device used
to receive live radio broadcast in a vehicle moving at high speed are for in-
stance very different from those encountered when browsing the Web from
an airport lounge. Thus, the assumptions regarding fading characteristics,
channel delay spread, or maximum Doppler frequency must reflect this pos-
sible wide range of use. On the other hand, the communication link should
be able to take advantage of the propagation conditions, for instance in mak-
ing use of multiple signal paths to increase channel diversity. Therefore, the
type of modulation, channel coding and multiple access method must be
dynamically selected in order for the whole system to always operate at its
best performance.
Similarly, system design is rendered more complex by the number of
applications to be supported, since they may have very different require-
ments in terms of data throughput, transport latency1 and tolerable error
rate. Future air interfaces will have to take into consideration a number of
system level requirements as well. Power consumption is for instance a ma-
jor issue for mobile communications devices. As transmitting information
through a wireless link might be energy-consuming, a modulation scheme
capable of trading performance against power consumption presents great
interest. Another constraint might arise in systems where a general purpose
processor is shared between different sub-functions such as modulated sig-
nal generation, channel encoding and protocol stack implementation. The
system must select methods for realising these functions which results in
a computational demand which can be handled by the processor. Inciden-
tally, the device might therefore have to use, say a less complex, sub-optimal
modulation scheme in order to be able to take advantage of a powerful yet
computationally intensive channel coding method.
The last issue to consider is the radio-frequency spectrum availability.
While the limited amount of bandwidth for different applications has al-
ways been of concern, the number of wireless communicating devices makes
the situation even more critical. The consequence is two-fold. First, the
selection of the operating frequency band has to be done dynamically. This
especially impacts on the radio-frequency components of the system since
they cannot be optimised for a single frequency band anymore. Secondly,
it is likely that different devices would attempt to communicate within the
same band, potentially leading to mutual interference. Hence, the effect
1The transport latency is defined here as the time for data to be transmitted from
the wireless transmitter input to the receiver output.
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of different types of interfering signals has to be considered in order for
the system to appropriately choose a method to reduce the effect of the
disturber.
Overall, the number and dynamic nature of the requirements lead to a
system design where adaptivity and flexibility are the key characteristics.
Although this has already been considered in most recent systems from an
individual sub-function point of view, this must now be taken into consid-
eration from a system perspective. This has been the motivation under the
development of new system architecture concepts, among which software-
radio is the ultimate goal.
1.2.3 The ultimate wireless transceiver
The challenge of supporting multiple air interfaces has first appeared in
mobile telephony, due to competing technologies in different regions of the
world. This naturally led to the multi-mode concept, where different, au-
tonomous air interface cores are glued together. A single interface is then
activated according to the wireless network availability. More advanced de-
signs have further integrated the air interface sub-functions, allowing them
to share some common resources such as radio-frequency amplifiers, mixers
in the intermediate frequency section and a signal processor core in the dig-
ital part. This technique has proved to be economically effective due to the
limited number of standard air interfaces to be supported. It is nevertheless
clear that such an approach will shortly become obsolete as the diversity
in standards continues to increase. Furthermore, the evolution towards “all
digital” transceivers has appeared by itself as a straightforward way to cre-
ate a universal design whose system parameters and behaviour could be
totally defined through its software.
The concept of SDR has been initially proposed as a solution to mili-
tary communication inter-operability issues [19–21]. It only received strong
interest in the public research community in the last few years [22,23] since
only the latest development in analog-digital conversion and signal process-
ing have made SDR an approach with significant technical and commercial
advantages. Further progress remains nevertheless to be achieved in analog-
to-digital converter resolution [24] and semiconductors power consumption
in order to be able to build systems capable of outperforming currently
available systems [25]. Hence, the first products implemented with this
technological concept would have limited capability, probably equivalent to
what multi-mode systems will already be offering at a lower cost. It is
Research domains 15
therefore unlikely that SDR-based consumer products will be developed in
the near future unless they can provide functionality not yet available with
competing technology.
SDR concept itself is also opening the way to more advanced concept,
cognitive radio envisioned by Mitola and Maguire [26]. The authors have
clearly shown that software radio is not only a new implementation ap-
proach. Migration towards SDR is not to be restricted to simply porting
the existing communication schemes to the new system architecture. The
architecture suppresses some of the implementation complexity restrictions
and thus, better algorithms can be developed specifically to take advan-
tage of it. All the sub-blocks of the air interface such as quality of service
controller, channel coder, multiple access control and modulation schemes
could therefore be studied with different implementation constraints from
those considered so far. This will lead to a selection of different algorithms
and methods for a system making use of the SDR concept while compared
with classical systems.
1.3 Research domains
The ultimate transceiver representing the holy grail of the communication
engineers, it is clear that a lot of research is needed at all levels of the system,
from the transport protocol, MAC layer, baseband, down to the antenna
design. We will concentrate here on the aspects related directly to the phys-
ical layer. In this domain, we first foresee that the need for more adaptivity
and flexibility will continue to favour the use of multicarrier modulations.
As a secondary effect of the evolution of the implementation architectures,
the modulation schemes will have to offer efficient, flexible implementation
algorithms capable of taking advantage of this soft implementation.
The multicarrier modulation schemes proposed in the literature differ
essentially in two ways. Firstly, the localisation of the subcarrier waveform
in time and frequency domain determine their robustness against interfer-
ence essentially located in either domain. Secondly, they differ in their
implementation complexity. It must be however underlined that a fair com-
parison of implementation complexity should take into account not only
the core modulation transform, but also the other functional blocks such as
synchronisation and equalisation.
Finally, a review of the modulation schemes described above show that
most of them have the possibility of being configured to trade performance
against complexity. This particular fact was used at the time when the
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system was designed in order to choose the configuration that best suited
the application. The first part of this chapter underlined that the move
towards SDR-type architecture makes it desirable that this parametrisation
could be made dynamically. With this consideration, the complexity of the
optimal design method of each scheme becomes an important aspect since
it would have to be done either online or eventually pre-computed in some
cases.
1.4 Thesis outline
This thesis focuses on studying an alternative modulation scheme that
would be suitable for use within a flexible radio-interface. Multicarrier
modulations in particular have shown to provide a higher level of flexibility
than single carrier schemes. The possibility of using different constellation
sizes and channel coding rates on each subcarrier permits them to support
a wide range of data rates and ensures the maximum throughput allowed
by the channel.
Amongst the various schemes proposed in the literature, it appears
that Wavelet Packet Modulation (WPM) stands out in terms of flexibility.
Firstly, it has the capability of dividing the Time-Frequency (TF) in atoms
of pseudo-arbitrary size while other transforms can only offer a regular divi-
sion between subcarriers. Secondly, the whole set of subcarriers is based on
a single filter pair which has a relatively short length. These characteristics
make WPM a good candidate as a flexible modulation scheme.
The objective of the research work carried out within this thesis is the
study of performance and implementation issues related to the use of WPM
for wireless communication. A practical approach has been preferred. First,
we focus on the modulation design issues. The effect of implementation
system imperfection and external disturbance are considered next. We then
study in detail practical solutions that could be used in the design of an
actual WPM transceiver.
The organisation of this work is as follows. Chapter 3 presents the theory
on which WPM is built. The features of this modulation scheme are anal-
ysed from a communication perspective and the differences with OFDM are
highlighted whenever relevant. Alternative implementation architectures
are considered and their computational complexity derived. The design
and performance of an equalisation scheme suited for multipath wireless
communication channels are discussed in Chapter 4. We first review the
alternative methods proposed in the literature and discuss their suitabil-
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ity for WPM. Some alternative solutions specific to WPM are introduced,
and the different methods are compared in terms of both performance and
complexity. The robustness of a modulation scheme to common system
impairment is an important issue. Chapter 5 analyses the sensitivity of
WPM to sampling phase offset, carrier frequency offset and power amplifier
non-linearity. Here again, OFDM is used as for comparison. Chapter 6
discusses time domain synchronisation of WPM signals. We propose a sim-
ple synchronisation method capable of tolerating large sampling frequency
offset, and study its performance using results obtained through simulation.
An implementation architecture of the Wavelet Packet Transform (WPT)
suited for broadband communication is proposed in Chapter 7. The trans-
form has been designed to support all the functionality required by the
modulation schemes discussed in this work. This includes in particular the
possibility of configuring the wavelet packet decomposition tree completely
arbitrarily. The resulting design has been implemented as a programmable
logic core, allowing its exact complexity to be calculated.
The concluding chapter first summarises the new results obtained. In
view of these results, we underline a number of areas which have to be
researched further in order to reach a the level of knowledge on WPM
similar to the one available for OFDM. We conclude this work by giving a
general view on the suitability of WPM to ultimately become the base of
an universal, highly flexible modulation scheme.
1.5 Author’s published contributions & related work
The work done for this thesis has already been the subject to several pub-
lications. The main preliminary results are published in [27–29]. Moreover,
the work has generated three innovation reports towards patenting and
subsequent publications. Part of this work has been used in the wireline,
powerline communication domain where the author has benefited from his
cooperation with the industry on actual implementation oriented projects.

2Multicarrier modulations
2.1 Notations and conventions
The notations and convention used in this thesis are as follows. Lower case
letters (for instance c) are used for scalar while lower case bold letter (c)
are used for vector. Bold upper case letter (C) corresponds to matrices.
2.2 Multicarrier modulation
By definition, multicarrier modulation is the multiplex of a number of mod-
ulating signals using different carrier frequencies. For the multicarrier com-
munication systems considered in this thesis, a modulated signal s(t) can
be expressed as
s(t) =
∞∑
l=−∞
sl(t) , (2.1)
where l is the symbol index and sl is the l-th modulated symbol. For
a system with M subcarriers, each multicarrier symbol Sl is built as the
weighted sum of M elementary waveforms. Such a modulated symbol can
be written as
sl(t) =
M−1∑
k=0
xlk ϕ
l
k(t) , (2.2)
where k is the waveform index, ϕlk is the k
th waveform within the lth symbol
and alk is the data symbol carried by ϕ
l
k.
In order to retrieve the transmitted data symbol from the modulated
signal with minimum probability of decision error, the set of waveforms{
ϕlk; k = 0 . . . (M − 1), l ∈ Z
}
composing the multiplex must be orthog-
onal [30]. By definition, multicarrier systems use intra-symbol orthogo-
nality in the frequency domain by having each waveform located in dif-
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ferent frequency sub-bands1. Additionally, orthogonality between consec-
utive symbols is achieved in time domain by shifting the set of waveforms{
ϕk; k = 0 . . . (M − 1)
}
by a delay l · Tsymbol, resulting in
ϕlk(t) = ϕk(t− l · Tsymbol) . (2.3)
In OFDM for instance [31,32], the waveforms are null outside the inter-
val [0, Tsymbol] and have a support equal to Tsymbol. This short duration
itself ensures inter-symbol orthogonality. Alternatively, in overlapping mul-
ticarrier systems such as those discussed later in this thesis, the waveform
duration is longer than Tsymbol and consecutive symbols overlap in the time
domain. Those waveforms must therefore be Tsymbol-shifted self-orthogonal
in the time domain. The overall orthogonality condition can be compactly
written as
ϕk(t) ? ϕk′(t− l · Tsymbol) = δ(l) · δ(k − k′) for l, k ∈ N , (2.4)
where the symbol ? represents the convolution operation and δ(·) is the
Kronecker function defined as
δ(x) =
{
1 if x = 0
0 otherwise . (2.5)
Numerous methods to design waveforms fulfilling Equation (2.4) have
been proposed in the literature. Among them, those for which Equa-
tion (2.1) can be computed using a fast transform have attracted the most
interest. We review below the overlapping modulation schemes proposed in
the literature.
The performance of a multicarrier scheme is directly dependent on the
set of waveforms composing the multiplexed signal. If we further restrict
our interest to waveform sets that are complete and orthogonal, we are then
in the presence of an orthogonal basis. The search of an orthogonal basis
that would in particular decomposed the time-frequency plane has remote
origins. Gabor defined for instance a parametric function that could have
its energy localised around an arbitrary position in both time and frequency
domains [33]. He also pointed out the existence of the uncertainty princi-
ple, stating that a function can not be arbitrary well located in both time
and frequency domains2. Following his research, a large amount of work has
1As the waveforms have finite length, some energy is also present in other subbands
and these are refferred as side-lobes. These sidelobes are however no effect on other
subbands providing the waveforms are orthogonal to each other
2This is basically equivalent to the famous physical law stated by Heisenberg, and
this is why some authors refer to it as the Heisenberg principle instead.
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been carried out in order to build functions that would best divide the time-
frequency plane, according to some given criteria. A major breakthrough
was achieved by Daubechies [34] when she proposed a method allowing the
construction of a set of functions well located in the frequency domain with
a compact time support. This created strong interest in wavelet theory and
resulted in the development of the multi-resolution theory [35, 36]. Partic-
ularly remarkable progress in this area is due to Wickerhauser et al. who
proposed the expansion of the dyadic tree to a fully expanded tree [37]. The
resulting wavelet packet theory has since found many applications in signal
processing thanks to its capability of providing a semi-arbitrary tiling of the
time-frequency plane. The initial developments targetted audio and visual
applications. In particular, these applications included modelling, pattern
recognisition and image compression [38–46].
In parallel with these developments in mathematics, the signal process-
ing research community was addressing very similar issues in filter bank
theory [47]. The motivation under filter bank research was the decompo-
sition of a signal into individual, frequency domain partitioned sub-bands.
Each subband could be individually processed and the reverse filter bank
would reconstruct the original signal. Filter banks have a direct applica-
tion in communications, where they are often referred to in the literature
as transmultiplexers [48]. Hence, reversing the synthesis and decomposi-
tion order allows us to build a signal containing independent information
on different frequency bands, resulting in a frequency division multiplex
system [49,50].
Even though numerous orthogonal bases with various characteristics
have been designed, the computational load they require has prevented
their use in telecommunication and signal processing. Hence, most of the
multicarrier systems studied in the literature can be implemented using fast
algorithms based on a core transform such as the Discrete Fourier Trans-
form (DFT), the Discrete Cosine Transform (DCT) and of course the WPT.
The following sections give an overview of the most popular schemes pro-
posed in the literature.
2.3 OFDM & derivatives
The popularity of the OFDM scheme has motivated many authors to pro-
pose alternative systems with some improved performance. Vahlin et al.
studied the replacement of the rectangular pulse mask by a more optimal
finite duration pulse [51, 52]. Alternatively, the reduction of the length of
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the cyclic prefix has generated a fair amount of work. Trautmann et al. even
proposed the Generalised Discrete Multitone (GDMT), a solution without
any cyclic prefix [53,53–57].
Researchers have worked on improving the frequency domain localisa-
tion of these modulations schemes. Karp and Fliege et al. proposed the
Modified Discrete Fourier Transform (MDFT) [58–60]. In this approach,
the modulation signal of the scheme is composed of overlapping orthogonal
waveforms of only two consecutive symbols. All subcarriers are obtained
through the modulation of a prototype filter [61]. The MDFT shows some
improvement to OFDM thanks to the lower power in the subcarriers side
lobes [62]. More recently, Viholainen and Renfors compared MDFT with
Exponentially Modulated Filter Bank (EMFB), another complex modula-
tion scheme [63].
2.4 CMFB
Among the overlapping modulations, the most promising has been without
doubt those based on the the DCT. Sandberg and Tzannes published their
study of a complete Cosine Modulated Filter Bank (CMFB)-based mod-
ulation scheme for DSL [64]. This paper is a major contribution to this
field as it reports performance and complexity comparison between CMFB
and DFT-based schemes. They proposed this scheme for standardisation
in DSL but Discrete Multitone (DMT) was preferred [65–67]. The perfor-
mance of this new scheme in comparison to OFDM has been reported for
both DSL and WLAN application [68, 69]. It must be noticed that the au-
thors refer to their system as Discrete Wavelet Multitone (DWMT), which
is in fact a slightly confusing denomination here. Similarly, Adhikary and
Reddy described the system they proposed as based on complex wavelet
packets while it is indeed derived from CMFB-generated waveforms [70].
We will instead refer to this scheme as CMFB since the waveforms are ob-
tained by modulation of prototype filter by a set of cosine functions [71].
The amount of overlapping is a system parameter allowing in particular to
balance subcarrier out-of-band energy against complexity of the transform.
This modulation benefits from the availability of an efficient implementa-
tion architecture based on the DCT [72]. More recently, a generalisation of
the CMFB has been made by Heller et al. when they showed that a single
framework could include an arbitrary delay CMFB based on the DCT type
I/II, DCT type III/IV and even the MDFT [73].
In CMFB system, good subcarrier frequency localisation can be achieved
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by designing an appropriate prototype filter. This however requires the use
of non-linear programming methods if the transmultiplexer has to ensure
perfect reconstruction [74, 75]. An alternative proposed by Kliewer and
Mertins aimed at getting improved subcarrier frequency localisation by giv-
ing up the linear phase constraint on the prototype filter, hence increasing
the degree of freedom of the prototype [76].
The significant complexity of the prototype design method precludes its
use online, and this appears to be the major limitation of this scheme when
reconfigurable systems are considered.
2.5 OQAM-OFDM
An orthogonally multiplexed QAM system was originally proposed by
Saltzberg as an efficient data transmission scheme [77]. The scheme is based
on carrier sub-channel separated in frequency by the inverse of the baud rate
to maintain orthogonality between them. Each subcarrier is modulated by a
QAM symbol which in-phase and quadrature components are offset in time
by half a symbol period. Hence, we will further refer to the multicarrier
scheme as Offset Quadrature Amplitude Modulation (OQAM)-OFDM for
the sake of clarity.
In order to cancel Inter-Carrier Interference (ICI) and Inter-Symbol
Interference (ISI) completely, the sub-channel pulse shaping employed in
OQAM should be Nyquist pulses with infinite duration. Practical imple-
mentations make use of time truncated version which must be chosen to
keep interference to a minimum 3. Siohan et al. expressed the ISI and ICI
as a function of the prototype pulse by modelling the OQAM transceiver
system as a transmultiplexer using filter bank theory [78].
In the frequency selective channel typical of wireless propagation how-
ever, the orthogonality between subcarriers is lost, resulting in significant
ICI [32, 79]. The amount of interference can be reduced by ensuring the
pulse shaping filter has minimum side-lobe energy [52, 80, 81]. Chen and
Cai addressed the problem of designing such an optimal filter by using non-
linear programming techniques [82,83].
Hirosaki proposed an efficient implementation using a DFT [84] as well
as an equaliser working at double sampling rate [85]. An alternative, more
efficient implementation based on the DCT was later proposed [86,87]. Fur-
ther complexity reduction was achieved by Cariolaro and Vagliani [88, 89]
3Hence, OQAM is in fact a Near Perfect Reconstruction (NPR) system while OFDM
is for instance a Perfect Reconstruction (PR).
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as well as by Vangelista and Laurenti [90]. The latter work was based on
using a slightly different system where the constraint on the phase of the
prototype filter is released, hence leading a better side-lobe attenuation for
a given filter length [91].
More recently, Lacroix et al. showed that, assuming identical bandwidth
and link capacity, OQAM performance required a lower Signal to Noise
Ratio (SNR) than the classical OFDM [92]. It is argued that the loss of
bandwidth required by the cyclic prefix for OFDM permit equivalently to
use a more robust channel coding scheme for OQAM. Similar results have
motivated Javaudin et al. to propose OQAM as a solution for the downlink
of Universal Mobile Telecommunication System (UMTS) standard [93].
2.6 FMT
The development of multicarrier techniques for Very high bit rate Digital
Subscriber Line (VDSL) has led Cherubini et al. have proposed a modu-
lation scheme they denominated Filtered Multitone (FMT) [94, 95]. This
scheme, which was also considered for wireless communication [96], uses
subband filters with very high frequency selectivity in order to avoid over-
lapping between frequency domain adjacent subcarriers. This high spectral
containment allows it to reduce the effect of ICI caused by of multipath
channels to a minimum. This allows the equalisation to be done indepen-
dently on each per-subcarrier using fractionally spaced Decision Feedback
Equaliser (DFE) [97, Section 3]. FMT also has the interesting feature to
be implementable efficiently using a DFT in both the critically and non-
critically decimated cases [97, Section 2]. Finally, this scheme offers an im-
plementation complexity versus performance trade-off through the design
of the prototype filter [98].
2.7 Generic FB
The development in both multicarrier and filter bank theory has pushed
researchers to look for even better modulation schemes. A milestone has
been reach by Kasturia and Cioffi when they published their work on their
vector coding scheme. They showed that the optimal channel capacity was
obtained if the subcarrier impulse response were the singular vector of the
channel polyphase matrix [99–102].
Major advancement in the design of optimal redundant filterbank was
also made by Xia [103–105], Scaglione and et al. [106–109] as well as Lin
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and Phoong [110–114]. In their approach, either the transmitter and re-
ceiver or both were designed to take into account the channel response,
hence resulting in a generic filter bank. Vanderdorpe et al. also studied
the performance of transceivers where the receiver filter bank is part of a
fractionally-spaced equaliser [115]. The results obtained are indeed very
good but at the expense of a tremendous computational complexity.
2.8 WPM
Wavelet theory made a major leap forward with the design of well localised
wavelet by Daubechie [116]. Several authors have followed up this work
with interest and did foresee promising applications for telecommunications
[117–119].
Earlier communication schemes made use of wavelet scaling and dilata-
tion functions as single carrier pulses [120–122]. Several authors studied the
use of the multirate capability of the Discrete Wavelet Transform (DWT)
to transmit data on multiple time-frequency scales in order to introduce sig-
nal redundancy [123–128]. This approach has be been referred to as fractal
modulation due to its similarity to the mathematical and physical phenom-
ena. More recently, Sisul et al. reported on the performance of differential
fractal modulation [129–131].
The dyadic division of bandwidth, although being the key point in ap-
proximation theory, is actually not well suited for multicarrier communica-
tion systems [132]. Instead, wavelet packet bases allow more freedom in the
bandwidth division of the signal spectrum. Lindsey and Dill were among
the first to propose WPM, a modulation scheme using a WPT with a fully
developed dyadic tree. The theoretical background of orthogonal multicar-
rier modulation and the advantage of the arbitrary time-frequency plane
tiling have been underlined by Lindsey and Dill [133]. Lindsey completed
these results by demonstrating that power spectral density and bandwidth
efficiency of WPM where identical to those of single carrier QAM [134].
One of the latest development in this area was made by Daly et al.
who proposed to select the WPT tree decomposition resulting in the opti-
mum Signal-to-Noise-and-Interference Ratio (SNIR) for a given frequency
selective channel [135–137].

3Wavelet Packet Modulation
This chapter presents the fundamentals of WPM. As the WPT forms the
core of this modulation scheme, we first discuss the theory and notations of
the WPT. We start by recalling the basic theory of the WPT. A minor con-
tribution of this work is to propose harmonised notations for the wavelet
modulation. This notation is clearly well suited for communication the-
ory but use of multi-rate signal processing theory has been made whenever
relevant. The relationship between the WPT and filter banks is recalled,
since the latter maps directly to the corresponding implementation archi-
tecture. WPM is then introduced and its specific properties are derived
from the WPT. A qualitative comparison of this new modulation scheme
with OFDM is done. Following, a brief overview of the characteristics of
the different wavelet families that have been used in the remainder of this
thesis is given. Finally, three alternative implementations of the WPT are
described and their computational complexity is analysed.
3.1 The Wavelet Packet Transform
The WPT has been build to perform a change of basis. LetW0 be the space
of discrete signals with finite energy1. The 2-point WPT decomposes any
signal from the space W0 into two sub-spaces W1,0 and W1,1 as
W0 =W1,0 ⊕W1,1 , (3.1)
where ⊕ is the union operator.
For the DWT, this decomposition can be iterated on the sub-spaceW1,1,
i.e.
W0 =W1,0 ⊕
(W2,2 ⊕W2,3) , (3.2)
which can be written on a more general form, after an arbitrary number of
iterations
W0 =W1,0 ⊕W2,0 ⊕ . . .⊕WJ−1,0 ⊕WJ,2J ⊕WJ,2J−1 . (3.3)
1The notation used by most authors is L2
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The DWT is very interesting from a multi-resolution theory point-of-
view. It also shows particularly good results in applications such as data
compression and signal approximation. However, for some applications, it
has been observed that the decomposition into sub-spaces can be performed
on the first sub-space W1,0 as well. Hence, starting from Equation (3.2) we
can now write
W0 =
(W2,0 ⊕W2,1)⊕ (W2,2 ⊕W2,3) , (3.4)
or more generally, for a decomposition depth J
W0 = ⊕
2J−1∑
j=0
WJ,j . (3.5)
The decomposition of a signal into a basis has some advantage, they are
quite limited if the reverse operation (reconstruction) cannot be carried out.
Thanks to the orthogonality of the sub-spaces, the decomposition of any
signal into the sub-space
{
WJ,j ; j = 0 . . . 2J − 1
}
is unique and reversible.
From a signal processing point-of-view, the decomposition of a signal of
Wj,i into its coefficients inWj+1,2i andWj+1,2i+1 can be achieved through a
pair a filters
{
h, g
}
followed by down-samplers, as shown in Figure 3.1(a).
Alternatively, the reverse operation can be carried out as easily using a filter
pair
{
h˜, g˜
}
in the structure shown in Figure 3.1(b).
3.1.1 Perfect reconstruction conditions
The equality between decomposed and reconstructed signals imposes con-
straints on the filter pairs. Vetterli has shown that perfect reconstruction,
i.e. x˜ = x, can be achieved only if the filter h, g, h˜, and g˜ responses in the
frequency domain verify the relations [138]{
H∗(ω + pi)H˜(ω) +G∗(ω + pi)G˜(ω) = 0
H∗(ω)H˜(ω) +G∗(ω)G˜(ω) = 2
. (3.6)
Thus, this can be rewritten to obtain the filter responses of h and h˜ as
H∗(ω)H˜(ω) +H∗(ω + pi)H˜(ω + pi) = 2 (3.7)
and g and g˜ as{
G(ω) = γe−i(2l+1)ωH∗(ω + pi)
G˜(ω) = γ−1e−i(2l+1)ωH∗(ω + pi)
, (3.8)
where γ is a normalisation constant.
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Figure 3.1: Elementary processing blocks for signal decomposition (top)
and reconstruction (bottom).
3.1.2 Orthogonality and bi-orthogonality
In the most general case, the orthogonality conditions given by Equations
(3.7) and (3.8), the transform is said to be bi-orthogonal. In such transform,
swapping the filter pairs (h, g) and (h˜, g˜) leads to two different orthogonal
decomposition spaces that are said to be dual from each other.
In order to facilitate the design of a filter pair, satisfying the Equa-
tions (3.7) and (3.8), it is common to restrict the space of solutions by
imposing the additional constraint
H˜(ω) = H(pi − ω) (3.9)
or, equivalently in the time domain
h˜[n] = h[L0 − 1− n] forn ∈ [0 . . . (L0 − 1)] . (3.10)
It is worthwhile noting that Relation (3.9) corresponds to the definition
of a Quadrature Mirror Filters (QMF), a topic that was independently re-
searched by the signal processing community focusing on transmultiplexers
and filter banks.
3.1.3 Relation to filter banks
As highlighted in Chapter 1, there are numerous analogies between WPM
and filter banks modulations. We recall here the relationship between the
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WPT and its corresponding filter bank architecture for completeness [139].
The conversion of a classical structure into a polyphase type I represen-
tation relies mostly on the Noble identity [47, p.119]. This identity states
the following equivalence
h(z)
( ↓M) = ( ↓M)h(zM ) . (3.11)
Using this relation, we can rewrite the decomposition of the signal x into
sub-bands x0 and x1 {
x0 =
( ↓ 2)h(z)
x1 =
( ↓ 2) g(z) (3.12)
as {
x0 = h(z
1
2 )
( ↓ 2)
x1 = g(z
1
2 )
( ↓ 2) . (3.13)
To simplify understanding, we can decompose the h(z
1
2 ) so as two filters
composed of even and odd coefficients heven and hodd and using a polyphase
decomposition, i.e.{
x0 = heven(z) + z−1hodd(z)
( ↓ 2)
x1 = geven(z) + z−1godd(z)
( ↓ 2) . (3.14)
Finally, introducing matrix notation, we can write[
x0
x1
]
= E1(z)
[
1 z−1(z)
] ( ↓ 2) , (3.15)
with E1(z) the type I polyphase matrix of a 2-point WPT that can be
expressed as
E1(z) =
[
heven(z) hodd(z)
geven(z) godd(z)
]
. (3.16)
The transformation steps described here are illustrated by the architec-
ture depicted in Figure 3.2. For illustration, Figure 3.3 shows the various
steps allowing us to derived the expression of the type I polyphase matrix
E2(z) corresponding to a size 4 transform from the matrix E1(z) of size 2
WPT.
3.2 Wavelet Packet Modulation specifics
Using the mathematical properties of the WPT we just introduced, we
discuss in this section the features of a multicarrier communication system
using it as its core transform. A qualitative comparison with OFDM is made
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Figure 3.2: Equivalence between classical and filter bank representations.
a) Classical representation, b) Polyphase decomposition of each filter, c)
Equivalence of structure on the form of a type-I polyphase matrix.
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Figure 3.3: Expression of the polyphase matrix E2 of a size 4 WPT as a
function of polyphase matrices of size 2 WPT. a) Classical representation
using E1 matrices , b) Duplication of the level 1 polyphase matrix, c) Re-
arranging of down-samplers location to outline the equivalence to the E2
matrix.
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whenever possible as this latter modulation is the reference in multicarrier
communication. This section intends only to provide a overview of the topic,
as some of the particular features outlined here give a clear advantage to
WPM and will therefore be further discussed in the following chapters.
3.2.1 Transform size and subcarrier organisation
The most noticeable difference between OFDM and WPT lies in the organ-
isation of subcarriers. At equal transform size M , an OFDM modulated
signal is composed of M complex subcarriers k = 0 . . .M − 1 centred re-
spectively on the frequencies ωOFDMk
ωOFDMk = k∆
OFDM
ω with ∆
OFDM
ω =
2pi
M
(3.17)
where ∆ω is the subcarrier spacing. In a regular WPT scheme based on a
real-coefficient generating wavelet, the spectrum of the modulated signal is
real if the symbols modulating the subcarrier are also real. Thus, the re-
sulting spectrum is symmetrical and composed of M subcarriers associated
in pairs and centred on symmetric frequencies ωWPMk
ωWPMk =
(
k +
1
2
)
∆WPMω with ∆
WPM
ω =
pi
M
. (3.18)
A few remarks must be made on this difference in subcarrier organisa-
tion, illustrated in Figure 3.4. First of all, WPM leads to subcarriers of
half bandwidth compared to OFDM. This is in fact only an apparent band-
width, since the actual subcarrier bandwidth has its energy divided into
positive and negative symmetrical frequency bands. A second noticeable
difference is the absence of a subcarrier at the Nyquist frequency in the
case of WPT2. In OFDM, the subcarrier of index 0 in Equation (3.17) is
centred on the null (DC) frequency.
It must be pointed out that the natural ordering of the wavelet packets
following their index number does not correspond to their ordering in the
increasing centre frequency. It is in fact shown that the natural order leads
to a Gray binary order in terms of centre frequencies [140]. In this thesis,
we will usually refer to the frequency increasing order rather than natural
ordering unless explicitly mentioned.
2It is recalled in Section (3.3) that this is imposed by the existence of vanishing
moments.
34 Wavelet Packet Modulation
2 1 0
Power
Power
Frequency
Frequency
210
1
M − 1
Fs
2
Fs
2
−Fs
2
−Fs
2
M − 1
M − 1M − 2M
2
− 1 M
2
− 1
and 0
Figure 3.4: Subcarrier repartition in the frequency domain for WPM (top)
and OFDM (bottom), respectively, for a transform size M and sampling
frequency FS .
A last difference between WPT and DFT remains to be highlighted. In
OFDM, the set of waveforms is by nature defined in the complex domain.
WPM, on the other hand, is generally defined in the real domain but can as
well be defined in the complex domain, solely depending on the scaling and
dilatation filters h and g. Since the most commonly encountered WPT are
defined in the real domain, it has naturally led the authors to use Pulse Am-
plitude Modulation (PAM) for each subcarrier. It is nevertheless possible
to duplicate the M real waveforms directly in the complex domain or equiv-
alently, modulate the subcarrier by a complex QAM symbol. The resulting
complex WPT is then composed of 2M waveforms forming an orthogonal
set. On the other hand, having a modulated signal in the real domain has
the interest of existing directly in the baseband. In Asymmetric Digital
Subscriber Line (ADSL) for instance [1], a baseband modulated signal has
been defined.
3.2.2 Diversity of the Wavelet Packet Transform
The dependence of the WPT on a generating wavelet is a major asset in
communication applications for several reasons. First of all, the extra degree
of freedom given by the choice of the wavelet is an opportunity for adapting
the WPT to some specific needs. The selection of the generating wavelet
can therefore be made according to a wide range of criteria, depending on
the particular goal to achieve. In a high speed multicarrier communication
system, we can for instance aim at minimising implementation complexity.
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The low complexity can also be highly desirable in order to design low
power consumption solutions, e.g. for mobile communication terminals or
wireless sensor applications. It is emphasised in the complexity analysis
done below that this can be obtained by selecting a wavelet of low order.
On the other hand, higher order wavelets lead to better localisation in the
frequency domain. This is suitable as well in order to reduce the ICI caused
for instance by multipath channels. The characteristics of wavelets used in
this thesis are discussed in Section (3.3).
Furthermore, the limitation in availability of spectrum resources to-
gether with the increasing demand of bandwidth has created a need for
diversity. Space, frequency, and time diversity are the most common physi-
cal dimensions exploited. WPM provides a signal diversity which is similar
to spread spectrum systems to some extent. Such diversity is in fact mak-
ing joint use of time and frequency space. Practically, using two different
generating wavelets allows us to produce two modulated signals that can
be transmitted on the same frequency band and still be partially recovered.
The amount of cross-correlation between the two signals is directly depen-
dent on the generating wavelets selected. This particular feature of WPM
can be exploited in a cellular communication system, as it is demonstrated
in Section (5.4).
3.2.3 Semi-arbitrary time-frequency plane tiling
As recalled in Section (3.1), the WPT is an extension of the DWT from a
dyadic tree decomposition up to a full tree decomposition. There are how-
ever intermediate tree structures that similarly lead to orthogonal trans-
forms, due to the orthogonality of the complementary sub-spaces created
by the decomposition. Some examples are provided in Figure 3.5. Note
that for the sake of readability of the drawing, we adopted the commonly
used representation of the elementary blocks, as depicted in Figure 3.6.
To better understand the non-regular transform from a signal processing
view point, it is worth converting the tree structure into its equivalent filter
bank representation, as shown in Figure 3.7. Such transmultiplexers have
been referred in the literature as multirate systems [141], and have been
widely studied in the general case of filter banks [47].
From a multicarrier communication system perspective, the arbitrary
tree decomposition translates into subcarriers of different bandwidths. Since
each subcarrier has the same TF plane area, the increase of bandwidth
is bound to a decrease of subcarrier symbol length. This is illustrated in
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Figure 3.5: Various non-uniform wavelet packet tree for a maximum tree
depth of 3.
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Figure 3.6: Simplified representation of the elementary blocks used when
plotting non-uniform wavelet packet trees.
Figure 3.8, where a non-regular decomposition tree is shown together with
the corresponding time-frequency plane division.
There are various ways to make use of this freedom of time-frequency
tiling in communication applications. The most obvious is, of course, the al-
location of logical communication channels on subcarriers of different rates.
In applications where the communication link carries a multiplex of infor-
mation, each stream can be associated on a logical channel with the suitable
rate. For instance, a logical channel requiring low end-to-end delay would be
allocated a high rate subcarrier. On the other hand, less critical signalling
channel would be carried over a slower rate, less bandwidth consuming sub-
carrier. In particular, pilot tones used for synchronisation purposes could
advantageously make use of narrow subcarriers, hence leading to a smaller
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Figure 3.7: Equivalence between wavelet packet tree of arbitrary decom-
position and multirate filter bank representations.
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Figure 3.8: Arbitrary WPT decomposition tree (left) and the correspond-
ing time-frequency plane tiling (right).
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throughput loss.
Some authors have also foreseen a particular application of the multi-
resolution capacity of WPM they labelled fractal modulation [125,126,128,
142]. Considering a broadcast of a multimedia stream, they proposed to
allocate audio or video stream of different resolution to subcarriers of dif-
ferent rates. This is a particularly interesting approach when considering
the processing capability differences between various wireless devices. Other
authors have combined the multi-resolution property with a robust differen-
tial modulation scheme to increase robustness in fading channels [129–131].
This indeed results in an effective way to fight multipath distortion by in-
troducing redundancy at multiple resolution.
The arbitrary bandwidth division feature of WPM has as well been found
to permit the design of an efficient interference excision algorithm. Indeed,
while other multicarrier modulations can only effectively avoid frequency
localised interferers, WPM has been shown to be able to avoid interference
well localised either in time or frequency. This property ensures that WPM
can make the best use of a given transmission bandwidth, regardless of the
characteristics of the in band disturbers.
Finally, more recent work has been taking advantage of arbitrary tiling
of the TF plane to mitigate the effect of frequency selective channel distor-
tion [136]. The algorithm works as follows [135]. Using a training signal
sent over the multipath channel, a comparison between using the SNIR of
the signal at a given node and the SNIR of the same signal on the two nodes
at the next decomposition level. If the former is lower, the node considered
is kept, otherwise it is decomposed one level deeper. The recursion can be
carried out until further decompositions no longer improve signal quality,
or when the deepest allowed tree level has been reached.
3.2.4 Flexibility of iterative construction
In addition to the advantages already mentioned, the existence of an iter-
ative algorithm to implement the WPT is a strong asset for flexible com-
munication systems. It is indeed relatively simple to implement a trans-
form having its size configurable by having the number of iterations pro-
grammable. While this is especially true for software implementation with
general purpose processors, this partially holds for a hardware implemented
transform as well. If a stage with configurable depth can be designed, the
whole transform can be implemented by instantiating J stages connected
serially. Bypassing the stages of higher indexes would thus allow us to im-
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plement transforms of smaller size. Alternatively, the bypassed stages can
be powered down in order to save energy.
The architecture of a configurable WPT implemented in programmable
logic is studied in depth in Chapter 7. Such an architecture permits dynamic
change of the transform size, thus leaving the opportunity for a higher level
“smart agent” [26] to dynamically setup the modulation scheme character-
istics. The interest in doing such a configurable-size transform is multi-fold:
reduce the system complexity in a resource shared system, match the char-
acteristics of a given transceiver, reduce consumption, or take advantage of
higher computational resources.
3.2.5 Issues and limitations
Symbol overlapping allows us to improved energy localisation in the fre-
quency domain. It can be at the origin of other limitations as well. The first
issue is due to the WPM symbols extended duration compared to OFDM.
For the former, the symbol duration can be derived by calculating the length
of the impulse response of the cascaded elementary blocks. For a L0-tap
wavelet filter, the overall symbol length Lsymbol of a transform of size M
can easily be shown to be
Lsymbol = (L0 − 1) (M − 1) + 1 . (3.19)
Figure 3.9 illustrates this for three different transform sizes.
For a transform size M , we can simply derive from Equation (3.19) the
number Loverlap of overlapping symbols per block, with
Loverlap =
⌈
Lsymbol
M
⌉
, (3.20)
which can be approximated to Loverlap ∼ L0 − 1 for M much larger than
L0.
The existence of several multicarrier symbols simultaneously can lead to
strong performance degradation in the presence of channel distortion. In
the case of propagation through a multipath channel, the secondary paths
produce delayed replicas of the current symbol as well as of a number of
previous symbols. As a direct result, the received signal contains inter-
symbol interference originating from a higher number of symbols than an
equivalent non-overlapping modulation scheme. WPM is similar in this
matter to other overlapping schemes such as DWMT.
In addition, this extended symbol length also implies a modulation-
demodulation delay increase of about the same order. In the case of large
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Figure 3.9: Length of multicarrier waveforms as a function of the length
of the wavelet filter L0 and for different transform size M .
size transforms, this overall delay might be a limitation for the applica-
tions requiring low latency duplex communications. Similarly, some trans-
port protocols using acknowledgement can have their performance decreased
when used over loop with longer delay. It is nevertheless important to notice
that the delay incurred to the multicarrier transform is likely to be insignif-
icant when compared to the delays due to channel coding and interleaving
processes.
3.3 The generating wavelet
As outlined in Section (3.1), the WPT is entirely defined by the choice of
the filter pairs (h, g) and (h˜, g˜). Their selection allows us to adapt the char-
acteristics of the WPT to specific requirements, and a tremendous amount
of work has been done in order to find wavelet bases best suited for a
given application. In this chapter, we briefly introduce the most relevant
characteristics of wavelets. We limit our interest to wavelets leading to
orthogonal or bi-orthogonal transforms, and for which the Finite Impulse
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Response (FIR) filter based fast wavelet transform algorithm exits.
3.3.1 Wavelet characteristics
For completeness, this chapter recalls the most relevant characteristics of
wavelets. More details can be found in wavelet theory literature [42, 116,
140,143–146].
Orthogonality versus bi-orthogonality: Bi-orthogonality is achieved if
a perfect reconstruction filter pair is preferred to the quadrature mir-
ror filter pair that would lead to orthogonality [140]. Bi-orthogonal
wavelets allow the selection of different properties for decomposition
and reconstruction separately. From a construction point-of-view, the
particularity of bi-orthogonal wavelets is that the dual waveform used
for reconstruction is not a time-reversed version of the synthesis one.
Support compactness: The time period and frequency bandwidth where
a wavelet has most of its energy is referred to in the literature as the
support of this wavelet. Depending of the application, it is desirable
to choose a wavelet with compact time or frequency support. Again,
the uncertainty principle states that the product of those two values is
lower bounded and therefore both can not be selected independently.
Vanishing order: A wavelet ψ(t) is said to have a vanishing order N if
the relation ∫ +∞
−∞
tk ψ(t) dt = 0 for 0 ≤ k < N (3.21)
holds [140]. For the filters h, a vanishing order N corresponds to a
zero of order N at the Nyquist frequency. Thus, high vanishing order
wavelets have in general better spectral localisation.
Symmetry: A wavelet with the symmetry property in the time domain are
of interest in applications such as image compression. In a multicarrier
modulation scheme, this property is not particularly relevant.
Regularity: The regularity property of a wavelet is defined in [140]. The
relevance of regularity for image coding has been analysed in [147],
but no similar study has been found regarding wavelet modulation
schemes.
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3.3.2 Classical wavelet families
Wavelets have been developed with the objective of providing the best char-
acteristics for a given application. In the remainder of this thesis, we make
use of some well-known wavelets. Some of them share a common design
approach, differing only by the value of one design parameter. They are
usually referred as a wavelet family.
WPM signals used in the following chapter will thus be generated based
on the following wavelets:
Haar: The Haar wavelet has the advantages of providing both an easily
understandable illustration of wavelet theory and of being very low
implementation complexity. Its filters can be typically seen as per-
forming averaging and derivation operations, which fits the coarse
and detailed decomposition of wavelet theory well. It is interesting
to notice that use of the Haar wavelet as a wavelet packet transform
actually leads to the Walsh functions3. From an implementation per-
spective, it has the advantage of not requiring any multiplication since
its (un-normalised) coefficients are equal to 1 or −1.
Daubechie: Daubechie wavelets are the most used in generic applications.
They have a support equal to 2N − 1 and N vanishing moments [34,
pp. 194–196]. Their localisation in the frequency domain can be
adequately chosen through their vanishing order. This is illustrated by
two of the curves plotted in Figure 3.10. The first order Daubechie
wavelet corresponds to the Haar wavelet.
Symlets: Further work carried out by Daubechie after her initial research
led to a near symmetric extension of her first wavelet family, since
it was a demanded feature in applications such as image compres-
sion [116, pp. 197–198]. Their characteristics are very similar to the
original Daubechie wavelet.
Coiflet: This wavelet has been constructed at Coiffman’s request and will
thus be denoted by coifN here. This wavelet is near symmetric, and
has a support of length 6N . The wavelet and scaling function of order
N have 2N and 2N − 1 moments equal to 0, respectively [116, pp.
258–261].
3Walsh functions set composed the well-known Hadamard matrices.
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Discrete Meyr: This wavelet is derived from the wavelet originally de-
signed by Meyr. The latter does not have a compact support. How-
ever, the decay of the wavelet toward infinity is so high that it is
possible to find a FIR approximation which is referred to as the dis-
crete Meyr wavelet in [144–146,148].
Table 3.1 summaries the characteristics of the wavelets and families men-
tioned above. Figure 3.11 plots the frequency domain localisation of the
lowest subcarrier waveform of a size 8 transform using various wavelets.
In the remaining of this thesis, we will make use of the notation
WPM(M,wname) to refer to the WPM modulation scheme using a trans-
form size M and based on the wavelet wname, where wname is one of the
wavelet name given in the second column of Table 3.1. Similarly, the abre-
viation OFDM(M,K) will be used to denote the OFDM modultion based
on a transform size and cyclic prefix length equal to M and K respectively,
Full name Abbreviated name Vanishing order Length L0
Haar haar 1 2
Daubechie dbN N 2N
Symlets symN N 2N
Coiflet coifN N 6N
Discrete Meyr dmey − 62
Table 3.1: Summary of wavelet family characteristics.
3.3.3 Other wavelets
The degree of flexibility in the design of wavelets has offered the opportu-
nity to research the best wavelet basis for a given application. The regular,
maximally flat wavelets developed by Stephen et al. for instance is of inter-
est in communication since they provide a constant energy repartition over
the subcarrier bandwidth [149]. Dovis et al. have for instance designed a
wavelet with low side lobes suited for communication applications [150].
We have highlighted earlier in this chapter that the use of WPM schemes
based on real wavelets raises the issue of spectral image when the baseband
signal is modulated. One possible solution could come from the design of
complex wavelets. While there has been much work on complex wavelet in
general [151–155], the most promising developments could come from the
design of approximate Hilbert transform pair of wavelets as discussed by
Tay and Palaniswami [156].
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Figure 3.10: Frequency domain localisation of the the lowest frequency
waveform of a size 8 transform using Daubechie wavelets with vanishing
order 2, 4, 6, 8 and 10.
The design of a wavelet leading to an optimum performance in some sin-
gular and specific wireless communication scenario however goes beyond the
scope of this thesis. Hence, we will restrict our analysis on the performance
of WPM based on the more classic wavelet described above.
3.4 Implementation architecture and
complexity
The structure of a WPM transceiver is very similar to its OFDM counter-
part. This section reports on the implementation complexity of the WPT
since it is the building block in which the systems differ the most4. Three
alternative architectures are considered in this thesis that differ in the im-
plementation of the elementary blocks.
4Optimal systems might differ as well in equalisation and synchronisation schemes.
Equalisation and synchronisation of WPM is discussed in Chapters 4 and 6 respectively.
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Figure 3.11: Comparison of frequency domain localisation of the the low-
est frequency waveform of a size 8 transform using various wavelets.
3.4.1 Linear Shift Register pair
We first consider the direct case where the filters of the elementary blocks are
implemented using the Linear Shift Register (LSR) architecture as shown
in Figure 3.1. In the case of the forward transform, the elementary blocks
consist simply of two up-samplers and two FIR filters of length L0. For the
inverse transform, an additional adder is required to combine the output of
the two filters, so the overall number of operations is slightly higher. We
consider in detail the forward transform only, since the case of the reverse
one can easily be derived. Considering filters of length L0, the number of
operations required for each branch is therefore equivalent to the complexity
required by a filter of half length L0/2. Hence, denoting CWPT,directelem the
number of operations per input sample required by one elementary block,
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Figure 3.12: Complexity of WPT in term of additions and multiplications
versus the transform size M , for different wavelet generating filter length
L0.
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we have5:
CWPT,directelem =
{
L0 − 1 additions,
L0 multiplications
. (3.22)
To derive the complexity of the whole transform, we assign the index j
at each stage of the transform. A transform of size M is thus composed of
J stages, with M = 2J . By convention, we take j in the range 1 to J , with
the stage of index 1 being the first of the WPT or equivalently, the last of
the Inverse Wavelet Packet Transform (IWPT). With this notation, we can
now express the number of elementary blocks for each stage j as
N(j) = 2j−1 . (3.23)
Denoting R(j) the input rate of the block of stage j, the number of
operations CWPT,directstage (j) for the stage j
CWPT,directstage (j) = N(j)R(j) CWPT,directelem . (3.24)
This can be further developed by evaluating the data rate at each stage.
Taking as unity sampling rate the rate at the input of the transform, we
have the sampling rate of each stage R(j):
R(j) = 21−j , (3.25)
which can be used together with Equation (3.23) to reduce Equation (3.24)
to
CWPT,directstage (j) = CWPT,directelem . (3.26)
Hence, it is worth noticing that, for a given wavelet, each stage of a trans-
form has the same complexity. We will therefore drop the stage index j.
Finally, the overall number of operations for the whole WPT is:
CdirectWPT (J) =
J∑
j=1
CWPT,directstage
= J CWPT,directstage
= J CWPT,directelem , (3.27)
5Here, the generating filter length L0 has been assumed to be even for simplicity of
discussion. This is however not an issue since all the wavelets considered in this thesis
does have even length generating filters.
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which, using Equation (3.22) leads to the complexity in number of opera-
tions per input sample
CdirectWPT (J) =
{
J
(
L0 − 1
)
additions
JL0 multiplications
, (3.28)
which can be rewritten for further comparison in a number of operations
per transform block as
CdirectWPT (J) =
{
2J J
(
L0 − 1
)
additions
2J JL0 multiplications
. (3.29)
The complexity of the WPT as a function of the transform size is shown
in Figure 3.12. The complexity is expressed in the amount of additions
and multiplications required for each input sample.
This computational complexity can be compared to what is required by
the FFT used in OFDM systems. We assume here the implementation of the
FFT considered in [157]. Replacing the transform size M by its equivalent
expression 2J , we obtain the number of operations per FFT transform block
CFFT (J) =
{
2J (2J − 1) additions
J 2J multiplications . (3.30)
A first look on Relations (3.29) and (3.30) reveals that the number of
multiplications is higher for the WPT by a factor L0. The comparison of
the number of additions is however not so straightforward. Figure 3.13
displays the complexity of the WPT relative to the FFT in terms of addi-
tions and multiplications. The number of additions is lower for the WPT
for transform sizes higher than 16 with L0 = 4, and for a transform size
superior to 128 in the case where a longer filter with L0 = 16 is used.
In the case of an implementation with a generic processor, the cost of
both additions and multiplications is usually identical. Hence, Figure 3.14
shows the total number of operations required by the WPT, again relatively
to the FFT for different lengths L0 of the wavelet filter. The WPT com-
plexity is higher for small transform sizes, but decreases as the size of the
transform increases. Hence, for transform sizes over 256, the number of op-
erations for the WPT is lower than for the FFT, even in the extreme case
where L0 = 16.
Overall, the WPT implementation complexity is on the same order of
the one required by the FFT, and can even be lower for medium to large
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Figure 3.13: Number of operationsrequired by the WPT relatively to the
FFT as a function of the transform size M , for different wavelet generating
filter length L0.
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size transforms and wavelet filters of moderate length. The repartition be-
tween the addition/multiplication operations leads to the conclusion that
the complexity is in favour of the WPT in the case of an implementation
in a general purpose or signal processor. In the case of a hardware imple-
mentation, the higher complexity of multipliers in comparison with adders
is likely to reduce the difference between the two schemes.
3.4.2 Lattice
In the LSR implementation scheme above, the filters composing the elemen-
tary blocks are implemented through a classic linear tap delay structure. It
can be noticed that for QMF pair, the use of a lattice structure is as well
possible [47]. With this approach, the filters of length L0 can be imple-
mented by using a lattice structure composed of K = L02 elements [47,158].
Such a structure is shown in Figure 3.15(a) and in Figure 3.15(b) for the
IWPT and WPT respectively. The internal architecture of the correspond-
ing lattice elements are depicted in Figure 3.16(a) and Figure 3.16(b).
The lattice filter is only characterised by a set of K lattice angles
{
θk, k ∈
[0 . . .K−1]} and one gain factor Γ instead of (2L0) filter coefficients for the
LSR implementation. Note that for normalised transforms, Γ is equal to
unity and can therefore be omitted. Analysing its architecture, the number
of operations for each WPT elementary block can be found to be:
ClatticeWPT =
{
L0
2 additions
L0 multiplications
(3.31)
Hence, the number of multiplications is of the same order while the number
of additions have been halved compared with the direct LSR implementa-
tion. The major advantage of lattice structure is however its robustness to
quantisation errors. This is easily understood by first noticing that quantis-
ing filter coefficients will destroy the QMF property of a filter pair. On the
other hand, quantisation of the lattice angles themselves will merely changes
the filter responses, but not destroy their orthogonality. As a result, lattice
structures are well suited for discrete implementation where resolution is
limited [159].
The lattices have been assumed here to be implemented in their “nat-
ural” form which requires 4 multiplications and 2 additions. As suggested
in [158], the lattice can instead be re-arranged to be implemented with one
scaling factor, 2 multipliers and 2 adders, as shown in Figure 3.16(c) and
Figure 3.16(d). A pair of multipliers has to be added to each structure
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in order to scale the results. Nevertheless, this reduction of the number of
multipliers by a factor of two is particularly interesting in hardware imple-
mentation since this is the most costly operation. However, care must be
taken of the potential increase of the dynamic range of the tan(θk) term in
comparison with the well bounded cos(θk) and sin(θk).
3.4.3 Lifting
The lifting scheme for bi-orthogonal transforms has been introduced by
Sweldens [160]. Together with Daubechie, Sweldens showed how to factorise
existing wavelets into their lifting scheme equivalent architecture [161]. This
scheme has been derived from the coarse/detailed decomposition view of
the wavelet transform and links in many ways to previously developed the-
ories [162,163]. In addition, it benefits from an interesting implementation
structure where, like in the lattice case, the processing of both branches
of the elementary blocks is done jointly. The underlying idea is that the
wavelet decomposition operation can be decomposed into two distinct pre-
dict and update operations. This can be seen as corresponding to the use
of the coarse approximation for the prediction and the detailed information
for updating. The corresponding elementary block structures are shown
in Figure 3.17.
The lifting structure has been shown to be well suited for hardware im-
plementation. This is due in part to the possibility to handle calculation
“in place”, without the need for sharing a common memory space. Some
authors proposed the design of a lifting-based implementation which allow
dynamic reconfiguration [164]. In [165], Olkkonen et al. studied a lifting-
based implementation where the complexity has been reduced by using a
unique filter for both update and predict operations. Gonzales et al. con-
sidered the implementation of a very large scale lifting-based DWT using
parallel processing [166, 167]. Kuzume et al. have preferred to focus on a
lifting-scheme based wavelet signal processor [168]. Finally, the use of bi-
orthogonal wavelets in the JPEG2000 standard has led to the Very Large
Scale Integration (VLSI) implementations of wavelet transforms based on
the lifting architecture [169–172].
The complexity comparison of the lifting scheme with the direct im-
plementation architecture is not straightforward. It has nevertheless been
demonstrated [161] that there is a complexity reduction in using the lift-
ing scheme. This gain is asymptotically equal to 2, even if the actual value
obtained for fourth order Daubechies wavelet is for instance of only about 23 .
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3.5 Chapter summary
We have introduced the theory on which the WPT is based from a signal
processing point-of-view. We then reviewed the architecture and the fea-
tures of the WPT. We pursued in analysing the impact of these features on
the characteristics of WPM. A parallel with OFDM and CMFB has been
made whenever possible, allowing us to relate WPM with well known mod-
ulation schemes. Following, a brief overview of the characteristics of wavelet
families used further in this thesis has been given. Three implementations
of the WPT have been discussed and their complexity has been reported.
Overall, we have shown that WPM presents a wealth of interesting fea-
tures. Its multiplicity, multi-resolution capability and relatively low com-
plexity makes this multicarrier modulation scheme very versatile. The in-
terest of some of these characteristics is further illustrated in the remainder
of the thesis where quantitative results are obtained for some practical com-
munication scenarios.
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Figure 3.14: WPT complexity relatively to FFT as a function of the
transform size M = 2J , for different wavelet generating filter length L0.
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4Equalisation methods for WPM
This chapter analyses performance and complexity of several equalisation
techniques for WPM. The literature addressing equalisation specifically for
WPM being scarce, the methods reviewed here are derived by the author
either from the ones used in other multicarrier schemes such as OFDM and
CMFB or from generic transmultiplexer theory.
Multicarrier systems have been originally proposed to cope with mul-
tipath channels for which direct, full band equalisation was too complex.
Hence, this is the type of channel over which WPM is most likely to oper-
ate. In such environments, equalisation becomes a critical function of the
modulation scheme. Due to the symbols overlap in the WPM scheme, the
multiple paths of the channel create different interference in comparison
with OFDM. In particular, the loss of orthogonality between subcarriers
caused by such channel leads to the different levels of ICI and Inter-Symbol
inter-Carrier Interference (ISCI) depending on the modulation scheme con-
sidered.
4.1 System model and notations
This section introduces the system model, notations and assumptions used
in the remaining of this chapter. We consider here the case of a general
transceiver, and we will restrict our discussion on the WPM case later in
the chapter.
We consider the system model shown in Figure 4.1. It is a generic
transceiver with M sub-channels, each up-sampled by N at the transmit-
ter. In the case where the symbol length is longer than the number of
subcarriers, that is N > M , the system is commonly referred to as over-
sampled. Alternatively, the particular case where M = N corresponds to
critically down-sampled systems.
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Figure 4.1: System model of M-subband filter bank transceiver.
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4.1.1 Transceiver model
The system in Figure 4.1 can be represented as a MIMO system1. The
input and output of this MIMO system are the vectors x(n) and xˆ(n) re-
spectively defined as
x(n) = [x0(n)x1(n) . . . xM−1(n)] (4.1)
and
xˆ(n) = [xˆ0(n) xˆ1(n) . . . xˆM−1(n)]T , (4.2)
where n is the multicarrier symbol index.
Decomposing the transmitting filters Gk
(
z
)
into its polyphase compo-
nents Gk,l, we obtain
Gk
(
z
)
=
Loverlap−1∑
l=0
Gk,l
(
zN
)
z−l , (4.3)
where Loverlap is the number of successive symbols contributing to a single
block given in Equation (3.20) and
Gk,l
(
z
)
=
∑
n
gk
(
nN + l
)
z−n (4.4)
is the lth polyphase component of the kth subband filter gk(n). The trans-
mitter can then be modelled by an N × M polyphase matrix [47] given
by [
T(z)
]
n,m
= Gn,m
(
z
)
, (4.5)
where
[
T(z)
]
n,m
is the element of the n-th row, m-th column of the matrix
T.
The receiver can be modelled in a similar way with
Fk
(
z
)
= z−N+1
N−1∑
l=0
Fk,l
(
zN
)
z−l (4.6)
resulting in the M ×N polyphase matrix given by[
R(z)
]
m,n
= Fm,n
(
z
)
. (4.7)
1Recent wireless systems taking advantage of multipath diversity using multiple re-
ceive and multiple transmit antenna are also referred in the literature as MIMO. Here,
the term is meant literally, a system with multiple inputs and multiple outputs.
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4.1.2 Channel model
We assume here without loss of generality that the channel is composed of
a pre-cursor and tail part. We can express its transfer function as
cz(z) =
Ltailc∑
n=−Lprec
c(n) z−n , (4.8)
where c(n) are the channel impulse response coefficients, Lprec and L
tail
c are
the length of the pre-cursor and tail respectively, and the overall length of
the channel is Lc = Lprec + L
tail
c + 1.
As it is common, we assume the channel can be considered static during
the duration of one WPM subcarrier impulse. Note that strictly speaking,
this is more restrictive for overlapping modulations than for block mod-
ulation due to the extended length of the symbols. Straightforward cal-
culations can however show that the range of carrier frequency and speed
considered for most applications, channel coherency is more than sufficient
for the assumption to hold. The channel can be considered slowly varying
in comparison with the symbol duration and can therefore be modelled as
a locally Linear Time-Invariant (LTI) system.
For convenience, we will use matrix notation in the rest of this chapter.
Using polyphase notation and multirate theory identities [47], the channel
can be modelled as a pseudo-circulant N × N matrix C(z) whose general
expression depends on the polyphase components of the Channel Impulse
Response (CIR).
For instance, the N × L channel matrix2 takes the following form
C(z) =
266666666666664
c(0) · · · c(−Lprec ) 0 z−1c(Ltailc ) · · · z−1c(1)
... c(0)
. . .
. . .
. . .
...
c(Ltailc )
. . .
. . . z−1c(Ltailc )
0 0
...
. . .
. . .
...
...
. . .
. . . 0
z1c(−1) · · · c(−Lprec ) 0 c(Ltailc ) · · · c(0)
377777777777775
.
(4.9)
2In the representation of Equation (4.9), we have assumed Lc < N for the sake of
clarity.
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Figure 4.2: Illustration of notations used for characterising the channel
impulse response.
We further divide the matrix C(z) into its components in z as
C(z) =
gtailch∑
n=−gprech
Cn z−n , (4.10)
where Cn are real matrices independent of z and gch = g
pre
ch + g
tail
ch + 1 is
the number of blocks spanned by the channel impulse response. It can be
expressed as
gch =
⌈
Lprec
N
⌉
+
⌈
Ltailc + 1
N
⌉
, (4.11)
where the terms represent the block interference due to pre- and post-cursor
respectively.
4.1.3 Effect of the multipath channel
The M -input M -output MIMO system depicted in Figure 4.3 has a trans-
fer function that can be expressed as
xˆ = R(z)
[
C(z) T(z) x + w
]
, (4.12)
where w is a N ×1 vector of additional noise. Alternatively, we can rewrite
it as
xˆ = χ(z) x + wR , (4.13)
with χ(z) = R(z)C(z)T(z) and wR = R(z) w is the additional noise vector
at the transform input. Note that R(z) is unitary,
∥∥wR∥∥ = ∥∥w∥∥ and the
noise power is increased by the demodulation process.
62 Equalisation methods for WPM
T(z) C(z) R(z)
r
w
v
x xˆ
Figure 4.3: System model and signal of the multicarrier transceiver of
Figure 4.1 using polyphase matrices.
Considering the case of a memory-less channel where Lc = 1, the channel
matrix C(z) reduces to diagonal matrix c0 = c0 IN where IN is the N ×N
identity matrix. The transceiver response is then
χ(z) = R(z) c0 T(z)
= c0 R(z)T(z)
= c0 , (4.14)
where the equivalence between the two last lines is derived for the PR
condition equivalent to Equation (3.7).
In the general case of a multipath channel, we can rewrite χ(z) using
the expression of C(z) given in Equation (4.10) as
χ(z) = R(z)
[ gtailch∑
n=−gprech
Cn z−n
]
T(z)
=
gtailch∑
n=−gprech
R(z)CnT(z) z−n . (4.15)
The distortion created from the multipath channel can be better iden-
tified by decomposing the channel as the sum of the main path and other
paths, i.e.
C(z) = c0 IN +
gtailch∑
n=−gprech ,n6=0
Cn . (4.16)
Using this last expression, we can now rewrite χ(z) as
χ(z) = c0 +
gtailch∑
n=−gprech
R(z)CnT(z) z−n. (4.17)
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Clearly, the elements on the diagonal of the matrix c0 IM represent the
contribution of the transmitted signal to the received signal. The Right
Hand Side (RHS) of the equation is a polynomial in z whose coefficients in
z0 are the ISI terms and the coefficients of other powers in z are the ISCI
terms resulting from the channel.
4.1.4 Worked example: the 2-path channel
A better understanding of the multipath interference effect can be reached
by walking through the details of a simple 2-path channel case. Assuming
the (un-normalised) channel impulse response c(z) = 1 + a z−1, we can
express the channel matrix C(z) as
C(z) = C0 + C1z−1 , (4.18)
where C0 can be further decomposed as C0 = IM + CICI with CICI the
band diagonal matrix
CICI =

0 · · · · · · · · · 0
a
. . .
...
0
. . . . . .
...
...
. . . . . . . . .
...
0 · · · 0 a 0

(4.19)
and C1 has all its entries equal to zero except its top right one, i.e.[
C1
]
i,j
=
{
a for i = 0, j = M − 1,
0 otherwise . (4.20)
The effect of the CICI matrix is straightforward to understand. We can
start by the observation that the effect of the second path is to super-impose
a scaled version of the original transmit sequence delayed by one sample.
Hence, the non-null element on the row i of the matrix CICI is located at
the column (i− 1). The overall distortion of the channel on the transceiver
response is due to the fact these entries cause the product R(z) CISI T(z)
to be equal to an arbitrary polynomial in z instead of the unity as with a
perfect channel.
The extent of the ISCI can be further detailed by noticing that both
R(z) and T(z) are of order of Loverlap in z, and that our channel is of order
of 1. The RHS product of Equation (4.17) has therefore a maximum degree
in z of 2Loverlap. Consequently, even a channel with a limited memory as
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the one used in this example can cause ISCI of significant order. This is
clearly one major drawback of overlapping multicarrier modulation when
compared with block modulations.
4.2 Literature review
The previous section has characterised the effect of multipath channel on
multicarrier overlapping modulation. While we have not quantified the
amount of self-interference resulting in the propagation channel, one can
easily verify that even a mildly dispersive channel already creates sufficient
distortion to significantly limit the link throughput. The mitigation of such
interference is thus critical to the performance of the system, and the design
of a suitable equalisation method is required.
The literature addressing the problem of equalisation for WPM is al-
most inexistent. Uniquely, Lange and Ahrens compared Zero Forcing (ZF)
and Minimum Mean Square Error (MMSE) decision directed equalisation
for OFDM, FMT and WPM and concluded the overall performance was
quasi-independent of the modulation scheme [173]. A study of the equali-
sation techniques proposed for other modulations can indeed provide valu-
able insight on how to equalise WPM signals. The following sections give
an overview of these methods. We have divided the equalisation schemes
considered below into two categories according to their reliance or not on
redundancy. We then discuss which equalisation techniques are best suited
for WPM.
4.2.1 Equalisation without redundancy
A straightforward approach to equalisation of a multicarrier demodulated
signal consists in cancelling the interference through a linear combination
of the subcarrier symbols. While this is sometimes referred to as frequency
domain equalisation, we will prefer to use here the more accurate term of
post-detection linear equalisation. Sandberg and Tzannes et al. suggested
the use of such equalisation in the proposal of CMFB for DSL [64]. The
authors however concluded that optimum performance was achieved when
both a pre- and post-detection equaliser were used jointly. A comparison of
the efficiency and complexity of pre-detection, post-detection, and combined
equalisation techniques also for CMFB has been reported by Hawryluck et
al. [174]. For this modulation, the best complexity-performance tradeoff has
been obtained by using both pre- and post-detection equalisation simulta-
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neously. Viholainen et al. have reported similar satisfactory results when
using equalisation based on post-detection linear combining for CMFB also
for DSL applications [175].
Post-detection DFE has been proposed as an alternative to post-
detection linear equalisation for various modulation schemes [176–178].
Wang and Zhou even suggested a DFE detection algorithm for OFDM with-
out cyclic prefix [179]. The main advantage of this approach is that, assum-
ing error-free decisions, the symbols fed back to the equaliser are free from
noise. In [96] for instance, Benvenuto et al. compare three different DFE
architectures for a FMT receiver. Nedic and Popovic considered DFE for
OQAM as well [180]. It is clear that the results obtained for DFE are how-
ever only valid for a SNR high enough to approximate the error-free decision
assumptions. This is in fact critical to achieve good Bit Error Rate (BER)
performance since any error is back propagated through the equaliser feed-
back path, possibly resulting in a large burst of erroneous symbols.
Thanks to the high frequency domain localisation of FMT subcarriers,
Cherubini et al. were able to obtain good performance with a per-subcarrier
equalisation scheme using fractionally spaced DFE [97, Section 3]. Vander-
dorpe et al. also took advantage of the redundancy offered by oversam-
pling the received signal to build fractionally spaced equalisation based on
DFE [115]. In this approach, the receiver filter bank is channel dependent.
Each filter is in fact the fractionally spaced feed-forward matched filter of
the DFE. While this results in a near optimal performance, the correspond-
ing implementation complexity is tremendous. This is due for one part to
the fact that the computational complexity increases with the square of the
oversampling factor and for the other part because no fast algorithm can
be used for the resulting channel dependant filter bank.
4.2.2 Equalisation with redundancy
The majority of the literature on block modulation deals with OFDM and
DFT systems. For these block transforms, the classical approach to mul-
tipath interference mitigation consists in inserting a gap in time domain
between two consecutive multicarrier symbols. If this gap is at least as long
as the CIR, the channel is allowed to return to a non-excited state before
the next multicarrier symbol is transmitted. The use of the null gap, usually
denominated Zero Padding (ZP) appears the most intuitive. Alternatively,
the use a Cyclic Prefix (CP) for OFDM has shown numerous advantages.
In this approach, the initial multicarrier symbol is extended cyclicly over
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the duration of the inter-symbol gap. First, this redundancy can be used
to remove the interference due to the previous. In addition, the pseudo-
cyclicity makes the signal appear to be cyclic for the M -point DFT, hence
allowing us to equalise each carrier by the complex conjugate inverse of the
channel response at this particular frequency. The cyclic prefix approach is
used in many commercially deployed systems, most notably it is part of the
IEEE802.11a, IEEE802.11g, DAB and DVB-T standards [2–4,13].
The major disadvantage of the cyclic prefix method is the loss of through-
put it induces. Several authors have studied alternative solutions. Traut-
man et al. demonstrated that it was possible to design an OFDM system
without cyclic prefix that still exhibits improved performance compared
to the systems currently in use [54–57]. For this, they remarked that an
efficient equalisation could be achieved based on unused subcarriers. In-
deed, these unmodulated subcarriers can be considered as introducing some
redundancy in the signal. The main interest of the technique lies in the
fact that practical systems already have some unmodulated subcarriers and
therefore there is no need to sacrifice more bandwidth to allow for efficient
equalisation.
The general framework of ISI cancelling through pre-coding has been
proposed by [103–105]. It is shown that a redundancy of K = N − M
samples is sufficient to equalise most channels. FIR DMT transceivers are
considered by Scaglione et al. [107–109]. They have shown that a chan-
nel independent FIR transmitter-receiver filter bank pair can correct for a
channel of order Lc for N,M > Lc. Furthermore, they also confirm that a
redundancy of one can be used if Lc < N − 1.
Lin and Phoong discussed ISI-free filter bank transceivers for frequency
selective channels [111]. They also derived the optimal ISI-free DMT
transceiver in multipath channels with coloured noise [112]. In [113], they
presented a solution for perfect ISI cancelling using minimum redundancy.
They indeed demonstrated that most channels could be equalised if at least
one redundant sample per symbol was present, agreeing with the results of
Scaglione et al..
4.2.3 Equalisation schemes considered for WPM
Having reviewed the equalisation schemes used for both block and overlap-
ping multicarrier modulations, we discuss in this section their suitability for
WPM.
Equalisation schemes making use of redundancy in the transmit signal
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can be divided into two categories depending on whether the transmitter
has knowledge of the channel response in order to modify the subcarrier
waveforms or not. In the first case, the modification of the subcarrier wave-
forms is likely to prevent the use of the efficient implementation provided by
the WPT. In the second category, redundancy is usually achieved through
duplication of samples (i.e. use of a CP) or insertion of a known sequence
(ZP). In either case, the equalisation as such is performed at the receiver.
Let us now consider the equalisation schemes not requiring redundancy.
While the literature has showed that this approach makes perfect equalisa-
tion impossible for many channels, it has however the advantage of requiring
minimal modification to the transceiver architecture. Consequently, none of
the advantages of WPM discussed in Chapter 3 are lost3. For this reason,
we have chosen to focus on the equalisation methods that do not require the
introduction of redundancy at the transmitter. While it could be argued
that reaching a better equaliser performance might be worth loosing the low
complexity and flexibility advantages provided by the WPT, we believe that
in such situations other multicarrier schemes with much higher frequency
localisation such as CMFB and FMT are likely to be a better choice than
WPM.
4.3 Post-detection linear equalisation
Post-detection linear equalisation aims at cancelling both ISI and ISCI re-
sulting from the distortion caused by the propagation channel by linearly
combining the output of the receiver filter bank. The overall system can
therefore be represented as shown in Figure 4.4, where E(z) denotes the
equaliser polyphase matrix.
The overall transfer function χe of the transceiver with equaliser can
then be expressed as
χe(z) = E(z) R(z) C(z) T(z). (4.21)
Clearly, perfect equalisation is achieved if χe(z) = IM . As we have seen,
the transceiver response over a multipath channel can spread over a number
of multicarrier symbols. Perfect equalisation therefore requires the equaliser
E(z) to have an order in z equal to R(z) C(z) T(z) which is roughly 2L0−1.
Each term of the polynomial being a full range M ×M complex matrix, the
resulting computational complexity makes the system totally impractical.
3Except, of course, for the PR because of the nature of the channel.
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Figure 4.4: Equivalent model of transceiver with post-detection equalisa-
tion using polyphase matrices.
In order to circumvent this issue, we can observe that the interference
caused by multipath channels come mostly from the adjacent subcarriers
and adjacent multicarrier symbols. Hence, we can restrict the objective of
the equaliser to minimise the interference from say, the ηt adjacent subcar-
riers in ηf adjacent multicarrier symbols xˆ. The resulting post-detection
equaliser structure for each subcarrier is depicted in Figure 4.5. For con-
sistency reasons, the same structure is used for the subcarriers at the edges
of the spectrum, i.e. the highest (resp. lowest) index subcarrier symbols
contributing to the equalisation of the lowest (resp. highest) index subcarri-
ers. The corresponding equaliser polyphase matrix E(z) is therefore pseudo
band-diagonal, i.e. it has a (2ηt + 1) element-wide diagonal which is folded
for the first and last rows, i.e.
E(z) =
26666666666666666666664
E0,0(z) · · · E0,ηt 0 E0,−ηt (z) · · · E0,−1(z)
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EM−1,−1(z) · · · EM−1,ηt (z) 0 EM−1,−ηt (z) · · · EM−1,0(z)
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.
(4.22)
4.3.1 On the dimension of a sub-optimal equaliser
The complexity of the post detection scheme is proportional with both ηt
and ηf . Hence, evaluating the range of both these parameters will give us
an insight into the equalisation complexity.
For perfect equalisation, the number of taps ηt should equal the number
of interfering symbols. The length of each symbol after propagation through
the channel is
Lrecsymbol = Lsymbol + Lc − 1 , (4.23)
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Figure 4.5: Structure of the post-detection linear equalisation for the i-th
subcarrier.
where Lsymbol is the symbol length. The number of blocks this duration
corresponds to is
Lrecblock =
⌈
Lrecsymbol
M
⌉
= (L0 − 1) +
⌈
Lc − L0 − 1
M
⌉
, (4.24)
where Lsymbol has been replaced by its expression in Equation (3.19). The
second component of Equation (4.24) can be approximated to unity for the
Lc in the range L0+1 to L0+M+1, resulting in the simplified approximation
Lrecblock = (L0 − 1).
4.3.2 Computational complexity
The complexity of the post detection equaliser is straightforward to calcu-
late. The computational load for each subcarrier corresponds to the appli-
cation of 2ηt+1 FIR filters of 2ηf+1 complex taps. For the overall equaliser,
there are M subcarriers and the relative symbol rate is 1M . Hence, the over-
all complexity of the equaliser expressed in the number of operations per
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input sample is
CPost−deteq =
{
4ηf (2ηt + 1) additions
4 (2ηf + 1)(2ηt + 1) multiplications
(4.25)
This complexity is better illustrated by comparing it to the complexity of
the receiver WPT. We use as reference the number of operations required by
the direct filter pair implementation of the WPT given by Equation (3.28).
However, this result corresponds to the processing of a real signal. A factor
of 2 must be applied to take into account the complex signal considered
here.
The results are illustrated in Figure 4.6 for various equaliser size (ηf , ηt)
and wavelet filter length L0. It appears that the complexity of the equaliser
is of the same order of, or over, the complexity of the receiver transform.
As a general trend, the relative complexity of the equaliser decreases as
the transform size increases. This is due to the fact that the equaliser
complexity is independent of the transform size. Overall, the complexity of
the equaliser is several times the complexity of the whole transform for the
small value of L0 = 6, and it reaches over an order of magnitude for longer
overlap of L0 = 16 and small transform sizes.
We have seen that the increase of L0 translates in better frequency
localisation at the price of a higher complexity for the corresponding trans-
form. On the other hand, this energy containment in the frequency domain
should lead to lower inter-subcarrier interference, hence requiring a smaller
equaliser size in the frequency domain. Overall, this implies that under an
implementation complexity constraint, there might be an optimum design
trade-off between wavelet filter length and equaliser size. This is further
discussed in Section (4.5.6).
4.4 Distributed multi-resolution equalisation
The previous section has dealt exclusively with the post-detection equali-
sation methods. As previously outlined, this approach is actually the foun-
dation of the of the multicarrier concept, and this is therefore why the
pre-detection equalisation does not make any sense. However, the archi-
tecture of the WPT offers an intermediate solution. The multi-resolution
property, in particular, presents the advantage of allowing a progressive ap-
proach to the equalisation problem. Furthermore, the fact that the WPT is
organised as consecutive, independent stages, allows us to access the signal
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Figure 4.6: Computational complexity of post-detection equaliser com-
pared with the complexity of the receiver WPT
at multiple rates without the need to significantly modify its fast imple-
mentation, merely breaking it up into independent stage processing blocks.
In the remainder of this thesis, we will refer to this scheme as distributed
equalisation in regard to its architecture.
4.4.1 Distributed equaliser architecture
The smallest granularity of the WPT is the elementary block. This is there-
fore the level where we would like to perform equalisation. We have iden-
tified three possible alternatives to do this. They are illustrated in Fig-
ure 4.7.
Figure 4.7(a) corresponds to the pre-elementary block equalisation.
The major drawback of this approach is that it does not actually take ad-
vantage of the signal processing provided by the elementary block itself. In
Figure 4.7(b), on the other hand, we have placed the equaliser directly
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Figure 4.7: Equalisation of a single elementary block
after the QMF pair, before the down-sampling process. As a result, the
equalisers are each working on half of the signal bandwidth and equiva-
lently, are fractionally spaced equalisers. Finally, Figure 4.7(c) has the
equaliser placed after the pair of downsamplers. The equalising filters are
therefore full-band sample-spaced equalisers but each has only to equalise
half of the pre-elementary block channel bandwidth. The differences be-
tween these architectures from a system point-of-view are discussed further
in the following section.
4.4.2 Structure of equaliser blocks
From the three options described above, we will not pursue the first one fur-
ther, since it corresponds to the well-known case of a single carrier equal-
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elh(z)
ell(z)
ehh(z)
Figure 4.8: Generic structure of a 2-input 2-output FIR equaliser.
isation. It can also be observed that when the equalisation takes place
between two stages of the transform, the equaliser can be considered either
as a post-equaliser of the first stage or the pre-equaliser of the second one.
For the two cases of interest, the equaliser can be represented by the most
generic structure of a 2-input, 2-output system with memory. Equivalently,
this can be represented by a set of four filters as shown in Figure 4.8.
The role of the filters ell(z) and ehh(z) is to remove the ISI on each branch
of the elementary block. Alternatively, ehl(z) and elh(z) are responsible
of mitigating the inter-branch interference created by the channel, hence
they attempt to re-establish the orthogonality which might have been lost
due to the channel distortion. Furthermore, we can distinguish between
two modes for this equaliser, depending on the desired trade-off between
processing complexity and performance. The first one implements the full
4-filters system and the second, sub-optimal one implements only the two
direct filters hence not providing any inter-branch interference cancellation.
These two modes will be respectively denoted per elementary block and per
branch.
The two last schemes of Figure 4.7 differ only by the position of the
equaliser relative to the downsamplers. In the case where the equaliser
is ahead, it has to compensate for the channel distortion after the two half
band filters of the elementary block. Hence, the equivalent resulting channel
impulse response on the low-pass (resp. high pass) branch has the same
length as the full band channel, and the equaliser will only compensate for
the lower (resp. upper) half of the its frequency response. This can be seen
has a fractionally-spaced (double rate) subband equalisation. The second
approach, on the other hand, results in the sample-spaced equalisation of
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each half band. In the latter the equivalent channel is a lowpass (resp. high
pass), downsampled version of the full band one.
4.4.3 Implementation and complexity
The complexity of the overall distributed equaliser is straightforward to
calculate. We assume for the sake of simplicity that all filters of a given
equaliser sub-block j use the same number of taps neq(j). In the same way as
we expressed the complexity of the WPT, the overall equaliser complexity4
is
Cdisteq = γmodeeq
J∑
j=1
neq(j) , (4.26)
where γmodeeq is a correction factor for the mode of equalisation used, i.e.
γtypeeq equals 2 for the per elementary block mode and 1 for the per branch
mode.
For the same reason as the WPT, this complexity grows logarithmically
with the transform size. However, it must be noticed that the number
coefficients of the equaliser itself does grow linearly. This is not a problem
for the coefficient calculation algorithm because each sub-section can be
treated independently as an equaliser of small size. On the other hand, this
might be of concern due to the amount of online storage required.
Finally, it must be outlined that both modes of operations results in
the same computational complexity. If the equaliser is located before the
downsampler, one out of two output samples need to be calculated. Alter-
natively, if the equaliser is placed after the downsampler, the equaliser needs
to be half the length to have an equivalent correction capability. Altogether,
the choice of either solution might be done according to some criteria other
than complexity. One possible advantage of placing the equaliser before
the downsampler is that the actual phase of the signal could be determined
automatically by the equaliser training algorithm. The iteration of the sam-
ple phase selection over the whole transform will lead to the correct time
alignment of the multicarrier symbol. Synchronisation issues are discussed
further in Chapter 6.
4This complexity is calculated here as the number of taps a filter running at the
channel sample rate will have.
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4.5 Simulation results
The performance of the different equalisation schemes discussed in the first
part of this chapter have been evaluated through simulation. Although nu-
merous wavelet based libraries and tools are freely available, none was suit-
able for the simulation of multicarrier modulations. Therefore, the author
has developed his own simulation environment in MATLAB. It is especially
well suited for the comparison of performance of multicarrier modulations,
including OFDM, WPM and CMFB. Furthermore, the open structure al-
lows to quickly add, test and compare new modulation schemes and equal-
isation methods.
The simulation results presented in the remainder of this thesis have
been obtained through Monte-Carlo simulations. In all cases, the simulation
has been run for long enough to ensure that the variance of the results is
sufficiently small. In the case of very low BER, in particular, this has led
to a processing time in the orders of weeks.
In order to facilitate the comparison between the various scenarios, a
common channel model must be used. This issue has been addressed by
standardisation committees by issuing a set of test channels. The limita-
tion of this approach lies in the fact that each set is well defined for the
bandwidth and frequency band targeted by the standard in question. We
therefore preferred here to make use of more generic but realistic enough
channel model. Consequently, we chose to model the multipath channel
as with an exponentially decaying power profile as proposed by Saleh and
Valenzuela [181] for indoor propagation. We further assume that the chan-
nel is made of one single cluster of propagation paths. The extension to
multiple clusters is trivial. However, it does not present much interest in
this study since we are interested is performance comparison between mod-
ulations and not quantitative performance for a given propagation channel.
The exponentially decaying channel is modelled as a FIR filter whose
time-invariant tap coefficients ci can be expressed as [181]
C(z) =
∑
i
ci z
−i (4.27)
with
ci = ejθi exp
(−i
τ0
)
(4.28)
where the phase θi of the paths are randomly distributed over the interval
[−pi, pi]. The decay factor τ0 is taken equal to 3, and the number of pre-
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and post cursor paths are Lc,pre = 0 and Lc,post = 15. Finally, all the
simulation results are obtained as the average over a sufficient number of
different channels to be statically meaniful.
It must be highlighted that we have used a time invariant channel. While
this is clearly not a common assumption when modelling wireless multi-
path channels, this choice has been made in order to avoid taking into
account equaliser tracking performance issues. The results obtained cor-
respond therefore to the scenario of a time-varying fading channel where
the equaliser would perfectly track the channel response. This eases under-
standing while avoiding considering numerous time-varying issues.
4.5.1 Equaliser training method
By nature, equalisers require their taps to be calculated for the channel at
hand. This can be achieved in various ways. To avoid convergence issues,
we assume here that an infinite, pseudo-random training sequence is used.
As we have also assumed time-invariant channels, the equaliser taps do not
need to be adapted as it would be the case in an actual system.
The two most commonly used adaptive training methods are Least Mean
Square (LMS) and Recursive Least Square (RLS) [182]. The former has
a lower computational complexity but suffers from slow convergence. The
latter achieves faster convergence but at the cost of must higher complexity.
In the remainder of this chapter, we chose to adjust the equaliser taps
using the LMS algorithm. The iteration step µ has been taken as to ensure
that the algorithm has converged and reached its optimum for the number
of training symbols available.
4.5.2 Effect of post-detection equaliser size
We first illustrate the effect of the size of post-detection equaliser in both
time and frequency domain. Figure 4.9(a) depicts the equalised signal
SNIR as a function of the number of taps in the time domain ηt and for
ηf = 0, 1, 2 or 3 subcarriers from each side. This particular scenario makes
use of the WPM(coif3, 64) modulation with linear combining post-detection
equalisation.
The results obtained show that for the channel model considered, the
equalised signal SNIR reaches a maximum when the equalising filter has
a particular number of taps. For the scenario simulated here, this max-
imum is found to be for ηt being between 3 and 4. For equalisers using
longer filters, the SNIR decreases more or less linearly. This behaviour is
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Figure 4.9: Comparative performance of post-detection equalisation of
WPM(coif3, 64) modulation as a function of the number of equaliser taps
ηt in the time domain and with the number of taps ηf in the frequency
domain as parameter.
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explained by the fact that, after the optimal length, the use of additional
taps contributes only by bringing noise to the equaliser output. Indeed, it
can be noticed that the slope of the curves is a linear function of the number
of adjacent subcarrier symbols used. This limitation of the post detection
linear equaliser has motivated the use of DFE instead.
For comparison, Figure 4.9(b) displays the performance of the same
system when DFE is replacing the linear equaliser. The performance is
similar to the linear equaliser case for short equalisation filters but for long
filters, there is no decrease of SNIR thanks to (still under the assumption
there are no decision errors) the removal of interference and noise by the
decision device.
Figure 4.10 offers another view of the same simulation results. The
SNIR of the signal at the equaliser output is plotted here as a function of
the number adjacent subcarriers ηf contributing of each side, for different
length of the equaliser filter ηt. For all filter lengths, the performance of
the equaliser clearly improves with the number of adjacent subcarriers con-
sidered. This increase however is not linear. While about 2 dB is gained
from adding the adjacent subcarriers from each side (i.e. for ηf increas-
ing from 0 to 1), there is almost no gain for adding another one. Adding
a third subcarrier each side results in an increase of the signal SNIR of
about 1 dB. This behaviour indicates the ISI caused by the propagation
through the channel affects the subcarriers more, using the same filter in
the final stage of the WPT. This property can in fact be used to reduce
the overall equaliser complexity (or equivalently increase the performance
for given complexity) since the equaliser filters can be used on the adjacent
subcarriers contributing the most.
4.5.3 Effect of the different wavelets
As discussed in Section (3.3.2), within a given wavelet family, the use of a
higher order wavelet leads to a better frequency domain localisation at the
expense of its time domain localisation. We have established the complexity
of post-detection equaliser depends on both time and frequency localisation
the subcarriers. Hence, it is worthwhile to study here the efficiency of post-
equaliser of different sizes for wavelets of different orders.
Figure 4.11(a) displays the SNIR at the output of the post-detection
linear equaliser as a function of the order of the wavelet in the Daubechie
family. The different curves correspond to different combination of the
equaliser size with both ηt and ηf ranging between 0 to 2. The first point
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Figure 4.10: Comparative performance of post-detection linear combining
equalisation of WPM(coif3, 64) modulation as a function of the number of
equaliser taps ηt in the frequency domain and with the number of taps ηf
in the time domain equal to 1, 4 and 7.
to notice is that the three curves corresponding to the case where no adja-
cent symbols are used (ηf = 0) shows an increase in SNIR when the order
of the wavelet increases up to the wavelet order equal to 4, but remains ap-
proximately constant for higher orders. Alternatively, the cases where 1 or
2 adjacent subcarriers feed the equaliser do not exhibit this threshold effect,
the SNIR increases monotonically with the order of the wavelet. The gain
resulting from moving from WPM(db1) to WPM(dB10) modulation varies
between 0.5 and 2 dB depending on the equaliser size considered. However,
there is almost no improvement resulting from increasing the width of the
equaliser to a second adjacent subcarrier. This indicates that in this par-
ticular scenario, the inter-carrier interference is limited to the first adjacent
subcarrier.
Figure 4.11(b) plots the same results but the five members of the
Coiflet family. Overall, the curves exhibit a behaviour very similar to the
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Daubechie family, although with an absolute SNIR 0.5 dB higher. The gain
provided by increasing the wavelet order is however lower, ranging only from
0.3 to 1.5 dB. This is particularly interesting since, according to Table 3.1,
the length L0 of Coiflet wavelet increases 3 times faster than the Daubechie
one (L0 is equal to 6N and 2N respectively). Even taking into account the
fact that the Daubechie family has twice as many members than the Coiflet
one, it appears that the former family provides a better complexity versus
performance ratio.
4.5.4 Effect of transform size
Most of the results presented so far have been obtained for a transform size
M equal to 64. This choice of the same transform size aimed at allowing
direct comparison of the different equalisation schemes, and a size of 64 rep-
resents a good compromise between complexity and subcarrier bandwidth.
Nevertheless, it is interesting to quantify the effect of the transform size on
the performance of the equaliser. In the subsequent analysis, we restrict
ourselves to the post detection linear equalisation scheme since the inherent
structure of the distributed equalisation scheme makes these results readily
available5.
We first analyse the performance of a post linear-equaliser using only
one adjacent subcarrier (ηf = 1). Figure 4.12(a) shows the SNIR of the
equalised signal as a function of the number ηt of time-domain adjacent
multicarrier symbols used by the equaliser. Each curve corresponds to a
different transform size. As it could be expected, the performance of the
equaliser increases till ηt reaches an optimum value. Beyond this optimum,
increasing the number of taps does not further improve the equaliser per-
formance. Since the channel impulse response has a fixed length of 16 taps,
its length relative to the transform size changes, resulting in this optimum
to change accordingly. It spans the range ηt = 3 down to 1 for M varying
from 8 to 256.
The second important behaviour to notice is actually far more surprising.
For the scenario considered here, the maximum signal SNIR obtained for
sufficiently long equalising filter is decreasing as the size of the transform
increases. This indicates that the ICI interference does not decrease as
the subcarrier bandwidth decreases, as it is normally expected for other
overlapping modulations.
5This is discussed in Section 4.5.5
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Figure 4.11: Comparative performance of post-detection equalisation of
WPM as a function of the order of the wavelet considered. The channel has
an exponentially decaying profile with the decay factor τ0 = 2, 16 random
phase paths and 20 dB SNR.
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Another illustration of this fact can be obtained from studying the gain
in equaliser performance due to the increase in the number of adjacent sub-
carriers considered. Figure 4.12(b) displays the equalised signal SNIR as a
function of the equaliser half width ηf . Here again, each curve corresponds
to a different transform size. Two different trends can be observed. For
transform of size 8 and 16, the equaliser performance appears to saturate
for higher values of ηf . This can be explained by the fact that, with a chan-
nel impulse response of 16, the equaliser length ηt is too small for equalising
the channel. Hence, increasing the number of adjacent subcarriers does not
help since interference caused by other multicarrier symbols cannot be re-
moved. For larger transforms, the performance of the equaliser increases
with ηf , indicating that having η = 1 does not limit the performance for
the particular combination of transform size and equaliser width considered
here. The fact that the equaliser performance increase with ηf for all the
larger size transforms confirms that the ICI does not decrease when the
subcarrier bandwidth gets narrower.
Overall, the fact that the assumption of that frequency localisation in-
creases with transform size does not hold for WPM, makes this modulation
scheme stand apart from others such as OQAM and CMFB. A direct con-
sequence is that equalisation of frequency selective channel might not be
more efficiently performed by increasing the transform size. Incidently, it
also indicates that the post-detection equalisation schemes commonly used
for other multicarrier modulations might not be the best choice for WPM.
4.5.5 Distributed equalisation
This section provides an analysis of the performance of the distributed
equalisation method proposed in Section 4.4. The objective is first to eval-
uate the efficiency of the method proposed and secondly to quantify the
effects of the different system design parameters. Here again, we make use
of the 16-path, random phase, exponentially decaying power profile with
τ = 2 for the sake of consistency.
The first analysis we want to make is again related to the length of
the equalising filters. Figure 4.13(a) depicts the performance of the dis-
tributed equaliser in term of SNIR at the output of each sub-section of the
equaliser, and for different length of the equalising filters. Note that for con-
sistency with the post-detection equalisation schemes, the number of taps
is chosen equal to 2ηt + 1, with the equaliser main tap being in the centre6.
6The group delay is η, the equaliser taking as input as many symbols before and after
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Figure 4.12: Comparative performance of post-detection linear equalisa-
tion of WPM for different transform sizes.
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Due to the nature of this equalisation scheme, the number of taps of each
equaliser sub-section can be set differently for each stage. Hence, we indi-
cate the characteristics of the equaliser as a vector with J component, one
for each stage. In addition, we will consider here two equaliser structures:
per elementary block and per branch.
Figure 4.13(a) shows the SNIR of the signal at the output of each of
the equaliser sections. Each curve corresponds to an equaliser of different
size, the last having a different number of taps for each section. The SNIR
for the points at stage index 0 corresponds in fact to the signal transform
input and have been added for information. The first trend to observe is
that the signal SNIR is improved mostly by the first stage. In the smaller
equaliser case, consecutive stages improve the signal quality slightly. For
larger equalisers, on the other hand, the following stages lead to a reduction
of the signal quality.
Figure 4.13(a) offers a similar view but for wavelets of different order.
The gain due to the increase of order is visible but remains limited in the
regard of the gain due to the equaliser size increase. In addition, it can
be noticed that the case of non-equal length equaliser between stages does
not bring any loss in performance. Hence, it appears computationally more
effective to have longer equalisation filters at the first stage, and shorter
ones for the following stages.
Overall, it must be noted that the SNIR obtained by the distributed
equaliser are sensibly higher than for the post-detection schemes, although
far from coming close to perfect equalisation. The comparison between the
schemes is extended to their relative performance versus complexity trade-
off in Section 4.5.6.
4.5.6 Performance-complexity tradeoff
Section 4.5.3 showed that the equalisation performance improved as the re-
sult of increasing the equaliser size and the wavelet order respectively. Since
both approaches have a cost in implementation complexity, it is interest-
ing to compare here which one represents the best performance-complexity
tradeoff.
The first performance versus complexity plots offers a comparison be-
tween two families of wavelets: Daubechies and Coiflet. The equaliser per-
formance data has been extracted from the previous sections. The com-
the equalised symbol.
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Figure 4.13: Comparative performance of distributed equalisation. The
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Figure 4.14: Performance versus complexity analysis of various equalised
WPM schemes. The complexity is calculated as the total number of opera-
tions (additions and multiplications) required to implement the WPT and
the equaliser.
plexity has been calculated as the total amount of operations7 required to
process each equalised symbol. The results are depicted in Figure 4.14.
Each curve corresponds to a WPM modulation scheme using a different
combination of wavelet family and equaliser size. Within each curve, the
different points correspond to a given wavelet order N within the family,
with N between 1 to 10 for Daubechies and 1 to 5 for Coiflet respectively.
Two main trends can be extracted from this figure. First, we can notice
that for the two smallest size of equaliser, the Daubechie family generally
outperforms the Coiflet one for a given complexity. Only in the case where
optimum performance is required without concern for complexity the latter
appears to be a better choice. The second characteristic emphasised by
this figure concerns the (5× 5)-tap equaliser. With this equaliser size, both
wavelets offer very similar complexity-performance tradeoffs, although an
increase of the wavelet order does not lead to much gain in signal SNIR.
7This corresponds to the sum of real addition and multiplications.
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4.6 Chapter summary
This chapter has discussed the equalisation of WPM signals affected by the
propagation through a multipath channel. We started by describing the
effect of such a channel on overlapping modulation, emphasing that the
symbols overlap results in more severe interference than for block multi-
carrier modulations. We pursue by reviewing the equalisation methods for
WPM proposed in the literature as well as for other multicarrier schemes.
We discussed the theoretical advantage of using several of these methods
within a WPM link. We argued that the introduction of redundancy in the
transmit signal is likely to prevent keeping the good properties of the WPT,
hence we chose to focus on equalisation schemes not requiring the addition
of any signal redundancy.
We analysed in detail two alternatives to the equalisation problem. First,
we reviewed the most straightforward method of post-detection linear com-
bining equalisation. The complexity evaluation showed that practical sys-
tems have to rely on sub-optimum schemes since full equalisation is too
complex to be considered in practise. The results obtained show that, al-
though the equaliser provided a significant gain in the signal SNIR, we are
far from coming anywhere close to perfect equalisation for the equaliser of
practical size.
To overcome this limitation, a new equalisation scheme has been specif-
ically designed for WPM. This approach, which we denoted distributed
multi-resolution equalisation, takes advantage of the multi-resolution prop-
erty of the WPT. We demonstrated that better performance and complexity
could be achieved when compared with the post-detection scheme.
The equalisation of WPM signals distorted by multipath interference
has proved to be computionally expensive. From one side, this modulation
does not present enough frequency domain containment to benefit from the
simpler, per-carrier post-detection equalisation approach proposed for in-
stance for CMFB and OQAM. On the other, the overlapping of consecutive
symbols prevents the design of an efficient method such as the single tap
one used for OFDM with a cyclic prefix.
In comparison to OFDM with CP solution, WPM shows an advantage
for channels with a very large delay spread. For such channels, the use of a
CP results in either a large throughput loss or the use of a large size trans-
form. For WPM however, the overlapping causes inter-symbol interference
spread over several symbols even for channels with a small delay spread.
As a direct consequence, the same equaliser can handle channels with im-
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pulse response length on the order of the transform size. The removal of the
channel delay spread constraint of the transform size gives more flexibility
to trade performance versus complexity.
The mitigation of multipath channel interference in WPM is without
doubt the domain where most work remains to be done. Several approaches
appear to be particularly promising. Daly et al. proposed for instance to
choose the bandwidth decomposition minimising the overall interference for
the channel at hand [135–137]. This approach could be extended by con-
sidering as well the use of a distributed equaliser. The decomposition tree
could therefore be selected according to a performance and complexity cri-
teria. It would indeed be interesting to compare the optimum tree obtained
with and without using equalisation.
An alternative approach would be to study the possibility of introduc-
ing redundancy within the wavelet transform itself. From a mathematical
perspective, this can be achieved by using an over-complete basis. Such
bases are referred to in the wavelet literature as frames [143]. The impli-
cation of using such a transform as the core of a multicarrier modulation
scheme would need to be studied in depth, with particular attention given
to the recovery of the original decomposition after propagation through a
multipath channel.
5Robustness of WPM-based systems
The previous chapter has considered the effect of channel distortion and
noise addition on a WPM communication link. Practical systems are sub-
ject to various types of other impairments. They can be divided in two
categories: internal or external to the system. This chapter analyses the
effects of both types.
The first type comprises impairments caused within a link due to the
imperfection of some of its functional blocks. We study here the case of
sampling synchronisation error, carrier frequency offset and radio-frequency
power amplifier distortion. The second type includes impairments caused
by external systems. This is illustrated here by studying the disturbance
resulting from three typical wireless communication scenarios where radio-
frequency interference is present at the receiver.
5.1 Sampling phase offset
The performance of a communication link is highly dependant on the correct
synchronisation of the receiver on the incoming signal. The synchronisation
system of a radio receiver has to adapt to both time and frequency off-
sets. As these offsets are usually time-varying, the synchronisation process
is usually divided into two phases: initial estimation and tracking. Synchro-
nisation algorithms have therefore to compensate for sampling clock phase,
sampling clock frequency, carrier phase and carrier frequency offsets.
Multicarrier modulations are by nature more sensitive to synchronisation
errors than single carrier ones [183]. As little work has been reported on
the subject, we analyse in this section the effect of a clock sampling phase
offset on WPM. We compare the results with OFDM as this is currently
the state of the art for the multicarrier modulation.
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5.1.1 System model
To understand the effect of sampling phase offset, we must recall that the
transmit signal y(t) can be written as
y(t) =
∑
n
M−1∑
k=0
xk[n]ϕk(t− nM T ) , (5.1)
where n is the multicarrier symbol index.
The signal of the subcarrier k0 at the output of the receiver transform
is
x˜k0(t) =
L−1∑
q=0
y˜(t− qT ) ϕ˜k0
[
q
]
. (5.2)
The estimate of the k0-th subcarrier symbol on the n-th multicarrier
symbol x˜k0(n) is obtained by sampling the signal xˆk0 at M T interval, i.e.
x˜k0 [n] = x˜k0
(
τ + nM T
)
, (5.3)
where τ is an arbitrary sampling delay. Replacing x˜k0 in this last relation
by its expression given in Equation (5.1), we obtain
x˜k0 [n] =
L−1∑
q=0
y˜
(
τ + nM T − q T ) ϕ˜k0 [q] . (5.4)
Assuming an Additional White Gaussian Noise (AWGN), we can expand
the expression of x˜k0 [n] by replacing y˜ by its expression in Equation (5.1).
This results in
x˜k0 [n] =
L−1∑
q=0
∑
n
M−1∑
k=0
xk[n]ϕk(τ − q T ) ϕ˜k0 [q] + wk0 [n] , (5.5)
where the term wk0 [n] is the noise contribution on the k0-th subcarrier.
We can decompose the arbitrary delay τ into the sum τ = τ0+∆τ where
τ0 is the delay resulting in perfect signal reconstruction. We then have
L−1∑
q=0
ϕk(τ0 − q T ) ϕ˜k0
[
q
]
= δ
(
k0 − k
)
. (5.6)
Re-arranging the order of the sum and changing the time basis, we can
now rewrite Equation (5.5) as a function of the sampling phase offset ∆τ .
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This can be verified to result in the following relation
x˜k0 [n0] = xk0 [n0] Ψk0(∆τ)
+
∑
n6=n0
M−1∑
k=0
xk(n) Φ
n0,n
k,k (∆τ)
+
M−1∑
k=0, k 6=k0
xk(n) Φ
n,n
k,k0
(∆τ) , (5.7)
with Ψnk (∆τ) and Φ
n0,n
k0,k
(∆τ) being the auto- and cross waveform detector
output values at the erroneous sampling offset ∆τ , i.e.
Ψnk (∆τ) =
∑
q
ϕnk
(
∆τ − q T ) ϕ˜nk [q] and (5.8)
Φn1,n2k1,k2 (∆τ) =
∑
q
ϕn1k1
(
∆τ − q T ) ϕ˜n2k2 [q] . (5.9)
Equation (5.7) is decomposed into the sum of three terms, each corre-
sponding to a distinct type of interference. There is first a gain loss in the
recovery of the symbols of interest xk0 [n], an inter-carrier interference term,
and an inter-symbol inter-carrier interference contribution. This last term
originates from the symbol overlapping and thus does not exist in OFDM1.
Hence, the sensitivity of WPM is expected to be higher than for OFDM.
It can be noticed from Equation (5.9) that the SNIR degradation de-
pends on the functions Ψlk and Φ
n1,n2
k1,k2
, which depend on the subcarrier index
k. The SNIR of the multicarrier signal can be obtained as the average of
the SNIR over each individual subcarrier. Due to the complexity of the an-
alytical closed form, the sensitivity of each modulation scheme to sampling
instant error has been obtained by simulation.
5.1.2 Numerical results
Numerical results have been obtained through simulations. Figure 5.1
reports link BER as a function of the sampling phase offset normalised to
the sampling period. For this particular simulation, the channel is modelled
as AWGN with 40 dB SNR. As it was expected, due to the overlapping of
symbols, WPM is more sensitive than OFDM to an imperfect sampling
instant. A BER of 10−4 is achieved for OFDM at a normalised sampling
1In fact, the first (resp. last) samples of a block depends of the previous (resp. next)
blocks, but this contribution is negligible when compared to overlapping modulations
schemes.
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Figure 5.1: Sensitivity of different WPM(16) schemes versus OFDM(16,
0) schemes to sampling phase error, expressed as the link BER versus the
normalised sampling phase error. All subcarriers are QPSK modulated and
the SNR is equal to 40 dB.
error of 27%, while WPM(db2) requires less than 21%. For the two other
WPM schemes, the error tolerated is slightly lower, with a maximum of
about 18%.
Additional results on the sensitivity of WPM to sampling instant error
as a function of the wavelet order is given in Figure 5.2. The order of
the wavelet appears to have little influence. Only WPM(coif1), the lower
order of the family, is capable of tolerating a 2% higher phase error than
the others. Hence, there is no clear relationship between the order and
sensitivity level for the Coiflet wavelet. Additional simulation results for
Symlet wavelets not reported here to have led to draw identical conclusions.
The higher sensitivity of WPM implies that a more robust sampling
instant synchronisation scheme is required in comparison with OFDM. On
the other hand, the multi-resolution structure of the wavelet packet wave-
forms have shown to offer opportunity for improved synchronisation algo-
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Figure 5.2: Sensitivity of WPM(32,coifN) schemes to sampling phase
error as a function of the wavelet order N = 1 to 5, expressed as the link
BER versus the normalised sampling phase error. All subcarriers are QPSK
modulated and the SNR is equal to 20 dB.
rithms [184–186]. This has been exploited for instance in the case of WPM
by Luise et al. [187, 188] where the proposed synchronisation scheme has
shown enhanced performance that could compensate for the sensitivity of
WPM to synchronisation errors.
5.2 Non-linear power amplifier
OFDM modulated signals exhibit a high Peak-to-Average Power Ratio
(PAPR) [189, 190]. This implies that the signal path must present a high
dynamic range in order to avoid causing distortion. This is of concern
in power-limited communication devices since the energy consumption and
cost of radio-frequency amplifiers increases with the need for higher linear
dynamic range. No work on this issue has been reported in the literature
specifically for WPM, though the use of a wavelet packet derived pulse over
non-linear satellite communication channels has been proposed by Dovis et
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al. [191]. We first evaluate the PAPR of WPM modulated signal since it
gives an indication of the dynamic range spanned by the modulated signal.
The actual sensitivity of different WPM schemes to non-linearity distortion
is then analysed for a simple, memory-less power amplifier model.
The peak-to-average power ratio of a multicarrier modulated signal
can be derived from the instantaneous power Probability Density Func-
tion (PDF). Using the central limit theorem, this function is usually as-
sumed to be equivalent to a Rayleigh distribution [189]. A similar approach
is valid for WPM signal since no assumption on the waveforms is implied.
The overlapping of the symbols is even likely to result in a closer fit to the
infinite number of waveforms.
5.2.1 Amplifier model
To evaluate the sensitivity of a WPM modulated signal to non-linear dis-
tortion, a model of the radio-frequency power amplifier must be chosen.
Different approaches have been made in the literature [192, 193]. For most
complex models, the numerous parameters have to be derived from mea-
surements. To keep the analysis here more generic, we will assume a sim-
ple non-linear memoryless power amplifier model. For applications using
medium and lower transmit power, phase distortion can be assumed to be
null. Hence, only the amplitude distortion is assumed to be significant. Such
a simple model is characterised by a transfer function of the form [189, sec-
tion 6.3.1]:
y(t)
x(t)
=
[
1 +
(
x(t)
γ
)2p]− 12p
, (5.10)
where y(t) is the output signal, x(t) is the input signal, and γ and p are
the backoff margin and the linearity order of the model respectively. A
higher value of p leads to an output versus input amplitude response where
the output amplitude is smoothly reaching its saturation value as the input
power increases. This is illustrated in Figure 5.3 for different values of p.
For an average quality radio-frequency power amplifier, the best fit value
for p is found to be between 2 and 3 [189]. Note that γ is referred to in
this thesis as the backoff margin and is defined as the difference between
the average and peak power of the amplifier2.
2This differs from the definition commonly used where the backoff margin is the
difference between the amplifier average power operating point and −1 dB compression
point.
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Figure 5.3: Transfer function of the memoryless non-linear power amplifier
model for various value of p, the non-linearity index. The response is scaled
by setting γ to 1 resulting into a saturation point (for an infinite value a p)
also equal to 1.
5.2.2 Simulation results
The BER performance of a link with distortion caused by a power amplifier
has been obtained through simulation. The results obtained are displayed in
Figure 5.4 for WPM(sym2), WPM(sym4), and OFDM cases. The channel
is AWGN and the amplifier response is modelled by Equation (5.10) with
p = 2.5. For these curves, the power amplifier has a backoff value γ of 3, 4,
or 5 dB respectively. The degradation in performance appears more severe
for WPM than for OFDM. At a backoff value of 5 dB, WPM(16, sym2) and
WPM(16, sym4) links reach a BER floor of 10−5 and 4× 10−6 respectively
while instead OFDM has no limitation until at least 10−7. At a 3 dB backoff
value, OFDM reaches a BER threshold two decades lower than both WPM
schemes.
Another perspective for studying the influence of power amplifier backoff
is to determine the link performance degradation as a function of the se-
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Figure 5.4: Comparison of BER degradation due to power amplifier
non-linearity with p = 2.5 for WPM(64,sym2), WPM(64,sym4), and
OFDM(64,0) schemes, with the amplifier backoff margin as parameter. All
subcarriers are 16-QAM modulated.
lected backoff margin. This is provided in Figure 5.5 for WPM(db2),
WPM(sym2), WPM(coif2), WPM(dmey), and OFDM schemes where a
AWGN channel with 20 dB SNR is assumed. WPM schemes require a
backoff value 1.5 dB higher than OFDM to achieve a BER of 10−4. Among
the WPM schemes, WPM(dmey) performs best, requiring about 0.4 dB
less than WPM(db2) and WPM(sym2) schemes at 10−4 BER. In order to
reach insignificant BER degradation due to non-linearity, the OFDM signal
requires a 5 dB backoff value. WPM schemes need a slightly higher value
of 6 dB. This 1 dB difference is rather low and therefore should not lead
to any significant increased cost in the radio-frequency section of a modem
using either modulation scheme.
The number of overlapping symbols increases with the wavelet order, it
is interesting to evaluate the variation of sensitivity to non-linear distortion
as a function of the wavelet order. Figure 5.6 displays for instance the
symN wavelet case with all parameters identical to the previous scenario.
Although the extended length of the symbols reduces the sensitivity to
distortion, the difference is minor. At a BER of 10−4, there is only a
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Figure 5.5: BER versus power amplifier backoff margin γ for different
WPM(64) schemes and OFDM(64, 0). All subcarriers are 16-QAM modu-
lated and the SNR of the AWGN channel is 20 dB.
0.1 dB difference between the performance of WPM(coif2) and WPM(coif5).
Similar results have been obtained in the case of the Symlet wavelet and thus
it appears there is no significant gain in robustness to non-linear distortion
to be achieved by using a wavelet with a higher order.
5.3 Narrow band interference rejection
The robustness of overlapping multicarrier schemes to interference has been
outlined by several authors [133, 134, 194]. Lee et al. reported on the per-
formance of WPT-based interference mitigation system [195]. Pardo et al.
devised a scheme to mitigate narrow band interference of a spread-spectrum
WPM using an adaptive tree-decomposition algorithm [196]. Perez et al.
took advantage of this property in a frequency hopping WPM-based sys-
tem [197].
Promising results have been obtained in the case of narrow band interfer-
ence in a digital subscriber line environment by Sandberg and Tzannes [64]
for CMFB. In the case of WPM, this robustness is usually achieved by
selecting the TF plane tiling that minimises the number of disturbed sym-
bols. This is an efficient method for interference avoidance, but requires
98 Robustness of WPM-based systems
3.5 4 4.5 5 5.5 6 6.5
10−6
10−5
10−4
10−3
10−2
Amplifier backoff margin [dB]
B E
R
WPM(coif2)
WPM(coif3)
WPM(coif4)
WPM(coif5)
Figure 5.6: Comparison of sensitivity of WPM(64, coifN ) to power am-
plifier backoff for coif wavelet of order 2 to 5. Each subcarrier is carrying
16-QAM symbols, the non-linearity order α of the amplifier is equal to 2.5
and the SNR is 20 dB.
the determination of the tree structure that best isolates the interfering sig-
nal. Instead, we focus in this section on the capability of WPM to provide
an improved robustness level compared with OFDM. The simple case of a
single tone is considered first.
5.3.1 Single tone disturber
In order to illustrate the robustness of WPM, we assume the case of a
WPM link over the AWGN channel. An in-band, un-modulated signal is
superimposed on the signal of interest at the receiver. We denote Pdist as
the power of the disturbing signal and fdist as its frequency. The amount
of interference PI endowed by each subcarrier k can thus be approximated
as [64]
PI = Pdist
M−1∑
k=0
∣∣∣Φk(fdist)∣∣∣2 , (5.11)
where Φk is the Fourier transform of ϕk. In the case of waveforms with
null out-of-band energy, the disturbance will be limited to the subcarriers
that have a significant energy at the frequency fdist. With an actual system,
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additional disturbance is caused by the side lobes of the adjacent subcarriers.
As shown in Figure 3.11 in the case of WPM, the side lobe energy level
decreases with the order of the wavelet. The sensitivity of WPM to a single
tone disturber can thus be reduced by increasing the order of the generating
wavelet.
Results obtained through simulation are shown in Figure 5.7, where the
BER performance of WPM(coif1), WPM(coif5), WPM(dmey) and OFDM
links are plotted as a function of the disturber normalised frequency Fdist.
A 16-subcarrier scheme with 16-QAM modulated symbols has been chosen
to point out the effect of the disturber. The disturber has power equal to
the signal of interest, i.e. Pdist = 0 dBc. For a given modulation scheme,
the curves obtained show clearly that the level of disturbance is highly
dependant on the actual disturber frequency. Hence, the curve for OFDM
shows clearly the higher BER when the disturber frequency corresponds to
the centre frequency of one subcarrier. The WPM schemes show a similar
effect but with a smoother curve. Considering the average over the whole
frequency band, WPM(coif5) and WPM(dmey) outperform OFDM. The
WPM(coif1) scheme however shows more degradation than OFDM. Overall,
the WPM schemes are capable of outperforming OFDM when a wavelet with
sufficiently low out-of-band energy is used. For a given wavelet, there is a
gain in robustness with the increase in generating wavelet order.
Additional results are presented in Figure 5.8 where the link BER of
the same schemes as previously are given as a function of the disturber rel-
ative power Pdist. Its normalised frequency has been arbitrary chosen to be
0.1666. As can be verified from Figure 5.7, this particular frequency cor-
responds to the situation where the interference is moderate for OFDM. In
this scenario, the WPM(coif1) scheme performs overall similarly to OFDM,
but with a robustness to disturber about 2 dB lower. The WPM(coif5, 16)
and WPM(dmey, 16) schemes, on the other hand, provide a much higher
robustness than OFDM for a disturber power of up to −15 dB. Past this
threshold, it is noticeable that OFDM has instead a lower sensitivity, be-
ing undisturbed for Pdist lower than −20 dB while the two WPM schemes
require about 2 dB less.
In general, the BER degradation of the WPM link caused by a single
tone disturber is highly dependent on both its frequency and power. The
results obtained have nevertheless shown that WPM schemes are capable
of high immunity to disturbance when higher order wavelets are selected.
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Figure 5.7: Link BER in the presence of a single tone disturber as a
function of the disturber frequency, for WPM(coif1, 16), WPM(coif5, 16),
WPM(dmey, 16), and OFDM schemes.
5.3.2 Modulated disturber
The mitigated results obtained with this single tone signal case study raise
the question of the existence of an actual enhanced robustness when a more
realistic narrow-band modulated disturber is assumed. Hence, we consider
here a more complex scenario where system parameters are taken from
existing standards. We focus on systems that are based on wireless links in
the Industrial, Scientific and Medical (ISM) band. This unlicensed spectrum
has gained popularity in the past years and systems based on both narrow
and wide band signals have to share it without any contention arbitrator.
Among the different standard systems currently deployed, we choose to
evaluate the interference caused by a narrow band Bluetooth signal [198]
on an OFDM multicarrier signal complying with the IEEE802.11a standard
[4]. For comparison purpose, a similar scenario with a WPM scheme using
equivalent parameters will then be substituted to the OFDM link. The
relevant parameters for these two standards are summarised in Table 5.1
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Figure 5.8: Link BER in the presence of a single tone disturber as a func-
tion of the disturber power, for WPM(coif1), WPM(coif5), WPM(dmey),
and OFDM schemes.
and Table 5.2, respectively.
The 79 Bluetooth channels are indexed from −39 to +39, each being
1 MHz wide. The multicarrier channel occupies a 20 MHz bandwidth, and
is centred on the channel of index 0 for simplification. Using a uniformly
distributed hopping channel selection, there is only a probability of 2079 that
Modulation OFDM
Subcarrier constellation BPSK, QPSK, 16- and 64QAM
Channel bandwidth Bch 20 MHz
Transform size M 64
Pilot subcarriers 4
Data subcarriers 48
Cyclic prefix length K 16
Table 5.1: Values of the main system parameters of the IEEE802.11a stan-
dard.
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Modulation 2-GFSK
Modulation index γ .4
Channel bandwidth Bch 1 MHz
Spreading technique Frequency hopping
Hop duration Thop 625µs
Number of channels Nch 79
Table 5.2: Values of the main system parameters of the Bluetooth standard.
the Bluetooth signal interferers with the multicarrier signal. The disturbing
signal has a bandwidth of 1 MHz, and is relatively larger since it corresponds
to the bandwidth of more than 3 subcarriers.
Figure 5.9 presents the results in terms of BER as a function of the
disturber relative power. A 16-QAM constellation size has been used in
this particular case. In comparison with the narrow band disturber case
discussed below, the larger bandwidth of the disturber signal causes the
performance of the different schemes to be roughly equivalent at a dis-
turber power higher than −15 dBc. For lower power however, the benefits
of WPM remains. The effect of the disturber appears at a threshold of
about 1 and 2 dB higher than OFDM for WPM(db10) and WPM(db6),
respectively. Again, the best performance is not achieved here by the high-
est order wavelet. This is explained by the fact that there appears to be
a TF plane decomposition for which the interference is spread over many
subcarriers, causing the interference level on each carrier to be below the
threshold to cross Euclidean distance.
5.3.3 Discussion
The use of higher order, more frequency domain localised generating wavelet
leads to improved frequency domain localisation, which in turn leads to im-
proved robustness to a disturber. This advantage is inherent to the prop-
erties of the WPM, and it allows us to combat the disturbance without
sacrificing link capacity. This greater robustness comes only at the cost of
additional computational complexity. Hence, this scheme would be able to
take advantage of flexible computational power allocation, as it would be
available for instance in a SDR platform.
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Figure 5.9: Performance of IEEE802.11a compliant OFDM and WPM
schemes in the presence of a Bluetooth disturber as a function of disturber
power.
5.4 Inter-cell interference robustness
The signal diversity of WPM has been pointed out in Section (3.2.2). A
scenario based on a cellular communication network is chosen here to illus-
trate the advantages such diversity can bring over conventional multicarrier
modulation.
In cellular systems, the bandwidth efficiency is usually low due to the ne-
cessity of using diversity techniques to reduce inter-cell interference. Com-
monly used diversity techniques are for instance code spreading and fre-
quency division. In WPM however, the choice of the generating wavelet
offers an extra type of signal diversity. Such a diversity method can be used
in combination with other classical diversity methods in order to provide a
higher frequency re-use factor or equivalently, lower inter-cell interference.
As an example, we consider the case of two adjacent cells using multicar-
rier signals on the same frequency band. A receiver located in the range of
both cells receives a superposition of both transmitted signals. If the char-
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acteristics of the signals are identical except for the generating wavelets,
the receiver can indeed detect the signal of the desired cell by selecting the
proper generating wavelet. The amount of interference caused by the other
cell is then dependant of the inter-correlation of the two multicarrier signals
generated by the two wavelets. In the case where the power of both signals
is of the same order, the interference will be high and thus no reliable trans-
mission is possible without additional robustness to interference. This can
be for instance provided by the use of the spreading technique described in
the previous section.
The use of this signal diversity has several advantages here. First of all,
it permits the receiver to distinguish between the two cells at the physical
layer. In addition, it is of interest in a fading environment where the dis-
turbing signal might reach an instantaneous power higher than the desired
one. This signal diversity allows better detection of the signal of interest,
even in the presence of a relatively high power disturber.
Overall, the performance of WPM in such a scenario is equivalent to
an OFDM system combined with spread-spectrum technique. Nevertheless,
the interest of WPM diversity lies again in the flexibility of the system.
While in Direct Sequence - OFDM the diversity has to be added to the
multicarrier scheme, it is already present in WPM system.
5.5 Chapter summary
This chapter reported on the sensitivity of WPM to implementation im-
pairment and external interference. For the former, we considered the ef-
fect of sampling phase offset, carrier frequency offset and non-linear radio-
frequency power amplifier distortion. For the latter, we analysed the effect
of in-band narrow and wide-band, inter-cell interference.
The effect of an imperfect sampling instant has been studied first. The
results obtained highlight the higher accuracy needed for the synchronisa-
tion blocks in order to obtain performance identical to OFDM in an im-
plemented system. This can be compensated however if more robust syn-
chronisation techniques are available for WPM. Indeed, the multi-resolution
structure of WPM signals is in fact likely to permit the design of algorithms
with enhanced performance [184–186,199,200].
Though the PAPR of a WPM signal is theoretically identical to OFDM,
the sensitivity of the former to non-linear distortion is higher. Hence, par-
ticular attention must be paid to the quality of the power-amplifier of a
WPM transceiver. This can otherwise be compensated by using a larger
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backoff value, but this usually comes at the price of less efficient use of
consumed power.
The communication scenarios presented in this chapter have permitted
the illustration of advantage that WPM presents when more complex com-
munication scenarios are considered. WPM has been shown to be able to
perform better or equivalently to alternative systems. This scheme presents
indeed a much higher flexibility, offering the possibility of trading perfor-
mance and robustness against implementation complexity. However, fully
exploiting this capability would require a high-level resource manager ca-
pable of selecting the most suited configuration of the modulation scheme.
Hence, this confirms the suitability of this modulation scheme for smart,
enhanced radio modems such as those foreseen by Mitola and McGuire [26].
Overall, WPM has been shown to perform similarly to OFDM when
simple communication scenarios are assumed. However, differences ap-
pear when impairments encountered in implemented systems are consid-
ered. Hence, the interesting features of WPM are outlined in the previous
chapter have to be balanced with the latter limitations.

6Time domain synchronisation
Synchronisation is a critical element of any communication system. This
is especially true for systems based on multicarrier modulation since they
are particularly sensitive to synchronisation error. The existence of well
performing, low computational complexity algorithms is thus a pre-requisite
condition to the deployment of any multicarrier communication system.
This chapter focuses on time synchronisation of a WPM modulated sig-
nals. After reviewing the systems described in the literature, we discuss
the design of a method based on the well known Mueller and Mu¨ller al-
gorithm. The proposed method is tailored here for the targeted WPM
signals, although it could potentially be used for any multicarrier modula-
tion scheme. The performance of the resulting synchronisation scheme is
evaluated in presence of large sampling frequency offset, for different types
of wavelet and under the assumption of a multipath channel.
6.1 Previous work
The available literature on synchronisation algorithms for WPM modulated
signals is sparse in comparison with the DFT-based schemes. Fortunately,
some of the work done for other multicarrier modulation schemes can be
readily adapted to WPM. The early-late method proposed by Louveaux et
al. to synchronise their filter bank based modulation scheme for DSL [201]
provides for instance a good framework to derive a solution for WPM. While
the method has shown to be capable of presenting a very low jitter, it has
however the disadvantage of requiring the receiver to calculate both the
early and late samples in addition to the on-time output samples. This
directly leads to a two fold increase of complexity due to synchronisation
only. To overcome this issue, Vandendorpe et al. proposed a more advanced
method in [202] working at a sample rate.
Luise et al. have derived a non-data aided synchronisation scheme for
multirate wavelet modulation [187, 188]. Their method was then extended
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by Fu et al. to support signal timing initial acquisition [203] as part of the
work on synchronisation for fractal modulation [204,205].
Sablatash and Lodge chose instead to insert a reference sequence in or-
der to achieve synchronisation for a WPM signal generated by any arbitrary
tree structure [206]. The proposed method is unfortunately not easily scal-
able and rather computationally intensive. Kjeldsen and Lindsey studied a
feed-forward decision-directed approach to be implemented within a demon-
stration prototype [207]. The method consists in re-generating the transmit
signal at the receiver assuming the detected symbols are correct. The al-
gorithm re-samples the input signal in order to reach the best correlation
between the locally generated signal and a delayed version of the received
signal. The major disadvantage of this solution is its complexity as all the
processing blocks of the transmitter have to be implemented in the receiver
in order to regenerate the reference signal.
6.2 Sampling phase offset estimation
The symbol timing offset estimator is a critical element of a timing tracking
loop. Since the possible applications foreseen for the WPM are portable,
highly flexible, wireless devices, we must be able to synchronise at low
SNR. In addition, it would be interesting if it was capable of tolerating
relatively large clock drifts, as that would allow the use of very low cost
crystal oscillators.
The requirement of a low working SNR restricts the choice of the esti-
mation algorithm since many exhibit a threshold in the range of 5 to 10 dB,
under which the estimator variance is too high to lead to a reliable synchro-
nisation. The Mueller and Mu¨ller algorithm [208], originally introduced for
single carrier modulation, does not present such a minimal SNR threshold
and it has a very low implementation complexity. As many algorithms in
estimation theory, it is derived from the maximum likelihood function. The
simplest approximation of the algorithm makes use of only two consecutive
estimates x¯[l − 1], x¯[l] and their corresponding symbols after the decision
x˜[l − 1], x˜[l], i.e.
∆˜τMM [l] = x¯[l − 1] x˜[l]− x¯[l] x˜[l − 1] , (6.1)
where ∆˜τMM is the estimate of the sampling phase error. Equation (6.1),
using the decision symbols x˜, belongs to the family of decision directed al-
gorithms [30]. Of course, known data sequences can be used instead of the
decision symbols. This is of particular interest since not having decision
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errors leads to better performance especially at low SNR. From a practi-
cal point of view, this is quite easy to setup with multicarrier schemes as
it is common to have some pilot subcarriers modulated with known data
symbols.
Since the Mueller and Mu¨ller algorithm has been designed for single
carrier modulation, its adaptation to the WPM scheme requires further
attention. Louveau et al. have actually adapted it to the CMFB mod-
ulation [202]. It is however noticeable that their derivation, despite the
fact that it is based on empirical analysis, is also valid for other multicarrier
schemes, including WPM. Independently of the scheme actually considered,
a number of differences with the single carrier case must be emphasised. In
multicarrier systems, the modulated symbols are only available at the trans-
form output. Therefore the subcarrier symbols are only available at every
M sampling periods T . This leads to a loop delay that is much higher than
with typical single carrier scheme, hence limiting the minimum convergence
time of the close loop system it is part of. In addition, the subcarriers be-
ing by definition centred on a different sub-band of the overall channel, the
sampling frequency offset estimation must therefore be evaluated on sev-
eral subcarriers to increase robustness against frequency selective fading.
We must therefore choose how to combine the different estimates. Deriva-
tion in [202] has also shown that the sign of the sampling phase estimate
is inverted for the subcarriers with an even index1. Hence, the estimate
on those subcarriers having an even index must be inverted before combi-
nation. Taking all these considerations into account, we can express the
multicarrier sampling offset estimate ∆˜τ as
∆˜τ [l] =
∑
k∈K
αk (−1)k+1 δ˜τk[l] , (6.2)
where K is the subset of the subcarrier indexes used to estimate the overall
timing offset, αk is a real positive weighing factor of subcarrier k.
The symbol δ˜τk[l] denotes the timing error estimate on subcarrier k
directly derived from Equation 6.1 which can be rewritten here as a function
of the multicarrier symbols as
δ˜τk[l] = a˜l−1,k · aˆl,k − a˜l,k · aˆl−1,k. (6.3)
The introduction of the weighing factor αk raises, of course, the question
of how the estimates on the different subcarriers should be combined in
1Subcarriers are index from 0 to M − 1, M being the transform size.
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Figure 6.3: Architecture of the whole digital symbol synchronisation sys-
tem
order to obtain the final timing offset estimate. To clarify this particular
point, Figure 6.1 plots the estimates δ˜τk[l] of a WPM modulated signal as a
function of the actual frequency offset δτ for each subcarrier. This particular
case makes use of a 16-point transform of the Daubechies order 4 wavelet. It
must be noted that, as discussed in details in Section 3.2.1, the subcarriers
have been reordered in such a way that the higher the index k is, the higher
the subcarrier centre frequency is. This is important as it clearly emphasises
that the slope of the curve and its validity range are related to the position
of the centre frequency of the subcarrier. In other words, the subcarriers of
lower centre frequency can estimate the timing offset on a wider range, while
the subcarriers with a higher centre frequency can estimate the timing offset
more accurately. Altogether, this gives us an insight in order to decide how
to choose the weighing factors αk. Ultimately, the αk could be calculated
adaptively according to the value of the Timing Offset Estimator (TOE).
At startup time, the range will be favoured. When the system has reached
a low TOE and thus would be in tracking mode, the accuracy could be
given a higher weight in the overall TOE instead. The approach chosen is
intermediate as the γk have been chosen in order for δτ0 to have a unity
slope around the origin.
The overall architecture of the multicarrier timing offset estimator is
shown in Figure 6.2.
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6.3 Close loop design
The design of a TOE having been largely detailed in the last section, a
close loop is now required in order for the receiver to acquire and track
this timing offset. The technique proposed in this article is well know as
it makes use of a phase locked loop in order to track the best sampling
phase. Its overall architecture is depicted in Figure 6.3. Starting from the
wavelet packet transform output, it is composed of the TOE, a loop filter,
a resampler control block and a resampler.
6.3.1 Decision aided versus data aided
It has been outlined in the previous section that the TOE can either be de-
cision driven or data driven. This has been taken into account by providing
the sampling phase offset estimator with either the symbols after decision
x˜ or a training sequence x.
6.3.2 Loop filter
Following the TOE is the loop filter. It has two functions in this design.
The first is to perform the averaging operation on the noisy TOE output.
The second is linked to the operation of a phase locked loop: it controls the
loop bandwidth and consequently the dynamic response of the system.
6.3.3 Sampling phase controller
The sampling phase controller is responsible for providing the resampler
with the control signals it requires. Namely, the resampler takes as an input
a fractional sampling phase µ and symbol shift indicators µshift defined as
yresampled[l] = y(lT + µshiftT + µ) where 0 ≤ µ ≤ 1 (6.4)
Both µ and µshift are generated by the sampling phase controller based
on the filtered estimate of the timing phase offset. The fractional sampling
phase is calculated by integration, i.e.
µ[l + 1] = frac
{
µ[l]− Γphase σ˜τ [l]
}
, (6.5)
where σ˜τ [l] is ∆˜τ [l] after going through the loop filter , Γphase is the phase
loop gain and the frac{·} returns the fractional part of its argument. The
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symbol shift indicator µshift[l + 1] is then in charge of providing the re-
sampler with the additional shift that must be done on its input samples,
i.e.
µshift[l + 1] =

−1 if
(
µ[l]− Γphase · σ˜τ [l]
)
≤ 0,
+1 if
(
µ[l]− Γphase · σ˜τ [l]
)
> 0,
0 otherwise.
(6.6)
The case where µshift[l] is equal to +1 (resp. −1) corresponds to the
situation where the analog-to-digital converter samples the analog signal
too fast (resp. too slowly) and consequently one input sample should be
skipped (resp. duplicated).
6.3.4 Resampler
In order to correct the sampling phase offset, a digital resampler is used.
Its architecture is based on the Farrow structure, with 4 interpolation poly-
nomials of order 3. This corresponds to the case M = 3, N = 2 described
in details in [209, Section 9.1.3] and is represented in Figure 6.4. Since it
is rather difficult to design a resampler with a flat response over the whole
frequency band, the signal interpolated is actually sampled at R, the mod-
ulation Nyquist rate. This looses the requirements on the resampler as its
frequency domain response need only to be flat for the normalised frequen-
cies between 0 and in a 2piωR . The oversampling factor is typically chosen to
be between 2 and 4.
6.4 Tracking performance improvement
The system described so far is capable of accurately locking on the correct
sampling phase when the sampling frequency offset is small enough. In the
case of higher sampling period offset, the delay of the tracking loop prevents
the loop from reaching a steady state, resulting in the sampling offset esti-
mate to be biased. This is easily understandable since the loop attempts to
lock on a sampling phase which is constantly drifting. The actual sampling
phase is therefore lagging behind the ideal sampling phase. The remaining
sampling phase error is then in proportion to the sampling period offset,
the loop total delay and the loop gain. In most applications, this constant
sampling phase error is not acceptable as it results in a significant signal
distortion, hence limiting the highest SNIR achievable by the system.
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Figure 6.5: Architecture of the resampler control block. The upper and
lower branches are the phase and period correction respectively while the
accumulator on the right perform the integration operation.
Simulation results 115
A simple way of compensating for the sampling period offset, is to use
its estimate ∆˜T in the calculation of the ideal sampling instant µˆ[l], i.e.
µ[l + 1] = frac
{
µ[l]− Γphase ∆˜τ [l]− Γperiod ∆˜T [l]
}
, (6.7)
where Γperiod is the sampling period loop gain. In system control theory,
this modification of the loop is equivalent to adding an integral branch to the
system, while the phase correction corresponds to the proportional branch.
We now have to calculate ∆˜T . By observing that the sampling phase
offset is equal to the integral of the period offset, we can write:
∆˜T [l] =
l−1∑
j=0
∆˜τ [j]. (6.8)
Figure 6.5 shows the simplified architecture of the resulting resampler
control block. The addition of the 1M scaling factor is necessary because
the TOE are provided every M clock periods. In practice, this constant is
merged together with the loop gain.
6.5 Simulation results
We have evaluated the performance of our sampling phase synchronisation
algorithm through simulation. The results provided here emphasise the dy-
namic behaviour of the synchronisation loop when the Sampling Frequency
Offset (SFO) is not null. The difference between modulation schemes using
different wavelets and the effect of a multipath channel are also illustrated.
6.5.1 Effect of sampling frequency offset
The performance of our timing recovery loop is first illustrated by comparing
the effect of a SFO. Figure 6.6 shows the sampling phase error versus
time with and without SFO. For this particular simulation, the modulation
WPM(db6, 64) and all the subcarriers are used as reference pilots for the
purpose of illustration. The period offset and SNR are set to 10 ppm and
30 dB respectively. For the case with sampling phase estimate only, Γphase
is set equal to 2−8 while for the sampling frequency and phase estimate case,
Γphase and Γfreq are set equal to 2−8 and 2−16 respectively2. The estimated
2These loop gains have been chosen equal to the power of two to simplify the subse-
quent bit-true implementation of the system.
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Figure 6.6: Algorithm performance comparison without and with sam-
pling period estimation. The modulation is WPM(db6, 64). All the subcar-
riers are used for timing estimation, and the loop gains are Γphase = 2−8
and Γperiod = 2−16.
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sampling period offset versus the multicarrier symbol index is shown in the
upper plot. For the case without period estimation, the estimate of the
error is of course plotted as constant and null. For the other case, the
estimate of the period offset converges towards the ideal value of −10 ppm.
The lower plot displays the corresponding sampling phase error. While the
first scenario leads to a constant phase offset, the second one is capable of
tracking the sampling phase offset, hence leading to a null sampling phase
offset.
6.5.2 Comparison of wavelets with different lengths
We have also investigated the effect of having a modulation based on dif-
ferent wavelets. Clearly, wavelets of different length lead to a different
demodulation delay. As the WPT is part of the loop, the delay will affect
the loops dynamic response.
This is illustrated in Figure 6.7 where a system has been simulated
with WPM based on Daubechies wavelets of order 4, 6, 8 and 10 respectively.
With the subcarrier waveforms increasing in order, it can clearly be seen
that the system converges to a steady state, with sensibly different damping
factors. A direct consequence of this fact is that the close loop gain must
be optimised for the modulation at the end to reach similar behaviour.
Additional results have however shown that using different wavelets of the
same order LO lead to identical results. This is due to the fact that the
we chose the weighing factors αk to provide a unit slope at origin, hence
compensating for the difference between the subcarrier waveforms.
6.5.3 Effect of a static frequency-selective channel
We have considered so far an AWGN channel. As synchronisation proce-
dure usually takes place before equalisation, it is important to analyse the
behaviour of any synchronisation scheme in the presence of a channel. For
the sake of illustration, we will assume an arbitrary static frequency channel
with a time domain response h = [0.35 1 0.31 0.07 − 0.04 0.13 0.04 − 0.05].
The upper half of Figure 6.8 displays the time and frequency responses
of this particular channel, while the corresponding S-curve is plotted in
its lower half. It can be verified that the stable point, corresponding to
∆˜τ = 0, is slightly offset. By rewriting Equation (5.7) taking into account
the channel response h(t) and ignoring the interference terms, we obtain
∆˜τ [l]
∣∣∣
multipath
= h(t) ∗ ∆˜τ [l]. (6.9)
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Figure 6.7: Comparison of sampling phase acquisition time as a function
of the wavelet packet length within the Daubechies family. The modulation
is WPM(db6, 64), the SNR is 20 dB, all the subcarriers are used for timing
estimation, and the loop gains are Γphase = 2−8 and Γperiod = 2−16. The
initial normalised phase error was set to 0.25.
An easy way to picture the resulting S-curve is to sum up the time-shifted,
weighted version of the ideal channel S-curve. The shift in time and weight-
ing factors corresponds to the delay and amplitude of each tap of the chan-
nel impulse response. It must be noted that in an actual system, this offset
does not normally cause significant performance degradation as it should
be compensated by the equaliser.
6.5.4 Data-aided versus decision directed
The possibility to easily switch from data-aided to decision directed mode
makes this algorithm very flexible. The former alternative is obviously
most interesting as no bandwidth is lost in transmission of known symbols.
On the other hand, in decisions directed mode, erroneous decision results
in a degraded performance of the estimator. This translates in increased
variance of the estimates at low SNR since this is the region where the errors
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Figure 6.8: Overall timing offset estimate versus actual timing offset (S-
curve) in presence of a multipath static channel. The channel impulse and
frequency responses are plot in the upper part. The modulation scheme is
WPM(db6, 16)
have the highest probability of occurrence.
This is illustrated by Figure 6.9, where the variance of the estimates for
both modes are plotted as a function of the SNR. This particular simulation
uses BPSK and again here, the modulation is WPM(db6, 64) with weighing
factors set for unity slope at origin. With these particular settings, the
performance of the decision directed mode is equivalent to the data-driven
mode for a SNR higher than 5 dB. This threshold is obviously dependent of
the modulation used on each subcarrier since larger constellations require a
higher SNR to achieve a similar BER level.
6.6 Chapter summary & further work
This chapter discussed the time domain synchronisation of WPM signals.
After reviewing the related literature, we proposed a scheme for tracking the
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and decision directed modes. This particular system uses WPM(db6, 16)
modulation.
signal’s best sampling phase and frequency. The method’s main advantages
are its low implementation complexity and is its flexibility. It can be made
either data-aided or decision-directed, depending on the requirements of
the application at hand. It proved to be robust as it is capable of tracking
the best sampling phase even in the presence of a large sampling frequency
offset. Finally, this synchronisation scheme is generic as such it can be easily
adapted to work with non-uniform WPM.
Further work on synchronisation methods for WPM is necessary in order
to enable and fully exploit its capability. The case of multirate, non-fully
pruned trees modulation scheme does for instance require further work.
Alternatively, there are other avenues that could be followed to design en-
hanced synchronisation algorithm. One of them would be to exploit the
multirate signals which are internal to the WPT. Another, taken by Wong
et al., consists in designing an orthogonal wavelet filter pair specifically
optimised to show robustness to time domain synchronisation error [210].
7WPT design for high speed communications
The flexibility of a WPM-based transceiver is bound to the properties of
the WPT implementation it is based on. While this transform should be
ideally implemented in software for maximum reconfigurability, the amount
of operations prevents this approach from being usable for a high speed mo-
dem. Hardware implementation in ASIC or re-programmable logic devices
is therefore the only available option.
We present in this chapter the design of such a flexible, reconfigurable
WPT core with high speed as the primary requirement. It is shown that the
WPT structure is indeed very well suited for an efficient, modular design
for the targeted technology.
7.1 Design objectives and requirements
The reasons for designing a WPT specifically for telecommunication ap-
plications are multiple. First of all, the designs proposed in the literature
have been optimised for a specific configuration. The size of the transform
as well as the wavelet itself are fixed at design time and thus the overall
architecture does not support any kind of reconfigurability. In addition,
the applications targeted do not require a throughput as high as broadband
wireless communication systems.
The WPM transceiver proposed in this chapter is primarily targeting
high speed WLAN. Commercially available systems provide a symbol rate
on the order of 10 Msymbols/s. Since WPM is well suited for next genera-
tion systems, we set the objective for our design to be a few times higher,
about 50 Msymbols/s. Furthermore, the size of the transform and the tree
structure must be configurable in order to support the interesting features
of WPM. All together, this sets the constraints that our WPT has to fulfil.
121
122 WPT design for high speed communications
7.2 WPT design for programmable logic devices
There have been numerous articles on implementing both forward and in-
verse DWT, starting with the VLSI implementation reported by Knowles in
1990 [211]. More recently, Jou et al. have proposed two architectures [169]
implementing the biorthogonal wavelet transform based on filter bank and
lifting methods respectively. The proposed systems are compared to archi-
tectures previously proposed by Parhi and Nishitani [212] as well as Vish-
wanath et al. [213].
The iterative structure of the WPT is in fact very well suited to hard-
ware implementation. We can indeed notice from Equation (3.26) that, for
each stage of the transform, the product of the number of elementary blocks
N(j) by their processing rate R(j) is constant and equal to 1. Thus, for
each M-point transform period, the number of output samples to be cal-
culated by each stage is constant and equal to the transform size. Both
forward and reverse transforms can therefore be built by a succession of
stages, each operating synchronously and at an identical data sample rate.
This is illustrated in Figure 7.1(a) for the forward transform. The reverse
transform is identical except for the stage indexes which are in the reverse
order, as shown in Figure 7.1(b). This simple structure has the advan-
tage that Jmax stages can be instantiated in a programmable logic device,
leading to a transform of size Mmax = 2Jmax at maximum. If a lower size
transform is needed, the corresponding higher order stages can be bypassed,
and eventually put in standby mode if reducing consumption is of interest.
Hence, this architecture fulfils the first requirement of having a transform
of configurable size.
The remaining design work is therefore reduced to the implementation
of the J stages. A particularly interesting architecture has been proposed
in [214]. In this scheme, the input samples of stage j are written in cyclic
buffers of size 2j . They are then read by successively generating the ad-
dresses corresponding to the 2×L/2 samples required to calculate the out-
put sample of each elementary block. Each sample read from memory is
multiplied by the corresponding filter coefficient and the results feed an ac-
cumulator. After L clock cycles, the accumulator contains the elementary
block output to be transmitted to the next stage input. This method ben-
efits from a rather simple architecture since only one memory block, one
multiplier, one accumulator and two address generators are needed for each
stage. The major limitation is obviously the maximum achievable speed,
since L clock periods are required per output sample. With current tech-
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Figure 7.1: Implementation architecture of the WPT through J syn-
chronous stages.
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nology, such a method is not capable of reaching the symbol rate suited for
high speed wireless communications, and thus a slightly different architec-
ture must be derived.
In the architecture described above, the speed limitation is obviously
bound to the filter implementation. The filter implementation must be
parallelised in order to reach a rate of one cycle per output sample. This
can be achieved by making use of L multipliers fed at each clock cycle with
data samples and corresponding filter coefficients. The L resulting products
are then added in a pipelined adder with L inputs. This last block can be
built from log2(L) adders and thus have a delay of log2(L) clock cycles as
well. We chose an intermediate approach, using only L/2 multipliers. With
the current technology, a data rate of half of the clock frequency is sufficient
for our application, and the 50% complexity reduction allows a doubling of
the maximum transform size.
We study below the sequencing of an overall period for both forward
and reverse transforms. In particular, we must review the combination
data-filter coefficients that must be provided at each clock cycle to every
multiplier.
7.2.1 IWPT architecture
Since we assumed a data rate equal to half the clock frequency, each stage
receives a new data sample every two clock cycles. For the IWPT, the
upsampler imposes a division of the transform period by two. In the first
half-period, we calculate the even output samples ωj,i[2k], and during the
second, the odd ones ωj,i[2k + 1]. On the other hand, every other input
sample of the h and g filters is null, thanks to the preceding upsampler.
Thus only the even coefficients of the filters are used to calculate ωj,i[2k],
and the odd ones are used for ωj,i[2k + 1]. Processing successively every
wj,i[k] in increasing order of i, we alternatively calculate the output of filter
h˜ or g˜ depending on if i is even or odd. The output of filter h˜ is stored for
one clock cycle and added to the output of filter g˜ during the next clock
cycle to form the stage output. The usage of the processing elements is
100%, and the output data rate of the stage is half the clock rate.
One problem arising in this architecture is the need of providing L/2
input samples at every clock cycle. This can not easily be achieved with
one single memory block. However, using one memory block sized 2j per
multiplier leads to a very simple address generation architecture, and this
is the approach we choose to take here. During the first half-period, 2j
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samples coming from the previous memory block are simultaneously feeding
the multiplier and written in memory. The multiplier coefficients are then
the even coefficients of the filters h˜ and g˜, alternatively. During the second
half-period, the 2j data samples are read from memory and sent again to
the multipliers, whose coefficients are now the odd coefficients of the filters
h˜ and g˜, alternatively.
This approach results in the architecture shown in Figure 7.2. In ad-
dition to the structure we described, a First In First Out (FIFO) is inserted
between the first memory block and the stage input. This is required due
to the fact that the 2j input samples are input in 2j+1 clock cycles, but
must be available from memory after the first half of that period. The in-
troduction of the FIFO of depth 2j−1 in thus necessary, though it leads to
an increase of the overall processing delay.
7.2.2 WPT architecture
We can derive from the WPM construction algorithm given in Section 3.1.3
that only every other filter output is needed. We can therefore calculate
the output filter in two cycles, each calculating half of the products needed
for the whole filter. Processing the wavelet coefficients ωj,i[k] again in in-
creasing order of the index value i, we use the filters h and g alternatively.
For each filter output, we first calculate the even terms of the filter sum-
mation. In the next cycle, we calculate the odd terms and add the result
to the partial result previously obtained. Thus, one output sample is again
calculated every two clock cycles.
In this operational sequencing, the elementary cycle is four clock cycles
long. In the first (resp. second), each multiplier has to be fed by an even
(resp. odd) sample of each elementary block input stream, together with
the corresponding even (resp. odd) coefficient of the filter h. In the two
remaining clock cycles, the same input samples are multiplied by the even
and odd coefficients of filter g consecutively.
7.2.3 Forward/reverse selectable transform
Clearly, the structures described for forward and reverse transforms are very
similar. The only differences are essentially in filter coefficient selection and
in the memory reading/writing address generators. It is therefore interesting
to study the possibility of building a configurable forward/reverse WPT.
For a given stage, the differences mentioned can be easily overcome by
selecting one out of the two address generators for either direction of the
126 WPT design for high speed communications
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Figure 7.2: Architecture of one IWPT stage with filter of length L0 = 8.
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transform. Similarly, doubling the size of the multiplexers selecting the
suitable filter coefficients allows access to the coefficients of all the four
filters h, g, h˜, and g˜. The remaining issue is the inter-stage connections,
since the transform requires them either in increasing or decreasing order
of their index j. Moreover for any stage j, both transforms require memory
block sizes of 2j words and therefore stages are not inter-changeable. It
is nevertheless possible to build a configurable forward/reverse transform
by using bidirectional links between blocks. This solution is illustrated
in Figure 7.3.
7.2.4 Non-regular transform
Until now, we have only considered a fully pruned transform. We show here
that some rather simple modifications allow our architecture to support
non-fully pruned transforms as well. From an implementation point of view,
we start with an architecture with a depth equal to the maximal depth of
the non-regular transform. Focusing only on the inverse transform for the
moment, we assume without loss of generality that the elementary block
i0 of the higher index stage J is not implemented. Thus, the transform
input coefficients ωJ,2i0 and ωJ,2i0+1 of the bypassed elementary block are
no longer required. On the other hand, we need to provide the coefficients
ωJ−1,i0 [k] and ωJ−1,i0 [k + 1] to the next stage. A simple way of achieving
this without modifying the input and output organisation of the transform
is to substitute the second pair of coefficients for the first one. With this
setup, the input coefficients are just passing through the stage unmodified
and are provided to the input of the next stage. Similar reasoning can be
applied to any stage.
From an implementation point of view, this can easily be done using
a binary flag for each input coefficient of every stage. If the flag is not
set, then normal processing is performed, otherwise the elementary block
is bypassed. The actual bypassing operation can be done by providing
an alternative path from input to output with the required number of clock
cycle delays1. Another possibility is to switch to an alternate pair of specific
filters. It can be easily verified that the filter pair h[k] and g[k] can be set
to hbypass[k] and gbypass[k] respectively, with{
hbypass[k] = δ[k]
gbypass[k] = δ[k − 1] , (7.1)
1The total delay is equal to log2(L) + 3 and thus is dependent on the filter length L.
128 WPT design for high speed communications
W
PT
/IW
PT
o
u
tp
ut
in
pu
t
stage 1
stage 2
stage J
Figure 7.3: Architecture of a configurable bi-directional WPT.
Performance and complexity 129
which leads to the expected result. This latter solution has the advantage
of not requiring the implementation of an alternative data path.
7.3 Performance and complexity
In order to evaluate the actual complexity of our design, the architec-
ture proposed has been validated using the Very High Description Lan-
guage (VHDL). The functionality of the configurable bi-directional and ar-
bitrary tree transforms has been verified, but the corresponding VHDL im-
plementations require development work that is not relevant for this thesis.
Thus, only the implementation of the reverse transform with a full tree
structure has been fully synthesised in order to validate the design concept.
Since further work includes the full implementation of a WPM test bed,
the developed IWPT core has been designed to be implemented within Field
Programmable Gate Array (FPGA) devices from the Xilinx Virtex-E fam-
ily. Consequently, most of the elementary blocks have been taken from
the manufacturer provided VHDL library. Those blocks are in particular
the input FIFO, dual-port memory, multipliers, and adders. This has the
advantage of ensuring it to benefit from the best performance of these op-
timised sub-blocks and permits us to focus exclusively on the main part of
the design.
A few differences between the ideal design we proposed and the imple-
mented transform must however be highlighted. For modularity reasons,
the read and write address generators have been instantiated separately for
each memory block. This differs slightly from our reference architecture
where only one pair of address generators was used for each stage. This
has only a minor impact on the overall system complexity and furthermore,
later versions of our model could remove this non optimal design. Similar
duplications appear in the registers holding the filter coefficients: there is
one pair of registers per stage, while one per transform would actually be
sufficient.
An inter-stage data path and filter coefficient resolution of 16 bits have
been used for the implementation. Subsequently, the multipliers operate
at the same resolution, which provides a 32-bit wide result. This value is
truncated the first time to 16 bits before reaching the adder input, and a
second time before the stage output. These data path widths have been
chosen arbitrary for testing purposes only and other values would most
likely better suit a given application in terms of overall complexity versus
overall round-off error.
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Figure 7.4: Complexity of the synthesised IWPT as a function of the
number of stages of the transform for a filter length L0 equal to 8.
Our design has been synthesised with Xilinx development tools with all
the assumptions mentioned above. Figure 7.4 plots the complexity of the
implemented inverse transform as a function of its size. The filter length L0
is equal in this case to 8. Both the number of slices and equivalent number
of gates are displayed for transform sizes from 8 (J = 3) to 1024 (J = 10).
The XCV1000E device used has 12288 slices. Thus, a 128-point IWPT re-
quires only about 32% of the whole device. For this particular configuration,
the post-mapping timing analysis indicates a maximum clock frequency of
72 MHz when default constraints and optimisation level are used. Addi-
tional timing constraints and a higher optimisation level should permit an
increase in this last value, thus reaching a value close to our targeted speed.
In addition, the Virtex-E family is no longer the fastest technology available
from XILINX since the enhanced Virtex-II family has already been released.
All together, a clock frequency of 100 MHz should be reachable without any
major design change, thus fulfilling our initial speed requirement of 50 sym-
bols/s.
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Figure 7.5: FPGA Floorplan for a 256-point bi-directional WPT
7.4 Chapter summary
This chapter has shown that a very fast, largely configurable forward and in-
verse WPT can be implemented in standard programmable logic. Though
an FPGA device has been used in the evaluation process, the use of the
VHDL makes the design readily available to implement the transform in an
ASIC as well. For the latter, the architecture proposed offers a high level
of flexibility at a reasonable cost in complexity. This is of particular impor-
tance since the wide acceptance of a new modulation scheme such as WPM
is not only bound to its actual performance but to its implementation cost
as well. The existence of a low complexity architecture strongly supports
the interest in WPM.
The design obtained here can be further optimised in several ways.
Firstly, the data paths have to be determined in order to refine the
performance-complexity tradeoff of the bit-true model. Especially in the
case of a large transform with long wavelet filters which is likely to make
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the effect of rounding and truncation critical. To avoid this issue, the imple-
mentation of the elementary block could be based on the lattice structure
since it is more robust against such impairments. Secondly, the design of a
flexible transform based on the lifting architecture would be worth exploring
thoroughly.
8Conclusion
We have studied in this thesis the advantages of using WPM for current
and future generation multicarrier communication systems. Our analysis
has been focused on the design and performance evaluation. Implementa-
tion aspects related to the deployment of communication transceivers using
WPM have been considered. We emphasised the suitability of this mod-
ulation scheme for highly adaptive systems such as those using SDR or
cognitive radio approach.
8.1 Summary of novel results
We presented wavelet packet based generic modulation from a multicarrier
communication perspective, bringing together results obtained in mathe-
matics, signal processing and data communication domains. This approach
allowed us to perform a complete analysis of the characteristics of WPM.
While most of the features have been reported independently in the litera-
ture, no exhaustive review of this modulation scheme was available.
Similarly to other overlapping multicarrier modulation schemes, WPM
signals are severely degraded by the propagation through wireless channels.
We have reviewed equalisation schemes that can compensate for the channel
distortion. The results obtained for the post-detection linear equalisation
are comparable to those obtained for other overlapping modulations. Hence,
good performance can be achieved at the cost of a relatively high complex-
ity. A novel distributed multirate equalisation scheme showing improved
performance over generic post detection methods has also been proposed.
We pursued our analysis of WPM by evaluating its robustness to im-
plementation related impairment and external interference. The results ob-
tained for time and frequency domain synchronisation offset have shown
that WPM is slightly more sensitive than OFDM. On the other hand,
the signal diversity and improved frequency localisation allow WPM to
exhibit better performance than OFDM when typical multi-user and/or
multi-system communication scenarios are assumed.
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Finally, we tackled two issues which have arisen when considering the
actual implementation of a WPM transceiver system. As further work on
the time domain synchronisation of WPM was needed for implementing a
WPM transceiver, we proposed a solution based on the Mueller and Mu¨ller
algorithm. The algorithm has shown good performance that has been ver-
ified through an actual implementation. The method is however, multi-
carrier generic and could be further improved by taking advantage of the
multi-resolution properties of the WPT.
Another step towards the implementation of a WPM wireless transceiver
was the design of a fast, fully configurable WPT suitable for flexible broad-
band communication. We proposed an architecture scalable over a wide
range of performance versus complexity trade-off at design time while being
fully configurable at run-time as well. The system has been implemented
using a register-level implementation, and the resulting complexity has been
measured for an instantiation in a programmable device.
8.2 Further work
The research on WPM is still in its infancy when compared to the tremen-
dous amount of work published on OFDM. Considering this and the fact the
WPT offers more freedom than the DFT, it is clear that there is a number
of domains where further work is required for this multicarrier scheme to
achieve its true potential.
The first area where improvement is likely to be achievable concerns the
exploitation of the multi-resolution of the WPT. Some early attempts have
been made in this work for time synchronisation and equalisation, but it is
believed more can be done.
A second topic that deserves more attention is the design of methods and
algorithms that would permit us to fully exploit the flexibility of WPM dy-
namically as a function of the channel characteristics. This can be thought
of as the research of an optimum solution under system constraints such as
computational complexity, link throughput or BER.
8.3 Concluding remarks
The major interest of WPM resides undeniably in its ability to fulfil the wide
range of requirements of tomorrow’s ubiquitous wireless communications.
WPM has indeed the great advantage of being a generic modulation scheme
whose actual characteristics can be widely customised to fulfil the various
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requirements of advanced mobile communications. In particular, its ability
to trade implementation complexity against improved performance is of
primary interest since the first generation of SDR-based systems is likely to
be computational capacity limited.
Furthermore, this generic modulation has the potential of becoming the
unique multicarrier communication scheme used by devices with various
constraints. A single scheme could therefore be used to communicate with
small, resource limited devices, as well as with high capacity, multimedia
capable nodes. While considering a scenario with such diversity, it becomes
obvious that the full capability of WPM can only be exploited by a system
having the capacity to determine the best suited configuration in real-time.
Hence, this fully supports the fact that WPM is the modulation of choice
for smart, environment and resource aware wireless systems.
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