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the generally non-trivial relationship between the parameters and the shape of a
phase-type distribution and the fact that representations (the sets of parameters) of
phase-type distributions are typically not unique.
Although various methods for approximating the parameters of phase-type dis-
tributions have been discussed in the literature, the relative merits and weaknesses
Redacted for Privacyof the proposed approximation methods have not been thoroughly studied. The
presented analysis of two moment-matching and two maximum-likelihood based pa-
rameter approximation methods leads to several conclusions: phase-type behaved
distribution functions can be adequately approximated by certain subsets of phase-
type distributions, such as mixture of Erlang and acyclic phase-typedistributions.
Distributions exhibiting non-phase-type behavior, such as long non-exponential tails,
low variability or sharp jumps are only approximated by high order phase-typedis-
tributions and might even lead to inappropriate results in some cases.The in-
vestigated parameter approximation methods involve widely varyingperformance
characteristics and assume different levels of a priori knowledge about the proper-
ties of phase-type distributions. Based on the cases studied, we concludethat there
does not yet exist a single superior parameter approximation method forphase-type
distributions.
Key words and phrases: Phase-type distributions, stochastic models, matrix-
analytic methods, Markov chains, parameter approximation, distributionfitting,
moment matching, maximum likelihood, EM algorithm.©Copyright by Andreas Lang
August 11, 1994
All Rights ReservedAn Empirical Evaluation of Parameter Approximation Methods
for Phase-Type Distributions
by
Andreas Lang
A DISSERTATION
submitted to
Oregon State University
in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
Completed August 11, 1994
Commencement June 1995Doctor of Philosophy dissertation of Andreas Lang presented on August 11, 1994
APPROVED:
Major-ofess r, representing Statistics
Chair of Department of Statistics
Dean of Gr tI ate School
I understand that my dissertation will become part of the permanent collection of
Oregon State University libraries. My signature below authorizes the release of my
thesis to any reader upon re uest.
Andreas Lang, Author
Redacted for Privacy
Redacted for Privacy
Redacted for Privacy
Redacted for PrivacyFor Katja
What one knows is, in youth, of little moment;
They know enough who know to learn.
The education of Henry Brooks Adams [1907], ch. 21.ACKNOWLEDGEMENTS
The project presented here would neither have been started nor completed with-
out the constant support and encouragement of numerous people.
Thanks is due first and foremost to my long-time advisor, Dr. Jeffrey Arthur,
whose patience, goodwill and perpetual support I have certainly tried over time.
His inspiration, guidance and critique throughout the research and writing of the
dissertation was invaluable.
I am deeply indebted to my friend Katja for her (often long-distance) support
and sacrifice.None of this would have occurred without her love, kindness and
understanding patience. She has made this endeavor more meaningful.
Without the friendship of fellow students and people from outside academia, as
well as the support and encouragement of my parents and family over the past five
years, this project would have never gotten out of its infancy.
Special thanks go to my committee, Drs. Birkes, Butler, Ramsey, Rossignol
and Waymire for their important suggestions, and to the Department of Statistics
and its Chair, Dr. Seely, who provided financial support and the necessary work
environment.
Several researchers have greatly contributed to the successful completion of this
project: Drs. Asmussen (Aalborg University, Denmark), Bobbio (University of Bres-
cia, Italy), Johnson (University of Illinois) and Schmickler (ANT Nachrichtentechnik
GmbH, Germany). I also wish to express my appreciation to A. Pfening (Technical
University of Budapest, Hungary) and M. Olsson (Chalmers University of GOteborg,
Sweden) for always being available for fruitful discussions. A very warm thank you
to Dr. Marcel Neuts (University of Arizona), who triggered my interest in the topic
of this dissertation and who was always available for help of any sort.
Dr. Saunders' (Stanford University) kind permission to use the NPSOL software
package involved in this analysis is gratefully acknowledged.TABLE OF CONTENTS
1
2
Introduction
Probability Distributions of Phase-Type
Page
1
6
2.1Definitions and Properties 6
2.2Examples 9
2.3Renewal Processes of Phase-Type 15
2.4Matrix-Geometric Solutions 16
3 Parameter Approximation Methods 23
3.1Selection Subsets and Related Families of Distributions 23
3.2Moment Matching Techniques 26
3.2.1MEFIT 28
3.2.2MEDA 32
3.3Maximum Likelihood Based Approximation 35
3.3.1MLAPH 38
3.3.2EMPHT 41
4 Distributions, Data and Test Criteria 49
4.1Theoretical Distributions 50
4.1.1Weibull Distributions 50
4.1.2Lognormal Distributions 52
4.1.3Uniform Distributions 54
4.1.4Matrix-Exponential Distribution 56
4.1.5Mixed Shifted Exponential Distribution 56
4.1.6Data Generation 57
4.2Empirical Data 59
4.3Test Criteria 61TABLE OF CONTENTS (Continued)
Page
5 Parameter Approximation 65
5.1MEFIT 66
5.1.1MEFIT General Results 67
5.1.2MEFIT Experimental Results 71
5.2 MEDA 80
5.2.1MEDA General Results 82
5.2.2MEDA Experimental Results 85
5.3 MLAPH 93
5.3.1MLAPH General Results 94
5.3.2MLAPH Experimental Results 99
5.4 EMPHT 109
5.4.1EMPHT General Results 113
5.4.2EMPHT Experimental Results 123
5.5Comparison 151
5.5.1Moment Matching Methods 151
5.5.2Maximum Likelihood Methods 152
6 Conclusions and Recommendations 155
Bibliography 161
Appendices 169
Appendix ARelated Literature 170
Appendix BPhase-type representation of an Erlang mixture 176
Appendix CNotation 178LIST OF FIGURES
Figure
2.1.Transition diagram for an exponential distribution.
2.2.Transition diagram for an order-k Erlang distribution.
2.3.Transition diagram for an order-k generalized Erlang distribu-
tion.
2.4.Transition diagram for an order-k hyperexponential distribution
2.5.Canonical form 1 for an order-k acyclic phase-type distribution.
2.6.Canonical form 2 for an order-k acyclic phase-type distribution.
2.7.Transition diagram for an order-k Coxian distribution.
3.1.Log-likelihood surface.
4.1.Density
4.2.Density
4.3.Density
4.4.Density
4.5.Density
4.6.Density
4.7.Density
4.8.Density
4.9.Density
4.10. Density
4.11. Density
4.12. Density
4.13. Density
5.1. MEFIT
5.2. MEFIT
and distribution
and distribution
and distribution
and distribution
and distribution
and distribution
and distribution
and distribution
and distribution
and distribution
and distribution
and distribution
and distribution
of
of
of
of
of
of
of
of
of
of
of
of
of
Wl: Weibull(1,1.5).
W2: Weibull(1,0.5).
Ll: lognormal( 1.62,1.8).
L2: lognormal(-0.32,0.8)
L3: lognormal(-0.02,0.2)
Ul: uniform(0,1).
U2: uniform(1,2)
ME: matrix-exponential
SE: mixed shifted exponential. .
EMP1: telephone data of type 1.
EMP2: telephone data of type 2.
EMP3: telephone data of type 3.
EMP4: telephone data of type 4.
approximations to the theoretical densities.
approximations to the theoretical distributions.
Page
10
10
11
12
13
14
15
36
51
51
53
53
53
55
55
56
57
59
60
60
60
72
73LIST OF FIGURES (Continued)
Page
5.3.MEFITapproximations to the empirical densities and distribu-
tions. 78
5.4.MEDAapproximations to the theoretical densities. 86
5.5.MEDAapproximations to the theoretical distributions. 87
5.6. MEDAapproximations to the empirical densities and distribu-
tions. 91
5.7.MLAPHapproximations to the theoretical densities. 100
5.8.MLAPHapproximations to the theoretical distributions.... 101
5.9.MLAPHapproximations to the empirical densities and distri-
butions. 107
5.10.EMPHTorder-2 approximations to the theoretical densities.. 125
5.11. EMPHTorder-2 approximations to the theoretical distribu-
tions. 126
5.12.EMPHTorder-4 approximations to the theoretical densities.. 127
5.13.EMPHTorder-4 approximations to the theoretical distribu-
tions. 128
5.14.EMPHTorder-8 approximations to the theoretical densities.. 129
5.15.EMPHTorder-8 approximations to the theoretical distribu-
tions. 130
5.16.EMPHTorder-16 approximations to the theoretical densities. 131
5.17.EMPHTorder-16 approximations to the theoretical distribu-
tions. 132
5.18.EMPHTorder-2 approximations to the empirical densities and
distributions. 143
5.19.EMPHTorder-4 approximations to the empirical densities and
distributions. 144
5.20.EMPHTorder-8 approximations to the empirical densities and
distributions. 145LIST OF FIGURES (Continued)
Page
5.21. EMPHT order-16 approximations to the empirical densities and
distributions. 146LIST OF TABLES
Table Page
4.1. Summary of the test cases based on the theoretical distributions. 58
4.2. Summary of the empirical test data. 61
5.1. MEFIT PH approximations: run times and orders of the ap-
proximating mixtures of Erlang distributions. 70
5.2. MEFIT PH approximations to the theoretical distributions: area
differences and entropy measures. 76
5.3. MEFIT PH approximations to the empirical data: area differ-
ences between the approximated and the approximatingdistri-
butions and orders of the phase-type distributions corresponding
to a mixture of Erlang distributions. 79
5.4. MEDA PH approximations: number of iterations, run times and
orders of the approximating mixtures of Erlang distributions. . 84
5.5. MEDA PH approximations to the theoretical distributions: area
differences and entropy measures. 89
5.6. MEDA PH approximations to the empirical data: area differ-
ences between the approximated and the approximating distri-
butions and orders of the phase-type distributions corresponding
to a mixture of Erlang distributions. 92
5.7. MLAPH APH approximations to the theoretical distributions:
general results. 97
5.8. MLAPH APH approximations to the empirical distributions:
general results. 98
5.9. MLAPH APH approximations to the theoretical distributions:
area differences and entropy measures. 104
5.10. MLAPH APH approximations to the theoretical distributions:
relative moment errors. 105
5.11. MLAPH APH approximations to the empirical distributions:
cdf area differences and relative moment errors. 108
5.12. EMPHT PH approximations (SUMEX structure) to the theo-
retical distributions: general results. 117LIST OF TABLES (Continued)
Page
5.13. EMPHT PH approximations (APH structure) to the theoretical
distributions: general results. 118
5.14. EMPHT PH approximations (GPH structure) to the theoretical
distributions: general results. 119
5.15. EMPHT PH approximations (SUMEX structure) to the empir-
ical distributions: general results. 120
5.16. EMPHT PH approximations (APH structure) to the empirical
distributions: general results. 121
5.17. EMPHT PH approximations (GPH structure) to the empirical
distributions: general results. 122
5.18. EMPHT PH approximations (SUMEX structure) to the theo-
retical distributions: area differences and entropy measures. . 134
5.19. EMPHT PH approximations (SUMEX structure) to the theo-
retical distributions: relative moment errors. 135
5.20. EMPHT PH approximations (APH structure) to the theoretical
distributions: area differences and entropy measures. 137
5.21. EMPHT PH approximations (APH structure) to the theoretical
distributions: relative moment errors. 138
5.22. EMPHT PH approximations (GPH structure) to the theoretical
distributions: area differences and entropy measures. 140
5.23. EMPHT PH approximations (GPH structure) to the theoretical
distributions: relative moment errors. 141
5.24. EMPHT PH approximations (SUMEX structure) to the em-
pirical distributions: cdf area differences and relative moment
errors. 148
5.25. EMPHT PH approximations (APH structure) to the empirical
distributions: cdf area differences and relative moment errors. 149
5.26. EMPHT PH approximations (GPH structure) to the empirical
distributions: cdf area differences and relative moment errors. 150An Empirical Evaluation of Parameter Approximation Methods
for Phase-Type Distributions
Chapter 1
Introduction
The stochastic modelling of real-world situations has gained widespread atten-
tion and has developed into a diversity of sub-areas, such as Markov processes and
queueing theory. Queueing problems arise in a variety of daily life situations; ex-
amples include queueing up in front of one of several cashiers at a grocery store,
waiting lines at a post office, aircraft circling over an airport waiting for a runway to
become available, broken machinery waiting to be fixed by a repair person, and so
on. More recently, a number of queueingproblems became apparent in connection
with teletraffic theory, computer networks and data transmission applications (As-
mussen [4]). Queueing problems present a great challenge to theprobabilists trying
to find mathematical models that are adequate in their representation of the con-
sidered real-world situation. Even in simple stochastic models, a significant hurdle
in the search for explicit solutions is the always present need to find the condi-
tional probability distributions that arise in their analysis. It is well known that the
widely accepted use of the exponential distribution and the related Poisson process in
stochastic modelling is due (at least to a great extent) to the significant simplification
in conditioning which results from the remarkable lack-of-memory property of the
exponential distribution, rather than based on empirical evidence (see Neuts [51]).
For that reason, it was necessary to develop generalizations of the family of
exponential distributions, preserving most of their analytic tractability, yet providing
more powerful tools to realistically modeland represent situations arising in practice.
One of the earliest results in this direction is due to Erlang [20], who suggested that
many such random variables could be viewed asbeing composed of a finite number
of stages, each being exponentially distributed with a common mean. The main2
difference with the former viewpoint, where customers were being counted, was to
count stages.
A further generalization of these familiar Erlang distributions is the class of
phase-type distributions. Introduced by Neuts [53] as a natural probabilistic gen-
eralization of Erlang's approach, phase-type distributions constitute a relationship
between Erlang's method of stages and absorption time distributions in finite-state
Markov processes. They have an appealing algebraic representation in the form of
vectors and matrices, and rely only on real arithmetic. Computations with phase-
type distributions involve matrix multiplications and inversions in lieu of transform
methods. The resulting expressions may often be given useful interpretations (see
Neuts [51]). A more detailed introduction to phase-type distributions is given in
chapter 2 of this dissertation. An extensive bibliography of articles, papers, theses
and technical reports on phase-type distributions is available in Neuts [54].
One of the most useful features of phase-type distributions is that they allow
for the use of matrix-analytic methods in stochastic models. Using these methods,
cumbersome numerical integrations arising in the detailed study of many stochastic
models are replaced by matrix operations that develop naturally in the analysis of
structured Markov chains. These Markov models are typically generalizations of the
chains embedded in the classical GIIMI1 and M/G/1 queues. Section 2.4 gives a
brief introduction to these powerful methods. A comprehensive treatment of this
topic is available in Neuts' two research monographs [51, 52]. A more informal
description of the role of matrix-analytic methods in queueing theory is presented
in Neuts [55].
One common argument against the use of phase-type approximations is that the
exponential stages of the underlying Markov process often have no physical interpre-
tation and are purely descriptive. However, approximating an unknown distribution
with one that is analytically tractable provides the possibility to obtain solutions
in at least a mathematically satisfying fashion. Moreover, many applications from
areas such as epidemiology, drug kinetics and demography incorporate a nice prob-3
abilistic interpretation of the scheme of exponential stages; examples can be found
in Faddy [21, 22, 23].
The development of statistical fitting procedures and methods for the approx-
imation of other probability distribution functions by phase-type distributions has
been rather slow. The implementation of efficient numerical procedures for approx-
imating the parameters of phase-type distributions remains an open problem which
limits the use of this class of distributions in applications. The difficulty of the fitting
problem is due to several related aspects of phase-type distributions, including:
the fitting problem is highly nonlinear,
the number of parameters to be approximated is often large,
the relationship between the parameters and the shape of a phase-type distri-
bution is generally non-trivial.
representations (the set of parameters) of phase-type distributions are typically
not unique. This is known as the identifiability problem. The question arises,
under what conditions are two representations of a phase-type distribution
equivalent?O'Cinneide [60] and Ryden [67] have studied this problem in
detail. Their results leave unresolved the question of existence of necessary
and sufficient conditions for determining the smallest number of parameters
(minimal order) among all representations of a phase-type distribution. Lower
bounds on the order of a phase-type distribution have been proposed by Aldous
and Shepp [2], O'Cinneide [61, 62] and Maier [45]. Maier [45] also derived an
upper bound on the order.Recently, the special class of triangular phase-
type distributions has been studied by O'Cinneide [63], introducing a simpler
quantity called triangular order. It is hoped that this development will suggest
approaches to the study of order in the general phase-type setting.
Due to the lack of standardized test examples and comparative performance
measures, an analysis of the merit of the various fitting methods has been difficult to
establish. Notable exceptions are the results by Nielsen [59], Madsen and Nielsen [44]4
and the development of a benchmark during a workshop in Aalborg, Denmark in
1991. This benchmark was first used in work done by Bobbio and Telek [12, 13].
An evaluation of moment-matching algorithms for fitting phase-type distributions
on the basis of their performance in queueing models is presented in Johnson [34].
Attention is focused on the steady-state mean queue length of the G//M/1 queue,
where the approximating phase-type distributions are used as the interarrival time
distributions.
Khoshgoftaar and Perros [38] present a comparison of three methods of param-
eter approximation (moment matching, minimum distance, maximum likelihood)
for fitting general distributions with coefficient of variation greater than one by a
Coxian distribution (see Cox [17]) of order two with real parameters, which can be
represented by a hyperexponential distribution of order two. They conclude that in
the case where the distribution to be approximated is known, the moment matching
approach performed the best. However, in the case when the exact properties of the
distribution to be approximated are not known (e.g. empirical data), the maximum
likelihood and minimum distance criteria yielded better results.
This thesis evaluates several parameter approximation methods by defining ap-
propriate performance measures and comparing the more promising fitting methods
using a set of test examples. The experimental evaluations are based on samples from
a variety of known probability distribution functions used as empirical data to be
approximated. In addition, actual empirical data sets based on telecommunication
applications are incorporated. Comparisons of several approximation methods are
carried out using known properties of probability distribution functions, such as the
moments and shape considerations. Several parameter approximation approaches,
such as moment matching and maximum likelihood based procedures, in combination
with heuristics and nonlinear programming methods, are involved in the study.
The remainder of this thesis is organized as follows: Chapter 2 introduces the
fundamental properties of phase-type distributions, provides some examples, and dis-
cusses the related topics of phase-type renewal processes and matrix-analytic meth-5
ods in stochastic modelling. Chapter 3 contains an overview of the most promising
methods for approximating the parameters of phase-type distributions. Chapter 4
describes the data sets used in the computational experiments, and the performance
measures used for comparisons. The results and their analysis are presented in
chapter 5. Chapter 6 ends the study with a summary and discussion of the results,
conclusions, and suggestions for future research.6
Chapter 2
Probability Distributions of Phase-Type
This chapter is intended to provide a brief overview of phase-type distributions
and their most important properties (section 2.1). Several important examples of
phase-type distributions are given as special cases (section 2.2). A natural extension
of the development of phase-type distributions are renewal processes of phase-type,
which are introduced in section 2.3. A wide class of applications for phase-type
distributions in stochastic models are generalizations called matrix-analytic methods
of classical results in queueing theory. Mathematically less demanding sub-areas of
these generalizations are known as matrix-geometric methods, and are introduced in
section 2.4. Considered in this study are only continuous phase-type distributions
with support on the nonnegative real numbers. There exists an entirely analogous
development for phase-type distributions defined on the nonnegative integers.
Introduced by Neuts [53], phase-type distributions have gained widespread ac-
ceptance in algorithmic methods in queueing theory and related areas. A com-
prehensive treatment of probability distributions of phase-type, together with their
properties and various applications, is available in Neuts [51].
2.1Definitions and Properties
Consider a finite-state Markov process on the states {1,... , m +1}, where the states
labeled 1 through m are transient and state m +1 is absorbing. A random variable X
has a phase-type distribution F(.), if X may be viewed as the time until absorption
in such a Markov process.The infinitesimal generator Q of such a Markov process is given by
QT 4
00
7
(2.1)
where T is an m x m matrix satisfying T1 < 0 for 1 < i < m, and Tij > 0 for
i # j. The column vector e0 corresponds to the absorbing state m + 1 and is called
the exit rate vector. Moreover, since Q is an infinitesimal generator, Te' 4= 0',
where 0' is a m x 1 column vector of zeroes and e' is a m x 1 column vector with
all components equal to one.
The initial probability vector of Q is given by (a, am+i), where the 1 x m row
vector a corresponds to the first m transient states of the Markov process, and
ae'am +i = 1.
The following lemmas and definition 1 are from Neuts [51].
Lemma 2.1 The states 1,,m are transient if and only if the matrix T is non-
singular.
Lemma 2.2 The probability distribution F() of the time until absorption in the
state m1 is given by
F(x) = 1aeTTe', forx > 0. (2.2)
In lemma 2.2 above, note that eTx = ET
!1L isa matrix, a is a row vector T
n=0
and e' is a column vector, so that aeTse' is in fact a scalar.
Definition 1 A probability distribution F() on [0, oo) is a distribution of phase-
type (PH-distribution) if and only if it is the distribution of the time until ab-
sorption in a finite Markov process of the type defined in (2.1). The pair (a, T) is
called a representation of F(.).
Definition 2 The m transient states of the Markov process corresponding to a
phase-type distribution are called phases.8
Definition 3 The number of transient states of the Markov process corresponding to
a phase-type distribution is called the order of the representation (or distribution).
The following statements are readily verified (see Neuts [51]):
The distribution F() has a jump of height am+1 at x = 0, and its density
portion F'(x) on (0, oo) is given by
f(x) = F'(x) = aeT'4. (2.3)
The Laplace-Stieltjes transform F(s) of F() is given by
P(s)= arn+ia(sIT)-leo, forRe(s) > 0. (2.4)
The noncentral moments tei of F() are all finite and given by
fco
x' dF(x) = (-1)i e'), fori > 0. (2.5)
Thus, one can see that computations involving phase-type distributions require
essentially matrix calculations, i.e. matrix exponentials for distributions and densi-
ties, and matrix inverses for the moments. The matrix T may always be inverted, for
the definition of phase-type distributions implies that T is nonsingular (see lemma
2.1).
The class of phase-type distributions is closed under finite mixtures and con-
volutions, under infinite mixtures with a discrete phase-type density as the mixing
density, and under the formation of maxima and minima. In each case, knowing
the representations for the distributions involved, it is possible to obtain a represen-
tation for the new distribution. For a thorough discussion of closure properties of
phase-type distributions, see Neuts [51] and Assaf and Levikson [7].
A number of immediate applications result from these closure properties (see
Neuts [51, 55]). For example, the stationary waiting time distribution of an M/PH/1
queue is itself of phase-type and has a simple representation. Another example is
the GI /G /1 queue with interarrival distribution A() and service distribution B()9
(this example is described in Asmussen [5]). For sucha model, no explicit or even
computationally tractable solution for the steady-state waiting time distribution
W(A, B) can be found. Assuming, however, that the service distribution B() is of
phase-type, W(A, B) is again of phase-type. This implies that the GIIGI1queue
may be approximated by a GI /PH /1 queue, with the steady-state waiting time
distribution of the latter model computed and used as an approximation to the
waiting time distribution of the original queueing model.
A third important implication of the closure properties is that mixtures of phase-
type distributions may be used to approximate probability distributions which reflect
qualitatively different features of a queueing model. For instance, two different kinds
of customers or servers (with different service times) may be modeled by using a
mixture of two (or more) Erlang distributions with possibly different parameters.
The resulting distribution will still be of phase-type, and can be used in computing
performance measures for queueing models.
2.2Examples
1. The exponential distribution with parameter A > 0 and density
f(x) = Ae-Axfor0 < x < oo. (2.6)
It is easily seen that the corresponding Markov process has only one transient
state, i.e. the phase-type representation of the exponential distribution is of
order one. The representation is a= al =1 and
T = [A], t'0 = [A]. (2.7)
The corresponding transition diagram is shown in figure 2.1.
2. The Erlang distribution Ek with k phases (of order k), i.e. a Gamma dis-
tribution with integral shape parameter k and density
xic-1
f(x) =
(kl)!Ak
e-Ax, for0 < x < oo. (2.8)10
C1=
Figure 2.1. Transition diagram for an exponential distribution.
The classical Erlang distribution corresponds to a convolution of k exponential
random variables, each with parameter A > 0. The phase-type representation
is a = (1, 0, ,0) and
A A 0 0 0 0
0A A 0 0 0
T= t() (2.9)
0 0 0A A 0
0 0 0 0A A
The transition diagram for an order-k Erlang distribution is shown in figure 2.2.
Figure 2.2. Transition diagram for an order-k Erlang distribution.
3. The generalized Erlang distribution GEk of order k is the convolution
of k exponential densities, each with a (possibly different) positive parameter
A1, ,Ak. It has the phase-type representation a = (1, 0, ..,0) and
-A1 Ai 0 0 0 0
0-A2 A2 0 0 0
T t'0 = . (2.10)
0 0 0 --Ak-1Ak-1 0
0 0 0 0Ak Ak11
The transition diagram for an order-k generalized Erlang distribution is shown
in figure 2.3.
Figure 2.3. Transition diagram for an order-k generalized Erlang distribution.
4. The Hyperexponential distribution Hk of order k, i.e. a mixture of k
exponential densities with positive parameters A1, A2, ,All, respectively, and
density
k
(x) =coie-Aix
i=i
for0 < x < oo. (2.11)
The phase-type representation is a = ct2, ,ak) and
A1 0 0 0 0 Al
0A2 0 0 0 A2
T= t0
0 0 0 Ak-1 0 Ak-1
0 0 0 0Ak Ak
. (2.12)
The transition diagram for an order-k hyperexponential distribution is shown
in figure 2.4.
5. The Acyclic Phase-Type distribution APHk of order k. Only transitions
ij for j > i1 are allowed. Three equivalent canonical forms (i.e. unique
representations) of acyclic phase-type distributions are possible (c.f. Bobbio
and Cumani [11]):
(a) A series model of exponential phases with parameters Ai, A2, ,Ai, andFigure 2.4. Transition diagram for an order-k hyperexponential distribution
initial probability vector a = (al,a2, ,ak):
Ai 0 0 0 0
0
t) T=
0 A2 A2 0 0
0 0 0 Ak_iAk_i
0 0 0 0 Ak
0
Ak
19
.(2.13)
The transition diagram for this canonical form of an order-k acyclic phase-
type distribution is shown in figure 2.5. The real parameters must satisfy
the following conditions:
{0 < Ai < A2 < < Alc
0 < ai < 1 fori = 1, 2,.../0,
k
Eai= 1.
J=1
(2.14)
(b) A series model of exponential phases with parameters Ai,A2, ,Ak and
transitions ij with probabilities pij for j > i1. The phase-typeFigure 2.5. Canonical form 1 for an order-k acyclic phase-type distribution.
representationis a = (1, 0,
A1712'713
,0) and
'71k
r
0--A2723 72,k-1 '72k '72,k +1
T= =
0 0 0 7'k -i,k 7k-1,k+1
0 00 0--Ak Ak
13
(2.15)
where Tij = pijAi and Eilti+i pii = 1, for i = 1,...,k.
The transition diagram for this canonical form of an order-k acyclic phase-
type distribution is shown in figure 2.6. The following requirements on
the real parameters must be satisfied:
{0 < Ai < A2 < < Ak
0 < pig < 1fori = 1,2,..., k1, j > i + 1 (2.16)
E/14.1-1 Pii = 1fori = 1,2,... ,k.
(c) The third canonical form of an acyclic phase-type distribution is depicted
by the representation of the family of Coxian distributions below. How-
ever, the parameters of the exponential phases and the branching proba-
bilities are real and must satisfy
1
0 < Ai < A2 <...< Ak
0 < pi < 1fori = 1,2,... ,k1, pk =1.
(2.17)
6. The Coxian distribution Ck of order k. Only transitions ii1 and i
k1 (the absorbing state) are allowed, with (possibly complex) probabilities14
Figure 2.6. Canonical form 2 for an order-k acyclic phase-type distribution.
pi and qi = 1- pi, respectively, for i = 1, ...,k -1. The individual exponential
phases, however, have different parameters A1, A2, ,Ak (possibly complex),
and the representation is a = (1,0, ... , 0) and
-A1 '-y10 0 0 qi Al
0-A272 0 0 q2 A2
T= tio .(2.18)
0 00 Ak-1 qk-iAk-1
0 00 0-Ak Ak
where -yi = pi Ai. The transition diagram for an order-k Coxian distribution is
shown in figure 2.7. Here the a priori probability of zero life-time is assumed
to be zero, i.e. al = 1. The general development, however, allows for a pos-
itive probability of immediately going to the absorbing state (zero life-time),
i.e. al < 1.
This family of distributions was introduced by Cox [17] and has been very
popular in stochastic modeling. Cox showed that schemes different than the
one abovesuch as allowing at each phase i the possibility of entering the
absorbing state or any other phase ji (not only phase i1)do not lead
to a class of distributions more general than (2.18). In fact, the entire family
of phase-type distributions is a subset of the family of Coxian distributions.15
Figure 2.7. Transition diagram for an order-k Coxian distribution.
2.3Renewal Processes of Phase-Type
The notion of a renewal process of phase-type was introduced by Neuts [57], where
a thorough discussion may be found. Other references on this topic are Neuts [51]
and Lucantoni and Ramaswami [43].
Definition 4 A renewal process where the times between renewals are i.i.d. random
variables distributed according to a phase-type distribution with representation (a, T)
is called a renewal process of phase-type.
Based on the Markovian construction of a phase-type distribution, a phase-
type renewal process may be viewed as follows.Suppose the Markov process Q
(c.f. equation (2.1)) enters the absorbing state m + 1. Instantaneously restart the
process Q according to the initial probability vector (a, arn+i). For convenience,
assume that am+i = 0, so that the phase-type distribution according to this Markov
process does not have an atom at 0.Repeating this procedure indefinitely, we
construct a new Markov process on the state space {1, 2,... ,m} (the state m + 1 is
an instantaneous state) with initial probability vector a and infinitesimal generator
Q* = T + tiocr (2.19)
The point process obtained by this procedure is a renewal process of phase-type.16
Let {N(t), t > 0} denote the number of renewals in (0, t], and {J(t), t> 0} the
Markov process with generator Q*. Define the m xm matrices P(n, t) = {Pii(n,t)}
by
Pii(n,t) = P {N(t) = n, J(t) = jI N(0) = 0, J(0)= i}, (2.20)
for n > 0, t > 0, 1 < i < m, 1 <j < m.
Pi; (n, t) is the conditional probability, given the initial phase is i, that at time t
the process Q* is in state j, and n renewals have occured. As shown in Neuts [51],
the matrices P(n, t) satisfy the Chapman-Kolmogorov differential equations
TtP(0,t) = TP(0,t) = P(0,t)T,
dtP(n't) =P(n, t)TP(n1,t)e0a,
2.4Matrix-Geometric Solutions
forn > 1. (2.21)
This section is a brief introduction to matrix-geometric solutions of certain stochas-
tic models, and is intended to illustrate the power these methods provide regarding
computationally tractable solutions for a large number of problems arising inprac-
tice.
A standard approach to the detailed study of many stochastic models is inves-
tigation of the presence of embedded Markov chains. The following resultsare from
Neuts [51, 55] and Asmussen [4], where a thorough description may be found along
with discussions of more complicated cases.
Two classic examples of stochastic models exhibiting embedded Markov chains
are the M /G /1 and GI /M /1 queues. For the M/G/1 queue, having exponential
interarrival times with parameter A and service times following a continuous distri-
bution function B(x), x > 0, the idea is to observe that the queue length just afterdepartures is a Markov chain withtransition probability
aoala2a3a4
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matrix
aoala2a3
0aoala2
a4
a3
Pi =
00a()al
000a()
a2
al
(2.22)
where
lc°e-at(At)idB(t)forj = 0,1,.... (2.23)
3.
Generalizations of Markov chains P1 of M/G/1 type and their matrix-analytic so-
lutions are extensively discussed in Neuts' monograph [52] and will not be covered
here.
Considering the GI /M /1 queue, with times between successive arrivals dis-
tributed according to the continuous distribution function A(x), x > 0, and service
times having an exponential distribution with parameter p, we note that the queue
length just prior to arrivals is a Markov chain with transition probability matrix
where, for j = 0,1,...
and
boao0 0 0
blalao0 0
b2a2alao0
P2 =
b3a3a2ala()
b4a4a3a2al
a e-At(WYdA(t)
7 3 1
3.
(2.24)
(2.25)
E ak. (2.26)
k=0
The classic result due to Khinchine [37] states that the queue length at arrivals
in the stationary GI /M /1 queue has a geometric distribution. A corresponding18
result holds for widely differing stochastic models with embedded Markov chains
which are generalizations of the paradigm P2 for the GI /M /1 queue. The transition
probability matrix P of an embedded Markov chain of the GI /M /1 type is of the
(canonical) block-partitioned form
BoAo000
B1AlAo00
B2A2AlAo0 P= (2.27)
B3A3A2AlAO
B4A4A3A2Al
where the elements of the matrix P are now m x m nonnegative matrices. The
matrix P in (2.27) is called canonical because the crucial feature is the particular
structure of the overall transition probability matrix.
The following main result is stated only for the common case where the matrix
A, given by
00
A = E Ai, (2.28)
i=o
is an irreducible stochastic matrix.
Denoting by irthe invariant probability vector of the matrix A,(i.e.
71-A = 7r, ire' = 1) and defining the column vector /3' by
00
(3' = E jAie', (2.29)
j=1
then the Markov chain P is positive recurrent if and only if
7rfr > 1. (2.30)
Let x denote the invariant probability vector of P, so that xP = x, xe' =
and partition x into 1 x m vectors as
x = [xo,x1,...1. (2.31)Then, for i = 0, 1,...
xx=Ri
19
(2.32)
for some (m x m) matrix R.
A probability vector x which satisfies (2.32) is called a matrix-geometric proba-
bility vector. If the Markov chain P is positive recurrent (c.f. condition (2.30)), the
matrix R is the minimal nonnegative solution to the nonlinear matrix equation
00
R= ER'A3.
J=o
The vector x0 is obtained by solving the system of linear equations
(2.33)
xo = x EB., xocr = 1. (2.34)
=0
We note that the first equation in (2.34) corresponds to the steady-state equa-
tions for the first m states. The second equation in (2.34) is the normalizing condition
which guarantees that the vector x is a probability vector.It can be shown that
the condition (2.30) implies that all m eigenvalues of the matrix R are less than one
in modulus (R is of spectral radius less than one), which in turn implies that the
matrix (IR) is nonsingular.
The stochastic matrix R, called the rate matrix of the Markov chain P, has an
interesting probabilistic interpretation. Ri, is the expected number of visits to the
state (i + 1, v) before the first return to the set of states (i, ), given the chain P
started in state (i, j). For a statement and proof see Neuts [51]).
Knowing the matrix R and the vector x0, many quantities of the underlying
stochastic model may be computed. For instance, the marginal density {qk, k > 0 },
given by
qk = xke' = x oRk, (2.35)
is, in many queueing models, the steady-state density of the queue length.
The following example is intended to show the power of matrix-geometric so-
lutions by presenting easily computable formulae for various quantities of interest,20
using an application from queueing theory. This example is thoroughly discussed
in Neuts [51], and the key results are also stated in Lucantoni and Ramaswami [43]
and Neuts [58].
Example. Consider the GI /PH /1 queue, where the service times are random vari-
ables with common phase-type distribution function of order in with representation
(y, S). For simplicity, assume that -y,,+1 = 0. The mean service time is given by
= The interarrival times have a probability distribution G) with
mean )4. Denote the queue length immediately prior to therth arrival by Ir, the
phase state immediately after the rth arrival by Jr and the interarrival time between
the (r 1)st and the rt h arrival by Tr. Then the sequence of triples {(Ir, Jr, Tr), r > 0}
is a Markov renewal sequence on the state space {(i,j,x), i > 0,1 < j < m, x > 0}.
The transition probability matrix PO of that Markov renewal sequence is given by
where
P(.r)=
Bo(x) Ao(x) 0 0 0
B1(x) Al(x) Ao(x) 0 0
B2(x) A2(x)4471(x)A0(x) 0-.-
B3(x) A3(x) A2(x)A.1(x)Ao(x)
B4(x) A4(x) A3(x) A2(x) Ai(x)
(2.36)
Ak(x) = fox P (k ,t) dG(t),fork > 0, (2.37)
and the m x m matrices P(k,t) are defined as in equation (2.20).21
The following are key results:
The GI /PH /1 queue is stable (i.e. exhibits stationary behavior) if and only
if the Markov chain P is positive recurrent, i.e. condition (2.30) is satisfied.
Denoting 71" as the invariant probability vector of A = E;10 Ai and if =
Ec)1j---3Ae' it can be shown (c.f. Neuts [51], chapter 4) that the inner product 3=
71" 01 reduces to )4 /i4, where Yi and i4 are the (finite) mean interarrival and
service times, respectively. This shows that the Markov chain P is positive
recurrent if and only if the classical equilibrium condition )4 > 14 holds.
Let xk = fxki, 1 < j < m} for k > 0, where xkj denotes the joint steady-
state probability that an arrival finds k customers in the queue with the server
in phase j of the service process. Then the invariant probability vector x =
[x0, xl,...] of P is given by
where
[X Id, Xk2) X km] = xk =C-yRk, fork > 0, (2.38)
C = (-y(IR)-1 1)-1. (2.39)
and the matrix R is the minimal nonnegative solution to the nonlinear matrix
equation (2.33).
The probability gk that the queue length (prior to an arrival) equals k is
gk =C-yRke', fork > 0. (2.40)
The expected queue length Li (prior to arrivals) is given by
Li = Cy(IR)-2e'1. (2.41)
The probability yk that the queue length equals k at an arbitrary time is
yo = 1 = 1
Y k =Cp-yRke' +C(Ai) l,yRk-i(Ri)s-ie,,for k > 1.(2.42)22
The mean L2 of the density (2.42) above is
L2 = pLiC(A'1)-1-y(IR)'S'e', (2.43)
where L1 is given in formula (2.41).
The expected number of customers Z served during a busy period is given by
Z = -y(IR)-le'. (2.44)
Furthermore, an algorithm for computing the stationary waiting time distribu-
tion in terms of R is presented in Ramaswami and Lucantoni [65].
In order to recognize the connection of matrix-geometric solutions with classical
results in queueing theory literature, we note that many examples of Markov chains
of the type (2.27) have been discussed using methods based on complex analysis. The
typical equation arising there is det[z/Eck"10 Akzk] = 0, whose roots in the unit disk
are usually solved by an argument based on Rouche's Theorem. There are exactly
772 such roots, which are the eigenvalues of the rate matrix R (c.f. Neuts [51, 58]).
It should be pointed out that matrix-geometric solutions are straightforward matrix
versions of the scalar equations mentioned above from classic queueuing theory.23
Chapter 3
Parameter Approximation Methods
This chapter describes various parameter approximation methods for phase-type
distributions and other related distributions that are subsets of the class of Coxian
distributions. Phase-type as well as non-phase-type distributions are included in the
description of these sub-families of Coxian distributions in section 3.1. The fitting
methods discussed in this study, however, only encompass phase-type distributions
as defined in chapter 2.
Most parameter approximation methods used for phase-type distributions can
be separated into two general classes: moment-matching techniques and maximum-
likelihood based approaches. An overview of the methods considered in this study is
presented in sections 3.2 and 3.3.
It is important to note that the literature often uses terms such as parameter
estimation and maximum likelihood estimation. However, based on the fact that the
test distributions used for evaluating the different fitting methods are not of phase-
type, nor were the data generated in the form of a random sample (see chapter 4),
the use of such terms according to their proper statistical definition is prohibited.
We shall therefore employ a different nomenclature, using the terms parameter ap-
proximation and maximum likelihood based methods.
3.1Selection Subsets and Related Families of Distributions
The difficulties in approximating the parameters of phase-type distributions are at-
tributable to several factors. As mentioned in chapter 1, the usually large number of24
parameters, the non-linearity of the approximation problem, the complex relation-
ship between the parameters and distribution properties and the non-uniqueness of
the representation of phase-type distributions present non-trivial problems.
It is known that the class of phase-type distributions is dense, that is, for any cdf
G) on (0, co), there exists a sequence of order-n phase-type distributions {PH,,}
such that P Hn converges weakly to G(.) as noo (a formal statement and proof is
in Asmussen [4], p. 76). Thus, any cdf G(.) defined on (0, oo) can be approximated
to an arbitrary precision by a phase-type distribution of appropriate order. A good
approximation, however, may require a large number of phases. The large number
of parameters presents problems, both in the approximation procedure as well as
in applications. Matrix-analytic solutions to stochastic models are virtually useless
if the dimensions of the matrices involved and their number of non-zero elements
is large, since matrix operations require significant resources in terms of computing
power.
Most approaches to fitting phase-type distributions (or other sub-families of
Coxian distributions) that have been proposed in the literature rely on restricting
the empirical distributions to be approximated by certain subsets of the family of
phase-type distributions, called the selection subset. The benefit of such a restriction
is avoiding over-parameterization by keeping the number of parameters to be ap-
proximated small and the structure of the underlying Markov processes simple and
sparse. The numerical difficulties arising in the mostly non-linear approximation
procedures may therefore be kept within certain bounds and the use of the ap-
proximating phase-type distribution in computations is less limited. Moreover, for
certain subsets of phase-type distributions, unique representations may be found;
such subfamilies are (generalized) Erlang, hyperexponential and acyclic phase-type
distributions.
The main selection subsets based on phase-type distributions that have gained
attention by several researchers in the area are Erlang and hyperexponential distribu-
tions. Aside from the fact that they exhibit a unique representation, their popularity25
is based on the ability to distinguish them in terms of their variability. Erlang dis-
tributions have a coefficient of variation c less than one, whereas hyperexponential
distributions have c > 1. The exponential distribution, which is both an Erlang and
a hyperexponential distribution of order one, has c = 1.It is therefore possible to
classify a distribution according to c and approximate this distribution by fitting
the corresponding phase-type selection subset. Two of the parameter approxima-
tion methods compared in this study use mixtures of Erlang or hyperexponential
distributions as the selection subset.
Several authors have raised the concern that, in fitting phase-type distributions
to empirical data or approximating a given distribution, the phases of the resulting
approximation are often fictitious and have no natural interpretation regarding the
process being approximated (c.f. Asmussen [5], Lipsky [42] and van de Liefvoort [41]).
This has led to the development of different classes of distributions which are not
of phase-type. A close relative to the family of phase-type distributions are gener-
alized hyperexponential distributions (see Botta, Harris and Marchal [14] and Harris
et al. [29]), which are hyperexponential distributions with the mixing probabilities
(al, a2, ,arn) being replaced by weights which must sum to one, but are not
restricted to be non-negative. The functions in the class of generalized hyperexpo-
nential distributions exhibit a unique representation. However, this class contains
functions which are not probability distribution functions (see Harris et al. [29]) and
is not closed under convolutions (see Botta, Harris and Marchal [14]). Maximum-
likelihood procedures for generalized hyperexponential distributions are presented
in Harris [27] and Harris and Sykes [28].
Another area of development related to Coxian distributions is the class of ma-
trix exponential distributions, which consists of all distributions that have a rational
Laplace-Stieltjes transform, but are not represented by a scheme of stages (or phases)
as are Coxian distributions or phase-type distributions. The distribution functions
in this family are expressed in terms of matrix exponentials. While phase-type dis-
tributions are a true subset of the family of matrix-exponential distributions (see26
Lipsky [42]), the main difference is that the phase viewpoint is not being supported.
Van de Liefvoort [41] presents an application of matrix exponential distributions in
the moment problem for continuous distributions.
Finally, there are mixtures of distributions, largely motivated by applications
involving mixed populations. Redner and Walker [66] present a survey of methods
for fitting mixture densities, primarily using maximum-likelihood based approaches
and the EM algorithm. Also mentioned are moment-matching methods. Fitting
methods for finite mixtures of exponential and Weibull distributions are discussed in
Kaylan and Harris [36] and in Mandelbaum and Harris [47], which is the basis for the
maximum-likelihood based methods for generalized hyperexponential distributions
discussed in Harris [27] and Harris and Sykes [28].
3.2Moment Matching Techniques
A commonly used method in approximating the parameters of a probability distri-
bution function F() of some random variable X, based on the noncentral moments
ten = E(X91) = f"xn dF(x), is called moment matching. The idea is to equate
some set of empirical moments to their expected values, which results in a system
of (generally nonlinear) equations for the parameters of the approximating distribu-
tion function. In our case, sample moments based on empirical data or the moments
of a known probability distribution are matched to the corresponding moments of
the approximating phase-type distribution (or a selection subset thereof), and the
resulting equations yield values of the parameters of the approximating distribution.
Only in some cases, however, is it possible to solve the moment-equations analyt-
ically. Such cases are typically based on two-phase hyperexponential distributions
with balanced means (i.e. al /Ai = a2/A2) or mixtures of two Erlang distributions of
common order. In the case where only two moments are to be matched, closed-form
expressions for the parameters of the approximating phase-type distribution can be
obtained.27
Several authors have proposed parameter approximation methods based on
matching the first two moments of an empirical distribution to be approximated
and the corresponding first two moments of an approximating phase-type distribu-
tion. Whitt [76, 77] uses the selection subset of Erlang distributions if the coefficient
of variation c of the process to be approximated is less than one. The case where
c = 1 forces the use of an exponential distribution. In the case where c > 1, the
use of hyperexponential distributions is suggested. Sauer and Chandy [68, 69] also
propose the use of a hyperexponential distribution for the case where c > 1. For
distributions having c < 1, generalized Erlang distributions are being used as the
selection subset.See also Tijms [75], Marie [48] and Sevcik, Levy, Tripathi and
Zahorjan [70] for developments in this area.
The earliest standard references on fitting methods for phase-type distributions
are Bux and Herzog [15, 16]. In addition to matching the first two moments, they also
emphasize the shape constraints of the distribution to be fit, i.e. matching a number
of cdf values of the approximating and the approximated distribution function. A
numerical procedure using nonlinear programming (NLP) is developed to fit a Coxian
distribution with common rate parameters at all phases (i.e. a mixture of pure
Erlang distributions) to the first two sample moments of an empirical distribution
and to user-specified values of the empirical cdf in the constraint set of the NLP.
The objective is to minimize the number of phases. The primary disadvantage of
this method, however, is the high order of the approximating Coxian distribution,
resulting from the moment-matching requirements in the constraints.
Fitting approaches involving the matching of the first three moments are dis-
cussed in Altiok [3] and Khoshgoftaar and Perros [38], who present closed-form
expressions for matching the first three empirical moments to a Coxian distribu-
tion of order two, and Whitt [76], who also presents closed-form expressions for a
three-moment matching algorithm using two-phase hyperexponential distributions.
More recent advances include Johnson and Taaffe [30], who use mixtures of Erlang
distributions of common order to match the first three moments. Including also the28
consideration of shape constraints of the distributions to be approximated, Johnson
and Taaffe [31, 32] used NLP techniques and human interaction for the parameter
approximation of mixtures of Erlang distributions (possibly of different order) and
Coxian distributions. Recent work by Johnson [35] includes the development ofa
computer package MEFIT [33] for selecting phase-type distribution parameters us-
ing moment matching, NLP, heuristics and the use of Erlang distributions. This
work is described in more detail in section 3.2.1.
Schmickler [71, 72, 73] and Schmickler and Siidhofen [74] match three moments
to mixtures of two or more Erlang distributions, not necessarily of the same order.
Furthermore, they also numerically minimize the area between the approximated
and approximating cdf's. Their work is discussed in more detail in section 3.2.2.
Additional methods emphasizing curve fitting are proposed by Bobbio, Cumani,
Premoli and Saracco [9], who minimize the nfaximum difference between an empirical
cdf and an acyclic phase-type distribution by iteratively solving a linearized version
of the nonlinear optimization problem.
3.2.1MEFIT
The following notation is used in describing Johnson's approach to selecting the
parameters of a mixture of Erlang distributions. Denote the approximated cdf and
pdf by G) and g), respectively. The cdf and pdf of the approximating mixed
Erlang distribution is F() and f(), respectively. The parameters of the Erlang
mixture are r for the number of Erlang distributions, ki, pi andNifor the order,
mixing probability and mean of the ith Erlang distribution in the mixture. The
resulting Erlang mixture distribution is then
r
F(x) = EpiF,(x), forx > 0, (3.1)
where Fi() is the distribution of the ith Erlang random variable used in the mixture.29
The moments of both F(.) and GO are specified as standardized moments,
i.e. the mean /4, (the noncentral first moment), the coefficient of variation c =
12122/14,(the standard deviation divided by the mean), and the coefficient of skew-
nessy= /13/p2
2
,(the third central moment divided by the cube of the standard
deviation).
The following criteria are used for fitting:
1. matching the (standardized) moments of F(.) and G(.),
2. minimizing the sum of the absolute or squared differences between values of
F(.) and G) (Acdf) or f(.) and g() (Apdf) at up to 200 points.
The following description of the moment matching algorithm was implemented
in Fortran as the computer package MEFIT [33]. The user of the program may
specify whether to include the above criteria in the objective function or the con-
straint set of the NLP used to determine the parameters of F). Typically the
goodness-of-fit measures Apdf or Acdf are part of the objective function (which is
to be minimized), if they are to be included in the approximation run at all. The
moment-matching criteria may be selected to be included either in the objective
function or as nonlinear constraints. Suppose 0 is a moment criterion and 0(f) and
0(g) denote the values of that criterion for the approximating and the approximated
distribution, respectively. Using criterion 0 in the objective function means a term
of the form
w(4)(f)0(0)2,for w > 0 (3.2)
is added to the objective function. The purpose of the weight w is to reflect the
relative importance of criterion 0.If criterion 0 is to be included as a nonlinear
constraint, a term of the form
we 5 w(cb(f)0(g)) 5 we, forw, f > 0, (3.3)
is added to the constraint set of the NLP, where 6 is the (unweighted) maximum
tolerable difference between approximated and approximating moments.30
The following scheme indicates how a parameter approximation is obtained.
Input from the user is required for:
1. The number r (r < 6) of Erlang distributions to be mixed.
2. The orders k1, k2, ,kr of the Erlang distributions to be mixed.
3. The fitting criteria, how to include them in the NLP (i.e. objective function
or constraint set), and the assignment of weights.
4. The initial values of and bounds on (i) the means of the Erlang distributions
to be mixed, and (ii) the mixing probabilities.
Output consists of the following:
1. The parameters of the selected mixed distribution.
2. For each criterion specified for matching, the value to be approximated and
the approximating value.
3. (optional) Values of the approximating cdf F(xi) or pdf f(xi) at n (n < 200)
equally spaced points {xi, i = 1, ,n} along the interval [0, b], where n and
b are user-specified.
Heuristic arguments are used to select the number r of Erlang distributions to
be mixed, as well as to determine their orders. Furthermore, the user also resorts to
heuristics to provide initial solutions and bounds on the parameters. Johnson [35]
discusses the experience gained throughout the development of this approach. As
a more rigorous guideline in choosing the orders of thedistributions, the following
result is stated and proved in Johnson [35].31
Theorem 3.1 (Johnson [35]) Assume 14 > 0, r > 2 and k1,k2,...,kr are all
distinct. Then the triple of moments (p4, c, y) is feasible for a mixture of r Erlang
distributions o f orders k1,k2,... ,kr, i f and only i f ki > k* for some i = 1, 2,... , r,
where k* is the minimum integer satisfying
k* >
1
(3.4)
--y + 1/c3 + 1/c + 2c k* > (3.5)
7(c11c)
This result is used to choose at least one of the orders of the mixed Erlang distribu-
tions to be equal or greater than k*.
The following example describes one of the ways in which Johnson's approach
may be used to fit a mixture of Erlang distributions to a Weibull distribution.
Example. Suppose a Weibull distribution with standardized moments 4 = 1, c =
0.38 and y = 0.21 is to be approximated by a mixture of three Erlang distributions
with orders k1 = 2, k2 = 3 and k3 = 10 (k* = 9).The objective function is
used to match 6 values of the approximating and approximated pdf.Nonlinear
constraints are used to match the first three moments, where the maximum tolerable
difference between approximated and approximating moments is 0.02.Matching
the mean tei is associated with a weight of 10, resulting in the constraint 0.20 <
10(4(f)1.0) < 0.20. Matching the coefficient of variation c is associated with
a weight of 3, which yields the constraint 0.06 < 3(c(f)0.38) < 0.06 and
matching the coefficient of skewness y is associated with a weight of 1, resulting
in the constraint 0.02 < 1(y(f)0.21) < 0.02. Bounds are assigned to 131 and
133132 to ensure that the initial ordering of the means th, /32, /33 of the individual32
Erlang distributions is preserved. The resulting NLP problem is as follows:
6
min z = E (f (xi)g(xi))2
s.t.
0.20 < 10(f4(f)1.0)
0.06 < 3(c(f)0.38)
< 0.20
< 0.06
0.02<1(7(f)0.21)< 0.02 (3.6)
0.01< f3i <105, fori = 1,2
0< < 105, fori = 1, 2, 3
0<pi < 1, fori = 1, 2, 3
+ P2 + P3 = 1.
The parameters of the mixture of Erlang distributions are implicitly included in
the constraints. The NLP is solved using the package NPSOL (version 4.0), which
uses a sequential quadratic programming algorithm for dense NLP problems (see
Gill, Murray, Saunders and Wright [24]).
3.2.2 MEDA
Schmickler's approach MEDA (Mixed Erlang Distributions for Approximation) to
the parameter approximation of phase-type distributions as approximations of em-
pirical distributions is similar to MEFIT, in that mixtures of Erlang distributions
(not necessarily of the same order) are being used as the selection subset. Differences
are the following:
1. The first three empirical moments are matched exactly. Higher moment infor-
mation is taken into account by incorporating shape constraints of the empiri-
cal distribution based on the area between the approximating and the approx-
imated cdf's. All measured data points are considered for fitting the shape of
the empirical cdf.33
2. Significant jumps in the empirical cdf can be taken into account by using
weighted Dirac delta functions (or Erlang distributions with an infinite number
of phases). This method yields remarkable improvements in the fit for the case
of jumps, but inclusion of an E,, distribution in the approximation mixture
makes this usable only if a phase-type distribution with a limited number of
phases is not needed.
3. The orders of the Erlang distributions to be mixed are chosen automatically
by the program. No user interaction is possible.
In the first version of MEDA [71], only two or three Erlang distributions were
used in the mixture. The extension (Schmickler [72, 73] and Schmickler and Siid-
hofen [74]) incorporates higher numbers of Erlang distributions, as well as a different
nonlinear programming algorithm for the parameter approximation. As described in
Schmickler [72, 73], a fast numerical algorithm for matching the first three empirical
moments to the moments of a mixture of two Erlang distributions is implemented in
MEDA. The moments of mixed (more than two) Erlang distributions can be reduced
and normalized to the moments of a mixture of two Erlang distributions, which is
incorporated in MEDA. This means that the parameters for the first two Erlang
distributions to be mixed (i.e. the mixing probabilities p1 and p2 and the parameters
Al and A2) are chosen by a moment matching algorithm, whereas the remaining
parameters of all other Erlang distributions in the mixture are approximated using
the reduction and normalization step. The optimization of all parameters according
to the objective function
A =,-1 fIFe(x)Fa(x), dx,
pi Jo
(3.7)
which is the area between the empirical and the approximating cdf (normalized with
respect to the first empirical moment Ai) is done by using the Flexible Polyhedron
Search (FPS) nonlinear programming algorithm by Nelder and Mead [50]. The FPS
algorithm allows for the simultaneous optimization of several variables, but only
continuous variables are permitted.Since the number of phases in each Erlang34
distribution to be mixed is an integral parameter, mixed Gamma distributions (hav-
ing continuous shape parameters) are used instead for the optimization run. After
optimal values k7 for these parameters have been determined, a transformation is
performed by searching for the best neighboring integer number ki for 4.
A typical approximation with MEDA is as follows:
1. The program MEDA reads the input file containing the empirical cdf and the
first three empirical central moments. The cdf is then examined for jumps,
according to a user-specified level of significance.
2. A setup for the optimization follows, where initial values for all parameters
of the mixed Erlang distributions are determined, except the parameters of
the first two Erlang distributions to be mixed, since these parameters are to
be determined by the moment matching algorithm. A heuristic argument is
used for these initial parameter values, based on a linear approximation of the
empirical cdf in the lower range (see Schmickler [72, 73]).
3. The optimization of the parameter values is performed, using the FPS algo-
rithm involving Gamma distributions.
4. The continuous shape parameters of the Gamma distributions are transformed
into integral values to obtain Erlang distributions.
5. The objective function value A is computed.
Steps 3-5 above are performed iteratively until the objective function can no
longer be improved. An approximation run as described above always starts with
two or three Erlang distributions to be mixed. If the fit needs to be improved, more
Erlang distributions can be included. Steps 2-5 above have to be carried out for each
additional Erlang distribution included in the mixture; results of approximation runs
for a mixture of three Erlang distributions are being used for the optimization run
for the fourth Erlang distribution, and so on.35
3.3Maximum Likelihood Based Approximation
Maximum likelihood is one of the most popular methods in parametric point esti-
mation. A vast body of literature has been published, both on theoretical properties
as well as applications.
A general definition of maximum likelihood estimates is the following (see also
Kotz and Johnson [39]). Consider a random sample X = (X1, X2, ,XTh), whose
joint distribution is given by the density f7,(x; e) in the n-dimensional Euclidean
space Rn. The unknown parameter vector 0 iscontained in the parameter space 51.
Definition 5 For fixed observations x, the likelihood function of x is defined
as L(x; O) = fn(x; e), being a functionof O E Q. Any O = O(x) E 52 which
maximizes L(x; e) over 52 is called a maximum likelihood estimate (MLE) of
the unknown true parameter vector O.
Often it is advantageous to compute MLEs by maximizing the logarithm
of the likelihood function, denoted by l(x; 0) = log L(x; 0). The logarithm is
a monotone function; thus, any0(x) which maximizes L(x; e) also maximizes
l(x; e).
In our setting, it is desired to estimate the parameters (a, T) of a phase-type
distribution based on observations x = (x1, x2, ,xn). The likelihood function is
then given by
Tx H cteTx; L x ; 0) = H aeito = Te').
1=1 i=1
(3.8)
Aside from the case where the order of the approximating phase-type distribution
equals one (i.e. an exponential distribution), there is no known way to combine the
exponents of equation (3.8) in order to obtain a sufficient statistic of reasonable
dimension. Moreover, equation (3.8) cannot be differentiated in a straightforward
manner (see Asmussen and Nerman [5]); no simple expression forthe partial deriva-
tive ofeTxw.r.t. T12 is known (see Graham [25]). An example of a log-likelihood
surface, based on a generalized Erlang distribution with two parameters and a data36
set of 200 observations from one of the test distributions involved in this study is
shown in figure 3.1. Difficulties such as extreme flatness of the log-likelihood function
around maxima are evident.
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Figure 3.1. Log-likelihood surface.
Approaches on how to deal with these problems have been proposed by Bobbio
and Cumani [10, 11], who define the restricted class of acyclic phase-type distri-
butions (c.f. section 2.2) for which closed-form expressions of partial derivatives of
equation (3.8) with respect to the parameters may be derived. A different approach
by Asmussen and Nerman [5] suggests thinking of the observations x as partial in-
formation on the representation of the phase-type distribution. This interpretation
motivates an iterative method, called the EM method (Expectation Maximization),
which was implemented for the phase-type setting by Haggstriim, Asmussen and
Nerman [26]. The standard reference on the EM algorithm is Dempster, Laird and37
Rubin [19], who give a thorough introduction and describe a wide range of applica-
tions for the use of the EM algorithm in parameter estimation for distributions.
Both maximum likelihood estimation approaches, by Bobbio and Cumani [11]
and by Asmussen and Nerman [5], will be described in more detail in the following
sections. Since our computational experiments are based on test distributions which
are not phase-type distributions and the samples from these distributions were not
chosen randomly (see chapter 4), we shall use the term maximum likelihood based
parameter approximation in the sequel. A third fitting method involving maximum
likelihood was developed by Faddy [21]. He suggests using Coxian distributions with
real parameters (see section 2.2, eqn. (2.18) and figure 2.7) as the selection subset
in order to improve on the precision of the estimates, since the fitting of Coxian
distributions involves fewer parameters than the fitting of general phase-type distri-
butions. O'Cinneide [62] showed that every phase-type distribution whose Laplace
transform has real poles has an equivalent Coxian representation. However, it is
not guaranteed that such an equivalent Coxian representation is of the same or-
der as the original phase-type distribution (see Botta, Harris and Marchal [14]).
The fitting procedure by Faddy is implemented with a straightforward procedure in
MATLAB [49], involving the computation of the matrix exponentials eTzj and nu
merically maximizing the log-likelihood function by using the Nelder-Mead simplex
search method [50].38
3.3.1MLAPH
Bobbio and Cumani [10, 11] have developed a maximum likelihood based approach
incorporating the canonical representation of the restricted class of acyclic phase-type
distributions (see section 2.2, equations (2.13, 2.14, 2.15, 2.16, 2.17) and figures (2.5,
2.6, 2.7)). The term acyclic phase-type distribution was first used by Cumani [18],
who also introduced the canonical representation, i.e. minimum order unique repre-
sentations. Recently, O'Cinneide [63] investigated this family of distributions using
the term triangular phase-type distributions.
Recalling the properties of the canonical representation of acyclic phase-type
distributions, we note that they are a straightforward restriction of the family of
Coxian distributions (see section 2.2), obtained by using only real-valued parameters.
The necessary ordering of the transition rates of the exponential phases (i.e. the
canonical representation, conditions (2.14, 2.16, 2.17)) ensures that the class of
acyclic phase-type distributions exhibits unique representations.Moreover, they
form a dense set for distributions with support on [0, oo) (c.f. Cumani [18]); that is,
there exist acyclic phase-type distributions in canonical form that converge weakly to
any given distribution on [0, oo). Any acyclic phase-type distribution in canonical
form is a proper probability distribution function, and the class of acyclic phase-
type distributions is closed under mixtures, convolutions and formations of coherent
systems (c.f. Assaf and Levikson [7]).
These properties allow for the derivation of closed-form expressions of the cdf
of acyclic phase-type distributions in canonical form, as well as the derivatives with
respect to both the model parameters and time. Maximum likelihood based approx-
imation is therefore possible.
The following results (Bobbio and Cumani [11]) are based on the canonical
representation of an acyclic phase-type distribution of order k depicted in equa-
tions (2.13, 2.14) and figure (2.5). The vector of initial probabilities is denoted by
a = (al, a2, ... , ak), where ak+i is assumed to be zero. The vector of transition39
rates is A = (Al, Az, ,)'k). The cdf of the time t until absorption in state k +1 of
the Markov chain (2.13) is denoted by F(t,a,A). The Laplace-Stieltjes transform
of F(t, a, A) is
00
F (s, a,A) =fe-sx dF(t, a, A) = E ai_P(i)(s, cx, A),
i=1
(3.9)
where P(i)(s, a, A) is the Laplace-Stieltjes transform of the cdf of an acyclic phase-
type distribution comprised of the last i phases in figure (2.5). From the structure
of the matrix T given by equation (2.13), it is clear that (A1, A2, ,Ak) are its
eigenvalues. For any i = 1,2,... ,k, let r be the number of distinct eigenvalues in
the set of parameters (Ak_i+i, Ak-i+2,Ak), and let mu be the multiplicity of the
Uth distinct eigenvalue A(u) (i.e. Eru=i mu = i). It follows that
A
mu
P(i)(s, a, A)= (u)
u=is -FA(.))
Partial fraction expansion of equation (3.10) results in
fori = 1, ,k. (3.10)
rmu
ii(i)(S, a, A) = EE
ul
u =1 1 =1(s + A(u))1
and inverting the Laplace-Stieltjes transform given in equation (3.11) yields
fori = 1, ,k, (3.11)
f(')(t,a, A)=
r
u=1
(mu c(uil -A(u)t E t1-11) 1=1(1 1)!
fori = 1, ,k.(3.12)
Equation (3.12) is completely determined once the coefficients cu(i) are calculated.
By integrating equation (3.12) term by term, the cdf F(i)(t, a, A) can be obtained in
closed form. Bobbio and Cumani [11] present an iterative algorithm for computing
the coefficients eu(ii.
The next step is to derive the (2m1) first partial derivatives of P(s, a, A)
with respect to the (m1) independent parameters a and the in parameters A.
The partial derivatives with respect to the ai's are immediate, since equation (3.9)
is linear in the ai's. In order to compute the partial derivatives of P(s, a, A) with
respect to the Ai's, separate the contribution of Ai and write
P(s,a, A) =+A'Ai .93.(s)/k(s), fori = 1,,k (3.13)40
where '(s) contains the stages before the occurrence of the Vih stage in the chain.
Writing
k
Pi(s, a, A)=Ai =ajF(j)(s, a, A) fori = 1, ,k(3.14)
sAi i=i
and differentiating equation (3.13) with respect to Ai then yields
ap(s,a, A) 1 Aip,(8,Al fori = 1, ,k.
aAi Ai s +
(3.15)
To describe the maximum likelihood based approximation procedure, consider
a data sample x = (x1, x2, ., xn, x71+1, ,x1,), such that 77 < v are non-censored
(e.g. observed life-times of items), and vi are censored(e.g. life-times of items
that were still 'alive' when the data collection was terminated). Without loss of
generality, arrange the order of the sample so that the n non-censored points are in
the first i positions. Denote the maximum likelihood based estimators of a and A
by & and A. The likelihood equation is
L(x; a, A) = fJ f (xi, a, A)II(1F(xj, a, A)).
i =1 j =fl+1
(3.16)
The approximation problem is then to find & and A such that L(x; a, A) (or
l(x; a, A)) is maximized under the canonical constraints 0 << A2 < < Ak,
ai > 0 for i = 1, 2, ... , k and ai = 1.
This nonlinear constrained optimization problem is then solved by resorting to
an iterative linearization procedure. The first order derivative information described
above is taken into account. Given initial values a(°) and A(°) for the parameters, the
log-likelihood function l(x; a, A) is linearized in an &neighborhood of a(0 and A(°).
The solution of a modified simplex procedure along with a line search determines
the next estimate a(1) and A(1), which is used as the initial solution for another step
of the iterative procedure. The algorithm stops after a certain user-defined number
of solutions have been computed, or if the rate of convergence becomes smaller than
a user-specified level.41
Results illustrating this parameter approximation procedure are presented in
Bobbio and Cumani [10], and Bobbio and Telek [12, 13]. The major concerns men-
tioned by the authors are numerical instabilities. Running the same procedure on
different computers yields significantly different results.Moreover, the algorithm
is numerically very intensive and sensitive to the choice of the initial solution a(°)
and AO), because local maxima are present in the objective function. Bobbio and
Telek [12, 13] suggest randomly generating the starting values a(°) and (°). The
rate of convergence of the algorithm is very slow and decreases with the order of the
approximating acyclic phase-type distribution, due to the flatness of the objective
function.
We note that this approach does not accommodate the approximation of the
order of the fitted acyclic phase-type distribution.
3.3.2 EMPHT
A different approach in maximum likelihood based approximation for phase-type
distributions incorporates the EM algorithm (see Dempster, Laird and Rubin [19]).
Asmussen and Nerman [5] and Asmussen, Nerman and Olsson [6] describe the use
of the EM algorithm for approximating the parameters (a, T) of a phase-type dis-
tribution of order-k from data x = (x1, x2,x,i), as well as fitting a phase-type
distribution of order-k to a given distribution G) with support on [0, oo). Another
similar approach by Olsson [64] presents the approximation of phase-type distribu-
tions based on censored samples.
The idea is to view the usual interpretation for a phase-type distribution (being
the time x until absorption in a Markov process {J(t), 0 < t < x} with a finite
number of transient states) as a multi-parameter exponential family, provided the
entire process {J(t), 0 < t < x} is observed. This is equivalent to observing the un-
derlying Markov chain Jo (the initial state), J1, J2, ,Jm_i (where M is the number
of transitions until absorption in state k +1, i.e. JM = k +1 and Jz, i = 1,...,M-1,42
represents the state of the Markov chain after the ith transition), and the sojourn
times So, ,Sm_i (SM = oo). Thus, a complete observation y of a Markov pro-
cess {J(t), 0 < t < x} may be represented by y = ..,sm-i)
An incomplete observation x is then represented by x = so + s1 ++ sm_i. In
practice, the data consists of n i.i.d. realizations of x, denoted by x1, x2,.xn,
each of which is regarded as an incomplete observation of the Markov process J(t).
It is an incomplete observation in the sense that no information about the initial
state, the transient states visited and the sojourn times at the individual transient
states is given. Denoting the n independent Markov processes byJ(t)[1], ,J(t)En]
and letting Jr, Jr,...,Jm[r][ ,,_i and 4r1, Sir], ,Sm[r][ri_i be the underlying Markov
chains and the sojourn times for the rth process (r = 1, ,n), the complete, yet
unobservable, data set is then written as
y=
[1] [1]
s[1] s
[1] .[n] [n] [n]
s
[1] (3.17 , ,m[i] _1, 0 , , _1, ,o, m[n] _1, 0 ,Th(] )
The EM algorithm makes use of this complete sample in order to find the maximum
likelihood estimate of (a, T), based on the observed sample
X =(X17...,xn)
(soli
sm[1][1] [On] m[lni (3.18)
Based on the standard estimation theory for continuous-time Markov processes (see
Albert [1] or Basawa and Prakasa [8]), the sufficient statistic for {J(t), 0 < t < x}
is
where
S=
(Be),i = 1,...,k
(Z1),i = 1, .,k
(Nii),i = 1,. ,k, j = 1,. ,k1,ij
B1 = E [r]
{JO =. 17 r=1
= the number of processes starting at state i,
for i = 1, ,k,
(3.19)43
n m[r]-1 = E E ,r,
=i}s[r]
r=1 u=0
the total time spent in state i,
for i = 1, ,k,
n
Nii =E E [r] .[r] gu=Z,J1,4=.71 r=1 u=0
= the total number of transitions from state i to state j,
for i = 1...,k, j =1,...,k +1, ij. (3.20)
The joint density of the complete sample y is given by
k k k k+1
f(y;T) H ari H eTiiZi HLiTTT"ii
N
i =1 2=1 2=1j =1joi
with log-likelihood function
(3.21)
k k k k+1
/(y; a, T) = E A ln(ai)ETiiZi+ E ENijln(Tii). (3.22)
J=1 J=1 J=1
The maximum likelihood estimators for the parameters (a, T) are obtained by
maximizing (3.22) subject to
k+1
E Tii = Tiifori = 17_7kand ai = 1, (3.23)
=1 i=1
jai
which yields
e e i=
Bi
fori = 1 ,k,
=
Nii
fori = 1, ,k, j =1,...,k +1, j a (3.24)
Zi
k+1
Tii=E Tii, fori = 1 ,k.
;=1
jOi
Based on these estimates, the EM algorithm is applied to obtain maximum
likelihood estimates for (a, T) using the observed sample x. The EM algorithm is44
iterative in nature; starting from initial values (a, T)(°) for the parameters to be
approximated, the values (a, T)(m+1) are derived from (a, T)(m) in two steps, the
Expectation step and the Maximization step.
Expectation Step: Compute
L(m +1),i = 1...,k,
Zn1+1),i = 1...,k,
E(a,T)(m)(SIx)
107+1),i = 1...,k,
j= 1, .,k1, ji
(E,T)(m)(Bilx)),
(E(a,T)(m)(ZiI
(E(a,T)(m)(N iilx))
i =1...,k,
i =1...,k,
i =1...,k,
j = 1,.,k1,
.(3.25)
Maximization Step: Replace S by E(aT)(m)(SIx) in equations (3.24), that is:
E(a,T)07-0(Bilx) 13("-H-1) (771+1.) t i = 1...,k, ai = , n n
E(a,/,)(m)(Ariji
1.
I x) en+1)
V7+1) j = 1, ... ,k + 1,ji,(3.26)
E(,T)(m)(Ziix) Z7n-1)
k+1
V7+1)= E V7+1), i = 1,. .. ,k.
In order to evaluate the conditional expectations in equations (3.26), note that
S can be decomposed as S = 5(1) a S(n),where S(r) is the contribution from
therthMarkov process {J(t)rrl, 0 < t < xr}.Then
n
E(c,T)(m)(slx) = > E(ca)(momixr). (3.27)
r=1It is also shown in Asmussen and Nerman [5] and Olsson [64], that
E(a,T)(,)(Bi I xr)
E(a,T)(.)(Zilxr)
E(ctx)(7,)(Niiixr)
E(a,T)(72)(Ni,k-1-11Xr)
cribi(xrIT)
ab(x,IT) '
ci(xr;i1a,T)
ab(xrIT)
Tiici(xr;ilcx,T)
ab(xrIT)'
ai(xrla,T)ti
ab(x,IT)
fori = 1, ,k,
fori = 1, ,k,
fori,j = 1,...,k, j
fori = 1, ,k.
45
(3.28)
where t2 = is the ith element of the exit rate vector to, ei is the ith unit vector
and ai(xja,T), bi(x1T), ci(x;iIa,T) are the ith elements of the vector functions
defined by
a(xla,T) =aeTx,
b(HT) eTxtfo,
x rn
u/(z-u)1du C(c(.1:; aeeie to
fox
a(ula,T)e:b(xulT) du, fori = 1, ,k. (3.29)46
Using this in equations (3.24), we obtain:
Theorem 3.2 (Asmussen and Nerman [5]) The EM algorithm for phase-type
distributions is given by
bi(xrIT(m))
Gn
a(n+1) a(m) r=icr(m)b(x,IT(m))
Cj(Xr;i1(al]r)(771))
Ti3(7+1) = T.(7) r=1a(m)b(XrIT(m))
5E1ci(xr; il(a,T)(m))
m
+1)
r=1a(M)b(Xr IT())
a (Xr 1(a, 11)(m))ti
r=1a(m)b(Xr111(m))
C (Xr; il(a, 2")(m))
r=1a(m)b(XrIT(m))
k+1
r(m+i)E
j.1
fori = 1,...,k,
fori,j =1,...,k, j # i,
fori = 1,...,k,
fori = 1, ,k.
(3.30)
For the computations of the vector functions a(xla,T) = a(x), b(x1T) = b(x),
c(x; = c(x; i), note that, for fixed (a, T), they satisfy the k(k+2) dimensional
system of homogeneous linear differential equations
a(x) = a(x)T,
b(x)= Tb(x),
c(x; i) = ai(x)t'0Tc( .r;), fori = 1, ,k (3.31)
with initial conditions
(3.32)
a( 0)=a,
b(0)
c(0;=0, fori = 1,...k.47
In the mth step of the EM algorithm, the equations (3.31) are solved numerically
using the Runge-Kutta method of 4th order with a =a(m)and T =T(m)
For fitting a continuous distribution G) by a phase-type distribution, note
that the sums in equations (3.30) can be interpreted as an integral of the empirical
distribution. Thus, by inserting the corresponding integrals with respect to G(),
the EM algorithm takes on the form
Jo
bi(ulT(m))
dG(u),
eiJoa(m)b(ulT(m))
.1°°
Tip(7+1)= T.(11)°
13 too
Jo
T(m+1) i,k+1
ci(u; Om))dG(u)
a(m)b(ulT(m))
ci(u;ika,Vm))
a(m)b(ulT(m))
dG(u)
ai(uKcx,T)070)ti
dG(u)
cx(m)b(ulT(m)
ci(u;il(cx,TYm
a(m)b(ulT(m))) dG(u)
k+1
Ti(im+1)ETi(m+1)
fori = 1, ,k,
fori,j = 1,...,k, j
fori = 1, ,k,
fori = 1, ,k.
(3.33)
We note that the development above is the only one known to date dealing with
general phase-type distributions. No special structure is assumed, e.g. no restriction
(selection subset) on the class of phase-type distributions is necessary. Because of
the structure of the EM algorithm, there is no danger in converging to a minimum
of the likelihood function. Converging to local maxima, however, is possible. Each
step of the EM algorithm increases the likelihood function. The first moment of
the approximating phase-type distribution is unbiased, as shown in Asmussen and
Nerman [5]. However, one cannot match more than the first moment using the EM48
algorithm, and the convergence rate of the algorithm is quite slow. Furthermore,
the EM algorithm does not allow for the computation of the standard errors of the
approximated phase-type parameters.
The algorithm described above was implemented under the name EMPHT by
Haggstrom, Asmussen, and Nerman [26] and further developed by Olsson [64].49
Chapter 4
Distributions, Data and Test Criteria
This chapter presents the test data used in the computational evaluation of the
parameter approximation methods described in chapter 3. Section 4.1 describes a
set of known theoretical probability distributions to which phase-type distributions
are to be fit.Section 4.2 presents four sets of empirical data which are suitable
for phase-type approximations; these data were supplied by various researchers in
the area of stochastic modelling. Section 4.3 introduces a set of test criteria for the
goodness-of-fit of the phase-type approximations presented in chapter 5.
This set of test cases and performance measures is based largely on benchmark
recommendations developed at the international workshop for fitting phase-type
distributions held at Aalborg University, Denmark, in 1991. The motivation for
including the Weibull (section 4.1.1) and lognormal distributions (section 4.1.2) is
that their support are the nonnegative real numbers, as is the case for phase-type
distributions. In addition, they are often encountered in the interpretation of ex-
perimental data from various areas in engineering, such as queueing applications,
data transmission or reliability (see [12]). These distributions should therefore be
fairly easy to approximate by phase-type distributions. The uniform (section 4.1.3)
and the mixed-shifted exponential distributions (section 4.1.5) are typical exam-
ples of non-phase-type distributions and therefore present a greater challenge for a
phase-type approximation. The matrix-exponential distribution (section 4.1.4) has
a rational Laplace-Stieltjes transform, but is not a phase-type distribution.50
4.1Theoretical Distributions
This section describes the theoretical distributions used for the computational eval-
uation of the phase-type parameter approximation methods. For each distribution
described, the formulae for the cumulative distribution function F(x) (cdf), the prob-
ability density function f(x) (pdf), and the noncentral (or central) moments are
presented (when applicable), together with plots of these functions. The rth non-
central moment of a continuous random variable X with distribution F(x) on the
range [0, oo) is
CO
it,. = E[XT] =f xrdF(x). (4.1)
o
The rt h central moment about the mean 4 is given by
fir = E[(X[1101 = foc()(Xiili)r clF(x). (4.2)
4.1.1Weibull Distributions
The Weibull distribution commonly occurs as the failure time distribution of com-
ponents in microelectronics. Distributions modelling wear-out behavior in the area
of reliability are often well represented by the Weibull distribution.
If a random variable X is distributed according to a Weibull distribution with
scale parameter A and shape parameter /3, we write X ,-,, W(A, /3), where A > 0 and
13 > 0.
F(x) = 1 e-(Ax? forx > 0
f(x) opg-ie-(Ax)0 forx > 0 (4.3)
it',.= A-rF(1 + Iti)
The following sets of parameters are used for the computational analysis in chapter 5.
W1: A = 1/3 = 1.5
W2: A = 1/3 = 0.5
(4.4)The first three noncentral moments are
W1 :p4 = F(1 + = 0.9027453
p'2 = F(1 + = 1.190639
= F (1 +) = 2
W2 :14 = F(3) = 2
i2 = r(5) = 24
/23 = F(7) = 720
51
(4.5)
Figures 4.1 and 4.2 show pdf and cdf plots of the Weibull test distributions with
these parameters.
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4.1.2Lognormal Distributions
Lognormal distributions are also frequently used to model failure time distributions
of electronic devices and are often encountered in the interpretation of experimental
data in engineering applications, particularly in reliability and queueing.
If a random variable X is distributed according to a lognormal distribution with
scale parameter a and shape parameter #, we write X ti L(a, 13), where oo < a <
oo and> 0.
f (x)
r
1
osT e 2'2
(In(2)a)2
fr202
forx > 0
(4.6)
The following sets of parameters are used for the computational analysis in chapter 5.
L1:
L2 :
L3:
a = 1.62
a = 0.32
a = 0.02
/3
#
#
=1.8
= 0.8
= 0.2
(4.7)
These parameter settings were chosen in accordance with the Aalborg benchmark
recommendations. We note that the parameter values in all three cases above are
such that a = j-, so that the mean it', = 1.
The first three noncentral moments are
Ll := e° = 1
P2 =e32= 25.53372175
=e3/32= 16647.24473
L2:=1
11'2= 1.896480879 (4.8)
= 6.820958469
L3:=1
= 1.040810774
= 1.127496852
Figures 4.3, 4.4 and 4.5 show pdf and cdf plots of the lognormal test distributions
with these parameters.53
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4.1.3Uniform Distributions
If a random variable X is distributed according to a Uniform (or rectangular) distri-
bution with location parameter a (the lower limit of the range) and scale parameter
b (the upper limit of the range), we write X r., U (a , b), where oo < a < b < oo.
F (x) =
f (x) =
fir=
LIELfor r even
s-a
b-a
1
b-a
0 for r odd
2r(r +1)
The following sets of parameters are used for the computational analysis in chapter 5.
fora < x < b
fora < x < b
(4.9)
U1:a = 0b = 1
U2: a = 1b = 2
The first three noncentral moments are
Ul :/el = 0.5
t2 = 0.33333
p'3 = 0.25
U2 :µi = 1.5
1.4 = 2.33333
= 3.75
(4.10)
(4.11)
Figures 4.6 and 4.7 show pdf and cdf plots of the uniform test distributions with
these parameters.U1(0,1) U1(0,1)
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Figure 4.6. Density and distribution of Ul: uniform(0,1).
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Figure 4.7. Density and distribution of U2: uniform(1,2).
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4.1.4Matrix-Exponential Distribution
The class of matrix-exponential distributions has been proposed by Lipsky [42] and
consists of all distributions having a rational Laplace-Stieltjes transform, but are not
necessarily represented by a scheme of phases. The class of phase-type distributions
is contained in the class of matrix-exponential distributions. The matrix-exponential
distribution chosen for this analysis was selected for exhibiting multimodal behavior,
but is not a phase-type distribution.
The density function is
f(x) =(1+
(21)2
(1cos(27x))e-sforx > 0. (4.12)
The noncentral moments are
=
=
=
47-2+3
472+1
A 871-4 +672 +3
-x(47-2+1)2
123276+3274+107-2+5 (4r2 +1 )3
= 1.049409046
= 2.054291554
= 6.148950858
Figure 4.8 shows pdf and cdf plots of the matrix-exponential distribution.
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Figure 4.8. Density and distribution of ME: matrix-exponential.
4.1.5Mixed Shifted Exponential Distribution
The distribution described in this section is an equal-probability mixture of an ex-
ponential and a shifted exponential distribution. This distribution was selected for57
exhibiting a jump in the density function, which is presumably difficult to represent
by a phase-type distribution.
The density is
1 f (s) = Ifs>01
2e-(s1)/{s>1}
The noncentral moments are
P2
=1.5
= 3.5
=11.0
(4.14)
(4.15)
Figure 4.9 shows pdf and cdf plots of the mixed shifted exponential distribution.
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Figure 4.9. Density and distribution of SE: mixed shifted exponential.
4.1.6Data Generation
A set of 200 observations was generated from each of the theoretical distributions
described in the previous sections by dividing the range of the respective distribution
(0,1) into 200 equal intervals and calculating the inverse cdf function at the midpoints
of these intervals. The following table 4.1 summarizes these test cases:58
Table 4.1. Summary of the test cases based on the theoretical distributions.
Theoretical Test Distributions
theoretical empirical
data setdensity moments moments
W1 Weibull(A = 1, 3 = 1.5) /4 = 0.90275 14 =0.90216
A = 1.19064 14 =1.18613
it3 = 2 g =1.97406
W2 Weibull(A = 1,3 = 0.5) 1.4 =2 i4 =1.97407
122 =24 14 =20.974924
/4 = 720 it3 = 430.16871
Ll Lognormal(a = -1.62, Q = 1.8)14 =1
= 25.53372
123 = 16647.24473
= 0.93382
/1'2 = 8.61377
/".4 = 185.52266
L2 Lognormal(a = = 0.8)i4 = 1 µi = 0.99618
te2 = 1.89648 j..V2 = 1.81672
= 6.82096 iv3 =5.4754
L3 Lognormal(a = -0.02, 3 = 0.2)[1'1 = 1
11/2 =1.04081
123= 1.1275
f4 =0.99987
=1.04018
= 1.1256
Ul Uniform(a = 0, b = 1) i4 =0.5 fel =0.5
/22 = 0.33333 12 = 0.33333
it3 = 0.25 ii3 =0.24999
U2 Uniform(a = 1, b = 2) 14 =1.5 [4 =1.5
12 = 2.33333 A =2.33333
iil3 =3.75 /4 = 3.74999
ME Matrix-Exponential /4 = 1.04941 µi= 1.04721
112 =2.05429 /4 = 2.01987
A =6.14895 A =5.77110
SE Mixed-Shifted Exponential µi=1.5 f4 =1.49827
= 3.5 =3.47191
123 =11.0 µ3=10.6551659
4.2Empirical Data
The empirical data decribed in this section and used in the computational evaluation
were supplied by Prof. Soren Asmussen, Institute of Electronic Systems, Aalborg
University, Denmark, who originally received them from Prof. 0. Kella, Hebrew
University, Jerusalem, and Prof. A. Mandelbaum, Technion, Haifa, Israel.They
represent measured lengths of incoming telephone calls to the service center of one
of Israel's major television cable companies. The following types of telephone calls
are recorded:
type 1 (home services): notices from subscribers on problems and transferring
the information to technicians.
type 2 (sales): notices on sales actions, including seeking help on prices, times,
clarifications with sales representatives, etc.
type 3 (billings): providing information to customers on payment procedures.
type 4 (general information): including change of address, private calls.
Figures 4.10-4.13 present empirical pdf and cdf plots of the data.Table 4.2
reports the number of observations and the first three noncentral empirical moments
for each data set.
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Table 4.2. Summary of the empirical test data.
Empirical Test Data
data set # of observations empirical moments
EMP1 2039 fei= 2.69321
fe2 = 12.60459
A= 96.7668
EMP2 472 xi = 2.40502
/22 = 9.51204
fi3= 61.43339
EMP3 904 AI= 3.17723
g = 16.13827
ii3= 118.96632
EMP4 3189 g = 2.14653
fv2 = 8.65458
g = 59.84374
4.3Test Criteria
Malhotra and Reibman [46] mention the following concerns that influence the choice
of phase-type approximations:
The achievable goodness-of-fit. Measures of closeness include matching several
moments and incorporating shape constraints of the cdf or pdf to be approxi-
mated.
The number of transient states of the phase-type approximation.If phase-
type distributions are appliedfor instance in matrix-analytic methodsit is
important that the order is reasonably small.62
The ease of generation of the resulting Markovian model. It is convenient to
obtain sparse phase-type distributions, i.e. the structure of possible transitions
in the Markov chain should be kept reasonably simple.
The ease of approximating the parameters. Time and memory requirements of
the approximation procedure, as well as robustness and accuracy, are impor-
tant.
Let F(x) and f(x) be the cdf and pdf of the (empirical) distribution to be
approximated and F(x) and j(x) be the cdf and pdf of the approximating phase-
type distribution. The rill noncentral moments of F(x) and P(x) are denoted by /4
and ier, respectively. The centered moments of F(x) and F(x) are denoted by pr and
fir, respectively. The following set of performance measures, based largely on the
1991 conference on phase-type fitting held at Aalborg University, Denmark, is used
for the evaluation of the phase-type approximations to the theoretical distributions
and the empirical data sets described in the previous sections:
Area difference between the distributions:
Acdf =
0
IF(t)F(t)I dt (4.16)
iti
Area difference between the densities:
Apdf =if(o_ f(t)I dt (4.17)
Cross entropy:
=1°3 log( j(t)) dF(t) (4.18)
Relative entropy:
log
(tt))
Hr = J dF(t) (4.19)
0f
The relative entropy (information divergence or Kullback-Leibler informa-
tion [40]) is defined as the difference between the cross entropy (as defined
in 4.18 above) between two probability densities, and the intrinsic entropy63
H = fo"log( f (t)) dF(t) of the probability density to be approximated. The
cross entropy H converges from above to the intrinsic entropy H. As a mea-
sure of deviance between the two densities f(x) and f (x), the relative entropy
provides a measure of the goodness of the phase-type approximation.
Relative error on the mean:
Relative error on the variance:
114 --it'll ei =
Pi
1/12P21
,--2 =
it2
Relative error on the coefficient of skewness:
Ii13--/131 e3 =
[13
(4.20)
(4.21)
(4.22)
The performance measures (4.16-4.19) were computed for the phase-type ap-
proximation results obtained from the two maximum-likelihood based methods
(MLAPH and EMPHT) and the two moment-matching methods (MEFIT and
MEDA) to the theoretical test distributions (Wl-SE). Moreover, the relative mo-
ment errors (4.20-4.22) were obtained for the maximum-likelihood based approxima-
tions. The relative moment errors were not investigated for the moment-matching
approximations, however, since the first three moments of the empirical distributions
are matched exactly in MEDA and up to a user-specified tolerance in MEFIT.
The performance measure for phase-type approximations based on the empirical
test cases EMP1-EMP4 is the area difference between the distributions (4.16). In
addition, the relative moment errors (4.20-4.22) were computed for the maximum-
likelihood based approximations.
The computation of the performance measures and the generation of the plots
presented in chapter 5 was carried out in MATLAB [49]. The integrals involved in the
area difference and entropy measures were computed numerically using the function64
quad8, a quadrature algorithm involving an adaptive recursive Newton-Cotes 8-
panel rule. For comparisons between phase-type approximations to the theoretical
test distributions, the area integrals and entropy measures were generally computed
between the origin and 50 x pi.An exception was test case Ll, whose pdf function
has an extremely long tail; area measures for Ll were computed between the origin
and 150 x pi. For comparisons of phase-type aproximations to the empirical data
sets, the area difference between the distributions was computed between the origin
and the maximum observation.
In addition to the performance measures, the following results of the phase-type
approximations are reported:
Order of the approximating phase-type distribution.
General attributes:
Generality: applicability of the parameter approximation methods to a
wide variety of fitting problems.
Reliability: proper run behavior of the algorithms in the test cases.
Stability:small changes in the data (or input parameters) should not
cause large changes in the results.
Accuracy: refers to errors introduced by truncating infinite series or ter-
minating iterations.
Efficiency: amount of CPU time necessary for the parameter approxima-
tion runs.
Plots of the approximated and approximating distributions and densities.65
Chapter 5
Parameter Approximation
Thou com'st in such a questionable shape.
Shakespeare, Hamlet, Act I, Scene IV.
This chapter presents the results of the computational evaluation of fitting
phase-type approximations to the test distributions described in chapter 4.Sec-
tions 5.1 and 5.2 contain results from the moment-matching approaches MEFIT
and MEDA, sections 5.3 and 5.4 contain results from the maximum-likelihood based
methods MLAPH and EMPHT, respectively.Section 5.5 concludes this chapter
by presenting a comparison between the analyzed phase-type fitting methods; the
moment-matching approaches are discussed in subsection 5.5.1 and the maximum-
likelihood based methods in subsection 5.5.2.
All computational experiments, except for MEDA parameter approximations,
were conducted on SPARC-IPX workstations (40 MHz clockspeed, 32 MB RAM)
running under SunOS 4.1.3. MEDA experiments were run on a PC with an 80486
CPU (33MHz clockspeed, 8MB RAM) running under MSDOS 5.0.It should be
pointed out that the run times presented for the approximation runs performed
on the SPARC-IPX workstations are estimates based on user time computed by
the SunOS operating system. Since these computers allow for multiple users and
processes, some variation on the true run times should be expected.66
5.1MEFIT
This section contains the experimental results obtained from approximating the pa-
rameters of phase-type distributions based on the test distributions Wl-SE and em-
pirical data sets EMP1-EMP4 (see chapter 4) using the moment-matching method
MEFIT (Johnson [33, 35]). The following subsections 5.1.1 and 5.1.2 present the
general attributes of MEFIT and the numerical results obtained from our experi-
ments.
MEFIT is written in FORTRAN and requires the NLP solver NPSOL [24] (writ-
ten in FORTRAN as well) for the solution of the nonlinear equations involved in the
moment-matching fitting algorithm. However, the MEFIT source code is adjustable
for using other NLP solvers.
MEFIT consists of the main executable program (compiled with the f77 SPARC
FORTRAN compiler from Sun Pro, release 2.0.1, on a SPARC-IPX computer) and
several input and output files. Input files consist of the empirical data (observations)
in file xdfmat with corresponding cdf or pdf values in the files cdf. mat or pdf. mat,
respectively. Output files (if requested by the user) are xdfme.mat, cdfme.mat and
pdfme.mat, which contain a vector of x-values and corresponding cdf and pdf val-
ues, respectively. The file extension .mat refers to the naming convention used in
MATLAB [49], which can be used for plotting purposes.
At the program start, the user is asked to supply several parameters (from the
standard input) which determine the process of the fitting run:
parameters of the Er lang mixture: the number and orders of the Erlang dis-
tributions in the mixture, initial values of and bounds for the means and
mixing probabilities of each Erlang distribution, and bounds on differences of
the means of consecutively specified Erlang distributions, therefore preserving
the ordering of the individual means. Up to six Erlang distributions may be
mixed. For our analysis, however, we fit only Erlang mixtures with two, three
and four branches.67
fitting specifications: up to six moments of order six or lower may be spec-
ified for inclusion in the fitting algorithm. Furthermore, the user may also
specify values of the approximated cdf or pdf at up to 200 points. This limit
was changed to 3200 points in order to accommodate datafiles containing a
larger number of observations. Matching the moments (up to a user-specified
tolerance level) may be carried out by the algorithm either by including the
corresponding equations in the objective function or in the form of constraints.
For our analysis, we fit all examples with the first three noncentral empirical
moments of the test data specified as constraints, using tolerance level=0.0001.
The empirical cdf values (in file cdf. mat) are incorporated in the objective func-
tion by minimizing the sum of the squared differences between the empirical
and approximating cdf at the observations (in file xdf.mat).
request for optional output: output consists of x-values (in file xdfme.mat), cdf
values (in file cdfme.mat) and pdf values (in file pdfme.mat) of the approximat-
ing Erlang mixture at up to 200 equally spaced points within a user-specified
interval [0, b].
NPSOL optional parameters: The NPSOL code allows the user to specify
several parameters guiding its search algorithm. These parameters are read
from the file options. MEFIT uses this feature to specify that all gradients are
to be approximated by finite differences.
In addition to the aforementioned output files, MEFIT echoes the user-specified
input parameters and reports the final distributional parameters (mixing probabili-
ties and means) of the Erlang mixture on the standard output.
5.1.1MEFIT General Results
Generality: MEFIT approximations incorporate only mixtures of Erlang distri-
butions as the selection subset of the class of phase-type distributions. Other
structures, such as Coxian or general phase-type distributions, can not be fit.68
The hyperexponential distribution (a mixture of exponential distributions) is
contained in the class of Erlang mixtures by mixing Erlang distributions of
order one.
Reliability: The moment-matching algorithm contained in MEFITwas very
reliable in all our experiments. In no cases did the program terminate abnor-
mally. For particular initial parameter value settings, however, the NPSOL
routine did terminate reporting a suboptimal solution. Reasons were: (i)ex-
ceeding the maximum allowable number of iterations (may be changed by the
user in the file options); (ii) finding a solution but without reaching the pre-
scribed accuracy; or (iii) inability to improve on a current solution. Changing
the initial parameter value settings yielded improvements (optimal solutions
reported by the NPSOL routine) in all such cases.
Stability: MEFIT requires a large amount of user interaction (mostly basedon
heuristics and experience) for finding phase-type approximations. The number
r of Erlang branches as well as the order k2 of each branch must be determined
by the user. A separate program minord assists the user in finding the mini-
mum order k* of at least one of the Erlang branches, based on the first three
empirical moments of the data (see section 3.2.1). Moreover, initial values for
the mixing probabilities pi and the means 13i =(Ai is the parameter of the
ith Erlang distribution in the mixture) must be supplied.
It was found during our experimentation that even small changes in these
initial parameter settings yielded significantly different final parameter values.
Potential users of MEFIT should have a certain amount of experience in the
properties of phase-type distributions in order to determine appropriate initial
parameter settings.All our results presented in section 5.1.2 are basedon
approximation runs which might be improved by a more experienced user.
With our limited experience, we tried to find the best possible phase-type
approximations.69
Accuracy: The NPSOL routine reports in some cases that the maximum num-
ber of iterations was exceeded or that a presented optimal solution was found
without achieving the required accuracy. It was possible in all such cases to
find better solutions by changing the initial parameter values. If an optimal
solution is found by MEFIT, it is ensured that the user-specified empirical mo-
ments are matched by the corresponding moments of the approximating Erlang
mixture up to a certain tolerance level (in our experiments the tolerance was
set at 0.0001).
Efficiency: Parameter approximations using MEFIT generally required a small
amount of CPU time, in the range of 1-10 seconds. One exception was a fit of
a four branch Erlang mixture withorders 5, 40, 50, 50 to the ME test data
set, which required 64.5 seconds.
Table 5.1 presents the orders and run times of the mixture of Erlang approxi-
mations obtained from MEFIT.70
Table 5.1. MEFIT PH approximations: run times and orders of the approximating
mixtures of Erlang distributions.
Mixture of Erlang distributions
Test distribution 2 branches 3 branches 4 branches
W1 run time (sec.)
orders
W2 run time (sec.)
orders
Ll run time (sec.)
orders
L2 run time (sec.)
orders
L3 run time (sec.)
orders
Ul run time (sec.)
orders
U2 run time (sec.)
orders
\ 1E run time (sec.)
orders
SE run time (sec.)
orders
EMP1 run time (sec.)
orders
EMP2 run time (sec.)
orders
EMP3 run time (sec.)
orders
EMP4 run time (sec.)
orders
0.7
2, 4
1.9
2, 3, 4
4.2
2, 3, 4, 2
0.8 1.8 8.8
1, 1 1, 1, 1 1, 1, 2, 1
0.7 5.2 10.2
1, 1 1, 1, 1 1, 1, 1, 1
2.2 4.5 9.9
2, 2 3, 3, 5 3, 3, 5, 1
1.2 2.3 7.6
2, 25 2, 2, 25 2, 2, 26, 10
1.7 3.5 8.6
2, 23 2, 2, 25 2, 2, 25, 5
3.1 6.3 9.7
1, 30 1, 1, 30 1, 1, 30, 22
0.9 5.9 64.5
8, 2 5, 50, 10 5, 40, 50, 50
2.5 6.9 11.9
2, 6 1, 3, 2 1, 3, 3, 3
2.1 2.7 4.0
2, 2 1, 2, 2 1, 2, 2, 1
0.9 2.3 3.1
5, 2 1, 5, 2 1, 5, 2, 1
0.9 1.9 5.8
3, 2 1, 3, 3 1, 3, 3, 2
2.4 7.6 4.4
2, 1 1, 2, 1 1, 2, 1, 171
5.1.2MEFIT Experimental Results
Density and distribution plots: theoretical test cases
Figure 5.1 shows plots of the original theoretical densities (W 1 -SE) together
with the approximating mixture of Erlang densities involving two, three and four
Erlang branches. Figure 5.2 presents plots of the original theoretical distributions
along with the approximating mixture of Erlang distributions involving two, three
and four Erlang branches.
A visual inspection shows that the MEFIT approximations involving two Erlang
branches are in most cases not satisfactory, whereas the fits involving three or four
Erlang branches tend to approximate the original densities and distributions more
closely. This is particularly noticeable in the test cases Wl, W2, Ll, L2, L3, ME
and SE. Obvious disagreements between the original densities and approximating
phase-type densities are evident in the test cases Ul, U2, ME and SE.0.7
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Performance measures: theoretical test cases
Table 5.2 presents the area differences as well as the entropy measures between
the theoretical test densities and distributions (W 1 -SE) and the approximating mix-
ture of Erlang densities and distributions involving two, three and four branches.
Also presented is the order of the phase-type distribution corresponding to the mix-
ture of Erlang distributions (see appendix B for phase-type representations of Erlang
mixtures).
The pdf and cdf area differences as well as the entropy measures are generally
decreasing with increasing number of branches and orders of the approximating
Erlang mixture. Slight inconsistencies are present in test cases Wl, L2, L3, Ul and
SE, but improvements of the fits based on user experience are possible, as mentioned
in section 5.1.1.
It was necessary to choose high orders of the approximating Erlang mixture in
order to attempt to recover the density shapes of the more challenging distributions
Ul, U2, ME and SE. Of particular interest are the fits to test case ME, where
high orders were purposely selected to approximate the multiple modes and poles of
the original density. The area differences and entropy measures show, however, that
this approach was only partially successful.
The large order fits to L3 were necessary because this distribution has low
variability (squared coefficient of variation = 0.041). Aldous and Shepp [2] show that
the minimal squared coefficient of variation of an order-k phase-type distribution is
equal to 1/k and is attained by the Erlang distribution of order k.For the L3
test distribution it was therefore necessary to use at least an order-25 phase-type
distribution for an adequate approximation.
Large pdf area differences resulted from MEFIT approximations to test cases Ul,
U2, ME and SE, because of their challenging density function shapes. Moreover,
surprisingly large pdf area differences resulted from the MEFIT approximations to
test cases W2 and Ll, although the visual fit does seem to be satisfactory for three
and four Erlang branches in both cases. A reason for this phenomenon is that75
the Ll and the W2 distributions have an extremely long tail (4 = 16647.24 for
Ll, A = 720 for W2). Phase-type distributions, however, have an exponentially
decaying tail, which makes the approximation of long-tailed distributions difficult.76
Table 5.2. MEFIT PH approximations to the theoretical distributions: area differ-
ences and entropy measures.
Test distribution 2 branches
Mixture of Erlang distributions
3 branches 4 branches
W1 order of PH 6 9 11
Apdf 0.040617 0.031482 0.032369
Acdf 0.009917 0.007460 0.007637
cross entropy 0.788568 0.788146 0.788248
relative entropy 0.001693 0.001271 0.001374
W2 order of PH 2 3 5
Apdf 0.433801 0.206894 0.188909
Acdf 0.148747 0.058638 0.050888
cross entropy 1.351233 1.186433 1.184311
relative entropy 0.236146 0.071346 0.069224
Ll order of PH 2 3 4
Apdf 0.419492 0.114236 0.087368
Acdf 0.253672 0.134939 0.133350
cross entropy 0.514507 0.408139 0.405828
relative entropy 0.124785 0.018417 0.016106
L2 order of PH 4 11 12
Apdf 0.088871 0.022855 0.024819
Acdf 0.023073 0.009491 0.014912
cross entropy 0.890987 0.878713 0.878826
relative entropy 0.015193 0.002919 0.003032
L3 order of PH 27 29 40
Apdf 0.050417 0.050745 0.046719
Acdf 0.006428 0.006495 0.005863
cross entropy -0.206902 -0.206780 -0.207329
relative entropy 0.003597 0.003720 0.003171
Ul order of PH 25 29 34
Apdf 0.329649 0.307500 0.307176
Acdf 0.050932 0.044412 0.044625
cross entropy 0.110721 0.111215 0.105112
relative entropy 0.110721 0.111215 0.105112
U2 order of PH 31 32 54
Apdf 0.422486 0.422486 0.417376
Acdf 0.036150 0.036150 0.035062
cross entropy 0.188491 0.188491 0.184671
relative entropy 0.188491 0.188491 0.184671
ME order of PH 10 65 145
Apdf 0.381293 0.236773 0.239328
Acdf 0.054537 0.042760 0.038591
cross entropy 0.882325 0.825052 0.823965
relative entropy 0.154594 0.097321 0.096234
SE order of PH 8 6 10
Apdf 0.336804 0.215890 0.213871
Acdf 0.063206 0.032675 0.029273
cross entropy 1.459252 1.333473 1.334810
relative entropy 0.164290 0.038511 0.03984877
Density and distribution plots: empirical test cases
Figure 5.3 shows plots of the empirical test densities and distributions (EMP1-
EMP4) together with the approximating mixture of Erlang densities and distribu-
tions involving two, three and four Erlang branches.
The visual inspection shows that the number of Erlang branches does not influ-
ence the goodness-of-fit of phase-type approximations to the empirical data signifi-
cantly. The approximating densities and distributions are virtually indistinguishable
in terms of their number of Erlang branches. The empirical densities as well as dis-
tribution functions are quite well approximated in all four test cases.EMP1 / MEFIT
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Figure 5.3. MEFIT approximations to the empirical densities and distributions.79
Table 5.3. MEFIT PH approximations to the empirical data:area differences
between the approximated and the approximating distributions and orders of the
phase-type distributions corresponding to a mixture of Erlang distributions.
Test distribution
Mixture of Erlang distributions
2 branches 3 branches 4 branches
EMP1 order of PH
Acdf
EMP2 order of PH
Acdf
EMP3 order of PH
Acdf
EMP4 order of PH
Acdf
4
0.027957
5
0.027904
6
0.015755
7 8 9
0.032903 0.032736 0.025915
5 7 9
0.022752 0.017951 0.018360
3 4 5
0.029693 0.029626 0.026982
Performance measures: empirical test cases
Table 5.3 presents the cdf area differences between the empirical test distribu-
tions (EMP1-EMP4) and the approximating mixture of Erlang distributions. Also
presented is the order of the phase-type distribution corresponding to the Erlang
mixtures (see appendix B).
The cdf area differences are slightly decreasing with increasing orders and num-
ber of branches of the approximating Erlang mixture. An exception is test case
EMP3, where a minor increase in cdf area difference is reported between 3 and 4
Erlang branches.80
5.2 MEDA
This section presents the experimental results obtained from approximating the pa-
rameters of phase-type distributions based on the test distributions W1 -SE and em-
pirical data sets EMP1-EMP4 (see chapter 4) using the moment-matching method
MEDA (Schmickler [72, 73]). The following subsections 5.2.1 and 5.2.2 discuss the
general attributes of MEDA and the numerical results obtained from our approxi-
mation runs.
The version of MEDA used in this analysis was written by L. Schmickler [72]
in Turbo-Pascal and was compiled and run on a MSDOS PC with an 80486 CPU.
There also exists a C version of MEDA (translated from Turbo-Pascal to C by the
program p2c), but during the initial experimentswith this program, it was found
that the results were not always consistent with those obtained from the Turbo-
Pascal version.
MEDA consists of the main executable program and several input and output
files. Input files are meda.in, containing parameters which guide the program run
and medacdf.in, containing the data to be approximated by a mixture of Erlang
distributions in two columns: (i) the observations and (ii) the corresponding empir-
ical cdf values. Moreover, medacdf.in contains the first three noncentral empirical
moments of the data, which must be computed and supplied by the user. Output
files are meda.out, containing the final results of a fitting run and medalog.out, a log
file containing intermediate parameter values of the approximating Erlang mixture
at all iterations of a particular fitting run.
Several parameters for a particular program run have to be specified by the user
in the file meda.in:(i) the approximation method, either GURU (used in former
versions of MEDA) or GAMMA-FPS (the Flexible Polyhedron Search (FPS) non-
linear programming algorithm by Nelder and Mead [50]), which was used for our
experiments; (ii) the number r of Erlang branches in the mixture; (iii) the objective
function criterion (choices are: the area difference between the empirical and the ap-81
proximating phase-type cdf (used for our approximations), the sum of the squared
area differences between observations, the sum of the differences in abscissas, the
sum of the squared differences in abscissas and a chi-squared test criterion); (iv)
a parameter determining whether the fourth branch (in parameter approximations
involving four Erlang branches) is computed and optimized using Erlang or Gamma
distributions; (v) the number of Erlang branches to be read from the file meda.out
in the case where a previous solution is to be improved by adding another Erlang
branch (necessary for approximations involving more than three Erlang branches);
and (vi) the minimal height of a jump in the empirical cdf to be significant (set
to 1.00 in our experiments, i.e. no jump is considered to be significant in our test
cases).
After starting the program, MEDA echoes the user-specified input parameters
and prints intermediate parameter values at every iteration on the screen and into
the file medalog.out. After an approximation run has been successfully completed,
MEDA prints the input parameters, the final distributional parameters (mixing
probabilities pi, inverse values ATI of the individual Erlang parameters, orders of
the individual Erlang distributions ki) and some auxiliary parameters (number of
iterations, elapsed CPU time, final objective function value) in the file meda.out.
It should be pointed out that MEDA does not require the user to specify the
orders of the individual Erlang branches or any other initial distributional parameter
values. Regarding this fact, the MEDA algorithm is unique among all the parameter
approximation methods considered in this study. As opposed to either having the
user specifying initial parameter values or resorting to a random number generator,
MEDA makes use of information contained in the lower range of the empirical cdf
to find initial parameter values. A detailed discussion on how this is done can be
found in Schmickler [72, 731.82
5.2.1MEDA General Results
Generality: As with MEFIT (see section 5.1), MEDA approximations incorpo-
rate only mixtures of Erlang distributions as the selection subset of the class
of phase-type distributions. No other phase-type structures can be used.
Reliability: The algorithm contained in MEDA is generally reliable in that
Erlang mixture approximations are obtained in most cases. Problems arose
during initial experimentations with MEDA, where occasionally the program
would terminate with a run time error. Some research on this matter revealed
that the Turbo-Pascal compiler puts restrictions on some of MEDA's internal
variables, which in turn lead to numerical instabilities (e.g. over- or under-
flows). A few changes in the code implemented by L. Schmickler significantly
improved the reliability of MEDA. Another restriction imposed by the com-
piler is the maximum size of 64 KB of the data segment (arrays and vectors)
within the program, which limits the maximum possible number of observa-
tions in the empirical data set to be approximated to 2300.This fact did
not present a problem in our approximation runs. Although data set EMP4,
for instance, consists of 3189 observations, many observations in this data set
are of equal value. Deleting several repeated observations (while adjusting the
corresponding cdf values) resulted in a smaller data set with 2038 observations.
Stability: Some problems with MEDA arose during the part of the approxima-
tion run where the order of a particular Erlang branch is estimated. During
the initial experimentation with MEDA, the program approximated very high
orders, in some cases even getting into an infinite loop. The maximum order
for any Erlang branch in our current version is thus limited to 100. It should
be noted, however, that even in cases where an Erlang branch does achieve
the maximum order, the improvement over intermediate fits (parameter val-
ues at intermediate iterations of the program run) involving lower order Erlang
branches is usually minor.83
Accuracy: MEDA offers two different possibilities to approximate mixtures of
Erlang distributions with three branches: (i) fitting three branches directly;
and (ii) fitting two branches first and using this solution to obtain a three
branch solution by adding the third branch. These two methods generally do
not lead to the same Erlang mixture.It should also be noted that adding
another Erlang branch to an existing solution does not always lead to an
improvement of the fit; this is further discussed in the following section.
During several fitting runs, it was noted that MEDA sometimes achieves inter-
mediate parameter values which constitute a better fit than the final parameter
values. This fact together with the above mentioned inconsistencies supports
the conjecture that inaccuracies internal to the program sometimes lead away
from a good approximation already obtained. In general, however, it must be
noted that these inconsistencies and inaccuracies are often of minor relevance
in terms of the resulting goodness-of fit, except in the cases where very high
order approximations are obtained.
Efficiency: The CPU requirements of MEDA are generally low, considering
that our experiments were carried out on a PC with a 33 MHz clockspeed
80486 processor. Faster machines would speed up the run times considerably.
As shown in table 5.4, the run times as well as the number of iterations are
generally increasing with the number of Erlang branches. The run times are
also increasing with increasing number of observations in the data sets, as
shown in the empirical test cases EMP1-EMP4.
Table 5.4 presents the number of iterations, run times and orders of the indi-
vidual Erlang distributions in the resulting mixtures obtained from approximation
runs using MEDA.84
Table 5.4. MEDA PH approximations: number of iterations, run times and orders
of the approximating mixtures of Erlang distributions.
Test distribution
W1
W2
Ll
L2
L3
151
U2
ME
SE
EMP1
EMP2
EMP3
EMP4
# of iterations
run time (sec.)
orders
# of iterations
run time (sec.)
orders
# of iterations
run time(sec.)
orders
# of iterations
run time (sec.)
orders
# of iterations
run time (sec.)
orders
# of iterations
run time (sec.)
orders
# of iterations
run time (sec.)
orders
# of iterations
run time (sec.)
orders
# of iterations
run time (sec.)
orders
# of iterations
run time (sec.)
orders
# of iterations
run time (sec.)
orders
# of iterations
run time (sec.)
orders
# of iterations
run time (sec.)
orders
Mixture of Erlang distributions
2 branches 3 branches 4 branches
14
4.3
2, 5
219
94.1
1, 6, 2
477
256.0
1, 6, 2, 3
8 205 597
3.8 106.4 458.5
1, 1 1, 1, 1 1, 2, 1, 1
8 154 609
3.9 74.7 381.5
1, 1 1, 1, 1 1, 2, 1, 1
12 402 685
4.2 188.8 455.9
2, 3 3, 100, 2 3, 100, 2, 3
398 362 868
37.6 127.3 462.2
22, 30 1, 9, 40 1, 9, 40, 41
57 343 549
13.9 158.6 354.6
2, 25 3, 31, 2 3, 31, 1, 2
116 361 687
5.9 96.2 297.9
3, 27 1, 28, 100 1, 28, 100, 101
17 175 368
5.8 84.0 215.7
2, 8 1, 5, 6 1, 5, 5, 6
10 198 457
3.5 102.9 292.0
1, 4 2, 12, 2 2, 12, 1, 2
11 215 499
41.6 443.9 1233.7
2,2 3, 7, 2 3, 7, 2, 3
15 207 454
12.3 161.0 444.0
2, 5 1, 7, 4 1, 7, 4, 5
11 326 555
18.4 391.5 793.5
2, 3 5, 21, 2 5, 21, 2, 3
8 235 786
38.8 460.5 1910.3
1, 2 1, 2, 1 2, 6, 2, 185
5.2.2 MEDA Experimental Results
Density and distribution plots: theoretical test cases
Figure 5.4 shows plots of the original theoretical densities (W 1 -SE) together
with the approximating mixture of Erlang densities involving two, three and four
Erlang branches. Figure 5.5 presents plots of the original theoretical distributions
along with the approximating mixture of Erlang distributions involving two, three
and four Erlang branches.
The visual inspection shows that an improvement of MEDA approximations
involving three or four Erlang branches over two-branch approximations is not al-
ways given. This behavior isclearly shown in test cases L2 and L3. Furthermore,
approximations to test case L2 show inconsistent density function behavior.
The multimodality of test distribution ME could not be recovered by MEDA
approximations. The most obvious disagreements between the original densities and
the Erlang mixture approximations are present in test cases L2, L3, Ul, U2, ME
and SE.g
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Performance measures: theoretical test cases
Table 5.5 presents the area differences as well as the entropy measures between
the theoretical test densities and distributions (W 1 -SE) and the approximating
mixture of Erlang densities and distributions involving two, three and four Erlang
branches. Also presented is the order of the phase-type distribution corresponding
to the mixture of Erlang distributions (see appendix B).
The pdf and cdf area differences as well as the entropy measures are generally
decreasing with increasing order and number of branches of the approximating Er-
lang mixture. Inconsistencies of this observation are given in test cases W1, L2,
L3, U2 and ME. Noteworthy are test cases L2 and U2, where additional Erlang
branches of order 100 resulted in no improvement of the approximation. Another in-
consistency is test case L3, where the approximations become worse with increasing
number of Erlang branches.
MEDA determined high order approximations for test cases L3, Ul and U2,
which is explained by their low variability and density function shapes. The high
order approximations in test case L2 cannot be explained by properties of the original
distribution, but are due to the MEDA algorithm, which increases the orders of the
approximating Erlang mixture as long as the objective function criterion (cdf area
difference) can be improved. Noteworthy in test case L2 is the fact that the third
branch adds an extra 100 phases over the two-branch approximation, but in terms
of the performance measures the fit becomes worse. Another example is the fit to
data set L3, where the two-branch approximation represents a much better fit than
the three-branch approximation.
Large pdf area differences resulted from the MEDA approximations to W2, L1,
Ul, U2, ME and SE. As mentioned previously in the discussion on MEFIT, these
differences are explained by the challenging shapes of these distributions, and in cases
W2 and Ll are explained by their long tail, which cannot be closely approximated
by a phase-type distribution.89
Table 5.5. MEDA PH approximations to the theoretical distributions: area differ-
ences and entropy measures.
Test distribution 2 branches
Mixture of Erlang distributions
3 branches 4 branches
W1 order of PH 7 9 12
Apdf 0.039652 0.022811 0.022750
Acdf 0.009218 0.006609 0.006732
cross entropy 0.788988 0.788317 0.788297
relative entropy 0.002113 0.001442 0.001422
W2 order of PH 2 3 5
ipdf 0.433804 0.215892 0.139228
Acdf 0.148736 0.049617 0.042059
cross entropy 1.351265 1.201522 1.168134
relative entropy 0.236178 0.086434 0.053046
Ll order of PH 2 3 5
Apdf 0.419565 0.137204 0.050589
Acdf 0.253667 0.119979 0.104857
cross entropy 0.514546 0.408583 0.404330
relative entropy 0.124824 0.018862 0.014608
L2 order of PH 5 105 108
Apdf 0.092715 0.096080 0.098034
Acdf 0.024391 0.024880 0.017140
cross entropy 0.891104 0.891457 0.891098
relative entropy 0.015310 0.015663 0.015304
L3 order of PH 52 50 91
Apdf 0.019711 0.143756 0.144622
Acdf 0.002146 0.017008 0.017213
cross entropy -0.210004 -0.189669 -0.189597
relative entropy 0.000496 0.020830 0.020902
Ul order of PH 27 36 37
Apdf 0.336802 0.240572 0.230672
Acdf 0.052292 0.033993 0.033738
cross entropy 0.112617 0.074914 0.069494
relative entropy 0.112617 0.074914 0.069494
U2 order of PH 30 129 230
Apdf 0.401158 0.407668 0.410454
Acdf 0.031631 0.032900 0.034066
cross entropy 0.178022 0.179994 0.182172
relative entropy 0.178022 0.179994 0.182172
ME order of PH 10 12 17
Apdf 0.382380 0.331878 0.335461
Acdf 0.054655 0.059120 0.057902
cross entropy 0.882539 0.881090 0.879278
relative entropy 0.154809 0.153360 0.151547
SE order of PH 5 16 17
Lpdf 0.204821 0.187586 0.178352
Acdf 0.037276 0.026806 0.024616
cross entropy 1.331007 1.379746 1.324498
relative entropy 0.036045 0.084784 0.02953690
Density and distribution plots: empirical test cases
Figure 5.6 shows plots of the empirical densities and distributions (EMP1-
EMP4) together with the approximating mixture of Erlang densities and distribu-
tions involving two, three and four Erlang branches.
The visual inspection of MEDA approximations to the empirical data sets re-
veals that all empirical densities and distributions are adequately fit.While the
approximating densities show slight differences in their shape depending on the num-
ber of Erlang branches in the mixture, the corresponding distributions are virtually
indistinguishable.0.35
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Figure 5.6. MEDA approximations to the empirical densities and distributions.92
Table 5.6. MEDA PH approximations to the empirical data: area differences be-
tween the approximated and the approximating distributions and orders of the
phase-type distributions corresponding to a mixture of Erlang distributions.
Test distribution
Mixture of Erlang distributions
2 branches 3 branches 4 branches
EMP1 order of PH
Acdf
EMP2 order of PH
Acdf
EMP3 order of PH
Acdf
EMP4 order of PH
Acdf
4
0.028085
12
0.013471
15
0.013111
7 12 17
0.031534 0.029557 0.028627
5 28 31
0.023363 0.014002 0.012765
3 4 11
0.029821 0.023471 0.013831
Performance measures: empirical test cases
Table 5.6 presents the cdf area differences between the empirical test distri-
butions (EMP1-EMP4) and the approximating mixture of Erlang distributions
involving two, three and four Erlang branches. Also presented is the order of the
phase-type distribution corresponding to the mixture of Erlang distributions (see
appendix B).
The cdf area differences are slightly decreasing with increasing order and number
of branches of the approximating Erlang mixture. It should be pointed out that even
approximations involving only two branches and low orders yield satisfactory results.93
5.3 MLAPH
This section presents the experimental results obtained from approximating the pa-
rameters of acyclic phase-type distributions(APH)based on the test distributions
Wl-SE and empirical data sets EMP1-EMP4 (see chapter 4) using the maximum-
likelihood based approachMLAPH(see Bobbio and Cumani [10, 11]). The following
subsections 5.3.1 and 5.3.2 discuss the general attributes ofMLAPHand the numer-
ical results obtained from our approximation runs.
MLAPHis written inFORTRANand was compiled with thef77 SPARC FOR-
TRANcompiler from Sun Pro, release 2.0.1.The program consists of the main
executable, which handled in its original form all input and output via the stan-
dard input/output and internally generated all data to be approximated by the
maximum-likelihood based algorithm, incorporating the known theoretical distribu-
tions mentioned in chapter 4. TheMLAPHcode was modified so that parameters
guiding the approximation run and empirical data are now supplied by external files.
The following input parameters have to be specified by the user:(i) a known
distribution together with its parameters (choices are: Weibull, lognormal, uniform,
matrix-exponential, mixed-shifted exponential) or specification that empirical data
are to be read in; (ii) the number of iterations to beperformed; (iii) the order of the
approximatingAPHdistribution; (iv) the number of generated observations from
the aforementioned known probability distributions (if selected); (v) the number of
sets of initialAPHparameter values to be randomly generated; and (vi) a seed for
the random number generator.
For our experiments, we have generated 200 observations from each of the
nine theoretical test distributions (W1-SE) and used the four empirical data sets
(EMP1-EMP4), and therefore always specified external data to be used for the
parameter approximation runs. The maximum number of iterations of theMLAPH
algorithm was limited to 200.APHdistributions have been approximated of order
2, order 4 and order 8.In its present form,MLAPHlimits the maximum order94
of the approximating APH distribution to 10 because of numerical instabilities and
the low convergence rate of the algorithm. In order to find a good starting point
for the approximation algorithm, a user-specified number of sets of initial APH pa-
rameter values (a(0) and A(°)) is randomly generated based on a user-specified seed.
The set of initial APH parameter values with the largest value of the log-likelihood
function is selected as the starting point for the approximation algorithm. In our
experiments, the number of initial APH parameter sets was set to 200.
Three different criteria are used to terminate the iterative approximation algo-
rithm: (i) the maximum number of iterations is reached (200 in our experiments),
(ii) the relative Euclidean norm (REN) between successive APH parameter estimates
becomes smaller than e = 10-6, or (iii) the REN x a (denoting the angle between
the search directions of the NLP problem at successive iterations of the algorithm)
becomes smaller than c = 10-6.
After starting the program, MLAPH echoes the user-specified input parameters
and reports the initial set of APH parameter values determined by the program on
the screen. After an approximation run has been successfully completed, MLAPH
prints the final APH parameters (a and A) as well as the first three central moments
of the resulting APH distribution on the screen.
5.3.1MLAPH General Results
Generality: MLAPH uses only acyclic phase-type distributions (APH) as the
selection subset of the class of phase-type distributions. Under the constraint
that the parameters of the individual exponential phases are in increasing
order, the APH class in general contains phase-type subclasses such as the
(generalized) Erlang distribution, the hyperexponential distribution and the
Coxian distribution (see formulae (2.15, 2.16) and figure 2.6). The parameter
fitting algorithm, however, uses a canonical form for APH distributions (see
formulae (2.13, 2.14) and figure 2.5) that does not include hyperexponential95
or Coxian representations. Due to numerical instabilities in the fitting algo-
rithm and due to the low convergence rate of finding the maximum of the
log-likelihood surface, the algorithm does not allow for approximation of APH
distributions of higher order than 10.
Reliability: MLAPH performed generally reliable in most of our experiments.
In some cases, however, the program terminated abnormally and generated
NaN's instead of numerical values for the APH parameters. Using a different
seed for the random number generator and therefore finding another starting
point for the algorithm lead in all cases to solutions.
Stability: The situation mentioned above supports the conjecture that the
algorithm is not stable for all possible starting points of a given approximation
problem. It is not clear how to find initial APH parameter values that lead to
a solution except for trying different seeds for the random number generator.
It should also be noted that using different seeds (i.e. different initial APH pa-
rameters) always lead to different final parameter values, which supports the
hypothesis that local maxima are present in the log-likelihood surface. Differ-
ent sets of phase-type parameters do not necessarily lead to different phase-
type distributions (non-uniqueness property of phase-type distributions), but
in the cases where we observed different final parameter values based on differ-
ent seeds, we always found the shape of the corresponding APH distributions
to vary significantly.
Accuracy: A general observation based on our experiments is that, as the
order of the approximating APH distribution increases, the algorithm usually
terminates because the maximum number of iterations (200 in all our cases)
is reached. In order to be able to compare the results from different fitting
runs, we needed to define common termination criteria. Fitting runs with a
larger maximum number of iterations, however, might improve the results we
obtained in our experiments.96
Efficiency: MLAPH usage of CPU time is generally moderate and increasing
as the number of phases of the approximating APH distribution increases. As
shown in table 5.7, the run times were in the range of 3-11 seconds for order-2
APH, in the range of 7-35 seconds for order-4 APH and in the range of 65-165
seconds for order-8 APH distributions. Furthermore, the number of observa-
tions has a significant influence on the CPU time requirements, as shown in
table 5.8. The run times for fitting empirical data set EMP1 with 2039 obser-
vations ranged from 14 seconds (order-2 APH) to 674 seconds (order-8 APH),
the run times for fitting empirical data set EMP4 with 3189 observations were
between 21 seconds (order-2 APH) to 1003 seconds (order-8 APH).
Tables 5.7 and 5.8 present the termination criteria (number of iterations, relative
Euclidean norm or relative Euclidean norm x the angle between successive search
directions a, indicated by an asterisk), the final log-likelihood after completion of the
approximation run and run times of the APH parameter approximations obtained
from MLAPH.97
Table 5.7. MLAPH APH approximations to the theoretical distributions: general
results.
Test distribution order 2
Acyclic Phase-Type distribution
order 4 order 8
W1 # of iterations 101 200* 200*
REN 5.64585e-06 0.00101637 0.00529277
REN x a 0* 0.00101637 0.00529277
log-likelihood -158.262 -157.447 -157.427
run time (sec.) 10.2 29 106.2
W2 # of iterations 135 200* 200*
REN 8.80129e-07* 0.0142989 0.00364286
REN x a 8.80129e-07 6.43503e-03 0.00036429
log-likelihood -252.969 -235.058 -236.173
run time (sec.) 10.5 26.5 70.9
Ll # of iterations 94 200* 200*
REN 8.4538e-07* 0.00228365 0.00223394
REN x a 8.4538e-08 0.00228365 0.00223394
log-likelihood -85.3005 -77.3606 -76.4461
run time (sec.) 8.3 26.4 155.2
L2 # of iterations 50 200* 200*
REN 1.14509e-06 0.00579694 0.00166704
REN x a 8.04856e-07* 0.00025886 0.00166704
log-likelihood -180.922 -175.712 -175.884
run time (sec.) 6.8 26.5 74.3
L3 # of iterations 7 26 98
REN 0.00476907 0.0040067 0.00214247
REN x a 8.98994e-08* 8.82047e-07* 2.76481e-07*
log-likelihood -126.741 -61.3164 -27.387
run time (sec.) 4.9 8.7 65.2
Ul # of iterations 34 127 154
REN 2.12587e-06 5.66857e-06 0.000580294
REN x a 8.81751e-07* 4.94923* 0*
log-likelihood -40.3394 -27.7809 -20.3886
run time (sec.) 6.8 34.9 154.8
U2 # of iterations 7 30 100
REN 0.00465074 0.00308789 0.000181472
REN x a 9.06039e-08* 5.28786e-07* 2.52547e-09*
log-likelihood -207.124 -141.493 -107.279
run time (sec.) 2.8 6.6 65.9
ME # of iterations 60 200* 200*
REN 1.95084e-06 0.0139045 0.000211028
REN x a 9.72096e-07* 0.0123811 1.34491e-04
log-likelihood -193.114 -190.575 -177.038
run time (sec.) 6.7 28.5 164.4
SE # of iterations 51 200* 200*
REN 2.12301e-06 0.00407422 0.00242575
REN x a 8.65948e-09* 0.00271884 0.00024258
log-likelihood -270.449 -265.165 -263.54
run time (sec.) 6.4 26.3 159.698
Table 5.8. MLAPH APH approximations to the empirical distributions: general
results.
Test distribution
Acyclic Phase-Type distribution
order 2 order 4 order 8
EMP1 # of iterations 2 200* 200*
REN 0.173641 0.00184473 0.000437371
RENxa 0* 0.00184473 0.000437371
run time (sec.) 13.6 225.8 673.4
EMP2 # of iterations 32 200* 200*
REN 1.69618e-06 2.85536e-05 0.0061579
RENxa 7.91558e-07* 2.85536e-05 0.00519881
run time (sec.) 6.4 46.6 187.8
EMP3 # of iterations 200* 200* 200*
REN 4.05842e-05 0.149802 0.00343751
RENxa 3.07139e-05 0.1320729 0.00343751
run time (sec.) 40.9 94.5 298.8
EMP4 # of iterations 2 200* 200*
REN 0.17582 0.00350216 0.00320486
RENxa 0* 0.00350216 0.00320486
run time (sec.) 21.0 350.9 1003.499
5.3.2 MLAPH Experimental Results
Density and distribution plots: theoretical test cases
Figure 5.7 shows plots of the original theoretical densities (W 1 -SE) together
with the approximating APH densities of order 2, 4 and 8.Figure 5.8 presents
plots of the original theoretical distributions along with the approximating APH
distributions of order 2, 4 and 8.
The plots suggest that, while order-2 APH approximations are generally not
satisfactory, adequate APH approximations of order 4 and order 8 are found in test
cases Wl, W2, Ll and L2. Visual disagreements between the original distributions
and the approximating APH distributions are evident in test cases L3, Ul, U2, ME
and SE. The APH approximations are generally improving with increasing order.
The inability of APH approximations to match the shape of test distribution
L3 is based on its low variability (squared coefficient of variation = 0.041). The
minimal order needed to achieve the variability of test distribution L3 is therefore
25. Our APH approximations of order 2, 4 and 8 are inadequate in this case.
From the APH approximation plots to test case ME, we note that the multi-
modality of the original density is not matched by the approximating APH densities.
In test case SE, the bimodality appears for order-4 and order-8 APH approxima-
tions.A
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Performance measures: theoretical test cases
Table 5.9 presents the area differences as well as the entropy measures between
the theoretical test densities and distributions (W1 -SE) and the approximating
APH densities and distributions of order 2, 4 and 8, respectively.
The APH approximations to the theoretical densities and distributions are gen-
erally improving with increasing order, based on the pdf and cdf area differences
and the entropy measures. Slight inconsistencies are present in test cases W2 and
L2.
The difficulty of APH distributions to match distributions with long tails (W2
and L1) is evident in the performance measures in these test cases. Although the
visual approximation seems adequate for order-4 and order-8 APH distributions, the
performance measures present a more accurate understanding of the actual goodness-
of-fit.
Table 5.10 presents the relative errors between the first three central moments
of the original theoretical distributions and the approximating APH distributions of
order 2, 4 and 8, respectively. The relative error on the third moment is undefined
for test distributions Ul and U2 since their central third moment /23 equals zero
(see equation 4.22). The performance measure reported (and marked with an aster-
isk) in these two cases is the central third momentof of the approximating APH
distribution.
We note that the APH fits generally match the first moments of the test distri-
butions well. The second and third moments, however, are not adequately matched
in most test cases.
The expectation that the quality of APH approximations improves with increas-
ing orders is generally not met in terms of the relative moment errors. The relative
error on the first moment is inconsistent or increasing with increasing APH orders in
test cases W2, Ll, L2, L3, Ul and ME. The relative error on the second moment
is inconsistent with increasing order in test cases Ll, L2 and ME. Inconsistencies
in the relative error on the third moment are present in test cases L1 and L2.103
The large relative errors on the second and third moments in testcases W2 and
Ll are again based on the inability of the APH distribution to match their long tail.
The large second and third moment errors in test cases L3 and U2are explained
by the inability of the approximating APH distributions to match their low squared
coefficient of variation.
In some test cases the relative moment errors are higher for visually goodapprox-
imations than for fits with large visual discrepancies. This is particularly noticeable
when comparing the APH fits of test cases W2 or Ll to the fits of test cases ME
or SE.104
Table 5.9. MLAPH APH approximations to the theoretical distributions: area
differences and entropy measures.
Test distribution order 2
Acyclic Phase-Type distribution
order 4 order 8
W1 Apdf 0.065167 0.010957 0.008084
Acdf 0.032067 0.004244 0.001875
cross entropy 0.791275 0.787202 0.787085
relative entropy 0.004400 0.000327 0.000210
W2 Apdf 0.342083 0.130881 0.125713
Acdf 0.251956 0.057097 0.033007
cross entropy 1.256353 1.162110 1.169144
relative entropy 0.141266 0.047022 0.054056
L1 Apdf 0.258706 0.118305 0.056054
Acdf 0.303565 0.182292 0.158850
cross entropy 0.460052 0.414839 0.412513
relative entropy 0.07033 0.025118 0.022791
L2 Apdf 0.146074 0.033419 0.031227
Acdf 0.073554 0.013513 0.014766
cross entropy 0.904610 0.878561 0.879422
relative entropy 0.028816 0.002767 0.003628
L3 Apdf 1.112908 0.848279 0.676640
Acdf 0.384072 0.231995 0.162118
cross entropy 0.633706 0.306582 0.136935
relative entropy 0.844205 0.517081 0.347434
Ul Apdf 0.422574 0.314775 0.234067
Acdf 0.167583 0.089365 0.051738
cross entropy 0.201676 0.138886 0.101952
relative entropy 0.201676 0.138886 0.101952
U2 Apdf 1.278881 0.999510 0.812080
Acdf 0.383727 0.230028 0.159766
cross entropy 1.038318 0.709540 0.538237
relative entropy 1.038318 0.709540 0.538237
ME Apdf 0.544412 0.525272 0.390993
Acdf 0.099559 0.080372 0.058505
cross entropy 0.965572 0.952876 0.885189
relative entropy 0.237842 0.225146 0.157458
SE Apdf 0.282667 0.185023 0.140752
Acdf 0.065891 0.032966 0.016235
cross entropy 1.352755 1.326338 1.318209
relative entropy 0.057793 0.031376 0.023247105
Table 5.10. MLAPH APH approximations to the theoretical distributions: relative
moment errors.
Test distribution order 2
Acyclic Phase-Type distribution
order 4 order 8
W1 el 0.0006464 0.0005765 0.0001740
e2 0.1285957 0.0060030 0.0052559
e3 0.5837212 0.0707516 0.0180982
W2 el 0.0129671 0.0020182 0.0119791
e2 0.5254806 0.1886697 0.1606635
e3 0.8708110 0.5344133 0.4665294
Ll Cl 0.0661893 0.0709493 0.1374785
e2 0.8371037 0.7708373 0.8199352
e3 0.9980452 0.9955274 0.9969084
L2 el 0.0038253 0.0048197 0.0074579
e2 0.2615398 0.0936450 0.1227760
e3 0.6838972 0.3690537 0.4344384
L3 el 0.0001350 0.0001325 0.0001333
e2 11.248359 5.1242103 3.0828001
e3 97.685891 23.671658 9.9651538
Ul el 5.49724e-7 0.0001106 0.0024947
e2 0.7034906 0.2643689 0.1161154
e3 * 0.0765430 0.0275195 0.0120981
U2 el 0.0000025 1.25e-6 0.0000000
e2 12.500068 5.7499831 3.5000000
e3* 1.6875127 0.4218734 0.1875000
ME el 0.0020990 0.0026553 0.0026347
e2 0.1519981 0.0042582 0.0083248
e3 0.3022478 0.0789958 0.0673206
SE el 0.0011538 0.0001872 0.0008039
e2 0.1399388 0.0316543 0.0011091
e3 0.2529391 0.2108032 0.0327994106
Density and distribution plots: empirical test cases
Figure 5.9 shows plots of the empirical test densities and distributions (EMP1-
EMP4) together with the approximating APH densities and distributions of order
2, 4 and 8, respectively.
We note that while order-2 APH approximations generally do not satisfactorily
match the empirical test densities and distributions, order-4 and order-8 APH ap-
proximations present visually adequate fits. Noticeable disagreements between the
empirical density and distribution and the APH approximations are evident in test
case EMP2.0.35
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Figure 5.9. MLAPH approximations to the empirical densities and distributions.108
Performance measures: empirical test cases
Table 5.11 presents the cdf area differences between the empirical test distribu-
tions (EMP1-EMP4) and the approximating APH distributions of order 2, 4 and
8. Also presented are the relative moment errors between the distributions.
The visual observation that the APH fits to test case EMP2 are not as good
as in the other three test cases is verified by the cdf area difference measure.
A surprising observation is that, while the first empirical central moments are
matched quite well, the relative errors on the first moment are increasing with in-
creasing order of the approximation APH distribution in test cases EMP1, EMP2
and EMP4. Inconsistencies in the relative error on the second moment are reported
for test cases EMP3 and EMP4, and only test case EMP4 shows inconsistencies
in the relative error on the third moment.
Table 5.11. MLAPH APH approximations to the empirical distributions: cdf area
differences and relative moment errors.
Test distribution order 2
Acyclic Phase-Type distribution
order 4 order 8
EMP1 Acdf 0.0341720 0.0130350 0.0116340
el 0.0000002 0.0002550 0.0005070
e2 0.1159429 0.0475135 0.0240227
e3 0.4564210 0.2780476 0.1442145
EMP2 Acdf 0.1097040 0.0433670 0.0316260
Cl 0.0000005 0.0001580 0.0070688
e2 0.1425094 0.0400540 0.0218277
e3 0.5562170 0.1190947 0.0518619
EMP3 Acdf 0.0502450 0.0155480 0.0152830
el 0.0000016 0.0018729 0.0001485
e2 0.0489114 0.0175157 0.0192200
e3 0.2438591 0.1638906 0.1343859
EMP4 Acdf 0.0450390 0.0204420 0.0176860
el 0.0000005 0.0005963 0.0106432
e2 0.1565780 0.0532796 0.1309954
e3 0.5073439 0.2564726 0.4168254109
5.4 EMPHT
This section contains the experimental results of approximating the parameters of
phase-type distributions based on the test distributions Wl-SE and empirical data
sets EMP1-EMP4 (see chapter 4) using the maximum-likelihood based method
EMPHT (Asmussen et al. [5, 6], see also [26, 64]). The following subsections 5.4.1
and 5.4.2 describe the general attributes of EMPHT and the numerical results of
our experiments.
EMPHT consists of four programs: EMPHTenter, EMPHTdensity, EMPHT-
main and EMPHTgraphics. The first three programs are written in C and were
compiled with the cc C compiler included within the SunOS 4.1.3 installation on
a SPARC-IPX workstation. EMPHTgraphics is aMATLAB [49] program used for
plotting purposes.
EMPHTenter specifies the data (sample or density) to be fit by a phase-type
distribution. If density is selected, there is a choice of 6 predefined densities: uniform,
normal, lognormal, Weibull, inverse Gaussian and phase-type.The exponential
and (generalized) Erlang distributions are contained within the class of phase-type
distributions. The user must write the specification for all other density functions in
C code and implement it within the program EMPHTdensity, which works similar
to EMPHTenter, described below.
EMPHTenter converts the specified density into a weighted sample of n obser-
vations x = xl, , x7,and n weights w = w1, , wTh.The weights represent the
probability mass of each observation. The number of observations n is determined
by a user-specified point where the density can be truncated, the maximum accept-
able probability (weight) in one point and the maximum time interval corresponding
to one point. The interval between zero and the truncation point is then discretized
into intervals 0, and the weights wt are calculated according to Simpson's
xi approximation formula of f,1g(u)du, where g(u) is the density selected, i.e. .
xxi_1
w, =(g(x:_i)+ )g(x:)) (x: x:_1)/ 6. (5.1)110
If the weight becomes larger than the maximum specified by the user, the interval
xii] is shortened by choosing a smaller value for xi and a new weight is cal-
culated. The corresponding observation xi is approximated as being the center of
mass of the interval [x'i_i,x'd by
x'i_i g(x:_i) + 4 (4_1 + g(4_, ;`-1) g(x9
xi = (5.2)
g(a4-1) + 4 g(x_i
Xi
g(xi)
The total number n of observations is successively adjusted to obtain x' larger than
or equal to the truncation point.
In the case where sample is selected, there is a choice between an unweighted
and a weighted sample, which are either read as the vector of observations x by
EMPHTenter from the file unweighted or two vectors (observations x and weights
w) from file observations. If the sample is unweighted, EMPHTenter converts it into
a weighted sample by adding onthe weight vector w with all weights equal to one,
and stores it in the file observations.
An output file of EMPHTenter (or EMPHTdensity) is the file exactdistr, which
contains the cdf, pdf and intensity values along with corresponding x-values of the
distribution to be fit in 4 columns, each of length 400. These values are used by
EMPHTgraphics for plotting purposes.
The main program which contains the EM algorithm is EMPHTmain. Input is
the file observations (containing vectors x and w), which is created by EMPHTenter
or EMPHTdensity. The userspecifies the structure of the phase-type distribution
to be fit, using either the predefined choices (see section 5.4.1 for all possibilities), or
supplying a file called distrtype, which contains a user-defined phase-type structure.
In addition, the number of EM iterations, the step-length for the Runge-Kutta pro-
cedure (either default or user-specified) and a seed for the random number generator
needed to determine the initial phase-type parameter values a(°) andT(°) must be
specified. Output is a file called phases, which contains the final parameter values
for the initial probability vector a and the subintensity T. This output file phases
can be used as input (instead of using oneof the predefined phase-type structures or111
the user-specified phase-type structure in file distrtype) determining the phase-type
structure and initial parameter values for additional iterations of the algorithm.
The second output file of EMPHTmain is the file approxdistr. Its structure is
equivalent to the file exactdistr, containing x-values and corresponding pdf, cdf and
intensity values for the approximating phase-type distribution.
The last part of EMPHT is a MATLAB [49] program called EMPHTgraphics.
Running it under MATLAB, it reads as input the files exactdistr and approxdistr
and generates plots of the approximated and approximating cdf, pdf and intensity.
For our experiments, we have externally generated 200 observations from each
of the nine test distributions (W1SE) and used the four empirical data sets
(EMP1EMP4) for phase-type approximations. These data were stored in the
file unweighted before each program run and converted to a weighted sample with
all weights equal to one by EMPHTenter. The option of using the internal data
generator (in EMPHTenter) based on the test distributions was therefore not used.
This procedure provided the possibility to use the same data sets for all parameter
approximation methods discussed in this analysis.
The following phase-type structures were used for the parameter approxima-
tion runs (see section 5.4.1 for all possible phase-type structures in EMPHT): (i)
sum of exponentials (generalized Erlang); (ii) acyclic phase-type; and (iii) general
phase-type. The sum of exponentials structure was chosen because it was intended
to provide the closest possible comparisons to the mixture of Erlang distributions fit
by the moment-matching methods MEFIT and MEDA (see results in sections 5.1
and 5.2).It also contains the smallest number of parameters among the selected
subsets of phase-type distributions in this analysis; k parameters for an order-k sum
of exponentials distribution. The acyclic phase-type structure was selected in order
to provide the closest possible comparisons to the acyclic phase-type (APH) distri-
butions fit by method MLAPH (see results in section 5.3). The difference, however,
between the APH structure fit by MLAPH and the acyclic phase-type structure
used in EMPHT is that the parameters of the individual exponential phases are not112
restricted to be in increasing order. EMPHT does not allow for restrictionson the
parameters to be approximated. The general phase-type structure was intended to
provide the highest versatility among all phase-type approximations in this analysis.
While subclasses of the family of phase-type distributions impose restrictions upon
the possible transitions in their underlying Markov process, the general phase-type
distribution does not imply any such restrictions and provides therefore the highest
flexibility. The number of parameters to be approximated for a general phase-type
distribution, however, is the largest among all the phase-type structures considered
in this study, namely k2 + k1 for an order-k general phase-type distribution.
For the three phase-type structures used in this analysis, we fit orders 2, 4, 8
and 16. Higher orders were not fit, partially because the number of parameters to be
approximated becomes very large and the run times prohibitive. EMPHT restricts
the maximum number of phases to 50 in its current version.
Three different criteria were adopted to terminate the iterative EM algorithm:
(i) the maximum number of iterations is reached (in our experiments the limit was
set to 200); (ii) the relative Euclidean norm (REN) between successive parameter
estimates becomes smaller than a user-specified level (in our experiments e = 10-4);
or (iii) the relative change in log-likelihood between successive iterations becomes
smaller than a user-specified level (in our experiments e = 10-6). The last two
termination criteria were not included in the original program.
After starting the program, EMPHTmain echoes the user-specified input pa-
rameters and prints the approximated phase-type parameters at every iteration of
the EM algorithm on the screen. A successful approximation run is completed with
printing the final phase-type parameters in the file phases.113
5.4.1EMPHT General Results
Generality: EMPHT allows a large variety of subsets of phase-type distribu-
tions to be fit to empirical data. Five structures of the initial probability vector
a and the subintensity T are predefined:
1. General phase-type:all elements of a and T are allowed to be non-
zero. The underlying Markov process may start at any transient state,
and movements from any transient state to any other transient state are
allowed in one transition, until the absorbing state is reached.
2. Hyperexponential: only the main diagonal elements of T and all elements
of a are allowed to be non-zero. The underlying Markov process may start
at any transient state. After an exponential sojourn time, the Markov
process jumps immediately to the absorbing state without visiting any
other transient state (see figure 2.4).
3. Sum of exponentials: always starts at the first transient state. Transitions
are restricted to jumps from state i to state i + 1 only (see figure2.3).
Note that this form of a phase-type distribution is also called a generalized
Erlang distribution.
4. Coxian distribution: as with a generalized Erlang distribution, starts al-
ways at the first transient state, but termination from any state is allowed
(see figure 2.7).
5. Generalized Coxian: as the Coxian distribution described above, but start
from any transient state is allowed.
Other structures of phase-type distributions may be specified by the user in
the file distrtype. It should be noted, however, that only the location of zero
and non-zero elements in a and T may be specified. There is no possibility
of specifying any restricting structure on the non-zero elements. Thus it is
not possible to fit, for instance, a regular Erlang distribution, for which the114
parameters A of each transient state of the underlying Markov process must be
equal. We used the possibility of defining a special phase-type structure in our
experiments by incorporating the acyclic phase-type distribution mentioned in
the previous section.
Reliability: EMPHT obtains in most cases phase-type fits for the test distribu-
tions. Problems were encountered while fitting sum of exponential (generalized
Erlang) distributions. In several cases it happened that the Runge-Kutta pro-
cedure, implemented to solve the vector-differential equations at each E-step
of the EM algorithm, generated results that were not numbers (NaN) at the
first iteration, which indicated a division by zero. An investigation showed
that the step-size for the Runge-Kutta procedurewhich is by default set to
0.1/Itmasi, tmax being the largest diagonal element of T sometimes becomes
too large, which in turn sets some of the vector-differential equations equal to
zero. Another version of EMPHT(received from M. Olsson [64]), which allows
the user to specify a fixed step-size, resolves most of the problems in these
circumstances. However, by choosing a step-size small enough for the Runge-
Kutta algorithm to work, the run times might become prohibitively large. We
had to terminate some program runs due to this situation after obtaining no
EM iterations with run times of up to several weeks.
A minor inconvenience with EMPHT is that observations with a value of zero
are not allowed. The program terminatesabnormally in such a situation. A
small amount (10-7 in our experiments) must be added to zero-valued obser-
vations in order for the program to run.
Stability: In order to obtain initial phase-type parameter values cx(°) andTO),
the program generates random values based on a user-specified seed for the
random number generator. These initial parameter values are important, since
the EM algorithm may be at a saddlepoint of the likelihood surface, or it may
converge to a local instead of a global optimum. Trial runswith different seeds
for the random number generator resulted in different solutions for the final115
parameters as well as the final phase-type distribution, but there is limited
experience yet as to how many different program runs are required to obtain a
reasonably good solution. Because of prohibitively long run times of the EM
algorithm, we chose to run only one parameter approximation per test case.
Accuracy: It is shown in the following tables 5.12-5.17 that the termination
criterion in general is the maximum number of iterations (200 in our experi-
ments), particularly for parameter approximations of orders larger than two.
It is also shown in section 5.4.2 that results involving higher order phase-type
distributions often do not improve the fit. This supports the conjecture that,
in most cases, more than 200 iterations are needed to obtain reasonable phase-
type approximations with EMPHT. Asmussen, Nerman and Olsson [6] report
200010000 iterations necessary for their results.
Efficiency: The amount of CPU time required to obtain reasonable fits of
phase-type distributions of moderate order (for instance order 4 or 8) is gener-
ally very large. As reported in the following tables, run times for fits using sum
of exponentials range from 2 to 132000 seconds for the test cases where results
could be obtained. Several fitting runs for the sum of exponentials structure
did not lead to solutions in any reasonable run time. For the acyclic phase-type
structure, run times range from 3 to 240000 seconds. Parameter approxima-
tions involving general phase-type structures required between 4 and almost
300000 seconds CPU time. Run times are generally increasing with increasing
order and/or number of parameters of the approximating phase-type distri-
bution. Exceptions are, for instance, the acyclic structure order-2 fit to the
L1 data (see table 5.13), which took much longer than the order-4 fit of the
same category. One possible explanation of this phenomenon might be that
the starting point (initial phase-type parameter values) for the EM algorithm
was poorly chosen by the random number generator in the order-2 case.
The number of observations does seem to have some influence on the run
times. However, other factors such as the initial starting point, the order and116
the structure (i.e. the number of parameters) of the approximating phase-type
distribution, and the step-size of the Runge-Kutta method seem to be more
significant regarding the performance of EMPHT.
Tables 5.12, 5.13, 5.14, 5.15, 5.16 and 5.17 present the termination criteria
(maximum number of iterations, relative Euclidean norm or relative change in log-
likelihood, indicated by an asterisk), the final log-likelihood after completion of the
parameter approximation run and the run times of the phase-type parameter ap-
proximations obtained from EMPHT. Tables 5.12, 5.13 and 5.14 contain results from
sum of exponentials, acyclic and general phase-typeapproximations to the test data
generated from the theoretical distributions (W1 -SE), respectively. Tables 5.15,
5.16 and 5.17 present results based on the empirical data sets (EMP1-EMP4),
respectively.
Tables 5.12 and 5.15 contain empty cells. The reason for the absence of results in
these cases is that these parameter approximation runs did not lead to final solutions
in any reasonable run time.117
Table 5.12. EMPHT PH approximations (SUMEX structure) to the theoretical
distributions: general results.
Test distribution order 2
Sum of Exponentials distribution
order 4 order 8 order 16
W1 # of iterations 112 200* 200* 200*
REN 9.75054e-05* 0.00885854 0.00121975 0.00262119
Alog-likelihood 3.93935e-06 0.0688436 0.0036327 0.0200654
log-likelihood -158.319 -165.297 -174.56 -177.986
run time (sec.) 11.9 315.3 776.5 41878
W2 # of iterations 200*
REN 0.0101023
Alog-likelihood 0.0200558
log-likelihood -339.326
run time (sec.) 189782
Ll # of iterations 200* 200* 200*
REN 0.00347872 0.00345372 0.000125183
Wog-likelihood 0.00240029 0.00709896 2.18358e-05
log-likelihood -186.543 -187.074 -195.844
run time (sec.) 20705.6 255902 64481.7
L2 # of iterations 76 94 200* 200*
REN 9.16182e-05* 9.52409e-05* 0.000344812 0.00027488
Alog-likelihood 1.87232e-06 5.65514e-06 0.00016582 0.000203736
log-likelihood -179.879 -176.106 -176.54 -178.437
run time (sec.) 13.7 173.6 6234.6 9515.7
L3 # of iterations 16 30 52 95
REN 9.5617e-05* 9.27109e-05* 9.91396e-05* 9.81608e-05*
Alog-likelihood 3.29035e-06 6.35417e-06 1.51423e-05 3.05641e-05
log-likelihood -126.688 -61.2102 -5.71355 32.8536
run time (sec.) 2.2 13.6 140.7 2220.6
Ul # of iterations 39 200* 200* 200*
REN 9.61731e-05* 0.0082806 0.00527849 0.00502599
Alog-likelihood 3.54874e-06 0.0280985 0.040492 0.0790557
log-likelihood -45.1359 -48.7139 -66.6019 -72.0423
run time (sec.) 4.2 693.2 2234.2 132058
U2 # of iterations 16 30 51 87
REN 8.67897e-05* 8.35886e-05* 9.2808e-05* 9.90694e-05*
Alog-likelihood 2.90632e-06 5.20706e-06 1.32658e-05 3.10786e-05
log-likelihood -207.669 -141.912 -85.8572 -46.1747
run time (sec.) 2.3 13.3 127 1653.8
ME # of iterations 74 119 200* 200*
REN 9.80767e-05* 9.96408e-05* 0.00017971 0.000362747
Wog-likelihood 1.98329e-06 5.92268e-06 4.36546e-05 0.000378176
log-likelihood -192.511 -186.91 -186.495 -188.793
run time (sec.) 13.9 206.2 5201.5 8585.5
SE # of iterations 200* 200* 200* 200*
REN 0.000104091 0.00553702 0.00516948 0.00518389
Alog-likelihood 3.20844e-06 0.0182948 0.038635 0.0811265
log-likelihood -281.841 -283.253 -286.046 -291.689
run time (sec.) 23.7 1563.5 16695.8 101336118
Table 5.13. EMPHT PH approximations (APH structure) to the theoretical distri-
butions: general results.
Test distribution order 2
Acyclic Phase-Type distribution
order 4 order 8 order 16
W1 # of iterations 131 200* 200* 200*
REN 9.66292e-05* 0.000627423 0.000497799 0.00111084
Alog-likelihood 4.67731e-06 0.000554762 0.000555898 0.000495575
log-likelihood -157.978 -157.269 -157.096 -157.127
run time (sec.) 13.9 96.9 663.6 11274.2
W2 # of iterations 130 200* 200* 200*
REN 0.015905 0.00172963 0.0102058 0.0056545
Alog-likelihood 9.66121e-07* 0.000342883 0.0305327 0.0107041
log-likelihood -336.019 -250.002 -228.17 -227.237
run time (sec.) 12042.3 1338.5 20179.3 241076.2
Ll # of iterations 200* 200* 200* 200*
REN 0.00418133 0.000362862 0.000458669 0.000309582
Alog-likelihood 4.22602e-05 9.68702e-05 0.000311791 0.000321437
log-likelihood -186.309 -87.9987 -77.3226 -77.3253
run time (sec.) 25994.4 1248.9 6919.3 55617.8
L2 # of iterations 80 200* 200* 200*
REN 9.91329e-05* 0.00134594 0.000435572 0.00130754
Alog-likelihood 0.00115067 0.0106496 0.000790951 0.00733606
log-likelihood -179.891 -177.865 -174.877 -175.391
run time (sec.) 14.8 381.8 1168.2 6434.9
L3 # of iterations 27 68 200* 200*
REN 7.77078e-05* 8.83315e-05* 0.00315864 0.0014936
Alog-likelihood 2.74154e-05 0.000261199 0.096413 0.0632474
log-likelihood -126.688 -61.2111 -11.6336 -13.3391
run time (sec.) 3.4 30.9 834.1 21816.3
Ul # of iterations 61 200* 200* 200*
REN 9.33381e-05* 0.000105017 0.00152838 0.00109911
Alog-likelihood 7.72492e-06 0.000844176 0.00871282 0.0104846
log-likelihood -40.3345 -27.8268 -22.3244 -22.7459
run time (sec.) 6.3 74.8 748.8 14217.6
U2 # of iterations 27 67 200* 200*
REN 7.13694e-05* 9.82179e-05* 0.0032624 0.00146285
Alog-likelihood 2.69158e-05 0.000332237 0.102412 0.0672871
log-likelihood -207.669 -141.913 -91.7147 -93.5093
run time (sec.) 3.3 29.3 642 17502.7
ME # of iterations 77 200* 200* 200*
REN 9.99659e-05* 0.000366306 0.0021233 0.00249889
flog- likelihood 0.00254155 0.000137471 0.03501 0.0259235
log-likelihood -192.541 -189.942 -177.438 -180.875
run time (sec.) 14.8 123.1 1185.3 6368.6
SE # of iterations 123 200* 200* 200*
REN 9.93443e-05* 0.00177208 0.00108578 0.000600533
Alog-likelihood 5.11497e-06 0.00416903 0.00184798 0.00313063
log-likelihood -270.199 -265.07 -264.422 -264.234
run time (sec.) 13.6 124.7 656.3 8692.8119
Table 5.14. EMPHT PH approximations (GPH structure) to the theoretical dis-
tributions: general results.
Test distribution order 2
General Phase-Type distribution
order 4 order 8 order 16
W1 # of iterations 134 200* 200* 200*
REN 9.70096e-05* 0.000672326 0.00107421 0.00118417
Slog- likelihood 0.000421197 0.00175892 0.0131097 0.0663471
log-likelihood -157.988 -157.801 -158.298 -161.066
run time (sec.) 14.3 101.4 907 10660.6
W2 # of iterations 174 200* 200* 200*
REN 9.94863e-05* 0.00342279 0.000366215 0.000212669
Slog- likelihood 4.24666e-06 0.00725737 0.00243754 0.00607134
log-likelihood -250.125 -232.437 -250.126 -250.175
run time (sec.) 182.2 2425.5 14514.5 203000
Ll # of iterations 86 200* 127 152
REN 9.65244e-05* 0.00166392 9.90391e-05* 9.67236e-05*
Slog- likelihood 4.27639e-06 0.00378723 0.00142494 0.00966223
log-likelihood -88.0763 -87.7712 -88.0815 -88.1169
run time (sec.) 81.5 1980.7 18609.6 293662.2
L2 # of iterations 120 200* 200* 200*
REN 9.96391e-05* 0.000687156 0.000819834 0.000493552
Slog- likelihood 1.75503e-05 0.00133034 0.0105677 0.012423
-179.879 -179.761 -177.918 -177.133
run time (sec.) 20.1 177.3 1941 22551.9
L3 # of iterations 30 96 200* 200*
REN 7.80921e-05* 8.55741e-05* 0.00497911 0.00677898
Slog- likelihood 0.00164439 0.000376106 0.14386 0.348719
log-likelihood -126.692 -61.2117 -11.5862 -5.27324
run time (sec.) 3.6 42.6 554.2 4735.4
U1 # of iterations 61 200* 200* 200*
REN 9.63428e-05* 0.00411071 0.00266779 0.00284403
Slog- likelihood 0.00117951 0.026984 0.057672 0.295628
log-likelihood -40.3419 -31.6851 -29.4094 -50.3886
run time (sec.) 6.3 75.2 500.7 5643.5
U2 # of iterations 29 94 200* 200*
REN 9.99646e-05* 8.49245e-05* 0.00309656 0.00682164
Slog- likelihood 0.00215683 0.000395133 0.13813 0.352977
log-likelihood -207.673 -141.913 -88.1061 -84.3575
run time (sec.) 3.6 40.5 509 3811.4
ME # of iterations 134 200* 200* 200*
REN 9.80935e-05* 0.000445533 0.00093485 0.00121819
Slog- likelihood 1.60686e-05 0.000795603 0.0195473 0.0609494
log-likelihood -192.511 -192.443 -189.796 -189.734
run time (sec.) 23.2 180.9 1944.7 22941.7
SE # of iterations 130 200* 200* 200*
REN 9.60392e-05* 0.00403005 0.00317891 0.000474048
Slog- likelihood 0.000681611 0.0429781 0.096801 0.00185604
log-likelihood -270.213 -267.966 -272.659 -279.928
run time (sec.) 14.6 113 1153.5 13490.3120
Table 5.15. EMPHT PH approximations (SUMEX structure) to the empirical dis-
tributions: general results.
Test distribution order 2
Sum of Exponentials distribution
order 4 order 8 order 16
EMP1 # of iterations
REN
slog-likelihood
log-likelihood
run time (sec.)
98
9.75332e-05*
2.56128e-05
-3927.48
28.2
200*
0.00119341
0.00827848
-4013.59
714.6
EMP2 # of iterations 72 110 200* 200*
REN 9.5782e-05* 9.9935e-05* 0.00194325 0.00156821
Slog-likelihood 7.76269e-06 1.43075e-05 0.0106687
log-likelihood -810.904 -790.381 -795.535 -814.682
run time (sec.) 9.3 128.9 3899.6 20482.5
EMP3 # of iterations 101 200*
REN 9.99486e-05* 0.00119082
Slog-likelihood 1.75632e-05 0.00363218
log-likelihood -1887.87 -1980.21
run time (sec.) 16.4 311.2
EMP4 # of iterations 110 200*
REN 9.5025e-05* 0.00036463
Slog-likelihood 3.16482e-05 0.00117988
log-likelihood -5560.92 -5825.61
run time (sec.) 39.6 935.5121
Table 5.16. EMPHT PH approximations (APH structure) to the empirical distri-
butions: general results.
Test distribution
EMP1 # of iterations
REN
slog- likelihood
log-likelihood
run time (sec.)
EMP2 # of iterations
REN
slog- likelihood
log-likelihood
run time (sec.)
EMP3 # of iterations
REN
slog- likelihood
log-likelihood
run time (sec.)
EMP4 # of iterations
REN
Alog-like1ihood
log-likelihood
run time (sec.)
Acyclic Phase-Type distribution
order 2 order 4 order 8 order 16
140
9.62509e-05*
0.000151024
-3904.27
38.2
200*
0.00124957
0.00867982
-3901.49
419
200*
0.000370313
0.00457382
-3891.3
1454.6
200*
0.0011946
0.00592014
-3894.22
6223.6
63 200* 200* 200*
9.658e-05* 0.0011322 0.00134341 0.00130645
0.000331288 0.0144834 0.0128354 0.0240403
-810.905 -792.638 -780.583 -781.756
8.8 287.3 1237.9 8279.4
65 200* 200* 200*
9.39546e-05* 0.00100344 0.000320488 0.000437576
0.000187674 0.0258219 0.00241836 0.0174643
-1851.54 -1842.55 -1836.89 -1837.82
11.1 261.6 860.2 13676.9
156 200* 200* 200*
9.69242e-05* 0.00185763 0.000971627 0.000652069
0.000130798 0.00468772 0.021572 0.00681012
-5455.4 -5436.24 -5430.3 -5433.28
49.3 281.5 1757.6 10062.7122
Table 5.17. EMPHT PH approximations (GPH structure) to the empirical distri-
butions: general results.
Test distribution
EMP1 # of iterations
REN
slog- likelihood
log-likelihood
run time (sec.)
EMP2 # of iterations
REN
slog- likelihood
log-likelihood
run time (sec.)
EMP3# of iterations
REN
slog- likelihood
log-likelihood
run time (sec.)
EMP4 # of iterations
REN
slog-likelihood
log-likelihood
run time (sec.)
General Phase-Type distribution
order 2 order 4 order 8 order 16
194 200* 200* 200*
9.75038e-05* 0.00151504 0.000379073 0.000309255
5.01458e-05 0.0312489 0.00699739 0.012484
-3904.27 -3901.5 -3902.95 -3899.68
46.6 194.3 1518 17538.7
76 200* 200* 200*
9.72195e-05* 0.00267294 0.001409 0.000572453
3.33624e-05 0.0686931 0.0397706 0.0186008
-810.904 -792.298 -791.321 -791.215
9.8 135.7 1340.4 14393.9
92 200* 200* 200*
9.95736e-05* 0.00124276 0.00104457 0.000449464
4.25107e-05 0.0160355 0.0382445 0.0167992
-1851.54 -1850.26 -1843.18 -1840.16
14.8 134.2 1009.2 11786.8
200* 200* 200* 200*
0.000442049 0.000663317 0.000178792 0.000334678
0.00120905 0.00961837 0.00253298 0.0136401
-5455.42 -5438.98 -5455.33 -5452.78
53.4 186.9 1271.8 14684.3123
5.4.2 EMPHT Experimental Results
Density and distribution plots: theoretical test cases
A visual inspection of the order-2 EMPHT phase-type approximations to the
theoretical test distributions W1 -SE (figures 5.10 and 5.11) shows that the different
structures (sum of exponentials, acyclic phase-type, general phase-type) cannot be
distinguished in several cases, e.g. L2, L3, U2 and ME. It is shown in tables 5.12,
5.13 and 5.14 that the EM algorithm converged in most of these cases. A possible
explanation is therefore the non-uniqueness of phase-type distributions. The EM
algorithm, although fitting different phase-type structures and therefore resulting in
different phase-type representations, ended up finding the same phase-type distribu-
tion. More obvious differences between the different phase-type structures are seen
in test cases W2 and Ll. The acyclic and sum of exponentials structure seem to
represent the same phase-type distribution, but do not fit the original distributions
well. The general phase-type approximation performs better in both these cases.
Visual differences become more pronounced in the plots of order-4 EMPHT
approximations (figures 5.12 and 5.13), except in test cases L3 and U2. A slight
trend towards the acyclic phase-type structure providing better fits than the other
two structures can be seen in test cases Wl, Ll (together with the general phase-type
structure), Ul, ME and SE. We note that the plots for test case W2 in figures 5.12
and 5.13 do not contain approximations based on the sum of exponential structure,
because no fit could be obtained.
From the plots based on order-8 EMPHT approximations (figures 5.14 and 5.15),
we see that the acyclic phase-type structure provides better fits over theother two
structures in test cases W1, W2, Ll, L2, Ul, ME (second mode slightly present) and
SE (bimodality present). For test cases L3 and U2, however, the sum of exponentials
structure tends to approximate the original distributions slightly better than the
other two structures. The plots for test case W2 in figures 5.14 and 5.15 do not
contain approximations based on the sum of exponential structure.124
These observations become more pronounced in the plots based on order-16
EMPHT approximations (figures 5.16 and 5.17). The acyclic phase-type structure
approximates the original distributions better than the sum of exponentials and
general phase-type structure in all test cases except L3 and U2, in which the sum of
exponentials structure clearly outperforms the other two structures. The plots for
test cases W2 and Ll in figures 5.16 and 5.17 do not contain approximations based
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Performance measures: theoretical test cases
Table 5.18 presents the area differences and entropy measures between the orig-
inal theoretical test distributions (W1 -SE) and the EMPHT sum of exponentials
approximations. Table 5.19 presents the relative errors of the first three central
moments between the original theoretical test distributions and the EMPHT sum of
exponentials approximations. These tables do not contain the performance measures
in test cases W2 (orders 4, 8 and 16) and L1 (order 16) because of our inability to
obtain sum of exponential fits in these cases. The relative error on the third moment
is undefined for test distributions Ul and U2 since their central third moment p3
equals zero (see equation 4.22). The performance measure reported (and marked
with an asterisk) in these two cases is the central third moment A3 of the approxi-
mating phase-type distribution.
The area differences and entropy measures for the sum of exponentials structure
(see table 5.18) generally do not follow the expected behavior of decreasing values
for increasing orders. While the results in test cases L3 and U2 do follow this rule,
test case W1 shows increasing area differences and entropy measures for increasing
orders, i.e. the phase-type fit gets worse with increasing orders of the approximating
sum of exponential distribution.
The relative moment errors (see table 5.19) show very inconsistent behavior,
but in most cases do not improve with increasing orders of the approximating sum
of exponentials distribution (see test cases L1, L2, ME). Some improvements with
increasing orders are evident in test cases L3 and U2, in particular with respect to
the second and third central moment. Unusual behavior is exhibited by test case SE,
where the order-2 sum of exponential fit shows much better moment approximation
than higher order fits in this case.134
Table 5.18. EMPHT PH approximations (SUMEX structure) to the theoretical
distributions: area differences and entropy measures.
Test distribution order 2
Sum of Exponentials distribution
order 4 order 8 order 16
W1 Apdf 0.074916 0.180690 0.291007 0.323317
Acdf 0.029881 0.079488 0.153521 0.179364
cross entropy 0.793768 0.830337 0.876873 0.904406
relative entropy 0.006893 0.043462 0.089998 0.117531
W2 Apdf 0.655295
Acdf 0.538502
cross entropy 1.710735
relative entropy 0.595647
Ll Apdf 0.702173 0.699201 0.699658
Acdf 0.702885 0.703158 0.704245
cross entropy 0.969929 0.969267 0.967176
relative entropy 0.580207 0.579546 0.577455
L2 Apdf 0.146091 0.070631 0.102072 0.143289
Acdf 0.073592 0.056754 0.054396 0.060565
cross entropy 0.904611 0.886218 0.889258 0.900457
relative entropy 0.028817 0.010424 0.013464 0.024663
L3 Apdf 1.112907 0.848279 0.548338 0.224156
Acdf 0.384074 0.231995 0.119900 0.039208
cross entropy 0.633706 0.306582 0.029630 -0.16215
relative entropy 0.844205 0.517082 0.240129 0.048355
Ul Apdf 0.452214 0.457487 0.578961 0.582297
Acdf 0.157477 0.156968 0.302080 0.309961
cross entropy 0.243759 0.296220 0.454894 0.393363
relative entropy 0.243759 0.296220 0.454894 0.393363
U2 Apdf 1.278881 0.999510 0.672859 0.386033
Acdf 0.383727 0.230028 0.117668 0.042066
cross entropy 1.038318 0.709540 0.429274 0.230865
relative entropy 1.038318 0.709540 0.429274 0.230865
ME Apdf 0.544396 0.487496 0.480222 0.507312
Acdf 0.099600 0.100283 0.095944 0.089267
cross entropy 0.965573 0.938556 0.938198 0.952795
relative entropy 0.237842 0.210826 0.210467 0.225064
SE Apdf 0.311310 0.433832 0.435122 0.435987
Acdf 0.056959 0.181962 0.183090 0.183489
cross entropy 1.457939 1.558526 1.554611 1.722817
relative entropy 0.162977 0.263564 0.259649 0.427855135
Table 5.19. EMPHT PH approximations (SUMEX structure) to the theoretical
distributions: relative moment errors.
Test distribution order 2
Sum of Exponentials distribution
order 4 order 8 order 16
W1 ei 0.0006462 0.0006462 0.0004842 0.0006463
e2 0.0832136 0.3139494 0.7589373 0.9163598
e3 0.4873199 1.6061395 3.3373523 3.9473611
W2 el 0.0129666
e2 0.8051679
e3 0.9740137
Ll el 0.0661845 0.0661845 0.0661372
e2 0.9645307 0.9645796 0.9647656
e3 0.9999020 0.9999022 0.9999030
L2 el 0.0038236 0.0038236 0.0038236 0.0038238
e2 0.2618068 0.2663248 0.2279865 0.1828077
e3 0.6841261 0.6684063 0.6354891 0.6006270
L3 el 0.0001304 0.0001326 0.0001327 0.0001327
e2 11.248472 5.1242103 2.0621081 0.5310847
e3 97.687266 23.671666 5.1679371 0.5420769
Ul el 6.6684e-09 9.72951e-11 1.40615e-06 1.534528e-8
e2 0.5000009 0.4739451 1.7931919 1.8685305
e3* 0.0625001 0.0608714 0.2244690 0.2337347
U2 el 2.87443e-06 1.28347e-07 5.08805e-08 4.88868e-09
e2 12.500078 5.7500029 2.3750037 0.6875275
e3* 1.6875115 0.4218754 0.1054691 0.0263685
ME el 0.0020953 0.0020954 0.0020954 0.0020973
e2 0.1522279 0.2034203 0.1975544 0.1573123
e3 0.3025947 0.3499875 0.3346733 0.2798463
SE el 0.0011551 0.0011551 0.0011552 0.0011567
e2 0.0314707 0.7403451 0.7462973 0.7483915
e3 0.2160013 2.2082131 2.2249506 2.2308369136
Table 5.20 presents the area differences and entropy measures between the orig-
inal theoretical test distributions (W1 -SE) and the EMPHT acyclic phase-type
approximations. Table 5.21 presents the relative errors of the first three central
moments between the original theoretical test distributions and the EMPHT acyclic
phase-type approximations.
The EMPHT acyclic phase-type approximations exhibit more consistent be-
havior in term of decreasing area differences and entropy measures with increasing
orders. However, the order-16 approximations are often worse than the order-8 ap-
proximations. A possible explanation is that a larger number of parameters to be
approximated requires more iterations of the EM algorithm and termination after
200 iterations results in solutions far away from the optimum.
The relative moment errors (see table 5.21) show this observation too. Order 16
acyclic phase-type approximations are generally worse than order-8 approximations.
The first moments, however, are virtually not improving at all with increasing or-
in test case U2, where consistent improvement with increasing
obtained.
Table 5.22 presents the area differences and entropy measures between the orig-
inal theoretical test distributions (W1 -SE) and the EMPHT general phase-type
approximations. Table 5.23 presents the relative errors of the first three central mo-
ments between the original theoretical test distributions and the EMPHT general
phase-type approximations.
The EMPHT general phase-type approximations show the trend of increasing
area differences and entropy measures with orders 8and 16 even more pronounced
than the previously discussed acyclic phase-type approximations, except in test cases
L2 and L3, where consistently decreasing values are observed.
As in the results based on the acyclic structure, the first central moments are
generally well approximated. The relative errors on the second and third central
moment, however, are getting worse with order-8 and order-16 general phase-type
approximations. A possible explanation is the insufficient number of EM iterations.137
Table 5.20. EMPHT PH approximations (APH structure) to the theoretical distri-
butions: area differences and entropy measures.
Test distribution order 2
Acyclic Phase-Type distribution
order 4 order 8 order 16
W1 Apdf 0.065136 0.025720 0.008282 0.012273
Acdf 0.032092 0.009718 0.002611 0.004415
cross entropy 0.791274 0.787834 0.787170 0.787271
relative entropy 0.004400 0.000959 0.000295 0.000396
W2 Apdf 0.655241 0.340090 0.094570 0.100402
Acdf 0.538482 0.250298 0.028371 0.027903
cross entropy 1.690403 1.255721 1.143268 1.138608
relative entropy 0.575315 0.140634 0.028180 0.023520
Ll Apdf 0.701682 0.257388 0.044179 0.040023
Acdf 0.702476 0.303387 0.065487 0.065023
cross entropy 0.970900 0.459684 0.400151 0.400314
relative entropy 0.581178 0.069963 0.010429 0.010592
L2 Apdf 0.146224 0.111108 0.026193 0.049243
Acdf 0.073604 0.066949 0.007774 0.012130
cross entropy 0.904670 0.894642 0.877807 0.882528
relative entropy 0.028876 0.018849 0.002013 0.006735
L3 Apdf 1.112908 0.848283 0.585591 0.596055
Acdf 0.384074 0.231997 0.131474 0.134801
cross entropy 0.633706 0.306587 0.059146 0.067651
relative entropy 0.844205 0.517086 0.269645 0.278150
Ul Apdf 0.422528 0.314000 0.255496 0.258553
Acdf 0.167626 0.089862 0.061663 0.063757
cross entropy 0.201677 0.139112 0.111618 0.113725
relative entropy 0.201677 0.139112 0.111618 0.113725
U2 Apdf 1.278881 0.999516 0.712297 0.723972
Acdf 0.383727 0.230030 0.128825 0.132275
cross entropy 1.038318 0.709546 0.458561 0.467533
relative entropy 1.038318 0.709546 0.458561 0.467533
ME Apdf 0.544621 0.525132 0.403744 0.447769
Acdf 0.099551 0.080448 0.060780 0.067500
cross entropy 0.965716 0.952838 0.890392 0.908554
relative entropy 0.237985 0.225108 0.162661 0.180823
SE Apdf 0.282692 0.187886 0.170921 0.167840
Acdf 0.065940 0.033834 0.022770 0.021010
cross entropy 1.352755 1.327307 1.323870 1.323324
relative entropy 0.057793 0.032345 0.028908 0.028362138
Table 5.21. EMPHT PH approximations (APH structure) to the theoretical distri-
butions: relative moment errors.
Test distribution order 2
Acyclic Phase-Type distribution
order 4 order 8 order 16
W1 el 0.0006462 0.0006462 0.0006462 0.0006462
e2 0.1288516 0.0215842 0.003186 0.0068040
e3 0.5842943 0.1546853 0.0373382 0.0656494
W2 Cl 0.0129666 0.0129666 0.0129666 0.0129666
e2 0.8051530 0.5236228 0.1526079 0.1491846
e3 0.9740107 0.8696883 0.44688633 0.4397835
Ll ei 0.0661845 0.0661845 0.0661845 0.0661845
e2 0.9644576 0.8373351 0.6726668 0.6727947
e3 0.9999017 0.9980503 0.9878719 0.9878983
L2 el 0.0038235 0.0038236 0.0038237 0.0038236
e2 0.2616123 0.2758888 0.0678652 0.0781492
e3 0.6840064 0.6851092 0.2829589 0.3369267
L3 el 0.0001304 0.0001326 0.0001327 0.0001327
e2 11.248476 5.1242737 2.3262098 2.4044680
e3 97.687303 23.672048 6.2343031 6.5934678
Ul ei 4.42761e-9 2.888e-10 1.05414e-9 6.79e-12
e2 0.7040267 0.2665294 0.1472548 0.1556543
e3* 0.0765837 0.0278425 0.0155061 0.0164044
U2 el 0.0000029 0.0000001 6.82414e-9 2.9e-13
e2 12.500082 5.7500918 2.6588291 2.7481826
e3* 1.6875154 0.4218838 0.1231677 0.1295141
ME e1 0.0020953 0.0020951 0.0020954 0.0020954
e2 0.1517101 0.0053725 0.0069423 0.0073460
e3 0.3019492 0.0814578 0.0658463 0.1084807
SE el 0.0011552 0.0011551 0.0011551 0.0011551
e2 0.1402241 0.0301253 0.0014090 0.0010130
e3 0.2535244 0.2066769 0.0440679 0.0723611139
In general, the visual observations from the plots presented in figures 5.10-5.17
are matched by the performance measures presented in the previous tables 5.18-
5.23. The non-uniqueness of approximating phase-type distributions, in particular
the order-2 approximations, is clearly shown by the virtually equal performance
measures in the corresponding test cases.The acyclic phase-type approximations
are performing better than the sum ofexponentials and general phase-type struc-
tures, except in test cases L3 and U2, where the sum of exponentials structure is
superior. These two test cases are distributions with small squared coefficient of
variation (c2 = 0.041 for L3, c2 = 0.037 for U2). A possible explanation is that
the sum of exponential distribution is the closest relative to an Erlang distribution,
which achieves the smallest squared coefficient of variation among all phase-type
distributions (see Aldous and Shepp [2]).Since the orders of the approximating
phase-type distributions in our experiments are not large enough to achieve the low
variability of the original distributions (at least order 25 necessary for L3, at least
order 27 necessary for U2), these phase-type approximations are driven by the EM
algorithm to achieve their lowest possible variability, i.e. become Erlang distribu-
tions. This goal is easier to achieve for sum of exponential distributions than for
any other phase-type structure.140
Table 5.22. EMPHT PH approximations (GPH structure) to the theoretical dis-
tributions: area differences and entropy measures.
Test distribution order 2
General Phase-Type distribution
order 4 order 8 order 16
W1 Apdf 0.065561 0.057066 0.076065 0.149521
Acdf 0.032261 0.026830 0.036020 0.076737
cross entropy 0.791325 0.790362 0.792753 0.807101
relative entropy 0.004451 0.003488 0.005878 0.020226
W2 Apdf 0.342189 0.181521 0.344900 0.345712
Acdf 0.252359 0.107848 0.263970 0.267922
cross entropy 1.256360 1.165922 1.256532 1.256840
relative entropy 0.141272 0.050834 0.141445 0.141752
Ll Apdf 0.258603 0.252652 0.256603 0.253402
Acdf 0.303722 0.304273 0.306501 0.311434
cross entropy 0.460064 0.458748 0.460312 0.460870
relative entropy 0.070343 0.069027 0.070591 0.071148
L2 Apdf 0.146111 0.144128 0.112104 0.098451
Acdf 0.073636 0.073465 0.068118 0.061594
cross entropy 0.904613 0.904034 0.894932 0.890999
relative entropy 0.028820 0.028241 0.019138 0.015205
L3 Apdf 1.112921 0.848286 0.585290 0.545227
Acdf 0.384085 0.231998 0.131332 0.118914
cross entropy 0.633724 0.306590 0.058911 0.027443
relative entropy 0.844223 0.517089 0.269410 0.237942
Ul Apdf 0.422605 0.339885 0.324185 0.499564
Acdf 0.167660 0.115197 0.099828 0.233900
cross entropy 0.201714 0.158403 0.147022 0.251964
relative entropy 0.201714 0.158403 0.147022 0.251964
U2 Apdf 1.278897 0.999518 0.688366 0.663913
Acdf 0.383742 0.230031 0.121897 0.114419
cross entropy 1.038342 0.709548 0.440518 0.421775
relative entropy 1.038342 0.709548 0.440518 0.421775
ME Apdf 0.544378 0.543697 0.519345 0.524633
Acdf 0.099648 0.099868 0.101374 0.092276
cross entropy 0.965574 0.965234 0.952207 0.951885
relative entropy 0.237844 0.237504 0.224476 0.224155
SE Apdf 0.282874 0.244040 0.321990 0.415497
Acdf 0.066049 0.048908 0.095821 0.174655
cross entropy 1.352822 1.341779 1.364666 1.400787
relative entropy 0.057860 0.046817 0.069704 0.105825141
Table 5.23. EMPHT PH approximations (GPH structure) to the theoretical dis-
tributions: relative moment errors.
Test distribution order 2
General Phase-Type distribution
order 4 order 8 order 16
W1 ei 0.0006462 0.0006462 0.0006462 0.0006462
e2 0.1294278 0.1011909 0.1389397 0.3419463
ea 0.5883139 0.4926943 0.7088512 1.6159294
W2 ei 0.0129666 0.0129666 0.0129666 0.0129666
e2 0.5260276 0.3030702 0.5416983 0.5471147
ea 0.8711244 0.6870788 0.8798539 0.88274
Ll el 0.0661846 0.0661845 0.0661845 0.0661845
e2 0.8372057 0.8381358 0.8390823 0.8422390
e3 0.9980481 0.9980731 0.9980998 0.9981847
L2 el 0.0038236 0.0038236 0.0038236 0.0038236
e2 0.2621265 0.2653929 0.2823159 0.2582906
e3 0.6844001 0.6862342 0.6902469 0.6678525
L3 ei 0.0001304 0.0001326 0.0001327 0.0001327
e2 11.249207 5.1243351 2.3209649 2.0333779
e3 97.704967 23.672858 6.1580621 4.7905716
Ul ei 4.43195e-9 6.58497e-9 7.14243e-9 4.871e-10
e2 0.7042003 0.3909010 0.3143483 1.2175692
e3* 0.0766241 0.0417241 0.0333872 0.1487667
U2 el 0.0000029 0.0000001 3.02638e-8 6.67547e-9
e2 12.501116 5.7501419 2.4818372 2.2964995
e3* 1.6879024 0.4218955 0.1112479 0.0960988
ME ei 0.0020953 0.0020953 0.0020954 0.0020954
e2 0.1524953 0.1542678 0.1833600 0.1337232
e3 0.3029970 0.3051657 0.3349686 0.2628802
SE el 0.0011552 0.0011551 0.0011551 0.0011551
e2 0.1410369 0.0578444 0.3132642 0.7065228
e3 0.2574707 0.0089833 0.8790306 2.1054250142
Density and distribution plots: empirical test cases
Figure 5.18 shows plots of the empirical test densities and distributions (EMP1-
EMP4) together with the approximating EMPHT phase-type densities and distri-
butions of order 2. We note that these order-2 approximations seem to satisfactorily
match the shape of the empirical distributions in test cases EMP1 and EMP4, but
not in test cases EMP2 and EMP3. There is no obvious visual difference between
the three different phase-type structures.
Differences between the approximating phase-type structures start to appear in
order-4 EMPHT approximations (see figure 5.19). The sum of exponentials structure
seems to do worse than the other two structures.The acyclic phase-type structure
appears to approximate the shape of test caseEMP3 better than the other two
structures.
The superiority of the acyclic phase-type structure becomes more pronounced
in the plots of EMPHT order 8 and order 16 approximations to the empirical data
sets (see figures 5.20 and 5.21). We note, however, that order-8 and order-16 sum
of exponential fits could not be obtained except for test case EMP2.0.35
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Figure 5.21. EMPHT order-16 approximations to the empirical densities and dis-
tributions.147
Performance measures: empirical test cases
Tables 5.24, 5.25 and 5.26 present the cdf area differences as well as the er-
rors of the first three central moments between the empirical testdistributions
(EMP1-EMP4) and the phase-type approximations involving the sum of expo-
nentials, acyclic and general phase-type structure, respectively.
The results from EMPHT acyclic phase-type approximations to the empirical
data sets EMP1-EMP4 (see table 5.25) show that, in general, order-16 fits are
significantly better than lower order approximations, except test case EMP4, where
the order-4 acyclic fit does not improve with higher orders in terms of the relative
moment errors.
This behavior is even more pronounced in EMPHT general phase-type approx-
imations to the empirical data sets EMP1-EMP4 (see table 5.26). Both, cdf area
difference and relative moment errors do not improve with higher orders over order-4
fits in test cases EMP1 and EMP4.
The visual inspection in figures 5.18-5.21 has shown that the acyclic phase-
type structure provides better approximations than the sum of exponentials (where
available) and the general phase-type structure. This observation coincides with the
performance measures presented in tables 5.24, 5.25 and 5.26.148
Table 5.24. EMPHT PH approximations (SUMEX structure) to the empirical dis-
tributions: cdf area differences and relative moment errors.
Test distribution order 2
Sum of Exponentials distribution
order 4 order 8 order 16
EMP1 Acdf
ei
e2
e3
0.031951
0
0.1182042
0.4531701
0.034259
0
0.0335666
0.3202896
EMP2 Acdf 0.109733 0.080982 0.071528 0.079987
el 0.0000001 0 0 0.0000003
e2 0.1429016 0.2537853 0.2311468 0.0909925
e3 0.5567281 0.5956204 0.5502358 0.4015796
EMP3 Acdf 0.046258 0.034888
el 0 0.0000001
e2 0.0545642 0.0028242
e3 0.2356102 0.0356121
EMP4 Acdf 0.037848 0.040228
el 0.0000001 0
e2 0.1665944 0.1015455
e3 0.5049057 0.4242830149
Table 5.25. EMPHT PH approximations (APH structure) to the empirical distri-
butions: cdf area differences and relative moment errors.
Test distribution order 2
Acyclic Phase-Type distribution
order 4 order 8 order 16
EMP1 Acdf 0.034096 0.031142 0.010229 0.014473
el 0 0 0 0
e2 0.1191118 0.1221158 0.0115793 0.0097219
e3 0.4596452 0.4553544 0.1298289 0.0376401
EMP2 Acdf 0.109675 0.086731 0.031926 0.035688
Cl 0.0000001 0 0 0
e2 0.1420956 0.2448835 0.0245953 0.0276338
e3 0.5556835 0.6004092 0.0954063 0.0471766
EMP3 Acdf 0.050312 0.034496 0.014562 0.014756
el 0 0 0 0
e2 0.0479304 0.0781518 0.0084056 0.0148695
e3 0.2422833 0.2291088 0.0738255 0.0737751
EMP4 Acdf 0.041010 0.018331 0.012338 0.012501
el 0.0000001 0 0 0
e2 0.1698722 0.0024688 0.0096299 0.0105603
e3 0.5132952 0.0422158 0.0973918 0.0527240150
Table 5.26. EMPHT PH approximations (GPH structure) to the empirical distri-
butions: cdf area differences and relative moment errors.
Test distributions order 2
General Phase-Type distribution
order 4 order 8 order 16
EMP1 Acdf 0.034097 0.026206 0.032897 0.028563
el 0 0 0 0
e2 0.1196705 0.0776044 0.1240156 0.1217252
e3 0.4602444 0.3827211 0.4614631 0.4484587
EMP2 Acdf 0.109640 0.085494 0.083674 0.083936
el 0.0000003 0.0000001 0 0
e2 0.1416447 0.2350884 0.2409331 0.2518900
e3 0.5550894 0.5875040 0.5900672 0.6007408
EMP3 Lcdf 0.050290 0.048002 0.036398 0.030656
el 0 0 0 0
e2 0.0504284 0.0643572 0.0876054 0.0800173
e3 0.2469997 0.2610495 0.2526335 0.2152230
EMP4 cdf 0.041415 0.019806 0.040754 0.039673
ei 0.0000001 0.0000001 0.0000001 0
e2 0.1727563 0.0444912 0.1685668 0.1721446
e3 0.5165841 0.2261944 0.5116540 0.5127965151
5.5Comparison
This section presents a comparison between the moment-matching parameter ap-
proximation methods MEFIT and MEDA in subsection 5.5.1 and between the maxi-
mum-likelihood based approaches MLAPH and EMPHT in subsection 5.5.2.
5.5.1Moment Matching Methods
Both moment-matching methods (MEFIT and MEDA) have shown that adequate
phase-type approximations to a variety of phase-type behaved empirical distribu-
tions can be obtained. For non-phase-type behaved empirical distribution functions
(i.e. sharp jumps in the pdf, low variability, long tails), these approximations are
determined at the price of high orders of the resulting phase-type distribution. Both
parameter approximation methods use the phase-type subclass of mixture of Erlang
distributions as the selection subset.
A general observation between the results obtained from MEFIT and MEDA
is that MEDA approximations generally estimate higher order mixtures of Erlang
distributions than MEFIT. However, the area difference and entropy measures show
that MEDA fits are generally better than MEFIT approximations. The higher order
fits resulting from MEDA are mainly due to the fact that the orders of the individ-
ual Erlang branches in the mixture are increased as long as the objective function
criterion (cdf area difference between the empirical and approximating distribution)
can be improved. This is the case for empirical distributions withlow variability
(such as L3) or sharp jumps in the pdf or cdf (such as Ul, U2, ME and SE).
MEFIT, however, does not estimate the orders of the individual Erlang branches,
but requires the user to specify them for a particular fitting run.
In terms of run times, MEFIT approximations require generally less time than
MEDA runs. However, this comparison is based on approximation runs carried out
on different computing environments(MEFIT runs on SPARC-IPX workstations
with 40 MHz clockspeed, MEDA runs on a 80486 PC with 33 MHz clockspeed).152
Furthermore, MEDA approximations require only one run to obtain a solution, since
it does not depend heavily on user-specifications. MEFIT offers much more flexibil-
ity in terms of user-specified input parameters guiding the parameter search. Our
experience showed that usually several parameter approximation runs are required
to obtain satisfactory solutions, which limits its use in terms of user-friendliness.
5.5.2Maximum Likelihood Methods
Both maximum-likelihood based parameter approximation methods (MLAPH and
EMPHT) have shown that satisfactory low-order approximations to phase-type be-
haved empirical distribution functions can be obtained. Empirical distributions ex-
hibiting long tails, low variability or sharp jumps in their density functions present
challenges with which both MLAPH and EMPHT struggle. In particular, the high
order phase-type distributions needed to adequately approximate such distributions
can not be fit with either of the two maximum-likelihoodbased methods because of
numerical instabilities and/or prohibitively long run times. MLAPH approximates
the parameters of the class of acyclic phase-type distributions (see section 3.3.1
and experimental results in section 5.3). EMPHT offers a variety of subclasses of
the family of phase-type distributions as the selection subset (see section 3.3.2 and
experimental results in section 5.4), including the general phase-type distribution.
In terms of run time requirements, we found that EMPHT parameter approxi-
mation runs generally take a significantly longer time than MLAPH runs. In a few
cases, it was impossible to obtain EMPHTsolutions at all, even after run times
of up to a month. This comparison is based on a maximum of 200 iterations for
each run of the algorithms. To provide a starting point for both the algorithms,
randomly generated initial phase-type parameter values are generated, based on
a user-specified seed. There isevidence that different seeds, i.e. different starting
points, lead to different final solutions in both methods, and better starting points
might require less iterations. The run times are based on the computational re-153
quirements at each iteration and therefore could be reduced by a smaller number
of iterations. The experimental results based on MLAPH and EMPHT show, how-
ever, that the maximum numberof 200 iterations was generally carried out, even
for phase-type approximations of moderate order, and it is not expected thatthe
number of iterations can be significantly reduced by finding better initial parameter
values. The computational results based on EMPHT also show evidencethat the
maximum of 200 iterations was not enough to obtain satisfactory phase-type ap-
proximations. Asmussen et. al. [6] report up to 10000 iterations necessaryfor the
results reported in their paper.
Regarding the pdf and cdf area differences and entropy measures, we note that
MLAPH approximations are generally better than EMPHT results involvingthe sum
of exponentials structure. Comparing the MLAPH results to the EMPHTacyclic
structure, the results do not differ to a great degree. A slight superiorityof EMPHT
order-8 acyclic phase-type approximations can be noted based on the four empirical
data sets (EMP1EMP4). MLAPH approximations generally perform better
than EMPHT general phase-type approximations, except in test cases L3 and U2,
where EMPHT order-8 general phase-type approximations gain slight superiority
over MLAPH order-8 fits.
In terms of the relative moment errors, similar results are found. The MLAPH
approximations perform generally better than EMPHT sum of exponentials and
general phase-type approximations. The EMPHT acyclic structure approximations,
however, compare well to the MLAPH results.In several cases, EMPHT acyclic
order-8 approximations perform even better than MLAPH fits.
These observations lead to the conclusion that both MLAPH and EMPHT
acyclic phase-type structure approximations of moderate order (order 4 ororder
8) yield satisfactory results in terms of matching the shape of phase-typebehaved
empirical distribution functions. Distributions exhibiting multiple modes andsharp
jumps in their pdf or cdf functions are generally not well approximatedby any of
the phase-type distributions obtained in our experiments. The second andthird mo-154
ments of the empirical distributions are generally not adequately approximated by
their corresponding phase-type moments. Neither the EMPHT sum of exponential
structure nor the general phase-type structure has shown to provide better results
than the acyclic phase-type structure.155
Chapter 6
Conclusions and Recommendations
Phase-type distributions present an important tool in applied stochastic modeling.
The development of matrix-analytic methods for the solution of very general ques-
tions in queueing theory has shown that phase-type distributions are of great signif-
icance in this field.
A variety of methods for approximating the parameters of phase-type distri-
butions is currently available and sufficiently well developed to obtain phase-type
approximations of moderate dimensions. However, the need to restrict the approx-
imating distribution to subsets of general phase-type distributions, in conjunction
with the numerical difficulties inherent to the fitting problem, have deterred the
development of a standard approximation method for phase-type distributions.
Based on the experimental results of the phase-type parameter approximation
methods MEFIT, MEDA, MLAPH and EMPHT, presented in sections 5.1-5.4, re-
spectively, the following general observations have been obtained.
The run times required to obtain phase-type approximations by the analyzed
parameter approximation methods vary, dependent on the difficulty of the fitting
problem, in particular: the number of parameters to be approximated, the num-
ber of observations in the empirical data set, and the degree of non-phase-type
behavior of the empirical distribution (sharp jumps, multimodality, low variability,
long tails). In general, it was found that MEFIT tends to be the fastest approxi-
mation algorithm, followed by MLAPH. MEFIT, however, usually requires several
approximation runs dependent on the user-specified input parameters. MEDA ap-
proximation runs seemed to take somewhat longer than MEFIT, but the computing156
environment was different (MEDA runs on a MSDOS 80486 PC with 33 MHz clock-
speed, all other methods on SPARC-IPX workstations with 40 MHz clockspeed).
EMPHT approximates low order phase-type distributions (e.g. order 2 or order 4)
generally in a reasonable run time, but higher order approximations take an unrea-
sonable amount of time even when fitting phase-type structures involving a small
number of parameters. This is attributable to the low convergence rate of the EM
algorithm.
In terms of stability and reliability of the analyzed parameter approximation
algorithms, we note that none was free of problems, particularly when a more chal-
lenging distribution was to be approximated. MEFIT depends heavily on user speci-
fications guiding the parameter approximation runs and might not be able to obtain
a satisfactory solution whenthese specifications are poorly chosen. MEDA does not
rely as greatly on user-specified parameters, but is sometimes troubled by numerical
instabilities inherent to the fitting algorithm. The MLAPH and EMPHT parameter
approximation algorithms generate random initial phase-type parameter values as
the starting point. Dependent on this starting point, we note that problems some-
times occur, either with the inability to obtain solutions or with abnormal program
termination. Moreover, solutions obtained by MLAPH and EMPHT might differ
significantly, dependent on the initial starting point. In addition, EMPHT showed
problems with a particular phase-type structure (the sum of exponentials or gener-
alized Erlang distribution) where no solutions could be obtained in a few of our test
cases.
The experimental results based on the four analyzed methods have shown that
satisfactory phase-type approximations can be obtained, provided the empirical dis-
tributions to be fit do not exhibit properties such as very long tails, low variability
and sharp jumps in their density functions. Moreover, the phase-type structures
inherent to the fitting methods MEFIT, MEDA and MLAPH, and those chosen for
this analysis for EMPHT, were not particularly well-suited to recover the shape of
distribution functions with multiple modes.157
The moment-matching methods MEFIT and MEDA obtained adequate low-
order phase-type approximations for the non-challenging test cases (W1 and L2),
both fitting the shape of the empirical distribution functions and matching the first
three empirical moments.Satisfactory phase-type approximations for these test
cases were also obtained by the maximum-likelihoodbased methods MLAPH and
EMPHT (acyclic structure) with the area difference and entropy measures in some
cases even superior to MEFIT and MEDA, but thesecond and third moments are
not adequately matched.
For the test cases with long tails (W2 and L1), MEFIT as well as MEDA
obtained low order approximations while still matching the first three empirical
moments. MLAPH and EMPHT (acyclic structure) shape approximations are com-
parable to MEFIT and MEDA, but the relative errors on the second and third
moment are large.
The test cases exhibiting low variability (L3 and U2) were adequately approxi-
mated by MEFIT but at the price of very high orders
mating phase-type distributions. MLAPH and EMPHT lower order approximations
neither achieved a satisfactory shape approximation nor a close moment matching
in these test cases.
In terms of density shape fitting, the most challenging test cases were Ul, U2,
SE (sharp jumps) and ME (multiple modes). None of the four parameter approx-
imation methods was able to achieve adequate fits, which is based on the inability
of phase-type distributions to exhibit such pdf shapes. MEFIT approximations in
these test cases were generally found with medium order (between order 8 and order
54, except ME fit with order 145) phase-type distributions. MEDA approximated
higher order fits for test cases Ul and U2 (between order 27 and order 230), but
was able to approximate mediumorders for test cases ME and SE (between or-
ders 5 and 17). Due to these phase-type orders, MEFIT and MEDA were able to
match the first three empirical moments and generally obtain similar or better shape
approximations than MLAPH and EMPHT.158
In order to establish a homogeneous comparison between different parameter
approximation methods for phase-type distributions, this analysis has applied a
benchmark test partially developed by researchers in the field. In addition to the
numerical results obtained, general issues, such as: (i) the order of the approximating
phase-type distributions; (ii) the structure and sparsity of the underlying Markov
processes (selection subsets); and (iii) the run time requirementsfor the individual
parameter approximation algorithms were investigated.
This analysis leads to the conclusion that phase-type behaved distribution func-
tions can adequately be approximated by a variety of subsets of phase-type distribu-
tions, such as the mixture of Erlang and the acyclic phase-type distribution (APH).
The moment-matching parameter approximation methods based on the mixture of
Erlang distributions provide phase-type fits with a simple and sparse structure of
their underlying Markov processes together with a very effective numerical imple-
mentation. Furthermore, these methods match the first three empirical moments
up to a user-specified tolerance level. In some cases, however, satisfactory approx-
imations are obtained only at the price of high orders of the approximated Erlang
mixture (large number of transient states of the underlying Markov process). The
maximum-likelihood based parameter approximation methods seemed to be most ef-
fective based on the class of acyclic phase-type distributions. This class also provides
a simple and sparse structure of their underlyingMarkov process and satisfactory
approximations of low order can be found. Their numerical implementation, how-
ever, is very intensive. Moreover, moments of higher order than the mean cannot be
matched, which limits their use in applications where results depend heavily on the
moments of the distributions involved.
Empirical distributions exhibiting non-phase-type behavior, such as long non-
exponential tails, low variability or sharp jumps, are very challenging to all the
parameter approximation methods considered in this study. Phase-type approxima-
tions might be inappropriate in such cases. The question arises, however, regarding
the likelihood that such distributions are encountered in practice.159
These performance characterictics of the analyzed methods lead to suggestions
for future research in the area of parameter approximation for phase-type distribu-
tions:
(1) An evaluation of the presented phase-type parameter approximation methods
based on random samples from known phase-type distributions. In situations
where an underlying Markov process is known, it would be interesting to see
how well the parameter approximation methods perform in terms of recovering
the original phase-type distribution. Examples of such test cases could include
Erlang or hyperexponential distributions with a small number of phases.
(ii) An investigation of alternative selection subsets. Based on discussions with
researchers in the area, a possible candidate could be the class of unicyclic
phase-type distributions, which is similar to the acyclic phase-type distribu-
tions, but feedback to previous states is allowed from the last transient state
of the underlying Markov process. These distributions exhibit properties such
as multimodality, even at low orders.
(iii) A refinement of the present algorithms in terms of robustness and numerical
stability. Possible improvements include the use of different NLP algorithms
for the solution of the non-linear equations involved and the development of an
effective method to generate initial phase-type parameter values. Schmickler's
approach [72, 73] might indicate a possibility in this direction.
(iv) The development of a hybrid parameter approximation method, combining the
advantages of maximum-likelihood based and moment-matching approaches.
Possibilities include using a moment-matching approach and improving the
results by maximum-likelihood or using a maximum-likelihood based method
with additional moment-matching constraints.
(v) An investigation of the performance of phase-type approximations in applica-
tions, such as matrix-analytic methods in stochastic models.160
(vi) A statistical perspective is needed for a more complete evaluation of phase-
type parameter approximation methods. The quality of the approximated
parameters needs to be investigated, either via computation of standard errors
or by simulation.
It is hoped that this dissertation has shed some light on the various issues
involved in phase-type parameter approximation and will lead to further research in
this area. All that remains to be done is the work.161
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Appendix B
Phase-type representation of an Erlang mixture
Both moment-matching methods, MEFIT and MEDA, are approximating the pa-
rameters of mixtures of Erlang distributions. This appendix shows how mixtures of
Erlang distributions are represented in phase-type notation.
The density fmE(x) of a mixture
mixing probabilities ri (E:1=1
r
fmE(X) = E
The FmE(x) of such
r
FmE(x) = E ri
of r Erlang distributions
= 1), orders ki, and parameters
xk,-1
Akie-Ax
Ek, i = 1,
Ai is
forx > 0.
forx > 0.
, rwith
(B.1)
(B.2)
(ki -1)!z
an Erlang mixture is
ki -1 )i A'x(Aix
1
.1
Corresponding to each Erlang distribution Ek. in the mixture, let Ti denote
the matrix of transition rates (subintensity), tE denote the exitrate vector and ai
denote the initial probability vector (for a definition of phase-type representations
see section 2.1), i.e. ai = (1,0, ...,0) and
Ai Ai 0 0 0 0
0Ai Ai 0 0 0
T (B.3)
0 0 0 Ai Ai 0
0 0 0Ai Ai
where the dimensions of ai, Ti and to are given by their corresponding orders ki.177
The phase-type representation for such a mixture of Erlang distributions is given
by the following:
The initial probability vector a of the phase-type representation is
a = ((71, 0, ,0), (7r2,0,..., 0), ,(7rT,0, ,0)) (B.4)
where the ith vector-component
The phase-type subintensity
of vector a is ria=.
T is
T100 0
0T20 0
T= (B.5)
00 Tr_,0
00 0T,
The exitrate vector t' is given by
t' = ((0, ,0, Ai), (0,...,0,A2),...,(0, ,0, A, ))' (B.6)
where the ith vector-component of t' is
We note that the order of the resulting phase-type distribution is equal to
ki, the sum of the individual orders of the Erlang distributions in the mix-
ture.178
Appendix C
Notation
F(.) A cumulative probability distribution function (cdf).
f(.) A probability density function (pdf).
The ith non-central moment of a probability distribution.
Fti The ith central moment of a probability distribution.
PHk A probability distribution of phase-type with k phases.
E k An Erlang distribution with k phases.
GEk A generalized Erlang distribution with k phases.
Hk A hyperexponential distribution with k phases.
GHk A generalized hyperexponential distribution with k phases.
APHk An acyclic phase-type distribution with k phases.
Ck A Coxian distribution with k phases.
A Notation for a matrix.
The transpose of the matrix A.
a Notation for a row vector.
Notation for a column vector.
0' A column vector consisting of zeroes.
e' A column vector consisting of ones.
Q The infinitesimal generator corresponding to a continuous time
Markov chain with k transient states and one absorbing state.
T The subintensity of Q that corresponds to the k transient states.
to The exit rate vector.
(a, ak+i) The initial probability vector of Q.
(a, T) The representation of a phase-type distribution with initial
probability vector (a, ak +1) and subintensity T (or generator Q).
Aj The rate of the jth exponential phase of a phase-type distribution.