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Abstract
Numerical Weather Prediction (NWP), is widely used in pre-
cipitation forecasting, based on complex equations of atmo-
spheric motion requires supercomputers to infer the state of
the atmosphere. Due to the complexity of the task and the
huge computation, this methodology has the problems of in-
efficiency and non-economic. With the rapid development
of meteorological technology, the collection of plentiful nu-
merical meteorological data offers opportunities to develop
data-driven models for NMP task. In this paper, we con-
sider to combine NWP with deep learning. Firstly, to im-
prove the spatiotemporal modeling of meteorological ele-
ments, a deconstruction mechanism and the multi-scale filters
are composed to propose a multi-scale deconstructed Con-
vLSTM (MSD-ConvLSTM). The MSD-ConvLSTM captures
and fuses the contextual information by multi-scale filters
with low parameter consumption. Furthermore, an encoder-
decoder is constructed to encode the features of multiple
meteorological elements by deep CNN and decode the spa-
tiotemporal information from different elements by the MSD-
ConvLSTM. Our method demonstrates the data-driven way
is significance for the weather prediction, which can be con-
firmed from the experimental results of precipitation fore-
casting on the European Centre Weather Forecasts (EC) and
China Meteorological Forecasts (CM) datasets.
Introduction
Precipitation forecasting (Herna´ndez et al. 2016; Sloughter
et al. 2007) is an important component in the normal func-
tioning of human society, which is very significance for
transportation, agriculture, manufacturing and public safety,
etc (Zheng et al. 2014). Therefore, it has large requirements
for real-time and accuracy. However, the atmospheric move-
ment is very complex, the precipitation conditions are infer-
enced by the varying of the various meteorological elements,
the regularity of precipitation is difficult to master. The pre-
cipitation forecasting is still a great challenge to scientists.
Currently widely used method of precipitation forecasting
is numerical weather prediction (NWP) (Navon 2009) which
analyzes the corresponding meteorological elements like di-
vergence, fraction of cloud cover, geopotential, ozone mass
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mixing ratio, potential vorticity, relative humidity, specific,
cloud ice water content, specific cloud liquid water content,
specific humidity, temperature, horizontal(U) component of
wind, vertical(V) component of wind, vertical velocity and
vorticity (relative), etc. to capture the state of the atmo-
sphere. This kind of method is established based on the
flow mechanics and thermodynamics principles which de-
scribe the laws of atmospheric motion needs massive data
to collect and supercomputer to calculate. This expensive
computing takes up a lot of social resources and affects the
further development of precipitation forecasting.
With the rise of the wave of deep learning, some re-
searchers attempt to utilize the deep neural network for pre-
cipitation forecasting (Herna´ndez et al. 2016). The motiva-
tion is to learn the regular pattern of precipitation in a data-
driven way which avoids solving the complex equations of
atmospheric motion. Shi et al. (Shi et al. 2015) introduced
the radar echo maps as the sources and proposed a convo-
lutional LSTM (ConvLSTM) based model for precipitation
nowcasting. However, there are no causal physical connec-
tions between the radar echo maps and the precipitation.
How to combine NWP with the advanced machine learning
methods to achieve a more efficient and effective solution is
an urgent problem to be solved.
The data of meteorological elements has spatiotemporal
property which can be processed by ConvLSTM. However,
there are several major limitations of the current structure
of ConvLSTM. Firstly, the huge parameter size of ConvL-
STM limits the computational efficiency of it. The opera-
tion of all the gates in ConvLSTM adopts the same convo-
lutional structure which will bring in a lot of computational
consumption. Secondly, the convolutional structure in Con-
vLSTM limits the feature fusion of the spatiotemporal data.
Single kernel size of the filter in the convolutional structure
makes it impossible for the ConvLSTM to extract rich con-
textual information to fusion multiple features.
To efficiently and effectively combine NWP with deep
learning, this paper propose an encoder-decoder archi-
tecture with multi-scale deconstructed ConvLSTM (MSD-
ConvLSTM) for precipitation forecasting. At first, to reduce
the parameters and improve the fusion capacity of ConvL-
STM, deconstructing the original convolutional structure to
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a fully-connected (FC) layer and a single channel convolu-
tion to build a new structure of the gate. Then, depending
on the structure of the deconstructed ConvLSTM, the MSD-
ConvLSTM which applies a new CNN module (mConv)
with multi-scale filters is proposed. The mConv is applied
on the input modulation gate to capture the contextual fea-
ture information at multiple scales. An encoder-decoder ar-
chitecture of deep CNN+MSD-ConvLSTM is proposed. In
the architecture, a sequence of the numerical values of mul-
tiple meteorological elements are fused in an effective way
to forecast the precipitation in over short period of time. The
experiments for the future rainfall forecasting on the EC and
CM datasets demonstrate the effectiveness of our method.
The main contributions of this paper are:
- Depending on the evaluation of the deconstruction of the
original convolutional structure to a FC layer and a single
channel convolution, the introduction of the multi-scale
filters in convolution, a multi-scale deconstructed ConvL-
STM (MSD-ConvLSTM) is proposed.
- An encoder-decoder architecture combines NWP with
deep neural network is designed. The deep CNN encoder
is to encode the numerical values of multiple meteorolog-
ical elements and MSD-ConvLSTM decoder is to fuse the
contextual information of the extracted features. The ar-
chitecture provides an efficient and effective data-driven
way in precipitation forecasting.
- This model proposes a valuable framework to handle pre-
cipitation forecasting problem. The excellent experimen-
tal results of our model demonstrate that artificial intel-
ligence can provide efficient and effective solutions for
weather forecasting.
Related Works
Here, we first review the relevant studies of precipitation
forecasting, then review the researches of recurrent neural
networks for spatiotemporal modeling.
Relevant Studies of Precipitation Forecasting
Including precipitation forecasting, the studying of weather
forecasting has been developed several centuries (Hall,
Brooks, and Doswell III 1999; Gope et al. 2016; Gneit-
ing and Raftery 2005; Campbell and Diebold 2005; Maq-
sood, Khan, and Abraham 2004). The mainstream ap-
proaches (Richardson 2007; Tolstykh and Frolov 2005) are
NWP-based which simulate atmospheric motion by numer-
ical analyzing. These methods consume expensive comput-
ing. Some researchers attempted to learn the regularity of
weather system by traditional machine learning methods like
SVM (Sapankevych and Sankar 2009), ARIMA (Chen and
Lai 2011) and so on. But the modeling capability limits the
progression of these methods. The developing of deep learn-
ing allows the reliability of this data-driven way showing
prospect to solve weather forecasting problem. In precip-
itation forecasting, Emilcy et al. (Herna´ndez et al. 2016)
introduced a precipitation forecasting model which includes
an autoencoder for reducing and capturing non-linear rela-
tionships between attributes and a multilayer perceptron to
predict the accumulated daily precipitation for the next day.
Shi et al. (Shi et al. 2015) taken the precipitation forecast-
ing as a spatiotemporal sequence forecasting problem and
applied the ConvLSTM as the translator. The method uses
radar echo sequences for model training.
RNNs for Spatiotemporal Modeling
Recurrent neural networks (Graves, Mohamed, and Hinton
2013) have been widely used to process sequential data. To
modeling the spatiotemporal data, several variants of LSTM
have been proposed (Shi et al. 2015; Alahi et al. 2016).
The convolutional LSTM (ConvLSTM)) (Shi et al. 2015)
replaces the full-connection with convolution is proposed to
process sequential radar echo maps for precipitation fore-
casting. To process the scenes with spatiotemporal struc-
ture, structural-RNN (Jain et al. 2016) combines the power
of high-level spatiotemporal graphs and sequence learning
success of RNNs. Zhang et al. (Zhang et al. 2018b) pro-
posed several variants of ConvLSTM to explore the effects
of convolutional structures and attention mechanism in Con-
vLSTM. From the results of experiments, they found that
neither the convolutional structures in the three gates of
ConvLSTM nor the extra spatial attention mechanisms con-
tribute in the performance improvements.
In this paper, we explore the deconstruction and multi-
scale of convolution to propose a MSD-ConvLSTM. Then,
the MSD-ConvLSTM is applied to design a forecasting
model of precipitation, which can efficiently and effectively
process the spatiotemporal meteorological elements to intro-
duce the deep learning for numerical weather predicting.
Method
In this section, we first propose the deconstruction of Con-
vLSTM to improve its computing efficiency for numerical
weather data. Then, multi-scale filters are introduced to
propose a Multi-Scale Deconstructed ConvLSTM (MSD-
ConvLSTM) which can increase the receptive field area of
weather feature. The details of an encoder-decoder architec-
ture combines NWP with deep neural network are described.
Finally, the learning method of this model is introduced.
Multi-Scale Deconstructed ConvLSTM
Deconstruction of ConvLSTM Convolution Through
the ConvLSTM equation (Shi et al. 2015), the parameter size
of ConvLSTM is large which can be calculated as follows:
ΘConvLSTM = K ×K × (Cx + Ch)× Ch × 4, (1)
where K is the size of the convolutional kernel in ConvL-
STM units; Cx, Ch  1 are the channel length of the input
Xt and hidden state Ht. It indicates that the parameter size
of ConvLSTM occupies a lot of memory space and limits
the computational efficiency of the model.
The functions of the three gates (input gate, output gate
and forget gate) in ConvLSTM are to selectively measure
the current input or output, selectively forget the previous
memory, respectively. According to Zhang et al. (Zhang et
al. 2018b), the effect of the convolutional structures of the
three gates is not always remarkable. They apply the se-
lective measurement on the channel-wise calculation and re-
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Figure 1: The architecture of the multi-scale deconstructed ConvLSTM. (a) denotes the whole MSD-ConvLSTM. (b) is an
example of the CNN module with multi-scale filters. “P&F” is combining the spatial global average pooling with the fully-
connected layer. “sConv” denotes the single channel convolution. “mConv” refers to the proposed CNN module with multi-
scale filters in equation (4). Here, the basic kernel size K is set to 3. “◦” means the hadamard product.
place the convolutional structures of the gates by the FC lay-
ers. However, for many tasks such as object detection (Dai
et al. 2016), semantic segmentation (Zhang et al. 2018a) and
weather prediction (Shi et al. 2015), etc., the capture of the
contextual information between the pixel-level features is
the critical factor in learning. Depending on the functions
of the gates, we find that the traditional convolutional struc-
ture in the ConvLSTM is to measure the feature information
on the spatial and channel-wise level, respectively. There-
fore, we propose a deconstructing mechanism of the original
convolutional structure, which can be seen in Fig. 1 (a).
The deconstruction is to decompose the convolutional
structure to channel-wise and spatial operation modules.
Specifically, each convolution in the three gates is decom-
posed to a “P&F” module and a single channel convolution
(sConv). The “P&F” module combined by a spatial global
average pooling with a fully-connected layer is to calculate
the channel-wise feature information. Taking the input gate
as example, the module can be formulated as follows:
x¯t = GAP (Xt),
h¯t−1 = GAP (Ht−1),
ict = σ(Wxix¯t +Whih¯t−1 + bi), (2)
where GAP denotes a global average pooling layer. ict ∈
RCh is vector and computed by a FC layer. Meanwhile,
the sConv module is a dimensional reduction convolution
in which the channel size of the output is reducing to 1. The
learned spatial weights of each gate are uniformly applied
to each channel of the input and hidden state. The updating
procedure in input gate is computed below:
ist = σ(Wxi ∗Xt +Whi ∗Ht−1 + bi), (3)
where ist ∈ R1×W×H . Comparing with original convolu-
tion, the deconstruction of the gates into spatial and channel-
wise levels reduces great consumption of parameters.
Multi-Scale Deconstructed ConvLSTM According to
(Chen et al. 2018), the capture of the contextual information
of each element determines the performance of the pixel-
wise prediction. Adjusting filters field-of-view to calculate
the multi-scale information of the affinity field can capture
the semantic relations between neighboring pixels. There-
fore, as shown in Fig. 1 (a), in order to capture the con-
textual information at multiple scales, a new CNN module
(mConv) with multi-scale filters adding to the deconstructed
ConvLSTM, which is used to replace the general convolu-
tional structure of the input modulation gate. This proposed
new ConvLSTM is called multi-scale deconstructed ConvL-
STM (MSD-ConvLSTM). As an example in Fig. 1 (b), in
mConv, besides the basic kernel size K ≥ 3, K − 2 and
K + 2 are applied as the size of the other additive convo-
lutional kernels. The calculated results of these multi-scale
filters are concatenated as the output of the input modulation
gate. The output gt can be formulated as follows:
gt = φ([W
s
xc ∗Xt,Wmxc ∗Xt,Wlxc ∗Xt]
+ [Wshc ∗Ht,Wmhc ∗Ht,Wlhc ∗Ht] + bc), (4)
where Wsxc, W
m
xc, W
l
xc denote the small, middle and large
weight matrixes of the input; Wshc, W
m
hc, W
l
hc denote the
small, middle and large weight matrixes of the hidden state;
the channel size of the small, middle and large convolutional
output is 14Ch,
2
4Ch and
1
4Ch, respectively. The remaining
operations of MSD-ConvLSTM are computed below:
x¯t = GAP (Xt),
h¯t−1 = GAP (Ht−1), (5)
ict = W
c
xix¯t +W
c
hih¯t−1 + bi,
ist = W
s
xi ∗Xt−1 +Wshi ∗Ht−1,
it = σ(i
c
t ◦ ist ), (6)
f ct = W
c
xf x¯t +W
c
hf h¯t−1 + bf ,
fst = W
s
xf ∗Xt−1 +Wshf ∗Ht−1,
ft = σ(f
c
t ◦ fst ), (7)
oct = W
c
xox¯t +W
c
hoh¯t−1 + bo,
ost = W
s
xo ∗Xt−1 +Wsho ∗Ht−1,
ot = σ(o
c
t ◦ ost ), (8)
Ct = ft ◦Ct−1 + it ◦ gt,
Ht = ot ◦ φ(Ct), (9)
Therefore, the computational cost is far less than the orig-
inal ConvLSTM. The parameter size of MSD-ConvLSTM is
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Figure 2: The architecture of our proposed encoder-decoder. The CNN encoder extracted features of different meteorological
elements are concatenated at the corresponding time step. The proposed MSD-ConvLSTM is used as the decoder. “R” is
relative humidity, “A” denotes air temperature, “U” means U component of wind and “V” is V component of wind.
calculated as:
ΘMSD−ConvLSTM = [(K ×K)× (Ch + 3) + 5× Ch]
× (Cx + Ch). (10)
where the numbers of parameters of the original ConvLSTM
are greatly reduced.
The Architecture of Precipitation Forecasting
Precipitation is a kind of continuous meteorology influenced
by many meteorological elements. Although these factors
will affect future rainfall in the corresponding area, accord-
ing to (Andersson et al. 2007), the meteorological elements
of relative humidity, air temperature, U component of wind
and V component of wind are the main determinants of the
rainfall. Therefore, in this paper, the four elements are col-
lected as the inputs of our model. On account of the spa-
tiotemporal property of the meteorological data, an encoder-
decoder architecture of CNN+ConvLSTM is adopted to pro-
cess the meteorological elements. The structure can be seen
in Fig. 2.
The Encoder To extract feature of high performance, a
deep CNN is adopted as the structure of the encoder. Due
to current precipitation condition is gradually determined
by the past period of meteorological conditions. Therefore,
for a meteorological element, a sequence of its data is in-
putted in chronological order to the CNN encoder. Specif-
ically, the continuous inputs of relative humidity, air tem-
perature, U component of wind and V component of wind
are defined as R = {r1, r2, . . . , rT }, A = {a1, a2, . . . , aT },
U = {u1, u2, . . . , uT } and V = {v1, v2, . . . , VT }, respec-
tively. The T denotes the length of the sequence. At time
step t, the feature of each meteorological element is ex-
tracted by its CNN encoder. The process is:
rt = CNN(rt),al = CNN(at),
ut = CNN(ut),vt = CNN(vt). (11)
Because of the modes between different meteorological
elements are different, the CNN parameters of different me-
teorological elements are not shared.
The Decoder MSD-ConvLSTM is adopted as the decoder.
At time step t, the extracted meteorological features of rt,
at, ut and vt are concatenated as the input Xt of the MSD-
ConvLSTM. The calculating of MSD-ConvLSTM is going
from 1 to T . The total updating procedure is written below:
Xt = [rt,at,ut,vt],
Ht = MSD-ConvLSTM(Xt), t ∈ {1, . . . , T}, (12)
whereHt, the current output of MSD-ConvLSTM, is related
to the precipitation of the next time step. Finally, HT is
applied to forecast the precipitation during T to T + 1.
The Learning of Precipitation Forecasting
The output at the final time step of the decoder is imported to
the pixel-level classifier. The classifier is composed of two
3 × 3 convolution layers to refine the features and a simple
bilinear upsampling layer to uniform the spatial size with the
label. The channel size of the final feature is the same with
the categories of precipitation forecasting. The output of a
softmax function is inputted to the pixel-wise cross-entropy
loss to train the precipitation forecasting model. It penalizes
pixel-wise predictions independently. Given predicted cate-
gorical probability p(yi|xi) at pixel i w.r.t. its ground truth
categorical label yi. Therefore, the total loss at pixel i is
written as follows:
L = − log(p(yi|xi; Θ)), (13)
where Θ is the parameters of the proposed model.
Experiments
Datasets
We report the results of our method on two datasets. The
two different datasets named EC and CM are collected by
Table 1: Precipitation classification standards and statistics
of the EC and CM datasets.
Classification Precipitation(mm) Proportion(%)EC
dataset
CM
dataset
No Rain (−∞, 0.01) 50.90 90.72
Light Rain [0.01, 3) 12.14
9.28
Moderate Rain [3, 11) 12.34
Heavy Rain [11, 25) 10.74
Rainstorm [25,+∞) 13.88
European Centre for Medium-Range Weather Forecasts and
China Meteorological Administration Public Meteorologi-
cal Service Centre, respectively. In the datasets, the numer-
ical values of meteorological elements and precipitation in
a certain area of time are provided. The classification stan-
dards and statistics of the two datasets can be seen in Table
1. Because of the data imbalance, the classification of the
CM dataset is set to rain or not rain. And the details of these
datasets can be seen as follows:
EC Dataset EC dataset1 provides the numerical values of
meteorological elements in worldwide every three hours and
reports the numerical values of precipitation during every
three hours. The sources of meteorological elements in EC
dataset include most elements related to rainfall. Each data
of meteorological element is a three dimensional high al-
titude data which is collected in 37 layers with the atmo-
spheric pressure changes. The data of precipitation is a two-
dimensional matrix to label the observations in the same re-
gion. The value of every point in the dataset is the average
physical quantities of a local region at certain observation.
The spatial resolution of all the sources is 0.125◦ × 0.125◦.
In experiment, we choose the region of East Asia (from N55,
W70 to S0, E140) in the dataset as the inputs. The size of
this region is 441 × 561. The data from 2011 to 2016 is
adopted as the experimental data. Considering the continu-
ity of time, the data from 2012 to 2015 is used for training,
the validation data contains the data in 2011 and the test data
includes the data in 2016.
CM Dataset CM dataset only provides the numerical val-
ues of precipitation during every six hours. The dimension
of the precipitation label is two as well. The coverage area
of the label is East Asia (from N55, W70 to S0, E140) and
the spatial resolution is the same with EC dataset. There-
fore, the numerical values of meteorological elements of the
corresponding area in EC dataset are taken as the inputs to
forecast the label in CM dataset. This dataset reports the pre-
cipitation from 2011 to 2015. In experiment, the data from
2012 to 2014 is used for training, the validation data con-
tains the data in 2011 and the data in 2015 applied to test.
Evaluation
The widely used criteria of the accuracy (Acc) and the mean
intersection over union (mIoU) are adopted as the reported
1https://apps.ecmwf.int/datasets/data/
interim-full-daily/levtype=pl/
metrics in experiment.
Implementation Details
The Encoder DeepLabv3+ (Chen et al. 2018) is one of
the baseline model in the semantic information extraction
of spatial data. The utilized resnet-101 (He et al. 2016)
part is pre-trained on the ImageNet (Krizhevsky, Sutskever,
and Hinton 2012) in our experiments. The numerical val-
ues of relative humidity, air temperature, U component of
wind and V component of wind are respectively imported
into different DeepLabv3+ models without parameter shar-
ing. The spatial size of these meteorological elements is
432×544. And the size of each final extracted CNN feature
is 152× 108× 136.
The Decoder MSD-ConvLSTM is adopted as the decoder
in the final model. The channel size of the hidden states in
MSD-ConvLSTM is set to 128. The basic kernel size K is
set to be 3. To ensure both performance and efficiency, the
length T of the sequence in model is set to be 4. The interval
between the adjacent time inputted meteorological elements
is six hour. It means that the forecasting precipitation is to
predict the rainfall level in the next six hours after the inputs
of the T -th time step.
The Adamx optimizer (Phuong and Phong 2019) is
adopted in training. The maximum number of epochs of
the training is 100. At each epoch, the validation set is used
to evaluate the training model, and the best score model is
selected for the final testing. All of our experiments are im-
plemented with Pytorch (Paszke et al. 2017).
Compared Approaches
To verify the effectiveness of deep learning, SVM (Ben-
nett and Campbell 2000) is trained for comparison. The
other baseline models like FCN (Long, Shelhamer, and Dar-
rell 2015), DeepLabv3+, etc. without connecting to the
recurrent neural network are introduced to prove the per-
formance of the spatiotemporal modeling of our proposed
MSD-ConvLSTM.
Explorative study
Explorative studies for the ConvLSTM and the other vari-
ants of ConvLSTM are performed in this section to predict
the rain or not. The results on the EC dataset are shown in
Table 2. The difference between these models is the ConvL-
STM in the decoder.
The ConvLSTM-based model is adopted as the baseline
model. We first investigate the effectiveness of the replace-
ment from convolution to the FC layer of the three gates
(FC-ConvLSTM). From the results, compared to ConvL-
STM, the parameter size of FC-ConvLSTM is reduced 23 ,
but the performance of FC-ConvLSTM is reduced very lim-
ited. The running time of FC-ConvLSTM saves 2.879 ms to
ConvLSTM for each iteration. It indicates that the effect of
the convolutional structures is not always remarkable.
Then, the effectiveness of the single channel convolution
(sConv) is studied. Replacing the convolutional structure by
sConv can further descend the parameter size which is about
1
4 the size of ConvLSTM. Compared to FC-ConvLSTM,
Table 2: Comparison among the original ConvLSTM and the variants on the EC dataset. Channel Size denotes the feature of
the hidden states. Parameter Size is calculated from the LSTM in these models. The Running Time is the average testing time
of the decoder module in testing.
Model Acc mIoU Channel Size Parameter Size Running Time (ms)
ConvLSTM 0.9007 0.8192 128 3391488 7.922
FC-ConvLSTM 0.8998 0.8178 128 1130496 5.043
sConv-ConvLSTM 0.9001 0.8183 128 867744 4.585
Deconstructed-ConvLSTM 0.9007 0.8191 128 1150368 5.155
MSD-ConvLSTM 0.9026 0.8217 128 1338784 5.605
Table 3: Comparison with the state-of-the-art models on the EC and CM datasets to predict rain or not.
Model EC dataset CM datasetAcc mIoU Acc mIoU
SVM 0.7125 0.6452 0.8021 0.5173
FCN 0.8602 0.7540 0.9042 0.6155
DeepLabv3+ 0.8716 0.7723 0.9127 0.6453
DeepLabv3+ plus MSD-ConvLSTM 0.9026 0.8217 0.9273 0.6695
Table 4: Comparisons on the EC dataset for multiple levels
of precipitation forecasting.
Model Acc mIoU
SVM 0.5326 0.1653
FCN 0.6530 0.3371
DeepLabv3+ 0.7022 0.4043
DeepLabv3+ plus MSD-ConvLSTM 0.7439 0.4849
sConv-ConvLSTM based model achieves higher perfor-
mance with less running time costing. The capture of the
contextual information between the pixel-level feature can
make the gates better selectively measure the inputs.
The effect of the Deconstructed-ConvLSTM is taken
into study. From the results of deconstructed-ConvLSTM,
the Deconstructed-ConvLSTM based model achieves the
same performance with ConvLSTM based model on the
Acc and mIoU metrics. Meanwhile, the parameter size of
deconstructed-ConvLSTM is about 13 the size of ConvL-
STM and the running time reduces 2.767 ms to ConvLSTM
for each iteration. The comparison demonstrate the effec-
tiveness of the deconstructed operation.
Finally, we explore the influence of the multiple scale
filters. From the results, the proposed MSD-ConvLSTM
shows a better performance than other variants. It demon-
strates that multiple scale filters can help to capture more
rich contextual information. And comparing to ConvLSTM,
MSD-ConvLSTM is more efficient and effective.
Quantitative Comparisons
Table 3 shows the comparison results of rain or not with
other state-of-the-art models on the EC and CM datasets.
The performance of the SVM model is the poorest compared
with the deep learning models, which indicates deep learn-
ing has better modeling capability. Comparing with the pure
CNN models like FCN and DeepLabv3+, the introduction
of RNNs for spatiotemporal modeling can capture tempo-
ral contextual information to improve the performance of
precipitation forecasting. From the results, the proposed
encoder-decoder of “DeepLabv3+ plus MSD-ConvLSTM”
achieves the highest performance on the two datasets. It
should be noticed that the imbalance of the CM dataset
makes it hard to capture enough rainfall information, but our
proposed model still achieves the highest performance.
Moreover, Table 4 shows the comparisons of multiple rain
levels on the EC dataset. It is seen that the proposed encoder-
decoder of “DeepLabv3+ plus MSD-ConvLSTM” achieves
the highest performance among the other architectures.
Visualized Analysis
In Fig. 3, the Acc and mIoU curves in 50 epochs of the Con-
vLSTM, Deconstructed-ConvLSTM and MSD-ConvLSTM
based models on the EC validation set are visualized to
verify the effectiveness of the deconstruction operation and
multi-scale filters. From the curves, in the early times
of learning, ConvLSTM based model shows better perfor-
mance. As the training epoch increased, Deconstructed-
ConvLSTM and MSD-ConvLSTM based models show bet-
ter ability to fuse the contextual information of features. It
indicates that the deconstruction operation and multi-scale
filters are effective.
The precipitation forecasting results of SVM, FCN,
DeepLabv3+, DeepLabv3+ plus MSD-ConvLSTM models
and groundtruth are visualized in Fig. 4. The results are ob-
tained from the EC dataset. From the examples, it can be
easy concluded that the forecasting of our method is much
more approaching to the groundtruth.
Conclusion
In this paper, the multi-scale deconstructed ConvLSTM
(MSD-ConvLSTM) is proposed with small quantity of pa-
rameters and powerful capacity of fusion. From the evalua-
tion results, the deconstruction of the original convolutional
structure and the introduction of the multi-scale filters can
improve the efficiency and effectiveness of ConvLSTM. Fur-
thermore, to effectively combine NWP with deep learning,
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Figure 3: The Acc and mIoU curves in 50 epochs of the ConvLSTM, Deconstructed-ConvLSTM and MSD-ConvLSTM based
models on the EC validation set for rain or not prediction. The values are presented on the y-axis.
(a) SVM (b) FCN (c) DeepLabv3+ (d) MSD-ConvLSTM (e) G.T.
(1) Rain or Not
(2) Five Levels
Figure 4: The visualization of SVM, FCN, DeepLabv3+, MSD-ConvLSTM precipitation forecasting results and groundtruth.
The top-2 lines indicate two samples of the rain or not results and the blue region denotes the coverage will be rain. The
bottom-2 samples present the forecasting of 5 levels. Wathet is light rain, blue denotes moderate rain, yellow means heavy rain,
red is rainstorm and the other means no rain, respectively.
an encoder-decoder architecture with the MSD-ConvLSTM
is proposed for precipitation forecasting. The numerical val-
ues of multiple meteorological elements are encoded by a
deep CNN and decoded by the MSD-ConvLSTM to fuse
the spatiotemporal information from different elements at
different time steps. The experiments demonstrate that the
architecture provides an efficient and effective data-driven
way in precipitation forecasting. Moreover, the conditions
of precipitation show different levels of connection with dif-
ferent meteorological elements at different times. For future
work, we will investigate the function of the attention mech-
anism in the precipitation forecasting.
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