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ABSTRACT
Electron acceleration to non-thermal energies in low Mach number (Ms . 5) shocks is revealed
by radio and X-ray observations of galaxy clusters and solar flares, but the electron acceleration
mechanism remains poorly understood. Diffusive shock acceleration, also known as first-order Fermi
acceleration, cannot be directly invoked to explain the acceleration of electrons. Rather, an additional
mechanism is required to pre-accelerate the electrons from thermal to supra-thermal energies, so
they can then participate in the Fermi process. In this work, we use two- and three-dimensional
particle-in-cell plasma simulations to study electron acceleration in low Mach number shocks. We
focus on the particle energy spectra and the acceleration mechanism in a reference run with Ms = 3
and a quasi-perpendicular pre-shock magnetic field. We find that about 15% of the electrons can be
efficiently accelerated, forming a non-thermal power-law tail in the energy spectrum with a slope of
p ' 2.4. Initially, thermal electrons are energized at the shock front via shock drift acceleration. The
accelerated electrons are then reflected back upstream, where their interaction with the incoming flow
generates magnetic waves. In turn, the waves scatter the electrons propagating upstream back toward
the shock, for further energization via shock drift acceleration. In summary, the self-generated waves
allow for repeated cycles of shock drift acceleration, similarly to a sustained Fermi-like process. This
mechanism offers a natural solution to the conflict between the bright radio synchrotron emission
observed from the outskirts of galaxy clusters and the low electron acceleration efficiency usually
expected in low Mach number shocks.
1. INTRODUCTION
Collisionless shocks occur in a wide variety of astro-
physical settings: examples include Earth’s bow shock,
and the solar wind termination shock, supernova rem-
nant (SNR) shocks in the interstellar medium, and struc-
ture formation shocks in the intracluster medium (ICM).
Particle acceleration is often associated with collision-
less shocks. For instance, it is widely believed that Galac-
tic cosmic rays with energies up to ∼ 1015 eV are ions ac-
celerated by SNR shocks (e.g. Gaisser 1990). The most
successful mechanism for explaining ion acceleration is
diffusive shock acceleration (DSA; Blandford & Ostriker
1978; Bell 1978; Drury 1983; Blandford & Eichler 1987),
also known as first-order Fermi acceleration (Fermi ac-
celeration for short, hereafter). In DSA, charged par-
ticles cross the shock back and forth as they scatter
off plasma/magneto-hydrodynamic (MHD) waves exist-
ing ahead and behind the shock (in the upstream and
downstream regions, respectively). Since the turbulence
is convected roughly at the local flow speed, waves on
the two sides of the shock effectively move towards each
other due to the velocity jump at the shock. Hence the
charged particles gain energy at each shock crossing.
While the DSA mechanism has been successful in ex-
plaining ion acceleration in various settings (Blandford &
Eichler 1987), e.g. in the Earth’s bow shock (see Burgess
et al. 2012, for review) and SNR shocks (see Reynolds
2008, for review). However, DSA cannot be straight-
forwardly invoked for the acceleration of electrons. To
participate in the DSA process, thermal electrons need
to cross the shock front multiple times. However, due to
their small mass, electron gyro radii are very small com-
pared to the shock thickness, which is controlled by the
ion gyro radius. Thus, without undergoing some pre-
acceleration, thermal electrons are expected to be tied
closely to magnetic field lines and to be convected down-
stream without undergoing any significant DSA. This is
known as the electron injection problem.
To understand electron acceleration in shocks, fully
kinetic numerical simulations are essential to self-
consistently capture the non-linear loop that links the
accelerated particles – that generate turbulent magnetic
fields – to the turbulence itself – which in turn governs
the particle acceleration. In recent years, particle-in-cell
(PIC) methods (e.g. Birdsall & Langdon 1991) have been
used to simulate these kinetic processes.
So far, most of the work has focused on high Mach
number shocks, where the Mach number Ms is defined
as the ratio of the shock speed to the sound speed of
the ambient medium. Many authors have found that, in
high Mach number shock, the shock surfing acceleration
(SSA) mechanism can inject high-energy electrons into
DSA (Dieckmann et al. 2000; McClements et al. 2001;
Hoshino & Shimada 2002; Schmitz et al. 2002; Amano &
Hoshino 2007; Matsumoto et al. 2012). In the SSA, large-
amplitude electrostatic waves are excited at the leading
edge of the shock transition region by the Buneman in-
stability, as a result of the interaction between the re-
flected ions and the incoming electrons. These electro-
static waves trap the incoming electrons in their electro-
static potential. As a consequence, the trapped electrons
can be effectively accelerated by the shock motional elec-
tric field (i.e., the electric field resulting from the motion
of the magnetized upstream region toward the shock).
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2However, most of the previous work was based on simula-
tions with a modest ion-to-electron mass ratio. Riquelme
& Spitkovsky (2011) argued that the importance of SSA
decreases as the ion-to-electron mass ratio increases to-
ward the realistic value. In this limit, rather than SSA,
they found that it is the growth of oblique whistler waves
near the front of quasi-perpendicular shocks that can pre-
accelerate the electrons for long-term DSA.
Electron acceleration in low Mach number (Ms . 5)
shocks has been poorly understood so far. The injection
mechanism is expected to be different because the Bune-
man instability, essential for trapping the electrons near
the shock for the SSA process, cannot be triggered at low
Mach numbers(Matsumoto et al. 2012).
On the other hand, low Mach number shocks are of
great astrophysical interest. Lin et al. (2003) observed
electron acceleration above solar flare tops and footpoints
using X-ray data from Yohkoh and RHESSI. In galaxy
clusters, low Mach number shocks have been identified in
X-ray images (e.g. Markevitch et al. 2002; Russell et al.
2010; Akamatsu et al. 2012) and through observations of
radio synchrotron emission by relativistic electrons accel-
erated at the shock (e.g. Willson 1970; Fujita & Sarazin
2001; Govoni & Feretti 2004; van Weeren et al. 2010;
Lindner et al. 2014). In addition, low Mach number
shocks have been hypothesized to be present ahead of
the G2 cloud (Narayan et al. 2012; Sa¸dowski et al. 2013)
and of the S2 star (Giannios & Sironi 2013) when they in-
teract with the hot accretion flow at the Galactic Center
(Yuan & Narayan 2014).
A few recent studies have explored electron accelera-
tion in low Mach number shocks. Using one-dimensional
(1D) PIC simulations, Matsukiyo et al. (2011) found ef-
ficient shock drift acceleration (SDA, e.g. Wu (1984),
Krauss-Varban & Wu (1989), Ball & Melrose (2001),
Mann et al. (2006)) in low Mach number shocks. In the
SDA process, particles gain energy from the shock mo-
tional electric field while drifting along the shock surface
due to the gradient of the magnetic field at the shock
front. However, the 1D nature of the simulations of
Matsukiyo et al. (2011) prohibits a self-consistent study
of self-generated waves in the upstream, since the wave-
vector is confined to be perpendicular to the shock plane.
Their results certainly suggest that SDA could be a po-
tential injection mechanism, but they have no direct ev-
idence of electron Fermi acceleration. Similarly, Park
et al. (2012) and Park et al. (2013) studied perpendic-
ular and quasi-perpendicular low Mach number shocks
and found efficient SDA. However they did not see any
evidence for sustained Fermi acceleration.
In this paper, we study electron acceleration in low
Mach number shocks using fully kinetic 2D and 3D PIC
simulations. We focus on results from a reference run
where the upstream magnetic field is quasi-perpendicular
to the shock normal. Yet, in a forthcoming paper (Guo
et al. 2014) we show that the results presented here can
be generalized to a wide range of obliquity angles. We
find a self-consistent mechanism for electron Fermi accel-
eration in which electrons are injected by pre-heating via
SDA. These pre-accelerated electrons self-generate mag-
netic waves in the upstream region, and the waves in
turn facilitate Fermi acceleration. The organization of
this paper is as follows. In Section 2, the simulation
setup with the various physical and numerical parame-
ters is described. In Section 3, the shock structure of
the reference run is discussed. In Section 4, we present
particle energy spectra and study in detail the electron
acceleration mechanism of the reference run. We con-
clude with a discussion in Section 5. In a forthcoming
paper (Guo et al. 2014) we will study in detail the nature
of the upstream waves and explore the parameter depen-
dence of the electron energy spectrum and acceleration
mechanism.
2. SIMULATION SETUP
We perform numerical simulations using the 3D elec-
tromagnetic PIC code TRISTAN-MP (Spitkovsky 2005),
which is a parallel version of the publicly available code
TRISTAN (Buneman 1993, p.67) that was optimized for
studying collisionless shocks.
The computational setup and numerical scheme are
described in detail in Spitkovsky (2008); Sironi &
Spitkovsky (2009, 2011); Sironi et al. (2013). In brief,
the shock is set up by reflecting an upstream electron-
ion plasma, which follows a Maxwell-Ju¨ttner distribution
with the electron temperature Te equal to the ion tem-
perature Ti, and bulk velocity ~u0 = −u0xˆ, off a con-
ducting wall at the leftmost boundary (x = 0) of the
computational box (Figure 1). The interplay between
the reflected stream and incoming plasma causes a shock
to form, which propagates along +xˆ at the speed ush. In
the simulation frame, the downstream plasma is at rest.
The relation between the upstream bulk flow veloc-
ity and the plasma temperature is parametrized by the
simulation-frame Mach number
M ≡ u0
cs
=
u0√
2ΓkBTi/mi
, (1)
where cs is the sound speed in the upstream, kB is the
Boltzmann constant, and Γ = 5/3 is the adiabatic index
of the plasma, and mi is the mass of the ion. The incom-
ing plasma carries a uniform magnetic field ~B0, whose
strength is parameterized by the magnetization parame-
ter
σ ≡ B
2
0/4pi
(γ0 − 1)nmic2 , (2)
where γ0 ≡
(
1− u20/c2
)−1/2
and n = ni = ne is the num-
ber density of the incoming plasma. The magnetic field
orientation with respect to the shock normal (along +xˆ)
is parameterized by the polar angle θB and azimuthal
angle ϕB (Figure 1). The incoming plasma is initialized
with zero electric field in its rest frame. Due to its bulk
motion in the simulation frame, the upstream plasma
carries a motional electric field ~E0 = −(~u0/c)× ~B0.
In the literature, the Mach number Ms is often defined
as the ratio between the upstream flow velocity and the
upstream sound speed in the shock rest frame (rather
than in the downstream frame, as in Equation 1). In
the limit of weakly magnetized shocks, the Mach number
Ms is related to our simulation-frame Mach number M
through the implicit relation
Ms = M
uupsh
u0
= M
(
1 +
1
r (Ms)− 1
)
, (3)
where uupsh is the shock velocity in the upstream rest
frame, equal to the upstream flow velocity in the shock
3Fig. 1.— Simulation setup.
rest frame, and
r (Ms) =
Γ + 1
Γ− 1 + 2/M2s
(4)
is the Rankine-Hugoniot relation for the density jump
from upstream to downstream.
For comparison with earlier work, where the magneti-
zation is sometimes parametrized by the Alfve´nic Mach
number MA ≡ u0/vA, where vA ≡ B0/
√
4pinmi is the
Alfve´n velocity, we remark that the relation between the
magnetization and the Alfve´nic Mach number is sim-
ply MA =
√
2/σ. Alternatively, one could parameter-
ize the magnetic field strength by the plasma beta βp ≡
8pinkB (Te + Ti) /B
2
0 , which is given by βp = 4/
(
σΓM2
)
under the assumption of Te = Ti. We stress that in
our simulations the upstream particles are initialized
with the physically-grounded Maxwell-Ju¨ttner distribu-
tion, instead of the so-called “κ-distribution” that was
employed by, e.g., Park et al. (2013). The latter distri-
bution artificially boosts the high energy component of
the particle spectrum, thus artificially enhancing the ac-
celeration efficiency in most astrophysical settings (with
the possible exception of shocks in solar flares, where the
κ-distribution might be a realistic choice).
We perform simulations in both 2D and 3D computa-
tional domains. In our 2D simulations, we use a rect-
angular simulation box in the xy plane, with periodic
boundary conditions in the y direction (Figure 1). In 3D,
we employ periodic boundary conditions both in y and in
z. For both 2D and 3D domains, all three components of
particle velocities and electromagnetic fields are tracked.
As a result, the appropriate adiabatic index Γ takes the
value of 5/3, as expected from a plasma with velocity
in all three components. We find that most of the shock
physics is well captured by 2D simulations, when the field
is lying in the simulation plane, i.e. ϕB = 0
◦. Therefore,
to follow the shock evolution for longer times with fixed
computational resources, we mainly utilize 2D runs, but
we explicitly show in Appendix A that our 2D results
with an in-plane field configuration are in good agree-
ment with full 3D simulations, while 2D results with an
out-plane field configuration (ϕB = 90
◦) do not agree
with the 3D physics.
For accuracy and stability, PIC codes have to resolve
the plasma oscillation frequency of the electrons
ωpe =
√
4pie2n/me , (5)
and the corresponding plasma skin depth c/ωpe, where e
and me are the electron charge and mass. On the other
hand, the shock structure is controlled by the ion Larmor
radius
rL,i =
√
2
σ
√
mi
me
c
ωpe
 c
ωpe
, (6)
and the evolution of the shock occurs on a time
scale given by the ion Larmor gyration period Ω−1ci =
rL,iu
−1
0  ω−1pe . The need to resolve the electron scales,
and at the same time to capture the shock evolution for
many Ω−1ci , is an enormous computational challenge, for
the realistic mass ratio mi/me = 1836. Therefore, we
decide to employ a reduced mass ratio mi/me = 100 for
most of our runs. In Appendix B, we discuss in detail
the dependence of our results on the mass ratio. We
find that the results are in perfect agreement between
mi/me = 100 and mi/me = 400. Thus our results can be
generalized to the realistic mass ratio of mi/me = 1836,
with the scalings that we discuss in Appendix B.
To further optimize our use of computational resources,
the incoming particles are initialized at a “moving injec-
tor”, which recedes from the wall in the +xˆ direction
at the speed of light. When the injector approaches the
right boundary of the computational domain, we expand
the box in the +xˆ direction. This way both memory and
computing time are saved, while following at all times
the evolution of the upstream regions that are causally
connected with the shock. Further numerical optimiza-
tion can be achieved by allowing the moving injector to
periodically jump backward (i.e. in the −xˆ direction),
resetting the fields to its right (see Sironi & Spitkovsky
(2009)). Since we expect the acceleration to happen close
to the shock, we choose to jump the injector in the −xˆ
direction such that to keep a distance of at least a few
tens of ion Larmor radii ahead of the shock. This suffices
to properly capture the acceleration physics. We have
checked that, albeit at relatively early times, simulations
with and without the jumping injector show consistent
results.
In the main body of this paper, we present the re-
sults from a reference run simulated on a 2D domain.
The upstream plasma in this reference run is initialized
with Ti = Te = 10
9K = 86 keV/kB and u0 = 0.15 c,
which results in a simulation-frame Mach numberM = 2.
Using Equation 3, this corresponds to Ms = 3. The
strength of the magnetic field is set so that the mag-
netization is σ = 0.03 and the field lies in the simula-
tion plane at an oblique angle with respect to the shock
normal, such that θB = 63
◦ and ϕB = 0◦. The pa-
rameters are chosen to resemble closely the simulation
presented in Narayan et al. (2012), which studied a low
Mach number shock (Ms = 2) that might be formed
during the passage of the G2 cloud through the accre-
tion disk at the Galactic Center. In this work, our choice
of the Mach number (Ms = 3) and of the magnetization
(σ = 0.03) is relevant also for shocks in galaxy clusters,
where Ms ∼ 1.5 − 5, B0 ∼ 1µG, n ∼ 10−4 − 10−5cm−3
and u0 ∼ 1000 km/s (Matsukiyo et al. 2011). We remark
that although the chosen value for the plasma tempera-
ture (Ti = Te = 10
9K = 86 keV/kB) is fairly high in the
context of the plasma in ICM, where kBT ∼ 10 keV for
rich clusters, the acceleration physics does not change
much with temperature. We will explicitly show the
dependence of our results on the flow temperature in a
forthcoming paper (Guo et al. 2014).
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Fig. 2.— Shock structure of our reference run at time ωpet = 14625 (Ωcit = 26.9). The shock is at ' 1115 c/ωpe, indicated by the
vertical dot-dashed lines, and moves towards the right. The downstream is to the left of the shock, and the upstream to the right. The
left column shows quantities related to the ions and the right column quantities related to the electrons. From top to bottom, we present
the ratios n/n0, By/By0, B/B0, the momentum phase space plots px − x, py − x, pz − x, the y-averaged velocity profiles 〈vx〉, 〈vy〉, 〈vz〉,
and the temperatures parallel (T‖) and perpendicular (T⊥) to the magnetic field. The yellow box encloses 0− 80 c/ωpe (0− 1 rL,i) ahead
of the shock. The cyan box encloses 80 − 160 c/ωpe (1 − 2 rL,i) behind the shock. The time evolution of the ion energy spectra in these
two regions is shown in Figure 4(a) and(b). The green and the magenta boxes enclose regions at 80 − 160 c/ωpe behind the shock and
80− 160 c/ωpe ahead of the shock, respectively. The time evolution of the electron energy spectra in these two regions is shown in Figure
4(c) and (d).
We employ a spatial resolution of 10 cells per elec-
tron skin depth c/ωpe, have 32 particles per cell (16 per
species) and use a time resolution of dt = 0.045 ω−1pe .
The transverse box size is fixed at 76 c/ωpe (correspond-
ing to 7.6 c/ωpi, or about one ion Larmor radius). We
have performed convergence tests which show that we
can properly resolve the acceleration physics with 5 cells
per c/ωpe, and we have confirmed that simulations with
a number of particles per cell up to 64 and a transverse
box size up to 256 c/ωpe give essentially the same results.
3. SHOCK STRUCTURE
In this section we present the shock structure of our ref-
erence run. Figure 2 shows quantities related to ions in
the left column and those related to electrons in the right
column. Each column shows the longitudinal profiles of
number density n, transverse magnetic field By and total
magnetic field strength B, the momentum spaces px−x,
py−x, pz−x, the average velocity profiles 〈vx〉, 〈vy〉, 〈vz〉,
the temperature parallel to the magnetic field T‖ and
perpendicular to the field T⊥. Figure 3(a)-(c) shows
2D plots of the magnetic field components in units of
B0, after subtracting the background field ~B0 (i.e., we
show (Bx − Bx,0)/B0, (By − By,0)/B0 and Bz/B0, re-
spectively). These quantities provide a good character-
ization of the waves seen in the magnetic field. Figure
3(d) shows the y-averaged value of the electric poten-
tial Φ(x) = − ∫ x∞〈Ex(x′)〉dx′ normalized by the electron
rest mass energy [eΦ/(mec
2), vertical scale on the left]
or by the ion bulk kinetic energy [eΦ/(miu
2
0/2), verti-
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Fig. 3.— Electromagnetic fields in the reference run at time ωpet = 14625 (Ωcit = 26.9). Panels (a)-(c) show 2D plots of the magnetic
field components in units of B0, after subtracting the background field ~B0 (i.e., we show (Bx − Bx,0)/B0, (By − By,0)/B0 and Bz/B0,
respectively). The black arrows indicate the orientation of the upstream background magnetic field ~B0. Note that there are waves in all
three components of the magnetic field. Panel (d) shows the y-averaged electric potential normalized by the electron rest mass energy,
i.e. eΦ/
(
mec2
)
(as indicated by the vertical axis on the left) or by the ion bulk kinetic energy, i.e. eΦ/
(
miu
2
0/2
)
(as indicated by the
vertical axis on the right). Panels (e)-(g) show the y-averaged electric field components normalized by the upstream magnetic field strength,
〈Ex〉/B0, 〈Ey〉/B0, 〈Ez〉/B0. Since the upstream plasma is initialized with zero electric field in its rest frame, the expected motional electric
field ~E0 = −(~u0/c)× ~B0 in the simulation frame in the upstream region is 〈Ez〉/B0 = u0/c sin θB = 0.134.
cal scale on the right].1 Figure 3(e)-(g) presents the
y-averaged components of the electric field 〈Ex〉, 〈Ey〉,
〈Ez〉. All quantities are measured in the simulation frame
at ωpet = 14625 (Ωcit = 26.9). The shock front is at
x ' 1115 c/ωpe (indicated by the vertical dot-dashed
lines in all the panels) and moves towards the right
with a velocity of ush ' 0.076 c. This velocity yields
Ms = M (u
up
sh /u0) ∼M (ush + u0) /u0 ' 3, in agreement
with Equation (3), that applies to a weakly magnetized
medium.
In Figure 2(a) and (g) we show the ion and electron
density normalized by the upstream value (red curves).
The plasma density is compressed in the downstream,
as expected. The influence of the magnetic field on the
shock jump conditions can be neglected when the up-
stream plasma beta is βp  1 (Tidman & Krall 1971).
For our reference run, we have βp = 20  1, so the
expected compression ratio, r = n2/n1, where n2 and
1 Strictly speaking, the quantity Φ we define is not the electric
potential, but rather the electromotive force along the x direction.
Yet, for the sake of simplicity, in the following we refer to Φ as the
electric potential.
n1 are the downstream and upstream plasma density re-
spectively, can be safely estimated from the Rankine-
Hugoniot conditions for an unmagnetized shock (Equa-
tion (4)). With Ms = 3 and Γ = 5/3, the jump condition
yields r = 3.
In the simulation, the compression ratio is r ∼ 4 near
the shock front and relaxes to r ∼ 3 farther down-
stream, as expected. The compression of the magnetic
field strength is closely related to the density compres-
sion, by the freezing of magnetic flux. Under the βp  1
condition, the compression of the magnetic field trans-
verse to the shock normal (By in this case) can be ap-
proximated by r. Indeed, in the simulation, we observe
that the compression of By (blue curve in Figure 2(a))
is almost identical to the density compression (red curve
in Figure 2(a)). Since the gradient of the total magnetic
field strength drives the drift motion of electrons in the
process of SDA (Section 4.2.1), we also plot the profile
of the total field B (black curve). As the upstream mag-
netic field is quasi-perpendicular (θB = 63
◦), the com-
pression of total magnetic field is only slightly less than
the compression of the transverse component.
6The overshoot of the compression ratio at the shock
has been well studied, see, e.g., Leroy et al. (1981); Wu
et al. (1984). It is ascribed to a population of gyrating
ions that stay close to the shock front. These ions are
reflected by the ambipolar electric field (Figure 3(e)), in-
duced by the different inertia of the ions and electrons
entering the shock. The potential energy eΦ of the ions
near the shock front is comparable to the their bulk ki-
netic energy miu
2
0/2, as indicated by the vertical axis on
the right side of Figure 3(d).2 It follows that a fraction
of the ions having miv
2
x/2 < eΦ will be reflected at the
shock front, to form a stream of gyrating particles ahead
of the shock. Upon reflection, they acquire energy as
they drift towards the +zˆ direction along the shock mo-
tional electric field (Figure 3(g)). The resulting energy
gain allows the gyrating ions to overcome the potential
barrier and thus advect downstream at their second en-
counter with the shock. The gyromotion during their
first encounter affects the magnetic field structure, and
contributes to the formation of the magnetic overshoot
seen in Figure 2(a).
The existence of the reflected ions can be inferred from
the ion phase space plots in Figure 2(b)-(d)). The re-
flected ions are located just ahead of the shock and they
have large and positive values of px and pz. We note
that the gyrostream formed by the reflected ions is con-
fined within 0−1 rL,i ahead of the shock (as delimited by
the yellow box in Figure 2). Beyond a few Larmor radii
ahead of the shock, the ions follow the distribution at
initialization, in terms of average velocities (Figure 2(e))
and temperature (Figure 2(f)).
In the downstream, the ions are heated anisotropically,
with the momentum dispersion along the field (i.e., along
the y direction) being smaller.3 The resulting ion tem-
perature anisotropy in the downstream is shown in Fig-
ure 2(f).
Electrons, having the opposite charge with respect to
ions, cannot be reflected by the potential barrier at the
shock. Rather, the potential tends to pull them into the
downstream region. Yet, we observe a significant frac-
tion of electrons reflecting back upstream, propagating
far ahead of the shock. These are the electrons with very
large momenta (px,y,z & 3mec) ahead of the shock in the
electron phase spce plots (Figure 2(h)-(j)). The reflection
happens, according to the theory of SDA (Section 4.2.1),
due to the jump of the magnetic field at the shock, which
effectively acts as a magnetic mirror. These reflected
electrons have preferentially large momenta parallel to
the upstream magnetic field, as seen from the excess of
electrons with large positive py in the upstream (Figure
2(i)). Since the returning electrons preferentially move
along the upstream magnetic field, the electron temper-
ature parallel to the magnetic field Te‖ is larger than the
perpendicular component Te⊥ in the upstream (Figure
2(l)).
The electron temperature anisotropy is closely related
to the waves in the magnetic field shown ahead of the
shock in Figure 3(a)-(c). The waves in Bz (Figure 3(c))
show two oblique modes symmetric around the direction
2 Both observations and numerical simulations of shocks show
that eΦ ∼ miu20/2 holds generally (Amano & Hoshino 2007).
3 In the absence of efficient pitch angle scattering, it is harder
for the ions to isotropize along the direction of the mean field.
of the background magnetic field (indicated by the black
arrow in Figure 3(a)-(c)). The waves in Bx and By tend
to prefer one of the two oblique modes present in Bz (Fig-
ure 3(a) and (b), respectively). The oscillatory pattern
in 〈Ey〉/B0 (Figure 3(f)) is associated with the upstream
magnetic waves in Bz, which are advected roughly at the
upstream fluid velocity ~u0 = −0.15 c xˆ. More precisely,
by analyzing high time resolution data from the simula-
tion, we measure that the average phase velocity of the
waves is indeed ~vw ' −0.15 c xˆ in the simulation frame.
The fact that the waves are moving toward the shock
suggests that the particles triggering the waves must ex-
ist beyond the region where the waves are present. The
waves clearly exist beyond a distance of a few hundred
c/ωpe ahead of the shock. So do the returning electrons
that cause the upstream electron temperature anisotropy
(Figure 2(l)). On the other hand, there are no return-
ing ions beyond 80 c/ωpe ahead of the shock, as evident
from the ion phase spaces, the average velocity profile
and the temperature plots (Figure 2(b)-(f)). This is a
strong evidence that the upstream waves are driven by
the returning electrons, not by the ions.
4. PARTICLE ENERGY SPECTRA AND ACCELERATION
MECHANISM
In this section, we first present the evolution of the en-
ergy spectra of ions and electrons in the upstream and
downstream regions of the reference run. We show that
the electron energy spectrum in the upstream develops
a clear non-thermal component and the high energy tail
stretches in time to higher and higher energies, indicating
efficient acceleration persisting over time. Then in sub-
section 4.2, we describe the electron acceleration mecha-
nism by identifying SDA as the injection mechanism and
showing how it enables sustained Fermi acceleration.
4.1. Spectral Evolution
Figure 4 follows the time evolution of the ion and elec-
tron energy spectra at fixed distances from the shock
in the upstream and downstream regions, as marked by
the colored boxes in Figure 2. At each instant in time,
we define the maximum energy of ions or electrons as
the Lorentz factor γi,max and γe,max at which the parti-
cle number density drops below 10−4.5, the lowest level
shown in our spectrum plots. (The value of 10−4.5 is ar-
bitrary, but our results are not sensitive to this choice.)
We show in the subpanels of Figure 4 how γi,max and
γe,max evolve over time.
From the ion energy spectrum ahead of the shock in
Figure 4(a), we see that about 20% of the incoming ions
are reflected at the shock and form a high energy com-
ponent in the upstream spectrum (at γi − 1 & 0.03).
The high-energy end of the ion spectrum shows little
temporal evolution, as revealed also by the fact that the
maximum Lorentz factor γi,max is nearly constant over
time. Similarly, the downstream ion energy spectrum in
Figure 4(b) shows little time evolution. In addition, we
have confirmed that the ion energy spectra taken further
upstream (x − xshock & rL,i, where xshock is the shock
position) strictly follow the initial drifting Maxwellian
distribution at all times, which demonstrates that no re-
flected ions can reach this region. This agrees with the
ion phase space plots in Figure 2(b)-(d). Based on the
lack of evolution in the ion spectra, we conclude that
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Fig. 4.— Time evolution of the ion (left) and electron (right) energy spectra from Ωcit = 4.1 up to 29.8, measured in the upstream
(top) or downstream (bottom) regions. (a) ion energy spectra taken 0 − 80 c/ωpe (0 − 1 rL,i) ahead of the shock (yellow box in Figure
2). (b) ion energy spectra taken 80 − 160 c/ωpe (1 − 2 rL,i) behind the shock (blue box in Figure 2). (c) electron energy spectra taken
80 − 160 c/ωpe ahead of the shock (magenta box in Figure 2). (d) electron energy spectra taken 80 − 160 c/ωpe behind the shock (green
box in Figure 2). Color indicates time, from blue to red as the simulation evolves from early to late times. The subplot of each panel traces
the maximum particle energy over time for the particles in the same slab where the spectrum is computed. Dot-dashed lines in panels
(c) and (d) represent the initial electron energy spectrum, namely, a Maxwellian distribution with T = 109K drifting at the bulk velocity
~u0 = −0.15 c xˆ. The dashed line in panel (c) shows the best-fit power law of the non-thermal component in the late-time upstream electron
energy spectrum. Panels (a) and (b) show that the ion energy spectra barely evolve over time. In contrast, panels (c) and (d) show that
the electrons continue to be accelerated to higher and higher energies over time.
the acceleration of ions will not proceed to higher en-
ergies. We point out that this conclusion is valid only
in the quasi-perpendicular regime with θB & 45◦. For
quasi-parallel field configurations (θB . 45◦), ions can
be efficiently accelerated to higher and higher energies
by DSA (Caprioli & Spitkovsky 2014). But an investiga-
tion of the physics of ion acceleration is beyond the scope
of this paper.
In contrast to the ion energy spectrum, the upstream
electron energy spectrum (Figure 4(c)) clearly develops
a non-thermal tail over time. The fractional number
density of non-thermal electrons is roughly 15% and the
spectral index p, defined as dN/dγ ∝ (γ − 1)−p, has a
best-fit value p = 2.4. The steady growth of the maxi-
mum electron energy γe,max clearly shows that electron
acceleration is efficient and persistent over time.
The downstream electron spectrum (Figure 4(d)) ini-
tially follows a Maxwellian distribution, whose tempera-
ture is higher than in the upstream. After ∼ 20 Ω−1ci , a
non-thermal component begins to develop and the max-
imum energy increases. This happens because some
of the electrons that get accelerated in the upstream
are eventually advected downstream after being reflected
back toward the shock by the upstream waves (Section
4.2.3). However, the non-thermal tail in the downstream
electron spectrum evolves more slowly than in the up-
stream spectrum, and it is hard to disentangle from the
Maxwellian distribution. Because of this, we will only
study the upstream electron energy spectrum in the fol-
lowing sections.
4.2. The Acceleration Process
In general, the electron acceleration process operating
in the reference run can be summarized as follows. First,
a fraction of the incoming electrons, whose pitch angle
and energy satisfy the reflection criteria of the shock-
drift acceleration (SDA) process, which we shall describe
in detail in Section 4.2.1, will drift along the shock sur-
face and gain energy from the motional electric field.
After the energization at the shock front, they are re-
flected upstream with increased energy. Their momen-
tum is preferentially oriented along the upstream mag-
netic field, causing an electron temperature anisotropy
(with Te‖ > Te⊥) in the upstream region. The induced
anisotropy drives self-consistently the generation of up-
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Fig. 5.— The evolution of a typical electron undergoing shock drift acceleration (SDA). Color indicates time, from blue to red as time
evolves from early to late. Panels (a) and (b) show the evolution of the electron Lorentz factor and z-coordinate as a function of its distance
from the shock. Panel (c) shows the x-location of the electron on top of the spatio-temporal evolution of the y-averaged value of Bz/B0.
All quantities are measured in the simulation (downstream) frame.
stream waves, which can scatter the reflected electrons
propagating upstream (after the SDA process) back to-
ward the shock, for further energization through SDA.
We identify this self-sustained process as a form of Fermi
acceleration.
We first study the details of SDA in Section 4.2.1. We
then illustrate the electron Fermi acceleration process by
showcasing the evolution of a typical non-thermal elec-
tron in Section 4.2.3.
4.2.1. Shock Drift Acceleration Theory
The non-relativistic theory of SDA including non-zero
cross-shock electric potential has been reviewed by Ball
& Melrose (2001). Mann et al. (2006) have developed
the relativistic theory of SDA with vanishing cross-shock
potential and Park et al. (2013) have studied the effect
of non-zero cross-shock potential in the non-relativistic
limit. In our reference run, the upstream electrons are
hot and marginally relativistic, and the cross-shock po-
tential is also significant compared to the electron rest
mass energy. In this section, we summarize findings from
previous work and generalize the fully relativistic SDA
theory to properly treat arbitrary value of cross-shock
potential.
We begin by addressing the relation between the drift
motion of electrons at the shock and their energy gain
by the SDA mechanism. The physics can be intuitively
understood in the downstream frame. The gradient of
the magnetic field (along −xˆ) near the shock front (see
Figure 2(a)) causes an incoming electron to drift with
~v∇B = (−p2⊥/2meeγB3)( ~B × ~∇B) along the −zˆ direc-
tion. Here, p⊥ denotes the component of the particle
momentum perpendicular to the magnetic field. The
electron is then accelerated by the motional electric field
Ez (Figure 3(g)) in the downstream rest frame. The
contribution to the electron energy gain by Ez takes the
form
∆γSDA =
−e
mec2
∫
Ez dz , (7)
where the integral is over the drift path. Assuming
that the electric field near the shock is constant and
is purely due to the upstream motional electric field,
Ez(x) ' E0 ≡ u0/cB0 sin θB , then the energy gain via
SDA in the downstream frame can be estimated as
∆γSDA ' −e
mec2
E0 ∆z = −
√
σ
2
√
mi
me
u20
c2
sin θB
∆z
c/ωpe
.
(8)
The time scale of the SDA drift cycle is estimated
by Krauss-Varban & Wu (1989); Krauss-Varban et al.
(1989) to be ∼ Ω−1ci , which we have verified in our simu-
lations.
Figure 5 shows the trajectory of an electron under-
going one cycle of SDA, at an early stage of the shock
evolution. The SDA process operates from Ωcit ∼ 3.5 up
to Ωcit ∼ 6.5, during which the particle stays within
∼ 50 c/ωpe ahead of the shock. The electron drifts
along −zˆ for a distance ∆z ' −200 c/ωpe, and its en-
ergy gain is ∆γ ' 6. Using the relevant parameters
σ = 0.03, u0 = 0.15 c, θB = 63
◦, we find that the en-
ergy gain indeed comes almost exclusively from the drift
motion along −zˆ, in agreement with Equation (8). In
other words, ∆γ ∼ ∆γSDA. After being reflected by the
shock at Ωcit ∼ 6.5, the electron propagates back into
the upstream.
In order to understand the efficiency of SDA and the
conditions under which an incoming electron can partici-
9pate in SDA, it is more convenient to switch to two other
frames: the de Hoffman-Teller (HT) frame (de Hoffmann
& Teller 1950) or the upstream rest frame. The upstream
rest frame is a convenient choice to analyze the proper-
ties of the incoming plasma. From the downstream rest
frame, it is obtained by simply boosting with velocity
u0 along the shock normal. The HT frame has the ad-
vantage that the motional electric field vanishes on both
sides of the shock, since the flow velocity is parallel to
the background magnetic field both ahead and behind
the shock. The HT frame can be obtained, starting from
the upstream rest frame, by boosting in the direction
opposite to the upstream magnetic field with a velocity
ut = u
up
sh sec θB =
ush + u0
1 + ushu0/c2
sec θB . (9)
Note that the HT frame can be defined only for shocks
with ut ≤ c. Shocks with ut > c are characterized as su-
perluminal, and the SDA physics explained below does
not apply. For the parameters of our reference run, mag-
netic field configurations with θB & 77◦ are superlumi-
nal. Our choice of the obliquity angle θB = 63
◦ is thus
well below the superluminality threshold.
Given that the motional electric field vanishes on both
sides of the shock in the HT frame, we can assume that
the total electron energy and the magnetic moment µ are
conserved, i.e.,
γHT(x)mec
2 − eΦHT(x) = const , (10)
µHT(x) ≡
[
pHT⊥ (x)
]2
2meBHT (x)
= const , (11)
where the superscript HT refers to quantities in the HT
frame and p⊥ denotes the momentum perpendicular to
the magnetic field. Combining Equations (10) and (11),
we can solve for the velocity parallel to the magnetic
field in the HT frame vHT‖ as a function of the magnetic
field amplification at the shock, the electric potential en-
ergy change, the initial (denoted by subscript i) velocity
perpendicular to the magnetic field vHTi⊥ and the initial
Lorentz factor γHTi
vHT‖ (x) = c
√√√√1− 1 + (γHTi )2 (vHTi⊥ /c)2 BHT(x)BHT0[
∆φ (x) + γHTi
]2 , (12)
where we have defined the dimensionless parameter
∆φ = e
[
ΦHT(x)− ΦHT0
]
/mec
2 for notational conve-
nience. For a particle to be reflected at the shock in
the HT frame, it needs to move towards the shock in
the first place, which requires the initial velocity along
the magnetic field line vHTi‖ to be negative. Secondly,
the reflection occurs when the parallel velocity in Equa-
tion (12) vanishes. Combining these two conditions, we
obtain the reflection conditions in the HT frame
vHTi‖ < 0 , (13)
vHTi⊥ ≥ c
√√√√ BHT0
BHT(x)
[
γHTi + ∆φ(x)
]2 − 1[
γHTi
]2 . (14)
Alternatively, we can rewrite the second equation as a
condition on the pitch angle in the HT frame, defined as
αHT ≡ cos−1
(
vHT‖ /v
HT
)
,
αHTi ≥ sin−1
√√√√ BHT0
BHT(x)
[
γHTi + ∆φ(x)
]2 − 1[
γHTi
]2 − 1 . (15)
This states that only particles with pitch angle larger
than αHTi can be reflected back toward the upstream.
The effect of a positive potential jump ∆φ > 0 is to
increase the minimum pitch angle needed for reflection,
and thus reduce the number of particles satisfying the
reflection condition. Physically, this stems from the fact
that, if ∆φ > 0, the electric force tends to attract the
electrons into the shock, so it is harder for them to reflect
upstream.
The velocities in the HT frame are related to those
in the upstream rest frame by the relativistic velocity
addition formulae
vHT‖ =
vup‖ − ut
1− vup‖ ut/c2
, (16)
vHT⊥ =
vup⊥
γt
(
1− vup‖ ut/c2
) , (17)
which imply that
γHT = γupγt
(
1− vup‖ ut/c2
)
, (18)
where ut is the relative velocity between the HT frame
and the upstream rest frame defined in Equation (9) and
γt = 1/
√
1− u2t/c2 is the corresponding Lorentz factor.
Applying the above Lorentz transformations to Equa-
tions (13)-(15), one can obtain the reflection conditions
in the upstream rest frame.
The condition on vupi‖ is simply
vupi‖ < ut . (19)
The condition on vupi⊥ is straightforward to derive but
lengthty. However, we can gain some insight by consid-
ering the limit ∆φ→ 0. In this case, the particles would
be reflected back upstream if
vupi⊥ ≥ γt
(
ut − vupi‖
)
tanα0 , (20)
where we have defined α0 = sin
−1 [BHT0 /BHT(x)]1/2 .
In the limit ∆φ → 0, one can obtain a lower bound on
the energy needed for reflection. Taking the equality
in Equation (20), we find that the lower boundary of
the allowed region for SDA reflection (at vupi‖ < ut) is
described by
(vupi )
2
=(vupi‖ )
2 + (vupi⊥)
2
=
(
1 + γ2t tan
2 α0
)
(vupi‖ )
2 − 2 γ2t utvupi‖ tan2 α0
+ γ2t u
2
t tan
2 α0 . (21)
The minimum of this quadratic equation with respect to
vupi‖ gives a lower bound on the minimum velocity in the
upstream rest frame for SDA reflection
vupi,min = ut
√
tan2 α0
tan2 α0 + 1/γ2t
, (22)
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Fig. 6.— Velocity space vup‖ − v
up
⊥ of the sample of selected electrons at different stages of their evolution. The electrons are initialized
in the reference run at ωpet = 450 (Ωcit = 0.83). In all the plots, the dashed half-circle indicates the speed of light. Panel (a) shows the
velocity space of all the electrons that reach the shock, at the time when they first approach within 50 c/ωpe ahead of the shock. In panels
(b) and (c) we plot, at two different times, the phase space of particles that are identified as eventually being reflected upstream from
the shock. Panel (b) refers to the time when the identified electrons first approach within 50 c/ωpe ahead of the shock, coming from the
upstream side. Panel (c) refers to the time when they leave the shock region, i.e., at the time when they first move beyond 50 c/ωpe away
from the shock after the interaction. The 2D histograms of the velocity space plots are to be compared with the over-plotted predictions
of the SDA theory (green and pink solid lines), computed assuming a magnetic compression ratio of b = 4 and a cross-shock potential
of ∆φ = 0.5. The effect of different values of the dimensionless cross-shock potential ∆φ is illustrated with the dash-dotted color lines
(∆φ = 0.2) and the dashed color lines (∆φ = 0). The vertical white dashed line tracks the location where vup‖ = ut. The nearly-horizontal
green curve to its left is the minimum requirement on vupi⊥ for SDA reflection (Equations (14) and (17)). The nearly-horizontal pink curve
to the right of vup‖ = ut is the post-reflection mapping of the green curve (Equation (23)). The region enclosed by the green solid lines
indicates the allowed region for SDA reflection. The region enclosed by the pink lines indicates the predicted region where the electrons
will lie after reflection.
which grows monotonically with ut. It follows that, with
increasing ut, i.e., for higher shock velocity or magnetic
obliquity, the minimum energy required to participate
in the SDA process will increase. Thus, the fraction of
particles that can participate in SDA decreases with in-
creasing ut, and the reflection fraction drops further with
increasing ∆φ > 0, as we have discussed before.
After reflection (which we shall indicate with the sub-
script r), the parallel velocities of the particles are re-
versed in the HT frame:
vHTr‖ = −vHTi‖ , vHTr⊥ = vHTi⊥ . (23)
Transforming back to the upstream rest frame, we just
need to switch the superscripts and change the sign of
ut in Equations (16)-(18). The post-reflection Lorentz
factor and velocity are related to the pre-reflection values
by
γupr = γ
up
i
1 + 2ut
(
ut − vupi‖
)
c2 − u2t
 ≡ γupi (1 + ∆i→r) ,
(24)
vupr‖ = γ
2
t
2ut − vupi‖
(
1 + u2t/c
2
)
1 + ∆i→r
, (25)
vupr⊥ =
vupi⊥
1 + ∆i→r
. (26)
Since vupi‖ < ut is required for reflection (see Equation
(19)), the term in the square brackets in Equation (24)
is always larger than unity (i.e., ∆i→r > 0 ). Thus, all
the reflected particles will gain energy. For the same rea-
son, all the reflected particles will suffer a reduction in
their perpendicular velocity (see Equation (26)). Given
the net increase in energy, we conclude that, after reflec-
tion, all the particles will have a smaller perpendicular
momentum and a larger parallel momentum, and thus
move preferentially along the magnetic field. In addi-
tion, for a given vupi‖ , the fractional energy gain ∆i→r
increases with increasing ut.
4.2.2. Verification of SDA in the Simulation
To confirm that the SDA process indeed operates in
our simulation, we trace the evolution of 12800 electrons
injected into the reference run at ωpet = 450 (Ωcit =
0.83) and check whether the properties of the reflected
electrons agree with the predictions of SDA.
The predictions of SDA are indicated in the plots of ve-
locity space vup‖ −vup⊥ in Figure 6. The white dashed half-
circle indicates the limit v = c, so only the regions within
the half-circle have physical meaning. The vertical white
dashed line marks the condition vup‖ = ut, see Equation
(19). The nearly-horizontal green solid curve to its left
indicates the limit in Equation (14), once transformed
to the upstream rest frame using Equation (17). Only
particles with velocity to the left of the white dashed
line are approaching the shock, and only those with ve-
locity within the region enclosed by the green solid lines
are allowed for SDA reflection. The pink solid curve to
the right of the white dashed line is the post-reflection
mapping of the green curve (following Equations (24)-
(26)). Thus, the SDA theory predicts that after reflec-
tion, the velocity of the particles should occupy the re-
gion enclosed by the pink solid lines.
We remark that BHT0 /B
HT(x) and ∆φ(x) in Equation
(14) are both functions of position, and are likely to dif-
fer for each individual particle, depending on its location
at the time of reflection. But to first order, we shall as-
sume a constant value of the magnetic compression ratio
11
b ≡ BHT(x)/BHT0 and of the cross-shock potential ∆φ
in our SDA theory. For our reference run, we use b = 4,
which is roughly the value of magnetic field compression
in the HT frame at the shock overshoot. The dimension-
less cross-shock potential is chosen to be ∆φ = 0.5, which
we estimate from Lorentz transformations of the electro-
magnetic fields measured in the simulation frame. As
we show below, a value of ∆φ = 0.5 also yields a reflec-
tion fraction – defined as the fraction of particles in the
initialized Maxwellian distribution that satisfy the SDA
reflection conditions – which matches the simulation re-
sults. To show the effect of different values of ∆φ, we
also plot in Figure 6 the SDA predictions corresponding
to ∆φ = 0 and ∆φ = 0.2 with colored dashed lines and
dot-dashed lines, respectively. As we have discussed in
the previous subsection, the allowed region for reflection
shrinks with increasing ∆φ.
While tracing the selected sample of particles, we
identify those electrons that have approached the shock
within 50 c/ωpe. After interacting with the shock, a sub-
set of these electrons will be reflected upstream. Our
results are plotted as 2D histograms in Figure 6. Panel
(a) shows the velocity space of all the electrons that have
approached the shock, at the time when they are located
at∼ 50 c/ωpe ahead of the shock. We see that no electron
with vup‖ > ut has reached the vicinity of the shock, just
a consequence of the fact that particles initialized with
vup‖ > ut would have propagated away from the shock.
Despite the uncertainties in the values of the magnetic
compression ratio and of the cross-shock potential jump,
Figure 6(b) clearly demonstrates that only electrons sat-
isfying the SDA reflection criteria (namely, the region
enclosed by the green solid lines) will eventually be re-
flected back upstream. Also, the velocity distribution of
the particles after reflection (Figure 6(c)) lies well within
the region enclosed by the pink solid lines, in agreement
with the SDA predictions.
As an additional test, we have used the SDA theory
to compute a synthetic electron energy spectrum after
one cycle of SDA, and we have compared the synthetic
spectrum to the energy spectrum measured in the sim-
ulation just upstream from the shock. In the upstream
rest frame, the initial electron velocity distribution is a
Maxwellian with kTe/mec
2 = 0.17, which is shown in
Figure 7(a) as a 2D histogram. We identify the elec-
trons that satisfy the reflection conditions (i.e., inside
the region delimited by the green lines in Figure 7(a)),
compute their post-reflection energy using Equation (24),
and combine them with the sub-population of the ini-
tialized electrons that satisfies vup‖ < ut, so that the ini-
tialized electrons can approach the shock. Finally, we
transform the energy of each electron from the upstream
frame to the simulation (downstream) frame. The re-
sulting synthetic spectrum is shown with the solid blue
line in Figure 7(b). It agrees very well with the actual
energy spectrum measured from the simulation at a rel-
atively early time, Ωcit = 3.7 (blue dashed line).
It should be stressed that the maximum energy of the
predicted SDA spectrum is time-independent, for a given
set of shock parameters. However, at late times, the elec-
tron energy spectrum in our simulation keeps evolving,
with the non-thermal tail stretching in time to higher and
higher energies. The red dashed line in Figure 7(b) shows
vup‖ [c]
v
u
p
⊥
[c
]
ut
(a)
−1 −0.5 0 0.5 1
0
0.2
0.4
0.6
0.8
1
10−3 10−2 10−1 100 101 102
10−4
10−3
10−2
10−1
100
γ − 1
(γ
−
1)
d
N
e
/d
γ
∆φ =0.5
b =4
(b)
 
 
SDA prediction
Ωcit =3.7
Ωcit =28.9
Fig. 7.— Panel (a) shows the velocity space vup‖ − v
up
⊥ of the
injected electrons in the reference run. The SDA predictions are
indicated with the green and pink solid lines as in Figure 6, assum-
ing b = 4 and ∆φ = 0.5. The synthetic spectrum is constructed
by combining two populations. The first population consists of
electrons with vup‖ < ut (i.e., in the region to the left of the verti-
cal white dashed line in panel (a)), which is required so that the
electrons can interact with the shock. The second population con-
sists of electrons that were originally within the region allowed for
SDA reflection, as delimited by the green solid line. After reflec-
tion, they move to the region delimited by the pink solid line, and
their energy increases according to Equation (24). Panel (b): The
blue solid line shows the synthetic energy spectrum computed in
the way described above, following the SDA predictions. The blue
dashed line shows the electron energy spectrum measured in the
simulation at a relatively early time (Ωcit = 3.7) at a distance of
50− 100 c/ωpe ahead of the shock. This is in very good agreement
with the synthetic spectrum. The red dashed line shows the spec-
trum measured at a later time (Ωcit = 28.9), which differs signifi-
cantly from the synthetic SDA spectrum. The late-time spectrum
shows a pronounced non-thermal component extending to much
larger energies, suggesting the presence of a long-term Fermi-like
acceleration mechanism.
the electron energy spectrum measured at a later time,
Ωcit = 28.9. The maximum energy here is γe,max & 20,
three times larger than what is predicted for one-cycle of
SDA, γe,max ∼ 6 (compare the red dashed line with the
blue solid line). Such long-term sustained acceleration
can only be achieved by an additional stage of energiza-
tion, akin to the Fermi mechanism.
4.2.3. Fermi Acceleration
In Figure 8, we show the evolution of a typical non-
thermal electron that undergoes multiple SDA cycles, in
a way resembling the well-known Fermi process. The en-
ergy and z-location of the particle (Figure 8(a) and (b))
show that the electron first gains energy at Ωcit ∼ 2.5−5
via SDA and is then reflected upstream. While the parti-
cle propagates upstream at Ωcit ∼ 5−9, it interacts with
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the spatio-temporal evolution of the y-averaged value of Bz/B0. All quantities are measured in the simulation (downstream) frame. The
particle is scattered by the upstream waves plotted in panel (c) back toward the shock at Ωcit ∼ 9, which allows it to gain additional energy
via a second cycle of SDA.
the upstream waves (Figure 8(c)), generated by previ-
ous populations of returning electrons streaming ahead
of the shock. As a result of the interaction with the
waves, the electron momentum parallel to the magnetic
field is reduced, and eventually the electron is scattered
back toward the shock at Ωcit ∼ 9. The interaction with
the waves themselves does not yield a significant energy
gain, yet it allows the particle to approach the shock for
a second time. When the particle reaches 50 c/ωpe ahead
of the shock at Ωcit ∼ 10.5, the gradient of the magnetic
field confines the electron at the shock, and the particle
gains energy again through a second SDA cycle. This
appears clearly from both the drift motion along −zˆ and
the corresponding increase in energy (Figure 8(a) and
(b)).
We remark that the conventional Fermi acceleration
relies on scattering by waves both upstream and down-
stream of the shock. Although we do observe down-
stream waves in Figure 3(a)-(c), they are not necessary
for the Fermi-like acceleration we are discussing here. As
shown in the typical particle orbit in Figure 8, the parti-
cles are reflected upstream by the magnetic field gradient
at the shock front via the magnetic mirror effect, without
penetrating the downstream region. The upstream waves
then scatter these reflected electrons back towards the
shock for additional cycles of SDA. We note that the par-
ticles propagate into the upstream for a distance larger
than a few Larmor radii, as expected in the standard
Fermi acceleration mechanism. It is worth contrasting
this behavior with that of the particle in Figure 5, which
is not scattered back from the upstream region towards
the shock. The main difference is that after the first cycle
of SDA, the particle in Figure 5 returned upstream hav-
ing a large component of the momentum parallel to the
magnetic field. It propagated away from the shock, with
little deflection by the upstream waves (which were still
weak, at such early times). As a result, the interaction
with the waves was not sufficient to scatter the electron
back towards the shock for further SDA energization.
In general, particles emerging from the SDA acceler-
ation with a small parallel momentum are more favor-
able for being scattered back toward the shock by the
upstream waves. After being scattered, their parallel
momentum is still small, and since their energy has in-
creased due to the previous SDA cycle, they lie in the
region of velocity space favorable for additional SDA re-
flection and acceleration. This makes this Fermi-like ac-
celeration process – composed of multiple SDA cycles –
extremely efficient. We also note that particles emerg-
ing from the SDA acceleration with a large parallel mo-
mentum, such as the one in Figure 5, though not likely
to undergo Fermi acceleration, are still very important
for the overall acceleration process. In fact, their large
parallel momentum contributes to the electron tempera-
ture anisotropy in the upstream region (see Figure 2(l)),
which governs the growth of the upstream waves that
scatter later generations of reflected electrons. The na-
ture of the electron self-generated waves will be discussed
in a forthcoming paper (Guo et al. 2014). We stress that
the electron self-generated waves exist and mediate effi-
cient electron acceleration in low Mach number shocks
for a wide range of physical parameters. As we will show
in a forthcoming paper (Guo et al. 2014), we reach sim-
ilar conclusions across nearly all the magnetic obliquity
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angles, in the temperature range Te = 10
7 − 109K and
for magnetizations σ = 0.01 − 0.03. The excitation of
the waves requires the parallel electron thermal pressure,
Pe‖ ≡ nekBTe‖, to be larger than the magnetic pressure.
In addition, it relies on the free energy provided by the
electron temperature anisotropy
(
Te‖ > Te⊥
)
introduced
by the returning electrons, which further depends on the
SDA process. The detailed dependence on various physi-
cal parameters shall be presented in the forthcoming pa-
per (Guo et al. 2014).
5. SUMMARY AND DISCUSSION
In this work, we study from first principles the physics
of electron acceleration in a low Mach number (Ms = 3)
shock, by means of fully kinetic PIC plasma simula-
tions. In our simulation, the upstream plasma fol-
lows a Maxwell-Ju¨ttner distribution with temperature
Te = Ti = 10
9 K and a low magnetization parame-
ter σ = 0.03 (equivalent to a plasma beta βp = 20).
The upstream magnetic field is oriented at an angle of
θB = 63
◦ with respect to the shock normal. The physical
parameters we choose are applicable to the bow shocks
expected to form ahead of the G2 cloud (Narayan et al.
2012; Sa¸dowski et al. 2013) and of the S2 star (Gian-
nios & Sironi 2013) upon interaction with the hot ac-
cretion flow at the Galactic Center. Our parameters are
also relevant to merger shocks in galaxy clusters, aside
from the lower temperature of the intra-cluster plasma
(T ∼ 107 K). A complete investigation of the parame-
ter space will be presented in a forthcoming paper (Guo
et al. 2014), where we will show explicitly that out results
can be generalized to lower temperatures. We emphasize
that, in the upstream frame, the plasma is initialized
according to the physically-grounded Maxwellian distri-
bution, instead of the so-called “κ-distribution” that was
employed by, e.g., Park et al. (2013). The latter distribu-
tion contains an additional supra-thermal tail that can
artificially enhance the injection of electrons into the ac-
celeration process.
We find that ions are not efficiently accelerated. In
contrast, about 15% of the incoming thermal electrons
are accelerated up to non-thermal energies. The up-
stream electron energy spectrum develops a non-thermal
power-law tail with slope p ≡ −d logN/d log(γ−1) ' 2.4.
The energy density carried by the high-energy electrons
is ' 10% of the bulk kinetic energy density of the in-
coming ions. The spectral cut-off energy of the up-
stream electron spectrum steadily grows with time, in-
dicating that the acceleration process persists to late
times. The radio synchrotron spectral index expected
for a slope p ' 2.4 of the electron energy distribution
is α ≡ d logFν/d log ν = (1 − p)/2 ' −0.7 (Rybicki &
Lightman 1979), which agrees with the radio spectral in-
dex (α = −0.6 ± 0.05) observed at the shock front of
the radio relic in the galaxy cluster CIZA J2242.8+5301
(van Weeren et al. 2010). Incidentally, the polarization
analysis of the radio relic shows that the magnetic field is
quasi-perpendicular, which is consistent with our setup.
We study in detail the electron acceleration mech-
anism. We find that shock drift acceleration (SDA)
governs the injection of electrons into a Fermi-like ac-
celeration process, that self-consistently persists in the
long-term evolution of the shock. We develop a fully-
relativistic theory of the SDA process and we compare it
to the results of our simulation, finding excellent agree-
ment. During the SDA process, a fraction of the incom-
ing electrons gain energy from the shock motional electric
field while drifting along the shock surface, and they are
reflected back upstream. By tracing electrons from the
simulation, we demonstrate that our SDA theory prop-
erly predicts the conditions required for participating in
the SDA process (and so, for the subsequent reflection to-
ward the upstream). We also show that the electron en-
ergy spectrum predicted by our SDA formalism, assum-
ing one cycle of SDA acceleration, agrees well with the
spectrum measured from the simulation at early times.
However, the spectrum from the simulation at late times
clearly indicates the existence of additional energization,
beyond a single cycle of SDA. The additional energy gain
is mediated by the upstream waves self-generated by the
electrons streaming ahead of the shock after the SDA
phase. The upstream waves are not primarily driving
the electron energy gain. Rather, they scatter the elec-
trons propagating upstream back toward the shock for
multiple cycles of SDA, thus sustaining a long-term ac-
celeration process akin to the Fermi mechanism.
Our study offers a possible solution to the electron in-
jection problem in the low Mach number shocks present
in galaxy clusters. The bright radio luminosity that is
observed from radio relics in the outskirts of galaxy clus-
ters seems to be in contradiction with the poor electron
acceleration efficiency expected on theoretical grounds
(e.g. Brunetti & Jones 2014, for a review). Most theo-
retical models assume that the particles are injected via
the so-called “thermal leakage” process (Malkov & Vo¨lk
1998; Gieseler et al. 2000; Kang et al. 2002), i.e., supra-
thermal particles can propagate from the downstream
back into the upstream and get injected into the Fermi
process. This model requires that the electrons should
have a momentum at least a few times larger than the
characteristic post-shock ion thermal momentum, in or-
der to be injected into the Fermi process. The minimum
momentum for injection increases with decreasing Mach
number and is at least a factor of
√
mi/me larger than
the expected post-shock electron momentum (Kang &
Ryu 2010). As a result, the fraction of electrons that
can participate in the Fermi process at low Mach number
shocks is expected to be extremely small (Kang & Ryu
2010). 4 In contrast, the observed bright radio emission
from radio relics requires a large number of accelerated
electrons. Kang et al. (2014) propose to resolve this con-
flict by assuming the existence of electrons following a
κ-distribution, which has an ad hoc supra-thermal tail
with a power-law shape. However, the existence of such
supra-thermal electrons at the outskirts of galaxy clus-
ters has never been demonstrated (Pinzke et al. 2013).
The key issue of the thermal-leakage model summa-
rized above is that it assumes that the electrons, in order
to be injected into the Fermi process, need to be scat-
tered by the MHD waves in the downstream region to
propagate back into the upstream, and thus they have
4 While the thermal leakage model was originally invoked for
quasi-parallel shocks and has not been well developed for quasi-
perpendicular shocks, it has been shown that the minimum mo-
mentum required for injection in quasi-perpendicular shocks is no
less than in quasi-parallel shocks (see e.g. Zank et al. 2006, in
the context of interplanetary shocks), so the injection efficiency in
quasi-perpendicular shocks is expected to be even smaller.
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Fig. 9.— Panel (a) compares the electron energy spectra from the reference run (2D in-plane) and the 3D run measured at Ωcit = 7.4
at a distance of 60− 160 c/ωpe ahead of the shock. Panel (b) compares the electron energy spectra from the 1D run, the reference run (2D
in-plane) and the 2D out-plane run measured at Ωcit = 15 at a distance of 60− 160 c/ωpe ahead of the shock.
to possess very large momenta in the first place (so that
their Larmor radius is larger than the scale of the MHD
turbulence). In contrast, our mechanism, based on first-
principle PIC simulations, does not involve any scatter-
ing in the downstream turbulence. Rather, the shock it-
self acts as a magnetic mirror, reflecting a fraction of the
incoming electrons back upstream after the SDA stage.
The minimum electron momentum required for reflec-
tion via the SDA mechanism is much lower (by a factor
of ∼ me/mi) than that required in the thermal-leakage
model. We emphasize that, while the electron injection
efficiency in the thermal-leakage model should signifi-
cantly decrease for higher mass ratios, our results are
insensitive to the choice of mi/me, as shown in Appendix
B. In addition, in our study we show that the electrons
propagating upstream can self-generate magnetic waves,
without any need for the MHD turbulence that is usually
invoked in the thermal-leakage models described above.
We also remark that the SDA-mediated injection that
we describe in this work is complementary to the injec-
tion mechanisms invoked in high Mach number and low
plasma beta shocks, which have been extensively studied
in application to Supernova Remnants. The often in-
voked electron shock surfing acceleration cannot operate
in low Mach number shocks, since the Buneman instabil-
ity is suppressed in hot plasmas. On the other hand, SDA
cannot operate efficiently in high Mach number shocks,
because the fraction of velocity space that allows injec-
tion via SDA is shrinking with increasing Mach number,
resulting in poor acceleration efficiencies. The injection
by whistler waves proposed by Riquelme & Spitkovsky
(2011) in low beta flows is not playing any important
role in high plasma beta shocks, where energization via
SDA is dominating. On the other hand, the magnetic
waves that allow for multiple SDA cycles in our mecha-
nism are suppressed in low plasma beta flows, as will be
demonstrated in a forthcoming paper (Guo et al. 2014).
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APPENDIX
DEPENDENCE ON THE DIMENSIONALITY
Our reference run is performed on a 2D spatial domain, although we solve for all the 3D components of the particle
momenta and of the electromagnetic fields. To test the validity of our choice of a reduced dimensionality, we have
run simulations with the same physical parameters as in our reference run, but in 1D and 3D computational domains.
Similarly, to validate our choice for the orientation of the magnetic field (lying in the simulation plane, i.e., ϕB = 0
◦ in
our reference run), we have performed a 2D simulation with ϕB = 90
◦ (referred to as 2D out-plane). For the 1D run,
the box size along the y-dimension is only 1 c/ωpe. For the 3D run, the box size along the z-dimension is equal to that
along the y-dimension, which is 76 c/ωpe (corresponding to 7.6 c/ωpi, or almost one ion Larmor radius). In our 3D run,
we choose to resolve the electron skin depth with 5 cells, and we initialize the upstream plasma with 2 computational
particles per cell (one per species), as opposed to the larger value (32) that we can employ in 2D simulations.
In Figure 9(a), we compare the electron energy spectra from the reference run (2D in-plane) and the 3D run at
Ωcit = 7.4, the latest stage of evolution of the 3D simulation. We find that the energy spectra agree very well in terms
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Fig. 10.— Electron energy spectra and the evolution of the maximum Lorentz factor from the run with mi/me = 400 (blue) and the
reference run (red) measured at Ωcit = 11 at a distance of 60 − 160 c/ωpe ahead of the shock. The spectra agree very well, as expected
when we change the value of the mass ratio but keeping ut fixed (Equation (B1)).
of both the normalization and the power-law slope of the non-thermal tail. However the spectrum cuts off at a lower
energy in the 3D run, and the maximum energy also grows slower at late times. This is likely an artifact of the lower
number of computational particles per cell (2 in the 3D run versus 32 in the reference run). We have checked that the
upstream waves in 3D show a similar pattern as in our reference run. Thus, Fermi acceleration is expected to operate
in the same way in 2D and 3D.
The comparison of the electron energy spectra between the reference run, the 1D run and the 2D out-plane run
(Figure 9(b)) shows that the spectra from both the 2D out-plane run and the 1D simulation present an artificially
higher normalization than those from the 3D and 2D in-plane runs. The growth of the maximum energy is also slower
than in the reference run, as shown in the subpanel. This indicates that the 2D out-plane configuration misses some of
the important physics. Our conclusion is that the 2D in-plane configuration is a good choice to capture the acceleration
physics of the full 3D problem.
DEPENDENCE ON THE MASS RATIO
Since our simulations employ a reduced mass-ratio mi/me = 100, it is natural to wonder how the results will change
when a realistic mass-ratio of mi/me = 1836 is used. We note that ut and the dimensionless electric potential jump ∆φ
are the key parameters that determine the minimum energy required for participating in the SDA process (Equation
(22) and discussion thereafter). Their value controls the fraction of reflected electrons and the maximum energy gain
per cycle (Equation (24)). To understand the effect of the mass ratio, we rewrite ut and ∆φ ∼ miu20/(2mec2) in terms
of the simulation parameters as
ut=u
up
sh sec θB =
√
2ΓkBTi
mi
Ms sec θB =
√
2ΓkBTe
me
√
me
mi
Ms sec θB , (B1)
∆φ∼ miu
2
0
2mec2
= M2Γ
kBTe
mec2
. (B2)
This suggests that, for fixed Te = Ti, M and Ms, if we scale the obliquity angle θB such that sec θB
√
me/mi = const,
the acceleration efficiency should be unchanged. Since the relevant time scale for SDA and the shock evolution is Ω−1ci ,
we should expect the spectra to be comparable at the same time in units of Ω−1ci .
To test this prediction, we have run a simulation with the same physical parameters as in our reference run but
with a larger mass ratio, mi/me = 400. Correspondingly, we have changed the field obliquity to θB = 77
◦, which
ensures that the value of ut is unchanged. Figure 10 shows the comparison at Ωcit = 11 of the upstream electron
energy spectra, between mi/me = 100 (red) and mi/me = 400 (blue). We see excellent agreement, as expected. This
confirms that the efficiency of both the SDA mechanism and of the Fermi acceleration process is independent of the
mass ratio, once the magnetic obliquity is properly rescaled. In addition, we observe that the upstream waves for
mi/me = 400 show a similar pattern as in our reference run.
We then conclude that our results, that employ a reduced mass ratio, can be generalized to the realistic mass ratio.
For mi/me = 1836, the corresponding field obliquity is θB = 84
◦. For this value of θB , electron acceleration should
proceed exactly in the same way as we have presented here for our reference run with mi/me = 100. The independence
of our mechanism on the mass ratio is to be contrasted with the conclusions by Riquelme & Spitkovsky (2011), finding
that electron injection by oblique whistler waves in low plasma beta shocks depends sensitively on the mass ratio. In
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our high plasma beta shocks, the strength of the magnetic waves mediating electron acceleration does not depend on
mass ratio, as we will show in the forthcoming paper (Guo et al. 2014). In addition, our mechanism does not rely on
direct acceleration by the electric field of the waves, as opposed to the work by Riquelme & Spitkovsky (2011).
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