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Abstract
The fundamental objective of this research project was to develop a computational model,
using high-level quantum chemical techniques based on density functional theory (DFT),
which is able to describe the aquo and hydroxide complexes of strontium and their inter-
actions with hydrated brucite surfaces, aiming to create a general approach which can be
subsequently modified for the investigation of other radioactive ions/surfaces. The first two
chapters of this PhD thesis are a general introduction on the project’s industrial relevance
and on the computational methodology used. The subject of this study is strongly related to
the decommissioning of the UK’s nuclear legacy fuel storage ponds and therefore the the-
sis is organised such that, through the three main steps of the computational investigation, it
eventually leads to an industrially relevant main conclusion.
In the third chapter, the possible strontium hydroxide complexes in aqueous environment
have been investigated, in order to establish likely candidate species for the interaction of nu-
clear fission-generated strontium with the hydrated brucite surfaces in high pH spent nuclear
fuel storage ponds. A combination of the COSMO continuum solvation model and one or
two shells of explicit water molecules are employed for describing accurately the hydrolysis of
Sr2+.
The next chapter presents the periodic electrostatic embedded cluster model, developed
for the brucite (0001) surface to be employed in the study of the adsorption reactions. Using
the periodic electrostatic embedded cluster method (PEECM), implemented in the TURBO-
MOLE code, we have created a quantum chemically treated cluster in an infinite array of point
charges and validated this surface model by exploring the adsorption of Sr2+ and other s block
cations on bare and hydrated surfaces, comparing the PEECM data with those from a periodic
DFT study using the CRYSTAL code.
In the fifth chapter, the results of the previous two chapters are combined to describe
the Sr-surface interactions as realistically as possible. A theoretical reaction was created, in
which the energy of the adsorbed Sr2+ ion on a hydrated brucite surface was compared with
the energy of a solvated Sr2+ in the bulk solution, i.e. with the previously identified strontium
complexes in aqueous phase. To achieve this, the PEECM model was extended with one and
two layers of water molecules both in the quantum mechanical and point charge region, whose
geometries are based on previous molecular dynamics studies. Several possible complexes
are identified both in the presence or absence of solvated OH− groups with different Sr-surface
distances and complex conformation, and their adsorption energies were calculated in order
to evaluate the general strength of the possible ion-surface interactions.
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Chapter 1
Introduction
Much of the UK’s nuclear legacy wastei has been stored in ponds, wet silos and tanks
which contain a large quantity of radioactive sludge formed by the in-pond corrosion of the
spent Magnox fuel cladding. The composition of the waste is heterogeneous and it can change
with the changing environment, but due to the high biological hazard and the difficulties in
accessing and analysing the old-time paper based records, the monitoring and investigation
of the exact compositions is very difficult. Since the storage facilities are close to the end
of their designed life-time, a decommissioning program was initiated by Sellafield Ltd. to
remove the waste from those facilities with the ultimate aim to immobilise and prepare the
nuclear waste for long-term storage. However, due to the lack of complete understanding of
the conditions of the ponds, the decommissioning is very challenging and requires complex
solutions involving the combination of experimental measurements on simulated systems,
computational modelling and technological developments.[1]
With the improvement of computational technologies, modelling plays a key role in several
stages of the investigation and waste management: it can help to interrogate key process
variables, define future monitoring requirements, underpin operating envelopes and technical
risks. Modelling of fundamental chemical behaviours can help to understand the chemical
reactions, soluble speciation and thermodynamically stable phases existing in the ponds.[2]
The aim of my PhD project is to provide quantum chemical insight into the interactions
between fission generated Sr2+ and hydrated brucite surfaces to help understand the fun-
damental chemistry behind the present conditions in the legacy ponds. To be successful in
this task, first we need to understand the industrial background of the problem by studying
the history of the legacy ponds (1.1), their content (1.2) and the proposed waste treatment
(1.3), then identify the key challenges and objectives for the computational investigation of the
chosen problem (1.4).
iThe objective ”legacy” refers to nuclear waste which was produced during the pioneering nuclear research
and early civil or military nuclear power programmes.
1
2 CHAPTER 1. INTRODUCTION
1.1 The legacy of Magnox reactors
The first British civil nuclear power reactors were Magnox-type which were pressurised,
carbon-dioxide cooled systems with graphite moderators. The fuel contained unenriched
uranium metal encased in a magnesium-aluminium alloy, called Magnox (Magnesium non-
oxidising, represented in Figure 1.1a.[3] The exact composition of the alloy could vary de-
pending on reactor site, but the magnesium content was usually up to 90% and, in addition to
other elements with very small concentration (e.g. Be, Ca, Zr, Fe ...), the aluminium concen-
tration changed from less than 0.02 up to 0.9%.[4] The key advantage of this specific alloy was
its relatively low neutron capture cross section, which made it applicable as neutron moderat-
ing, neutron reflecting cladding material. However, it could be used only at a limited maximum
operating temperature, due to possible secondary recrystallisation and significant changes in
the grain structure at high temperatures,[5, 6] which seriously limited the thermal efficiency of
this type of reactor.
(a) Oldbury Magnox fuel element in
graphite brick[7] (b) Opened air legacy pond in Sellafield[8]
Figure 1.1: Example of a nuclear legacy pond and a Magnox-type fuel element
During the second part of the twentieth century, 26 Magnox reactors were built in the UK,
most of them with slightly different designs[3, 9] and with modified Magnox compositions.[4]
None of these is operating any more; the last of the Magnox-type reactors in Britain, Wylfa,
was shut down in 2015. The used fuel rods and cladding material became part of the interme-
diate and high level nuclear waste (ILW and HLW)[10] and are currently stored in fuel storage
ponds and wet silos in Sellafield and other reactor sites in the country. ILW materials still pro-
duce significant amounts of radiation, but not as much as HLWs which are so radioactive that
the generated heat by these materials has to be taken into account during their storing period.
Therefore the spent Magnox fuel rods are stored temporarily in ponds or other facilities, filled
with water to act as a radioactivity shield and as a cooling medium, before final disposal or
reprocessing. In some facilities, such as the one in Figure 1.1b, spent fuel has been stored
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for decades and this material represents a hazard that needs to be addressed.
Another disadvantage of Magnox is its reactivity with water. More accurately, Magnox
corrosion is accelerated by the presence of chloride in the pond water. Although NaOH is
used to maintain the high pH, since the legacy ponds are opened to the air near to the coast,
a chloride build-up from sea-salt aerosols and insufficient purging of the water has resulted
in the corrosion of the cladding material during the long period of storage. The magnesium-
aluminium alloy has corroded during the years of storage under water, and formed a large
quantity of sludge, often referred to as corroded Magnox sludge (CMS). Gregson and co-
workers analysed the composition of the CMS and showed that the main component of the
solid phase corrosion product is brucite (Mg(OH)2), which forms hexagonal plate structures as
shown in Figure 1.2b. Other Mg based phases are present in smaller amounts in the sludge,
as well as uranium oxide particles which are formed due to the oxidation of the fuel element
(Figure 1.2c).[11] Besides the corrosion products, the waste contains aquo and hydroxide
complexes of leached actinides (238U, 239Pu and 241Am) and fission products (mostly 137Cs
and 90Sr) in a significant concentration.[2] It has been shown experimentally that brucite can
absorb some of the above mentioned ions,[12, 13] moreover, its sorption capacity increases
with higher pH[14] and the base molality in the ponds is generally high.
(a) simulated Magnox cladding
before corrosion
(b) Brucite and other Mg based
phases
(c) in-situ formed uranium-
oxide particles
Figure 1.2: ESEM images of (a) a Magnox model sample, (b) corrosion products of Magnox: brucite and
other Mg based phases (c) in-situ formed uranium-oxide particles[11]
Since the legacy ponds are open to the air, there are other potential components, such
as various microbes, which can exist in the solution and affect the conditions, for example
changing the pH and the redox environment.[15] This fact is important, since the pH condi-
tions have a significant role in waste treatment to keep the solubility of the sludge components
to a minimum and to avoid the further corrosion of Magnox as well as undesirable changes
in the mobility of different redox sensitive actinides.[16–19] Furthermore, there is a notable
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CO2 dissolution in the open ponds over time. The dissolved CO2 can induce significant struc-
tural changes, e.g. the transformation of the brucite to various Mg hydrocarbonate phases or
carbonate complexation of the actinide ions in solution.[20, 21]
1.2 Hazardous radioactive ions in the ponds
The unenriched uranium metal contains a combination of three isotopes (0.711% 235U,
99.284% 238U and 0.0055% 234U). When it is used as fuel for thermal reactors, 238U captures
one slow neutron and after two beta decaying steps becomes fissile 239Pu. 235U and 239Pu,
with the adsorption of a neutron, can undergo nuclear fission and produce a wide range of
mostly radioactive elements as fission products according to the thermal fission yield diagram
shown in Figure 1.3. The fissile reaction results in three more neutrons and generates a
significant amount of energy (Eq. (1.1)) besides the two fission products (A and B), and
continues to go on in a controlled cycle until most of the fuel is used up. Among all the
possible fission products, the ones with a medium-long half life (several years) are the most
important from the perspective of nuclear waste management as they will be responsible for
the radioactivity during the temporary storage in the ponds. 90Sr and 137Cs stands out from
this group with the highest production yield ( ∼6% for the fission of 235U), making them the
most abundant radioactive elements in the high and intermediate level waste.[22]
235
92 U +
1
0 n −→23692 U −→∼95 A +∼138 B + 310n + 177MeV (1.1)
Figure 1.3: Schematic diagram of fission product yield for thermal neutron fission of 235U and 239Pu
90Sr is a beta decaying radioactive element with a half life ∼29 years.[23] Its radioactivity
is dangerous for human health and since it is soluble in water, if it enters the groundwater
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or soil,[15, 24] it carries a major hazard for the environment. 90Sr can be inhaled too, but
ingestion in food and water is the greatest health concern. Because the biochemical behaviour
of Sr is very similar to Ca, it deposits in the bones, teeth and bone marrow and can cause
cancer there and in the surrounding soft tissues. [25–27] 137Cs emits both beta particles and
gamma rays with a half life of 30 years.[23] It also travels easily through air and is soluble
in water, however, it is less likely to move in the ground than 90Sr, as it bonds strongly to
the soil.[26] 137Cs is most dangerous through external exposure to a large amount due to its
gamma radiation, but it hardly occurs in such a high concentration. When it enters the body
it gets more or less uniformly distributed with the highest concentration in the soft tissues and
increases the risk of cancer.[26]
The deposited used fuel rods still contain a high amount of solid uranium (>95%), which
can also be partially released in the solution, along with to solvated ions of other alpha emitting
by-products of the fissile/neutron capture reactions, such as different isotopes of Pu, Am and
Cm.[28] The uranium most likely becomes UO2+2 when it corrodes and it can be present both
in the solid and aqueous phase of the waste.
1.3 SIXEP: the pond water treatment process
Filtration and ion exchange treatment plants are typically used to condition waste water
prior to discharging, such as the Site Ion eXchange Effluent Plant (SIXEP) which has oper-
ated in Sellafield since 1985 and is used to remove almost all the radioactivity of the liquid
effluent from the storage ponds before sea discharge.[29] The feed entering the SIXEP plant
is quite heterogeneous: it is an alkaline (pH > 11) water solution containing solid materials
with various particle sizes and a range of mobile ions; of which the radioactive ones are pri-
marily 90Sr and 137Cs, but some alpha emitting actinides too (e.g. Pu, 241Am, 242Cm and
244Cm)[28]. There is also a large concentration of non-radioactive cations, mostly Na+ Mg2+,
Ca2+ and K+.[2] The concentration of the latter ions is an important factor as these ions are
competitors of the radioactive solutes in the cation exchange process.
A schematic flow chart of the SIXEP operating in the Sellafield site is shown in Figure
1.4. Although the heart of the process are the ion exchange beds where the radioactive (and
the non-radioactive) cations are swapped with cations of the ion exchanger material (usually
some kind of zeolite e.g. clinoptilolite which is a natural zeolite particularly selective for Sr
and Cs ions[2]), the feed has to go through several treatment processes before entering the
ion exchange columns.[2, 30] First, the suspended solids have to be removed by settling and
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filtration to avoid blocking the beds and to take away a significant amount of activity linked
to the solid phase. Settling tanks are used to remove larger particulates and experimental
results with simulated sludge have showed a significant strontium uptake at this step (by the
solid phase) which was initially linked to the presence of brucite. In the reception tank, poly-
electrolytes are added to the feed to enhance the filtration of smaller particles and colloids by
the sand bed filters. 90% of the alpha emitters (Am and Cm) are filtered out at this point as
they mostly sorb onto solid particulates, however Pu ions are less likely to absorb and there-
fore they are detected with an almost unaltered concentration at the end of this process.[28]
The next step is the carbonation tower, where the entering alkaline liquor contacts with carbon
dioxide and forms carbonates and hydrocarbonates while the pH reduces to close to neutral.
Figure 1.4: The process diagramm of SIXEP[2]
The ion exchange columns have a certain ion exchange capacity which is supposed to be
constant and determined only by the number of functional groups available for ion exchange
in the material. However, in the process design and operational point of view, the so-called
breakthrough capacity is a more important factor, as it is refers to the volume of solution which
can be treated in the plant before the concentration of the radioactive ions starts to increase in
the leaving effluent.[31] It depends on several variables, such as the initial ion concentration
of the entering liquor, ionic size and valence, temperature, nature of the functional group
etc.; and once this volume is achieved, the used ion exchanger has to be physically removed
from the vessels, disposed as solid radioactive waste and replaced with new material. In the
case of uncertain feed composition, the SIXEP process has to run within big safety limits,
assuming the highest possible concentration of movable ions, which can be extremely costly
and inefficient, Besides the fact that the ion exchange beds are also part of the radioactive
waste, there is a limited storage place for them, and during their replacement the SIXEP runs
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only with half-capacity; all of these are good reasons to continue the investigation on the exact
feed composition.
1.4 Computational challenges
Brucite, as the main corrosion product of the cladding material, coexists with radioactive
solvated ions, such as the fission generated Sr2+, in an alkaline aqueous solution in the
ponds. When this solution enters the SIXEP plant for treatment, the solid phase is separated
from the liquid phase. A significant but not constant strontium uptake is detected at this point
and for the optimal operation of the plant, it is crucial to understand what is responsible for
this uptake. If there are strong interactions between the Sr2+ ion and the solid Mg(OH)2, a
significant concentration of strontium may stay in the solid waste form sorbed to the brucite,
leaving a lower concentration in the effluent entering the ion exchange beds.
Computational studies have been used on several occasions to provide insight into ion/sur-
face interactions at the molecular level by predicting preferred reaction sites,[32–36] calculat-
ing the most stable structures during the interactions[35, 37–39] and allowing comparison of
the interaction energies of competing species[40–42]. Moreover, there are several examples
in the literature in which simulations have helped to improve our knowledge of radionuclide
related transport mechanisms in minerals[43] by determining the strength and type of their
interaction with transport media, such as molecular dynamics studies of the interaction of
solvated uranyl ions with common soil components around nuclear waste depositories,[35,
44–47] and computational investigations of ionic transport mechanisms in the filtration media
used during the decommissioning process such as sand and zeolite type ion exchangers[48,
49].
For this particular problem, first we have to know the thermodynamically stable complexes
of the Sr2+ in a high pH environment and create a model capable of studying the energetics of
ionic adsorption on a water/solid interface, to be able to investigate the proposed interactions
between Sr and brucite.
1.4.1 Studying the hydrolysis of Sr2+ in aqueous environment
Although the speciation of Sr(OH)2 in alkaline conditions and changing temperatures had
been studied experimentally, there is no structural information on the geometry of the thermo-
dynamically stable Sr2+ complexes in solution. With very few exceptions, hydrolysis constants
are determined from pH-dependent solubility studies[50] or recently by AC conductivity mea-
surements.[51] Therefore, as a first step of this PhD project, we have to identify the thermody-
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namically stable Sr2+ species in the solution to be able to use them as candidate species for
the interactions and as reference structures representing the solvated complexes in the bulk
solvent.
Modelling solvation or ligand exchange in solvated complexes with quantum chemical
methods requires different approaches than reactions involving strong chemical bonds, be-
cause these complexes are generally formed by weak and labile bonds where the effects of
the solvent-solute interactions cannot be neglected.[52] Thus, in addition to the selection of
an appropriate computational method and basis set, several other factors such as the con-
tinuum solvent model and the explicit inclusion of the first or even second solvation shells
can have a significant effect on the results and have to be carefully considered during the
investigation.[53] Chapter 3 of this thesis explains the work which has been carried out on this
subject.
1.4.2 Creating a suitable surface representation of (0001) brucite surface
An important challenge for the project is to create a suitable brucite model for the proposed
interaction. However, choosing a surface representation for the investigation of a particular
adsorption mechanism is not always straightforward, and the choice can heavily influence the
outcome of the results. One of the most common approaches to model surfaces is periodic
density functional theory (DFT)[54], which operates with conventional unit cells and employs
periodic boundary conditions. One popular alternative to modelling a surface with periodic
DFT is to use embedded cluster methods to represent an isolated adsorption site on a periodic
surface.[55–57]
For the given problem, we have to consider the following aspects before we decide on
the surface model: for the sake comparability and continuity within the thesis, the developed
system has to be compatible with previous results on the solvated Sr2+ complexes, and has to
have the capability to contain at least the same number of water molecules above the surface
as it is used in the solvation study. The model has to work for the adsorption of charged
species too and has to be able to describe the energetics of adsorption interactions on the
surface. Last but not least, ideally it should have moderate computational requirements to be
possibly used in other nuclear industry related problems in the future. Our choice of modelling
method and the steps toward surface optimisation and validation is the topic of chapter 4.
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1.4.3 Studying the interactions between the solvated Sr2+ and hydrated (0001)
brucite surface
The typical experimental studies which are carried out on simulated CMS, are measuring
the activity released from the sludge before and after the separation of the solid content and
calculating the activity release fraction (RF), the distribution coefficient (Kd) and the sorption
capacity in percentage based on the results.[15] Besides the changing content of the sludge,
many variables, such as the pH and temperature, can affect the interactions between ions and
solids and it is hard to differentiate and prioritise between these factors. Quantum chemical
calculations allow us an insight for the same absorption reactions from another, atomic-scale,
perspective in which we can investigate the preferred structures of the absorbed complexes
as well as the energetics and chemical background of the detected interactions; and ulti-
mately provide important complementary information for the understanding of the measured
behaviours.
Although there are several difficulties which limit the level of complexity that can be achieved
in a quantum chemical model system, in chapter 5 we combine the results and conclusions of
the two previous chapters to create a model as realistic as possible for the Sr adsorption on a
hydrated brucite surface. Then we pursue the investigation by identifying possible structures
for the absorbed complexes, calculating their adsorption energies and, after the careful anal-
ysis of the obtained results, by finally concluding on the theoretical possibility of Sr absorption
on brucite.
Chapter 2
Electronic Structure Theory
a·b This thesis is entirely computational and involves the use of several different methods
and theories. Therefore, in the first part of this chapter I attempt to summarise the basic
ideas of electronic structure theory by first introducing the main approximations of quantum
chemistry and the basics of Hartree-Fock theory, then continue with the density functional
theory and related topics such as functionals and basis sets. More detailed descriptions can
be found in the literature that I used as a basis for this summary.[58–60] In the second part I
concentrate on specific methods which are relevant for this work, such as solvent models and
periodic simulations, while in the last part of the chapter I write about the practical use of the
previously introduced theories.
2.1 The Schro¨dinger equation and other approximations
In electronic structure calculations one always seeks an approximate solution for the non-
relativistic time-independent Schro¨dinger equation (SE) shown in Eq. (2.1). The time-independ-
ent SE is an approximation itself, since it assumes that the wavefunction is invariant to time
and ignores relativistic effects. The Dirac equation is a variation of the SE which is consistent
with the theory of relativity, however, due to its complexity, when relativistic effects can be
ignoredi, the solution of SE is the base of most electronic structure theories.
Eq. (2.1) is an eigenvalue problem, which can be solved based on the variational princi-
ple (Eq. (2.2)). Hˆ is the Hamiltonian, a Hermitian operator which acts on the ground state
wavefunction (Ψ0(τ )) and results in the total energy of the system in the ground state, E0 (i.e.
the eigenvalue of the equation) as the expectation value of Hˆ with respect to the normalised
wavefunction.
HˆΨ(τ ) =
[
Tˆe + Tˆn + Vˆne + Vˆee + Vˆnn
]
Ψ(τ ) = EΨ(τ ) (2.1)〈
Ψ(τ )|Hˆ|Ψ(τ )
〉
≥ E0 if 〈Ψ(τ )|Ψ(τ )〉 = 1 (2.2)
The Hamiltonian includes the following terms (showed in Eq. (2.3) in atomic units): the kinetic
energy operator of N electrons (Tˆe), the kinetic energy operator of M nuclei (Tˆn) and the po-
iRelativistic effects in the first three periods of the Periodic Table are negligible.
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tential energy operators describing the nucleus-electron attraction (Vˆne), the electron-electron
(Vˆee) and nucleus-nucleus repulsion (Vˆnn) interactions. In the extended form of Hˆ riA is the
distance between the electron i and nucleus A, rij is the distance between electron i and j
while RAB is the distance between the A and B nuclei.
Hˆ = −
N∑
i=1
1
2
∇2i −
M∑
A=1
1
2mA
∇2A −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
+
M∑
A=1
M∑
B>A
ZAZB
RAB
(2.3)
The second assumption made to solve the SE for many-electron systems is the Born-
Oppenheimer approximation. This theorem allows us to separate the movement of the nuclei
from the electrons, based on the fact that the mass of the latter is 3-5 orders of magnitude
smaller, therefore the velocity of their movement is much faster than that of the nuclei, which
leads us to the following equations:
HˆeΨe = EeΨe (2.4)
(Tˆn + Hˆtot)Ψn = (Tn + Etot)Ψn = EΨn (2.5)
Eq. (2.4) represents the motion of the electrons with respect to a fixed nucleus configuration
(R constant). Hˆe contains Tˆe and the potential energy operators Vˆee and Vˆne. Including the
constant nuclear repulsion to describe the total energy of a fixed nuclei results in Etot =
Vnn + Ee and substituting its Hamiltonian, Hˆtot into Hˆ gives the total energy of the system
with respect to the movement of the nuclei (Eq. 2.5). Plotting Etot as a function of the nuclear
coordinates defines the so-called potential energy surface (PES) which can be analysed to
obtain chemically meaningful information about the studied systems. The analysis of PES is
discussed in more detail in section 2.7.1.
Before continuing with the next approximation, it has to be noted that although the elec-
tronic Hamiltonian is a function of spatial coordinates (r) only, particles with half spin, such
as electrons, are specified by their spin coordinates too (w) and the electron wavefunction
should reflect that by containing both and by satisfying the antisymmetry principle. Therefore,
instead of simply using the spatial orbital (ϕ(r)) as the wavefunction of a single electron in the
system, we use a more general definition, the so-called spin orbital (ψ(x)) in which x = {r, w}
containing both space (r) and spin (w) coordinates (Eq. (2.6)). Therefore, for a set of N spa-
tial orbitals, 2N spin orbitals can be defined by multiplying each ϕ(r) by one of the two spin
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functions:
ψ(x) =

ϕ(r)α(w)
or
ϕ(r)β(w)
(2.6)
After defining an appropriate single-electron wavefunction, the simplest approximation
to describe the many-electron wavefunction of a molecular system (Ψe in Eq. 2.4) is the
independent-electron model, in which the probability of finding one electron in a certain point
around the nuclei is uncorrelated with the position of the other electrons, i.e. the electron-
electron interactions are neglected. In this way, the many-electron wavefunction is some kind
of product of its electrons’ wavefunctions and, to still be consistent with the Pauli-exclusion
principle, it has the form of a determinant. The so-called Slater determinant of an N electron
wavefunction is shown in Eq. (2.7), where (N !)−1/2 is the normalisation constant. This form
of Ψe satisfies the Pauli-exclusion principle: since changing two rows of a determinant only
changes the sign of the wavefunction, allowing to interchange the coordinates of two elec-
trons while satisfying the antisymmetry principle; and having two columns the same makes
the determinant zero, i.e. two electrons with the same spin cannot occupy the same orbital.
Ψe(x1, x2, · · · , xN ) = 1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣
ψi(x1) ψj(x1) · · · ψk(x1)
ψi(x2) ψj(x2) · · · ψk(x2)
...
...
. . .
...
ψi(xN ) ψj(xN ) ... ψk(xN )
∣∣∣∣∣∣∣∣∣∣∣∣
(2.7)
For closed-shell singlet systems (where each orbital contains two electrons with opposite spin)
we often simplify the definition of the orbitals by considering only the spatial orbitals as eigen-
functions since the spin part of the determinant will always result a singlet wavefunction. As
every calculation discussed in this thesis is a closed shell singlet system, I shall use spatial
orbitals (ϕi(r)) for further discussions throughout this summary.
Although neglecting the electron-electron interactions significantly simplifies the descrip-
tion of many-body systems, it also leads to serious differences regarding the exact energy.
Therefore, the independent-electron based model is not appropriate for electron structure cal-
culations and some kind of assumption must be made to include the effect of electron-electron
repulsion in the Hamiltonian.
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2.2 Hartee-Fock theory (HF)
In Hartree-Fock theory, one derives the total electronic energy of the ground state by solv-
ing eigenvalue problems, as shown in Eq. (2.8), for each of its electrons. These single-electron
equations are called Hartree-Fock equations[61, 62] and they take into account the electron-
electron interactions by an effective potential (υHFi ) which is the average potential experienced
by the ith electron due to the other electrons present around it.
fˆiϕi = εiϕi (2.8)
fˆi = hˆi + υ
HF
i =
1
2
∇2i −
M∑
A=1
ZA
riA
+ υHFi (2.9)
In the HF equations, fˆi is the one-electron Fock operator containing the Hamiltonian of a
single electron in the field of the nuclei and the effective potential. υHFi contains two operators
(υHFi =
∑N
j (Jˆj − Kˆj)), which both depend on the coordinates of two electrons and have the
following expectation value with respect to the orbital ϕi:
〈
ϕi(r1)|Jˆj |ϕi(r1)
〉
=
∫
ϕi(r1)∗ϕj(r2)∗
(
1
rij
)
ϕi(r1)ϕj(r2)dr1dr2 = Jij (2.10)
〈
ϕi(r1)|Kˆj |ϕi(r1)
〉
=
∫
ϕi(r1)∗ϕj(r2)∗
(
1
rij
)
ϕj(r1)ϕi(r2)dr1dr2 = Kij (2.11)
Jˆj is the Coulomb operator, it represents the averaged classical repulsion potential acting on
the electron in orbital ϕi at position r1 from the electron in orbital ϕj . Kˆj is the exchange
operator, its name is coming from the fact that in Kˆj the spin orbital ϕj exchanges with ϕi
to the right of r−1ij . The exchange potential is the consequence of the antisymmetry princi-
ple: electrons of the same spin cannot occupy the same orbital which reduces the classical
Coulomb repulsion term with a non-classical contribution. It is a non-local operator, i.e. the
value of Kˆjϕi(r1) depends on the value of ϕi throughout all space. It is easy to see that in
case of i = j, Jii is completely cancelled out by Kii, thus there is no error arising from the
electron interacting with itself.
The HF equations can be solved by using the variational principle, i.e. the energy of the
orbital (εi) is the expectation value of the Fock operator with respect to the normalised orbital,
ϕi. By separating fˆi to its above described terms (Eq. (2.9), (2.10) and (2.11)) and applying
the variational principle to each, we get the following solution for εi:
14 CHAPTER 2. ELECTRONIC STRUCTURE THEORY
εi = hii +
N∑
j
(Jij −Kij) (2.12)
Going back to the original assumption of the HF theory, the energy of the many-electron wave-
function is described as the sum of the orbital energies with a correction term (Eq. (2.13));
one has to subtract half of the interatomic terms, since applying a double sum (
∑
i
∑
j) on
(Jij −Kij) would count the electron-electron interactions twice. By adding the energy of the
constant nuclear-nuclear repulsion potential to Eq. (2.13), we can calculate the total energy
of the system too: Etot = Ee + Vnn.
Ee =
N∑
i
εi − 1
2
N∑
i
N∑
j
(Jij −Kij) =
N∑
i
hii +
1
2
N∑
i
N∑
j
(Jij −Kij) (2.13)
The solution of the HF equations may seem straightforward at first, but one can easily
see that the definition of the Fock operator contains the orbital itself. Therefore, it can only
be solved iteratively, assuming the Fock operator is constructed from a trial set of orbitals
first. Then, a new set of orbitals can be obtained by solving the HF eigenvalue equations
which we can use to construct new fˆi operators until the orbitals within the Fock operators
are sufficiently close to be the same to the eigenfunctions, i.e. self-consistency is achieved.
Even with the above described self-consistent field method (SCF) in theory there is an infinite
number of possible solutions for the HF equations, as the exact form of the single-electron
wavefunction is unknown. Practically, to limit the number of possible solutions, we expand the
molecular orbital of the system with a linear combination of a finite set of basis functions (χα
in Eq. (2.14)) which often have a form similar to the atomic orbitals (see more in section 2.4).
ϕi =
∑
α
ciαχα (2.14)
In this approach, which is also known as the Hartree-Fock-Roothaan method,[63] instead of
the basis functions or orbitals, one can vary only the linear coefficients of the basis functions
(ciα) during the iteration process.
In theory, the more sophisticated the basis set, the lower the ground state energy is, i.e. it
becomes closer to the true ground state energy. However, even with a theoretically complete
basis set, there is a known limit of the ground state energy (the Hartree-Fock limit) due to the
errors arising from the averaged electron-electron interactions in the HF approach. Although
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relativistic effects can play an important role for heavy elements, typically, the biggest source of
error is the assumption of an average potential field arising from the surrounding electrons. In
fact, HF theory neglects the electron correlation.ii Therefore, to obtain more realistic energies,
one has to use methods which include some kind of electron correlation description in their
model, such as post-Hartree Fock theories or Density Functional Theory.
2.3 Density Functional Theory (DFT)
The advantage of DFT calculations compared to other quantum chemical methods is the
combination of acceptable accuracy and modest computational cost. This has made the DFT
method popular worldwide in quantum chemistry since the 1990s.[64, 65] While there are
serious limitations in accuracy in the Hartree-Fock theory, in most post-HF theories solving
the Schro¨dinger equation is a difficult many-body problem and the potential depends on the
coordinates of all the interacting electrons. The key feature of the DFT is that in this case, one
solves the Schro¨dinger equation as a non-interacting problem where the potential is a function
of the electron density i.e. of three space coordinates.iii
But what does the electron density represent? It is a probability density (ρ(r)) which de-
scribes the possibility of finding any electron in a given volume. If one integrates the electron
density (ρ(r)) over the three dimensional space coordinates (r), one will get the number of
electrons (N ) in that volume: ∫
ρ(r)dr3 = N (2.15)
The first Hohenberg-Kohn theorem[66] states that the electron density in the ground state
uniquely determines the potential up to an arbitrary constant. It means that ρ(r) can be used
to characterise a system and so we can describe the ground state energy as the functional
of the electron density. Based on this, the total energy of the system can be written in the
following form:
E[ρ(r)] = T [ρ(r)] + Vee[ρ(r)] + Vext[ρ(r)] = F [ρ(r)] +
∫
νext(r)ρ(r)dr (2.16)
E[ρ(r)] = T [ρ(r)] + J [ρ(r)] +K[ρ(r)] + Vne[ρ(r)] (2.17)
iiHF does not completely neglect the electron correlation, since the basic correlation of electrons with parallel
spin, that they cannot occupy the same space, is included in the exchange term.
iiiThis is true for Kohn-Sham DFT, but not for Hohenberg-Kohn DFT which does not require any Schro¨dinger
type equations. Besides, there is a spin dependence on the potential, which increases the number of variables to
four, but as the calculations reported here are all on closed shell singlet species, I will not discuss spin-polarised
DFT.
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Where E[ρ(r)] is the functional of the total energy of the system and T [ρ(r)] is the kinetic
energy functional of the electrons. Vee[ρ(r)] is the energy functional of repulsion between the
electrons, and just like in the HF theory, it is separated to two terms: Coulomb J [ρ(r)] and
exchange parts K[ρ(r)]. Vext[ρ(r)] is the energy functional of the external potential, which, in
most cases, equals to the Coulomb attraction of the nuclei: Vext[ρ(r)] = Vne[ρ(r)].
We can rewrite equation (2.16) using two terms: one, which is invariant to the external
potential (F [ρ(r)] = T [ρ(r)]+Vee[ρ(r)], universal functional of the density), and another which
depends on it. The second Hohenberg-Kohn theorem states that there is a single F [ρ(r)]
which is different and exact for each electronic system and the exact ground state energy
E0[ρ(r)] and electron density for a given external potential are obtained by minimising E[ρ(r)]
with respect to the density with the number of electrons held constant. The Hohenberg-Kohn
theorems laid down the basic rules of DFT but did not make it an easy-to-solve computational
method, since we still do not know the exact form of F [ρ(r)].
In early models, all energy components were expressed as a functional of the electron den-
sity (orbital-free DFT). Using the classical definition of the Coulomb interactions, the Coulomb
part of electron-electron repulsion (2.18) and the attraction of the nuclei (2.19) can easily
described in this way:
J [ρ(r)] =
1
2
∫ ∫
ρ(r)ρ(r’)
| r− r’ | drdr’ (2.18)
Vne[ρ(r)] = −
Nnuclei∑
a
∫
Za(Raρ(r))
| Ra − r | dr (2.19)
However, for the kinetic energy functional and the exchange part of Vee[ρ(r)] there is no
exact definition with the electron density function as we know of, therefore, some assumptions
have to be made. The Thomas-Fermi-Dirac model [67–69] uses the density of the uniform
electron gas (a model which assumes that the electrons are homogeneously distributed in
space) to evaluate these terms with the following equations:
T [ρ(r)] = AF
∫
ρ5/3u (r)dr (2.20)
K[ρ(r)] = −AX
∫
ρ4/3u (r)dr (2.21)
Where AF and AX are constants and ρu(r) is the density of the uniform electron gas. Con-
sidering electrons as homogeneously distributed particles may work for valence electrons in
certain metallic systems, but gives a very poor description of atoms and molecules. In fact,
2.3. DENSITY FUNCTIONAL THEORY (DFT) 17
the Thomas-Fermi-Dirac model always predicts bonding between atoms to be unfavourable.
What makes DFT extremely popular is the Kohn-Sham approach (KS),[70] which describes
the kinetic energy with an auxiliary set of orbitals, taking advantage of the wave function based
definition of the electron density, in which the electron density of an N -electron system (ρ(r))
is related to the normalised N -electron wave function with this equation:
ρ(r) = N
∫
Ψ∗(r’1, r’2...r’N )Ψ(r1, r2...rN )dr2...drN (2.22)
The basic idea of the KS approach is similar to Hartree-Fock: it assumes a set of non-
interacting electronic systems, which has the same electron density as the interacting system
(many-electron system). With this assumption one can simplify the electron density from
(2.22) to the sum of the one-electron wavefunctions (ρ(r) =
∑n
i=1 |ϕi(r)|2) and modify the
equation of the energy functional (2.16) to contain the kinetic energy of the non-interacting
system as an approximation to the exact kinetic energy.
E[ρ(r)] =
n∑
i=1
∫
ϕ∗i (r)
(
−1
2
∇2ϕi(r)
)
dr +
1
2
∫
ρ(r’)ρ(r)
|r− r’| drdr’ +
∫
ν(r)ρ(r)dr + EXC [ρ(r)]
(2.23)
The first term of equation (2.23) is the kinetic energy of the non-interacting system, the sec-
ond is the Coulomb electron-electron repulsion energy, the third is the energy of the external
potential and the last term is the so-called exchange-correlation energy (see section 2.3.1).
To calculate the energy of the ground state we still minimise E[ρ(r)] with respect to ρ(r) as
it is written in the second Hohenberg-Kohn theorem, but in this case we can define the ex-
act relationiv between the E[ρ(r)] functional and the density if we use the wavefunctions of
the non-interacting electrons, which have to satisfy individually an one-electron Schro¨dinger
equation: {
−1
2
∇2 + νs(r)
}
ϕi(r) = εjϕi(r) (2.24)
Here, εj are the Kohn-Sham (KS) eigenvalues, ϕi(r) are the one-electron wavefunctions, in
other words the KS orbitals, and νs(r) is the effective potential which is the sum of the following
potential terms (2.25); the external potential (νext), the Hartree potential νH which is related
to the electrostatic self-energy of the density, and the exchange-correlation potential (νXC(r)).
ivexcept for the EXC [ρ(r)] term, see section 2.3.1
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νs(r) = νext(r) + νH(r) + νXC(r) (2.25)
Note that the exchange-correlation potential νXC(r), by definition (νXC(r) =
δEXC
δρ(r)
), comes
from the electron density which is calculated from the solution of the one-electron Schro¨din-
ger equation. Therefore, we first have to make a guess for the one-electron wavefunction to
construct an electron density which can be used to create the effective potential and then solve
the eigenvalue problem in (2.24). The density which is calculated from the solution defines a
new potential and this cycle goes on, until there is no change in the output density from one
cycle to the next, i.e. self-consistency is achieved. Finally, the self-consistent electron density
can be used to compute the total energy of the ground state, E0[ρ(r)].
2.3.1 Exchange-Correlation Functionals
The weakness of DFT is the definition of EXC [ρ(r)], the exchange-correlation functional. It
contains everything which is left out of the other terms of the energy: the difference between
the exact kinetic energy and the kinetic energy of the non-interacting system, and the non-
Coulomb part of the electron-electron interaction energy. Generally, the exchange and the
correlation part of the functional are treated separately. Their density dependence cannot be
described exactly but there are several methods to approximate them. We can establish an
order of the different approximations based on the level of chemical accuracy which can be
achieved with them. This hierarchy is sometimes referred to as Jacob’s ladder[71] in DFT.
The simplest approach is the so-called Local Density Approximation (LDA), in which the
exchange part of EXC [ρ(r)] is calculated from the exact exchange energy per particle of a
homogeneous electron gas with a given density.
ELDAX [ρ(r)] = AX
∫
ρ(r)4/3dr = AX
∫
εx(ρ)dr (2.26)
AX is a constant and εx = ρ(r)4/3 is the exchange energy per particle of the uniform elec-
tron gas. Unfortunately, there is no exact formula for the correlation energy part, therefore
parametrisation is required to define one. For example Vosko, Wilk and Nusair[72] used se-
ries of Quantum Monte Carlo simulations[73] of the homogeneous electron gas to create an
analytic interpolation formula for EC [ρ(r)].
A higher level approach compared to LDA is the Generalised Gradient Approximation
(GGA), in which the description of the inhomogeneity of the electron density is improved with
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an extra term in the exchange-correlation functional (2.27).
It has been found that it is difficult to use the gradient of the density function as an extra
variable by itself.[74] Thus a reduced dimensionless gradient (s(r) = |∇ρ(r)|/2kFρ(r)) is cre-
ated to scale the changes in the density and is used to define the exchange energy functional.
EGGAX [ρ(r)] = AX
∫
εx(ρ)FX(s)dr (2.27)
AX is a constant, εx(ρ) is still the exchange energy per particle of the homogeneous electron
gas and FX(s) is an enhancement factor which describes the increment of the exchange
energy compared to the LDA value.
A common example of the GGA is the BLYP functional that is made up from an exchange
part developed by Becke (1988) which contains one fitted parameter, and a correlation func-
tional created by Lee, Yang and Parr and parametrised from simple systems.[75, 76] Another
example is the PBE functional which was developed by Perdew, Burke and Ernzerhof in 1996;
there is no fitted parameter in its exchange energy functional.[74].
The next step up Jacob’s ladder is the so-called meta-GGA. Besides the electron density
and its first derivative, meta-GGAs depend on the Laplacian of the density (∇2ρ(r)) or the
kinetic energy density (τ(r) in equation (2.28)) of the occupied Kohn-Sham orbitals (ϕocci (r))
which is also a functional of the density.
τ(r) =
1
2
occ∑
i
|∇ϕi(r)|2 (2.28)
In this work a meta-GGA functional, called TPSS, was used for the calculations. It is a nonem-
pirical functional that was developed by Tao, Perdew, Staroverov and Scuseria and it contains
the τ(r) functional as an extra variable.[77]
The approaches so far do not consider the self-interaction problem. It occurs in DFT calcu-
lations because the approximations to the exchange-correlation functional do not completely
cancel the Coulomb interaction of the electron with itself, as happens in the case of Hartree-
Fock calculations.(see section 2.2) This type of error can be reduced with the use of hybrid
functionals which have an exchange functional partially built up from a Hartree-Fock expres-
sion.
EXC = (1− a)EDFTX + aEHFX + EDFTC (2.29)
0 < a < 1 is the proportion of the HF exchange part in the functional. One of the most
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common examples is the B3LYP[78, 79] functional which contains LDA, GGA approximations
and a HF part with three fitted parameters:
EXC = (1− a− b)ELDAX + aEHFX + bEGGAX + (1− c)ELDAC + cEGGAC (2.30)
PBE0[80] and TPSSh[81] are also frequently used hybrid functionals, which were developed
by Perdew et al. and feature fewer fitted parameters than B3LYP. For example PBE0 contains
a=25% of the exact EHFX and 75% of PBE exchange, which has no fitted parameters at all.
The general differences in accuracy between the various exchange functional approxima-
tions are summarised in Table 2.1.[81, 82] HF is included in the comparison to show the
general performance of DFT against this method. While there is only a small deviation from
experimental values in optimised geometries depending on the used approximation, there is
much more difference in binding energies.
Table 2.1: General differences in accuracy between HF and DFT with LDA, GGA (PBE,BLYP), meta-GGA
(TPSS) and hybrid (PBE0,B3LYP) functionals, obtained by comparing the calculated values of different
test sets to experimental results. †The T-96R test set was used for bond distances, G3/99 for computing
formation enthalpies[81] and ‡the combined dataset of NHTBH38/04 and HTBH38/04 was used for reaction
energies.[82] (MUE: mean unsigned errors, MSE: mean signed errors.)
statistical errors HF LDA GGA meta-GGA Hybrid
PBE BLYP TPSS PBE0 B3LYP
MUE (bond length) A˚† 0.0249 0.0131 0.0159 0.0223 0.0142 0.0097 0.0104
MUE (enthalpy of formation) kcal/mol† 211.54 121.85 22.22 9.49 5.81 6.66 4.93
MSE (barrier heights) kcal/mol‡ 10.60 -14.78 -8.66 -8.09 -8.14 -3.53 -4.15
Because of the lack of electron correlation HF tends to severely overestimate atomisation
energies, i.e. underestimates the energy gained by molecular bonding. The local density
approximation still overestimates the atomisation energies of molecules or solids, but GGA,
meta-GGA or hybrid functionals show a significant improvement in accuracy. Reaction bar-
rier heights are also overestimated by HF due to the poorly described interaction energies
between reactants, while being seriously underestimated by LDA and slightly underestimated
by GGA, meta-GGA or hybrid functionals. Generally, meta-GGA results are closer in accu-
racy to simple GGAs than hybrid functionals, which tend to perform slightly better than the
former two. Overall, Table 2.1 shows that we can obtain accurate geometrical parameters
and binding energies with the GGA or meta-GGA approximation of DFT, subsequently these
functionals are good to describe adsorption energies of complexes. However, since both LDA,
GGA and meta-GGA functionals contain the electron self-interaction error, they tend to favour
delocalised solutions and therefore exaggerate covalent character in ionic bonds as well as
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underestimate band gaps in semi-conductors or insulators. This type of error is more impor-
tant in compounds and materials containing strongly localised d and f orbitals, for which the
use of hybrid functionals is necessary for reliable results.
2.3.2 Dispersion correction
Dispersion type forces, when a temporary dipole arising from quantum fluctuations within
system and induces another interim dipole in the interacting molecule, are generally not in-
cluded in the density functionals. Although dispersion forces are the weakest type of sec-
ondary interactions, they can have significant roles in the formation of complexes and mate-
rials especially in systems where there are closed high level d orbitals or there are no other
stronger interactions.
One way to include dispersion correction in the calculations is the DFT-D approach, which
was developed by Stefan Grimme[83, 84] and implemented in the TURBOMOLE code. Equa-
tion (2.31) shows the Grimme-type dispersion correction energy term,[85] which contains cor-
rection coefficients (Ci6) for each element, and depends on the distance between the two
atoms (Rij) as well as the type of the used DFT functional, which is included in the s6 factor.
Edisp = −s6
N−1∑
i
N∑
j=i+1
Cij6
R6ij
fdmp(Rij) (2.31)
The correction coefficients are based on empirical results, but consider the molecular environ-
ment of the atom too through its volume, because when an atom gets ”squeezed”, it becomes
less polarizable.[84] The dispersion coefficient of an atom pair is calculated as the geomet-
rical mean of the two atomic coefficients: Cij6 =
√
Ci6C
j
6 . The damping function, fdmp(Rij)
also depends on the atomic distances and helps to avoid having negative values within the
sum. In DFT-D, the total energy of the system is the sum of the calculated DFT energy and
the dispersion correction term.
2.3.3 Resolution of identity
In order to reduce the computational time of the calculations, it is possible to use a slightly
modified term for the mathematical description of the Coulomb interaction in the DFT, with-
out introducing any error within the calculations. The so-called resolution of identity method
(RI-DFT) uses an approximated electron density to reduce the number of integrals during the
calculation of J [86] and involves the use of auxiliary basis sets, which are defined in advance
for the different type of atoms.[87] This technique is implemented for non-hybrid DFT function-
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als and the HF method in TURBOMOLE and it can speed up the energy calculations tenfold
compared with conventional DFT without any loss in accuracy.[88]
2.4 Basis Sets
For the practical use of DFT, just like in Hartree-Fock theory, the one-electron wavefunc-
tions have to be defined with finite size basis sets. The general method to do this is to construct
the Kohn-Sham orbitals (ϕi) from linear combinations of particular types of basis functions (χ).
The quality and the size of the chosen basis sets is very important since it can significantly
modify the results of the calculations.
One possibility is to consider the electrons as free particles and use plane waves as their
basis functions. It is a very simple solution and, since plane waves are easily adjustable to
the Bloch-theorem (see section 2.6.1), they are computationally accessible in case of periodic
systems. However, electrons close to the nucleus are very far from being free particles and
for their better description often a huge number of plane waves or so-called pseudopotentials
(see section 2.4.1) are necessary.
Another possibility to construct basis sets is to use atom-centred orbitals. The functional
form of the so-called Slater Type Orbitals (STOs)[89, 90] is similar to the wavefunctions of the
hydrogenic atomic orbitals: they are described with polar coordinates (r, θ, ϕ), and have an
exponential radial dependence (∼e−ζr); radial nodes are described by linear combinations of
STOs. The universal equation of a Slater type basis function is shown in Eq. 2.32, where
N is the normalisation constant, Yl,m are spherical harmonic functions, n,l and m are the
corresponding quantum numbers and ζ is the Slater exponent, which is usually an empirically
chosen value based on high-level atomic calculations.v
χζ,n,l,m(r, θ, ϕ) = NYl,m(θ, ϕ)r
n−1e−ζr (2.32)
Although STOs give good approximations, since they depend exponentially on the nucleus-
electron distance, it is expensive to carry out integrations for bigger systems with them. The
use of Gaussian Type Orbitals (GTOs) is much more common; because of their ∼e−ζr2 radial
dependence (Eq. 2.33) the one electron integrals can be integrated analytically.[91]
χζ,n,l,m(r, θ, ϕ) = NYl,m(θ, ϕ)r
2n−2−le−ζr
2
(2.33)
vOriginally the Slater exponent was defined by the nuclear charge with the following equation: ζ = (Z− s)/n∗,
where Z is the actual charge on the nucleus, s is a screening constant and n∗ is the quantum number in the field
of (Z − s), but nowadays the empirical evaluation of ζ is more common.
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Moreover, the product of two GTOs in two different centres is a third GTO with a new centre,
which makes the integration of the two-electron integrals easier. However, they generally
give a poorer description of the behaviour of the electron close to the nucleus and far from
it, than STOs. Gaussian type functions decay more rapidly moving away from the nucleus
and fail to predict the cusp behaviour of the atomic orbitals at the nucleus as shown in Figure
2.1. One way to increase the level of accuracy is to introduce more GTOs: the contracted
GTOs (CTGOs) are fixed linear combinations of primitive GTOs (PTGOs).[92] In this way, a
set of basis functions can be contracted into a smaller set of functions, and the more PTGOs
are used, the more accurate the description of the orbital can be. But it is still worth using
them, since their computational cost is less than STOs even with the higher number of basis
functions.
Figure 2.1: Schematic comparison of the radial function in Slater and Gaussian Type Orbitals
After the type of basis set, we have to make a decision about the number of functions
used. In the case of plane waves, hundreds of functions are used for a certain volume, while
for atom-centred orbitals the minimum size would have the same number of basis functions
as there are hydrogenic orbitals on the atoms in the given molecule. The double-ζ(DZ) basis
sets contain twice the number of atomic orbitals and the size can grow up to triple-ζ (TZ),
quadruple-ζ (QZ) or more but the computational cost increases as well. The ζ letter in the
names of the basis sets refers back to the exponent of the exponential radial dependence in
the STO basis functions.
Since the valence electrons are chemically more important than the core electrons, basis
sets which spend more computational effort on the outer electrons would be more appropriate.
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Split valence basis sets separate the core and valence orbitals in the atoms, and while the
core orbitals are a contraction of a number of PGTOs, the valence orbitals split into more
functions. For example, in the 3-21G basis set which was developed by Pople et al.,[93] the
core orbitals are described at single-zeta quality with a linear combination of three PGTOs,
while the valence orbitals have double-zeta basis sets, which contain one CGTO formed the
linear combination of two PGTOs and a single PGTO as the second function.
In the basis set family which was used in the present calculations (def2-SVP, def2-TZVP
and def2-QZVP from R. Ahlrichs[94]), the core orbitals are represented by one CGTO, while
the valence orbitals are described at the double-, triple- and quadruple-ζ level (SV, TZV and
QZV respectively) and with a set of polarisation functions (P) which is a set of basis functions
with a higher angular momentum than the occupied valence orbitals. They are used to im-
prove the description of non-spherical electron distributions with their higher angular nodality,
therefore allowing the definition of possible anisotropic interactions within the chemical bonds.
2.4.1 Effective Core Potentials (ECPs)
The core electrons of heavier elements do not play a significant role in the formation of
molecular bonds but plenty of primitive GTOs are needed to expand them properly (to de-
scribe the electron-electron repulsion with the valence orbitals). Moreover, in the case of the
elements from the lower part of the periodic table, relativistic effects cannot be neglected.
With the use of the so-called Effective Core Potentials[95] one can significantly reduce the
computational cost and take into account part of the relativistic effects as well.
In the ECPs, the core orbitals are replaced with a pseudopotential function constructed
to model the chosen core electrons instead of a large number of basis functions. First, an
accurate wavefunction is calculated with the use of a high-level all-electron basis set. Then
the valence orbitals are replaced with nodeless functions, in a way that the created pseudo-
orbitals of the valence electrons do not have core nodes, but still describe the nodal structure
with the new core function correctly. The next step is to exchange the core electrons for a
parametrised potential expanded as a set of analytical functions, and fit the parameters such
that the Schro¨dinger equation produces pseudo-orbitals matching all-electron valence orbitals.
If GTOs are used for the valence orbitals, the ECP is a Gaussian type function too. In this
case, the quality of the ECP depends on the number of electron orbitals chosen to be repre-
sented by the new core function. Evidently, having less electrons merged into the ECP and
more on valence type orbitals increases the accuracy, while also increasing the computational
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cost. In our case, the investigated systems have an ECP and the associated valence basis set
to describe the core electrons in the 1s-3d orbitals of the Sr atom, similarly, ECPs are used
for calculations involving the Rb (1s-3d orbitals), and Ba, Cs (1s-4d orbitals) atoms in section
4.5.1.[96, 97]
2.4.2 Basis Set Superposition Error (BSSE)
The use of finite size atomic centred basis sets introduces an error which is especially
important in the case of weak interactions between molecules. The problem lies in the fact
that in a complex formed by an interaction between two molecules, the energy of the com-
plex is calculated with a basis set composed from the basis sets of both molecules. It means
that the molecules in the complex are treated with a more complete basis set than the in-
dividual ones. Therefore the energy of the complex is artificially lower and the strength of
the interaction is overestimated. This problem is the so-called Basis Set Superposition Error
(BSSE) and one way to avoid it is to increase the size of the basis set, but this significantly
increases the computational cost. Thus the most common way to compensate for the BSSE
is to use an approximation, the Counterpoise Correction (CP),[98] to evaluate the error. In this
method we use ’ghost functions’ which are the basis sets of one molecule located at the cor-
responding nuclear position but without the nuclei or electrons, to improve the basis set of the
other molecule. These modified basis sets are used to calculate the energy of the individual
molecules (E(A)∗ab,E(B)
∗
ab). In addition, we calculate the energy of the individual molecules
with the same geometries that they have in the complex but with their own basis sets only
(E(A)∗a,E(B)∗b ). The value of the error can be calculated from these results according to the
following equation:
∆ECP = E(A)
∗
ab + E(B)
∗
ab − E(A)∗a − E(B)∗b (2.34)
The counterpoise correction was used here to compensate for the BSSE error in the studied
adsorption reactions, since the basis set of the isolated ions or systems is significantly smaller
than the overall basis set of the adsorbed complexes with the surface.
2.5 Solvent Models
If the studied systems are solvated, the effects of the solvent can significantly modify their
properties compared to the results in vacuum. There are two ways to take into account the
solvation; one is to describe explicitly the solvent molecules and the other is to consider the
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solvent implicitly, as a continuous medium. Expanding the system with individual solvent
molecules is necessary if one would like to include the short-range, specific, interactions be-
tween the solvent and the molecule, such as the effects of hydrogen bonds, van der Waals
interaction etc. However, modelling the first solvation shell will not describe the long-range
interactions: the polarisation or the dipole orientation effect of the solvation. In most cases
the solute is ionic or it is a neutral molecule with a dipole moment, which arises due to the
non-homogeneous charge distribution within the molecule. The solute polarizes the polar-
isable medium (described with a relative permittivity, εr) and modifies the orientation of its
electric multipole moments, which then acts back on the solvated system. If the structure
of the molecule (solute or solvent) is very symmetric or apolar, the dipole moment or the
permittivity is very small and these non-specific interactions have no significant effect on the
system. But in any other cases, the long-range interactions can modify the orientation of the
surrounding solvent molecules, as well as the optimal geometry and the free energy of the
solvated molecule.[99] Since including enough solvent molecule explicitly to model these non-
specific effects is practically impossible with ab-initio quantum chemical methods, we have to
use QM/MM methods or Continuum Solvent Models to efficiently consider their contribution.
[100]
2.5.1 Continuum Solvent Models (CSM)
In the CSM methods, the solvent is treated as a homogeneous polarisable medium with a
dielectric constant (which is the relative permittivity of the solvent, εr), while the molecule is
surrounded with a suitably shaped cavity in the medium.[99] The solvation free energy can be
described with the following terms in this system:
∆Gsolv = ∆Gcavity + ∆Gdispersion + ∆Gelectrostatic (2.35)
The term related to the formation of the cavity (∆Gcavity) is positive, since the loss of the
solvent-solvent interactions has a destabilising effect. The newly formed dispersion interac-
tions between the solute and the solvent (∆Gdispersion) as well as the electrostatic interactions
in term ∆Gelectrostatic give a negative contribution to the energy of the solvated system.
One key question of CSM methods is the definition of the cavity, since ∆Gcavity and
∆Gdispersion are often assumed to be directly proportional to the the total surface area and
the solution of ∆Gelectrostatic is also related to the cavity. Although employing spherical or
ellipsoidal shaped cavities would allow the analytical solution of the electrostatic term, gen-
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erally a level of molecular surface description is needed for acceptable results compared to
experimental data. One way to define molecular shaped holes is to consider every atom in
the solute as a sphere with a radius of the atomic radius times the van der Waals radius of
the atom. The atom-centred spheres overlap with each other and create the van der Waals
(vdW) surface, shown in Figure 2.2. Most of the solvent models operate with vdW surfaces
because it is computationally cheaper and still very similar to other more complicated surface
descriptions, such as the so-called solvent accessible surface (SAS) traced out by the centre
of solvent sphere rolling over the vdW surface or the molecular surface is the lower envelope
generated by the rolling solvent.[101] They were both created because the vdW surface may
contain small parts, where the solvent molecules are too big to enter. A different way to define
a cavity is to use a surface related to a given electron density value. This approach is less
common because we need the whole wave function for the density based surface construc-
tion.
Figure 2.2: Different definitions of the cavity surface[102]
The electrostatic stabilisation arises because the charge distribution of the molecule (ρM )
induces a charge moment in the solvent which acts back and polarises the molecule, chang-
ing its charge distribution. One can easily see that calculating this term is a self-consistent
process, which requires an iterative solution.[101, 103] When the molecule is surrounded with
a polarisible medium, the electrostatic potential term within the quantum mechanical frame-
work (V ) is extended with a solvent reaction potential (VR), generated by the polarization of
the dielectric medium:
V = Vρ + VR (2.36)
Where Vρ is the electrostatic potential related to the overall charge distribution including the
electronic and nuclear components. The most common way to evaluate the reaction potential
is to integrate the partial surface charges (σ(s)) screening the cavity surface (Eq. 2.37),
where s is the position variable on the cavity surface. However, we need the total electrostatic
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potential within the cavity to calculate σ(s), using a simplified form of the classical Poisson
equation, shown in Eq. 2.38, where F is the derivative of V perpendicular to the surface and
εr is the dielectric constant of the solvent.
VR =
∫
σ(s)
|r− s|d
2s (2.37)
σ(s) =
εr − 1
4piεr
F (2.38)
Similarly to the previously shown self-consistent field process 2.2, we first have to make a
guess for the charge density (ρM ) to construct the electrostatic potential which can be used
to calculate the surface charge on the cavity and the reaction potential. Including VR modifies
the total electrostatic potential, which gives a new surface charge and this cycle goes on, until
there is no significant change in the output potential from one cycle to the next. The actual
∆Gelectrostatic term is calculated based on the dipole moment and polarizability, evaluated
from the final charge distribution.
Although CSMs are convenient to implement and use in QM codes, they have their limi-
tations, since εr is the only parameter characterising the solvent. For example solvents with
very similar dielectric constant will behave the same using this model while they might differ
significantly in reality due to possible hydrogen bonds or differences in planarity. Besides,
εr is treated as a constant in the continuum models, while it can depend for instance on the
distance from the solute or the speed of the reaction.
In chapter 3 the so-called conductor-like screening model (COSMO)[104, 105] is used, as
implemented in the TURBOMOLE code. It employs molecular shape cavities based on the van
der Waals radii of the atoms in the molecule. The cavity is defined in the beginning of every
SCF cycle and the dispersion free energy terms are parametrised based on the surface area
of the cavity. The electrostatic contribution is defined from the electrostatic potential by partial
atomic charges which are calculated with a self-consistent reaction field model, assuming
an infinite dielectric constant εr = ∞, i.e. conductor-like behaviour for every solvent. This
assumption results in zero potential on the cavity surface (V = Vρ+VR = 0), and significantly
simplifies the use of Eq. 2.38, which instead of the normal component of V (F), only depends
on a local value. However, the final surface charge obtained with an infinite permittivity (σ∗(s))
has to be corrected with an empirical scaling function (f(εr)) to recover the effect of the finite
value of the εr (Eg. (2.39)).[101] The scaling factor is determined by comparing the unscaled
COSMO results to known electrostatic solute-solvent energies and the following formula is
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employed (where k is a small value, 0.5 in TURBOMOLE[106]):
σ(s) = f(εr)σ∗(s) =
εr − 1
εr + k
(2.39)
To avoid any electron density ”leaking out” from the molecular cavity for example due to
diffuse basis sets on atoms close to the cavity surface, TURBOMOLE employs a so-called
outlying charge correction (OC) during the COSMO calculations. At the end of the converged
SCF a new outer surface with increased radii is constructed to evaluate the OC correction term
for the dielectric energy and added to the value calculated with original cavity surface.[107]
As it was stated before, the cavity is defined at the beginning of every SCF cycle and
checked for outlying charges at the end of SCF convergence. In case of vibrational frequency
calculations a problem may arises due to the different time-scale of the molecular vibrations
and the solvent re-orientation (the former is much faster than the latter). Since the normal
modes are obtained by a series of single point calculations in which the individual atoms are
slightly displaced to study their motion (see section 2.7.2), the cavity is defined differently for
each distorted geometry and electrostatic energy difference arising from the electron density
difference is evaluated.[106]
The COSMO solvent model plays and important role this thesis. First, in chapter 3 it
is shown applying a constant dielectric continuum has a significant effect on the optimised
geometries and its use is necessary to obtain realistic energies for the Sr2+ complexes. Sub-
sequently, in chapter 5 a modified COSMO correction term is employed to allow the energetic
comparison of the adsorbed complexes on the hydrated brucite surfaces with structures in the
bulk solvent.
2.6 Periodic Electronic Structure Methods
Crystalline materials are rather different from isolated molecular structures: they are built
up by a large number of atoms and/or molecules, which form a well defined symmetrical
structure with significant intermolecular interactions between the structural units. Every crystal
material has some kind of translational invariance, i.e. the atom in position r is equivalent to
the atom in r’:
r’ = r +
3∑
j=1
Njaj (2.40)
Where aj are the basis vectors in the three spatial direction (j = 1, 2, 3 as a, b, c), Nj are the
number of times that the translation was repeated in j directions.
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Modelling solids heavily relies on the fact that there is a proven relation between the spatial
symmetry of the systems and the physical property of the material. Based on the above shown
translational invariance, one can apply periodic boundary conditions[108] (PBCs) to reduce
the practically infinite size of the systems to finite size units while still aiming to calculate
properties related to the whole material.
I briefly summarise the basics of two methods developed to model solid materials, both
of which have their advantages and disadvantages depending on the interest of the solid
phase study. Periodic density functional theory is the most common approach to investigate
crystalline materials and their properties, while the periodic electrostatic embedded cluster
method was specifically developed to study isolated defects or surface reactions of solid ma-
terials.
2.6.1 Periodic Density Functional Theory
For bulk studies, any effects related to the surfaces can be neglected to consider the real
crystal as infinite and translation invariant.[54, 109] Assuming independent electrons moving
in the periodic potential field of the solid material, described by a periodic function having the
same periodicity as the crystal (V (r’) = V (r)), one can apply the Schro¨dinger equation to
describe the energy states of the studied solid. Since the Hamiltonian operator, containing V ,
has to be translation invariant too, we can write down the following equalities for the SE:
Tˆg
(
Hˆ(r)Ψ(r)
)
= Hˆ(r)TˆgΨ(r) = Hˆ(r)Ψ(r’) (2.41)
Tˆg is the translation operator, which leaves the Hamiltonian invariant, i.e. if Ψ(r) is the eigen-
function of the Hamiltonian, TˆgΨ(r) = Ψ(r’) is an eigenfunction with the same energy too.
The Bloch theorem[110] defines the relation between the periodic Hamiltonian and the
wavefunction by stating that: wavefunctions, which are the solutions of the periodic SE eq. in
equivalent positions in the lattice of different unit cells, only differ by a k related phase factor,
eikg shown in (2.42), where k is the wave vector. Any Ψ(r) obeying to this symmetry rule is a
Bloch function (BF, also known as Bloch wave) Φnk(r), and can be written as a product of a
plane wave and a periodic function with the same periodicity as the crystal (2.43). Note that,
not k nor the periodic function (unk), only the wavefunction determines uniquely the quantum
state of the electron because, there are more then one periodic functions for the same k
differing by their n band index; while for a given n Φnk varies continuously with k, creating a
continuous energy band.
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Φnk(r’) = Φnk(r + g) = eikgΦnk(r) (2.42)
Φnk(r) = eikrunk(r) (2.43)
One can contract the problem originally spanned over the infinite crystal to a finite sized
N = N1xN2xN3 cell, by combining the Bloch theorem with the periodic boundary conditions
(Eq. (2.40)) and define the allowed k vectors such that the phase vector equals to one for any
integer α and every j = 1, 2, 3:
Φnk(r + αNjaj) = eiαNjkajΦnk(r) where eiαNjkaj = 1 (2.44)
The k points which satisfy this requirement are defined by the basis vectors of the reciprocal
lattice (bj) and the mj integer: k =
∑3
j=1
mj
Nj
bj . There are N = N1xN2xN3 number of
k points allowed in every reciprocal lattice cell and when N is a huge number, k is practi-
cally a continuous variable. The fact that the wave vector is defined in the reciprocal space,
makes every wavefunction translated by any reciprocal lattice vector (K =
∑3
j=1mjbj) equal:
Φn(k) = Φn(k + K), and allows us to restrict the analysis of the Bloch functions entirely to the
first Brillouin zone (BZ)vi.
Operating with the Bloch functions in reciprocal space and using a finite number of them as
basis functions simplifies the evaluation of the expectation value of the Hamiltonian. If all the
integrals in the solution of the SE equations are periodic functions with the same periodicity
of the latticevii and the Bloch functions are expanded with a linear combination of plane waves
(Φnk =
∑
K ck,Ke
i(k+K)r), the eigenvalue of the SE equation can be evaluated by summing up
integrals only involving plane waves:
〈
Φn,k’(r)|Hˆk,k’(r)|Φn,k(r)
〉
=
∑
K
cK
∑
K’
cK’
∫
ei(k’+K’)rHˆ(r)ei(k+K)rdr (2.45)
Due to the orthogonality of the plane waves, these integrals are always zero except if the wave
vectors of the functions are the same (k = k′).
Therefore, the Hamiltonian can be defined as a block diagonal matrix, containing nxn
viThe first Brillouin zone is basically the Wigner-Seitz type primitive cell of the crystal in reciprocal space; its
defined by a collection of points which are closer to the origin of a given reciprocal lattice than any other reciprocal
lattice points.
viiIt was shown earlier that the potential energy function is periodic and the kinetic energy contains the second
derivatives of unk, therefore it has the same periodicity too.
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blocks if there are n Bloch functions in the basis set. Each block is related to an individual k
vector in the reciprocal unit cell, and can be calculated independently from the other blocks.
One can calculate the total energy of the unit cell by solving SE equations for the first Brillouin
zone of the periodic system at a finite number of k points sampling the Hamiltonian matrix
(2.46), keeping in mind that the same number of k points applied for a bigger normal cell as
for a smaller one, will mean a finer sampling in the reciprocal space.
HˆΨnk(r) = EnkΨnk(r) (2.46)
Similarly to the previously mentioned HF or DFT theories, the practical solution of the one-
electron SE or KS equations is an iterative process in the solid state calculations involving the
use of trial basis functions. In the CRYSTAL code the Bloch functions are constructed from
the linear combination of atomic orbitals, which are usually defined by contracted GTOs[111]
(see section 2.4). Since the Bloch waves have to be periodic with the same periodicity of the
crystal, the AOs are chosen in the unit cell like χµ(r−rµ), where rµ is the origin of the µ orbital
in the first cell, and repeated in the other cells of the crystal to form the µth BF:
Φµ,k(r) =
1√
N
∑
g
ei(kg)rχgµ(r− rµ) (2.47)
The key step of the iteration process in periodic systems that to define the Bloch functions for
the chosen k points in the Hamiltonian matrix, first its components (the one- and two-electron
integrals) have to be defined in real space with the use of the basis functions and then Fourier
transformed from real space to reciprocal space. Once the one-electron SE or KS equations
are solved for each sampling k points in the first BZ and the electron density is evaluated,
it has to be inverse Fourier transformed to real space again to repeat the evaluation of the
integrals until self-consistency achieved.
2.6.2 Periodic Electrostatic Embedded Cluster Method (PEECM)
The primary application of the Periodic Electrostatic Embedded Cluster Method (PEECM)
is to calculate the structure and the properties of isolated defects in ionic crystals or on their
surfaces. With the electrostatic embedding of a finite quantum chemical (QM) region in a
periodic infinite array of point charges (PCs), it is possible to treat the localised defect in the
crystal on the level of any standard ab initio method with a modest computational cost. In
contrast to the PEECM, in periodic DFT calculations the defect concentration is often higher
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and to avoid false interactions between the defects large supercells are necessary which
significantly increasing the computational cost.[56]
In this method, we divide the entire system to two main parts: an inner cluster and an outer
part. A schematic representation of the subdivisions in the system is shown in Figure 2.3. The
innermost part of the cluster is the local region which contains the defect, not repeated in any
dimension and is treated quantum chemically. There is an isolating shell in the cluster around
the QM region in which the cations are replaced by effective core potentials (ECPs, 2.4.1) or
natural PCs to prevent the artificial polarisation of the electron density in the innermost part
by the nearby point charges.[112] Surrounding the defect is the outer part which is described
as infinite periodic array of PCs.
Figure 2.3: Schematic representation of the different regions in PEECM calculations in the x direction
An electrostatic potential arises in the QM region from the PC field environment which can
be taken into account as an additional energy (Jemb) term in the total energy of the QM region:
Jemb =
∞∑
L∈O
N∈UC∑
k
(∑
µν
Dµνqk
∫
µ(r)ν(r)
|r− Rk + L|dr +
∑
a
qkZa
|Ra − Rk + L|
)
(2.48)
Jemb contains two terms, one describes the Coulomb interactions between the electrons of
the QM region and the PCs, while the other contains the interactions between the nuclei of
the inner cluster and the PCs. L is a direct lattice vector in the outer part O. UC is the unit
cell and k is the index of an ionic PC, qk at the position Rk − L. µ and ν are Gaussian basis
functions, Dµν is an element of the density matrix, and Za is the nuclear charge at position Ra
in the cluster. Summing over L and k includes the images of all the PCs except the ones in
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the inner cluster.
A difficulty of the PEECM is calculating Jemb for an infinitely large array of PCs, since a
direct sum of all the Coulomb interactions is impossible. A usual approach often applied by
other QM/MM methods is to evaluate the electrostatic energies in the PC field using Ewald
summation.[113, 114] In this method the outer region is divided to two more parts: a near field
part (NF) where the Coulomb interactions are summed up directly in real space, and a far field
part (FF) in which the summation is made in Fourier space.
PEECM uses another approach called the Periodic Fast Multipole Method (PFMM)[115]
which also divides the outer region to NF and FF, but employs multipole expansions for the
FF interactions besides the analytical integration of the Coulomb interactions in the NF. The
size of the near field region is usually given by the well-separateness criterion[115] defined
by the size of the PC unit cell and a separateness constant; which is for instance 3.0 by
default in the TURBOMOLE code. In general, the NF region has to be big enough to allow
a rapid convergence for the multipole approximations in the far field. Using PFMM avoids
having to convert integrations to reciprocal space and back, therefore it is less demanding
computationally than the Ewald summation. First, the basis functions, the nuclear charges
and the PCs are all evaluated by multipole moments of solid harmonics. Then the computed
PC equivalents are expanded as Taylor expansions around the center of the system, using
the periodicity of the unit cell. And finally, the far field components of the electrostatic potential
are calculated using the defined multiple expansions for each term.
PFMM seriously speeds up the calculation of the additional electrostatic potential arising
from the PCs, as a result, PEECM simulations in TURBOMOLE run in a similar time scale than
a standard molecular DFT calculation, only requiring a small fraction of the total computational
cost of a DFT optimisation.[56] This advantage of the PEECM calculations compared to other
approaches played an important role in choosing this particular method to simulate the brucite
surface. The optimisation of the brucite (0001) model in TURBOMOLE and its validation is the
basis of chapter 4, in which we use the PEECM model of brucite to examine the adsorption of
single solvated ions on a surface, a situation which can be compared with an isolated defect.
2.7 Calculations In Practice
Quantum chemical calculations are most often used for structural optimisation of chemical
systems or calculating their energy derived properties, as thermodynamic properties, forces
and electric moments etc. The basic principles of geometry optimisation and vibrational fre-
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quency calculations are summarised within the sections 2.7.1 and 2.7.2. Besides, the results
of electronic structure calculations, such as the optimised electron density function and molec-
ular orbitals can be used to further investigate the molecular and atomic properties within the
systems. Some of the electronic structure analysis methods are detailed in section 2.7.3.
The general steps of a quantum chemical calculation for obtaining the optimised geometry
are the following: First, we have to create a geometry input, usually in the form of Cartesian or
internal coordinates. Then, based on the Born-Oppenheimer approximation we optimise the
electronic structure separately for the given nuclear coordinates by calculating the total energy
of the system with a self-consistent iterative method. Taking the first and second derivative
of the obtained energy with respect to the atomic displacements helps us to define a new
set of coordinates and the SCF calculation has to be repeated for the new energy, continuing
this process until self-consistency achieved for the geometry optimisation too. The optimised
structure, together with its total energy and the electron density function related to the ob-
tained atomic coordinates can be the input of further calculations investigating properties of
the system.
2.7.1 Geometry Optimisation
During the geometry optimisation we are seeking specific points on the potential energy
surface, which are stationary points of the energy function, i.e. their first derivative (the gradi-
ent) is zero and their second derivatives are all positive or contain one or more negative eigen-
values, depending on the nature of the characteristic point: the local minima (2nd derivatives
are all positive) correspond to stable structures such as reactants, products or intermediates,
while stationary points with only one negative 2nd derivative are related to transition states,
i.e. to the lowest saddle point between two minima.
Most of the geometry optimisation methods used in this study follow an iterative proce-
dure, during which the atomic coordinates are changed step by step towards the optimum,
while the gradient vector is calculated analytically for each step and the matrix containing the
second derivatives (Hessian matrix) is approximated. The optimisation is finished when the
following criteria are all satisfied: the energy change between two optimisation steps is below
a certain value and both the maximum displacement and the maximum gradient elements
with the RMS of them are below a given value too. Most of the quantum chemical codes,
such as TURBOMOLE, use a quasi-Newton-Rapshon method [116] to determine the atomic
displacement of the steps, in which a restricted second order Taylor expansion of the energy
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function is used to calculate the next step.[106] Controlling the step size and its direction is
important to avoid regions where the quasi-NR approximation is not valid and to make sure
that every step takes the energy closer to the minimum. TURBOMOLE uses a shift parame-
ter to make the step size equal to the trust radius, which is known as the quadratic method.
Since minimising the whole Hessian matrix and diagonalising it is the computationally most
demanding part of the optimisation process, so-called updating schemes are employed to re-
duce the cost. In TURBOMOLE, the first guess of the Hessian is the scaled unity matrix if no
other initial approximation is available, and it is improved rapidly with each step by considering
the calculated gradient for that direction. With the use of the BFGS[117] updating algorithm,
the Hessian is guaranteed to be always positive which can lead to the local minimum in fewer
steps.viii
2.7.2 Frequency Calculation
Generally in electronic structure studies the ground state energy is calculated at 0K in a
hypothetical, motionless state, while in reality the studied systems are at a finite temperature
where they have translational, rotational and vibrational motions. For some cases it is pos-
sible to take these into account in the energy by calculating thermodynamic corrections for
the investigated systems.ix In this way, the total energy is calculated as a sum of the zero
point energy, and the translational, rotational and vibrational energy contribution at the given
temperature. The energy related to the first two types of motion usually equals 2/3kBT per
molecule while the vibrational energy has to be calculated from its normal modes. There are
3N − 6 vibrational modes in a non-linear molecule and their frequencies and the displace-
ments of the individual atoms can be evaluated from the Hessian matrix once a single point
energy was calculated for the given motion. After making the elements of the Hessian ma-
trix mass-dependent and diagonalising it, the vibrational frequencies are obtained from its
eigenvalues, assuming that the energy surface is harmonic close to the energy minimum.
Depending on the size of the studied systems, the Hessian matrix may be calculated ana-
lytically or numerically; the latter is not exact and differences of ±10 cm−1 in the frequencies
can appear. These deviations are more apparent for the first six eigenvalues, which belong to
the translational and rotational modesx and should be zero for a fully optimised structure.
viiiBFGS stands for the Broyden-Fletcher-Goldfarb-Shanno method. For transition state optimisation another
algorithm should be used to allow negative eigenvalues.[117]
ixThermodynamic corrections are not applicable for systems with frozen coordinates.
xThis is true when Cartesian coordinates are used for the structure.
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2.7.3 Electronic Structure Analysis
Referring back to the first Hohenberg-Kohn theorem (2.3), the electron density of the
ground state uniquely defines the external potential, and vice versa, the external potential
arising from the nuclei uniquely determines the distribution of the electrons. This is a powerful
statement, which means that atomic and molecular properties can be derived from the function
of the electron density (ρ(r)). Among the several existing analysing techniques, this summary
only concentrates on the methods which I applied during my PhD: the quantum theory of
atoms in molecules (2.7.3.1), natural population analysis (2.7.3.2) and the 3D distribution of
the electron density difference (2.7.3.3).
2.7.3.1 Quantum Theory of Atoms in Molecules (QTAIM)
In the QTAIM, developed by Richard F. W. Bader,[118, 119] the electron density is analysed
in terms of its topology to describe atoms and their properties in molecules.xi
The general concept of this theory is to divide the molecular volume into so-called atomic
basins, via the derivation of the electron density function with respect to its three spatial coor-
dinates. The gradient of ρ(r) is zero at the critical points (2.49), which can be classified into
four categories based on the number of negative eigenvalues of the Hessian matrix of the
electron density (A in Eq. (2.50)).[118, 120]
∇ρ(r) =

0 if r = rC or∞
6= 0
(2.49)
A(rC) =

∂ρ
∂x2
∂2ρ
∂x∂y
∂2ρ
∂x∂z
∂2ρ
∂y∂x
∂ρ
∂y2
∂2ρ
∂y∂z
∂2ρ
∂z∂x
∂2ρ
∂z∂y
∂ρ
∂z2
 (2.50)
The general notation of the different type of CPs is (m,n) where m is the number of non-
zero eigenvalues of the Hessian matrix at the critical points and n is the difference between
the number of positive and negative eigenvalues:
Critical points with three negative eigenvalues (3,-3), are local maxima and represent the
nuclei, which attract the electrons with their positive charges, thus ∇ρ(r) points towards the
strongest local nucleus at every point in space and goes to zero infinitely far from it. However,
there are spacial trajectories of the maximum gradient, which terminate in other nuclei and
xiMolecules are understood in an extended meaning, i.e., it also contains molecular or ionic crystals, weakly
bonded molecular complexes etc.
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known as bond paths. Each atomic basin is associated with one nucleus and separated from
the neighbouring basins by a two-dimensional surface, known as zero-flux surface, which
is not intersected by the gradient vectors in any point. If a particular atomic property can be
expressed in terms of a corresponding property density in space, we can integrate that term in
an atomic basin to calculate that property, such as the atomic charge or the dipole, quadrupole
moment of the atom etc. Consequently, molecular properties can be evaluated as a sum of
the obtained atomic contributions.
Critical points with two negative and one positive eigenvalues (3, -1), are called Bond
Critical Points (BCPs). They are situated on bond paths and are local minima along the
direction of the nuclei and maxima in the plane perpendicular to this axis.
Ring Critical Points (RCPs) have one negative eigenvalue (3, 1), and they are most likely
positioned close to the middle of the atomic rings in molecules.
Cage Critical Points (CCPs) have no negative eigenvalues (3, 3), in the Hessian matrix.
An other important parameter derived from the second derivatives is the Laplacian of the
electron density [∇2ρ(r)], which is the trace of the diagonalised Hessian matrix, i.e. the sum
of its eigenvalues. The Laplacian at the BCPs describes the nature of the bond: if the electron
charge is locally depleted, the sign of ∇2ρ(r) is positive, which is most likely occur in closed-
shell interactions such as hydrogen-bonds; while if the electron charge is increased within the
intermolecular region, the Laplacian is negative, as happens for covalent bonds.[121]
The strength and nature of the chemical bonds is also reflected in the electron density at
the BCPs (ρb). In general, it is greater than 0.2 a.u. for covalent bonds and smaller than 0.10
a.u. for weaker, closed shell interactions. There are several examples in the literature where
strong correlation was found between QTAIM properties such as ρb values or the[∇2ρ(r)] and
other properties e.g. bond lengths[122–125] or bonding energies[121, 126–128].
In a typical QTAIM calculation, first a wavefunction is generated from an electronic struc-
ture calculation. The hereby used file format, .wfn, holds the atomic coordinates along with
the orbital energies, occupancy numbers and the used Gaussian type functions and their ex-
pansion coefficients. Since this file format may not be directly available in the used quantum
chemistry code, the use of a converter program, such as molden2aim[129], can be necessary.
The electron density is obtained from the wavefunction and used point-by-point for the topo-
logical analysis. After the CPs and bond paths are calculated, the atomic partitions can be
defined along the zero-flux surfaces in the molecular space and the required atomic properties
can be evaluated via integration over the atomic basins. The QTAIM theory is implemented in
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several codes, such as AIMALL,[130] which was developed by T. A. Keith. In order to obtain
meaningful QTAIM analysis, basis sets which are capable to accurately describe the bonding
regions in molecules have to be used to calculate the electron density, i.e. basis sets contain-
ing polarization functions are necessary. If effective core potentials (ECPs, 2.4.1) are used
for any atoms in the molecule (such as Sr), only certain parameters, which depend only on
the spatial coordinates like the electron density, can be calculated via QTAIM and at least one
sub-valence shell has to be included explicitly to be able calculate the integrated properties.
2.7.3.2 Natural Population Analysis (NPA)
Natural Population Analysis (NPA) was first introduced by Weinhold et al.[131] to use the
concept of natural atomic orbitals (NAOs) for calculating atomic charges (natural charges) and
for deriving molecular bonds between atoms. The basic idea of NPA is to construct the atomic
orbitals in the molecular environment based on the one-electron density matrix, similarly to the
natural orbitals (NOs), which are the molecular orbitals of maximal occupancy for the given
molecular wave function derived from the molecular first order density matrix (Γ(1|1′)).[132,
133]
NAOs are the atomic orbitals of maximal occupancy for the same molecular wave function
as NOs, but obtained from the atomic angular symmetry segments of the original density
matrix, i.e. Γ is defined in terms of matrix block of basis functions belonging to the atomic
centers (e.g. ΓAA) as it is shown in equation 2.51. While NOs are completely delocalised over
the molecule, NAOs are localised on individual atoms.
Γ =

ΓAA ΓAB ΓAC · · ·
ΓAB ΓBB ΓBC · · ·
ΓAC ΓBC ΓCC · · ·
...
...
...
. . .
 (2.51)
The diagonalization of each atom-centred block leads us to the so-called pre-NAOs, which
already have the one centred angular symmetry but are non-orthogonal, therefore they still
contain interatomic overlaps (functions which belong to two atomic centres). The orthogonali-
sation of these pre-orbitals is done through three main steps, for which we have to divide them
based on their occupancy first: to strongly occupied pre-NAOs (occupation number close to
2) and to the remaining formally unoccupied orbitals. Then an occupancy-weighted orthog-
onalising matrix is created so that the basis related to the former type of pre-NAOs stay as
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close to the original set as possible, while the weakly occupied orbitals are allowed to change
more significantly. First the strongly-occupied pre-NAOs on two different atomic centres are
changed to be orthogonal to each other, then a formally unoccupied and occupied orbitals
on one center are orthogonalised, before we make the weakly occupied pre-NAOs of the two
different centres orthogonal. This process leads to the final set of orthonormal natural atomic
orbitals. The natural population analysis calculates the NAOs and determine the orbital popu-
lation as the eigenvalues of the one-center angular symmetry density matrix using this basis,
while summing up all contributions from orbitals belonging to one center gives the atomic
charge (natural charge).
As shown above, NAOs are made orthonormal and formed directly from Γ, i.e. they are
intrinsic to the wavefunction. Hence NAOs converge smoothly as the quality of the wave-
function is improved and the obtained natural populations are always positive, contrary to the
Mulliken population analysis[134] which can result in negative population values and known
to be overly sensitive to basis set accuracy.
2.7.3.3 Mapping the Electron Density Difference
Comparing the electron density distribution of a whole system to its individual fragments
can provide useful information about the driving force of the interactions between the frag-
ments and their contribution to the whole electron density. This analysis is usually done by
subtracting the combination of the electron densities of the separate fragments from the elec-
tron density of the whole complex and visualising it by mapping the resulting electron density
difference as an isosurfacexii related to a chosen electron density value.[135] By a consen-
sual agreement, blue regions are related to electron accumulation, i.e. the electron density is
higher in the complex than it was originally in the fragments in those regions; while red regions
show electron depletion.
For mapping the electron density, one first has to create files containing the relevant infor-
mation of the optimised wavefunction for the whole system and the fragments. In our case, we
used the molden2aim program[129] to create one from the TURBOMOLE results. Then the
chosen wavefunction analysis program (such as Multiwfn) performs the operations needed to
obtain the electron density difference function and writes the results to a grid data file, con-
taining the atomic coordinates and the set of grid data in real space for the function which we
are interested in.
xiiIsosurface is a 3D surface connecting the points with a constant electron density value in space.
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2.7.4 Codes
The majority of the presented results are based on calculations carried out with the 6.5
or 6.6 version of the TURBOMOLE code,[136, 137] while the CRYSTAL14[138] program was
used for periodic DFT calculations in section 4.5.3 and 4.5.4. The wavefunction analysis
techniques used in the thesis were supported by AIMALL[130] and the Multiwfn[139] codes.
2.7.4.1 TURBOMOLE
TURBOMOLE[88, 106, 137] is a highly-optimised, multifunctional software package for ab
initio electronic structure calculations on molecules, clusters (and periodic solids), developed
for academic and industrial purposes. It was started at 1987 in the group of Professor Reinhart
Ahlrichs at the University of Karlsruhe and at the Forschungszentrum Karlsruhe. Today, the
development of the code is done under the supervision of the TURBOMOLE GmbH company,
which was founded by the main developers of the original software.
The premier focus of this code is to investigate molecules at reasonable time and memory
requirements, working with standard UNIX environment and PCs. Consequently, TURBO-
MOLE is designed to be very robust, fast and easily editable with UNIX tools. To lower disk
space and memory requirements, besides the full use of molecular symmetry point groups,
the implemented methods are combined with ultra-efficient and numerically stable algorithms
such as resolution-of-the-identity and fast multipole expansion techniques.
TURBOMOLE is a multifunctional code featuring several electronic structure methods from
Hartree-Fock, to post-HF methods or DFT for the calculation energies and structures in the
ground state, and time dependent DFT for electronic excited states; besides the wide range of
possible calculations predicting electronic, optical and magnetic properties, such as UV-VIS,
Raman, IR and NMR spectra. The code uses only Gaussian-type basis functions, but it has
a big family of split valence basis sets with contracted GTOs available up to very high level
of quality for all elements, with effective core potentials if they are necessary. Similarly, DFT
functionals at all levels of accuracy are implemented within the code, combined with the pre-
viously mentioned resolution-of-the-identity approximations to speed up the calculations. The
most relevant additional features of TURBOMOLE for this particular study are the continuum
solvent model (COSMO) and the periodic electrostatic embedded method (PEECM), which
are both crucial for different parts of this project. The fact that they are implemented within the
same code helps to integrate the results obtained.
TURBOMOLE is primarily designed for medium-sized computer clusters and although par-
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allel versions are integrated into the code, the scalability of the calculations is restricted: the
practical limit of linear scalability is up to 32 cores, after that the improvement in computational
performance rapidly decays. However, due to the numerous efficiency increasing algorithms,
TURBOMOLE is compatible, even faster, in many circumstances than other massively paral-
lelised codes.
2.7.4.2 CRYSTAL
The first publicly available ab initio code using Gaussian type basis sets for periodic sys-
tems was CRYSTAL88,[140] developed to study the physical and chemical properties of solid
state materials by the Theoretical Chemistry Group of the University of Turin. It was followed
by six other version until the newest release of the code: CRYSTAL14.[138, 141]
The most important feature of periodic systems is their symmetry, and CRYSTAL allows
the use of a wide range of symmetry operators in each step of the calculations, significantly
reducing the computational costs. Systems with zero dimensionality (molecules) up to three
dimensional systems, such as crystals, solid solutions or to some extent, disordered systems
can be investigated. Furthermore, with the use of automatic tools implemented within the
program, structures with lower dimensionality can be easily created e.g. slabs, nanotubes,
nanorods, polymers etc.
The available methods to calculate the electronic structure and energy of the ground state
are Hartree-Fock and Density Functional Theory, both using Bloch functions (BFs) for the
expansion of one-electron wavefunctions. Uniquely in CRYSTAL, instead of commonly used
plane wave basis functions, atom-centred Gaussian-type orbitals (GTOs) are used to define
the crystal orbitals, which makes this method very applicable for comparative studies with
PEECM. All-electron basis sets and ones including effective core potentials are both available
in the code, beside a wide range of DFT functionals up to the fourth and fifth levels of Jacob’s
ladder. Using hybrid functionals such as B3LYP and PBE0 is generally very expensive in
periodic DFT codes employing plane waves, but in CRYSTAL even calculations with double
hybrids and range-separated hybrids can run relatively efficiently.
Modelling adsorption on surfaces or defects in solids requires a large unit cell with low
symmetry, in which case using symmetry operators can do little to reduce the computational
costs. But in CRYSTAL14, a massive parallel version (MPPCRSYTAL) is available beside the
serial and normal parallel option (PCRSYTAL), which allows the use of hundreds or thousands
cores in parallel with a good time and memory scalability respect to the system size and
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required number of CPUs. The main difference between MPPCRSYTAL and PCRSYTAL is
that while in the latter the important matrices and determinants are copied in whole to each
node, they are divided and distributed over the cores in the former. Since in my PhD project,
I used this CRYSTAL for investigating surface reactions on brucite, I made a good use of the
massively parallel version implemented on the ARCHER supercomputer cluster.
2.7.4.3 AIMALL
AIMALL[130] is a commercially available software package developed for quantitative
QTAIM analysis and visualisation of the obtained results. It is developed by Todd A. Keith
and heavily based on a previous software package originally developed in Bader’s group.
AIMALL can perform full topological analysis and calculate a large selection integrated prop-
erties relying on the QTAIM information, directly from a wavefunction containing file. The
time requirement depends on the system size and the desired elaboration of the analysis, but
one analysis, even with the use of more than one processor on a normal PC, can take up a
significant time (days).
2.7.4.4 Multiwfn
Multiwfn[135, 139] is a publicly accessible, open-source wavefunction analysis code, which
has almost every commonly used analysis technique implemented in, such as QTAIM, Mul-
liken, Hirshfield and Lo¨wdin population analysis etc. Besides, it can visualise molecular or-
bitals, natural orbitals and more importantly, modify and/or output several real space functions
derived from the wavefunction. In this work, Multifwn was used to create electron density
difference plots in section 4.5.1. Depending on the required technique, the computational per-
formance can vary, but due to the well-optimised algorithms of the code, it can often run on a
normal PC and some parts are parallelised for an OpenMP environment.
Chapter 3
Simulation of hydrated Sr2+ hydroxide complexes: the
importance of second shell effects
3.1 Introduction
In order to investigate the interactions between brucite surfaces and solvated ions, it is
essential to have a detailed understanding of the microsolvation of those ions, such as Sr2+,
for the identification of possible candidate species for surface adsorption. In this chapter,
density functional theory at the meta-GGA level is employed to study the microsolvation of
Sr2+ hydroxides in aqueous environment, in order to establish likely candidate species for
the interaction of nuclear fission-generated strontium with corroded Magnox fuel cladding in
high pH spent nuclear fuel storage ponds. A combination of the COSMO continuum solvation
model (2.5.1) and one or two shells of explicit water molecules is employed.
3.2 Literature review: Previous solvation studies on Sr2+
This short literature review concentrates on previous experimental and theoretical inves-
tigations of the solvated strontium cation and its hydrolysis. It starts with a short summary
of previous studies on Sr2+ hydrates, as these results can be an important starting point
for further investigation, it then continues with the available information about the hydroxide
complexes.
Studying the formation of aqueous species experimentally in solution is challenging due to
several difficulties, like the low concentration of the investigated ions, or because the structure
of the studied complex is dominated by the coordinated solvent molecules.[142] Therefore
alternative data sources, such as looking at gas phase hydration experiments[143–145], the
solid state structure analysis of the hydrated ions[146, 147], or theoretical solvation studies,
can reveal important information to aid understanding of solvation, and will be considered in
this summary.
3.2.1 Sr2+ hydrates in gas phase
Although the structures of Sr2+ hydrates are both experimentally and theoretically well
studied, their exact coordination number is still under research. For the gas phase hydra-
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tion reaction of Sr2+ (Sr2+(H2O)n−1+H2O−→Sr2+(H2O)n) accurate thermodynamic data from
threshold collision-induced dissociation (TCID) measurements[144], and from high-pressure
mass spectrometry (HPMS)[145] can be found in the literature. Based on these results, the
most stable coordination of the Sr2+ aqua complex is 6 in the gas phase. Calculations with
the MP2 method by Glendening et al.[148] resulted in a very good agreement with the exper-
imental binding energies and enthalpies reported in the above mentioned studies and found
the most stable coordination to be 6, however, the authors did not consider higher coordi-
nation numbers than 6 in their study. Whilst Felmy et al. predicted a higher coordination
number of 8 by studying the structure and relative stability of Sr(H2O)2+n up to n = 8 with DFT
calculations,[142] higher quality DFT calculations with the TPSS and B3LYP functionals[149]
agreed with the experimental results, finding a coordination number of 6 in gas phase even for
n = 7 − 8, in which the 7th and 8th water molecules occupy the second solvation shell. The
recent study of Boda et al.,[150] in which they explored possible coordination of Sr2+ hydrates
for n = 1 − 24 by a statistical approach, suggests that 6 is the preferred coordination num-
ber until the n ≤ 10, then 8-coordination becomes more favourable. They reported only one
stable isomer for the biggest system: Sr(H2O)2+24 , shown in Figure 3.1, which they obtained by
systematically increasing the number of water molecules around the complex. Applying the
COSMO solvent model to this structure resulted in an increase in the Sr-O distances but did
not change the coordination number.
Figure 3.1: The most stable Sr(H2O)2+24 according to Boda et al. contains 8 water molecules directly coor-
dinated to the Sr2+ ion. The left structure is optimised in gas phase, while the right one with the COSMO
implicit solvation model.[150]
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3.2.2 Sr2+ hydrates in aqueous phase
The coordination number and ion-water distances of solvated alkaline earth metals are
known to be dependent on the size of the ionic radii and are summarised in Figure 3.2
by Mehandzhiyski et al.[151]. The Born-Oppenheimer molecular dynamic simulations of
Mehandzhiyski, involving 86 water molecules around a single cations in an NVT ensemble,
showed that while the Mg2+ ion strongly attracts 6 water molecules in its first hydration shell
with an average 2.19 A˚ Mg-O distance and a regular octahedral shape, ions with bigger ionic
radii gradually attract more waters but less and less strongly. Therefore the coordination num-
ber of the first shell becomes less well defined with a wider ion-water interaction range and
with a less ordered structure.
(a) (b)
Figure 3.2: Mehandzhiyski et al. studied the solvated complexes of alkaline earth metal ions with different
ionic radii by BOMD simulations[151]: (a) Successive water binding energies (∆E) for different alkaline
earth metal cations as a function of the coordination number (b)Radial distribution functions between the
metal ions and the oxygen of the water molecules
In the case of Sr2+, despite the significant number of publications about its solvation in
aqueous phase, the exact coordination number and Sr-O distances are still ambiguous. A
summary of the reported values in different studies is shown in Table 3.1. X-ray diffraction
(XRD) studies in aqueous solution showed 8 as the most stable coordination,[152, 153] al-
though Albright indicated that a coordination number of 6 or 8 is both possible, based on
the analysis of the electron radial distribution function, they found the 8-coordination be more
likely.[152] The anomalous x-ray diffraction study (AXD) of Ramos et al. on a concentrated
SrCl2 solution showed 8 or 9 water molecules directly coordinated to the cation at an aver-
age distance of 2.67 A˚.[154] Extended X-ray adsorption fine structure spectroscopy (EXAFS)
measurements reported coordination numbers over a wide range: 7.3[155] and 8[156] up
to 10.3[157]. There are several factors which can vary between different studies and cause
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deviation in the calculated coordination number: such as the concentration of the cation or
the temperature, both of which are known to affect the coordination number and also the
Sr-O distance[153, 158, 159] and most of all, the chosen model compound for interpreting
the measured results. For instance, Persson et al.[146] found 8.1 water molecules in the
first shell with an average Sr-O distance of 2.63 A˚ at room temperature, choosing the crystal
structure of the solid Sr hydroxide octahydrate as their model system. D’Angelo and cowork-
ers[157] analysed the data based on molecular dynamics simulations of Spohr et al.[160] and
included double-electron excitations in their model to obtain 10.3 as an average coordination
number. In another more recent publication, however, D’Angelo et al.[161] reported an 8-fold
hydration complex, using X-ray adsorption near-edge structure spectroscopy (XANES) and
Sr(OH)2·8H2O from Persson[146] as the standard sample.
The counter ion used may also affect the overall coordination number, however, this vari-
able is also connected to the concentration and the temperature. For example in concentrated
nitrate solutions the Sr2+ cations are claimed to have a ’quasi-close-packed‘ distribution, while
no particular order was observed with halide counter ions.[162] Besides, Ramos and cowork-
ers showed that chloride ions are present in the second solvation shell of Sr2+ in a 3.5M solu-
tion[154], but Parkman et al. suggested otherwise in the case of diluted SrCl2 solutions[163].
Driesner and Cummings estimated the strontium-chloride speciation in a 0.68M solution via
molecular dynamic simulations for different temperatures, and reported a 68% single ion, 21%
SrCl− and 11% SrCl2 distribution at 300K, rapidly changing towards more strontium-chloride
species with increasing temperature.
Early theoretical work by Spohr and coworkers yielded 9.8 as the average coordination
from molecular dynamics, although later computational works narrowed down the range of
coordination numbers; the classical molecular study of Driesner et al. gave 9.7[159], while
Palmer and coworkers[164] found 8.2 and Dang et al.[165] predicted a coordination number
of 7.9. The computational approach, such as the type of water models and the ion-water
ion-ion pair potentials, can have an effect on the obtained classical MD results. For example
Driesner and Cummings found that the so-called BJH water model (Bopp-Jancso´-Heinzinger)
gives more realistic results than the rigid or flexible SPC model (simple point charge), which
was previously used by Palmer et al.; while Dang and coworkers reported a coordination num-
ber of 7.9 by using polarisable potential models and suggested that the application of those is
necessary for a good description. D’Angelo et al. carried out both classical and ab initio MD
simulations and found that with DFT-based dynamics they could not reproduce their XANES
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experimental data and obtained an outstandingly long Sr-O distance. However, other ab initio
MD simulations[24, 151, 166] predicted a coordination number from 6.7 to 7.5 with Sr-O dis-
tances well within the previously reported literature. Kerridge and Kaltsoyannis[149], similarly
to Boda et al., applied quantum chemical calculations with the COSMO solvent model on a
system containing 24 explicit water molecules and found a maximum coordination number of
7.
Table 3.1: Previously reported Sr2+ coordination numbers and Sr-O distances (A˚) in aqueous phase. Val-
ues collected here are all measured or calculated at room temperature. XRD= X-ray diffraction, EXAFS=
extended X-ray adsorption fine structure spectroscopy, LAXS= large angle X-ray scattering, XANES = x-
ray adsorption near-edge structure spectroscopy, NRD= neutron diffraction and AXD = anomalous x-ray
diffraction. (nw represents the number of water molecules in the reported simulations.)
Method Ref Solution CN d1(Sr-O) d2(Sr-O) Used standard / Computational details
XRD Albright[152] concentrated SrCl2 8 2.6
XRD Caminiti[153] 2M SrCl2 8 2.64 4.94
XRD/Raman Cabac¸o[162] 2.7M Sr(NO3)2 8 2.64
EXAFS Pfund[155] 0.2M Sr(NO3)2 7.3 2.62 SrO powder
EXAFS Palmer[164] SrCl2 7.7 2.63 SrO powder/MD
EXAFS Seward[158] 0.1M SrCl2 7.8 2.57 classical MD
EXAFS Moreau[156] 0.14M Sr(O3SCF3)2 8 2.600 Sr(H2O)8(OH)2[146]
LAXS/EXAFS Persson[146] 0.1M Sr(CF3SO3)2 8 2.63 4.780 Sr(H2O)8(OH)2
EXAFS Parkman[163] 0.1M SrCl2 8.3 2.62 -
EXAFS Axe[167] 0.05M Sr(NO3)2 8.93 2.62 SrO powder
EXAFS D’Angelo[157] 3.0M SrCl2 10.3 2.643 classical MD[160]
XANES D’Angelo[161] 0.2M Sr(H2O)8(OH)2 8 2.6 Sr(H2O)8(OH)2
NRD Neilson[168] 3M Sr(ClO4)2xD2O - 2.3-2.65
AXD Ramos[154] 3.5M SrCl2 8-9 2.67 4.97
classical MD Spohr[160] 1.1M SrCl2 nw=200 9.8 2.63
H2O: Central Force model,
Sr2+, Cl− parametrised
based on HF calculations
classical MD Driesner[159] 0.5M SrCl2 nw=250 (NVT) 9.7 2.64 4.92
H2O: BJH model,
Sr2+, Cl− from Spohr[160]
classical MD Boda[150] 0.1M SrCl2 nw=511 (NPT) 8.24 2.58 4.82
H2O: TIP4P model,
PPPM method
classical MD Palmer[164] ∼0.2M SrCl2 nw=253 8.2 2.57 H2O: SPC/E model,Sr2+: parameters by Dang[164]
classical MD D’Angelo[161] 0.05 Sr2+(aq) nw=819 (NVT) 8 2.60 4.78
H2O: SPC/E model,
Sr2+: parameters by A˚qvist[169]
classical MD Dang[165] nw=600 (NPT) 7.9 2.60
H2O: SPC/E model,
Sr2+: parameters by Dang
QM/MM Hofer[170] 0.11M SrCl2 nw=499 (NVT) 9 2.69 4.97
QM: HF-SCF/DZP rQM=3.9 A˚
MM: potentials constructed
based on HF calculations
BOMD Harris[166] Sr(H2O)2+n nw=30 (NVT) 7.5 2.6 PBE/USPP-PW
BOMD Mehandzhiyski[151] Sr(H2O)2+n nw=86 (NVT) 7-8 2.67 4.6 BLYP-D/GWP-DZVP-GTH
CPMD D’Angelo[161] Sr(H2O)2+n nw=90 (NVT) 7.5 2.72 4.92 revPBE/DCACPs
CPMD Di Tommaso[24] Sr(H2O)2+n nw=53 (NVT) 6.7 2.60 4.70 PBE/USPP-PW
DFT/MP2(COSMO) Boda[150] Sr(H2O)2+n nw=24 8 2.64 B3LYP/TZVP and MP2/TZVP
DFT(COSMO) Kerridge[149] Sr(H2O)2+n nw=24 7 2.614 TPSS/def2-TZVP
3.2.3 The order and dynamics of hydration shells
Neilson and Broadbent[168] used neutron diffraction to study the structure of Sr2+ in a
highly concentrated Sr(ClO4)2 solution in heavy water, but they were not able to resolve the
water structure around the ion into Sr-O and Sr-H correlations, due to the disordered structure
of the first solvation shell. Moreau,[156] Axe[167] and Persson[146] also concluded that the
inner solvation shell of the Sr2+ is highly disordered and the outer shell is diffuse, which could
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be a reason for the wide range of average coordination numbers reported and for the lack
of agreement about the geometry of the solvation shell. D’Angelo et al.[161] looked at the
angular distribution function of the O-Sr-O angle to study the geometrical arrangement of the
coordinated water molecules and found that they are most likely alternate between two 8-fold
structures: a bicapped trigonal-prism and a square antiprism geometry.
The relatively weak binding energy of the water molecules and the disordered solvation
shell are linked to dynamic behaviour of the hydration. Several molecular dynamics simula-
tions were carried out to study ligand exchange reactions within the solvation shells and they
all found a short mean ligand residence time for the water molecules,[24, 166, 170] indicating
fast ligand exchange between the first and second solvation shell. The model study of Hofer,
Randolf and Rode[170] reported ligand exchange rates between the solvation shells in the
picosecond scale and showed that this behaviour can lead to the simultaneous existence of
several different coordinations within the solution (Figure 3.3). However, it remains unclear
which kind of mechanism (associative, dissociative or interchange) is mainly responsible for
the quickly changing solvation environment.
Figure 3.3: The plots, delivered by Hofer et al.[170], show the changes in the Sr-O distances during the
simulation period (a); and the coordination numbers as a function of time in the second (b) and first
solvation shell (c)
3.2.4 Sr2+ hydroxides
Sr2+ hydroxide can be crystallised in several hydrate forms: Sr(OH)2, Sr(OH)2·H2O and
Sr(OH)2·8H2O. It acts as a moderate base in aqueous solution and is highly soluble in water
at room temperature (8 g/l in 20°C), although its solubility depends on its crystal structure
and decreases at higher pH.[171, 172] Studying the formation of hydroxide species in solution
is especially challenging, since it is very difficult to differentiate between Sr-OH and Sr-H2O
interactions, due to their very similar behaviour and that the water is dominating the struc-
ture. To our knowledge, there are no experimental data regarding Sr hydroxide structure in
aqueous solution in the literature, although solid state structural analysis can reveal important
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information to aid understanding of solvation. XRD data of Grueninger and Ba¨rnighausen
have shown that anhydrous Sr(OH)2 has a polyhedral coordination in which the Sr2+ ion is
surrounded by seven OH− ions with Sr-O distances between 2.496-2.767 A˚ (average of 2.60
A˚).[147] Strontium hydroxide monohydrate is reported to be relatively unstable, partially de-
composing to the anhydrous hydroxide by prolonged exposition at room temperature.[173] Its
structure was intensively studied with IR and Raman single crystal measurements by Lutz et
al.[174, 175] and reported to have a hydroxide coordination in a trigonal prismatic structure
around the Sr2+ ion, bicapped by the oxygen atoms of the water molecules. IR and Raman
spectra reveal that in such formations, coordinating waters are strongly hydrogen bonded
but, by contrast, the hydroxide ions do not act as hydrogen-bond donors at all, presumably
because water molecules are much stronger hydrogen bond donors than hydroxide ions in
general.[175] Sr(OH)2·8H2O has an entirely different structure; it contains hydrogen donating
OH− ions. Based on XRD,[146, 176] and neutron diffraction studies[177] oxygen atoms from
eight water molecules coordinate the Sr2+ ion in a tetragonal antiprismatic conformation, with
each water engaged at least in three hydrogen bonds. According to Ricci et al.[177] a signif-
icant difference can be detected in the length of the O-H bonds within the water molecules,
which makes their structure asymmetric in the crystal: the longer bonds are H-bond donors to
OH− ions (∼ 1.005 A˚), while the shorter ones are donors to another water molecule (∼ 0.975
A˚). The hydroxide ions in solid Sr(OH)2·8H2O are not coordinated directly to the Sr2+ centre,
but instead form chains of acceptor and donor bonds, with each hydroxide oxygen involved in
four hydrogen bonds with neighbouring waters.[146]
Only gas phase theoretical studies exist concerning the hydrolysis of Sr2+. Felmy et
al.[142] introduced a hydroxide ion into hydrate complexes by removal of a proton from Sr(H2O)2+6
and Sr(H2O)2+8 . The obtained monohydroxide structures are shown in Figure 3.4. Interest-
ingly, they found that the addition of water molecules to the system dissociates the hydroxide
ion from the central ion, i.e. in Sr(H2O)7(OH)+ the OH− ion is not directly connected to the
Sr2+; instead, it has three hydrogen bonds to water molecules in the primary solvation shell.
This result suggests only weak hydrolysis of aqueous Sr2+, although the authors note that
the delocalization of the hydroxide ion may be overestimated in the gas phase compared
with aqueous phase calculations due to the lack of a background potential and/or competitive
explicit second shell water molecules.
Kerridge et al.[122] published a more detailed investigation of the hydroxide complexes
of Sr2+ in 2011, in which they studied a series of Sr(H2O)(8−n)(OH)
(2−n)+
n complexes up to
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Figure 3.4: Optimised structures of Sr(H2O)5(OH)+ and Sr(H2O)7(OH)+complexes in gas phase by
Felmy[142]. The OH− is coloured on the pictures.
n = 4. From thermodynamic analysis of the coordination modes they deduced that sys-
tems with more than (8 − n) coordination number are not stable. QTAIM analysis revealed
that hydroxide ions have a weakening effect on the Sr interactions with water oxygens (Ow),
with hydrogen bonding between water molecules becoming energetically more favourable and
waters consequently beginning to occupy the second solvation shell instead of directly coor-
dinating the Sr2+.
As it was previously discussed, modelling solvated complexes with quantum chemical
methods is relatively difficult (see section 1.4.1) and factors such as the solvent model used
or the number of explicitly considered solvent molecules can have a significant effect on the
results.[53, 178] Thus in the present chapter, these effects were investigated on different Sr2+
hydroxide complexes in order to find a suitable and robust solvation model. The aim was to
understand the dependence of the coordination on the number of hydroxide ions in the model
and to rationalise the previously reported hydroxyl group migration into the second solvation
shell[142]. The presented results were published in the following paper: E. Makkos, A. Ker-
ridge, N. Kaltsoyannis, Dalton Transactions, (2015) 44, 11572.[179]
3.3 Computational details
The model chemistry was chosen to be the same as in the previous work of Kerridge et
al.[122] since this was tested for small gas-phase Sr2+ hydrates and exhibited excellent agree-
ment with experimental results. The present calculations were therefore carried out with ver-
sion 6.5 of the TURBOMOLE code[136] using resolution-of-the-identity density functional the-
ory (RI-DFT).[180] The TPSS exchange-correlation functional,[77] which employs the meta-
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generalised gradient approximation, and the def2-TZVP basis sets of polarised triple-ζ qual-
ity[94, 97, 181] was used for all atoms along with the associated Sr effective core potential
(ECP), which replaces the electrons occupying the core 1s-3d orbitals. Calculations were car-
ried out with the m4 integration grid and the following tight convergence criteria: SCF energy:
10−9 a.u., structural energy: 10−6 a.u. and energy gradient: 10−3 a.u..
3.3.1 Solvation effects
The effects of the bulk solvent (water) were taken into account via the COSMO continuum
solvent model[104, 105] with the default TURBOMOLE 6.5 parameters, i.e. a relative permit-
tivity of ε =∞ and molecular cavities constructed of spheres of radius 2.223 A˚ for Sr, 1.720 A˚
for O, 1.300 A˚ for H. The Grimme-type[84] DFT-D3 dispersion corrected single point energies
were calculated only in the case of two complete solvation shells (in brackets in Table 3.8).
Water has one of the highest dielectric constant among usual solvents, therefore assuming
that is an ideal conductor (ε = ∞) only results in a slight difference in energy compared to
values calculated with its experimental dielectric constant (ε = 80 the dielectric constant of
water at 20 °C, f(ε) = 0.981). As proof for this statement, test calculations using ε = 80 were
carried out for structures with small energy differences between them, as it was requested by
one paper reviewers (systems in columns 2 and 3 of Table 3.8). The comparison of results
with infinite or finite dielectric constants revealed extremely small changes in geometry: an
average ε =∞ vs. 80 difference in r(Sr-O) and r(O-H) in hydroxide groups and neighbouring
water molecules is c.a. 0.0001 A˚ and the average change in the H-O-H angle in those water
molecules is 0.004°. The energy difference in relative Gibbs free energy is a maximum of 0.6
kJ/mol, shown in Table 3.2.
Table 3.2: Dependence of the relative SCF and Gibbs free energies on the dielectric constant (ε) of the
COSMO calculation. The studied systems were named using the notation introduced in Eq. (3.1)
Type of hydroxide ε = 80 ε =∞ ε = 80 ε =∞
∆ESCF (kJ/mol) ∆G (kJ/mol)
2 mono [Sr:5/17:1/1] 0.0 0.0 0.0 0.0
di [Sr:4/18:2/0] 3.2 3.0 3.1 2.9
3 mono [Sr:5/16:1/2]− 2.8 2.8 3.4 2.9
di [Sr:4/17:2/1]− 0.0 0.0 0.0 0.0
tri [Sr:3/18:3/0]− 5.4 5.1 2.4 1.8
3.3.2 Thermodynamic contributions
Zero-point vibrational frequencies and thermochemical enthalpic and entropic contribu-
tions at 298.15 K were obtained via numerical frequency analysis in the aqueous media. A
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frequency scaling factor of 1 was used throughout, since according to test calculations with
the TPSS functional and a basis set of similar quality to that employed here (6-311G(d,p))
a scaling factor of 0.9999 was found to be appropriate in order to minimise the RMS error of
the zero-point vibrational energies (ZPVEs).[182] Results were visualised with the MOLDRAW
chemical graphical software[183–185].
3.4 Results
In this section we present the results of quantum chemical calculations in which a combi-
nation of the COSMO implicit solvent model and explicit solvent molecules was used to study
the aqueous solvation of strontium mono-, di-, tri-, and tetrahydroxides. The following labelling
scheme is employed to classify the studied systems:
[Sr : a/b : α/β](2−n)+ (3.1)
a and b are the numbers of explicit waters in the first and second shell, respectively, α and
β are the corresponding number of hydroxyl groups, and n is the total number of OH− ions in
the system. For instance, the structure labelled [Sr:5/17:1/1] is a neutral, 6 coordinated Sr2+
monohydroxide with five water molecules and one OH− ion in the first shell, and 17 waters
and one OH− ion in the second.
3.4.1 Sr2+ hydroxide complexes with a first solvation shell
Previous gas phase studies have identified the maximum coordination number of Sr2+
hydroxide complexes to be seven, with a tendency to decrease with increasing number of
OH− ions in the system.[122] Therefore, we kept the total number of molecules in the system
at seven and studied structures with one to four hydroxyl groups while the number of explicit
waters was reduced concurrently from six to three. A continuum solvent model was employed
in all cases.
We attempted to map all possible coordinations while keeping the number of waters and
OH− ions constant in the system. However, despite repeated efforts, we were unable to sta-
bilise complexes with certain coordination numbers. Hence the following complexes are ab-
sent from our study: [Sr:4/2:1/0]+, [Sr:5/1:1/0]+, [Sr:6/0:1/0]+, [Sr:5/0:2/0] and [Sr:3/0:4/0]2−.
Attempts to optimise these structures resulted in imaginary frequencies which proved impossi-
ble to eliminate. For all other complexes, optimised structures together with their relative SCF
and Gibbs energies (∆ESCF/∆G) are summarised in Table 3.3. Relative energies were calcu-
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lated with reference to the energy of the most stable complex for a given number of hydroxide
ions and water molecules.
Table 3.3: Ball and stick images of optimised strontium hydroxides with a 1st solvation shell, along
with their relative SCF and Gibbs free energies (∆ESCF/∆G). (Sr2+=magenta, O=red in water molecules,
O=blue in OH− ions, H=white). All energies are given in kJ/mol
Coordination
number
System composition
1 OH−/6 H2O 2 OH−/5 H2O 3 OH−/4 H2O 4 OH−/3 H2O
4
[Sr:3/3:1/0]+ [Sr:2/3:2/0] [Sr:1/3:3/0]− [Sr:0/3:4/0]2−
0.0 / 0.0 0.0 / 2.7 0.0 / 10.2 0.0 / 0.0
5 -
[Sr:3/2:2/0] [Sr:2/2:3/0]− [Sr:1/2:4/0]2−
11.3 / 0.0 10.3 / 0.0 28.3 / 8.3
6 -
[Sr:4/1:2/0] [Sr:3/1:3/0]− [Sr:2/1:4/0]2−
13.5 / 9.1 16.6 / 19.9 27.8 / 17.2
7 - - -
[Sr:4/0:3/0]−
26.5 / 28.9
When we compare the relative stabilities obtained from SCF energies to the order based
on Gibbs free energies, we find quantitative differences, demonstrating that thermochemical
effects are crucial to the understanding of strontium hydroxide speciation in aqueous envi-
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ronments. Considering the ∆G results, the most stable coordination number is five for the
di- and trihydroxide complexes ([Sr:3/2:2/0] and [Sr:2/2:3/0]−), while it is four for the tetrahy-
droxides ([Sr:0/3:4/0]2−). These results are in partial agreement with the previous gas phase
study[122] in which the maximum coordination number of seven decreases to four with an
increasing number of hydroxide ions. Furthermore, the reduction in total coordination number
from five to four found here is consistent with the previous observation from QTAIM analysis
that increasing the number of hydroxide ions destabilises higher coordinations.
Inspection of Table 3.3 reveals that for most species, large parts of the first coordination
sphere are open, an unphysical situation which would not be possible in real solvated systems.
This, and the problems we encountered with energetic instability in several structures, led
us to conclude that the combination of an implicit bulk solvent and explicit first coordination
shell does not contain enough explicit coordination to accurately model the solvation of Sr2+
hydroxides. To overcome this problem, we moved on to study the effect of using additional
explicit waters in our solvation model.
3.4.2 Sr2+ hydroxide complexes with a first and second solvation shells
When deciding on the total number of water molecules required to complete two solvation
shells, we took into account the possibility that the hydroxide ions can in principle migrate to
the second shell, in which case it would be possible to form an eight coordinated hydrate com-
plex.[146] Therefore we chose the maximum number of water molecules to be 24-n, (where n
is the number of hydroxide ions in the system) considering that only two second shell waters
are able to coordinate each first shell water.
We attempted to create complexes with a second solvation shell by two different approach:
by systematically increasing the number of water molecules around the previously optimised
‘single shell’ complexes and by using a pre-optimised water cluster as solvation shell. While
the first approach is more common and was used by Boda et al.[150], the latter one was also
successfully used before to model the effect of first solvation shell for organic reactions.[186,
187] We applied a 24 water molecule cluster (W24) previously optimised by Ludwig and Wein-
hold, as a starting point.[188] These authors found that a tetrakaidecahedral cluster composed
of two hexagons and twelve pentagons was energetically most stable (see Figure 3.5) and it
was confirmed by later conformation studies too.[189] For modelling the solvation of Sr2+ hy-
droxides, we modified this cluster by placing a Sr2+ ion at its centre and replacing between
one and four waters with hydroxide ions.
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(a) side view (b) top view
Figure 3.5: Optimised structure of the W24 water cluster reported by Ludwig and Weinhold[190]
To verify the suitability of the chosen water cluster for this particular problem, we first stud-
ied simple Sr2+ hydrates. We found 6 and 7 coordinated aqua complexes to be energetically
very similar; the 6 coordinated structure is 6.0 kJ/mol more favoured based on the SCF en-
ergies,and Gibbs free energies show that both coordination is equally likely (see Figure 3.6).
These results are at the lower end of the previously published coordination range (shown in
Table 3.1)[155, 158, 164] and in a relatively good agreement with the existing quantum chem-
ical results in which the preferred coordination was seven.[24, 149, 151, 161, 166]
(a) [Sr:6/18:0/0]2+
0.0 / 0.0
(b) [Sr:7/17:0/0]2+
6.0 / 0.0
Figure 3.6: Optimised structures of two Sr2+ hydrates with a first solvation shell (ball and stick) sur-
rounded by an explicit second solvation shell (represented as tubes), along with their relative SCF and
free energies (∆ESCF /∆G). (Sr2+=magenta, O=red in water molecules, H=white). Energies are given in
kJ/mol.
Table 3.4, 3.5, 3.6 and 3.7 compare all obtained structures by both methods containing
1,2,3 or 4 OH− ions in the system respectively. Complexes which were optimised based on
the W24 water cluster, all have names starting with W24 OH x, while structures obtained by
introducing water molecules one-by-one around the 1st shell complexes are called such as
C1m x, C1g x etc. We found, that the ”built-up” structures, with the exception of systems
containing single OH− ion (W24 OH1 and C1c 23b in Table 3.4), were always energetically
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unfavourable when compared with those based on the W24 cluster.
Table 3.4: SCF energies and relative free energies of the differently coordinated Sr2++ 1 OH−/23 H2O
systems (w=waters)
name number of w CN System SCF Energy (a.u.) ∆(E+G) (kJ/mol)
W24 OH1 23 6 [Sr:5/18:1/0]+ -1865.79174 0.0
C1c 23b 23 7 [Sr:6/17:1/0]+ -1865.782917 0.7
C1c 23e 23 7 [Sr:6/17:1/0]+ -1865.783906 10.0
C1c 23c 23 7 [Sr:6/17:1/0]+ -1865.778736 11.0
C1c 23a 23 6 [Sr:5/18:1/0]+ -1865.78045 16.7
C1c 23d 23 8 [Sr:7/16:1/0]+ -1865.769851 25.7
Table 3.5: SCF energies and relative free energies of the differently coordinated Sr2++ 2 OH−/22 H2O
systems (w=waters)
name number of w CN System SCF Energy (a.u.) ∆ (E+G) (kJ/mol)
W24 OH2 c 22 6 [Sr:5/17:1/1] -1865.328083 0.0
W24 OH2 f 22 6 [Sr:4/18:2/0] -1865.326953 4.9
W24 OH2 d 22 6 [Sr:4/18:2/0] -1865.326822 5.3
W24 OH2 a 22 6 [Sr:4/18:2/0] -1865.326241 6.2
W24 OH2 e 22 6 [Sr:4/18:2/0] -1865.32702 7.7
W24 OH2 b 22 6 [Sr:5/17:1/1] -1865.323885 8.4
W24 OH2 g 22 6 [Sr:4/18:2/0] -1865.326924 9.0
W24 OH2 h 22 5 [Sr:5/17:2/0] -1865.31842 19.0
C1m 22d 22 7 [Sr:6/16:1/1] -1865.317876 14.2
C1m 22c 22 7 [Sr:6/16:1/1] -1865.317711 17.2
C1g 22b 22 6 [Sr:4/18:2/0] -1865.304548 19.8
C1m 22b 22 6 [Sr:4/18:2/0] -1865.310444 20.3
C1g 22a 22 6 [Sr:4/18:2/0] -1865.309586 27.0
C2v 22a 22 7 [Sr:6/16:2/0] -1865.313432 28.5
C1m 22a 22 6 [Sr:4/18:2/0] -1865.308421 33.9
C1p 22d 22 6 [Sr:4/18:2/0] -1865.298353 35.1
C1p 22b 22 6 [Sr:4/18:2/0] -1865.300346 45.0
C1p 22c 22 6 [Sr:4/18:2/0] -1865.308074 45.8
C1p 22a 22 6 [Sr:5/17:1/1] -1865.302422 50.5
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Table 3.6: SCF energies and relative free energies of the differently coordinated Sr2++ 3 OH−/21 H2O
systems (w=waters)
name number of w CN System SCF Energy (a.u.) ∆ (E+G) (kJ/mol)
W24 OH3 d 21 6 [Sr:4/11/6:2/1]- -1864.861327 0.0
W24 OH3 a 21 6 [Sr:4/10/6:1/2]- -1864.860268 1.7
W24 OH3 i 21 6 [Sr:3/12/6:3/0]- -1864.859386 3.2
W24 OH3 f 21 6 [Sr:4/11/6:2/1]- -1864.859552 4.1
W24 OH3 e 21 6 [Sr:4/11/6:2/1]- -1864.859564 4.4
W24 OH3 g 21 6 [Sr:4/11/6:2/1]- -1864.859279 5.3
W24 OH3 j 21 6 [Sr:4/11/6:2/1]- -1864.85938 5.4
W24 OH3 h 21 6 [Sr:4/11/6:2/1]- -1864.855337 6.9
W24 OH3 k 21 6 [Sr:4/11/6:2/1]- -1864.858083 10.3
W24 OH3 c 21 5 [Sr:2/13/6:3/0]- -1864.855145 14.9
W24 OH3 l 21 6 [Sr:3/12/6:3/0]- -1864.846248 38.8
W24 OH3 b 21 6 [Sr:3/12/6:3/0]- -1864.840551 54.7
W24 OH3 m 21 6 [Sr:3/12/6:3/0]- -1864.843614 42.3
C1c 21d 21 6 [Sr:3/15/3:3/0]- -1864.834741 28.3
C1j 21a 21 7 [Sr:4/14/3:3/0]- -1864.826113 74.7
C1j 21b 21 7 [Sr:4/14/3:3/0]- -1864.827915 75.5
Table 3.7: SCF energies and relative free energies of the differently coordinated Sr2++ 4 OH−/20 H2O
systems (w=waters)
name number of w CN System SCF Energy (a.u.) ∆ (E+G) (kJ/mol)
W24 OH4 d 20 5 [Sr:2/12/6:3/1]-2 -1864.381777 0.0
W24 OH4 e 20 5 [Sr:1/13/6:4/0]-2 -1864.380833 1.2
W24 OH4 h 20 5 [Sr:3/11/6:2/2]-2 -1864.377637 10.0
W24 OH4 i 20 4 [Sr:0/14/6:4/0]-2 -1864.376659 10.8
W24 OH4 g 20 5 [Sr:1/13/6:4/0]-2 -1864.370424 14.0
W24 OH4 a 20 6
[Sr:4/8/10:2/0/2]-2
broke the cluster
-1864.364326 25.7
W24 OH4 f 20 5 [Sr:1/13/6:4/0]-2 -1864.368755 28.4
W24 OH4 c 20 5
[Sr:1/7/12:4/0]-2
broke the cluster
-1864.367502 37.6
W24 OH4 b 20 6
[Sr:4/8/10:2/0/2]-2
broke the cluster
-1864.358611 64.8
To understand the effect of the COSMO continuum model on the obtained geometries, we
carried out test calculations with the systems containing 2 OH− ions, in which the structures
optimised with the COSMO solvation model and reported in Table 3.5 were reoptimised with-
out the implicit solvent (in gas phase). Comparing the relative free energies of structures to
the most stable complex obtained with COSMO (Figure 3.7) shows a significant difference in
the energetic order which is also accompanied by geometrical changes within the structures.
Moreover, some of the complexes, which were originally found to be stable with the solvent
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model, were predicted to be unstable in gas phase (had imaginary frequencies). These results
suggest that employing the COSMO solvent model has a significant effect on the obtained
complexes and plays an important role in finding the most realistic hydroxide complexes in
water.
Figure 3.7: Relative free energies (∆G) of structures containing 22 water molecules and 2 hydroxide
ions calculated compared to the most stable structure optimised with COSMO (W24 OH c). Complexes
optimised with and without solvent model are represented with white and red bars respectively.
Following the previous test calculations, single point energies with the implicit solvent
model were evaluated for the thermodynamically stable gas phase structures. Plotting the
relative SCF energies of the same gas phase structures and their calculated COSMO single
point energies (Figure 3.8) shows that the SCF energies obtained with the implicit solvent
model tend to be generally lower and follow the energetic trend of the gas phase structures,
which shown to be significantly different from the complexes optimised with COSMO. There-
fore, we conclude that a simple modification of the gas phase energies with the solvent related
correction term is not enough in the case of the Sr2+ hydroxides and full geometrical optimi-
sation is necessary to obtain realistic complexes in the aqueous phase.
We also considered the extent to which our model produces structures in which the sec-
ond shell of water molecules is complete. Defining an accurate number of second shell water
molecules however, or measuring the completeness of the shell, is not necessarily straightfor-
ward, as the water molecules beyond the well-defined first shell are generally weakly bound
and can move easily from one shell to the other.[146, 156, 167] However, we can take the
average number of hydrogen bonds per second shell water molecules as a measure of com-
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Figure 3.8: Relative SCF energies (∆E) of structures containing 22 water molecules and 2 hydroxide ions
calculated compared to the most stable structure optimised with gas phase (W24 OH2 d). Complexes
optimised without solvent model are represented with red bars, while COSMO single point energies with
black diagonal stripes.
pleteness of the second shell, and find this to be an average 3.47 for all of our most stable
W24 type structures (shown in Table 3.8). This average lies towards the top of the range of
values previously determined for bulk water;[191–197] between 2.2[191] and 3.73[197] de-
pending upon the definition of hydrogen bonding and the method of investigation. While for
example, if we compare the average number of hydrogen bonds per total number of water
molecules within the two structures of Figure 3.9, we find that the built-up structure (3.9a) has
a value 2.8 compared to 3.3 in water cluster (3.9b).
(a) [Sr:6/16:1/1]
26.8 / 14.2
(b) [Sr:5/17:1/1]
0.0 / 0.0
Figure 3.9: Optimised structures of two Sr2+ hydroxides, surrounded with 24 water molecules. The
non-directly coordinated ligands are represented as tubes. The [Sr:5/17:1/1] (W24 OH2 c in Table 3.5),
which are based on a pre-optimised water cluster, is 14.2 kJ/mol more stable than the ’built-up’ structure
(C1m 22d in Table 3.5), [Sr:6/16:1/1], and contains more hydrogen-bonds. (relative SCF and free energies
are shown as (∆ESCF /∆G); Sr2+=magenta, O=red in water molecules, O=blue in OH− ions, H=white).
Energies are given in kJ/mol.
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Presumably the high symmetry of the W24 cluster and the closed hydrogen bond network
stabilises the systems obtained from this approach. Since the W24 cluster based complexes
are generally more stable and have more complete second shell than the ’built-up’ structures,
we concluded that the use of the pre-optimised cluster approach provides an appropriate
starting point from which to model two complete solvation shells and after this point only the
W24 cluster based results are presented in this chapter and summarised in Table 3.8. Relative
energies are calculated compared to the most stable structures for a given number of OH−
ions and waters in the system.
Table 3.8: Optimised structures with a first solvation shell (ball and stick) surrounded by an explicit second
solvation shell (represented as tubes), along with their relative SCF, dispersion corrected and free energies
(∆ESCF (∆ED3) /∆G). (Sr2+=magenta, O=red in water molecules, O=blue in OH− ions, H=white). All
energies are given in kJ/mol.
Hydroxide
coordination
System composition
1 OH−/23 H2O 2 OH−/22 H2O 3 OH−/21 H2O 4 OH−/20 H2O
mono -
[Sr:5/18:1/0]+ [Sr:5/17:1/1] [Sr:5/16:1/2]−
0.0 (0.0) / 0.0 0.0 (0.0) / 0.0 2.8 (1.8)/ 2.9
di -
[Sr:4/18:2/0] [Sr:4/17:2/1]− [Sr:4/16:2/2]2−
3.0 (4.4) / 2.9 0.0 (0.0) / 0.0 10.9 (9.0) / 10.1
tri - -
[Sr:3/18:3/0]− [Sr:2/18:3/1]2−
5.1 (6.9) / 1.8 0.0 (0.0) / 0.0
tetra - - -
[Sr:1/19:4/0]2−
2.5 (4.5) /0.2
By contrast to the single-shell complexes reported in section 3.4.1, here we found no diffi-
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culties in optimising the geometries. Furthermore, examination of the structures in Table 3.8
reveals that they all have a largely closed hydrogen bond network, without the open spaces
of the structures presented in Table 3.3. Comparing the average number of hydrogen bonds
per molecule in the system confirms this statement, since the average number of hydrogen
bonds is higher in the systems with two complete solvation shells (3.39 for water molecules
and 3.27 for hydroxide groups), than for the structures with one solvation shell (only 2.33 for
water molecules and 2.26 for hydroxides). These differences support our previous assertion
that a second explicit solvation shell is required to accurately describe hydroxide speciation.
We find a coordination number of six to be preferred in the mono-, di-, and trihydroxides,
whereas the tetrahydroxide is most stable with a coordination number of five.i Therefore the
inclusion of two explicit solvation shells results in an increase in the coordination number of
the most stable complexes when compared with the structures determined with only a single
shell.
The six coordinated complexes have a slightly distorted trigonal antiprismatic structure and
in all cases only molecules from the two hexagons (visible on the top and bottom of the W24
cluster in Figure 3.5a) are coordinated to the Sr2+ ion. On complex formation, the original
planes of the hexagons distort and the cluster compresses as shown in the example in Figure
3.10. Those molecules not directly coordinating the Sr2+ ion occupy the second and form a
partially occupied third solvation shell, but since the third shell water molecules cannot clearly
be identified based on their distances from the Sr2+ ion, they are treated as forming part of
the second shell.
(a) side view (b) top view
Figure 3.10: Ball and stick figure of the optimised geometry of the [Sr:5/18:1/0]+ monohydroxide with two
complete solvation shell, based on the W24 water cluster, viewed from the side (a) and the top (b). The
second shell waters are represented by tubes. (Sr2+=magenta, O=red in water molecules, O=blue in OH−
ions, H=white).
iInclusion of the DFT-D3 dispersion corrections does not result in any qualitative difference in the relative
energies of the isomers of a given system.
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The average Sr-O distances for the Sr2+ hydroxides and hydrates with a complete second
shell are summarised in Table 3.9. The average Sr-Ow distance in the first shell of the hydrate
complexes varies from 2.570[158] to 2.643 A˚[157] in previous experimental studies, in very
good agreement with our calculated bond length (2.616 A˚). With more hydroxide ions in the
system, the Sr-Ow distances of the first shell water molecules increase; it was previously
noted that higher hydroxide coordination weakens these bonds.[122] It might be expected that
the increasing Sr-Ow distances would be accompanied by a reduction of the partial charge on
the metal, and the average Mulliken Sr charge does indeed decrease from +1.151 to +1.089,
+1.024 and +1.019 in the mono through tetra hydroxo systems. The Sr-OOH distances in
the first and second shells also increase, presumably for the same reason. Conversely, the
Sr-Ow distances to the second shell waters decrease, as the weakening of the Sr first shell
water bonds leads to a stronger bonding between the first and second shells. However, the
calculated average bond length for the hydrate complex (4.464 A˚) is still some way from the
experimentally determined 4.940 A˚[153]. It is even less than the Sr-Ow distance measured in
the solid crystal structure (4.78 A˚).[146] This may well be the effect of overestimated hydrogen
bond strength in the whole system, due to the incomplete description of the environment by
the COSMO model.
Table 3.9: The average Sr-Ow and Sr-OOH distances (A˚) in the first and second solvation shell for Sr2+
hydrates and each type of hydroxide. For simplicity, water molecules in the third shell are included in the
second shell averages. Standard deviations (SD) are presented in parentheses
Sr-OOH Sr-Ow
first second first second
Average SD Average SD Average SD Average SD
hydrate - - - - 2.616 (0.037) 4.464 (0.333)
hydrate[153] - - - - 2.640 - 4.940 -
hydrate[146]ii - - - - 2.63 - 4.78 -
hydrate[158] - - - - 2.57 - - -
hydrate[157] - - - - 2.643 - - -
mono 2.455 (0.008) 3.818 (0.009) 2.621 (0.020) 4.409 (0.324)
di 2.476 (0.027) 3.874 (0.101) 2.634 (0.027) 4.401 (0.342)
tri 2.481 (0.028) 4.049 - 2.668 (0.027) 4.394 (0.376)
tetra 2.482 (0.018) - - 2.708 - 4.397 (0.410)
3.4.2.1 Proton transfer between solvation shells
If we compare the geometries of the different type of hydroxides in a given column of
Table 3.8, we find that structures which have fewer OH− ions coordinated to the Sr2+ can
iRef [146] is an XRD result based on solid state crystal structure.
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be derived directly from those with more coordinated hydroxides via a proton transfer from a
second shell water molecule to a first shell hydroxyl group. In addition, the energies of the
structures in a given column are close to one another. For example, the Gibbs free energies
of the systems with three hydroxide ions and 21 water molecules span less than 3 kJ/mol:
A room temperature Boltzmann distribution suggests that these structures may coexist in the
following proportions: 19%, 26% and 55% for mono-, tri- and dihydroxides respectively (Table
3.10). Such small energy differences can be rationalised by the fact that OH− ions are stronger
hydrogen bond acceptors and weaker hydrogen bond donors than water molecules.[175, 177]
Therefore, a system which contains a direct Sr2+-OH− interaction with the coordinated OH−
ion involved in two strong hydrogen bonds as a donor and one weak hydrogen bond as an
acceptor (e.g. [Sr:4/18:2/0]) is competitively close in energy to a system with a direct Sr2+-
H2O interaction and an uncoordinated OH− ion which forms 3 strong hydrogen bonds with its
oxygen atom while its hydrogen atom is directed away from the structure (e.g. [Sr:5/17:1/1]).
Table 3.10: Boltzmann distribution of differently coordinated Sr2+ hydroxide complexes calculated based
on the Gibbs free energies at room temperature
Hydroxide
coordination
System composition
1 OH−/23 H2O 2 OH−/22 H2O 3 OH−/21 H2O 4 OH−/20 H2O
mono 100% 76% 19% -
di - 24% 55% 1%
tri - - 26% 51%
tetra - - - 48%
A tendency for one hydroxide ion to migrate from the first to the second solvation shell
was reported previously for gas phase Sr2+ hydroxide complexes with one complete solva-
tion shell[122, 142] but, to the best of our knowledge, proton transfer between shells has not
been previously studied in the aqueous phase. We therefore sought the transition state for the
Sr2+ dihydroxide ([Sr:4/18:2/0]) −→ Sr2+ monohydroxide ([Sr:5/17:1/1]) reaction. The transi-
tion state was obtained by first exploring the energy profile along the H(H2O)-O(OH) reaction
coordinate, then carrying out a transition search at the H-O distance of the maximum of the
energy profile. The optimised transition state had one negative frequency in the vibrational
spectrum related to studied O-H stretching. The results are summarised in Table 3.11 and the
energy profile plotted in Figure 3.11, from which we can see that the Gibbs free energy barrier
for this reaction is very small (3.0 kJ/mol). Thus, the coordination can easily interchange be-
tween di- and monohydroxide in this system, suggesting that our explicit two shell model well
reflects the dynamical nature of the solutions, i.e. the frequent exchange of solvent molecules
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and anions between the ion solvation shells and the bulk solvent.[198, 199]
Figure 3.11: Free energy profile (∆G) of proton transfer between the most stable dihydroxide ([Sr:4/18:2/0])
and monohydroxide ([Sr:5/17:1/1]) complexes with 22 water molecules, from the second column of Table
3.8. TS = transition state.
Table 3.11: SCF (∆ESCF) and Gibbs free energy differences (∆G) of the dihydroxide −→ monohydroxide
proton transfer reaction. TS = transition state
(ESCF) (a.u.) ∆ESCF (kJ/mol) (SCF+Gcorr) (a.u.) ∆G (kJ/mol)
di [Sr:4/18:2/0] -1865.326957 0.0 -1864.851310 0.0
TS -1865.326349 1.6 -1864.850185 3.0
mono [Sr:5/17:1/1] -1865.328093 -3.0 -1864.852268 -2.5
To rule out the possibility that the calculated small energy difference is a result of moving
a negative charge closer to the cavity, we compared the charges of every oxygen atom in the
complexes by QTAIM analysis. Although there is a slight difference between the charge of the
moving OH− ion between the two complex (OH2 changes from -1.274 to -1.210 in Table 3.12),
it seems that the Sr-O distance is responsible for this change as the first shell oxygen atoms
have a more negative charge in general than the second shell O atoms due to the polarising
effect of the cation (average -1.26 compared to -1.18) and the -2 charge carried by two OH−
ions seems almost evenly distributed between the O atoms of the complex, i.e. the charges
of oxygen atoms within the hydroxide ions are close to the average charge calculated for the
solvation shell in which they are (e.g. OH1 is -1.269 and -1.271 while the average charge of
oxygen atoms in the first solvation shell is 1.26). These results show no evidence of unrealistic
charges and artificial charge distribution to the vicinity of the cavity, therefore we can conclude
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Table 3.12: Oxygen charges of the dihydroxide ([Sr:4/18:2/0]) and monohydroxide ([Sr:5/17:1/1]) complexes
with 22 water molecules calculated by QTAIM analysis. O(OH1) and O(OH2) are the charges of the oxygen
atoms in the hydroxide ions while the following rows are the average charges and the related standard
deviation calculated for the oxygen atoms in the first and second solvation shell.
di [Sr:4/18:2/0] mono [Sr:5/17:1/1]
O(OH1) -1.269 -1.271
O(OH2) -1.274 -1.210
average 1st -1.260 -1.261
SD 1st 0.012 0.014
average 2nd -1.180 -1.182
SD 2nd 0.015 0.015
that the free energy profile calculated plotted in Figure 3.11 is truly related to the investigated
proton transfer mechanism.
3.4.3 The relative stability of Sr2+ hydroxide complexes in the presence of two
explicit solvation shells
To study the effect of increasing the number of hydroxide ions present in the system, we
have explored the energetics of two reactions. In the first of these, we have compared the free
energies of the different Sr2+ hydroxide species with the most stable Sr2+ hydrate complex
plus the solvated hydroxide ions (Eq. (3.2)). These reaction free energies are presented in
Table 3.13 and in Figure 3.12a.
Sr (H2O)
2+
24 + n(OH) (H2O)
−
23 = Sr(OH)n (H2O)
(2−n)+
24−n + n (H2O)24 (3.2)
We also wished to establish whether, for a structure with a given number of first or second
shell hydroxides, it is energetically preferable for an additional hydroxyl group to enter the
bulk solution or to become part of the strontium’s primary or secondary coordination shell.
We therefore calculated the energies of the reactions described by Eq. (3.3), and these are
collected in Table 3.13 and Figure 3.12b.
Sr (OH)n−1 (H2O)
(2−(n−1))+
24−(n−1) + (OH) (H2O)
−
23 = Sr(OH)n (H2O)
(2−n)+
24−n + (H2O)24 (3.3)
All the elements in the reaction are calculated with the same computational parameters,
both with an explicit and implicit solvent model, to cancel any systematic errors related to the
solvent model or the functional/basis set combination. However, to probe the possible effect
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Table 3.13: Relative SCF (∆ESCF) and Gibbs free energies (∆G) in kJ/mol for the reactions described by
Eq. (3.2) and Eq. (3.3),calculated with the def2-TZVP basis set
Reaction energies of Eq. (3.2)
type of
hydroxide
total number of hydroxide ions
1 2 3 4
∆ESCF ∆G ∆ESCF ∆G ∆ESCF ∆G ∆ESCF ∆G
mono -36.3 -32.5 -60.9 -62.3 -74.5 -75.6 - -
di - - -57.9 -59.4 -77.3 -78.5 -49.2 -54.4
tri - - - - -72.2 -76.7 -60.1 -64.5
tetra - - - - - - -57.6 -64.3
Reaction energies of Eq. (3.3)
mono -36.3 -32.5 -24.6 -29.8 -13.6 -13.3 - -
di - - -21.6 -26.9 -16.4 -16.2 28.1 24.1
tri - - - - -11.3 -14.4 17.2 14.0
tetra - - - - - - 19.7 14.2
of basis set size on reaction energies, we carried out single point test calculations for Eq. (3.2)
with different basis sets (def2-SVP and def2-QZVP in addition to the originally chosen def2-
TZVP) and compare the SCF energies in Table 3.14. It can be seen that, while the reaction
energies obtained with polarised double-ζ (SVP) and polarised triple-ζ (TZVP) basis sets vary
significantly, for a given total number of hydroxides there is an essentially constant energy shift
between the polarised triple-ζ and the larger quadruple-ζ quality basis set (QZVP) data. This
suggests that TZVP is sufficient to obtain reliable relative energies for the studied reactions.
Table 3.14: Dependence of SCF energies for Eq. (3.2) on basis set quality. ∆E for the def2-SVP and
def2-TZVP basis sets were calculated compared to the def2-QZVP results. All energies are in kJ/mol.
Total number
of OH
Type of
hydroxide
SVP ∆E(QZVP-SVP) TZVP ∆E(QZVP-TZVP) QZVP
1 mono [Sr:5/18:1/0]+ -49.3 16.0 -36.3 3.0 -33.3
2 mono [Sr:5/17:1/1] -89.1 34.3 -60.9 6.1 -54.8
di [Sr:4/18:2/0] -80.3 28.2 -57.9 5.9 -52.0
3 mono [Sr:5/16:1/2]− -115.2 50.0 -74.5 9.3 -65.2
di [Sr:4/17:2/1]− -114.6 46.6 -77.3 9.3 -67.9
tri [Sr:3/18:3/0]− -104.8 41.9 -72.2 9.3 -62.9
4 di [Sr:3/17:2/2]2− -71.4 29.3 -49.2 7.1 -42.1
tri [Sr:2/18:3/1]2− -79.2 26.2 -60.1 7.1 -53.0
tetra [Sr:1/19:4/0]2− -72.6 22.2 -57.6 7.2 -50.4
Figure 3.12a shows that in all cases it is energetically favourable for hydroxides to coordi-
nate the Sr2+ ion than to all exist as hydrated OH−. If we introduce one hydroxide ion into the
system, the formation of a monohydroxide lowers the energy by c. 32 kJ/mol. On increasing
the number of hydroxide ions up to three, the reaction energy becomes increasingly negative,
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before becoming less so for four hydroxides. Figure 3.12b reveals that the successive addition
of one more hydroxide ion into the Sr coordination sphere has a less and less stabilising effect,
to the point that the reaction energy associated with the introduction of a fourth OH− ion into
one of the strontium’s solvation shells is positive, i.e. the OH− prefers to exist as a hydrated
ion. Thus, although a system with four hydroxides in the Sr coordination sphere is more stable
than when all hydroxides exist as hydrated ions (Fig. 3.12a), such a complex is significantly
less stable than one in which three hydroxides coordinate the Sr2+ ion, with the fourth existing
as a hydrated ion (Fig. 3.12b). This allows us to predict that dianionic tetrahydroxide species
will not exist. In agreement with this conclusion, Sr(OH)2 is known to be a moderately strong
base without amphoteric properties,[171] and as such it should not form negatively charged
hydroxide complexes even in the presence of strong(er) bases.iii
(a) (a) (b) (b)
Figure 3.12: Gibbs free energies (∆G, kJ/mol) (a) for Eq. (3.2), and (b) for Eq. (3.3) for systems with 1 to 4
hydroxide ions.
Figure 3.12b indicates that monoanionic species containing three hydroxides are stable
within the confines of our model. For these systems, however, the most stable structure
([Sr:4/17:2/1]−) has two hydroxides in the primary coordination shell with the third in the sec-
ond shell. It is therefore entirely possible that monoanionic species are also unstable in solu-
tion, as the second shell hydroxide in [Sr:4/17:2/1]− may well prefer to migrate out of the Sr
coordination environment altogether. Unfortunately, we cannot test this hypothesis within the
limits of our present model, as to include an explicit third solvation would be computationally
prohibitive.
iiiThe pH of our model systems, even with two shells of explicit waters, is > 14. Explicit inclusion of 1250 water
molecules for every hydroxide ion would be required to lower the pH to 13.
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3.5 Conclusions
Although Sr2+ hydrates were intensively studied in the past, there is only a limited infor-
mation available about the structure of hydroxide complexes, especially in aqueous phase.
Since the pH is high in the nuclear storage ponds and the formation of Sr hydroxide is likely,
understanding the solvation of hydroxides in water is important to investigate their possible
interactions with the hydrated brucite surface. Therefore, we have carried out DFT quantum
chemical calculations to model the aqueous solvation of Sr2+ mono-, di-, tri- and tetrahydrox-
ides, using a combination of the COSMO continuum solvent model and one or two explicit
solvation shells. We have shown that including a second explicit solvation shell as well as
carry out the full optimisation with the a polarisable solvent method is essential for the accu-
rate modelling of these systems.
With only a single explicit solvation shell, the coordination number of the most stable mono-
, di-, and trihydroxides is five, decreasing to four for the tetrahydroxides. In all cases we find
open regions in the Sr coordination shell which would not exist in real aqueous complexes,
and we often found our optimised structures to possess unavoidable energetic instabilities. In-
cluding a second shell of explicit waters with the application of the W24 water cluster, however,
resulted in energetically minimal structures without open regions in the first Sr coordination
shell. We also note, that test calculations on structures containing two explicit solvations shells
in gas phase proved that the application of the COSMO solvation model significantly affects
the obtained geometry and energy of the complexes, i.e. the long-range solvation effects have
a key role in the formation of the solvated complexes and have to be included to obtain the
right structures. The energetically-preferred coordination numbers obtained from the two-shell
calculations increased with respect to those found in with the single shell model. For systems
with one, two or three hydroxide ions, we found the most stable complexes to all be 6 coordi-
nated with a distorted trigonal antiprismatic geometry, whereas systems with four OH− ions
have a most stable coordination number of five.
Comparison of the SCF and Gibbs free energies of the systems with two explicit solvation
shells shows that there is only a small energy difference between the different types of hy-
droxide (c. 3 kJ/mol). Transformation from one coordination mode to another can easily occur
via a proton transfer mechanism; e.g. the barrier in the Sr2+ dihydroxide ([Sr:4/18:2/0]) −→
Sr2+ monohydroxide ([Sr:5/17:1/1]) reaction is only 3.0 kJ/mol.
We have evaluated the relative stabilities of the mono-, di-, tri- and tetrahydroxide species
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by calculating the energies of two reactions (defined by equations (3.2) and (3.3)). We found
that in all cases the Sr2+ hydroxide complexes are more stable than a Sr2+ hydrate plus
hydrated OH− ions. However, the addition of more hydroxide ions has a systematically weaker
stabilising effect, terminating at the point when adding a fourth OH− ion to the trihydroxide
species is energetically unfavourable. Furthermore, the most stable trihydroxide structure has
only two hydroxides in the first coordination shell of the Sr2+ ion, and we suggest that the
third hydroxide ligand may migrate away from the Sr coordination environment altogether if
our model contained a significantly larger number of explicit water molecules.
We conclude that the most likely Sr-hydroxide complexes to be found in high pH aqueous
solutions are mono- and dihydroxides, and that they coexist. These species are therefore the
most likely candidates for adsorption onto brucite surfaces under the pH conditions found in
fuel storage ponds, and can be used as reference systems for the Sr2+ ion’s behaviour in
the bulk solution. In the next chapter, I focus on the simulation of brucite (0001); describe the
development of the periodic electrostatic embedded cluster surface model and its validation by
simple adsorption studies in gas phase. While in the final result chapter the main conclusions
of this study (such as the necessary combination of an implicit solvent model with sufficient
number of explicit water molecules and the obtained structures of the most stable Sr2+ hydrate
and hydroxide complexes) are utilised for the investigation of Sr2+ adsorption on hydrated
brucite surfaces, bringing together the results of the present chapter and the following one.
Chapter 4
Modelling the (0001) brucite surface with the periodic
electrostatic embedded cluster method
4.1 Introduction
Developing a suitable surface representation for the (0001) brucite surface, which then can
be used to study the adsorption of solvated ions, is a crucial part of the research project,
as it has been shown that brucite is the most significant component of corroded Magnox
sludge and is capable of adsorbing some of the existing radioactive ions in the nuclear storage
ponds (see section 1.1). In this chapter, density functional theory at the meta-GGA level is
employed within the periodic electrostatic embedded cluster method (PEECM, 2.6.2) to model
the brucite (0001) surface. Representative studies are then used to demonstrate the reliability
of the PEECM for the description of the interactions of various ionic species with the layered
Mg(OH)2 structure, and its performance is compared with periodic DFT.
4.2 Literature review
This literature review is a detailed introduction to brucite: summarising the structural prop-
erties of the mineral, continued by the results of previous electronic structure calculations
and bond analysis and the introduction of brucite surfaces. It is followed by a comparison of
theoretical approaches used to study ionic adsorption.
4.2.1 The structure of the mineral brucite
Brucite is a layered mineral, containing Mg(OH)2 layers, in which the hydroxyl groups are
orthogonal to the hexagonal basal plane, see Figure 4.1 (space group is D33d, P3m1). The
following parameters describe completely the structure: a and c lattice parameters and zO, zH
atomic fractional coordinates (or alternatively the calculated internal coordinates, such as the
Mg-O, O-H bond and H· · ·H inter- and O· · ·O intralayer distance).[200, 201]
Three neutron diffraction studies have been used to compare the calculated geometrical
properties of different computational methods to experimental measurements in ambient con-
ditions: the first was published by Zigan and Rothbauer in 1967[203] the second one was a
high pressure study by Catti et al.[204] in which they measured the properties of brucite under
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Figure 4.1: The layered structure of brucite showing the typical unit cell, beside the side and top view of
the octahedral Mg coordination.[202]
a series of different conditions, similarly to Chakoumakos, Loong and Schultz, who studied the
low-temperature structure of brucite.[205] Table 4.1 is a summary of some of the measured
and calculated geometrical properties of brucite, which are found in the literature.
Table 4.1: Summary of the previously published geometrical properties of brucite. All values are in A˚. (a,
c are lattice parameters, zO and zH are fractional coordinates; Mg-O and O-H are bond lengths; H· · ·H and
O· · ·O are atomic distances.)
ref [203] [204] [200] [202] [206]
exp/comp neutron neutron CRYSTAL CRYSTAL CRYSTAL
method diffraction diffraction periodic HF periodic DFT periodic DFT
basis set - - Pople GTOs Mg: 8-511G*, O: 8-411G*, H: 211G* Mg: 8-511G* + TZP (O, H)
functional - - HF HF LDA PW91 B3LYP B3LYP B3LYP-D
a 3.142 3.150 3.146 3.148 3.099 3.179 3.167 3.175 3.140
c 4.766 4.770 5.354 5.263 4.413 4.717 4.854 4.923 4.657
zO - 0.220 - 0.197 0.235 0.221 0.214 - -
zH - 0.421 - 0.376 0.457 0.427 0.413 - -
d (Mg-O) 2.102 2.100 2.103 2.093 2.067 2.111 2.104 - -
d (O-H) 0.995 0.958 0.953 0.939 0.981 0.972 0.962 0.961 0.962
d (H· · ·H) 1.932 1.969 2.250 2.239 1.829 1.960 2.016 - -
d (O· · ·O) 2.787 2.778 2.787 2.759 2.737 2.778 2.770 - -
One of the first theoretical studies preformed on the bulk brucite crystal was done by LeSar
and Gordon[207] and is based on an embedding fragment method. They used an electron-
gas model in which the effect of the ionic crystal environment was included by an energy
contribution evaluated by Ewald summation of the electrostatic potential, and they found a
reasonable agreement with experimental results. Sherman[208] and D’Arco[200] carried out
periodic HF calculations with the CRYSTAL code;[140] while Baranek et al.,[201] as well as
Pascale and coworkers,[202] compared the HF method with DFT using different local density
and generalised gradient approximation (LDA and GGA) based functionals and B3LYP as a
hybrid functional, in conjunction with all electron Gaussian-type basis sets which were opti-
mised to have the sufficient polarisation and diffuse functions. Winkler[209] and Azuma[210]
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compared LDA and GGA functionals, using the CASTEP code[211] for periodic DFT calcu-
lations with plane wave basis sets. In general, the HF method is accurate for bond lengths,
but severely overestimates the interlayer spacing; i.e. the lattice parameter c and the H· · ·H
distance. LDA functionals give quite the opposite result: underestimated interlayer distances,
Mg-O bonds and O· · ·O intralayer distances. The parameters calculated with GGA or hybrid
functionals are located between the HF and LDA results and they are generally closer to the
experimental values. According to Baranek and coworkers, besides the right level of DFT
approximation, applying basis sets with polarization functions is also essential.[201] Ugliengo
el al.[206] used the B3LYP and dispersion corrected B3LYP-D[212] functionals together the 8-
511G* on Mg and triple-zeta (TZP) basis set on the O and H atoms to understand the origin of
the interlayer forces in brucite. Based on their results, adding dispersion corrections increases
the accuracy of the geometrical parameters. However, the study of Chaka and Felmy,[213]
in which they calculated the structure of brucite and several types of magnesium-carbonates
with periodic DFT in DMol3 code,[214, 215], suggests that using semi-empirical dispersion
interaction corrections leads to an underestimated interlayer distance.
4.2.2 Electronic structure and bond analysis
D’Arco et al.[200] studied the electronic structure by plotting the density of states (DOS)
for bulk and a slab Mg(OH)2 with the periodic HF method together with the 8-511G, 8-411G
and 21G basis sets on the Mg, O and H atoms respectively. They found the results of the bulk
and slab brucite to be very similar, which indicates weak interactions between the layers (Fig-
ure 4.2). Brucite is clearly an insulator with a significant HOMO-LUMO band gap, besides,
there are wide gaps between the bands which is typical of ionic crystals. Although the HF
method is known to grossly overestimate the electronic band gap, other electronic structure
calculations predict qualitatively similar results. The embedded cluster model based HF study
of Murakami, Honjo and Kuji resulted in a 7.00 eV band gap,[216] while Pishtshev et al. calcu-
lated band gaps of 3.83 and 7.70 eV, using periodic DFT with the PBE and HSE06 functionals
respectively, for the bulk structure.[217] Experimental optical band gaps for brucite thin-films
and nano-disks are estimated to be∼5.17 and 5.70 eV.[218, 219] The DOS of D’Arco in Figure
4.2 show the strong covalent character of the OH bond, because of the mixed O-H contribution
in the valence orbitals. The peaks between -0.7 and -0.4 a.u. have strong contributions from
hydrogen and the O2p orbital, while the other valence band corresponds to the O2s orbital with
hydrogen contribution and appears at lower energy, under -1.2 a.u..
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Figure 4.2: Total and projected DOS of the bulk and slab brucite obtained by D’Arco et al.[200]
The Mulliken population analysis[134] carried out by Baranek et al.,[201] supports the
previous statement of D’Arco, since it predicts ionic character for the Mg-O interaction and
covalent character for the O-H bond. According to their results, calculated with the B3LYP
functional, the actual charge of the Mg atom is less than its formal +2 charge (+1.710), and
the population of the Mg-O bond is small, only 0.054. By contrast, the O-H bond population
(0.504) is close to the value of the population of the O-H bond in water (0.590), which they
state is known to be strongly covalent. Pishtshev et al. used Bader analysis and the electron
localisation function (ELF) approach to investigate the chemical bonding of brucite.[217, 220]
They obtained Bader charges very similar to Baranek’s Mulliken values, and showed the ionic
character of the Mg-O bond based on the closed shell configuration of the Mg2+ cation and
the OH− anion by plotting the valence ELF, shown in Figure 4.3. Moreover, by looking at the
ELF plot of the (110) plane, they predicted a total lack of hydrogen-bonding between the layers
as no shared electron density is detected between the OH groups.
Figure 4.3: Representation of the valence ELF for the (110) plane of brucite, containing one (left) and two
(right) units of Mg-OH. ELF values increase from blue to red.[217]
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4.2.3 Interlayer forces in brucite
All the previous studies agree that the interlayer interactions are weak, but the nature of
these interactions is not completely clear. A minority of the studies suggest some hydrogen-
bonding between the layers, for example Kruger et al., based on vibrational spectrum analysis
done at various pressures, state that hydrogen-bonds are present in brucite even at high vac-
uum.[221] Haycock also assumed hydrogen-bonding during the analysis of his X-ray emission,
X-ray photoelectron and Auger spectroscopy results.[222] But the majority of the studies pre-
dict only dispersion type forces between the brucite layers. For instance, Bernal and Megaw
suggested a lack of hydrogen-bonding, based on the long O· · ·O intralayer distances in the
structure.[223] While Chaka and Felmy explain the lack of hydrogen-bonding in terms of the
coordination of the oxygen atoms: as all O atoms are coordinated to three Mg atoms and
bonded to one hydrogen, there is no electron lone pair left for the hydrogen bonding.[213]
The O-H stretching frequency is a good indicator of hydrogen-bonding, since its value
reflects the properties of the environment of the bond and therefore it is often evaluated in
computational studies.[210] Based on the factor group analysis, there is a Raman-active OH
stretch with A1g symmetry and an IR-active A2u,[221] which both have high frequencies (Ra-
man: ∼3655 cm−1 and IR ∼3700 cm−1)[221, 224–227] suggesting that the protons are not
involved in hydrogen-bonding.[209] However, according to Pascale et al., due to significant
interlayer couplings, there are some differences in the translational modes between the calcu-
lated spectra of the bulk structure and the spectra of a single layer of brucite.[202]
Many of the previous studies contain calculations of the interlayer forces. The so called
interlayer interaction energy (IE) is the energy difference between the optimised bulk structure
and the energy of isolated two dimensional layers,[210] i.e. larger IE values correspond to
stronger interlayer interaction. Some of the previously published results are summarised in
Table 4.2. Neglecting the dispersion forces in the calculations can lead to artificially weak
interaction and therefore an overestimated interlayer distance, as shown in the case of the HF
calculations. LDA functionals predict an overly strong interaction which leads to a severely
underestimated distance. GGA or hybrid functionals give interaction energies between the HF
and LDA results, but still underestimate the strength of the attraction, according to Ugliengo
et al.[206] They found that using a functional with dispersion corrections, such as B3LYP-
D instead of B3LYP, may improve the accuracy of the calculations (structural optimisation
and frequency) and give a much higher interaction energy (-22 kJ/mol instead of -3.8 kJ/mol,
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Table 4.2). Besides the use of the right level of XC approximation, the correct treatment
of the BSSE superposition error, either with sufficiently large basis set or CP correction, is
particularly important in the calculation of the interlayer interaction energy. Therefore some
of the authors, such as Baranek et al. and Pascale et al. reported Counterpoise corrected
interaction energies, while others, e.g. Ungliengo et al. claimed to overcome of the BSSE
error by using a sufficiently high level of basis sets.
Table 4.2: Comparison of the previously published interlayer interaction energies (IE) with different func-
tionals. The LDA and GGA functionals used vary in the different studies, but the trend is similar. (a BSSE
correction was used in the given study.)
IE (kJ/mol)
HF LDA GGA B3LYP B3LYP-D
Ref [201]a -2.6 -36.7 PP: -7.8 -5.2 -
Ref [202] -2.8 -27.9 PW91: -10.4 -6.5 -
Ref [202]a -0.4 -22.6 PW91: -4.8 -1.9 -
Ref [210] - -36.5 PBE/PW91: -9.6/-10.1 - -
Ref [206] - - - -3.8 -22.0
4.2.4 Surface structure and cleavage
As was shown in the previous sections; the interlayer distance is rather big due to weak,
mainly dispersion type interlayer forces; therefore it is easy to cleave the structure. Applying
the Wulff’s construction method[228–231] predicts a hexagonal prismatic structure for the
brucite crystal and transmission electron microscopy and X-ray diffraction studies[232] support
to this statement. In every scenario, brucite has the (0001) surface as the most abundant
while (1100) as the less stable surfaces in T=0 equilibrium.i Figure 4.4d shows the equilibrium
shape of the brucite crystal, obtained by Churakov et al., using the Wulff method.[230] Besides
(0001) and (1100), they also considered a cleavage plane cutting the (1120) surface and
calculated the surface energies of the structures. They found the most abundant face (0001)
to be the the most stable (3.3 meV/A˚2), in which the hydroxide ions surround the magnesium
ion in an orthogonal coordination resulting in a hexagonal ordered Mg plane with OH groups
facing outwards (see Figure 4.4a). The (1100) formation is another possible but less frequent
face, since it has a higher surface energy (14 meV/A˚2). In that case, the magnesium atoms at
the surface are only five coordinated (Figure 4.4b). In the (1120) cleavage plane the Mg atoms
are four-fold coordinated, which makes this surface type even less favourable (28.5 meV/A˚2);
iSome publications may use the notation {hkl} instead of {hkil},[231] which includes an extra, redundant,
Miller index and is usually used for hexagonal unit cells. However, due to the symmetry of the brucite structure,
the two notation are interchangeable.
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according to Masini and Bernasconi, it occurs only in metastable phases.[229] The latter two
faces both have hydroxyl groups rotating outwards from the surface plane to minimise the
electrostatic repulsion among them as shown in Figure 4.4b and 4.4c. Because of the less
coordinated Mg atoms, there are dangling bonds at the surface which cause changes in the
interlayer distances between the first few layers.[230]
Figure 4.4: Optimised structures of the possible cleavages of the brucite surface: (a) side view of the
(0001) structure, (b) of the (1100) surface and (c) of the (1120) cleavage. The dotted lines indicate the
atomic planes in the surface, while the numbers are interatomic distances in the relaxed surface. Relative
changes in the interatomic distances compared to the equilibrium bulk are shown in brackets. (d) is the
equilibrium shape of the brucite crystal, obtained by the Wulf’s construction method.[230]
Since the most common surface type is (0001) and water adsorption occurs on this hy-
droxyl terminated cleavage plane, its properties are better known than the other surfaces.
Moreover, while the basal plane of brucite (0001) is generally well described by force field
parameters, the description of the (1100) surface properties is less developed in molecular
dynamics studies. As a consequence, the surface hydroxyl groups tend to distort in a non-
realistic way which results in impossible mineral edges. To prevent this, Zeitler et al.[233]
recently developed a modified force field to improve the accuracy of simulations involving
these type of edges. The description of the (1100) surface can be important for example in
dehydroxlation reactions, because, according to the CPMD study of Churakov et al.[230], it
can be dehydroxlated easier than other surfaces. Churakov also states that layers under the
top one in the slab does not take part in the studied reactions, therefore they can be fixed in
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the calculations.
4.3 Modelling ionic adsorption on surfaces
Theoretical studies of physical and chemical interactions on surfaces play a key role in
the understanding and predicting of many industrially relevant phenomena, including the ones
related to nuclear waste, as demonstrated in section 1.4. However, choosing a suitable sur-
face representation for the investigation of a particular adsorption mechanism is not always
straightforward, and the choice can heavily influence the outcome of the results.
One of the most common approaches to model surfaces is periodic density functional the-
ory (DFT), which operates with conventional unit cells and employs periodic boundary condi-
tions (see 2.6.1). However, modelling charged systems using periodic boundary conditions is
extremely difficult and is often treated by using background charges[38, 234, 235] or including
counter ions in the simulation box.[38, 42] In principle, a non-neutral simulation box under
PBCs (periodic boundary conditions) would result in an infinite, self-interacting charge and
an infinitely large electrostatic energy.[108, 234, 235] Employing a compensating homoge-
neous background charge within the cell to have a finite energy will inevitably lead to artificial
Coulomb interactions between the charged species and the background charge, and will not
prevent the interaction of the charged species with their own periodic images, resulting in artifi-
cial components in the absolute energy of the system.[38] Weber et al. studied the adsorption
of ionic liquid components on anatase with the periodic DFT method (PBE-D3 and PBE0 func-
tional/GTH pseudopotential basis set), and showed that by using very large supercells (see
Figure 4.5), the ionic species can be isolated from the neighbouring interaction sites and the
background charge is ”diluted” enough to significantly decrease the magnitude of the artificial
effect,[38] but with the price of significantly increased computational cost and limitations on
the practicable size of the basis sets. Although the absolute energies of non-neutral systems
obtained via PBC methods may not be always reliable, the calculation of relative energies and
the comparison of different conformations is still possible upon the application of a background
charge or counter ions with a sufficiently large cell size.
One alternative to modelling a surface with periodic DFT is to use isolated molecular clus-
ters to represent the adsorption site of the surface. This approach has been used mainly for
2D materials, such as graphene,[41] where the far-field effects of the substrate on the adsorp-
tion reaction can be neglected, i.e. the interaction is very localised; or where the effect of
extended surfaces were deliberately neglected for the sake of simplification[236, 237]. How-
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Figure 4.5: The interaction energy (Eint) of atanase and [C1C1Im]+ ion (1,3-dimethylimidazolium ion) and
the corresponding charge transfer (CT) based on Mulliken charges; and their dependence on the cell size.
The interaction energy is converging to a negative value, which is presumably caused by attractive inter-
actions between the positively charged ion and the negative background charge. Moreover, for smaller
cell sizes Eint is decreasing again for larger ion-surface distances, probably due to an artificial charge
transfer, induced by the repulsive interaction between the cation and its periodic images. [38]
ever, if one would like to consider the long-range electrostatic interactions and still be able to
use high level of theory to study ionic adsorption, embedded cluster methods can be a viable
alternative to replace periodic DFT.[55–57] One such technique is the periodic electrostatic
embedded cluster method (PEECM)[56, 112] which features a quantum mechanically treated
region (the QM cluster) embedded in an infinite periodic array of point charges (see 2.6.2).
These approaches have the advantage of being able to study isolated adsorption sites and
can deal with charged systems with levels of theory beyond the generalised gradient approx-
imation (GGA) methods typical of periodic DFT calculations. This last feature is especially
useful for systems such as metal-oxides and oxygen defects of metal oxides, where hybrid
functionals are necessary for the accurate description of the electronic structure.[56, 238–
240] As the embedded cluster itself is not repeated, it can carry basically any charge without
further consequences, as long as the charge does not change throughout the study. For ex-
ample, Burow and Sierka, the developers of the PEECM approach, used heavily charged QM
clusters in their study of CeO2.[56] However, systems with different charges may not be di-
rectly comparable and have to be treated carefully as the charge of the cluster still affects the
overall Coulomb interaction and may lead to artificial differences in potential energies. Another
aspect of the planned computational investigations which has not been mentioned so far, is
the inclusion of possibly high number of explicit water molecules in the simulation, which will
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significantly increase the computational cost and determines our choice in modelling meth-
ods; as the computational performance of PEECM is much more efficient for systems with low
symmetry, than the periodic DFT methods.
After identifying the most stable hydroxide complexes of Sr2+ in aqueous solution in the
previous chapter, here we move on to develop an efficient model for studying the adsorp-
tion of Sr2+ complexes on the hydrated (0001) brucite surface. Based on the considerations
presented in the previous paragraphs, we decided to use the PEECM method, which has
previously been successfully employed to study ionic materials.[55, 56] As it was shown in
section 4.2.2; electronic structure calculations as well as Mulliken bond population analy-
sis[201] predict largely ionic character for the Mg-O bond but more covalent character for the
O-H bond. This feature of the material allows us to employ embedded methods, as we define
the QM cluster without cutting covalent bonds at the boundaries.[216] Although there are a
small number of examples for similar embedded calculations,[216, 241, 242] to the best of
our knowledge, this is the first time a surface of a not purely ionic material has been modelled
with the PEECM. The bulk of the results presented in this chapter was published in the follow-
ing paper: E. Makkos, A. Kerridge, J. Austin, N. Kaltsoyannis, Journal of Chemical Physics,
(2016) 145, 204708.[243]
4.4 Computational details
4.4.1 PEECM models
All calculations were performed with version 6.6 of the TURBOMOLE program[137] us-
ing resolution-of-the-identity density functional theory[180]. Results were visualised with the
MOLDRAW chemical graphical software.[184] The TPSS exchange-correlation functional,
which employs the meta-generalised gradient approximation (meta-GGA),[77] was used be-
cause it has been shown to describe Sr2+ complexes well in the past[149] and previous the-
oretical studies on brucite have shown that GGA functionals efficiently describe bulk proper-
ties.[201, 202, 209] Due to the large number of the quantum chemically treated atoms, the
def2-SVP basis sets of polarised double-ζ quality[87, 96] were used for all QM atoms. Partial
geometry optimisations, in which the boundary atoms of the cluster were held fixed and the
inner atoms allowed to fully relax (see Figure 4.6ii), were carried out in the gas phase, with the
m4 integration grid and the default convergence criteria: SCF energy: 10−6 a.u., structural
iiFor the 6x6 1+PC surface representation, the lower hydrogen atoms were also constrained during optimisa-
tion.
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energy: 10−6 a.u. and energy gradient: 10−3 a.u.
For every s block ion investigated in section 4.5.1 (Na+, Rb+, Cs+ and Mg2+, Sr2+, Ba2+),
the def2-SVP basis set[87, 94, 96] was used during the geometry optimisation along with the
associated effective core potentials[97] for Rb, Cs, Sr and Ba. The electron density distribu-
tion calculations reported in section 4.5.1 were performed by generating wavefunction (.wfn)
files from the output of the optimisation in TURBOMOLE using the molden2aim program[129]
which served as an input for the Multiwfn code[139]. The electron density images were plotted
with the VMD[244] visualisation code, using an isosurface value of 0.0025 a.u.
The Quantum Theory of Atoms in Molecules (QTAIM) calculations described in section
4.5.4 were performed with the professional version 13.11.04 of AIMAll[130] using the default
parameters of the program. The required .wfn files were generated as described above.
Considerations of the QM cluster
Due to its layered structure, the brucite surface was considered as a slab containing one
or more layers of Mg(OH)2 and modelled using the periodic electrostatic embedded cluster
method (PEECM, see section 2.6.2), implemented in the TURBOMOLE code. In this ap-
proach, a finite sized cluster of brucite was treated quantum chemically and embedded in a
2D infinite array of point charges (PCs) (aperiodic in the z direction). Experimental cell pa-
rameters, obtained via neutron diffraction measurements by Catti et al.,[204] were used to
define both the initial geometry for the QM cluster and the positions of the PCs in the infinite
two dimensional array: the a and b lattice parameters of the hexagonal unit cell were 3.15
A˚, and the interlayer distance c was 4.77 A˚. As it was described in section 4.2.3 and 4.2.4
the cleavage (0001) surface is the most stable brucite surface with a large interlayer distance
and weak interlayer forces, i.e. the structural changes during surface relaxation are negligi-
ble[200, 202, 229] and therefore the use of experimental bulk parameters for the fixed position
of boundary atoms and point charges should only introduce a negligible error in the obtained
surface structures.
The basic structure used for the investigations was a single layer of brucite containing
a stoichiometric 6x6 Mg atom QM cluster (Mg36(OH)72) embedded in the PCs, holding the
boundary atoms of the cluster fixed during the optimisation (shown in Figure 4.6). Building
on this geometry, several variations were proposed for the optimal surface representation, for
which we use the following notation from now on: ”nxn m”, where n is the number of Mg
atoms in the x and y direction and m is the number of brucite layers explicitly included in the
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cluster. Accordingly, we refer to the above introduced single layered structure as 6x6 1.
Figure 4.6: Illustration of the top and side view of the single layer PEECM model (6x6 1). The point charges
are represented as balls around the QM cluster, the fixed boundary atoms as wires and the inner part of
the cluster as balls and sticks. Bonds between the inside cluster and the boundary atoms are omitted for
clarity. (Mg=green, O=red, H=grey)
To best of our knowledge, the PEECM approach has been previously used only for materi-
als with conventional unit cell structures such as TiO2[55] or CeO2[56]. For these metal oxides
effective core potentials (ECPs) were used on the neighbouring cations around the QM cluster
to soften the effect of polarisation from the positive charges, as discussed in the section 2.6.2,
while formal charges were used on the corresponding anions. By contrast to these examples,
brucite has a layered structure, in which the covalently bonded OH group carries a -1 charge.
In this case, the use of an ECP region is complicated and any attempts to create an isolating
shell by surrounding the QM cluster with a region containing ECPs as Mg atoms and point
charges as the O and H atoms are failed to converge. First, the 6x6 Mg QM cluster was ex-
tended to 7x7 and the Mg atoms at the boundary region were replaced by ECPs (mg ecp-10
hay&wadt) while the related O and H atoms were replaced by point charges, keeping the inner
part of the QM region at the size of the original 6x6 stoichiometric cluster. Both formal charges
and calculated natural charges (see the paragraph below) were considered on the O and H
atoms (O/H -2/+1 and -1.33/+0.44 respectively). Second, clusters with two 6x6 Mg layer were
modified by changing the second layer Mg atoms to ECPs then by adding an additional third
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layer with ECPs on the positive ion and replace the related O and H with the same two type of
point charges as for the single layer. All of these calculations are failed to converge even one
SCF cycle, therefore, to avoid the artificial polarisation effect of neighbouring PCs on the QM
cluster, we decided to employ natural charges in the PC region,[245] derived iteratively from
natural population analysis(NPA).[131] Formal charges were used as an initial guess for the
embedding array in a single point calculation, from which a new set of NPA charges inside the
QM cluster was determined. The values obtained from the centre of the QM cluster were used
as charges in the PC region for the following calculation and this step was repeated until no
further variation occurred. The following natural charges were obtained through this process:
Mg=+1.78, O=-1.33 and H=+0.44.[246] Applying these charges in the partial optimisation of
6x6 1 resulted in good geometrical agreement with experimental data (see Table 4.3): both
the calculated bond lengths and atomic distances stayed reasonably close to the previously
reported values. Moreover, the optimised QM cluster perfectly maintained the key features of
the surface, such as the perpendicular position of the OH groups to the (0001) plane or the
planarity of the Mg sites.
Table 4.3: Calculated average d(Mg-O) and d(O-H) bond lengths together with the d(O· · ·O) atomic dis-
tances of the QM cluster in 6x6 1, compared with the structural parameters of a previous computational
study and experiments. All values are in A˚. (SD stands for the standard deviation of the calculated average
parameter.)
d(Mg-O) d(O-H) d(O· · ·O)
This work 2.104 (SD:0.0056) 0.969 (SD:0.0003) 2.777 (SD:0.0051)
Periodic HF[200] 2.103 0.953 2.787
Periodic DFT[202] 2.104 0.962 2.770
Exp 1[203] 2.102 0.995 2.787
Exp 2[204] 2.096 0.927 2.767
Several attempts were carried out to efficiently increase the system size in the z direction
while keeping up the good agreement with the experimental parameters in the least computa-
tional time. In our first approach, we considered every layer underneath the first one as simple
PC layers. Additional PC layers up to 8 with an interlayer distance of 4.77 A˚ were introduced
in the system and the cluster was re-optimised to see if it significantly deviates from the ex-
perimental structure. Unfortunately, without fixing the H atoms of the down-facing OH groups,
the cluster ”bends” after including one PC layer (Figure 4.7).
To quantify the bending, the RMS deviation for the z coordinates of the Mg atoms were
calculated (summarised in Table 4.4), since those atoms are all in one plane originally with
a z coordinate 0. While the RMS deviation is only 0.04 A˚ for a single layer, it rises to 0.55
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Figure 4.7: A side view of 6x6 Mg embedded brucite cluster (Mg36(OH)72) and one PC layer underneath.
Atoms in the QM region are represented by wires, while the outer part by points. (Mg=green, O=red,
H=grey)
A˚ on introducing a PC layer. Besides, there is a decrement in the SCF energy due to the
electrostatic attraction of the first PC layer. Interestingly, after adding the first point charge
layer underneath, including extra layers has no effect on the SCF energies or RMS deviation
values, thus we did not pursue the addition of more than one PC layers further.
Table 4.4: SCF energies and the RMS deviation of the Mg z coordinates in the systems with a 6x6 Mg(OH)2
cluster and 0 to 8 PC layers
total number of layers PC layers SCF energy (a.u.) RMS z (A˚)
1 0 -12666.68382 0.040
2 1 -12666.96102 0.550
3 2 -12666.96103 0.550
4 3 -12666.96103 0.550
5 4 -12666.96103 0.550
6 5 -12666.96104 0.550
7 6 -12666.96104 0.550
8 7 -12666.96104 0.550
9 8 -12666.96104 0.550
To eliminate the overly strong attraction of the underlying point charges, we either decrease
the interlayer distance between the layers to create compensating repulsion forces between
the layers, modify the relative charges of the O and H centres further; or fix the positions of the
down-facing hydrogen atoms in the explicit cluster. We excluded the first solution because,
although attempts to decrease the interlayer distance from 4.77 A˚ to 3.47 A˚ in a system with
1 extra PC layer resulted in an RMS and energy minima below 4 A˚with a RMS deviation 0.046
A˚ (Figure 4.8), which is close to the single layer value; SCF convergence problems appeared
close to the energetic minimum. If we decreased the interlayer distance further, the explicit
cluster, in addition to convex deformation, deprotonated and was impossible to stabilise. We
also exluded the second approach, since it would require to change the relative charges for
the O and H points, such that the -1 charge of the OH− would be almost entirely on the
O atoms (-1.03 and +0.14 respectively).[246] Therefore, we decided to simply constrain the
lower hydrogen atoms, as we already do with the other boundary atoms in the sides. A double
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Figure 4.8: SCF energies (black squares) and RMS deviation of the Mg z coordinates (white squares) in
the systems with 6x6 Mg(OH)2 cluster and 1 extra PC layer but with different interlayer distances from 4.77
to 3.47 A˚.
layer containing only point charges in the second is referred as 6x6 1+PC. We note that the
attraction force of the underlying point charges is not eliminated in this case and may affect
the adsorption energies of the investigated systems.
Embedding more explicit clusters under the top 6x6 one should improve the description
of interlayer forces and prevent the top layer from deformation. But increasing the size of the
QM region, which is already quite big (180 atoms) is computational demanding. Therefore,
we attempted to insert smaller cluster sizes under the first layer by creating the following sys-
tems: 6x6+4x4 two- and 6x6+4x4+2x2 three-layered structures. Unfortunately, these cluster
arrangements resulted in an asymmetric deformation in the top layer, presumably due to the
asymmetric QM/PC region boundaries at side of the 6x6 cluster, shown in Figure 4.9.
Further attempts to equalise the PC environment on the two sides of the cluster region by
modifying the structure of the 4x4 and 2x2 clusters, in which the terminating 4-fold coordinated
Mg atoms at the corners of the 4x4 and 2x2 clusters were changed to 3- and 5-fold Mg
(6x6+(4x4)’ and 6x6+(4x4)’+(2x2)’), could not successfully eliminate the visible deformation
of the top cluster ( Table 4.5). The related RMS z value is 0.221 A˚ for the modified 6x6+4x4
and 0.250 A˚ for the 6x6+4x4+2x2 system, which is still a significant deformation. However,
applying a double layer system in which the second layer has the same sized explicit cluster
of brucite as the first (6x6 2, 2xMg36(OH)72), resulted in an RMS deviation almost identical to
the value of a single layer (0.046 A˚).
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Figure 4.9: Side view of a system with two explicit Mg(OH)2 cluster (6x6+4x4) (a); and a system with three
explicit clusters (6x6+4x4+2x2) (b). Because of the asymmetrical geometry of the smaller clusters, the
deformation in the left side of the upper cluster is greater. Atoms in the QM region are represented by
wires, while the outer part by points. (Mg=green, O=red, H=grey)
Table 4.5: Comparison of SCF energies and RMS deviation of the Mg z coordinates in the first brucite
layer, for systems with more explicit layers within the cluster and with or without extra PC layers. (nxn
refers to the number of Mg atoms in the cluster, (nxn)’ refers to clusters with modified geometries)
total number of layers PC layers SCF energy (a.u) RMS z (A˚)
6x6+4x4
2 0 -18297.0529 0.236
3 1 -18297.1564 0.265
4 2 -18297.1564 0.264
5 3 -18297.1564 0.265
6x6+4x4+2x2
3 0 -19705.0615 0.267
4 1 -19705.0861 0.270
5 2 -19705.0861 0.270
6 3 -19705.0861 0.270
6x6+(4x4)’
2 0 -18297.2397 0.221
3 1 -18297.3375 0.248
4 2 -18297.3375 0.246
5 3 -18297.3375 0.249
6x6+(4x4)’+(2x2)’
3 0 -19705.4253 0.250
6x6+6x6
2 0 -25333.7182 0.046
3 1 -25333.9664 0.127
4 2 -25333.9664 0.129
5 3 -25333.9664 0.126
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To save computational cost, we tried four variations of fixed atomic positions in the 6x6 2
system, summarised in Table 4.6, which can be divided to two groups: the first two contain
frozen coordinates only in the second layer, while in the second two there are fixed atomic
positions in the first layer too. The SCF energies confirm our expectation that with increasing
number of frozen coordinates the absolute energy of the system will become less negative. In
case of fixing the down-facing hydrogen atoms in the bottom cluster or fixing the whole second
layer in the cluster the RMS deviation is between 0.052 and 0.054 A˚ , while fixing the down-
facing hydrogen atoms in both layers or freezing the coordinates of the whole second cluster
and the bottom hydrogen atoms of the first layer, result in RMS values around 0.024-0.026
A˚. We concluded that the best compromise between the criteria of computational time and
geometrical parameters within the top cluster, is a system containing a frozen second explicit
cluster: 6x6 2 f.
Table 4.6: Comparison of SCF energies and RMS deviation of the Mg z coordinates in the first cluster, for
6x6 2 systems with fixed atomic coordinates in different positions (with or without extra PC layers)
total number of layers PC layers SCF energy (a.u) RMS z (A˚)
Fully relaxed system
2 0 -25333.71811 0.046
3 1 -25333.96642 0.127
4 2 -25333.96643 0.129
Fixed down-facing H atoms in the 2nd layer
2 0 -25333.71721 0.054
3 1 -25333.93122 0.052
4 2 -25333.93121 0.050
Fixed 2nd layer
2 0 -25333.7046 0.052
3 1 -25333.91806 0.054
4 2 -25333.91807 0.054
Fixed down-facing H atoms in the 1st and 2nd layers
2 0 -25333.71435 0.026
3 1 -25333.92851 0.026
4 2 -25333.92851 0.026
Fixed 2nd layer and fixed down-facing H atoms in the 1st layer
2 0 -25333.70193 0.025
3 1 -25333.91548 0.024
4 2 -25333.91549 0.024
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4.4.2 Periodic DFT models
We chose the CRYSTAL14 code[138, 141] to model the brucite (0001) surface with periodic
DFT, since this program allows us to use atom-centred basis sets, as used in TURBOMOLE.
The TPSS meta-GGA exchange correlation functional, which was used for the development
of the PEECM model, is not available in this code. Since TPSS was developed by Perdew
and coworkers based on the same philosophy as PBE exchange-correlation functional[74],
we decided to use the latter in CRYSTAL14. PBE is one of the most commonly used GGA
functionals in solid state chemistry, besides, the general gradient approximation level of theory
gave good agreement with the experimental parameters of brucite in previous studies.[201,
202, 209, 210] Following on from the work of Ungliengo et al.[206], we compared the geo-
metrical parameters obtained with the use of PBE to the Grimme type dispersion corrected
PBE-D functional[83, 84]. Since PBE-D resulted in an interlayer distance 0.15 A˚ less than the
experimental values, we decided to continue with PBE, see Table 4.7.
Polarised triple-ζ basis sets, derived specifically for solid state calculations by Peintinger
et al.[247] were used for the surface atoms (Mg pob TZVP 2012, O pob TZVP 2012, and
H pob TZVP 2012) along with the Ca atom in the substitution study presented in section
4.5.3 (Ca pob TZVP 2102). In the case of Sr, the Sr HAYWSC-311(d11f)G basis set[248]
was used for geometry optimisations, whilst single point energies were calculated using dou-
bly polarised triple-ζ basis sets for the valence electrons with the ECP28MWB multi-electron
fit quasi-pseudopotential on the electrons of the core 1s-3d orbitals.[97] We used the 0D
MOLECULE option of CRYSTAL14 for the single point energies of the isolated ions in sec-
tion 4.5.1 and for the solvated Sr(OH)2 complex in section 4.5.4, which allows to optimise
systems as non-periodic, isolated structures in vacuum.iii
For the model studies presented in sections 4.5.3 and 4.5.4, to make comparison between
the two different methods possible, we used the PBE functional with the same computational
parameters for the PEECM calculations as was detailed for periodic DFT. Although for the em-
bedded cluster structures def2-SVP basis sets were used for the geometry optimisation, single
point energies were obtained after geometry optimisation with the above defined CRYSTAL14
basis functions.
iiiSince we were using the same computational parameters, the calculated energies with both CRYSTAL14 and
TURBOMOLE were essentially the same for isolated ions in vacuum (less than 10−6 a.u. difference).
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Table 4.7: Geometrical properties of bulk brucite structure calculated with CRYSTAL, compared to pre-
viously published parameters. All values are in A˚ (a, c are lattice parameters, Mg-O and O-H are bond
lengths; H· · ·H and O· · ·O are atomic distances) aCalculated based on published fractional coordinates
(zH , zO)
a c d (Mg-O) d (O-H) d(H· · ·H) d(O· · ·O)
This work
PBE 3.177 4.751 2.112 0.972 1.966 2.785
PBE-D 3.134 4.615 2.091 0.971 1.899 2.769
Periodic HF[200] HF 3.146 5.354 2.103 0.953 2.250 2.787
Periodic DFT[202]
HF 3.148 5.263 2.093a 0.939 2.239a 2.759a
LDA 3.099 4.413 2.067a 0.981 1.829a 2.737a
PW91 3.179 4.717 2.111a 0.972 1.960a 2.778a
B3LYP 3.167 4.854 2.104a 0.962 2.016a 2.770a
Periodic DFT[206]
B3LYP 3.175 4.923 - 0.961 - -
B3LYP-D 3.140 4.657 - 0.962 - -
Exp1[203] 3.142 4.766 2.102 0.995 1.932 2.787
Exp2[204] 3.15 4.77 2.100 0.958 1.997 2.779
Considerations of the surface geometry
Creating starting geometries for the brucite surface in CRYSTAL14 involves several inter-
mediate steps.[249] First, a full optimisation was performed on the primitive cell of bulk brucite,
using a shrinking factor of 8 (convergence of the k mesh is shown in Appendix A) along with
the energy criteria of 10−7 a.u. both for the SCF energy convergence and for the geometry
optimisation. These parameters gave good agreement of geometrical properties with the ex-
perimental values as well as previous computational studies (shown in Table 4.7). We fixed
the optimised lattice parameters of the bulk system to create a primitive cell for the (0001)
surface and calculated the surface energy along with the Mulliken charges and populations
(Table 4.8) for slabs incorporating different numbers of layers. The following equation was
used to calculate the surface energy:
Esurf =
Eslab − nEbulk
2Asurf
(4.1)
Where Eslab is the SCF energy of the brucite slabs, n is the number of brucite layers in the
slab, Ebulk is the SCF energy of the bulk structure and Asurf is the surface area of the unit
cell, which is calculated with the equation: Asurf =
1
2
√
3a2, Asurf=8.738 A˚2. One layer of
Mg(OH)2 contains 5 atomic layers as shown in Figure 4.10.
Since, as was discussed in section 4.2.3, there are only weak dispersion forces between
the layers in brucite, including a 2nd layer in the unit cell has only a small effect on the surface
energy ( 10−6 Hartree/A˚2), although three layers were required to recover the exact Mulliken
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Table 4.8: Calculated surface energies, Mulliken atomic charges and bond populations for different num-
ber of brucite layers in the slab with CRYSTAL.
Atomic
layers
Brucite
layers
SCF energy
(a.u.)
Esurf
(Hartree/A˚2)
Ediff
(Hartree/A˚2)
Mulliken charges Mulliken populations
Mg O H O-H Mg-O
BULK -351.7220 - - 10.307 9.049 0.797 0.400 0.029
5 1 -351.7139 0.000458030 - 10.356 8.990 0.831 0.355 0.036
10 2 -703.4360 0.000453321 -4.7E-06 10.332 9.054 0.798 0.399 0.040
15 3 -1055.158 0.000455771 2.4E-06 10.308 9.049 0.797 0.400 0.029
20 4 -1406.880 0.000457659 1.9E-06 10.308 9.049 0.797 0.400 0.029
25 5 -1758.602 0.000458798 1.1E-06 10.308 9.049 0.797 0.400 0.029
30 6 -2110.324 0.000458988 1.9E-07 10.308 9.049 0.797 0.400 0.029
35 7 -2462.046 0.000458063 -9.2E-07 10.308 9.049 0.797 0.400 0.029
Figure 4.10: (a) Top view of the hexagonal unit cell in the brucite crystal structure (a, b are lattice parame-
ters) (b) Side view of the hexagonal unit cell, c is the interlayer distance. 1 Mg(OH)2 layer contains 5 atomic
layers. (c) Illustration of the supercells employed (Mg=green, O=red, H=grey)
charges of the bulk in the middle of the slab. For the model studies in section 4.5.3 and 4.5.4,
we created a series of Mg(OH)2 slabs with different supercell sizes (3x3, 5x5, 7x7 and 9x9)
and with 1, 2 and 3 layers of brucite (Figure 4.10) and optimised the internal coordinates for
each using a shrinking factor of 4 along with the convergence criteria: SCF energy: 10−7 a.u.
and structural energy: 10−7 a.u..
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4.5 Results
The primary goal of the model studies presented in this section is to test the reliability
of the embedded cluster model developed for the brucite (0001) surface. First, we examine
the adsorption of charged systems, by investigating the interaction of a series of s block ions
and a simple Sr2+ hydrate with brucite. Then, we move on to compare the embedded model
calculations with a more widely established method (periodic DFT); we perform a substitution
study for single ions into brucite and a second in which we look at the adsorption of differently
coordinated [Sr(OH)2(H2O)4] complexes on the surface, comparing their relative stability. We
also used the periodic DFT model to carry out cell size studies on the systems of interest
and to (indirectly) verify the size of the quantum chemically treated cluster in the PEECM
approach.
Note that the adsorption and substitution energies presented in sections 4.5.1 and 4.5.3
are calculated without considering the effects of solvation on the adsorbed or substituted ions,
and the model systems of 4.5.2 and 4.5.4 only contain a few explicit solvent molecules. This
has been done partly to avoid the extra variability and complication that will inevitably arise
from the treatment of solvation and because the purpose of these calculations is to provide as
direct and straightforward a comparison of periodic DFT and PEECM as possible.
4.5.1 Single ion adsorption of Sr2+ and other s block elements on brucite
We calculated adsorption energies for a series of ions: Na+, Rb+, Cs+ and Mg2+, Sr2+,
Ba2+ from which Na+, Cs+, Sr2+ and Mg2+ are known to exist in the aqueous phase in Mag-
nox storage ponds.[2] As described in the Introduction 1.2, we have a special interest in 90Sr2+
and 137Cs+, as their adsorption behaviour is especially important in the waste treatment pro-
cess. We included Rb+ and Ba2+ to make the series of the singly and double charged ions
complete, and to allow us to test if the adsorption energies follow the trend expected based
on the ionic radii and charges, i.e. the dications should have a stronger interaction with the
surface, and the interaction energy should decrease with decreasing ionic charge density.
The following equation was used to calculate the adsorption energies presented in Table
4.11:
Eads = Ecomplex − (Ebrucite + EM2+) (4.2)
Ecomplex is the SCF energy of the adsorbed ion with the surface, while Ebrucite is the energy
of the brucite surface model (6x6 1, 6x6 1+PC, or 6x6 2) and EM2+ is the energy of the
adsorbed ion.
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The counterpoise (CP) correction[98] was included to compensate for the artificial energy
contribution to the adsorption energy due to the difference in the basis set sizes applied for
the components of Eq. (4.2) (basis set superposition error, BSSE). CP corrected results
are shown in brackets in Table 4.11. As expected, correcting for the effect of BSSE on the
adsorption energies generally decreases the strength of the interaction, and the magnitude of
the counterpoise correction is smaller when higher quality basis sets are used; the energetic
order between the ions is not altered.
Before continue with the comparison of adsorption energies, we have to consider the possi-
bility of some level of artificial energy difference, due to an electrostatic potential shift between
systems with different charges. The PEECM is a reliable method for investigating charged sys-
tems. This is evidenced by the fact that the developers themselves used extensively charged
clusters in PEECM calculations. Burow, Sierka, Do¨bler and Sauer used CaF2 QM surface
clusters with a total charge between -19 and +8 and used a CeO2 cluster with a charge of
-12.[56] However, comparing the energies of differently charged systems is not that straight-
forward, because their absolute energies contain a shift in the electrostatic potential, which
would not exist in a neutral cluster.
As our adsorption energy equation Eq. (4.2) contains a neutral QM cluster (Ebrucite) on
one side, and a +1 or +2 charged cluster on the other ( Ecomplex, with the adsorbed cations),
there is a possibility that Eads contains an artificial term arising from the charge differences.
We consulted with Prof Marek Sierka on the matter and he confirmed that it can cause a
potential problem.[250] However, this artificial energy shift is automatically cancelled if we
calculate the relative energies applying the same charge within the QM cluster on both sides
of the equation. Therefore, we carried out a series of test calculations where we replaced
the bare surface and the isolated ion in equation (4.2) by the optimised brucite surface and a
cation at 20 A˚ distance within one QM cluster (Eq. (4.3)).
Eads(2) = Ecomplex − Ebrucite 20A˚ ion (4.3)
As the brucite surface cluster is stoichiometric and neutral, while the adsorbing ion carries
only a small charge, we would expect a small artificial effect on the adsorption energy. Indeed,
for monocations (Na+, Rb+, Cs+) the energy difference is negligible: 3 kJ/mol, and for the
Ba2+ ion is 5.5 kJ/mol, which is still very small. However, in case of the Sr2+ and Mg2+ ion,
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placing the cation 20 A˚ above the surface resulted in a total delocalisation of the charge over
the cluster and therefore in non-realistic energies, see Table 4.9. Based on natural population
analysis, in the (brucite 20A˚ ion) systems with the adsorption energies shown in column (2)
the natural charge on the Sr is +0.798 and +0.426 on the Mg ion, instead of +2.
The only way to prevent unphysical electronic charge residing on the Mg2+ or Sr2+ ion
is to delete every basis function above those which describe the closed shell cation. This
modification of the basis set may affect the description of the isolated ion and therefore the
calculated adsorption energies too (column (3) in Table 4.9). To estimate the introduced error,
we compared the energy of the lone cations with the original and truncated basis sets and
corrected the adsorption energies with this ion specific terms (shown in Table 4.10). We found
that the potential shift, i.e. the energy difference between adsorption energies calculated by
Eq. (4.2) and Eq. (4.3) with using truncated basis sets and a ion related correction term, is
3.0/5.0 kJ/mol for monocations and 5.5/9.0 kJ/mol for dications (6x6 1/6x6 2), shown in the
column (1)-(3)* in Table 4.9. These values are negligible compared to the magnitude of the
absolute adsorption energies in Table 4.11 and since they are constant for ions with the same
charge, they do not affect the energetic trend between mono- or dications.
Table 4.9: Adsorption energies of a series of s block ions: (1): calculated with Eq. (4.2) and using a
mixed basis set, ion TZVP (def2-TZVP on the ion and def2-SVP on the surface) (2): with Eq. (4.3) and
ion TZVP, and (3): with Eq. (4.3) and using a modified closed shell basis set on the cation. ∆Eads are the
energy differences between the interaction energies evaluated with different methods. (3)* represents the
adsorption energies calculated with the correction terms shown in Table 4.10.
ion layer Eads (kJ/mol) ∆Eads (kJ/mol)
(1) (2) (3) (1)-(2) (1)-(3) (1)-(3)*
Na+ 6x6 1 -290.6 -293.7 -294.3 3.0 3.7 3.0
6x6 2 -284.0 - -289.6 - 5.6 4.9
Rb+ 6x6 1 -149.3 -152.3 -152.8 3.0 3.5 3.0
6x6 2 -141.5 - -147.0 - 5.4 4.9
Cs+ 6x6 1 -127.9 -130.9 -130.9 3.1 3.1 3.1
6x6 2 -119.1 - -124.1 - 5.0 5.0
Mg2+ 6x6 1 -1387.0 -515.0 -1395.0 -871.9 8.0 5.5
6x6 2 -1404.6 - -1416.1 - 11.5 9.0
Sr2+ 6x6 1 -901.7 -519.2 -907.5 -382.4 5.8 5.5
6x6 2 -908.8 - -918.2 - 9.3 9.0
Ba2+ 6x6 1 -793.4 -798.9 -799.0 5.5 5.6 5.5
6x6 2 -798.8 - -807.9 - 9.1 9.0
Nevertheless, the potential shift difference between the two surface representation (6x6 1
and 6x6 2), which is 2.0 kJ/mol for monocations and 3.5 kJ/mol for dications, is in comparable
magnitude with the relative energy differences calculated in Table 4.11 with the ion-TZVP
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Table 4.10: Estimated energy difference arising due to the truncation of the cation basis sets, calculated
by comparing the energy of a lone ion with full and truncated basis set. (∆E = Efull-Etrunc)
ion SCF E (a.u) ∆E (kJ/mol)
truncated basis def2-TZVP correction term
Na+ -162.09743740821 -162.09768921611 -0.7
Rb+ -23.93140001154 -23.93158099072 -0.5
Cs+ -20.00631910347 -20.00631965394 -0.0
Mg2+ -199.24932352124 -199.25026866216 -2.5
Sr2+ -30.07232983736 -30.07244486256 -0.3
Ba2+ -24.91214729984 -24.91216867858 -0.1
mixed basis sets. However, we note that these potential shift energy differences are calculated
using 20 A˚ ion-surface distance and by increasing the separation, as it is shown in Figure 4.11
for the example of Cs+, they become gradually smaller while the adsorption energy converges
to the energy of an isolated ion and a surface.
Figure 4.11: Energy convergence as a function of Cs+-surface distance within the QM cluster. The red
line shows the adsorption energy calculated with Eq. (4.2).
After showing that the energy difference due to the artificial effect of differently charged
QM clusters is negligible in the case of singly and doubly charged ions, by looking at the
absolute adsorption energies in Table 4.11, the doubly charged ions indeed have a stronger
interaction with the surface, the adsorption energy of Mg2+, Sr2+ and Ba2+ being about an
order of magnitude larger (∼700-1200 kJ/mol) than the adsorption energy of Na+, Rb+ and
Cs+ (∼100 kJ/mol).
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The difference in magnitude is most likely due to the greater polarisation effect of the dica-
tions, as shown by the electron density difference plots of Sr2+ and Cs+ in Figure 4.12. The
blue regions represent electron accumulation while the red areas indicate electron depletion
caused by ion adsorption. Sr2+ clearly polarises the oxygen atoms of the brucite cluster much
more than Cs+ does; most likely that is why the Sr2+ binds much more strongly to the sur-
face. Besides showing the different behaviour of the ions, the electron density difference plots
also reassure us that there is no artificial polarisation at the edges of the cluster, caused by
false interaction between the charged systems and the point charge region. Furthermore, the
image in Figure 4.12b and 4.12d suggest only a small contribution from the 2nd layer oxygen
atoms to the interaction even in the case of Sr2+.
Figure 4.12: Electron density difference plots of adsorbed Cs+ (a, b) and Sr2+ ion (c, d) on 6x6 1 (a,c)
and on 6x6 2 (b,d). The isosurface value was chosen to be 0.0025 a.u. throughout. The red regions are
indicative of electron depletion, while the blue regions to electron accumulation. Point charges are not
shown. (Mg=pink, O=ochre, H=white, Sr=yellow, Cs=turquoise)[244])
Examination of the energy trends for the ions of the same charge reveals that, in the
case of the monocations, there is a deviation in the adsorption energies from the expected
trend based on ionic radii, i.e. ionic charge density; a weaker interaction is predicted for Na+
than Rb+. This discrepancy does not vary with the number of layers included in the cluster,
however, it is eliminated by the use of a higher quality basis set as is shown in Table 4.12;
using triple-ζ basis sets (def2-TZVP) gives the expected energetic order. Exploring the effect
of basis set quality further by using def2-QZVP for test calculations on the single layered
systems seems to result in only a rather big but, constant shift in adsorption energies when
compared to triple-ζ results.
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Table 4.12: Adsorption energies of a series of s block ions on a single layer of brucite (6x6 1) calculated
with def2-SVP, def2-TZVP and def2-QZVP and the adsorption energy differences between the TZVP/SVP
and QZVP/TZVP results. All values are in kJ/mol.aThe exceptional behaviour of the Mg2+ is explained in
Figure 4.13.
ions
def2-SVP def2-TZVP def2-QZVP
Eads ∆E(TZVP-SVP) Eads ∆E(QZVP-TZVP) Eads
Na+ -131.0 -118.7 -249.7 88.7 -161.0
Rb+ -144.7 32.0 -112.7 82.7 -30.0
Cs+ -118.0 23.5 -94.5 80.4 -14.1
Mg2+ -1182.7 -136.9 -1319.6 207.3a -1112.3
Sr2+ -890.9 55.5 -835.4 164.4 -670.8
Ba2+ -717.9 -12.2 -730.1 166.0 -564.1
To understand the effect of the surface representation on the adsorption energies, we
looked at the adsorption of the same ions on three different surface models, a single layer,
6x6 1, a surface containing a point charge layer underneath the QM cluster, 6x6 1+PC, and a
double layer with the same sized QM clusters in both, 6x6 2. The relative adsorption energies
were calculated by comparing the energies of the different systems to the original single layer
results (see Table 4.11). Including an extra PC layer (6x6 1+PC) results in negligible differ-
ence in the adsorption energies. With def2-SVP basis sets, the ∆Eads are c. 0.9 kJ/mol for
Na+, Rb+ and Cs+, while they are slightly larger (1.5-4.7 kJ/mol) for Mg2+, Sr2+ and Ba2+.
To place these differences in context, they are no more than 0.7% of the original interaction
energies in each case. These results suggest only a small electrostatic contribution from the
second layer to the ion/surface interaction.
Including the atoms of the second layer in the quantum chemically treated cluster (6x6 2)
increases the dication adsorption energies slightly, except for Mg2+, which has a system-
atically different behaviour compared to Sr2+ and Ba2+ throughout this study. Presumably
this is because the individual Mg2+ ion incorporates more into the brucite layer, while an ion
with a bigger ionic radius (e.g. Sr2+) coordinates to the surface with a larger distance, which
also effects the level of electron donation from the surface oxygen atoms (see Figure 4.13).
Opposite to the dications, the energies of monocations decrease by 7.4-9.1 kJ/mol, 6-8% of
the actual adsorption energies. These values are in line with our previous suggestion based
on Figure 4.12, i.e. that there is only a small electron donation from the second layer oxy-
gens in the case of Sr2+ and a negligible effect for Cs+. We conclude that the adsorption of
singly charged ions slightly distorts the positions of the second layer atoms, but with minimal
polarisation, therefore a quantum chemically treated second layer weakens the interactions
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Figure 4.13: (a) top view, (b) side view of the QM cluster containing adsorbed Mg2+/Sr2+ on the surface.
(c) the electron density difference plot for Mg2+ and Sr2+ on the 6x6 2 brucite model.
overall.
A problem emerges when we use higher quality basis sets for the 6x6 2 systems. The
relative adsorption energies with the def2-TZVP basis sets are ∼36 kJ/mol for the monoca-
tions and ∼55 kJ/mol for the diactions. The significant shifts in energies, which are more than
the 30% of the actual adsorption energies for the singly charged ions, are very likely the con-
sequence of an artificial interaction. Larger basis sets might cause charge density increase
closer to or overlapping the PC region leading to a falsely enhanced interaction. (The point
charges were originally calculated with NPA in an iterative process using def2-SVP basis sets
for the QM cluster). To probe this further, we explored a range of mixed basis set calculations.
Ion-TZVP in Table 4.11 and Figure 4.14 indicates systems with the def2-SVP basis set on
the surface atoms but def2-TZVP on the adsorbed ion - and vice versa for Ion-SVP. Based
on these results, we find that the deviation from the expected order in adsorption energies
is clearly a function of basis set quality on the adsorbed ion, while the shift in the relative
adsorption energies is related only to the basis sets of the surface atoms.
In summary, we conclude that our PEECM brucite model is capable of describing the en-
ergetics of ion/surface interactions, providing sufficiently high quality basis sets are applied
on the ions. Considering the surface as a two layered slab only slightly affects the adsorption
energies, which suggests only a small contribution from the second layer atoms in the inter-
4.5. RESULTS 99
Figure 4.14: Adsorption energies for a series of ions adsorbed on the 6x6 1 and 6x6 2 model surfaces,
using different quality basis sets (def2-SVP, def2-TZVP or mixed basis sets)
action, but further investigations are necessary to sufficiently explore the effect of different
surface representations. Therefore, in the next section we continued to compare the adsorp-
tion energies of different PEECM models, considering slightly more variation in the surface
structure.
4.5.2 Adsorption of Sr2+ hydrates
Moving on to a slightly more complex system, we considered the adsorption of a single
Sr2+ cation bound to three water molecules. The main purpose of this short investigation
was to understand the effect of different starting positions on the surface and explore the
effect of more than three surface representations. The definition of the adsorption energy was
different from Eq. (4.2) by the energy of three additional water molecules on the right site of
the equation, next to the energy of the adsorbed ion (Sr(H2O)2+3 ):
Eads = Ecomplex − (Ebrucite + ESr2+ + 3EH2O (4.4)
The two adsorption sites considered for this complex on the 6x6 1 brucite surface are shown
in Figure 4.15a and 4.15b. Although both cases result in the same optimised Sr2+ complex
geometry, there is a 16 kJ/mol energy differenceiv between the structures in favour of structure
a, presumably due to the different position relative to the cluster boundaries (and therefore
to the point charges). But, considering that the magnitude of the calculated Eads for these
ivIt is a 15.4 kJ/mol energy difference with the ion-TZVP mixed basis set.
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systems is around 1200 kJ/mol, the 16 kJ/mol energy difference between the two positions is
no more than 1-2% of the absolute adsorption energies. In both cases, the formed complex
is a 6 coordinated tetrahydroxide because the Sr2+ is directly connected to three hydroxyl
groups from the surface and one water is deprotonated by an other surface OH−, as shown
in Figure 4.15c.
Figure 4.15: Top view of an adsorbed Sr2+ hydrate complex with three water molecules in two different
positions on a single layer brucite ((a) and (b)). The perspective view of the formed complex in position (a)
is shown in (c). Surface atoms in the QM region are represented by wires and the atoms of the complex
with balls, while the outer part by points. (Mg=green, O=red, H=grey, Sr=magenta)
For the calculations with the different surface representations we used this optimised com-
plex geometry in position 4.15a as a starting point and calculated the adsorption energy simi-
larly to the previous section 4.5.1, for the following surface representations: 6x6 1, 6x6 1+PC
and 6x6 2 (see Table 4.13). The trend between the different surface models is very similar
to the previously detected order in Table 4.11: 0.0 kJ/mol > -4.3 kJ/mol > -7.6 kJ/mol for the
single Sr2+ cation, while 0.0 kJ/mol > -6.2 kJ/mol > -12.2 kJ/mol for the Sr2+ hydrate (6x6 1
> 6x6 1+PC > 6x6 2). Applying def-TZVP basis set on the Sr2+ cation, as in the previous
section for the ion-TZVP mixed basis set calculations, resulted in an almost constant energy
shift in the absolute adsorption energies (∼7.5 kJ/mol) and no significant change in the rel-
ative energies comparing the different surface representations, see the ion-TZVP results in
Table 4.13.
For a more detailed investigation, we expanded the studied surface representations with
two new models: a system with fixed bottom hydrogen atoms but without a PC layer (6x6 1 f )
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Table 4.13: Adsorption energies (Eads) and relative adsorption energies (∆Eads) of the Sr2+ hydrate com-
plex with different surface representations. The relative energies are calculated by comparing the results
to the energy of the complex on a single layer.
Eads (kJ/mol) ∆Eads (kJ/mol)
def2-SVP ion-TZVP def2-SVP ion-TZVP
6x6 1 -1251.1 -1258.8 0.0 0.0
6x6 1+PC -1257.3 -1265.0 -6.2 -6.2
6x6 2 -1263.3 -1270.7 -12.2 -11.9
6x6 1 f -1228.4 -1236.1 22.7 22.7
6x6 2 f -1243.3 -1250.7 7.8 8.1
and a system with fixed second brucite layer (6x6 2 f ). Using the first model resulted in an
adsorption energy 22.7 kJ/mol smaller, than the energy of the single layered system. This is
probably a result of the fixed coordinates; the oxygen atoms cannot rearrange themselves in
a way to maximise their interaction with the Sr2+. Consequently, the extra PC layer is respon-
sible for the stronger attraction forces and the bigger adsorption energy (∆Ead=-6.2 kJ/mol)
in 6x6 1+PC; and the relatively small energy difference between the results with 6x6 1 f and
6x6 1+PC is rather the consequence of the compensating effect of the fixed atomic positions
vs. extra point charge layer, than the lack of strong electrostatic interactions, as was sug-
gested in the previous section (4.5.1). If we compare the adsorption energies to the energy of
the fully relaxed double layered system (6x6 2) with the one containing a frozen second layer
(6x6 2 f ), we get an energy difference around 20 kJ/mol, showing that fixing more atomic
positions of the whole second layer weakens the adsorption, similar to the single layer results
(Table 4.14). Considering more variations of fixed atomic positions by using the same sys-
tems mentioned in Table 4.6, supports the above stated observation that increasing the total
number of fixed positions weakens the adsorption, while introducing an extra PC layer under
the second explicit layer has a constant strengthening effect.
Visualising the electron density difference for the adsorbed complexes of the Sr2+ hy-
drate shows a significant electron donation from the oxygen atoms of the coordinated water
molecules, which is expected to weaken the Sr2+-surface polarisation compared to the single
ion adsorption, since the positive charge of the Sr has been, to some extent, passivated. But
if we look at the top views of the electron density distribution pictures in Figure 4.16, we can
see that similar number of surface oxygen atoms are involved in the interaction compared to
surface with a single Sr2+ ion. If we think about the value of the adsorption energy, which
is between -1251 and 1263 kJ/mol in the case of the Sr2+ hydrate and approximately -890
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kJ/mol for the single Sr2+, the enhanced stability (more than 300 kJ/mol energy difference)
is likely to come from some kind of water-surface or water-water interactions, which are not
taken into account in the Eads equation.
Table 4.14: Adsorption energies (Eads) and relative adsorption energies (∆Eads) of the Sr2+ hydrate com-
plex with different surface representations containing two explicit 6x6 layers in the QM cluster, fixed
atomic positions and 0 or 1 PC layer. The relative energies are calculated by comparing the results to
the energy of the complex on the fully relaxed 6x6 2 system without a PC layer. (All energies are calcu-
lated with the def2-SVP basis set.)
PC layers Eads (kJ/mol) ∆Eads (kJ/mol)
Fully relaxed system (6x6 2)
0 -1263.3 0.0
1 - -
Fixed down-facing H atoms in the 2nd layer
0 -1260.3 3.0
1 -1279.6 -16.4
Fixed 2nd layer
0 -1243.3 20.0
1 -1263.0 0.3
Fixed down-facing H atoms in the 1st and 2nd layers
0 -1245.2 18.1
1 -1264.5 -1.2
Fixed 2nd cluster and fixed down-facing H atoms in the 1st layer
0 -1231.8 31.4
1 -1251.3 11.9
(a) top view of adsorbed Sr2+ (b) top view of adsorbed Sr(H2O)2+3
Figure 4.16: Top view pictures of the electron density distribution of the adsorbed Sr2+ ion (a) as a single
ion and (b) with three water molecules, on 6x6 1 surface. The isosurface value was chosen to be 0.0025
a.u. in all cases. The red regions are related to the electron depletion, while the blue regions to the
electron accumulation. All atoms are presented in grey for simplicity.
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Figure 4.17c with the surface model 6x6 2 reveals the top oxygen atoms in the second
layer are also involved in the electron donation, in agreement with the previous results in
Figure 4.12c, The fact that including an extra explicit layer strengthens the adsorption energy
by -12.2 kJ/mol, leads us to conclude that, while simply fixing the down-facing hydrogen atoms
and consider the second layer as PCs proved is not sufficient, modelling two explicit layer is
necessary for the description of the adsorption mechanism, even if the second layer is fixed.
Figure 4.17: Electron density distribution of the adsorbed Sr2+ ion with three water molecules, on a single
layer brucite (a), on a cluster with fixed bottom hydrogen atoms and one PC layer (b) and on a surface
containing two explicit 6x6 clusters (c). The isosurface value was chosen to be 0.0025 in all cases. The
red regions are related to the electron depletion, while the blue regions to the electron accumulation. The
point charges are not represented on the pictures. (Mg=pink, O=ochre, H=white, Sr=yellow)
Based on the results presented in this section, we conclude that although the position
of the adsorbed complex compared to the cluster boundaries matters, the arising energy
difference is only a small portion of the absolute adsorption energy. Extending the studied
surface representations with 6x6 1 f and 6x6 2 f , showed that fixing atomic positions results
in smaller interaction energies. Further investigation of second layer effect confirmed that
minimum of one explicit layer is acceptable for the accurate description of the adsorption.
4.5.3 Substitution of Ca2+ and Sr2+ into brucite
Our next study was aimed to benchmark the PEECM results with periodic DFT methods
(CRYSTAL code). We used a substitution reaction of heavier group II ions for Mg2+ in brucite
(Ca2+, Sr2+). Besides comparing the reaction energies calculated with our PEECM model,
we study the effect of smaller/larger unit cells and the number of brucite layers on the ad-
sorption energy too. The substitution energies were calculated with both the PEECM model
and periodic DFT, using the same functional (PBE) and basis sets (section 4.4.2) with the two
different codes. We optimised structures with one (6x6 1) and two (6x6 2) layers included in
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the QM cluster for the PEECM model, excluding the 6x6 1+PC surface representation which
is not easily comparable with periodic DFT. We substituted each ion into the same position in
the upper layer to avoid the possible effect of different relative positions related to the clus-
ter boundaries. We considered four different supercell sizes with 1, 2 and 3 layers of brucite
within the periodic DFT model. The following equation was used to calculate the substitution
energy:
Esub =
(
Ebrucite−M + EMg2+
)− (Ebrucite−Mg + EM2+) (4.5)
Ebrucite−M is the computed SCF energy of the optimised substituted structure, Ebrucite−Mg
is the energy of the perfect brucite slab with the same surface representation as Ebrucite−M ,
while EMg2+ and EM2+ are the single point energies of the isolated ions. The substitution
energies are summarised in Table 4.15.
Both models yield the expected order based on the size of the ionic radii (72 pm (Mg2+) <
95 pm (Ca2+) < 118 pm (Sr2+)), i.e. the substitution of Ca2+ is less unfavoured than that for
Sr2+. If we compare the energies obtained with the largest (9x9) cell size in the periodic DFT
calculations to the results of the isolated PEECM model, the two methods give reasonably
similar results. Although the difference between them is not constant for the two ions, it is
always less than c. 6% of the substitution energies. Including a 2nd layer of brucite in the
surface model has only a slight effect on the substitution energy, which is interesting given
that the substitution distorts the surface geometry much more than an adsorption reaction.
The 2nd layer results in only a 2-6 kJ/mol difference in energy for each ion, irrespective of the
method used.
Table 4.15: Substitution energies (Esub) calculated with periodic DFT (PBC) and with the PEECM, includ-
ing 1 or 2 explicit layers of brucite in the model. The energy differences between the two models are
represented in percentages (Ediff ) relative to the periodic DFT values
Surface models Substitution energies
Method layer
Ca2+ Sr2+
Esub(kJ/mol) Ediff (%) Esub(kJ/mol) Ediff (%)
PBC 9x9 1 446.8 571.5
PEECM 6x6 1 456.1 2.1 598.2 4.7
PBC 9x9 2 441.0 567.2
PEECM 6x6 2 453.4 2.8 601.9 6.1
The substitution energies as a function of cell size for different number of layers are plotted
in Figure 4.18 and summarised in Table 4.16. With the use of bigger cell sizes in the periodic
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Figure 4.18: Periodic DFT-calculated substitution energies as a function of cell size for systems containing
1, 2 or 3 brucite layers for Ca2+ and Sr2+. Energies calculated for isolated systems in the PEECM method
are represented with horizontal lines. Images are the optimised structures of substituted Ca2+ (yellow)
and Sr2+ (magenta) into a 5x5 2 brucite cell. (Mg=green, O=red, H=grey). Note that the gradient of the
7x7 3 system did not fully converge (the max gradient was 0.000501 while the convergence criterion is
0.000450), although the energy did.
DFT model the substitution energy converges, presumably towards the energy of a completely
isolated interaction site. However, with cell sizes bigger than 3x3 the differences are small,
3-5 kJ/mol for each case, i.e. the effect of the substituted ion on the crystal structure is so
localised that the ions are close to being isolated even with a 5x5 supercell. Adding a 2nd
layer lowers the energy by 4-6 kJ/mol and including a 3rd layer has an even smaller effect on
the energies.
Table 4.16: Periodic DFT-calculated substitution energies (Esub) as a function of cell size for Ca2+ and
Sr2+, considering 1,2 and 3 number of brucite layers in the slab. (aNote that the gradient of the 7x7 3
system did not fully converge (the max gradient was 0.000501 while the convergence criterion is 0.000450),
although the energy did.)
Esub (kJ/mol)
layer
Ca2+
layer
Sr2+
3x3 5x5 7x7 9x9 3x3 5x5 7x7 9x9
1 457.4 449.7 447.9 446.8 1 593.1 576.6 573.0 571.5
2 455.5 444.4 442.2 441.0 2 585.2 572.7 569.5 567.2
3 454.1 443.9 440.6 - 3 585.2 575.2 571.0a -
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This study of Ca2+ and Sr2+ substitution within a periodic DFT model suggests that moving
from two- to three-layer slabs has little effect on substitution energies. This provides indirect
evidence that the 6x6 2 QM cluster in the PEECM model includes all the necessary interac-
tions and there is no need to increase the cluster size or the number of brucite layers in the
QM region.
4.5.4 Adsorption of Sr[(OH)2(H2O)4] on brucite
The ultimate aim of this project is to understand the interactions between hydrated brucite
surfaces and solvated, fission generated strontium. This study will involve many differently
coordinated complexes and will use their relative energies to identify the most stable among
them. Here we describe a first step towards this aim, i.e. an investigation of adsorbed Sr(OH)2
complexes, surrounded by their first coordination shell. [Sr(OH)2(H2O)4] was chosen based
on the most stable Sr2+ dihydroxide coordination with two solvation shells from the previous
chapter (Table 3.8). We searched for the most stable structure of [Sr(OH)2(H2O)4] adsorbed
on brucite by placing it above the surface, and by generating three more initial structures
via random rotation of the original molecule. We optimised the geometries in CRYSTAL,
representing the brucite surface by a single layer 5x5 supercell slab (Figure 4.19). These
optimised geometries were then used as starting structures in our TURBOMOLE simulations,
where they were reoptimised with the PEECM model, placing each complex at the same initial
position relative to the QM cluster.
Figure 4.19: Middle:The ball and stick representation of the 5x5 1 supercell and the original Sr(OH)2
complex with its complete first coordination shell. Side:1,2,3,4 are the optimised structures of the ad-
sorbed complexes with periodic DFT. (Mg=green, O=red, H=grey, Sr=magenta, O in the coordinated OH
groups=blue)
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We used an equation analogous to Eq. (4.2) in section 4.5.1 to calculate the adsorption
energies, replacing the single point energy of a single ion with that of the solvated complex
(first coordination shell, gas phase). The first part of Table 4.17 contains the obtained abso-
lute energies for both methods, considering single-, double- and fixed double-layered surface
models with either 5x5 or 6x6 unit cell sizes. There is excellent agreement between the ab-
solute adsorption energies obtained from the two methods: the energy difference is between
1.6 and 3.6% in each case with a single layer surface representation and 0.2-4.0% for two-
layered surface models. Structure 3 is predicted to be the most stable and in the second
part of Table 4.17 the relative adsorption energies (∆Eads) are obtained by comparing the
energies of the other structures to that of structure 3. The differences between the calculated
relative energies are less than 2 kJ/mol using periodic DFT (5x5 cell size) and the PEECM
model for the single layer surface representation, with the exception of structure 4, where the
geometry of the optimised complexes differs between the two methods, therefore there is a
more significant energy difference (8 kJ/mol).
Table 4.17: Absolute (Eads) and relative adsorption energies (∆Eads) of four Sr[(OH)2(H2O)4] complexes,
calculated by comparing each system to the most stable structure. Counterpoise corrected energy values
are presented in brackets (BSSE).
Eads (kJ/mol)
structure 1 2 3 4
coordination CN=8 CN=7-8 CN=6 CN=7-8
Method layer E (BSSE) Ediff E (BSSE) Ediff E (BSSE) Ediff E (BSSE) Ediff
PBC 5x5 1 -431.7 -402.3 -444.4 -416.1
PEECM 6x6 1 -422.7 (-366.7) 2.1% -393.8 (-332.7) 2.1% -437.2 (-380.2) 1.6% -401.1 (-349.2) 3.6%
PBC 5x5 2 -428.4 -403.2 -438.6 -419.9
PEECM 6x6 2 -424.6 (-371.2) 0.9 -391.8 (-332.4) 2.8 -439.6 (-384.3) 0.2 -403.3 (-353.0) 4.0
PBC 5x5 2 f -430.1 -401.1 -435.9 -422.5
PEECM 6x6 2 f -411.3 (-358.2) 4.4 -379.9 (-320.8) 5.3 -428.0 (-372.9) 1.8 -391.4 (-341.1) 7.4
∆Eads (kJ/mol)
Method layer E (BSSE) E (BSSE) E (BSSE) E (BSSE)
PBC 5x5 1 12.7 42.1 0.0 28.2
PEECM 6x6 1 14.5 (13.5) 43.4 (47.5) 0.0 (0.0) 36.1 (30.9)
PBC 5x5 2 10.2 35.4 0.0 18.7
PEECM 6x6 2 14.9 (13.2) (47.8 (51.9) 0.0 (0.0) 36.2 (31.3)
PEECM 6x6 2 f 16.7 (14.7) 48.1 (52.1) 0.0 (0.0) 36.6 (31.8)
BSSE was considered and the counterpoise corrected values are presented in brackets
in Table 4.17 BSSE significantly decreases the absolute adsorption energies (by c. 55-60
kJ/mol), but the relative energies are only slightly different from the uncorrected ones; this
type of error largely cancels in the definition of the relative adsorption energy.v
vWe did not calculate the BSSE in CRYSTAL since it largely depends on the geometry and the basis functions
employed, both of which are almost the same in the two methods. Hence we expect the BSSE to be very similar
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When we consider a two-layer model in the PEECM via a second 6x6 cluster under the first
(6x6 2), the relative adsorption energies are found to be very similar to the single layer results
(6x6 1). Comparing ∆Eads for 5x5 1 and 5x5 2 surface models, there are differences in
relative adsorption energies due to minor structural differences affecting only water molecules
which are not directly coordinated to the Sr2+ ion, but there is no change in terms of either
energetic trends or coordination numbers.
Freezing layers beneath the surface in a slab structure, besides improving the cost effi-
ciency of the calculations, is a common approach to mimic the behaviour of the bulk under-
neath the top layer(s).[57] Although the biggest systems considered in this study contain only
two-layered slabs, we calculated adsorption energies for surface representations in which the
atomic positions in the second brucite layer are fixed to study their possible effects on the
adsorption: 6x6 2 f was already introduced in section 4.4.1, while 5x5 2 f was calculated
by freezing the coordinates of the second layer in the original 5x5 2 cell before its optimisa-
tion. Turning to the periodic DFT results first, the adsorption energies for 5x5 2 f are within
±2 kJ/mol of to the 5x5 2 results, i.e. fixing the atomic positions has no significant effect on
the structures. In the case of the 6x6 2 f PEECM model, Eads is ∼12 kJ/mol higher than
the adsorption energies of 6x6 2. Since comparing the optimised geometries did not reveal
changes in the adsorbed structures, we surmise that this constant energy shift is probably due
to the fact that, in addition to using constraints within the QM cluster, we used the experimental
crystal parameters for the PEECM surface, while the crystal parameters, therefore the original
atomic positions too, were previously optimised for the bulk mineral structure in periodic DFT.
But despite the less accurate crystal structure description in the embedded methods, ∆Eads
values are not affected by changes in the second layer, as shown in Table 4.17: energies for
6x6 2 f are very close to the 6x6 1 and 6x6 2 results.
Changing the cell size for the most stable structure (3) has very small effect on the ad-
sorption energies: comparing the 5x5 1 result to the biggest cell size, 9x9 2, gives an energy
difference of 3.4 kJ/mol. Although we did not consider every cell size for the less stable struc-
tures, the results in Table 4.18 show that increasing the cell size up to 7x7 and 9x9 in periodic
DFT causes a less than 7 kJ/mol energy difference in the absolute adsorption energies for
structure 1,2 and 4. Although the values of the relative adsorption energy change more with
bigger cell sizes compared with the excellent agreement showed for the 5x5 and 6x6 compar-
in the two models. Besides, the relative adsorption energies, in which we are primarily interested, are largely
unaffected by this type of error.
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ison in Table 4.17, the energetic trend is not affected (see Table 4.19), which suggests that the
5x5 cell size is reasonable for periodic DFT and indirectly shows that the 6x6 cluster size used
in the PEECM contains all the atoms in the QM region which play a part in the adsorption.
Table 4.18: Periodic DFT-calculated adsorption energies (Eads) as a function of cell size for structure 1-4.
A full cell size study was performed for the most stable structure (3) and cell sizes of 7x7 1, 7x7 2 and
9x9 1 were calculated for the less stable structures. (aNote that the total energy of structure 2 with 7x7 2
cell size converged to 10−5 a.u.)
Eads (kJ/mol)
1 2 3 4
5x5 7x7 9x9 5x5 7x7 9x9 5x5 7x7 9x9 5x5 7x7 9x9
1 -431.7 -434.1 -435.1 -402.3 -406.8 -408.9 -444.4 -443.5 -444.2 -416.1 -422.0 -418.7
2 -428.4 -431.4 - -403.2 -406.0a - -438.6 -441.0 -441.0 -419.9 -414.4 -
3 - - - - - - -439.1 -441.0 - - - -
2 f -430.1 - - -401.1 - - -435.9 - - -422.5 - -
Table 4.19: Periodic DFT-calculated relative adsorption energies (∆Eads) of four [Sr(OH)2(H2O)4] com-
plexes, calculated by comparing each system to the most stable structure (3) with different cell sizes
(aNote that the total energy of structure 2 with 7x7 2 cell size converged to 10−5 a.u.)
∆Eads (kJ/mol)
Cell 1 2 3 4
5x5 1 12.7 42.1 0.0 28.2
5x5 2 10.2 35.4 0.0 18.7
7x7 1 9.4 36.7 0.0 21.5
7x7 2 9.6 35.0a 0.0 26.6
9x9 1 9.2 35.3 0.0 25.5
Overall, this study suggests that including a relaxed or fixed 2nd layer in the surface model
has only minor effects on the relatively weak adsorptions of the hydrated complexes. While
there are some small differences in relative adsorption energies, the energetic trends within
structures 1-4 and the geometries of the coordinated Sr2+ complexes do not change. Re-
sults obtained from periodic DFT and PEECM predict similar structures and have the same
energetic trends.
Assesment of local coordination via the QTAIM
In order to probe further the comparison between the periodic DFT and the PEECM gener-
ated structures, we explored the coordination environment around the Sr2+ ion by examining
the Sr-O distances and by calculating QTAIM bond critical point (BCP) electron densities for
the Sr-O interactions (Table 4.20). The QTAIM is a well-known theory which uses the topology
of the electron density to analyse atomic properties in molecules or complexes (see section
2.7.3.1).[118, 119] Bond critical points are stationary points in the electron density distribution
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where the minimum along the path of maximum electron density between two nuclei is found
at the interatomic surface. The electron density at the BCPs is often related to the strength of
the interaction,[121, 126] with higher values indicating stronger bonds.
The final structures obtained with the two different methods are found to be generally very
similar by topological analysis. The coordination environment of the Sr is almost the same in
complexes 1 and 3, although there is a slight difference in structure 2, in which the H2O(3)
water molecule (see structure 2 in Figure 4.20) is predicted to be very weakly coordinated to
the Sr in the PEECM (ρ = 0.0153 a.u.), while there is not even a weak interaction between
the Sr and that water molecule in the periodic DFT model. Defining coordination to be the
presence of a Sr-O BCP, we conclude that the overall coordination number (CN) in complex
2 is 8 with PEECM and 7 with periodic DFT. The difference in the geometry of structure 4 is
more significant (Figure 4.20); due to the different orientation of the H2O(3) water molecule
in the embedded model, it is weakly coordinated to the Sr (d = 2.941 A˚, ρ = 0.0137 a.u.)
and it also modifies the strength of the other coordinated ligands, e.g. OH(5) has a shorter
Sr-O distance (2.865 A˚) and higher electron density at the BCP (0.0133 a.u.) in the PEECM
geometry than in the final structure of periodic DFT (3.072 A˚, 0.0083 a.u.).
Figure 4.20: The optimised geometries of structures 1-4 in PEECM or periodic DFT. The coordinated H2O
molecules and OH groups are labelled according to Table 4.20. (Mg=green, O=red, H=grey, Sr2+=magenta,
O in the coordinated OH− ion=dark blue, O in the coordinated OH groups of the surface=light blue)
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Previous studies predict a generally good correlation between BCP electron densities and
related bond lengths[121, 123, 251] and indeed, plotting the electron densities at the BCPs
against the Sr-O distances (Table 4.21) reveals a strong correlation between the two proper-
ties (calculated R2 values for the linear regression are summarised in Table 4.20) and also
illustrate the similarity in coordination between analogous structures calculated with PEECM
and periodic DFT.
Table 4.20: Sr-O distances (d) and electron densities at the bond critical points (ρ) for each coordinated
OH group or H2O molecule calculated with QTAIM for the optimised structures in PEECM or periodic DFT
(PBC). R2 is the coefficient of determination for the linear regression between d and ρ and CN is the total
coordination number. For structures and Sr-O labels see Figure 4.20. (aIn structure 1, there is a fourth
water coordinated to the Sr instead of a fifth OH group.)
1 2
PEECM PBC PEECM PBC
Sr-O d (A˚) ρ (a.u.) d (A˚) ρ (a.u.) d (A˚) ρ (a.u.) d (A˚) ρ (a.u.)
Sr-OH(1) 2.710 0.0230 2.698 0.0234 2.630 0.0276 2.612 0.0285
Sr-OH(2) 2.572 0.0314 2.566 0.0318 2.562 0.0315 2.582 0.0306
Sr-OH(3) 2.564 0.0322 2.555 0.0327 2.760 0.0213 2.672 0.0252
Sr-OH(4) 2.553 0.0278 2.597 0.0253 2.481 0.0378 2.512 0.0365
Sr-OH(5)a 2.724 0.0217 2.783 0.0192 2.574 0.0294 2.579 0.0304
Sr-H2O(1) 2.562 0.0311 2.583 0.0297 2.648 0.0274 2.642 0.0278
Sr-H2O(2) 2.624 0.0284 2.644 0.0270 2.746 0.0202 2.793 0.0181
Sr-H2O(3) 2.672 0.0255 2.695 0.0244 2.871 0.0153 3.331 -
R2 0.818 0.853 0.973 0.982
complex [Sr(OH)4(H2O)4]2+ [Sr(OH)5(H2O)3]3+ [Sr(OH)5(H2O)2]3+
CN 8 8 7
3 4
PEECM PBC PEECM PBC
d (A˚) ρ (a.u.) d (A˚) ρ (a.u.) d (A˚) ρ (a.u.) d (A˚) ρ (a.u.)
Sr-OH(1) 2.680 0.0247 2.700 0.0236 2.685 0.0243 2.751 0.0210
Sr-OH(2) 2.629 0.0275 2.623 0.0277 2.602 0.0296 2.579 0.0310
Sr-OH(3) 2.595 0.0299 2.577 0.0309 2.567 0.0315 2.519 0.0355
Sr-OH(4) 2.422 0.0407 2.438 0.0399 2.427 0.0406 2.422 0.0419
Sr-OH(5)a 2.470 0.0375 2.495 0.0361 2.865 0.0133 3.072 0.0083
Sr-H2O(1) 2.548 0.0336 2.574 0.0317 2.761 0.0205 2.853 0.0170
Sr-H2O(2) - - - - 2.644 0.0278 2.595 0.0309
Sr-H2O(3) - - - - 2.941 0.0137 3.166 -
R2 0.995 0.996 0.974 0.981
complex [Sr(OH)5(H2O)]3+ [Sr(OH)5(H2O)3]3+ [Sr(OH)5(H2O)2]3+
CN 6 8 7
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Table 4.21: Electron densities at the Sr-O BCPs plotted against Sr-O distances for the four Sr[(OH)2(H2O)4]
complexes optimised with PEECM or periodic DFT (PBC). Red squares are related to the Sr-O(OH) interac-
tions in the solvation shell, crossed squares to the Sr-O(H2O) interactions in the solvation shell and black
squares to the Sr-O(surface) interactions with the surface OH groups.
PEECM PBC
1
2
3
4
There are three types of Sr-O interactions, based on the type of the coordinating oxygen
atom: O of the OH− ions in the solvation shell, surface OH groups (referred as O(OH) and
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O(surface) in the following text) and H2O molecules in the solvation shell (O(H2O)). The ones
expected to have the strongest interaction with the Sr2+ ion are the OH− ions in the solvation
shell. However, this is not always the case, in fact, in structure 1 the only OH− ion directly
coordinating to the Sr is slightly outstanding from the trend, resulting in an R2 value of 0.818
(0.853) with PEECM (periodic DFT). The O(OH) in this case has a weaker interaction ac-
cording to the QTAIM analysis than the Sr-O distance would suggest, but the reason for this
behaviour is unknown. Furthermore, in structure 4, there is a very weakly coordinated O(OH)
in the complex (OH(5)), as opposed to the other OH ion, OH(4), which has the strongest co-
ordination to the Sr ion. In structure 3, which is predicted to be the most stable, the OH− ions
in the solvation shell have the strongest interaction, followed by the only coordinated water
molecule and then the surface OH groups which exhibit the weakest interaction.
4.6 Conclusions
The (0001) brucite surface is one of the most common solid surfaces existing in the nu-
clear sludge. To efficiently study its possible interaction with the Sr2+ ion we were aiming for a
surface model which has a moderate computational cost and is compatible with the solvated
complexes described in the previous chapter. We therefore used the PEECM implemented in
the TURBOMOLE code, which makes this study the first time to model a layered, not purely
ionic surface (brucite (0001) with this method. After the careful development of the PEECM
model, it has been tested in studies related to our final goal, studying the adsorption of ra-
dioactive ions on hydrated brucite surfaces.
The PEECM is capable of describing the adsorption of single s block ions onto brucite,
although the basis set quality has to be carefully considered. At least triple-zeta quality is
necessary to obtain the correct energetic ordering between the ions, but these larger basis
functions must be avoided in the QM representation of the surface cluster, since they can
cause artificial interactions between the boundary atoms and the point charge region.
Combining the results of the s block ion adsorption with the short study of a Sr2+ hy-
drate showed that the calculated adsorption energies slightly depend on the position of the
adsorption site relative to the cluster boundaries and the type of the surface model used.
Fixing more atomic positions always lowers the interaction energy, while introducing a PC
layer underneath the cluster increases the attraction. The two effects combined, results in
slightly more favourable adsorption (6x6 1+PC). Embedding a second layer in the QM cluster
also predicts the adsorption of ions and complexes more favourable (6x6 2) than results in
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a single layer. Electron density difference plots suggest that atoms in the second layer are
also involved in the interaction and therefore including the second layer explicitly is preferred
instead the addition of a PC layer.
Through a comparison with periodic DFT, we have demonstrated that the PEECM suffi-
ciently reflects the qualities of the brucite surface to be able to describe both the substitution
of Ca2+ or Sr2+ into brucite and the surface complexation of [Sr(OH)2(H2O)4]. Based on the
cell size studies and the interaction energies obtained with multiple layers of brucite, the size
of the quantum chemically treated cluster is found to be reasonable in all cases. The agree-
ment between adsorption energies and the optimised geometries obtained with PEECM or
periodic DFT is excellent in the case of the adsorption of [Sr(OH)2(H2O)4] complexes.
These results give us confidence to step forward and use the embedded brucite (0001)
model in future investigations of Sr2+ complex ion adsorptions on hydrated surfaces. They
demonstrate that the PEECM is capable of describing sorption mechanisms on brucite-like
surfaces, and that the approach is a viable alternative to periodic DFT when ionic species are
involved in surface interactions. Furthermore, we note that there is a significant difference in
computational speed between the two methods: if we consider structure 1 in section 4.5.4
as a test system, one optimisation step with a 5x5 1 cell in periodic DFT took an average 15
minutes using 192 cores; while the same structure on a 6x6 1 cluster did an average 1 optimi-
sation step in 15 minutes using 10 cores with the PEECM. The embedded cluster calculations
presented here were run largely on our local departmental compute server, with a modest
number of cores per calculation, by contrast to the periodic DFT calculations, which required
the massively parallel version of the CRYSTAL code and were run on the UK’s national su-
percomputing facility. This difference in computational requirements makes the application of
PEECM especially relevant in case of industry related problems.
Moving on to more realistic models of the hydrated surface, we extended our PEECM
study to include many more water molecules in the QM region, allowing to probe effects of
second shell water molecules on the adsorption. The results of this study are presented in the
following chapter.
Chapter 5
Studying the interaction between solvated Sr2+ and the
hydrated (0001) brucite surface
5.1 Introduction
This chapter presents the results of our investigation on possible strontium uptake by the
corroded Magnox cladding. In this study, we investigate the water/solid interface on an atomic
scale, by including the first two water layers explicitly along with the brucite surface in a peri-
odic embedded cluster model. This method allows us to consider the effect of crystal structure,
electronic properties and water coordination, along with the ionic charge, on the interactions
between Sr2+ and the surface. We use a theoretical equation based on the results of previous
solvation studies to calculate adsorption energies as realistically as possible. We also include
the effect of bulk solvent by using the COSMO implicit solvent model on the bulk solvated
structures, as well as evaluate a COSMO correction term on the adsorbed complexes.
5.2 Literature review
The first part of this literature review revisits the basic concepts of sorption mechanisms on
liquid/solid interfaces (5.2.1), while the second part concentrates on the behaviour of brucite
in aqueous environments: section 5.2.2 summarises the published results on the formation of
hydrated Mg(OH)2 surfaces, either through the hydroxylisation of MgO or directly from brucite,
and section 5.2.3 contains examples of molecular or ionic adsorption studies on the brucite
(0001) surface, with special emphasis on the adsorption of strontium.
5.2.1 Sorption processes at water/solid interfaces
It is well-known that in the near-surface region, both phases (liquid and solid) behave
differently compared to their structural and dynamic behaviour in the bulk. Properties such
as water coordination or surface reactivity and functionality, can potentially be affected in the
interfacial region. Therefore, it is important to study water sorption to be able to describe
other surface related reactions, such as adsorption of other molecules or ions, substitution,
nucleation or crystal growth on the surface and catalytic reactivity.[252]
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Depending on the type of interaction, water can physisorb or chemisorb on a surface. In
the first case, there are non-specific, weak interactions between the two phases, which al-
low the spontaneous formation of multilayers of water on the surface without disturbing its
structure. In the second case, the interactions involve electron sharing or electronic charge
transfer between the phases, eventually leading to water dissociation, but after passing over
an activation barrier. Chemisorption is energetically more stable and generally results in a
monolayer interface with chemically modified surface properties.[253] One example of the two
different processes is shown in the computational study of Corno et al., carried out on the
hydration of hydroxyapatite (Ca5(PO4)3OH phosphate mineral). The (001) surface of this ma-
terial physisorbs water molecules with a binding energy of ∼80 kJ/mol, while its (010) surface
chemisorbs water molecules, resulting in the dissociation of the water molecules and the for-
mation of a new surface termination, with an energy around 250-320 kJ/mol. The resulting
modified monolayer continues to adsorb water molecules similarly to the (001) surface.[254]
After the formation of the liquid/solid interface, the following solvated ion-related sorption
processes can happen: ion adsorption and ion exchange. The first phenomenon is an in-
crease in the ion concentration at the interface due to the operation of surface forces,[255]
while the latter is the adsorption of one or several ionic species, accompanied with a simulta-
neous desorption or displacement of an equivalent amount of one or more other ionic species
(see Figure 5.1).[256] A general requirement of substitution is that the atomic radius of the
substituting ion has to be smaller (or equivalent) to that of the original ion in the crystal struc-
ture. For instance, Andersson, Sakuma and Stipp studied the possibility to substitute stron-
tium, nickel, cadmium or lead into calcite with periodic DFT calculations, and found that the
substitution of Sr2+, which has a bigger ionic radius than Ca2+, is unfavoured, while the other,
smaller ions substitute exothermically into the surface.[257]
Naturally, any interface-related process is the function of many factors: e.g. temperature
and pressure, and solvent properties such as pH or concentration of competitor ions in the
solution. Furthermore, surface properties, for example crystal structure, morphology, surface
area and porosity; or adsorbent properties, such as ionic strength, ionic/particle size, solu-
bility, concentration etc.; are all crucial influencing factors in ionic sorption processes. Since
differentiating between ion uptake due to adsorption or substitution, not to mention possible
precipitation of crystallisation on the surface, is difficult with macroscopic techniques, exper-
imental studies in general report adsorption isotherms and the sorption capacity of surfaces
for certain ions, collectively considering every sorption processes.
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Figure 5.1: Schematic representation of adsorption and ion substitution at liquid/solid interfaces
5.2.2 Hydration of MgO and Mg(OH)2 surfaces
The behaviour of interfacial water on MgO (periclase) and Mg(OH)2 (brucite) surfaces has
been extensively studied with both experimental[258–268] and theoretical methods[261, 269–
280]. Magnesium-oxide is important for this study, because brucite is the most common al-
teration producti of periclase in nature.[281] Although the (001) surface of MgO is known to
be the most stable and the hydroxylation of a perfect (001) surface is predicted to be un-
favoured,[272–274] experimental results show that, MgO is generally highly defective[262–
264, 269] and there are hydroxyl groups on its surface in aqueous media.[258–260] The water
chemisorbs on the low-coordinated defect sites,[269, 274, 276] such as the 4-fold-coordinated
edges[275] or 3-fold-coordinated corners, and forms OH surface groups, eventually turning the
surface to (0001) brucite.[261, 265]
In fact, Refson et al.[275] computationally showed that, instead of the (001) MgO surface,
the otherwise metastable (111) phase is the most stable in aqueous solution, which can easily
be hydroxylated and transformed to (0001) brucite (see Figure 5.2). When the possible ad-
sorption sites at the MgO surfaces are fully protonated, additional water starts to physisorb on
the (0001) surface of the Mg(OH)2.
Depending on the surrounding conditions, the formation of Mg(OH)2 from periclase can be
reversible; with water removal, brucite decomposes via a dehydroxylation process: Mg(OH)2
−→ MgO + H2O.[282] Early experimental studies of water vapour adsorption on brucite un-
der vacuum, show that during the hydration-dehydration cycles the surface ages quickly, i.e.
it decomposes to MgO with the removal of the water molecules.[266, 267, 282] However,
iMineral alteration refers to natural chemical or mineralogical processes which change the chemical composi-
tion of the mineral.
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Figure 5.2: Side view of the (a) hypothetical hydroxylated (001) surface of MgO, (b) (0001) surface of
Mg(OH)2 and (c) hydroxylated (111) surface of MgO [275]
the equilibrium of this reaction is strongly related to the vapor pressure and under ambient
conditions the dehydroxylation is unlikely to happen (the reaction starts at 275°C under 1
bar).[283, 284] Ab initio studies on the decomposition of Mg(OH)2 were carried out to identify
the most reactive surface sites for the reaction[229, 230] and by comparing the dehydroxyla-
tion energies at the different brucite surfaces, they suggest that the reaction starts at (1100)
surface.[230]
The behaviour of brucite under ambient conditions in aqueous phase, depending on the pH
conditions, the surface can be protonated or deprotontated which also affects the dissolution
rate of the mineral. According to electrophoretic measurements[285] and the experimental
work of Pokrovsky et al.[268], the isoelectric point (pHIEP ) of brucite is close to pH 11; and
the net surface charge is positive under this point and negative above it (see Figure 5.3).
By investigating the surface speciation of brucite at different pH, Pokrovsky and Schott
found that the dominant species below pH 8 are >MgOH+2 ,
ii formed by the protonation of the
OH surface groups, while the concentration of the deprotonated >MgO− species becomes
significant only above pH 12, although the neutral >MgOH0 species are still favoured, see
Figure 5.3. The increased concentration of protonated species with decreasing pH, results
in an increase in the dissolution rate of the mineral, suggesting that the protonation of the
surface OH group helps to initiate the dissociation reaction.[268, 286]
Although protonation/deprotonation reactions can occur on the surface, force field based
molecular dynamic studies[277–280] have to assume conditions near to the zero point of net
proton charge, because simulating bond breaking or bond formation is not possible with this
method.[279] Despite the lack of possible protonation, classical MD calculations still provide
crucial information about the effect of the vicinity of the surface on the behaviour of interfacial
iiThe notation ”>” refers to the fact that the following chemical formula (MgOH+2 ) describes a surface specimen,
i.e. it is related to one Mg-OH group.
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Figure 5.3: (a)The pH dependence of the net surface charge of brucite determined by acid/base titration
and (b) the estimated concentration of the dominant surface species at different pH calculated with the
Surface Complexation Model by Pokrovsky and Schott[268]
water molecules. Simulations predict that the surface of Mg(OH)2 attracts water molecules
and affects their coordination and hydrogen-bond organisation near the surface.[279]
Sakuma and his coworkers published two interesting papers on the molecular dynamics
simulation of water adsorption on brucite, in which they constructed ab initio model potentials
for the water-surface interaction by calculating potential curves for a single water molecule
and five-member water cluster and studied the local behaviour of water molecules close to
the surface.[277, 278] They embedded a thin water film between two brucite surfaces and
divided the film into 0.25 nm thick layers along the z-axis, as shown in Figure 5.4a, to be
able to investigate the distance dependent properties of the system. Based on orientation
statistics of water molecules, there are three types of water orientation close to the brucite
surface (Figure 5.4b).
Figure 5.4: (a): unit cell arrangement in the water adsorption study of Sakuma et al.; (b): the specific water
orientations close to the surface; (c): water density, self-diffusion coefficient (DS) and reorientation time
(τNMR) plotted as a function of distance in the z direction. [278]
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Type A is the most common, and is connected to the surface hydroxyl groups via a hydrogen-
bond, formed between one of its protons and the oxygen of the down-facing OH groups of the
top layer. But Sakuma et al. note that based on the potential energy curves that they cal-
culated and compared to the potential of a water-water interaction, the hydrogen-bonding
between the water molecules and the surface is weaker than the hydrogen-bonds between
water molecules. Type C is a less frequent coordination mode which makes connections with
the surface via its oxygen. Type B makes hydrogen-bonds only with type A and C molecules.
Sakuma and coworkers also calculated solution properties, such as the density, self-
diffusion coefficient and reorientation time, shown as a function of the distance along the z
axis in Figure 5.4c.[277, 278] The density of the water molecules is significantly higher in wa-
ter layers close to the surface. The two highest peaks on the symmetrical density diagram
are related mainly to water molecules with type A orientation, and the shoulders correspond
to type C. The second biggest peak in the middle has no specific orientation and it represents
the density in the middle of the water film. Besides the density distribution, they evaluated the
self-diffusion coefficient (DS) and the reorientation time (τNMR). Surprisingly, they found a
larger DS and a smaller τNMR close to the surfaces, which is anomalous,[279] if we consider
that bound water molecules are less likely to change coordination in a short time, and their
results indicate that the water molecules next to the surface can move and rotate faster than
in the bulk.
Wang et al. carried out a similar MD study on the water/brucite interface, but looking at
different pore sizes, by representing them with a series of water films with different thicknesses
between the brucite layers.[279] Their results show that under a pore size of 12 A˚, all water
molecules are affected by the presence of the brucite, but above 12 A˚, the middle of the water
film has similar properties to the bulk aqueous phase. They also studied the structure of the
first two water layers and they found that they are on average 2.40 A˚ and 4.95 A˚ away from
the surface,[280] and the water molecules within them have limited positions and orientations,
very similar to the A, B and C positions which were identified by Sakuma et al. They also
predicted that the A structure is more likely to appear, with a 5/4 ratio between A and C.
Interestingly, they also found a small fraction of water molecules to be coordinated to the
surface via two hydrogen bonds with their two H atoms. They suggest that this indicates a
possible proton transfer between the water molecules and surface OH groups which cannot
be addressed by classical MD.[279]
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5.2.3 Adsorption studies on brucite
Layered hydroxides, such as brucite, are reported to be potential adsorbents of several
ions and molecules.[287, 288] Although synthesised double layered hydroxides are more
popular for engineered sorption processes, there are several studies regarding the adsorp-
tion behaviour of different compounds or ions on synthesised or natural brucite. For example
Estrada et al. measured the adsorption of the amino-acid L-aspartate on Mg(OH)2 powder at
ambient conditions[289] and Vaiss and coworkers calculated sarin degradation starting with
molecular adsorption on the surface of brucite.[290]
Both anions and cations were considered for possible interactions with the brucite surface
before. An example for anionic processes is the work of Cao et al., who measured the ad-
sorption of UO2(CO3)4−3 complex on Mg(OH)2 nanosheets. Based on adsorption isotherms
and zeta-potential measurements they reported a strong electrostatic interaction between the
negatively charged complexes and the surface, resulting in the formation of a monolayer of
adsorbants on the surface.[12] Vaiss et al. used periodic DFT methods to calculate possible
reaction mechanisms for the interaction between a HF molecule with the brucite surface, and
concluded that the F− would incorporate into a hydroxyl vacancy in the first surface layer, after
the protonation of a surface OH group and water liberation.[291] These results were backed
by experimental studies showing the formation of Mg(OH)2−x-Fx with chemical bonding be-
tween the F and Mg atoms.[291] Wang and coworkers simulated the adsorption of Cl− and
Ca2+ ions with the force field method and, unlike for the fluorine ion, the chlorine ion is re-
ported to weakly adsorb on the brucite surface (without incorporation). In fact, according to
Wang et al. the adsorption energies for both the negatively charged chlorine ion and for the
positively charged calcium ion on different surfaces of brucite are all in the range of -0.8 to
-2.1 kJ/mol.[231] iii
Several studies on cations interacting with the brucite surface can be found in the litera-
ture.[14, 292–296] The high adsorption affinity of nano-Mg(OH)2 for the uranyl ion was mea-
sured by Chen and coworkers, reporting an adsorption-induced crystallisation of uranyl nano-
particles on the surface.[292] The mechanism of this adsorption was later studied by Ou et
al. using molecular dynamics, and they concluded that due to the repulsive interactions be-
tween the oxygen atoms of the uranyl ion and the surface OH groups, the hydroxyls rearrange
on the surface, resulting in a more negatively charged surface site which can accommodate
iiiWe note that the reported results of this study[231] are perhaps questionable, as the crystal structure param-
eters employed are different from the commonly used ones.
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the uranyl. [293] A high adsorption capacity of mesoporous brucite was also detected for
the complexes of U4+ ion by Yan et al., who also studied the effect of pH on the adsorption
efficiency and found that the adsorption affinity of the ion is related to its hydrolysis; at low
pH where only UO2+ exist the adsorption is weak, because it competes with the H3O+ ions
which are present in high concentration in the solution.[294] At around neutral pH, several hy-
droxylated complexes of uranyl coexist in the solution, which rather bond with the OH groups
of the Mg(OH)2 surface to form an inner shell complex than coordinate to the first water layer.
At higher pH, the adsorption efficiency decreases, because UO2(OH)2, which is the dominant
complex under these conditions, precipitates from the solution.[294]
Besides the above mentioned several experimental and theoretical works on the adsorp-
tion of uranium ions, there is one publication regarding the adsorption behaviour of strontium
on brucite. Bochkarev and Pushkareva published their results on the strontium uptake of nat-
ural and modified Mg(OH)2 mineral in 2009.[14] They considered the pH range 3.5-9.5, and
detected an increasing sorption capacity with increasing pH, with a generally good adsorption
affinity of brucite for strontium. However, by analysing their samples with IR spectroscopy, they
suggest that the strontium is adsorbed on the surface in the form of a carbonate compound
instead of a hydroxide complex.[14]
Kerridge and Kaltsoyannis used the periodic electrostatic embedded cluster method to
investigate possible interactions between Sr2+ hydrates and the (0001) brucite surface.[246,
297] Their embedded cluster model was very similar to the one which is used in this thesis:
a 6x6 QM cluster of Mg36(OH)72 was embedded in an infinite array of point charges, keeping
the atomic positions of the boundary atoms fixed. The values of the point charges were
evaluated by natural population analysis (NPA).[131] In contrast to our models, it contained
one underlying point charge layer with the experimental interlayer distance (c=4.770 A˚), which
originally caused a serious deformation in the explicit cluster which was eliminated by varying
the relative charges of the O and H atoms.
A monolayer of water molecules was introduced on the surface by placing a water molecule
either in type A or C orientations (which were described by Sakuma et al.[277, 278]) above
every down-facing or up-facing OH groups in the QM cluster respectively. The positions of
the waters above the boundary atoms of the cluster were fixed. This resulted in 36 water
molecules within the QM region, as there are 36 stoichiometric units of Mg(OH)2 in the 6x6
cluster, out of which 16 molecules were allowed to move. Based on previous studies of the
solvation of Sr2+ in aqueous media,[149] they placed a six, seven or eight coordinated Sr2+
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hydrate at different distances from the brucite surface and optimised the structure. Based on
these results, they identified three coordination regimes, as shown in Figure 5.5: an inner
shell (r < 4 A˚) where the Sr2+ is directly coordinated to the OH groups on the surface; an
outer shell (4 < r < 6 A˚) where the complex is coordinated to the monolayer of water on the
surface; and an uncoordinated regime (r > 6 A˚). Based on the relative energies of the studied
systems, they found the coordinated complexes (inner or outer shell ones) to be ∼40 kJ/mol
more stable than the uncoordinated ones.[246]
Figure 5.5: The three coordination regimes of the Sr2+ hydrates on brucite. The surface and the monolayer
of water are represented by wires and the complex by balls and sticks.(Sr=gold, O=red, H=white)[246]
The study reported in this chapter is strongly related to the studies of Kerridge and Kaltsoy-
annis; by continuing to use the same approaches, this work extends the existing with model
with more explicit water molecules above the surface and a COSMO-based correction term to
account for the effect of bulk solvent above the hydrated surface. The possible adsorption of
both Sr2+ hydrate and hydroxide complexes are investigated, concentrating on possible links
between coordination structure, the number of solvated OH− ions or Sr-surface distance and
the adsorption energies.
5.3 Computational details
The general computational details are identical to the ones used in chapter 3 and 4 sec-
tion 4.4.1: all calculations were performed with version 6.6 of the TURBOMOLE program[137]
using resolution-of-the-identity density functional theory[180] and the results were visualised
with the MOLDRAW chemical graphical software.[184] The TPSS exchange-correlation func-
tional[77] was used together with the def2-SVP basis sets of polarised double-ζ quality[87,
96] and the associated Sr effective core potential (def2-ecp), which replaces the electrons
occupying the 1s-3d orbitals. The periodic electrostatic embedded cluster method (2.6.2) was
employed throughout this study, using the 6x6 1 (a stoichiometric 6 by 6 Mg atom unit cell)
and 6x6 2 f slabs, introduced in section 4.4.1, to represent the brucite surface. The point
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charge region was described with the same set of point charges as in chapter 4: Mg=+1.78,
O=-1.33 and H=+0.44. Partial geometry optimisations, in which the boundary atoms of the
cluster were held fixed and the inner atoms allowed to fully relax, were carried out in the gas
phase, with the m4 integration grid and the default convergence criteria: SCF energy: 10−6
a.u., structural energy: 10−6 a.u. and energy gradient: 10−3 a.u.
5.3.1 Introducing water layers above the brucite surface
To introduce water layers in the PEECM model, we followed the previous work of Kerridge
et al.,[246] and used two starting geometries for water shown in Figure 5.6 and 5.4b. The
molecular dynamics studies of Sakuma and coworkers[278] suggested that the water coordi-
nations, called A and C, are the most stable in the first water layer. In position A, the water
coordinates with one of its hydrogen atoms to the oxygen of the down-facing OH of the brucite
surface (Fig. 5.6a); while in position C, the oxygen atom of the water is hydrogen bonded to
the hydrogen atom of the up-facing OH group (Fig. 5.6b).
(a) A (b) C
Figure 5.6: A and C positions of water molecules above brucite
Based on these results, we created two hydrated brucite surface models by placing 36
explicit water molecules per layer above the surface in the QM region, either in the A or C
position, and extending the point charge region with water equivalents using the following
values: O=-0.85, H=+0.425.[246] The water molecules at the QM cluster boundaries were
fixed and the remaining molecules were free to relax. In this way, we created a ”quasi-random”
water cluster above the brucite surface, which is surrounded by a continuous electrostatic
potential representing the aqueous environment. As the number of explicit water molecules
is computationally limited, we did not go further than two layers above the surface (72 water
molecules in total, 32 free to relax), for which the structures obtained are shown in Figure 5.7.
This choice of system size allowed us to operate within the coordination regimes explained in
Figure 5.5[246].
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(a) A (b) C
Figure 5.7: Ball and stick representations of the optimised geometries of two layers of explicit water
molecules above the brucite surface in (a) A or (b) C coordination. (Mg=green, O=red, H=grey)
Although position A is closest to the most stable optimised structure of a single water
molecule on the (0001) brucite surface[278] and it is expected to be more frequent in the first
water layer,[278, 279] our attempts to optimise a stable structure for a system based on this
coordination is failed, as they always resulted in an unrealistic electronic structure, meaning
that upon inspection of the molecular orbitals, there is an unoccupied orbital with lower energy
than the highest occupied. Thus, in the following study, we only used the hydrated surface
model containing two water layers starting from position C (fig. 5.7b).
The charges obtained by natural population analysis for structure C are represented in Fig-
ure 5.8 as a function of their x and y coordinates, and show that the charges of the boundary
atoms in the surface may stand out from the average charges of a particular atom type, but
the charges in the middle of the surface cluster are relatively constant. There is more vari-
ation in the water charges (fig. 5.8d and 5.8e), which is expected due to the formation of a
complex hydrogen-bond network. The optimised C surface model contains two surface sites
in the QM cluster, at which the up-facing OH group of the surface is protonated by a water
molecule, leaving a solvated OH− ion in the hydration layers. These positively charged sur-
face sites are clearly distinguishable on plotting the natural charge of the oxygen atoms of the
surface and of the water molecules in the xy plane of the QM cluster, shown in figure 5.8b and
5.8d. While the majority of the Osurf atoms have charges between -1.35 and -1.40 a.u., the
protonated sites stand out with their smaller negative charges (-1.10 and -1.15 au.), values
closer to the calculated oxygen charges in water. The solvated OH− ions have more negative
charges compared to the Owater atoms in the hydration layers. Although such reactions on
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the water/brucite interface has not been reported in simulations, those studies were molecu-
lar dynamic simulations[277–279] in which the brucite-water pair potentials usually inhibit any
bond breaking mechanism. However, the formation of positively charged surface species by
protonation (>MgOH0 + H+ −→ >MgOH+2 ) is predicted to be a common surface reaction
below pH 8 in the experimental study of Pokrovosky and Schott[268], and is supported by the
fact that the surface charge of brucite in water is positive until pH 11, where it becomes 0.
(a) Mg
(b) Osurf (c) Hsurf
(d) Owater (e) Hwater
Figure 5.8: Natural charges in the C hydrated brucite surface, differentiated by atomic types and plotted
against the x and y coordinates of the atoms. (a) Mg atoms, (b) and (c) are surface O and H atoms, while
(d) and (e) O and H atoms of the water molecules (Mg=green, O=red, H=grey)
5.4. RESULTS 127
The good agreement with the experimental findings in neutral conditions gave us the con-
fidence to continue with the developed hydrated surface model and introduce Sr complexes
above it. In the results section we investigate the adsorption behaviour of Sr2+ hydrates and
hydroxide complexes on the hydrated brucite (0001) surface.
5.4 Results
The first two sections (5.4.1 and 5.4.2) contain the description of the optimised complexes
obtained for systems with 0, 1 and 2 OH− ions (called group C, C OH1 and C OH2 respec-
tively), while the following sections describe the analysis of the effects of different properties
on the adsorption, such as the Sr-surface distance (5.4.3.1), the number of solvated OH− ions
(5.4.3.2) or the total coordination number.
By applying the previously introduced hydrated brucite surface including 2 water layers
(5.7b), we generated a series of structures in the following way: first, we modelled the ad-
sorption of two Sr2+ hydrate and two hydroxide complexes in group C and C OH2 by placing
a cation at the same position on the xy plane (middle of the cluster) but at varying distances
in the z direction, and optimised the geometry of the whole systems. Then, we modified
these optimised structures by protonating the solvated hydroxide ions or deprotonating wa-
ter molecules to create more initial geometries for the other group. Moreover, structures in
C OH1 were all calculated based on previously optimised hydrate and hydroxide complexes,
and thus they are discussed after the results of the C OH2 groups in section 5.4.2. The
following labelling scheme is employed for the obtained structures:
[Sr : a : b : c](2−b)+ (5.1)
where a, b and c represent the number of water molecules, solvated OH− ions and surface
OH groups coordinated to the cation respectively. For instance, the [Sr:3:0:3]2+ hydrate com-
plex has a total coordination number of six and is directly coordinated to the surface through 3
OH groups with 3 water molecules in its first solvation shell. To decide if a particular molecule
is coordinated to the ion or not, we arbitrarily used the ranges of Sr-ligand distances obtained
in section 4.5.4. If an oxygen atom is further from the Sr than the largest ion-ligand distance
calculated via AIM in that section (d(Sr-O(surf)) > 2.760 A˚, d(Sr-O(OH)) > 2.865 A˚, d(Sr-
O(H2O)) > 2.940 A˚, see Table 4.20), it is considered not coordinated to the cation.
To describe the Sr-surface interactions as realistically as possible, we created a theoretical
128
CHAPTER 5. STUDYING THE INTERACTION BETWEEN SOLVATED Sr2+ AND THE
HYDRATED (0001) BRUCITE SURFACE
reaction in which we compare the energy of the adsorbed ion with the energy of a solvated one
in the W24 water cluster, i.e. we look at the propensity of the Sr2+ ion to coordinate with the
surface (inner complex) or with its first hydration layer (outer complex) rather than remaining in
the aqueous phase. We used our previous results obtained in chapter 3 to represent the most
stable structures in solution and calculated the interaction energy with the following equation:
Eads = (Ecomplex + EW24)− (Ehydrated brucite + EW24 complex) (5.2)
Ecomplex is the SCF energy of the adsorbed complex on the hydrated surface, while EW24
is the energy of a 24 water molecule cluster representing the bulk water phase (fig. 3.5).
Ehydrated brucite is the energy of the hydrated brucite surface without the Sr2+ ion (fig. 5.7b).iv
Since we are looking at the adsorption of different types of Sr2+ complexes, the reference sys-
tem used for EW24 complex changes accordingly: for systems in section 5.4.1 [Sr:6/18:0/0]2+
from fig. 3.6a is used, while for systems containing one or two solvated OH− ions in section
5.4.2, the [Sr:5/18:1/0]+ and [Sr:5/17:1/1] hydroxide complexes are employed from table 3.8.
It is important to note, that the chosen reference structures are optimised and predicted
to be the most stable with the use of an implicit solvent model. As it was shown in chapter
3, applying the COSMO model can have significant effect on the energetic stability and the
structure, but its use is not straightforward when an other embedding approach (PEECM)
is employed. Therefore, for initial comparison the SCF energies of EW24 and EW24 complex
were obtained by single point calculations of the most stable structures obtained with the
COSMO method in gas phase using the TPSS/def2-SVP functional-basis set pair. These gas
phase energies were used to calculate the relative adsorption energies of adsorbed structures
as they are summarised in sections 5.4.1 and 5.4.2. The evaluation of absolute adsorption
energies with and without COSMO correction terms is described in more details in section
5.4.3.2.
5.4.1 Adsorption of Sr2+ on a hydrated brucite surface
In this section we present the structure of Sr2+ complexes obtained for a hydrated brucite
surface without solvated hydroxide ions, shown in Figure 5.10 and summarised in Table 5.1.
C1 and C3 complexes were optimised by placing the Sr2+ ion above the hydrated 6x6 1
ivThe Ehydrated brucite term is always the optimised C hydration model of a protonated surface, i.e. represents
the surface in a pH below 11 conditions. Attempts to optimise unprotonated surfaces with the introduction of
solvated OH− ions within the hydrated surface model, failed due to the difficulties arising from the total negative
charge of the QM cluster.
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surface model at two different initial distances in the z direction. While C2, C4 and C5 were
obtained from two of the optimised C OH2 structures by changing their two hydroxide ions to
waters. All 6x6 2 f results shown in Table 5.1 and in Figure 5.10 are calculated by placing
the previously optimised complexes with the hydration layers above the 6x6 2 f surface model
before reoptimising them.
The adsorption energies relative to C1 are all within 100 kJ/mol (Table 5.1). Test calcula-
tions show that the energy obtained from the formation of a single hydrogen bond between two
water molecules or between one proton donating water molecule and a hydroxide ion acceptor
is ∼14 and ∼50 kJ/mol respectively (Figure 5.9a and Figure 5.9b). Moreover, by calculating
the potential curve for a single Sr2+-H2O and Sr2+-OH− interaction we found that energy gain
of the first interaction is around ∼47 and ∼160 kJ/mol (Figure 5.9c and Figure 5.9d). Con-
sidering that the C1-5 complexes vary in their hydrogen bond network as well as in the Sr
coordination, the energy difference between the complexes is reasonably small. However, we
note that in systems where there is a hydrogen-bond network or more ligands are coordinated
to the ion, the interaction energies will not be the simple sum of these pair potentials.
Table 5.1: The inner and outer shell complexes obtained for systems without additional OH− ion. The
relative absorption energies (∆Eads) were calculated by using Eq. (5.2) along with the reference system
[Sr:6/18:0/0]2+ and by comparing every structure to the most stable one (C1), OHsurf is the number of
Sr-coordinated OH surface groups in the system, CN is the total coordination number of the Sr2+ complex
and dSr−surf is the cation-surface distancev
Name Surface Structure ∆Eads (kJ/mol) OHsurf CN dSr−surf (A˚)
C1
6x6 1 [Sr:4:0:3]2+ 0.0 3 7 2.856
6x6 2 f [Sr:4:0:3]2+ 0.0 3 7 2.861
C2
6x6 1 [Sr:3:0:3]2+ 34.1 3 6 2.735
6x6 2 f [Sr:3:0:3]2+ 30.0 3 6 2.762
C3
6x6 1 [Sr:6:1:0]+ 48.2 0 7 4.265
6x6 2 f [Sr:5:1:0]+ 71.1 0 6 4.272
C4
6x6 1 [Sr:4:3:0]− 54.7 0 7 5.178
6x6 2 f [Sr:5:2:0] 47.7 0 7 5.211
C5
6x6 1 [Sr:6:1:0]+ 90.2 0 7 4.475
6x6 2 f [Sr:6:1:0]+ -90.1 0 7 4.504
The two complexes with the lowest energy are both Sr2+ hydrates directly coordinated to
the surface via 3 OH surface groups (See Figure 5.10). C1, which is the most stable one, has a
total coordination number of 7, while C2 is 6 coordinated and, probably due to the extra water
vIn practice, dSr−surf is the z coordinate of the cation, since the Mg atoms are positioned at z=0 A˚ and we
consider the Sr-surface distance from the middle of the first layer.
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Figure 5.9: To evaluate the strength of different type of interactions, we studied the relation between
interaction energies and hydrogen bond lengths or Sr-O distances. The minima of these curves are the
energy of a single interaction at an ideal distance. The following calibration curves are plotted with the
fitted polynomial (y) and the related coefficient of determination (R2) : (a) the hydrogen bond energies
between two water molecules; (b) between a water and the oxygen of a hydroxide molecule; (c) interaction
energies between the Sr-O(H2O); (d) and between Sr-O(OH).
coordinated to the Sr2+, C1 has a slightly longer Sr-surface distance (by 0.12 A˚). Although
there were no OH− ions introduced by us in the system, the complexes which are not directly
coordinated to the surface (C3-5) have OH− ions in their first solvation shell formed by the
protonation of one or more surface OH groups, as was discussed at the end of section 5.3.1.
Structure C4 has the longest Sr-surface distance (5.178 A˚), which is probably related to its
high OH− coordination number: a complex which is negatively charged in total is less likely
to favour the proximity of the surface OH groups. Interestingly, C3 and C5 differ only in the
geometry of the coordinated ligands and slightly in dSr−surf , but there is still a relatively large
∼40 kJ/mol energy difference between them in favour of C3.
Upon the inclusion of a fixed second brucite layer (see the 6x6 2 f results in Table 5.1),
the structures C1, C4 and C5 stay very similar to the ones obtained with a 6x6 1 model. C3
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(a) C1: [Sr:4:0:3]2+
0.0/ 0.0 kJ/mol
(b) C2:[Sr:3:0:3]2+
34.1/ 30.0 kJ/mol
(c) C3:[Sr:6:1:0]+
48.2 / 71.1 kJ/mol
(d) C4:[Sr:4:3:0]−
54.7 / 47.7 kJ/mol
(e) C5:[Sr:6:1:0]+
90.2 / 90.1 kJ/mol
Figure 5.10: Optimised Sr2+ complexes of the C systems from Table 5.1 represented as balls and sticks,
surrounded by a section of the hydrated brucite surface represented as tubes. The relative absorption
energies are obtained by comparing the absorption energies of each structure to the most stable one
(C1), using two different surface models (6x6 1 /6x6 2 f ). (Sr2+=magenta, O=red, H=grey, Mg=green, O in
the and coordinated OH−=dark blue, O in the coordinated OH surface groups=light blue).
changes in its total coordination number from 7 to 6 by losing a weakly coordinated water
molecule (based on Sr-O distance), and becomes less stable than before. The C4 6 coordi-
nated Sr2+ trihydroxide becomes a slightly more stable dihydroxide with a total coordination
number 7, as expected based on the predicted unlikely formation of a trihydroxide (see Chap-
ter 3).
Natural population analysis of the absorbed Sr2+ complexes
Plotting the natural charges obtained for the oxygen atoms of the water molecules (O(H2O))
and of the surface (O(surf)) in the xy plane (Figure 5.11) can help to understand how the vicin-
ity of the Sr2+ affects the oxygen atoms, and to differentiate between coordinated OH− ions
and H2O molecules. Therefore, we plotted the oxygen charges for the most stable inner (C1)
and outer (C3) complex in Figure 5.11. The black dot in the xy projection with the correspond-
ing black line represents the position of the Sr2+ in the systems. The dark red spheres are
the charges of the non-coordinated oxygen atoms. In figures 5.11a and 5.11b the light green
balls are charges of the Sr-coordinated oxygen atoms in water molecules (O(H2O)) and the
dark blue ones are the oxygen charges of solvated (coordinated or not coordinated) OH− ions
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(O(OH−)). In figures 5.11c and 5.11d the light green balls represent the oxygen charges of
the protonated surface OH groups and the light blue balls the Sr-coordinated ones.
Figure 5.11a shows that although the C1 system contains one solvated OH− ion (due to
surface protonation), it does not coordinate directly to the Sr2+, while the oxygen atoms of the
first shell water molecules slightly stand out from the oxygen charges of the hydration layers.
Additionally, figure 5.11c suggests that while the protonated OH group becomes significantly
less negative, the charges of the Sr-coordinated oxygen atoms of the surface do not change
in the same way due to the vicinity of the cation, becoming slightly more negative instead.
In the case of C3, 3 solvated OH− ions are present in the hydration layers due to surface
protonation, but only one of them is directly coordinated to the Sr2+. The water oxygen atoms
around the cation are clearly more disturbed in figure 5.11b than they are in 5.11a, showing
more variation in charge.
(a) O(H2O) and O(OH) charges in C1 (b) O(H2O) and O(OH) charges in C3
(c) O(surf) charges in C1 (d) O(surf) charges in C3
Figure 5.11: Natural charges of the oxygen atoms in the most stable inner (C1, (a) and (c)) and outer
complexes (C3, (b) and (d)) plotted against the xy coordinates of the atoms. Black line and dot represents
the xy position of the cation in the system.
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Collecting data from the natural population analysis of every structure in Table 5.2, shows
that the direct coordination of the Sr2+ lowers the average charge of the surface oxygen atoms
(from around -1.318 to -1.325). Moreover, every atom coordinated to the cation has a more
negative charge than the calculated average for that group of atoms.vi The standard deviation
of the oxygen atoms in the hydration layers (SD(hydr)) is smaller for the surface coordinated
complexes (∼0.036), as fewer O atoms are affected by the Sr2+, while it is higher (∼0.05)
for systems in which the ion is situated between the water layers. Differences in the cation
charges indicate that there is a relation between the Sr charge and the total number of coordi-
nated OH− ions (solvated): the Sr ion becomes less and less positive (C2, C1: 1.780, 1.777>
C5, C3: 1.764, 1.760 > C4: 1.734) as more OH− ions are in its first solvation shell (hydrates
> monohydroxides > trihydroxide). This observation indirectly suggests that the interactions
between the coordinated surface OH groups and the Sr, or the solvated OH− ions and the
cation, are qualitatively different, as they do not have the same effect on the Sr charge.
Table 5.2: Natural charges of the oxygen atoms for each Sr-coordinated OH surface group (O(surf)), H2O
molecule (O(H2O)) and solvated OH− ion (O(OH)), and the natural charge of the Sr atom, for the optimised
structures in Figure 5.10 and Table 5.1. The average charge together with the corresponding standard
deviation was calculated for the surface oxygen atoms (AVE(surf) and SD(surf)) and the oxygen atoms in
the hydration layers (AVE(hydr) and SD(hydr)).
C1 C2 C3 C4 C5
atom charge atom charge atom charge atom charge atom charge
O(surf) -1.352 O(surf) -1.351 O(OH) -1.197 O(OH) -1.184 O(OH) -1.245
O(surf) -1.351 O(surf) -1.369 O(H2O) -1.114 O(OH) -1.198 O(H2O) -1.053
O(surf) -1.345 O(surf) -1.355 O(H2O) -1.033 O(OH) -1.153 O(H2O) -1.062
O(H2O) -1.086 O(H2O) -1.083 O(H2O) -1.081 O(H2O) -1.072 O(H2O) -1.032
O(H2O) -1.070 O(H2O) -1.058 O(H2O) -1.063 O(H2O) -1.057 O(H2O) -1.090
O(H2O) -1.085 O(H2O) -1.108 O(H2O) -1.027 O(H2O) -1.064 O(H2O) -1.063
O(H2O) -1.056 - - O(H2O) -1.059 O(H2O) -1.075 O(H2O) -1.032
AV(surf) -1.325 AV(surf) -1.325 AV(surf) -1.319 AV(surf) -1.316 AV(surf) -1.318
SD(surf) (0.037) SD(surf) (0.038) SD(surf) (0.051) SD(surf) (0.056) SD(surf) (0.046)
AV(hydr) -1.013 AV(hydr) -1.013 AV(hydr) -1.028 AV(hydr) -1.030 AV(hydr) -1.024
SD(hydr) (0.036) SD(hydr) (0.037) SD(hydr) (0.053) SD(hydr) (0.057) SD(hydr) (0.052)
Sr 1.777 Sr 1.780 Sr 1.760 Sr 1.734 Sr 1.764
The electron density difference plots of the C1 and C3 structures in Figure 5.12 show
that every ligand which is directly coordinated to the Sr2+ (even the surface OH groups) are
affected, most likely polarised, by the positive cation, which is presumably the reason for the
generally more negative oxygen charges calculated for the coordinated ligands in Table 5.2.
viThe average charges (AVE(surf) and AVE(hydr)) are calculated by considering only the charges of the unfixed
oxygen atoms, as the boundary atoms may be affected by the surrounding point charges and by the fact that their
coordinates are frozen. AVE(hydr) contains the charge of every oxygen atom in the relaxed part of the hydration
layer, even the O atoms of the solvated OH− ions.
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The size of the red and blue regions in Figure 5.12 suggests that the effect of the Sr2+ is
relatively local, and does not go further than two coordination shells. Moreover, by comparing
the electron density difference plots of C1 and C3 with figure 4.17 in section 4.5.2, we can
conclude that in the presence of two hydration layers, the surface atoms are much less affected
by the cation than in the case of a Sr2+ hydrate with only three water molecules in its first
solvation shell.
(a) C1 (b) C3
Figure 5.12: Electron density distribution of the C1 (a) and C3 complexes (b). The isosurface value is
0.0025 a.u.. The red regions indicate electron depletion, while the blue regions electron accumulation.
The point charges are not shown. (Mg=pink, O=ochre, H=white, Sr=yellow)
5.4.2 Adsorption of Sr2+ hydroxides on a hydrated brucite surface
To observe the effect of differently charged environments on the adsorption, we replaced
one or two water molecules with OH− ions (in addition to the Sr2+ ion and the already existing
hydroxide ions due to the surface protonation). The results summarised in Table 5.3 (C OH2)
are obtained similarly to the those presented in the previous section, i.e. two structures were
optimised based on the 6x6 1 hydration model at different Sr-surface distances (C OH2 3
and C OH2 4) and the others were initiated from the deprotonation of C1 and C3. Systems
containing only one OH− ion in Table 5.4 are made by the protonation/deprotontation of the
previously optimised C OH2 and C structures and therefore discussed at last.
Considering the relative energies of the C OH2 structures in Table 5.3, we find that the
energy range of these values is close to those of the C systems in Table 5.1. Another similarity
is, that the two most stable structures (C OH2 1 and C OH2 2, see Figure 5.13) are effectively
Sr2+ hydrates directly coordinated to the surface; the introduced OH− ions are located in
the second coordination shell of the ion. The small energy difference between these two
complexes (21.2 kJ/mol) is most likely the consequence of changing one Sr-O(surf) to a Sr-
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O(H2O) coordination ([Sr:4:0:3]2+ −→ [Sr:5:0:2]2+). The third directly surface coordinated
structure (C OH2 3), which has the two OH− ions in its first coordination shell, is significantly
less stable (with the 6x6 1 surface representation) compared to the absorbed Sr2+ hydrates.
This result suggests that an inner shell complex prefers to have only water molecules in its
first hydration shell.
In both C OH2 4 and C OH2 5, the Sr2+ ion is located between the two water layers and
attracts two or three of the available OH− ions into its direct solvation shell. These structures
are energetically less stable than the hydrates, although this difference might be the conse-
quence of the fact that C OH2 4 has a total coordination number 8 while the favoured coordi-
nation is 6 or 7 for dihydroxides (chapter 3) and C OH2 5 is a 5 coordinated trihydroxide, also
predicted to be energetically less stable than other coordinations. This is confirmed by the fact
that using the 6x6 2 f surface model instead of 6x6 1 changes the total coordination number
to 6 for the previously 5 coordinated systems,(C OH2 3 and C OH2 5) which makes these
structures more stable than before. For the other complexes, a fixed second layer causes only
small changes in the Sr-surface distance and in the relative adsorption energies.
Table 5.3: The inner and outer shell complexes obtained for systems with 2 additional OH− ions. The
relative absorption energies (∆Eads) are calculated by using Eq. (5.2) along with the reference system
[Sr:5/17:1/1] and by comparing every structure to the most stable one (C1 OH2 1), OHsurf is the number of
Sr-coordinated OH surface groups in the system, CN is the total coordination number of the Sr2+ complex
and dSr−surf is the cation-surface distance.
Name Surface Structure ∆Eads (kJ/mol) OHsurf CN dSr−surf (A˚)
C OH2 1
6x6 1 [Sr:4:0:3]2+ 0.0 3 7 3.071
6x6 2 f [Sr:4:0:3]2+ 0.0 3 7 2.970
C OH2 2
6x6 1 [Sr:5:0:2]2+ 21.2 2 7 3.246
6x6 2 f [Sr:5:0:2]2+ 3.3 2 7 3.165
C OH2 3
6x6 1 [Sr:0:2:3] 113.5 3 5 2.841
6x6 2 f [Sr:1:2:3] 40.5 3 6 2.848
C OH2 4
6x6 1 [Sr:6:2:0] 93.5 0 8 4.800
6x6 2 f [Sr:6:2:0] 86.8 0 8 4.785
C OH2 5
6x6 1 [Sr:2:3:0]− 107.3 0 5 4.416
6x6 2 f [Sr:3:3:0]− 59.2 0 6 4.622
Structures with a total charge of +1 were all calculated based on previously optimised C
or C OH2 complexes, and the stable structures are summarised in Table 5.4 and Figure 5.14.
The four inner shell complexes (C OH1 1 to C OH1 4) were obtained by changing, one by
one, the four first solvation shell water molecules of C1 to a hydroxide ion or changing one of
the coordinated OH− ions of C OH2 3 to H2O. Using these two different starting geometries
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(a) C OH2 1: [Sr:4:0:3]2+
0.0 / 0.0 kJ/mol
(b) C OH2 2: [Sr:5:0:2]2+
21.2 / 3.3 kJ/mol
(c) C OH2 3: [Sr:0:2:3]
113.5 / 40.5 kJ/mol
(d) C OH2 4: [Sr:6:2:0]
93.5 / 86.8 kJ/mol
(e) C OH2 5: [Sr:2:3:0]−
107.3 / 59.2 kJ/mol
Figure 5.13: Optimised Sr2+ complexes of the C OH2 systems (Table 5.3) represented as balls and sticks,
surrounded by section of the hydrated brucite surface represented as tubes. The relative absorption
energies are obtained by comparing the absorption energies of each structure to the most stable one
(C OH2 1), using two different surface models (6x6 1 / 6x6 2 f ). (Sr2+=magenta, O=red, H=grey, Mg=green,
O in the and coordinated OH−=dark blue, O in the coordinated OH surface groups=light blue).
resulted in the exactly same structure and energy in one case (C OH1 2). Accordingly, C3
and C OH2 4 were used as initial structures and modified by deprotonation or protonation to
optimise the outer shell complexes (C OH1 5to C OH1 7).
Similarly to the C and C OH2 groups, the complexes directly coordinated to the surface
are more stable (by at least 50 kJ/mol) than the outer shell ones. Since they are based on the
same original complex (C1), the inner shell complexes are very close in absorption energy to
each other. The C OH1 group presents several differences from the previously made obser-
vations: So far every stable inner shell complex is a Sr2+ hydrate, but in this group C OH1 4
is a monohydroxide with a relative adsorption energy very close to the most stable structure
(4.6 kJ/mol). Moreover, the C OH1 5 outer shell complex is a 5 coordinated dihydroxide, but it
appears to be more stable by ∼ 33 kJ/mol than the 7 coordinated monohydroxide, C OH1 6.
The total coordination number 5 is clearly unfavoured compared to 7 in the previous groups.
Structures obtained with the 6x6 2 f surface model generally stay very close to the 6x6 1
optimised structures, with few exceptions: the relative absorption energy of C OH1 5 notably
increases (up to 80.1 kJ/molcompared to C1 OH 1 with the same surface representation),
which can be rationalised by the above mentioned general observation, that the total coor-
5.4. RESULTS 137
dination number 5 is usually less favourable than 7; and C OH1 7 becomes an outer Sr2+
hydrate complex, the first one optimised so far.
Table 5.4: The inner and outer shell complexes obtained for systems with 1 additional OH− ion. The
relative absorption energies (∆Eads) are calculated by using Eq. (5.2) along with the reference system
[Sr:5/18:1/0]+ and by comparing every structure to the most stable one (C1 OH1 1, OHsurf is the number
of Sr-coordinated OH surface groups in the system, CN is the total coordination number of the Sr2+
complex and dSr−surf is the cation-surface distance.
Name Surface Structure ∆Eads (kJ/mol) OHsurf CN dSr−surf (A˚)
C OH1 1
6x6 1 [Sr:4:0:3]2+ 0.0 3 7 2.925
6x6 2 f [Sr:4:0:3]2+ 0.0 3 7 2.910
C OH1 2
6x6 1 [Sr:4:0:3]2+ 1.8 3 7 2.925
6x6 2 f [Sr:4:0:3]2+ -5.8 3 7 2.917
C OH1 3
6x6 1 [Sr:4:0:3]2+ 16.7 3 7 2.982
6x6 2 f [Sr:4:0:3]2+ 6.8 3 7 2.908
C OH1 4
6x6 1 [Sr:3:1:3]+ 4.6 3 7 2.995
6x6 2 f [Sr:3:1:3]+ -0.3 3 7 2.962
C OH1 5
6x6 1 [Sr:3:2:0] 55.5 0 5 4.522
6x6 2 f [Sr:3:2:0] 80.1 0 5 4.459
C OH1 6
6x6 1 [Sr:6:1:0]+ 88.4 0 7 4.778
6x6 2 f [Sr:6:1:0]+ 87.3 0 7 4.785
C OH1 7
6x6 1 [Sr:6:1:0]+ 119.6 0 7 4.659
6x6 2 f [Sr:7:0:0]2+ 96.8 0 7 4.586
(a) C OH1 1: [Sr:4:0:3]2+
0.0 / 0.0 kJ/mol
(b) C OH1 2: [Sr:4:0:3]2+
1.8 / -5.8 kJ/mol
(c) C OH1 3: [Sr:4:0:3]2+
16.7 / 6.8 kJ/mol
(d) C OH1 4: [Sr:3:1:3]+
4.6 / -0.3 kJ/mol
(e) C OH1 5: [Sr:3:2:0]
55.5 / 80.1 kJ/mol
(f) C OH1 6: [Sr:6:1:0]+
88.4 / 87.3 kJ/mol
(g) C OH1 7: [Sr:6:1:0]+
119.6 / 96.8 kJ/mol
Figure 5.14: Optimised Sr2+ complexes of the C OH1 systems (Table 5.4) represented as balls and sticks,
surrounded by section of the hydrated brucite surface represented as tubes. The relative absorption
energies are obtained by comparing the absorption energies of each structure to the most stable one
(C OH1 1), using two different surface models (6x6 1 / 6x6 2 f ). (Sr2+=magenta, O=red, H=grey, Mg=green,
O in the and coordinated OH−=dark blue, O in the coordinated OH surface groups=light blue).
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5.4.3 The relative stability of Sr2+ complexes on a hydrated brucite surface
In this section, we investigate the effect of the following factors on the adsorption energies:
the Sr-surface distance, the total coordination number, the number of Sr-coordinated solvated
OH− ions and the total number of OH− ions introduced in the system. In section 5.4.3.1 we
concentrate on the first three properties, while in section 5.4.3.2 we attempt to draw conclu-
sions regarding the number of OH− ions in the system. But first, we exclude the possibility
that the slight changes in the xy position of the Sr2+ during the optimisation process could
be related to the energy differences; a concern raised in section 4.5.2 for the absorption of
a single Sr2+ hydrate. By plotting the Sr x and y coordinates of each structure in a 3D plot
(Figure 5.15), we show that the differences in the final cation positions are very small and
that there is no direct relation between the obtained absorption energies and the Sr’s x and y
coordinates.
(a) (b)
Figure 5.15: (a) The xy projection of the Sr positions within the QM cluster, (b) the absorption energies
of every system from Table 5.1, 5.4 and 5.3 vs. the x and y Sr coordinates within the QM cluster. (The
boundary atoms of the QM cluster are projected on the xy plane as black dots, while the position of the Sr
atoms every adsorbed complexes are shown with white-grey-black balls.)
5.4.3.1 Interaction energies in different coordination regimes
Kerridge and Kaltsoyannis predicted three distinctive coordination regimes for Sr2+ hydrate
adsorption based on 38 possible complexes,[246] and a very similar conclusion is suggested
by plotting the relative adsorption energies of the optimised systems of section 5.4.1 and 5.4.2
as a function of dSr−surf , shown in Figure 5.16.
To study the possible relations between relative adsorption energies and the Sr-surface
distance in more detail, we chose one or two of the optimised surface coordinated com-
plexes of each group (for systems with 0,1 or 2 solvated OH− ions, the C1, C OH1 4, and
5.4. RESULTS 139
C OH2 1, C OH2 3 were used respectively) and performed a step by step optimisation with
fixed dSr−surf values from the starting geometry until∼ 5 A˚, with a step size of 0.5 A˚. We note
that we do not study explicitly the third, uncoordinated, regime (> 8 A˚), instead, we consider
every non-coordinated structure in the theoretical equation (Eq. (5.2)) as a solvated complex
in the bulk solution. Note that, although the 6x6 2 f surface representation seems to have
an effect on the geometry of some structures, due to considerable longer optimisation runs
of structures with a fixed second layer, we limited ourselves to the use of the 6x6 1 surface
model for these scanning studies.
Figure 5.16: Relative absorption energies of the obtained complexes plotted against the Sr-surface dis-
tances. We note that the relative energy values of different groups (C, C OH1 and C OH2) were calculated
compared to different reference structures. The suggested barrier between the coordination regimes by
Kerridge et al.[246] is shown with a vertical line at 4 A˚.
Figures 5.17, 5.19 and 5.18 summarise the obtained complexes for 0, 1 and 2 solvated
OH− ions respectively. In each case, the adsorption energies are relative to the chosen
starting geometry for the Sr-surface distance scan. Structures represented by circles are cal-
culated with fixed dSr−surf values, while the ones shown by squares are obtained with the
free movement of the Sr2+ (and summarised previously in Table 5.1, 5.3 and 5.4). To exam-
ine the complex relations between the different properties of the structures, we use different
marking for Sr2+ hydrate (black), monohydroxide (white), dihydroxide (plus) and trihydroxide
complexes (cross), while showing the total coordination number of each system as the label
of the data point. The vertical line crossing the x axis shows the barrier between the two
coordination regimes, defined by the Sr-surface distance of the last directly coordinated Sr2+
complex.
C1 is chosen as the starting point of the scan shown in Figure 5.17, as it is predicted to be
the most stable Sr2+ hydrate directly coordinated to the surface among the systems without
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OH− ions. The path of the calculated scan is shown by the black dotted line and suggests a
relatively big jump between the energies of the inner shell complexes and the first outer shell
complex (∼55 kJ/mol), combined with a decrease in the total coordination number from 7 to 5
and with a change in the complex type (monohydroxide). Interestingly, with further increase of
dSr−surf , the adsorption energy gradually decreases to similar levels as the energy of the last
inner shell complex, with the total coordination becoming 7 again. Combining these results
with the data points of Table 5.1 suggests the possibility of a lower energy path, where the
coordination number does not change at the regime boundary. To explore this possibility, we
calculated additional points starting from the last data point of the original scan and decreasing
the Sr-surface distance with the same step size. The red dotted line shows this other possible
pathway by connecting 7 coordinated complexes with lower energies.
Figure 5.17 suggests that every inner shell complex is a Sr2+ hydrate, and upon moving
away from the surface, the complex type changes first to monohydroxide then the di- and tri-
hydroxide, with 7 coordination being favoured generally. Although increasing dSr−surf seems
to decrease the stability compared to C1, the majority of the 7 coordinated complexes stay
within a 40 kJ/mol energy range.
Figure 5.17: Relative adsorption energies of every structure obtained with 0 solvated OH− ions compared
to C1. The numbers next to each data point ranging between 5-7 are the total coordination numbers of the
complexes. Data points represented by circles are obtained with fixed Sr-surface distances, starting from
the dSr−surf of C1 with an increment of 0.5 A˚. Squares are structures from Figure 5.10. (black=hydrates,
white=monohydroxides, plus=dihydroxides, cross=trihydroxides, black dotted line: constrained optimisa-
tion initiated from C1, red dotted line=possible pathway connecting complexes with a total coordination
number of 7.)
Originally, we chose C OH2 3 for the starting point of the scan (black dotted line) for sys-
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tems containing 2 OH− ions, as this structure was the only Sr(OH)2 complex directly coordi-
nated to the surface, but we found that the structure obtained at the next step is 50 kJ/mol
more stable and 6 coordinated (see Figure 5.18). This observation, and the fact that including
a fixed second layer also resulted in a total coordination number 6 for C OH2 3 (Table 5.3),
implies that a more stable complex can exist at the same Sr-surface distance, and indeed,
we were able to optimise a 80 kJ/mol more stable 6 coordinated Sr2+ dihydroxide complex
for the same dSr−surf as C OH2 3. This energy difference also shows the limitation of our
method, as the statistical sampling of local minima at certain Sr-surface distances does not
guarantee that there are no further coordinations more stable than the ones found by the op-
timisation method. Moving further from the surface resulted in no change in the complex type
and a gradual increase in the relative adsorption energy, suggesting that even the dihydroxide
complexes are more favoured as inner shell for systems containing 2 OH− ions.
Figure 5.18: Relative adsorption energies of every structures in the C OH2 group compared to C OH2 3.
The numbers next to each data point ranging between 5-7 are the total coordination numbers of the com-
plexes. Data points represented by circles are obtained with fixed Sr-surface distances, starting from
the dSr−surf of C OH2 3 (black dotted line) and of C OH2 1 (red dotted line) with an increment of 0.5 A˚.
Squares are structures from Figure 5.13. (black=hydrates, white=monohydroxides, plus=dihydroxides,
cross=trihydroxides)
However, the effect of increasing the Sr-surface distance becomes slightly more com-
plicated if we carry out a similar scan for the most stable structure of the C OH2 group
(C OH2 1), which is a 7 coordinated Sr2+ hydrate (red dotted line in Figure 5.18). Each
point of this scan is below the path of the original scan, suggesting that although inner shell
Sr2+ dyhixdoxide complexes can exist, the surface coordinated hydrates will always be more
stable, even for systems containing 2 solvated OH− ions. The course of the second Sr-surface
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distance scan (red dotted line) is similar to the results without OH− ions (shown with a black
dotted line in fig. 5.17) in the sense that a relatively large energy difference (∼50 kJ/mol) is
found between structures with a total coordination number of 7 or less.
The transition between the regimes of inner and outer shell complexes is not exact for the
systems in Figure 5.18, because the complexes lying in a coordination distance of 3.5-4.3
A˚ are still weakly coordinated to the surface with 1 OH surface group, and while the most
stable inner shell complexes are still Sr2+ hydrates, the most stable outer shell ones are
monohydroxides and dihydroxides, and they are always higher in adsorption energy.
Continuing the exploration with systems containing 1 OH− ions, we carried out a step by
step constrained optimisation starting with the only monohydroxide directly coordinated to the
surface (C OH1 4). The results presented in Figure 5.19 somewhat contradict the previous
conclusions based on Figure 5.17 and 5.18 in the following way: on one hand C OH1 4 Sr2+
monohydroxide is 7 coordinated and as stable as the optimised hydrate complexes, while
on the other hand, there are two, also 7 coordinated, monohydroxides which are outer shell
complexes and are less stable than the 5 coordinate ones at similar Sr-surface distances
(between 4.5-5 A˚). We note, that while in the previous cases more alternatives were explored
for the same Sr-surface distance, for the C OH1 group we calculated fewer data points. But,
despite the differences, the general conclusion that the directly coordinated Sr2+ complexes
are all 7 coordinated hydrates or monohydroxides has not changed.
Figure 5.19: Relative adsorption energies of every structures in the C OH1 group compared to C OH1 4.
The numbers next to each data point ranging between 5-7 are the total coordination numbers of the com-
plexes. Data points represented by circles are obtained with fixed Sr-surface distances, starting from the
dSr−surf of C OH1 4 with an increment of 0.5 A˚. Squares are structures from Figure 5.14. (black=hydrates,
white=monohydroxides, plus=dihydroxides, cross=trihydroxides)
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5.4.3.2 The effect of solvated OH- ions
In this section, we attempt to understand the effect of the number of solvated hydroxide
ions on the absorption energies. Although we are aware that the systems with 0, 1 and 2
OH− ions carry a total charge of +2, +1 and 0 respectively, and applying the PEECM model
for differently charged systems can cause an artificial potential shift in the absolute absorption
energies, based on test calculations made for the adsorption of s block ions carrying +1 or +2
charge, we expect this error to be relatively small compared to the adsorption energies (see
section 4.5.1).
Figure 5.20 shows the absolute absorption energies of every system (both with relaxed
and fixed Sr2+ positions) as a function of the number of OH− ions in the system without
taking into account the effect of bulk solvent.vii The structures (both inner and outer shell
complexes), obtained for systems without additional OH− ions are all more stable by 250-340
kJ/mol compared with an empty hydrated brucite surface and a Sr2+ hydrate complex in the
bulk aqueous phase ([Sr:6/18:0/0]2+ from fig 3.6a). In contrast, the adsorbed complexes with
2 OH− ions introduced in the system all appear unfavourable by 40-210 kJ/mol compared with
the most stable hydroxide complex ([Sr:5/17:1/1] from table 3.8) in a solution containing the
same number of OH− ions. The absolute adsorption energies of the C OH1 structures lie
between the ones obtained for the C and C OH2 groups (from -115 to 5 kJ/mol) compared
with the most stable monohydroxide complex ([Sr:5/18:1/0]+). Overall, Figure 5.20 suggests
a high dependence on the total charge of the system and shows that in an environment where
solvated OH− ions are available next to the strontium, the formation of hydroxide species in
solution is more favourable than the adsorption of the Sr2+ on the hydrated (and protonated)
brucite surface.
However, the solvated reference structures used above are originally optimised with the
COSMO implicit solvent model, i.e. with a homogeneous background potential representing
the bulk aqueous phase. In this environment, the energy differences between the reference
structures using Eq. (3.2) in chapter 3 are the following: [Sr:6/18:0/0]2++2OH−: 0.0 kJ/mol >
[Sr:5/18:1/0]++OH−: -36.3 kJ/mol > [Sr:5/17:1/1]: -60.9 kJ/mol (see Figure 3.12a and Table
viiThe direct comparison of the energies is not straightforward, because, to keep the total charge equal in both
side of the theoretical equation (Eq. (5.2)), the reference systems are different for the three groups (C, C OH1,
C OH2), i.e. for systems containing 0 OH− we chose a reference complex without solvated OH− etc. Therefore,
using the same scale for the obtained energies of the three groups might be misleading. However, the reference
complexes were energetically compared to each other with an other theoretical equation (Eq. (3.2)) in section 3,
and after all, all energies are adsorption energies calculated to three different charge environment, which makes
us to believe that they are reasonably comparable within the same scale.
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Figure 5.20: Absolute absorption energies obtained by using Eq. 5.2 with the appropriate reference
system for the C, C OH1 and C OH2 groups vs. the total number of solvated OH− ions in the system.
(black=hydrates, white=monohydroxides, plus=dihydroxides, cross=trihydroxides)
3.13 in section 3.4.3). Using the same equation but without the COSMO method (gas phase)
and with def2-SVP basis sets dramatically changes the energies and enormously favours the
solvated 2OH− systems: 0.0 kJ/mol > -575.8 kJ/mol > -917.5 kJ/mol. As we cannot use the
COSMO and PEECM approaches at the same time, the adsorption energies shown in Figure
5.20 must be affected by this extreme difference in the relative energies of the reference
structures.
The importance of the basis set on the Sr2+ ion was explained previously in section 3.4.3.
However, due to the size of the whole PEECM system (∼ 396 atoms for 6x6 1 and 576 atoms
for 6x6 2 f ), applying higher quality basis sets for every atom type would be computationally
very expensive. Moreover, results in section 4.5.1 for the absorption of s block ions suggest
that larger basis set sizes on the surface atoms may have artificial side effects. Therefore, to
probe the possible effect of basis set size on the absorption energies, we carried out single
point calculations for every system in Table 5.1, 5.3 and 5.4 with def2-TZVP and def2-QZVP
basis set only on the Sr2+. The obtained adsorption energies are summarised in Table 5.5.
Applying the def2-TZVP on the cation decreases the absorption energies by c. 10 kJ/mol on
average for each group (C: 9.6 kJ/mol, C OH1: 8.2 kJ/mol and C OH2: 7.3 kJ/mol). Increasing
the basis set quality to quadruple-ζ decreases the absorption energies further by c. 0.1-
5.0 kJ/mol compared with the triple- and ∼ 7-14 kJ/mol compared with the double-ζ results.
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Although the energy differences vary slightly between the different groups (and reference
systems), this deviation is relatively small and there is essentially a constant energy shift
between the double-ζ and higher basis sets.
Table 5.5: Dependence of the absolute adsorption energies (kJ/mol) on the basis set quality of the Sr2+
for systems from Table 5.1, 5.3 and 5.3 calculated with Eq. (5.2). (Standard deviations calculated for each
averages are shown in brackets.)
systems def2-SVP ∆E(TZVP-SVP) def2-TZVP ∆E(QZVP-TZVP) def2-QZVP
C1 -338.1 -10.8 -348.9 -6.9 -355.8
C2 -304.0 -12.7 -316.7 -4.6 -321.4
C3 -289.9 -7.8 -297.7 -5.3 -303.0
C4 -283.4 -7.2 -290.6 -2.6 -293.2
C5 -247.9 -9.7 -257.6 -5.6 -263.2
average -9.6 (2.0) -5.0 (1.4)
C OH2 1 38.1 -5.9 32.2 -0.7 31.5
C OH2 2 59.3 -8.9 50.3 -0.4 49.9
C OH2 3 151.6 -8.2 143.4 1.8 145.2
C OH2 4 131.6 -6.9 124.7 -0.1 124.6
C OH2 5 145.4 -6.5 139.0 0.1 139.1
average -7.3 (1.1) 0.1 (0.9)
C OH1 1 -115.1 -7.3 -122.4 -3.9 -126.3
C OH1 2 -113.3 -8.9 -122.2 -2.8 -125.0
C OH1 3 -98.4 -9.9 -108.3 -2.5 -110.8
C OH1 4 -110.5 -8.4 -118.9 -4.7 -123.7
C OH1 5 -59.6 -7.0 -66.6 -1.8 -68.4
C OH1 6 -26.7 -6.8 -33.5 -2.0 -35.5
C OH1 7 4.5 -8.4 -3.9 -2.4 -6.2
average -8.1 (1.0) -2.9 (1.0)
We attempted to evaluate a COSMO correction term for the adsorbed complexes by using
a similar solvation scheme as Faheem et al.[298]. They proposed an approach called implicit
solvation model for solid surfaces (iSMS), in which they use a combination of periodic slab
calculations with plane wave DFT code in the absence of solvent and cluster models embed-
ded in the implicit continuum solvent to evaluate correct energies for the studied reactions; in
their case for the C-C bond cleavage of dehydrogenated ethylene glycol on Pt (111) in water.
To obtain constant correction terms for the three groups, first we evaluated the adsorption en-
ergies with the same theoretical equation (5.2) for every structure in each group, but with the
COSMO implicit solvent model on the W24 complexes (gas phase PEECM surface structures
vs COSMO solvated complexes). Then, we calculated COSMO single point energies for the
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optimised QM clusters without the PC region for one structure in each group and used these to
recalculate the adsorption energies (COSMO QM clusters vs COSMO solvated complexes).
We considered the differences between the two type of interaction energies as COSMO cor-
rection terms for the PEECM system and used them to modify the absorption energy of every
structure in each group. The obtained energies are summarised in Figure 5.21.
Using the modified values results in positive absolute adsorption energies in almost every
case, suggesting that the existence of adsorbed complexes on the protonated surfaces is
always unfavoured compared with the solvated Sr2+ structures. The C systems are predicted
to be 50-140 kJ/mol less stable in energy than the solvated complex used for reference, while
the C OH1 structures are unfavourable by 30-150 kJ/mol and the adsorption energies of the
C OH2 systems are between -20 and +150 kJ/mol, leaving one structure (C OH2 1) with a
slightly negative adsorption energy.
Figure 5.21: Absolute absorption energies obtained by using the COSMO corrected version of Eq. 5.2
with the appropriate reference systems in aqueous phase for the C, C OH1 and C OH2 groups vs. the
total number of solvated OH− ions introduced in the system. (black=hydrates, white=monohydroxides,
plus=dihydroxides, cross=trihydroxides)
The recent experimental study of the National Nuclear Laboratory on Sr2+ ion adsorption
on brucite shows only a weak or no interaction between the hydrated mineral and the cation in
a < pH 11 environment, (i.e. when the terminating OH groups are protonated) and a favoured
adsorption above that.[299] Since we use a protonated neutral surface model for representing
the empty hydrated brucite surface, we always remain in the former pH regime. Both Figure
5.20 and 5.21 predicts weak or unfavourable interactions in the presence of solvated OH−
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ions, but the COSMO corrected results show a generally unfavoured interaction regardless
of the charge environment. Since the model used in Figure 5.21 considers the reference
systems in aqueous phase and contains a limited solvent correction for surface model too, we
assume that it represents a more realistic picture and therefore its results are closer to the
true values. However, by artificially combining two originally incompatible methods (PEECM
and COSMO), we may introduce unexpected errors during the ”tailoring” which cannot occur
when every component of the equations is in gas phase.
5.5 Conclusions
To study the interaction which is the main focus of this project, namely the adsorption be-
haviour of Sr2+ ions on brucite in the aqueous phase, the previously optimised PEECM model
was improved by introducing hydration layers above the surface and a theoretical equation
was used to evaluate adsorption energies. Overall, we found that the adosrption of Sr2+
hydrates and hydroxides is not favoured close to neutral pH conditions.
To model water layers above the surface cluster, the initial geometries of the explicit water
molecules and the positions of the point charge water equivalents are based on the molecu-
lar dynamic studies of Sakuma et al.[278] The final model contains 2 hydration layers in the
so-called C water coordination, with 72 explicit water molecules in the QM cluster above the
surface. During the optimisation, spontaneous surface protonation occurred between the first
layer water molecules and the up-facing OH groups of brucite, which resulted in two solvated
OH− ions in the hydration layers. The formation of positive surface species in neutral solu-
tions is expected on the basis of the experimental study of Pokrovosky and Schott[268] and
therefore we proceeded with that optimised model without further corrections.
The Sr2+ was introduced to the system by placing it at different distances from the sur-
face but always in the middle of the QM cluster. Systems containing 0, 1 and 2 additional
solvated OH− ions, were examined to study the effect of differently charged environments.
The structures of the Sr complexes obtained were analysed based on their total coordination
number, the Sr-surface distance and the number of directly coordinated OH− ions or OH sur-
face groups. The adsorption energies were calculated from an equation which compares the
energy of the adsorbed Sr2+ ions with the energy of the chosen W24 water cluster based
reference systems in gas phase and with an additional COSMO correction term.
Structures obtained in each of the three different groups (C, C OH1, C OH2) are all in a
∼100-120 kJ/mol energy range, which is reasonable considering the fact that they may vary
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in their hydrogen bond network as well as in the Sr coordination, and test calculations show
that, for example, the energy gain by the formation of a single hydrogen bond is ∼14 kJ/mol
between two water molecules and ∼50 kJ/mol between an OH− ion and a water molecule.
After analysis of the optimised complexes in Figure 5.10, 5.13 and 5.14 and further studies
of the Sr-surface distance relations by constrained optimisations in Figure 5.17, 5.18 and
5.19, we can conclude that generally the inner shell complexes tend to be more stable than
the outer shell ones. In addition, the most stable directly surface coordinated structures are
usually Sr2+ hydrates with a total coordination number of 7. This result is consistent with
previous solvation studies, which predict the most stable coordination of a hydrated complex
to be between 6 or 8 (see chapter 3). Gradually moving away from the surface, the outer
shell complexes, with only a few exceptions, have a lower total coordination number as well
as more OH− ions coordinated to the cation than the inner shell ones.
Using a surface model 6x6 2 f to account for the effect of a second brucite layer on the
adsorption, in some cases affects the geometries and the absorption energies, but usually
only for the less stable complexes. The most stable ones and the general energetic order are
unaffected. This observation is supported by the electron density difference plots of structures
C1 and C3, where we see smaller contributions from the surface groups (Figure 5.12) than in
the case of adsorbed complexes on a bare brucite surface (Figure 4.12 and 4.17).
The natural charges in the C structures show a clear difference between the oxygen atoms
of the solvated OH− ions and the OH surface groups, as well as suggest a qualitative differ-
ence between Sr-O(surf) and Sr-O(OH) coordinations. The obtained oxygen charges (Table
5.2) together with the electron density difference plots (Figure 5.12) show the relatively local
effect of the cation and the polarisation of the directly coordinated O atoms.
Finally, we attempted to study the effect of differently charged aqueous environments on
the adsorption behaviour, by comparing the obtained adsorption energies of the C, C OH1
and C OH2 groups. In the gas phase, the Sr-brucite interaction is unfavoured in the presence
of additional OH− ions; while based on COSMO corrected energies, the adsorption of Sr
species on brucite is generally unfavoured in the aqueous phase, which is consistent with
recent experimental results in below pH 11 conditions. Based on these results, we conclude
that our PEECM-COSMO model of the (0001) surface successfully describes the interaction
of Sr complexes and hydrated (0001) surface in neutral conditions.
Chapter 6
Conclusions
In this chapter, we reflect back on our original computational goals and results, how well
they have been accomplished and what are the possible ways forward. We also draw a final
conclusion based on our findings for the proposed industry related question: what are the
possible interactions between Sr2+ and brucite surfaces?
6.1 Computational achievements
6.1.1 Studying the hydrolysis of Sr2+ in aqueous environment
The accurate modelling of solvated Sr2+ hydroxide complexes was an important first step
for creating a reference system for the ion’s behaviour in the liquid phase of the nuclear storage
ponds (see section 1.4.1). While Sr2+ hydrates were extensively studied before, the formation
hydroxide complexes in water has not been modelled so far. In our DFT based computational
study presented in chapter 3, we showed the importance of carrying out geometry optimisa-
tions with the use of an implicit solvent model and with a sufficiently large explicit solvation
shell in investigating the structure and energetics of Sr2+ hydroxide complexes.
We used the W24 water cluster (which has been employed for modelling the solvation shell
of organic molecules and ions before but not of single ions) as the first two solvation shell of
Sr, because on one hand, it contained enough number of water molecules to account for
maximum 8 Sr coordinated waters and 2 additional water molecules for each first shell ligand;
and on the other hand, it allowed us to establish proton transfer with a small energy barrier and
predict the generally less favoured hydroxide complexes (tri- and tetrahydroxide). However, we
note that treating systems containing negatively charged species is generally difficult in implicit
solvent models due to the more diffuse nature of negative charge, and therefore systems with
and overall negative charge are usually avoided.
Overall, with the use of a combined implicit and explicit solvent model containing both the
first and second hydration shells, we found that the mono- and dihydroxides are the thermody-
namically most stable Sr complexes in a high pH aqueous solution and that they coexist. The
obtained stable species play an important role in chapter 5, where they are used to calculate
the stability Sr2+ complexes adsorbed on the (0001) surface of brucite.
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Based on the successful prediction of the energetics of Sr2+ hydrolysis, we suggest that a
similar model could be applied to study the solvation of other relevant ions and complexes in
the nuclear waste industry, such as the much less investigated Cs+, or the carbonate complex
of strontium.
6.1.2 Creating a suitable surface representation of (0001) brucite surface
A significant part of this thesis is concerned with optimising a surface model for studying
the adsorption of Sr2+ on the hydrated (0001) brucite surface (chapter 4). To meet with the
specified requirements in section 1.4.2, we decided to employ a PEECM model, because it is
implemented in the same code we used for the solvation study, it describes isolated adsorption
sites and charged systems, does not require supercomputers to run and our main interest is
the local environment of the possible reactions and we were less concerned with the large-
scale surface properties.
Surface models, containing one or two layers in the QM cluster and iteratively defined nat-
ural charges in the PC region, were optimised and validated through several model adsorption
studies involving single ions and Sr complexes. To verify that the PEECM model is as capable
of describing adsorption on the brucite surface as well as other periodic DFT based methods,
we carried out further test investigations comparing the energies obtained with the two dif-
ferent methods, with great success. As opposed to other previously modelled surfaces with
PEECM, brucite (0001) is not purely ionic and has a layered structure with a large interfacial
distance. Our research showed that this method can be successfully extended to be applied
to the most stable surface of brucite, and hopefully it will be used for similar materials in the
future.
As the purpose of the completed test calculations were to prove that the PEECM model
gives realistic energetic orders for the adsorption of Sr and other alkaline metal ions, we did
not investigated the structural differences of individual structures in detail and did not ex-
plore the possibility to improve every test system further with introducing hydration or solvent
molecules. This could be the subject of an individual study in which the presented single ion
adsorption and substitution could be extended with similar solvation models as it was estab-
lished in chapter 5 and more in-depth structural analysis could be do to justify the experienced
differences between ions.
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6.1.3 Studying the interactions between the solvated Sr2+ and hydrated (0001)
brucite surface
Perhaps the greatest challenge of this project was to combine the approaches applied in
chapter 3 and 4 to investigate the adsorption of Sr2+ hydrate and hydroxide complexes on
a hydrated (0001) surface. To allow this, we extended the established surface model with
layers of water above it. To the best of our knowledge, although other QM/MM methods have
been employed to model hydrated surfaces before, the PEECM has not yet been used for
such problems. We used the results of previous MD studies to introduce water molecules
both within the QM and PC region. Although we simplified our model by only using one of the
predicted stable water coordinations, the created model gave reasonable results compared
with experimental findings, e.g. it predicted the protonation of surface species. However, it is
possible that with the construction of an optimised water cluster based on more than one type
of the MD simulated water positions in the PC and QM region, the created hydrated surface
model would be even more realistic, at least more in agreement with the MD results.
We used a theoretical reaction to compare the energies of Sr complexes adsorbed to the
hydrated brucite surface and solvated in water, and calculated adsorption energies ion with or
without additional hydroxides available in the water layers. With the application of a COSMO
correction to account for long-range solvation effects, we came to the main conclusion that the
interaction between the Sr2+ cation and brucite (0001) is unfavoured in below pH 11 aqueous
environment. This results agreed with the recent experimental findings and made us believe
that the application of the PEECM model and the three step approach for investigating the
interactions between the Sr ion and the (0001) brucite surface presented in this thesis, can be
generalised and employed to other problems of nuclear relevance, such as uranyl ion transport
in common soil components or sorption mechanisms in zeolite type ion exchangers.
The whole project was carried out using different implementations of the TURBOMOLE
program, which makes the investigation relatively simple. Since this code does not require a
massively parallelised version and it can be run efficiently on a local computer server (see sec-
tion 2.7.4.1), the presented calculations are very cost efficient making the developed process
a viable alternative for studying surface mechanisms on similar surface.
6.1.4 Future Works
We propose several possible ways where this project could directly progress, such as
the solvation study of Cs+ or carbonated strontium with the combined explicit-implicit solvent
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model and the extended study of ionic adsorption and substitution on brucite (0001) involving
other industrially relevant alkaline earth ions and their detailed structural analysis. Subse-
quently, the description of the hydrated brucite surface could be improved by considering a
combination of the MD predicted water coordinations in the PC and QM region or, as an alter-
native hydrated surface model, the application of a droplet-like water cluster above the surface
without water equivalents in the PC region could be explored.
As the solvation/hydrolysis of Sr2+ and its behaviour at the water/brucite interface is a
dynamic phenomenon with average coordination properties, ab initio MD simulations would
be perfect to complement our study. A similar project is already on-going in the research
group of Dr Andy Kerridge at Lancaster University by Olivia Lynes who also uses the herein
optimised structures as templates for further investigation. However, based on this work and
the recent experimental results of NNL, the Sr/brucite interaction is insignificant in the sludge
when the brurcite surface is protonated,[299] and investigating the other surfaces of brucite or
even other minerals might be more useful.
6.2 Industrial relevance
As far as our model can predict, there are no favoured interactions, between the solvated
Sr2+ complexes and the hydrated (0001) brucite surface in < pH 11 conditions where the
solvated complexes are always be more favourable than the adsorbed ones. These findings
are backed with recent experimental results, which show no significant interaction between the
brucite and Sr2+ ion below pH 11 solutions.[299] Nonetheless, a significant strontium uptake
is detected in the settling tanks of the ion exchange process, i.e. some material which has a
bigger particle size interacts with the ion. Therefore the question remains, what happens to
the strontium in the ponds?
One possibility is that the majority of the Sr2+ ions are carbonated by dissolved carbon
dioxide and the formed Sr-carbonate complexes interact with the brucite surface similarly to
reported uranyl-carbonate complexes [12]. However, SrCO3 most likely precipitates from the
solution as a white powder, since it is practically insoluble in water (unless the solution is not
saturated with carbon dioxide). In case of precipitation, the usual particle size of the SrCO3 is
small (submicron), thus it is more likely to be filtered out in the sand bed filters than remain in
the settling tanks, where the uptake was measured.
The fact that some sorption capacity was measured for Sr2+ on brucite [14], could be due
to other, non-basal surfaces. In the case of similar minerals to brucite, it is sometimes reported
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that surface protonation/deprotonation, which create possible adsorption sites for future ionic
interactions, can occur only on lateral surfaces.[300, 301] However, since the (0001) basal
surface is by far the most stable and therefore the most common surface of brucite, even if the
Sr2+ ion favourably interacts with the edges, they are so much less common, that they cannot
possibly be solely responsible for the significant strontium uptake.
Overall, it is more likely that another material, which co-exists with the formed magnesium-
hydroxide in the solid phase, adsorbs the Sr2+ complexes. According to Gregson et al.[11],
there are other Mg based phases, such as hydrotalcite and Mg-hydroxycarbonate, together
with in-situ formed uranium oxide particles within the corroded Magnox sludge. Preliminary
experimental results predict possible interactions between uranium oxide and Sr2+, therefore
the industrially most useful continuation of this project would be to investigate those interac-
tions with computational methods.
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Appendix A
Periodic DFT models
The k mesh convergence for the bulk structure was calculated with using a primitive unit
cell and 3D periodic conditions, while both the cell parameters and atomic positions were free
to move. Above the shrinking factor of 8 the a and c cell parameters did not change and the
energy difference was always below 10−6 a.u..
Table A.1: k mesh convergence for the bulk structure calculations with CRYSTAL. (IS=shrinking factor in
reciprocal space)
IS SCF energy (a.u.) Ediff (a.u.) a (A˚) c (A˚)
2 -351.7079874 - 3.23355 4.69382
4 -351.7218124 -1.38E-02 3.17736 4.75045
6 -351.7219477 -1.35E-04 3.17653 4.75109
8 -351.7219507 -3.06E-06 3.17651 4.75114
10 -351.7219509 -1.21E-07 3.17651 4.75114
12 -351.7219509 -6.40E-09 3.17651 4.75114
The k mesh convergence of the 5x5 1 unit cell was calculated for the unrelaxed cell, directly
constructed from the optimised bulk geometry.
Table A.2: k mesh convergence for the 5x5 1 structure calculations with CRYSTAL. (IS=shrinking factor in
reciprocal space)
IS SCF energy (a.u.) Ediff (a.u.)
2 -8792.8529891
4 -8792.8529891 -4.20E-08
6 -8792.8529893 -1.68E-07
8 -8792.8529892 6.00E-08
10 -8792.8529892 0.00E+00
Table A.3: Calculated SCF energies of the considered supercells in CRYSYAL, including 1,2 and 3 brucite
layers in the slab.
SCF energy (a.u.)
Unit cell size
Number of brucite layers
1 2 3
3x3 -3165.4270 -6330.9254 -9496.4228
5x5 -8792.8530 -17585.9044 -26378.9525
7x7 -17233.9919 -34468.3726 -51702.7472
9x9 -28488.8437 -56978.3301 -85467.8063
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