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ABSTRACT
Surfaces and interfaces of oxide crystals have gained a burst of attention in recent
years due to their importance in technological applications as well as fundamental
interest in their exotic behavior. Zinc oxide (ZnO) is one of the oxide materials which
has been intensively studied especially for its transport behavior at the Schottky in-
terface, which leads to many electronic device applications. Bismuth ferrite (BiFeO3)
is a unique material that exhibits stable magnetoelectric multiferroicity at room tem-
perature, yielding new paradigms in the design of novel electromagnetic devices. Both
the Schottky property of ZnO and the multiferroic behavior of BiFeO3 depend criti-
cally on the atomic structure of their surfaces and interfaces. Therefore, the accurate
determination of their structure is a prerequisite for controlling and optimizing their
properties for applications.
The atomic surface and interface structures of uncoated and metal-coated ZnO
(0001) Zn-polar and (0001) O-polar wafers are measured with surface x-ray diffraction.
All Zn-polar surfaces and Schottky interfaces show the presence of a fully occupied
(1×1) overlayer of oxygen atoms on top of the terminating Zn layer, and no significant
atomic relaxations are observed. O-polar surfaces are significantly rougher than Zn-
polar surfaces, exhibiting Gaussian-shaped roughness profiles with a width of about
1.5 unit cells. They show a decreased layer distance between the topmost oxygen and
zinc layers. These findings are important because they are the first results on ZnO
Schottky interfaces prepared under typical ambient device processing conditions.
The unit-cell symmetry of BiFeO3 thin films is determined via 3-dimensional re-
ciprocal space mapping. The maps clearly show a phase transition from monoclinic
to tetragonal symmetry when the film thickness decreases below a critical thickness,
both for highly strained and moderately strained films. In the case of moderately
strained films, this transition is accompanied by a change in the half-order diffraction
peak pattern, which reflects an untilting of the oxygen octahedra. This establishes a
definitive connection between the octahedral tilting and the symmetry changes occur-
xiv
ring at the structural transition. These results are essential for device applications,
since the ferroelectric and magnetic properties are strongly related to the unit-cell





X-rays are electromagnetic radiation whose wavelength range from 0.1 to 100 Å (1
Å= 10−10 m). Since their first discovery in 1895 by W. C. Röntgen [1, 2], x-rays have
served as an essential tool in various research fields, such as physics, materials science,
medicine, chemistry, biology, and mineralogy [3, 4]. In his first x-ray paper [1, 2],
Röntgen showed a radiographic image of human hand, demonstrating that x-rays can
be used as a powerful imaging tool for investigating the internal structure of an object.
As can be seen in Figure 1.1, bones of the human hand could be clearly photographed
with x-rays. Needless to say, x-ray imaging techniques now play a vital role in our
daily lives: in medical diagnostics and for security checks at the airport.
X-ray diffraction, another very important x-ray technique, may not be as familiar
as x-ray imaging to a general audience, because it is not so directly related to our
everyday life. X-ray diffraction was discovered by Friedrich, Knipping, and Laue [5, 6]
in April 1912 [4]. Figure 1.2 shows the first reported diffraction pattern from a copper
sulfate crystal. Right after this discovery, W. L. Bragg established Bragg’s law, which
relates crystal lattice parameters and x-ray wavelength with the diffraction peak an-
gles [7]. These great achievements confirmed the crystal structure theory, namely
the crystal space lattice hypothesis, formulated by Bravais, Schönflies, Fedorov and
Barlow [4]. Moreover, it allowed to determine the structure of solid materials with
10,000 times better resolution compared to the optical microscope, which was the
best-resolution apparatus at that time. This discovery also spawned several other
diffraction techniques, including electron diffraction and neutron diffraction, which
have also been essential tools in structural studies of condensed matter. Not only
inorganic materials, but also organic, and even biological materials, have been suc-
cessfully investigated at the atomic or molecular levels using these techniques. The
1
Figure 1.1: Photograph of the bones in the fingers of a living human hand. The third
finger has a ring upon it. Reprinted from Röntgen’s first x-ray paper [2]
with permission ( c© 1946, Macmillan Publishers Ltd).
well-known discovery of the double-helix structure of deoxyribose nucleic acid (DNA)
by F. H. C. Crick, J. D. Watson, and R. Franklin is a very good example [8].
Having detailed information about the atomic structure of solid materials, sci-
entists and engineers have developed various materials with marvelous properties,
such as semiconductors, superconductors, super magnets, and super alloys. These
materials became the building blocks of modern electronic and optical devices [per-
sonal computers, televisions, cellphones, lasers, light emitting diodes (LEDs), etc].
Moreover, the development of new drugs and biotechnology also strongly relies on
structural studies based on x-ray diffraction. In this sense, x-ray diffraction has sig-
nificantly influenced our daily life [4].
Significant progress has been made in X-ray diffraction and crystallography since
their discovery, and measurement and analysis of powder diffraction and single crystal
diffraction were well established by the late 1960s. Moreover, after development of
modern computers, all analysis tools for these diffraction data have been included in
computer programs, and bulk crystal structures can be precisely determined by just
running the program without having a detailed knowledge of x-ray diffraction and
crystallography [9]. Nevertheless, sufficient motivation still exists for studying x-ray
diffraction and crystallography in the following two senses:
2
Figure 1.2: Left: The first reported diffraction pattern of a copper sulfate crystal,
Right: Diffraction pattern obtained with narrower slits [4]. Reprinted
from [6] with permission ( c© 1913, WILEY-VCH Verlag GmbH & Co.
KGaA, Weinheim).
1. New techniques developed with the advancements in synchrotron x-ray sources
Since the first synchrotron radiation experiment in 1947, synchrotron technology
has advanced significantly. The development of efficient electron storage rings enabled
the continuous, long-term operation of accelerator-based x-ray sources, leading to
second generation synchrotron sources in the 1980s. Nowadays, most synchrotron
facilities are so-called third-generation light sources, which utilize insertion devices
for generating radiation. By wiggling the motion of electrons in straight sections of
the storage ring with the insertion devices, highly coherent and less divergent x-ray
beams can be obtained with excellent brilliance [3]. As can be seen in Figure 1.3,
these sources cover a wide range of accessible photon energies, and also provide almost
10 orders of magnitude brighter beams compared to conventional laboratory sources.
These brilliant and highly coherent x-ray sources enabled x-ray diffraction mea-
surements with mono-layer sensitivity [11], which can detect very weak diffraction
intensity in the form of crystal truncation rods (CTRs), which arise only from sharp
boundary layers of a crystal, such as cleaved or polished crystal surfaces and het-
eroepitaxial interfaces. The existence of CTRs was originally predicted by M. von
Laue [12, 13], and experimentally shown in 1985 by S. R. Andrews and R. A. Cow-
ley [14]. In 1986, I. K. Robinson showed that the atomic structure of crystal surfaces
can be determined by analyzing the CTR intensity [15], introducing a new technique
called surface x-ray diffraction (SXRD). For a conventional powder diffraction or a
single crystal diffraction, which involve only Bragg peak intensities, the measured
data are modeled with a single unit cell. For SXRD, however, the CTR intensities
significantly depend on the phase relation between the surface or interface domains
3
Figure 1.3: A chart comparing a variety of x-ray sources in the United States. Fig-
ure courtesy of Argonne National Laboratory, reprinted from [10] with
permission.
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due to the surface roughness (terraced domains) or surface reconstructions. There-
fore, the CTR intensities cannot be easily modeled by just running a pre-developed
software without a deeper knowledge of x-ray diffraction, and a significant effort is
needed to correctly simulate the diffraction intensity and obtain a surface structure
from SXRD data.
2. Epitaxial thin films: a new form of crystal
In modern technologies, thin film science plays a very important role in diverse
disciplines, such as electronics, optics, aerospace and other industries. Thin films
are being widely used in the forms of active devices and passive components, piezo-
electric devices, sensor elements, solar energy conversion, memory devices, and many
others. Thin films are more compact, reliable, cost effective, lighter, and better in
performance compared to their bulk counterparts, and therefore have been preferred
for device or component applications [16]. From the point of view of x-ray structural
studies, however, it is usually more challenging to determine the atomic structure of
thin film crystals. Bulk crystals are typically prepared in the form of a single crystal
for which all the unit cells are oriented in the same direction, or as a poly-crystal
or powder that consists of numerous randomly oriented crystallites. In these cases,
the atomic structure of the crystal can be obtained by simply following the well-
established conventional procedure of diffraction data analysis, which can be easily
done by running a pre-developed computer software. Thin film crystals, however,
generally fall in between the two extremes of a perfectly ordered single crystal (unit
cell orientation is confined in all three dimension) and a randomly oriented poly-
crystal (no confinement in unit cell orientation). Because the substrate restricts
the orientation of the film only in the in-plane direction during the growth, several
domains with different out-of-plane orientations can co-exist in the film, depending on
the crystallographic symmetry of the film and substrate. Therefore, each structural
domain contributes to the diffraction intensity differently, and they will overlap each
other, typically resulting in peak splitting in the diffraction pattern. To properly
deconvolute the split peak pattern to determine the unit-cell structure of the film, a
rigorous knowledge of x-ray diffraction and crystallography is essential.
1.2 Oxide Surfaces and Interfaces
Studying the surface or interface structure of crystals and crystalline heterostruc-
tures is important both from a fundamental science point of view as well as for tech-
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nical applications. In particular, oxide surfaces and interfaces have gained a burst
of attention in recent years due to their interesting physical properties in magnetic,
ferroic, thermal, optical, and (super)conducting properties. Oxygen atoms can induce
electric fields in their compounds, which are strong enough to correlate the electrons
between neighboring atoms and make them actively interact with each other. This
strong correlation between electrons in oxide materials leads to many interesting phys-
ical properties and introduces a variety of potential applications such as batteries, fuel
cells, transparent electronics, and low-energy information storage [17–20].
As one of the most promising oxides, zinc oxide (ZnO) has recently gained in-
creased attention for its potential in a large variety of technological applications.
With significant progress in the oxide crystal growth technologies, recently grown
ZnO thin films can have 1,000 times higher electron mobility compared to the values
from only three years ago, and nowadays, even the fractional quantum Hall effect
can be observed in high-quality ZnO crystals [19, 21, 22]. Being itself a transparent
semiconductor, ZnO has many important potential applications in fields as diverse as
catalysis, gas sensing, corrosion prevention, and optoelectronics.
Needless to say, a precise knowledge of the ZnO surface and interface structures
is critical to control and tailor their properties for these and other applications. In
particular, details of the interface structure buried beneath metal contact layers are
important in determining electronic properties such as the Schottky barrier height,
which in turn governs the performance of devices such as Schottky barrier diodes
(SBDs), metal-semiconductor-metal (MSM) photodetectors, and metal semiconduc-
tor field effect transistors (MESFETs) [23, 24].
Transition metal oxides (TMOs) are another heavily investigated class of oxide
materials in recent years. They show very intriguing properties in bulk form, such
as superconducting behavior at high temperature [25] (even significantly above liq-
uid nitrogen temperature [26]), ferroelectricity, ferromagnetism, and multiferroicity.
Moreover, at interfaces in TMO heterostructures, such as a boundary between a
thin film and a substrate, very interesting phenomena can be observed; for instance,
the formation of a 2D-electron gas between two insulating perovskites LaAlO3 and
SrTiO3 [27] or a non-bulk-like crystallographic structure causing a larger spontaneous
polarization of multiferroic BiFeO3 thin films compared to its bulk value [28]. De-
pending on the interface boundary conditions, including the epitaxial strain and the
tilting pattern of shared oxygen atoms, the TMO heterointerfaces in thin films show
vastly different structural behavior. This results in significant changes in ferroic-
ity, spontaneous polarization, magnetization, or conductivity, which are important
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properties for many device applications. Again, a correct determination and deeper
understanding of the interface structures are critical for a precise control of their
physical properties, which can lead to many innovative applications of TMOs.
For investigating the surface and interface structures of these systems, SXRD
and three-dimensional reciprocal space maps (3D-RSMs) play crucial roles. They
provide (1) resolution at the atomic scale, (2) a large penetration depth, which is
essential to investigate buried film-substrate interfaces, and (3) the capability of ob-
taining the global surface structure of the sample. These qualities are pre-requisites
for surface and interface studies and can only partially be provided by other com-
plementary techniques, such as Atomic Force Microscopy (AFM), Scanning Tunnel-
ing Microscopy (STM), Transmission Electron Microscopy (TEM), and Low-Energy
Electron-Diffraction (LEED) [29].
1.3 Dissertation Outline
This dissertation will continue with Chapter II, where basic principles and con-
cepts of x-ray scattering and SXRD will be introduced, followed by the presentation
of a quantitative proper modeling scheme for SXRD intensities from rough surfaces.
In Chapter III, two important oxide materials, ZnO and BiFeO3, which are the main
objective materials throughout this study, will be described from the fundamental
origins of their physical properties to potential applications utilizing those properties.
Recent research activities and open questions relating atomic structures and physi-
cal properties will also be introduced. Chapter IV will be focused on experimental
facilities and data analysis methods for synchrotron x-ray diffraction experiments.
Two major techniques used in this study, SXRD and 3D-RSM, will be described from
experimental data acquisition to actual structure determinations. Chapter V will con-
centrate on the results and discussions from structural investigations on ZnO Zn-polar
(0001) and O-polar (0001) surfaces and Schottky interfaces. In Chapter VI, results
and discussions from systematic studies on the thickness- and temperature-induced
structural phase transition of ultra-thin BiFeO3 films grown on (001) SrTiO3 and
(001) LaAlO3 substrates will be shown. Finally, important results from this disser-
tation will be summarized in Chapter VII, with some outlooks and future directions
for continuing this work.
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The goal of this chapter is to describe how to calculate the x-ray diffraction inten-
sity from a rough surface. In particular, we will be interested in the case of several
symmetrically inequivalent surface terminations co-existing within the x-ray coher-
ence length due to the roughness. Surface roughness can be introduced as a natural
extension of the diffraction theory for smooth crystal surfaces, which is developed
from the well-established kinematic approximation for bulk crystal diffraction theory.
X-ray diffraction data from bulk crystals has been a fundamental cornerstone for
the success of various disciplines in science, engineering and industry. Several pub-
lications, including the well-known condensed matter physics books by C. Kittel [1]
and N. Ashcroft and N. D. Mermin [2], as well as many x-ray crystallography texts [3–
9] describe the underlying theory in detail. The more specific theory describing the
scattering of X-rays from crystal surfaces has been developed much more recently
compared to its bulk counterpart, but can be found in several articles or books nowa-
days [9–13].
One challenge for the novice x-ray crystallographer is the lack of a clear consen-
sus between various textbooks regarding the definitions and mathematical notations
used to describe scattering. For example, there is a factor of 2π difference between
typical physics and crystallography textbooks for defining the x-ray wave vector k,
and several different notations and definitions can be found for describing the effect
of thermal fluctuations on diffraction intensities (Debye-Waller factor, thermal fac-
tor, etc.). To minimize any confusion arising from these different notations, and also
to present this chapter as a self-contained and easily readable account of the basic
diffraction fundamentals used in this thesis without the need to extensively reference
external literature, the diffraction theory for bulk crystals and for ideal and atomically
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flat crystal surfaces will be briefly covered in Sections 2.2 and 2.3. The definitions
and notations given in these sections will be consistently used in Section 2.4, where
the x-ray diffraction from rough surfaces will be discussed. Note that most of the
descriptions in Sections 2.2 and 2.3 are based on the information given in [9].
2.2 X-ray Diffraction from Bulk Crystals
2.2.1 X-ray Scattering from a Charged Particle
In classical electrodynamics theory, a charged particle will be accelerated when
it is excited by a plane wave of electromagnetic radiation, and consequently it will
emit radiation in directions other than that of the incident wave. This process can
be understood as scattering of the electromagnetic wave by the charged particle [14].
In case of the accelerated particle moving non-relativistically, the emitted radiation
has the same wavelength as the incident ray. In other words, the energy of the photon
will be conserved in this scattering process, and therefore this process is called elastic
scattering or Thomson scattering. For relativistic particles, part of the energy of
the incident electromagnetic radiation can be transferred to the scattering particle,
and therefore the scattered wave will have a longer wavelength (less energy). This
process is called inelastic scattering or Compton scattering. Because no fixed phase
relation between the incident and the scattered wave can be established for Compton
scattering, the interference (or diffraction) pattern for the scattered wave cannot be
predicted [8]. The Compton scattering cross section, however, is negligible compared
to that for Thomson scattering for the wavelength range of most x-ray sources used for
diffraction experiments [15]. Therefore, for practical purposes here, we only consider
elastic scattering processes in the following discussion. Note however, that inelastic
x-ray scattering is now widely used for studying electronic, vibrational and magnetic
excitations in solids [16–18].
Let us consider the electric field of an incident plane wave with propagation vector
k0, polarization vector ε0, and amplitude E0, as described in Figure 2.1. This field
can be written as
E0(x) = ε0E0e
ik0·x. (2.1)
The charged particle at position r with charge e and mass m will feel the force eE0


















Figure 2.1: Electromagnetic radiation scattered by a charged particle.
The accelerated particle will emit radiation, and the electric field of the radiated wave

















ik0·rk̂ × (k̂ × ε0). (2.3)



















where ε = k̂×(k̂×ε0)|k̂×(k̂×ε0)| is the polarization vector and p = |k̂ × ε0| is the polarization
factor, which varies between 0 and 1 depending on the polarization vector of the
incident wave and the propagating direction of the scattered wave.
Equation (2.4) shows that the electric field amplitude of the scattered wave is
inversely proportional to the mass of the scatterer. There are two different types
of charged particles in atoms: protons and electrons. The contribution of protons,
however, is negligible compared to that of electrons, because protons are about 2,000
times more massive than electrons, which will result in a contribution to the scattering
intensity (which is proportional to the squared magnitude of the electric field) that is
about 4,000,000 times weaker than that of the electrons. Therefore, only scattering
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from electrons will be considered in this treatment of x-ray diffraction. Let us define
the scattering momentum transfer q ≡ k − k0. Then, using the theoretical electron
radius re ≡ 14πε0
e2
mc2





2.2.2 X-ray Scattering from an Isolated Atom
Let us consider the electromagnetic radiation being scattered from multiple iso-
lated charged particles. In principle, a scattered wave from one particle can be scat-
tered again by another particle. In the case of grazing incidence angle reflectometry
or when measuring the Bragg peaks of nearly perfect crystals, multiple scattering
becomes significant, and the scattering should be described using the so-called dy-
namical diffraction theory, which takes the multiple scattering into account [9, 15]. In
most diffraction experiments, however, the effect of multiple scattering is negligible
because the x-rays interact only weakly with the electrons and therefore penetrate
deeply into solid materials. For this reason, many diffraction theories are constructed
using the kinematical scattering approximation, or first Born approximation, which
assumes that the incident wave interacts with the charged particle only once, and ig-
nores the effects of secondary scattering. This assumption is well-justified especially
in the case of diffraction from small crystals or crystals with significant mosaicity [7].
In this dissertation, we are mainly interested in the diffraction from thin surface layers
of crystals or ultra-thin films (< 20 nm) with several structural domains, and there-
fore the kinematical scattering approximation can be safely employed for describing
the x-ray scattering.
Within the kinematical approximation, the total scattering amplitude Etot from
n isolated particles at positions ri (i=1, 2, ..., n) measured from a reference point r








This can be naturally extended to the case of a continuous distribution of charge ρ(r′)









Now, consider an atom whose electrons are distributed around its nucleus with a
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Note that this form factor depends only on the scattering momentum transfer q and
the atomic number, which determines the electron density distribution. The atomic
form factor can usually be calculated as
fa = f0(θ) + f
′(w) + if ′′(w), (2.11)
where θ is the scattering angle (the angle between k0 and k), and w is the angular
frequency of the x-ray photons. The values of f0, f ′, and f ′′ for each atom are tab-
ulated in [19]. The f ′ and f ′′ terms represent dispersion and absorption corrections,
which become significant in the vicinity of an absorption edge of the atom, but they
can be approximated by zero if the x-ray energy is far away from the absorption edge.
Finally, the scattering amplitude from an isolated atom can be expressed with the





2.2.3 X-ray Scattering from Bulk Crystals
Now we are ready to describe the x-ray diffraction from a crystal. A crystal can
be constructed by repeatedly attaching a periodic unit, the so-called unit cell. A unit
cell is a parallelogram made of three unit cell vectors a1, a2, and a3. Translations by
integral multiples of these vectors form a crystal lattice, and the crystal can be built
by attaching unit cells at each lattice point. These crystal lattice points, which are
the positions of each unit cell ruc, can be represented as
ruc = j1a1 + j2a2 + j3a3 (2.13)
for j1, j2, and j3 integers. Arbitrary numbers of atoms can be placed inside the unit
cell, and the position of jth atom within a unit cell can be written as
rj = xja1 + yja2 + zja3 (0 ≤ xj, yj, zj < 1). (2.14)
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Let us consider a unit cell at position ruc, which consists of N atoms. For the
jth atom located at rj in the unit cell, let fj(q) be the atomic form factor for the
momentum transfer vector q. As described in the previous section, the total scattering
amplitude from a unit cell, Euc, can be obtained as a coherent sum of the scattering


















p eiq·(r+ruc)F (q). (2.17)
Note that the structure factor F (q) contains all the information about the internal
atomic structure of the unit cell, but it does not depend on the position of the unit
cell ruc. Now, let us build an actual 3D crystal by stacking N1, N2, and N3 unit
cells along the a1, a2, and a3 directions, respectively, therefore producing a total of
N1 ·N2 ·N3 unit cells in the crystal. Then, the scattering amplitude from this crystal
can be obtained as the coherent addition of the scattering amplitudes from each unit










































Finally, using the result of Equation (2.19), the total scattering amplitude from












where the phase factor φ = [(N1 + 1)q · a1 + (N2 + 1)q · a2 + (N3 + 1)q · a3]/2.
In real experiments, the complex scattering amplitude, E, cannot be directly
measured. Typical photodetectors record only the scattering intensity, I, which is
equal to the squared magnitude of the complex scattering amplitude:
I = |E|2 = EE∗, (2.21)
and therefore, the scattering intensity from the crystal, Icrystal, which is the measur-

























Now, let us define the so-called reciprocal lattice vectors a∗1, a∗2, and a∗3 from the
crystal lattice vectors a1, a2, and a3 as follows:
a∗1 = 2π
a2 × a3
a1 · (a2 × a3)
, a∗2 = 2π
a3 × a1
a1 · (a2 × a3)
, a∗3 = 2π
a1 × a2
a1 · (a2 × a3)
. (2.23)
It can be easily seen that these reciprocal lattice vectors have the property:
ai
∗ · aj = 2πδij. (2.24)
If we represent the momentum transfer vector q by using the reciprocal lattice
vectors as its basis, q can be written as





for some real numbers h, k, and l. Using the results from (2.24) and (2.25), Equa-
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Three squared sine functions exist in the denominator of the above expression.
When all of them become zero simultaneously, the product diverges, and we expect
to observe a very strong scattering intensity. This will be achieved when the following
condition is met:
sin(hπ) = sin(kπ) = sin(lπ) = 0
⇔ h, k, and l are all integers. (2.27)
Therefore, by combining Equations (2.25) and (2.27), strong diffraction intensities
are expected when q is equal to one of the reciprocal lattice points:




1 (H, K, L : integers). (2.28)
This is the so-called Laue equation for diffraction peaks.
Note that the diffraction condition given by the Laue equation is determined only
by the lattice vectors; i.e., the overall shape of unit cell. As can be seen in Equa-
tion (2.26), another important factor exists that also affects the diffraction intensity:
the structure factor [F (q)]. As mentioned earlier, this structure factor contains in-
formation about the internal atomic structure of the unit cell. Each diffraction peak
satisfying the Laue condition may show an intensity which is significantly different
from other peaks depending on its structure factor, and even zero intensity (extinc-
tion) may be observed when the structure factor becomes zero at the corresponding
q.
2.2.4 Diffraction Pattern and Fourier Transform
In typical x-ray scattering experiments, the distance between the detector and
the scattering source is much longer than the x-ray wavelength, which is on the
order of Å (=10−10 m). Moreover, we have employed the kinematical approximation,
such that multiple scattering effects can be neglected. In this case, the Fraunhofer
approximation can be applied to obtain the diffraction pattern [20]. The diffraction
amplitude can then be obtained by simply taking the Fourier transform of the electron
density function of the scattering object [21].
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A crystal can be represented as the convolution of crystal lattice points (j1a1+j2a2
+j3a3, j1, j2, j3 integers) with the unit cell structure [22]. Therefore, the electron
density of a crystal with N1, N2, and N3 unit cells along each lattice vector, whose












for ruc = j1a1 + j2a2 + j3a3, rj = xja1 + yja2 + zja3 (0 ≤ xj, yj, zj < 1), where ρj
represents the electron distribution function for the jth atom in the unit cell. ⊗ is
the convolution operator, which is defined as




Now, when taking the Fourier transform of the crystal’s electron density, ρcrystal,
we can apply the convolution theorem, which states that
F (f · g) = F (f)⊗F (g) (2.31)
F (f ⊗ g) = F (f) ·F (g), (2.32)



















































where we used Equations (2.10) and (2.16). This result (2.33) is identical to that from
Equation (2.18), except for some additional factors that depend on the scattering
geometry and choice of the origin of the coordinate system. This confirms that,
within the limits of the Fraunhofer approximation, the diffraction amplitude from a
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crystal is just the Fourier transform of the electron density of the crystal. In case
of a crystal with infinite extent (N1, N2, and N3 → infinity), the Fourier transform
(=diffraction pattern) of the crystal lattice is just its reciprocal space lattice [8].
2.2.5 Structure Factor of a Real Crystal
As discussed before, the structure factor [Equation (2.16)], which is given by the
Fourier transform of the electron density distribution inside a unit cell, contains all
the information about the atomic structure. In Equation (2.16), we assume that all
the atomic sites within the unit cell are fully occupied with a single element for all unit
cells. In real crystals, however, some unit cells may have vacancies at some atomic
sites, depending on the crystal quality, or an atomic site might be occupied with two
or more different elements in case of intermixed systems. Moreover, there can be
disorder in the positions of atoms inside the unit cell due to thermal fluctuations or
differing boundary conditions (for example, atoms in the unit cells near surfaces or
grain boundaries can be displaced with respect to the atoms in the bulk unit cell).
These effects can be included in the structure factor calculation by introducing an
atomic occupancy factor, θj, and a Debye-Waller factor, uj(q).
The atomic occupancy factor θj determines how occupied the jth atomic site
is in the unit cell. Here, the θj can be simply understood as the probability of
finding the jth atomic site being occupied with the jth atom. For example, if the
jth atomic site exhibits 20% vacancies, the corresponding structure factor can be
obtained by assigning θj = 0.8. Note that the atomic vacancies in this case should
be randomly distributed in space. In case of periodically ordered atomic vacancies,
the structure factor should be modeled by using a larger periodic unit (unit cell).
Intermixed systems, such as LaxSr1−xMnO3, can also be modeled with occupancy
factors. In LaxSr1−xMnO3 crystals, the same atomic site in the unit cell can be
randomly occupied either by a La atom with probability x, or by a Sr atom with
probability 1 − x. The structure factor in this case can be calculated by including
both La and Sr atoms in the unit cell at the same position, with atomic occupancy
factor x and 1 − x for La and Sr, respectively. Again, this kind of modeling works
only if the atoms of both elemental species are randomly distributed, and the case of
long range periodic atomic ordering should be modeled with a larger unit cell.
The Debye-Waller factor, uj(q), describes the local disorder in the positions of the
atoms due to imperfections in the crystallinity or thermal fluctuation. This positional
disorder would be averaged over the x-ray coherence length in a real experiment,
resulting in reduced diffraction intensities. In this dissertation, the Debye-Waller
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where qt represents the transpose of q, and Bj is a symmetric dispersion matrix of
the jth atom, which contains information about the degree of disorder in the atomic
positions in each direction in space. Note that there is no consistent definition of the
Debye-Waller factor within the scientific community, and several different definitions
can be found in the literature [8, 9, 24, 25]. For example, the Debye-Waller factor





q, which is the exponent of Equation (2.34).
After applying both the atomic occupancy factor and the Debye-Waller factor,






and the diffraction intensity from a real crystal can be calculated by inserting this
result into Equation (2.26).
2.3 X-ray Diffraction from Smooth Crystal Surfaces
2.3.1 Qualitative Picture
For a bulk crystal, which is periodic in all three lattice vector directions, the
diffraction pattern consists of discrete peaks whose widths depend on the quality
and the size of the crystal. Also, due to the finite-sized electron density distribution
within the atoms, the diffraction intensity decays as a function of the distance from
the origin of reciprocal space (Figure 2.2, left column). A crystal with a well-defined
surface, however, is not infinitely periodic in all directions, because the periodicity
in the surface normal direction is broken at the surface, and a different diffraction
pattern is expected for surface diffraction.
A well-defined crystal surface can be constructed by multiplying the infinite crystal
with a one-dimensional step function (Figure 2.2, upper row). For convenience, let the
surface normal be along the z direction. As discussed in Section 2.2.4, the diffraction
pattern from this crystal surface can now be obtained by taking the Fourier transform
of this product. The convolution theorem states that the Fourier transform of the
product of two functions is equal to the convolution of the Fourier transforms of each
function. Therefore, the diffraction pattern from a crystal with a well-defined surface

























Figure 2.2: Qualitative schematics for how CTRs are formed due to the presence of
a well-defined crystal surface. Reprinted from [9], with kind permission
of the author.
(= 1/L) shape function, which is the Fourier transform of the step function. Since
the diffraction intensity is equal to the squared magnitude of the diffraction amplitude,
the sign of the 1/qz function has no effect on the intensity (1/q2z is always positive). As
described in Figure 2.2, the final diffraction pattern has strong peaks at the reciprocal
lattice positions, which are broadened along the surface normal direction and result in
streaks of continuous intensity along the out-of-plane direction. Since these streaks of
continuous diffraction intensities, which originate from truncation of the crystal, look
like rods along the surface normal, they are called crystal truncation rods (CTRs).
Again, without the presence of a crystal surface, the diffraction pattern is a set
of discrete Bragg peaks in reciprocal space. The continuous CTR intensities between
the Bragg peaks, on the other hand, originate purely from the existence of a surface.
Therefore, the CTR intensities are very sensitive to the surface structure of a crystal,
and the structure can be determined by analyzing the CTRs. This CTR-based surface
characterization method is called surface x-ray diffraction (SXRD).
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2.3.2 Mathematical Formulation
When calculating SXRD diffraction amplitudes, we can usually assume that the
crystal is infinitely periodic in both in-plane directions, which are parallel to the
surface. The periodicity breaks down only for the out-of-plane direction, due to the
surface truncation. Therefore, we can calculate the diffraction amplitude of a unit
column of the system, which represents the stacking of unit cells along the entire
out-of-plane direction. By extending it in both in-plane directions, calculating the
diffraction amplitudes of the entire crystal surface becomes straightforward. Let us
call this unit column a unit stack. In a model fitting of CTR intensities, we are
usually interested in non-bulk-like behavior of atoms near the surface of the crystal,
such as atomic displacements from bulk positions or atomic vacancies. Therefore, we
can separate the stack into two parts: one is the completely bulk-like part, where all
the atoms have the identical bulk-like properties in all unit cells, and the other one is
the surface part, where the atoms are allowed to deviate from their bulk properties.
Let us begin with the bulk part of the stack. As described in Section 2.2.5, the






By defining the zero position of the axis along the surface normal as the boundary
between the bulk part and the surface part of the stack, we require that all the unit
cells below this zero position show bulk-like behavior. The bulk part of the stack
can then be obtained by stacking the unit cells from –∞ to –1 along the surface
normal direction. For simplicity, let us assume that the surface normal is along the
a3 direction. Then, the bulk contribution Fbulk(q) to the stack diffraction amplitude
can be calculated as




Now we can continue with the surface part of the stack. The atoms in the surface
part can have different positions, occupancies, and Debye-Waller factors compared to
their bulk values. Let Ns be the number of atoms in the surface part of the stack. The
surface atoms have their own occupancy factors θj′ and Debye-Waller factors uj′ , and
their positions can be described through their nominal bulk positions rj′ by adding








and the total structure factor of a stack is
Estack(q) = Ebulk + Esurf , (2.39)
which is the diffraction amplitude from a smooth crystal surface.
2.4 Roughness Modeling for Surface Diffraction
If a sample surface exhibits a roughness profile within the length scale of the
coherence length of x-rays (typically a few hundred to a few thousand nm [26, 27]),
the interference between photons scattered from different atomic layers affects the
intensities measured on CTRs. To properly simulate the diffraction amplitude from
a rough surface, this effect has to be considered in the calculation. There are two
distinct methods of describing the roughness — a layer occupation model and a stack
averaging model, which will be described separately in the following subsections.
2.4.1 Layer Occupation Model
In the layer occupation model, the surface roughness can be modeled by assigning
the occupancy factors of surface atomic layers to the corresponding atomic occupation
factors θi of each surface atom in the unit stack. In other words, we create the unit
stack by laterally averaging the surface within the x-ray coherence length. As an
example, let us describe the surface given in Figure 2.3 using the layer occupation
model. Figure 2.3 (a) shows a surface of a simple cubic crystal whose unit cell consists
of just one atom. This surface exhibits atomic layer roughness, and the occupation
factors for each atomic layer are the following: layer 0 is fully occupied (occupancy
1), layer 1 is 3/4 occupied, layer 2 is 1/2 occupied, and layer 3 is 1/10 occupied. Since
three atomic layers are involved in the roughness description, the surface part of the
unit stack should have at least three atomic layers to properly describe the roughness.
Let us consider a unit stack [marked with a red box in Figure 2.3 (a)] which has four
layers of surface atoms above the bulk part. Assuming that no atoms are displaced
from their bulk positions and that all atoms in the crystal have identical Debye-Waller
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Figure 2.3: (a) A simple example of a rough crystal surface without atomic displace-
ments (b) A rough surface which exhibits outward displacements of the
topmost atoms.

















Using this layer occupation model, the roughness can be intuitively modeled,
because the atomic occupancies of surface atoms θi by themselves describe the rough-
ness profile of the surface. This model, however, has a major drawback: it cannot be
applied to surfaces with atomic displacements or non-uniform Debye-Waller factors.
Let us now consider a surface where the topmost atoms are being displaced away
from the crystal, as depicted in Figure 2.3 (b). In each atomic layer (layer 0-3), some
of the atoms remain in their bulk-like position (all but the topmost atom in each
stack) and some atoms are displaced from the bulk position (i.e., the topmost atom
in each stack). In this case, the positions of each atom in the laterally averaged stack
cannot be well-defined, because the different atomic displacements would be averaged
over the entire layer, resulting in a wrong representation of the positions of the surface
atoms. The same issue arises for non-uniform Debye-Waller factors.
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2.4.2 Stack Averaging Model
To overcome this problem of lateral averaging in the surface direction, we must
treat this roughness using the second approach alluded to above. Rather than lat-
erally averaging the surface to construct a representative unit stack, we can build a
model of the rough surface by laterally combining pre-defined unit stacks, which are
shifted with respect to each other in the surface normal direction, such that they have
their surface termination at different vertical positions. The diffraction amplitude of
a stack, which is shifted from the original one by a translation vector t, can be ob-
tained by simply applying the appropriate phase factor eiq·t to the original diffraction
amplitude. Therefore, the total diffraction amplitude from the rough surface can be
calculated by adding the diffraction amplitudes of vertically shifted stacks. This can
be easily done by defining weight factors Wj′ (
∑
j′Wj′ = 1), where Wj′ is the fraction
of the surface area whose surface position can be obtained by shifting the unit stack
by the vector tj′ within the x-ray coherence length.
If Ns different surface termination positions are included in the model, the aver-






In this way, the rough surface shown in Figure 2.3 (b) can be represented using
a unit stack containing only one atom (atom 0) in the surface part (marked with a
green box), since only the topmost atom in the stack is behaving differently from the
bulk atoms. As before, we are assuming that the figure describes the surface within
the x-ray coherence length. In this example, those stacks having the same surface
position as the original unit stack are occupying 1/4 of the total surface (S0), and the
surface, terminated at the position vertically shifted by one unit cell from the original
unit stack, is also occupying 1/4 of the total surface (S1). In the same way, stacks S2
and S3 are occupying 2/5 and 1/10 of the total surface, respectively. Therefore, the
averaged total diffraction amplitude from this surface can be calculated as















This model is described as the column approximation model by E. Vlieg [28]. This
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is called ‘column approximation’ since it assumes that the entire surface is terminated
by the identical structure apart for the vertical shifts.
The famous ‘beta model’ proposed by I. K. Robinson [10] is also based on the
same concept as stack averaging, and this model approximates the roughness profile
with a βn shape function. The beta model is widely used for SXRD [29–32], since the
summation can be analytically calculated in a simple closed-form. Models with other
functional forms as well as the βn model will be discussed later in Section 2.4.5 after
introducing symmetry operations in the roughness modeling in the next section.
2.4.3 Stack Averaging with Symmetry Operations
Some crystals have more than one distinct surface termination. Especially for
terraced surfaces formed by screw-axis operations (in-plane rotation combined with
out-of-plane translation), such as Si (001) or ZnO (0001) surfaces, applying a simple
phase factor to a unit stack is not enough to model the diffraction amplitude, because
the phase relation between the diffraction amplitude of a type A to type B termination
is not the same as a type B to type A.
The ZnO(0001) Zn-polar surface is a good example, because it is known that
the ZnO Zn-polar (0001) surface contains two different terminations, which are 180◦
rotated with respect to each other, due to the triangular terraces and pits with half
unit-cell step heights [33, 34]. ZnO single crystals have a hexagonal wurtzite structure
as depicted in Figures 2.4 (a) and (b). Figures 2.4 (c) and (d) show the half unit-cell
step height terraces of the surface. Although all terraces are terminated with atomic
layers of p3m1 symmetry, the terminations are not identical for all terraces. As can
be seen in Figure 2.4 (c) and (d), the surface terminations are rotated by 180◦ with
respect to adjacent terraces (denoted as type A and type B). Therefore, there are two
differently oriented terminations on the surface.
Let us consider the general case of a terrace surface generated by an n-fold screw-
axis operation. The rotation operation can be described by a rotation matrix R, and
a vector v which gives the position of the rotation axis within the unit cell. The step
height is specified by a translation vector t along the out-of-plane direction. Hence,
the atomic coordinates of an atom originally at a position r will be transformed to r′:







Figure 2.4: ZnO crystal structure and its terraced (0001) surface; (a) top view of a
ZnO crystal, where ~a and ~b denote the in-plane lattice vectors (b) side
view of a ZnO crystal, where ~c denotes the out-of-plane lattice vector (c)
top view of a terraced ZnO (0001) surface, the green triangles highlight
the type A and type B terminations, which are 180◦ rotated with respect
to to each other. (d) side view of a terraced ZnO (0001) surface.




Because the Debye-Waller u(q) is independent on translations, it becomes u(R−1q)
after the operation. The atomic form factor f(q) is calculated from a spherically sym-
metric electron density, and hence depends only on the magnitude of the momentum
transfer. Therefore, the stack diffraction amplitude E1stack from a terrace, which is






−1q) · eiq·(t−Rv+v), (2.47)




−nq) · eiq·(nt−Rnv+v). (2.48)
By averaging these diffraction amplitudes with the corresponding weight factors,
we can obtain the total diffraction amplitude from this surface within the x-ray coher-
ence length. In a typical CTR measurement, however, the x-rays illuminate a surface
area much wider than the x-ray coherence length. Therefore, the measured intensity
is a global incoherent average of diffracted intensities from local surfaces within the
coherence length. This does not make any difference for surfaces with identical ter-
mination, since every local surface produces the same intensity profile. For surfaces
with several different terminations, however, the intensities diffracted from each local
surface can be different. This results in measured intensities which are different from
each local intensity.
As an example, we can look at the ZnO (0001) surface diffraction pattern depicted
in Figure 2.5. Even though each termination of the ZnO (0001) surface has a p3m1
symmetry (3-fold symmetry), two possible terminations exist that are rotated by
180◦ with respect to each other. This results in an overall p6mm symmetry (6-fold
symmetry) in the measured diffraction pattern. Figure 2.5 (a) shows the measured
(10L) and (01L) CTRs of ZnO (0001). They are almost perfectly overlapping each
other, which verifies the p6mm symmetry. Figures 2.5 (b)-(d) show the simulations
for these two rods. A completely bulk-like unit stack without any atomic displacement
is used, and the model includes two stacks to represent the two terrace levels with
the same weight factor for both terraces. Let the unit stack have type A termination.
For the case where the type A terrace is lower than the type B terrace (denoted by












IA→B = |EA→Bavg |2. (2.50)
Figure 2.5 (c) shows this simulated intensity of the (10L) and (01L) rods for
the A→B step. Even though the diffraction amplitude is a 1:1 ratio average of the
diffraction amplitudes from type A and type B stacks, the intensity does not show
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type A type B type B type A
Figure 2.5: The (10L) and (01L) CTRs of the ZnO (0001) surface (a) measured data
(b) averaged simulation including two types of terrace steps (c) simulation
of the A→B terrace step only (d) simulation of the A→B step only.
the 6-fold symmetry of the measured data, as can be clearly seen in the region near
the middle between two Bragg peaks. A B→A step (the type B terrace is lower than













IB→A = |EB→Aavg |2. (2.52)
Figure 2.5 (d) shows this calculated intensity, also with incorrect symmetry, as
expected.
The correct intensity is obtained by incoherently averaging the intensities of those
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and Figure 2.5 (b) shows the incoherently averaged intensity, which reproduces the
perfect agreement between the (10L) and (01L) CTRs as observed in the experimental
data.
In the general case, a minimum number n of operations are required to transform
a terraced domain to a terrace whose diffraction pattern is identical to that of the


















and Ns is the number of different stacks included in the model.
An obvious choice for n is the smallest positive integer which satisfies Rn = 1
(identity matrix) and nd = n1a1 + n2a2 + n3a3 for n1, n2, and n3 integers. For some
crystals with higher surface symmetry, however, the required number of operations
to achieve the same symmetry is smaller than the obvious choice described above.
For example, cubic Si (001) surface terraces are related by the transformation of
a quarter of out-of-plane lattice vector translation combined with a 90◦ rotation.
Therefore, n=4 is the smallest integer which satisfies the above condition. Since the
Si surface has two-fold symmetry, however, only two operations, which correspond to
a total of a 180◦ rotation and a half out-of-plane lattice vector translation, are needed
to obtain the identical diffraction pattern to that of the original terrace.
2.4.4 Defining More Unit Stacks
For simple systems such as a single crystal surface, defining one unit stack is
usually enough to model the entire surface. However, more complicated systems,
such as rough films deposited on rough substrates, are difficult to model with a single
unit stack. Figure 2.6 describes such a case. Since the thickness of the film layers
is not the same, the averaging of stacks, that are merely translations and rotations
of a single stack, cannot fully reproduce the surface and interface structure. In this
complicated case, we need to define more than one unit stack. In Figure 2.6, the








Figure 2.6: Example of a rough film (red) grown on a rough substrate (blue).
can be modeled by applying the proper transformation operations to these three unit
stacks and averaging them with corresponding weight factors. However, as more
and more degrees of freedom in the form of individual stacks or atomic parameters
are introduced into the model, the computational complexity increases quickly, and
powerful computers and algorithms are needed to perform the calculations and carry
out the model fitting. One approach to mitigate this problem is to couple the atomic
properties of nominally identical atoms across multiple stacks to reduce the number
of free parameters. For example, we can assume that the substrate unit cells and the
film unit cell right above the substrate behave identically in all three unit stacks.
2.4.5 Modeling Roughness Using Functional Forms
When performing a model fitting of CTRs from rough surfaces, the occupation
factors of the layer occupancy model or the weight factors of the stack-averaging
model can be obtained by simply fitting them as adjustable parameters. It becomes
computationally demanding, however, if many layers or stacks are involved in the
calculation. For efficient fitting, the occupation or weight factors can also be obtained
by modeling the roughness profile with a functional form.
For the layer occupancy model, the out-of-plane roughness profile is directly re-
lated to the occupation factors for each layer. Therefore, by defining a roughness
profile function θ(z) as a function of out-of-plane position z, the occupancy of the ith
atom in the surface part of the unit stack, θi, can be directly written as θi = θ(zi). If
we can determine θ(z) by fitting its functional form, all occupation factors θi can be
directly computed.
In case of the stack averaging model, the weight factors Wi are not directly equal
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to the layer occupancy. Since Wi indicates the fraction of the surface terminated at
the ith terrace, it can be calculated by subtracting the layer occupation of the next
higher level, θi+1, from that of the ith layer (θi). For example, the weight factor of
level S1 in Figure 2.3 (b) can be obtained by subtracting the occupancy of layer 2
from that of layer 1. Therefore, the weight factor of the stacks terminated at the
out-of-plane position z can be calculated from the functional form as
Wi = θ(zi)− θ(zi+1). (2.56)
Note that the weight factors obtained by taking this difference are not guaranteed
to satisfy the normalization condition,
∑
iWi = 1. If a simulation of the absolute
intensity value is required, the weight factors obtained from functional forms should
be normalized before averaging.
Three examples of functional forms — the beta, double beta, and error function
— are discussed below. The ROD manual [28, 35] describes additional functional
forms.
2.4.5.1 The β Roughness Model
The β roughness model for SXRD was first proposed by I. K. Robinson [10]. The
layer occupancy of the kth atomic layer away from the topmost fully occupied layer
is described as βk. Figure 2.7 (a) shows a few roughness profiles obtained from the β
model. As can be seen in the figure, the β roughness model is a good approximation of
an exponential roughness profile, such as that of a film deposited on some substrate,
which shows a slower decrease in the layer occupation as a function of z [29]. The β
model roughness factors can be summed analytically from k=0 to∞ to obtain a simple
roughness factor Rβ that depends only on β and q3, for the case of a simple cubic
crystal [10]. Even for more complex crystals, E. Vlieg developed an ‘approximated
β model’ to describe the case of step heights of less than one unit cell [35] in the
same manner. The advantage of this model is that the roughness is modeled by just
applying a simple roughness factor, which can be easily calculated, to each diffraction
amplitude. The β model, however, is not adequate to describe roughness profiles with
non-exponential forms, which can be found, for example, in polished crystal surfaces,
which feature a rapid decrease in the surface layer occupations.
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Figure 2.7: (a) β roughness profiles for various β values. The roughness profile shows
an exponential decay. (b) Double-β roughness profiles. The tails are
longer than those of error function profile. (c) Roughness profile of various
error function (integrated Gaussian) widths.
2.4.5.2 The Double-β Roughness Model
An exponential function is characterized by a sharply decreasing head and a slowly
decreasing tail, as can be seen in Figure 2.7 (a). By stitching together two exponential
functions back-to-back, a roughness profile with a sharply decreasing central part and
slowly decreasing tails on both sides [see Figure 2.7 (b)] can be obtained. Since this
profile has both sharply and slowly decaying features, it can simulate the intermixing
profile at the interfaces between different materials. Letting p be the position of the
center of the double-β profile, the layer occupancy factors can be calculated as
θ(z) =
1− 0.5 · βp−z, if z < p0.5 · βz−p, otherwise.
(2.57)
Figure 2.7 (b) shows this profile for different β values.
2.4.5.3 The Error Function Roughness Model
In order to simulate a sharper roughness profile, an error function can be used
instead of the exponential function above. Given an error function of width w and











Figure 2.7 (b) shows the error function roughness profiles for various widths.
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3.1 Zinc Oxide: ZnO
3.1.1 Introduction
Although not known to the general public by name, zinc oxide (ZnO) has been
widely used for making white pigments, enhancing the vulcanization process of rub-
ber, and wound treatment [1, 2]. In recent years, ZnO is gaining even more attention
due to its unique surface chemistry as well as optical and transport properties, which
are related to many important technological applications in fields as diverse as catal-
ysis, gas sensing, corrosion prevention, and optoelectronics [3].
Especially as a transparent direct wide band gap II-VI semiconductor (band gap
3.3 eV at 300 K), ZnO has been intensely investigated for electronic applications [3,
4]. Several epitaxial film and bulk crystal growth methods have been developed,
and nowadays, high-quality large-area bulk single crystal wafers with a large exciton
binding energy (∼ 60meV) can be readily obtained from various manufacturers [5, 6].
Several device applications of ZnO, including Schottky barrier diodes (SBDs),
metal-semiconductor-metal (MSM) photodetectors, and metal semiconductor field
effect transistors (MESFETs), are closely related to the interface transport properties,
via the Schottky barrier height and ideality factor [7–10]. Therefore, this dissertation
focuses on the Schottky interfaces between various metal contacts with large-area
bulk ZnO crystal surfaces.
3.1.2 Basics of Schottky Interfaces1
Consider a metal and an n-type semiconductor. Figure 3.1 (a) shows the ideal
energy-band diagram before the contact between the metal and the semiconductor is
1Note that most of the contents in this section are based on the information given in [8].
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Figure 3.1: (a) Energy-band diagram of a metal and a semiconductor before making
contact. (b) Ideal energy-band diagram of a metal-n-semiconductor junc-
tion in case of φm > φs. Reprinted from [8] with permission ( c© 1997,
McGraw-Hill Education).
established. In this figure, φm indicates the metal work function, φs represents the
semiconductor work function, and χ describes the electron affinity with the vacuum
level as a reference. The values for work functions and electron affinities are tabulated
in the literature [8] for many common contact metals. Because the metal and the
semiconductor are not in contact yet, each material is in equilibrium with its own
Fermi level. Once the contact is made and thermal equilibrium is achieved, the metal
and semiconductor should share one Fermi level throughout the system. Therefore,
during the process of reaching equilibrium, the electrons from the semiconductor flow
into the metal since the metal has lower energy states. Since the donor atoms in
the n-type semiconductor remain in the same positions during this process, a space
charge region (or depletion region) is formed near the interface.
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Figure 3.1 (b) describes the band diagram after equilibrium is established. In this
figure, φBn describes the potential energy difference between the metal and the con-
duction band of the semiconductor, and the electrons in the metal have to overcome
this barrier to move into the semiconductor. In an ideal case, this potential barrier
can be calculated as
φBn = (φm − χ), (3.1)
and this is called the Schottky barrier.
The electrons in the conduction band of the semiconductor will also see a potential
barrier when they flow into the metal. This intrinsic barrier without a bias voltage,
Vbi, is called the built-in potential barrier, which is
Vbi = φBn − φn. (3.2)
Under the reverse bias condition (where the semiconductor is connected to the
positive terminal of a voltage source, and the metal is connected to the negative ter-
minal) with an applied bias voltage VR, the potential barrier from the semiconductor
into the metal increases by VR, but the Schottky barrier height φBn does not change
for an ideal Schottky junction [see Figure 3.2 (a)]. In this case, the electrons in the
semiconductor cannot easily flow into the metal due to the increased potential barrier.
In the case of a forward bias (metal connected to the positive terminal of the
voltage source, semiconductor connected to the negative terminal), the potential bar-
rier from the semiconductor to the metal decreases by VR, while the Schottky barrier
height remains constant, as in the reverse bias case [Figure 3.2 (b)]. Since the poten-
tial barrier height is reduced, the electrons in the semiconductor can easily move into
the metal.
From the potential barrier behavior described above, one can expect a rectifying
behavior of the Schottky junctions in their current-voltage relationship. The current
transport at the Schottky interface is mainly due to thermionic emission (TE) of the
majority carriers of the semiconductor. Therefore, the voltage-current (V-I) relation
at the Schottky interface can be described with the following expression:











where A∗ is the effective Richardson constant, k is the Boltzmann constant, T is tem-
perature, Rs is the series resistance, and n is the ideality factor [7, 8]. The values of the
ideality factor n strongly depend on the non-ideality of the interface phenomena, such
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Figure 3.2: Ideal energy-band diagram of a metal-semiconductor junction (a) under
reverse bias (b) under forward bias. Reprinted from [8] with permission
( c© 1997, McGraw-Hill Education).
as image force lowering, thermionic field emission, and lateral contact inhomogeneity,
which result in n greater than unity [7, 11, 12].
The description up to this point is based on the Schottky-Mott theory, where the
Schottky barrier depends only on the metal work function and electron affinity of
the semiconductor. In real systems, however, a more comprehensive approach, which
accounts for the chemical bonding between the metal and semiconductor, is necessary
to truly understand the electronic behavior of the Schottky junction. This elaborate
theoretical approach is beyond the scope of this dissertation, but interested readers
are referred to a review article by R. T. Tung [11].
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Figure 3.3: Effective barrier height (ΦB) vs ideality factor (n) for the best reported
Schottky contacts on n-type ZnO. Reprinted from [7] with permission
( c© 2007, AIP Publishing LLC).
3.1.3 Motivation to Study ZnO Schottky Interfaces
In 1965, C. A. Mead first reported the Schottky barrier heights between vacuum
cleaved ZnO surfaces and several metal contact layers [13], and ZnO Schottky contacts
have been intensively studied for several different metals including Pt, Pd, Au, Ag,
and Ir [6, 7, 10, 13–24]. The current transport performance of Schottky contacts
can be described with two main parameters: the effective barrier height ΦB and the
ideality factor n [see Equation (3.3)], and the best reported values in the literature
can be found in Figure 3.3.
As can be seen in the figure, significantly different ΦB and n values are reported
even for the same metal contact and the same surface termination. This is because
the performance of Schottky contacts can be significantly influenced by surface mor-
phology, surface states, chemical bonding between the semiconductor and metal, and
substrate defects [6].
Therefore, a precise knowledge of the structural properties of the Schottky inter-
faces is a prerequisite for understanding the performance of the Schottky contacts,
which is essential for controlling and optimizing their properties for device appli-
cation. However, despite a large number of experimental and theoretical studies,
the respective structures of ZnO surfaces and interfaces remain a topic of debate,
with many alternative structures already described [3, 25–37]. This lack of consensus
arises primarily from the competition of various surface stabilization mechanisms and
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a host of different preparation procedures and conditions. Indeed, one expects the
phase diagrams arising from the various stabilization mechanisms which compensate
the energetic instability of polar ZnO surfaces to be quite complex [26, 34].
The problem is compounded by the widely differing conditions under which sam-
ples are prepared for these studies, ranging from sputter cleaning and annealing in
ultra-high vacuum (UHV) to organic solvent cleaning in ambient environments com-
monly used in device fabrication and processing. Samples prepared under the latter
conditions are the focus of the current studies reported here.
Particularly for the ZnO O-polar (0001) surfaces, there is a distinct lack of reliable
structural information. Previous studies report the bare surface to be terminated by
hydrogen adatoms bound to the surface oxygen [35, 37, 38], but it is not clear what
happens to these hydroxyl groups once a conducting contact layer is deposited. Scan-
ning tunneling microscopy (STM) measurements with high resolution are challenging
due to the poor conductivity of the surface, especially at room temperature [39, 40].
Diffraction experiments have been carried out in UHV [25, 33], but not under con-
ditions typical for device fabrication. Surface X-ray diffraction (SXRD) offers the
capability to access the surface and buried interface structures non-destructively un-
der typical device fabrication conditions, and provides picometer accuracy for the
determination of atomic positions.
With this motivation, this dissertation firstly focuses on a systematic SXRD study
of the atomic structure of uncoated ZnO Zn-polar (0001) and O-polar (0001) surfaces
and metal Schottky contacts to ZnO prepared under typical device fabrication con-
ditions. Again, Schottky contacts are important building blocks in many electronic
devices, and an understanding of their interface structure is crucial, since electronic
and structural properties are usually strongly correlated. This is particularly true
for semiconductors characterized by highly ionic bonding (e.g., ZnO), in which small
atomic displacements can potentially result in large changes in electronic behavior.
The work on ZnO polar surfaces summarized here is published in two papers accepted
in J. Phys.: Condens. Matter [41] and Surf. Sci. [42].
3.1.4 Sample Preparation
The ZnO Schottky interface structural study presented here has been conducted in
collaboration with the research group of Prof. Steven M. Durbin (currently at Western
Michigan University, Michigan, USA) and Dr. Martin W. Allen at the University of
Canterbury, Christchurch, New Zealand. All the samples for this study were prepared
in New Zealand by these collaborators.
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Table 3.1: List of investigated ZnO Zn-polar (0001) samples. SF denotes structure
factor. The SXRD data were measured either at beamline X04SA of Swiss
Light Source (SLS) or at Sector 13-BM-C of Advanced Photon Source
(APS).
Sample 1 2 3 4 5 6 7
Cap layer - - - Au Au IrOx IrOx
Thickness [nm] - - - 40 25 40 25
Beamline SLS SLS SLS SLS APS SLS APS
Total SF 1180 2082 2446 1891 997 2030 596
Averaged SF 536 699 629 651 606 683 416
σsym [%] 5.3 8.7 8.6 8.5 8.5 9.7 6.4
3.1.4.1 ZnO Zn-polar (0001) Surfaces
Single-crystal ZnO (0001) wafers were hydrothermally grown along the +c-axis
by Tokyo Denpa Co., Ltd. and epi-polished to low miscut angles (< 0.1o) [43].
The investigated samples are listed in Table 3.1. For measurements on uncoated
surfaces, samples 1-3 were ultrasonically cleaned using organic solvents, dried in N2,
and subsequently exposed to air. Polycrystalline Schottky contacts were deposited
on other samples after the same cleaning procedure, either as plain gold by thermal
evaporation (samples 4,5) or in the form of non-stoichiometric iridium oxide (IrOx)
layers by eclipse pulsed laser deposition (EPLD) in an oxygen ambient (samples 6,7).
The latter method has been shown to produce high quality Schottky contacts to
ZnO [10].
3.1.4.2 ZnO O-polar (0001) Surfaces
Uncoated, plain-metal-coated, and oxidized-metal-coated samples were prepared
from hydrothermally grown and epi-polished ZnO wafers (miscut < 0.1◦) supplied
by Tokyo Denpa Co., Ltd. Table 3.2 gives a list of the investigated samples. Three
samples for each of the uncoated, plain metal-coated, and oxidized metal-coated sam-
ple groups were investigated in order to verify the reproducibility of the results. All
samples were cleaned using only mild solvents as described previously [6], as this is
the optimal treatment for Schottky fabrication. Schottky contact layers of gold (Au:
sample 4) were deposited by thermal evaporation, silver (Ag: sample 5, 6) layers by
radio frequency (RF) sputtering of an Ag target using a pure argon atmosphere [6],
and non-stoichiometric silver oxide (AgOx: sample 7, 8) was deposited by reactive
RF sputtering of an Ag target in an argon/oxygen atmosphere [7]. Another sam-
ple with a non-stoichiometric iridium oxide contact (IrOx: sample 9) was grown by
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Table 3.2: List of investigated ZnO O-polar (0001) samples. SF denotes structure
factor. The SXRD data were measured either at beamline X04SA of Swiss
Light Source (SLS) or at Sector 13-BM-C and Sector 33-ID-D of Advanced
Photon Source (APS13 and APS33, respectively).
Sample No. 1 2 3 4 5 6 7 8 9
Cap layer - - - Au Ag Ag AgOx AgOx IrOx
Thick. [nm] - - - 30 50 50 50 50 40
Beamline SLS APS33 APS13 SLS APS13 APS13 APS13 APS13 APS33
Total SF 1048 2032 636 1320 714 605 518 600 1063
Averaged SF 542 1033 455 597 461 418 359 417 650
σsym [%] 11.5 9.0 8.7 8.9 8.2 19.0 7.5 8.1 13.6
EPLD of an Ir target in an oxygen ambient [10]. All contact layers were deposited
at room temperature. Non-stoichiometric silver oxide and iridium oxide contacts to
the O-polar face of ZnO form very good quality Schottky contacts with ideality fac-
tors approaching unity, whereas the rectifying performance of plain metal Au and Ag
contacts on the O-polar face is significantly worse with lower barrier heights, higher
ideality factors, and higher leakage currents [6, 7, 10].
3.2 Bismuth Ferrite: BiFeO3
3.2.1 Multiferroics
K. Aizu defined the term ferroic in his paper published in 1970 as the follow-
ing [44]: “A crystal is provisionally referred to as being ‘ferroic’ when it has two or
more orientation states in the absence of magnetic field, electric field, and mechanical
stress, and can shift from one to another of these states by means of a magnetic field,
an electric field, a mechanical stress, or a combination of these.” Figure 3.4 describes
hysteresis loops that can be observed from three well-known ferroicities: ferroelec-
tricity, ferromagnetism, and ferroelasticity. As can be seen in the figure, ferroelectric
materials show hysteretic behavior in their spontaneous polarization (Pi), which is
induced by an electric field. Similarly, ferromagnetic and ferroelastic materials exhibit
hysteresis in their spontaneous magnetization (Mi) and elastic strain (eij), which can
be triggered by a magnetic field and uniaxial stress, respectively [45].
In modern technology, ferroic materials are playing a crucial role in various as-
pects. Ferromagnetic materials are widely used in data storage devices, and researches
are actively pushing to fully utilize their potential for high-density integration and
better energy efficiency in so-called “spintronic” devices. Ferroelectric materials are
















Figure 3.4: Typical hysteresis loops for ferroelectric, ferromagnetic, and ferroelastic
materials. Pi, Mi, and εij represent a component of spontaneous magne-
tization, spontaneous polarization, and spontaneous elastic strain.
erties of their spontaneous polarization [46, 47]. Ferroelastic materials are playing an
important role in earth sciences, especially in mineralogy, and also in shape memory
alloy applications [48].
Some materials can exhibit more than one type of ferroic properties simultane-
ously. These materials are referred to as Multiferroics. In most multiferroics, those
ferroic characteristics not only just co-exist, but interact with each other. Figure 3.5
shows the coupling between three major ferroic order parameters and their driving
fields. This interaction allows controlling one of the order parameters by driving fields
for another one. For example, in case of a magnetoelectric multiferroics (materials
with both ferroelectric and ferromagnetic ordering), the magnetization M can be
controlled by an electric field, or the polarization P can be controlled by a magnetic
field.
In the real world, it is not difficult to find ferroelectric-ferroelastic multiferroics,
since most ferroelectric materials show an excellent performance as ferroelastics or
piezoelectrics as well on account of their crystal point symmetries. They are already
being used in broad applications where conversion between the elastic and electric
energy is needed [46, 47].
Magnetoelectric multiferroics, however, are less common compared to the ferroelectric-
ferroelastic multiferroics, mainly due to a symmetry argument. Consider a ferroelec-
tric material, which exhibits a spontaneous polarization. When an inversion symme-
try operation is applied in the direction of the polarization, the system will undergo a
measurable structural rearrangement, because the polarization vector has been flipped
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Figure 3.5: Coupling diagram for three different ferroic order parameters. Polariza-
tion (P ), magnetization (M), and strain (ε) can interact with each other,
so that each order parameter can be controlled via an external field other
than its intrinsic one. Reprinted from [46] with permission ( c© 2005, The
American Association for the Advancement of Science).
by this operation. Therefore, to exhibit a spontaneous polarization, the system has
to have a broken inversion symmetry at least in the direction of the polarization. In
case of a spontaneous magnetism, rather than the spacial symmetry, time reversal
symmetry should be broken. In a simple heuristic argument, the magnetization (or
spin) in the z direction can be described by a counterclockwise rotating electron in
the x-y plane. If we reverse the time, the electron will now be rotating in a clock-
wise direction, and consequently the magnetization direction will be flipped, so the
time reversal symmetry is broken. Therefore, both spatial inversion and time reversal
symmetries should be broken in magnetoelectric multiferroics. Only 13 point groups
among the total 233 Schubnikov magnetic point groups can exhibit the simultane-
ous symmetry breaking of those two [47], therefore severely limiting the number of
possible structures for magnetoelectric multiferroics.
In spite of their scarcity, magnetoelectric multiferroics are gaining more attention,
particularly in light of the tendency towards smaller and higher density devices with
better energy efficiency. Coupling between ferroelectricity and ferromagnetism can
allow a single device to have multiple functions and also support low-energy infor-
mation storage devices via controlling the electric polarization with a magnetic field
rather than an electric field [46].
Numerous attempts have been made to find stable room-temperature magneto-
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Figure 3.6: Rhombohedral unit cell structure of bulk BiFeO3. Red, white and yellow
atoms represent iron, bismuth, and oxygen atoms, respectively. The dis-
placement of the oxygen octahedron (blue arrows) relative to the centered
Fe atom produces the ferroelectric polarization. Reprinted from [49] with
permission ( c© 2003, The American Association for the Advancement of
Science).
electric multiferroics, but there is only one such material which has been found so far:
bismuth ferrite (BiFeO3). This material is one of the main topics of this dissertation
and will be introduced in detail in the following section.
3.2.2 BiFeO3
As one of the few room temperature multiferroic materials (ferroelectric: TC ∼
1103 K, antiferromagnetic: TN ∼ 643 K) and the only known one that is a stable
phase, bismuth ferrite (BiFeO3) has been studied extensively in recent years [49–60].
The bulk form of BiFeO3 is known to have a rhombohedrally distorted quasi-cubic
perovskite structure with a = b = c = 5.633 Å, α = β = γ = 59.4◦, and an a−a−a−
(Glazer notation [61]) octahedral tilt pattern [62], exhibiting both anti-ferrodistortive
displacements and a spontaneous polarization along the <111> pseudocubic axes.
This rhombohedral unit cell is depicted in Figure 3.6.
The ferroelectric ordering in this case is accompanied by a distortion of the unit cell
structure. There are two main mechanisms that can chemically stabilize the distor-
tion: 1) the ligand-field hybridization of a transition metal atom with its surrounding
anions, and 2) the existence of lone-pair ions in the unit cell [47]. The ferroelectricity
of BiFeO3 originates from the latter mechanism—the lone pair electrons in the Bi3+
ion [47].
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Lone pair electrons are two valence electrons which do not form an (sp)-hybridized
chemical bonding. For example, two s-orbital electrons in Bi3+ or Pb3+ ions can
become an unstable lone pair instead of forming a stable sp2 or sp3 bonding state, so
they contribute to a mixing between the (ns)2 ground state and lower excited states
such as (ns)1(np)1. This unusual chemical activity can stabilize the off-centering of
the lone pair ion, which brakes the inversion symmetry, eventually resulting in the
ferroelectricity. PbTiO3, Na0.5Bi0.5TiO3, BiFeO3, and BiMnO3 are famous examples
of lone-pair induced ferroelectrics [47].
BiFeO3 exhibits the typical ABO3 perovskite structure, with Bi3+ ions, which are
responsible for the ferroelectric ordering, occupying the A-sites. Fe3+ ions, with Fe
being one of the most prominent magnetic transition metals, are located at the B-
sites of BiFeO3, and they contribute to the antiferromagnetic ordering of this material.
These features are the origin of the multiferroicity of BiFeO3.
The ferroelectric polarization of BiFeO3 measured in the early days (in 1960s)
was only a few µCcm−2 [63], which is not sufficient for device applications. In recent
years, however, the ongoing development and improvement of crystal growth meth-
ods enabled the synthesis of high-quality BiFeO3 crystals, which resulted in a 10-fold
improvement in the ferroelectric polarization. Moreover, modern film-growth technol-
ogy has allowed high-quality heteroepitaxial growth of BiFeO3 on various substrates,
opening the door for practical device applications of this material [47].
When epitaxial BiFeO3 thin films are grown under a compressive strain on (001)-
oriented perovskite substrates, several studies [50, 52, 55–57] have reported that the
polarization direction is tilted towards the [001] out-of-plane direction, while main-
taining a significant in-plane component, depending on the amount of epitaxial strain
from the substrate. This effect is accompanied by a significant enhancement of the
spontaneous polarization and a series of phase transitions from rhombohedral (R),
for small strains, to R-like monoclinic (MA) to T-like monoclinic (MC) and to tetrag-
onal (T), for larger strains, the latter two of which exhibit a giant c/a ratio [55, 56].
Here, MC denotes a monoclinic structure with the ferroelectric polarization vector (P)
parallel to the [u0v] or [0uv] pseudocubic direction, whereas in the MA monoclinic
structure, the polarization is parallel to the [uuv] (u < v) pseudocubic direction [64].
Bismuth ferrite films (thickness > 26 nm) grown on (001) SrTiO3 (STO) substrates
(-1.4% compressive strain) exhibit the R-like monoclinic structure (MA) with a c/a
ratio close to unity [56, 57, 65]. When deposited on LaAlO3 substrates (-4.3% com-
pressive strain), the films (thickness > 20 nm) show the T-like monoclinic structure
(MC) with enhanced c/a ratio (∼ 1.23) [52, 56, 66].
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Figure 3.7: (a) X-ray diffraction reciprocal space map from (ω-θ, 2θ) scans on a ∼
45 nm BiFeO3 film grown on a LaAlO3 substrate. (b) Temperature de-
pendence of the unit-cell symmetry of the film, observed from the recip-
rocal space maps of 103pc peaks. The subscript pc denotes pseudocu-
bic. Reprinted from [66] with permission ( c© 2013, WILEY-VCH Verlag
GmbH & Co. KGaA, Weinheim).
Several structural domains co-exist in BiFeO3 films grown on SrTiO3 and LaAlO3
substrates, due to four possible orientations of monoclinic unit cells relative to the
pseudocubic substrate lattice. Especially for the films on LaAlO3 substrates, different
unit-cell structures can be found at the boundary between those domains. Figure 3.7
(a) shows the reciprocal space map of BiFeO3 grown on LaAlO3, obtained from (ω-θ,
2θ) scans. The monoclinic domains contribute to the intense peak marked with ‘T’,
and the tilted unit cells at the domain boundary produce the weak peaks marked with
‘S’. Moreover, a structural phase transition from MC to MA to T can be observed at
approximately 100 ◦C and 430 ◦C, respectively, as described in Figure 3.7 (b) [66].
BiFeO3 films grown on SrTiO3 substrates also exhibit a structural phase transition
from MA to MC when heated above 740 ◦C, and there is another structural phase
transition near 860 ◦C [67]. Since it is difficult to measure the film structure reliably
at such high temperatures, no reported unit cell structure above 860 ◦C exist yet.
As discussed above, the BiFeO3 films clearly show structural transitions induced by
epitaxial strain and temperature. Here, we can raise one question: if applying higher
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Figure 3.8: Thickness dependence of the structural transition temperature (MA to T
transition) for BiFeO3 films grown on LaAlO3 substrates. Figure courtesy
of Dr. Hans M. Christen and Dr. Wolter Siemons, Oak Ridge National
Laboratory [73], reprinted with permission.
epitaxial strain can induce the structural phase transition, can a similar transition
be obtained by making the film thinner so that the epitaxial strain becomes effective
throughout the entire film?
Previous studies [68–70] have shown that the effects of the perovskite heterointer-
faces generally extend over only a few unit cells. In particular, ultra-thin BiFeO3 films
grown on (001) SrTiO3 substrates with a SrRuO3 buffer layer showed evidence for a
transition to tetragonal symmetry [59, 71, 72]. Moreover, for BiFeO3 films grown on
(001) LaAlO3 substrates, it has been found that the transition temperature for MA
to T decrease as the film thickness decreases, and films with thickness between 3 nm
and 7 nm demonstrated the MA structure at room temperature (Figure 3.8) [73].
Therefore, two main motivations exist for the BiFeO3 thin film study in this
dissertation: 1) How do the boundary conditions and the corner-connected oxygen
octahedra network at the film-substrate interface affect the symmetry of the BiFeO3
films grown on SrTiO3 substrates, especially for ultra-thin films? 2) For BiFeO3 films
grown on LaAlO3 films, does the room temperature MA symmetry observed in thinner
films still follow a similar MC-MA-T sequence of transitions, or is it a new phase? And
can a true tetragonal symmetry be stabilized if the film becomes even thinner than 3
50
nm?
In Chapter VI, these questions will be addressed via 3D-RSM experiments on
ultra-thin BiFeO3 films at different temperatures. A correct determination and deeper
understanding of the ultra-thin regime of the BiFeO3 film structure is critical in the
sense that the multiferroic and electronic properties depend strongly on the film
heteroepitaxy. Most importantly, this is essential for many innovative applications of
multiferroics such as low-power electronics and energy storage.
The work on BiFeO3 films grown on SrTiO3 substrates summarized here is pub-
lished in a paper accepted in APL Mater. [60].
3.2.3 Sample Preparation
3.2.3.1 BiFeO3 Films Grown on (001) SrTiO3 Substrates
The studies on BiFeO3 films grown on (001) SrTiO3 substrates were performed
in collaboration with Professor Darrell Schlom’s group at Cornell University, and all
the samples were prepared at Cornell. The BiFeO3 thin films with three thicknesses
[10 unit cells (UC), 20 UC, and 50 UC films, where 1 UC ∼ 0.4 nm] were grown by
Dr. Carolina Adamo using reactive molecular-beam epitaxy (MBE) on (001) SrTiO3
substrates (miscut < 0.1◦) in an adsorption-controlled regime [74] utilizing distilled
ozone [75].
3.2.3.2 BiFeO3 Films Grown on (001) LaAlO3 Substrates
The structural investigation on BiFeO3 films grown on (001) LaAlO3 substrates
has been carried out in collaboration with Dr. Hans M. Christen’s group at Oak Ridge
National Laboratory, and all these samples were prepared at Oak Ridge. A detailed
description of the growth procedure can be found in [66]. The BiFeO3 thin films with 2
nm, 4 nm, 5 nm, and 20 nm thicknesses were grown by Dr. Christianne Beekman and
Dr. Wolter Siemons with pulsed laser deposition (PLD) on (001) LaAlO3 substrates.
A base pressure of 5×10−7 Torr was maintained with a 25 mTorr oxygen background
pressure. The substrate was held at 675 ◦C during the deposition. A focused KrF
excimer laser (wavelength: 248 nm) with an energy density of 0.4 J/cm2 was targeting
a 10% excess Bi BiFeO3 sintered pellet. The films were grown with a 0.03 Å/pls
average deposition rate at a laser repetition rate of 2 Hz.
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CHAPTER IV
Experimental Setup and Analysis Methods
4.1 Introduction
In this chapter, the experimental setup used for synchrotron x-ray scattering data
acquisition and the analysis methods for the acquired data will be introduced. After
starting with a brief overview of the synchrotron x-ray source and beamline optics,
the methods used for mounting and aligning the samples will be described. This is fol-
lowed by an account of the data acquisition techniques for SXRD and 3D-RSMs. The
post-experiment data processing procedure will be briefly discussed, and the SXRD
model fitting method utilizing genetic algorithms will be introduced. Finally, details
about 3D-RSM reconstruction from area detector measurements will be described.
4.2 Experimental Setup
4.2.1 Synchrotron X-ray Sources and Beamlines
Modern synchrotron facilities usually consist of five main components: the linear
accelerator, the booster synchrotron, the electron storage ring, insertion devices (or
bending magnets), and beamlines (experimental hall) [1, 2]. Figure 4.1 shows the
schematic of a typical synchrotron facility. The operation of the synchrotron can be
summarized as follows [1, 2]:
1) Electrons emitted from a hot cathode (∼ 1100 ◦C) enter into a linear accelerator.
By high-voltage alternating electric field, the electrons are accelerated to hundreds
of millions of electron volts energy by sequential high-voltage electric fields; at this
stage, the electrons are already moving at > 99% the speed of light.
2) Electrons accelerated by the linear accelerator move into the booster ring.
















Figure 4.1: Brief schematic of a third-generation synchrotron facility.
few GeV, resulting in electrons faster than 99.99999% of the speed of light.
3) These highly energetic electrons are now injected into the storage ring. As can
be seen in Figure 4.1, the orbital path of the electrons consists of several alternating
straight sections and bent sections. Insertion devices (IDs) are placed in the straight
sections of the storage ring, and the bent sections are equipped with bending magnets
(BMs), which can change the propagation direction of the electrons. The sections with
BMs are designed to make the electron path a closed loop around the storage ring.
4) Very strong electromagnetic radiation can be obtained from the straight sections
with IDs. Insertion devices are made of two arrays of strong permanent magnets with
alternating N and S poles in each array [Figure 4.2 (a)]. At the straight section of
the storage ring, the IDs are placed so that the electron path lies between these two
magnet arrays. The electrons feel rapid accelerations due to the magnets, and the
actual path of the electron becomes wavy rather than straight [see Figure 4.2 (b)],
resulting in intense electromagnetic radiation with minimized divergence. Bending
magnets also accelerate the storage ring electrons by changing their directions, and
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Figure 4.2: Schematic of an insertion device: two arrays of magnets with alternating
N and S poles, and the corresponding path of the storage ring electrons.
therefore produce electromagnetic radiation. Although the BM radiation is more
divergent and less intense compared to the ID radiation, the BM still delivers orders
of magnitude higher x-ray intensities compared to conventional lab sources such as
x-ray tubes.
5) The electromagnetic radiation generated from IDs or BMs is delivered to cor-
responding beamlines. Depending on the specific purpose of each beamline (imaging,
scattering, spectroscopy, etc.), the beamline optics setup varies significantly from one
beamline to another. Figure 4.3 shows a typical optics setup for monochromatic x-ray
diffraction beamlines.
The strong polychromatic radiation generated from an ID or a BM first goes
through beam-defining slits and/or apertures and enters into the mirror/monochromator
system. Since the real part of the index of refraction of typical solid materials at x-ray
energies is slightly less than unity, total external reflection occurs when the incidence
angle is less than the critical angle. The critical angle is usually on the order of 10−1
degrees, and the value depends on the index of refraction of the material and the x-ray
wavelength. Therefore, different materials are used as x-ray mirrors for different x-ray
wavelengths. Nowadays, x-ray mirrors are designed in such a way that the mirror can
be bent or twisted by applying different forces on the corners of the mirror. Therefore,
well-focused and collimated x-ray beams can be obtained by carefully adjusting the
curvature of the mirrors.
For atomic-scale structural studies, the scattering experiments are performed with
hard x-rays (wavelength < 6 Å). To obtain monochromatic hard x-rays, crystal
monochromators are typically employed. Using Bragg’s law, nλ = 2dsinθ, with a
























Figure 4.3: Schematic of monochromatic x-ray scattering beamline optics.
length λ can be tuned by adjusting the x-ray incidence angle θ on the monochromator.
The monochromatized beam, however, can contain not only the fundamental wave-
length (λ0: the wavelength that satisfies Bragg’s equation with n=1) but also higher
harmonic contamination (n=2 or higher). This is because the Bragg equation can
also be satisfied with the identical lattice spacing (d) and angle (θ) for n = 2 and
λ = λ0/2, and similarly for higher n. These unwanted higher energy photons can be
successfully rejected using additional mirrors. Since the critical angle of x-rays for
the same material decreases as the x-ray energy increases, the proper choice of mirror
material and mirror angle would allow total external reflection only for those photons
with the fundamental wavelength, but not for higher harmonics.
4.2.2 Sample Alignment for Diffraction Experiments
After going through all the beamline optics including monochromators, mirrors,
and slits, a properly shaped and well-focused beam can be obtained. The beam and
diffractometer positions are adjusted such that the beam goes through the origin of
all diffractometer axes, and the beam propagation direction is parallel to the diffrac-
tometer y axis (in the diffractometer axes convention of Figure 4.4).
The experimental data in this dissertation were measured at Sectors 13-BM-C,
13-ID-C, 33-BM-C, and 33-ID-D at the Advanced Photon Source, Argonne National
Laboratory, USA, and beamline X04SA at Swiss Light Source, Paul Scherrer Institute,
Switzerland. Sectors 13-BM-C, 13-ID-C, and 33-ID-D are equipped with Newport 6-
circle diffractometers using a kappa geometry [3], and 33-BM-C is equipped with a
Huber 4-circle diffractometer with a Eulerian geometry [4]. Sector X04SA uses a
(2+3) circle Newport diffractometer and a hexapod [5].
The investigated samples typically have a surface area of 5×5 to 10×10 mm2,
with 0.5 to 1 mm thickness. The samples are mounted on the diffractometer using
brass pins glued to the back side of the sample with beeswax. At the zero position
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Figure 4.4: Typical 6-circle diffractometer axes with all at the zero positions.
Reprinted from [3] with permission ( c© 1999, International Union of Crys-
tallography).
of the diffractometer (Figure 4.4), the optical surface of the sample can be aligned
perpendicular to the z axis of the diffractometer using a laser reflection. While shining
a laser beam on the sample surface, the rotation stage of the goniometer head or chi
and phi angles (when using 6-circle diffractometer) can be adjusted until the laser
reflection is stationary during a 180◦ rotation of the sample around the z axis.
Once the sample surface is aligned, the sample is placed at the diffractometer cen-
ter using sample translation stages. Nowadays, most beamlines use cameras for mon-
itoring the diffractometer and sample positions during the experiment. The diffrac-
tometer center position can be marked on the monitor screen, so that the adjustments
for lateral position of the sample can be easily done by just moving the sample to the
marked diffractometer center position while monitoring the camera image.
The next step is to adjust the position of the sample carefully with respect to its
surface normal direction so that the sample surface is exactly at the diffractometer
center. This step is important because diffractometer angle calculations are based on
the assumption that the x-ray scattering occurs exactly at the diffractometer center.
Note that the laser alignment makes the optical surface of the sample parallel to the
x-ray beam propagation direction, and that the x-ray beam is aligned so that the
beam goes through the diffractometer center. This means that the sample surface
should be cutting the x-ray beam exactly into half when the sample surface is at
the diffractometer center. Since the lateral dimensions of the investigated samples
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are large enough to completely block the entire x-ray beam, this condition can be
achieved by moving the sample in its surface normal direction until exactly half of
the initial x-ray beam is transmitted (the other half is blocked by the sample), while
monitoring the intensity of the transmitted x-ray beam.
The orientation of the crystallographic axes (a, b, and c axes) of the sample
relative to the diffractometer axes depends on how the sample is mounted on the
diffractometer. The next step is finding the orientation of the sample axes, i.e.,
finding the orientation matrix. A typical procedure for obtaining orientation matrices
of single crystal substrates is described in Appendix A. Once the orientation matrix
is obtained, the diffractometer angles can be calculated for any arbitrary reciprocal
space position, although there will be inaccessible regions due to the x-ray wavelength
or instrumental restrictions.
Most of the user-accessible beamline instruments including x-ray detectors and
diffractometers are controlled by a software package called SPEC [6]. All sample
alignments and measurements are performed using SPEC, which is widely used at
almost every diffraction beamline.
4.3 ZnO Measurements and Analysis: SXRD and Model Fit-
ting
As introduced in Chapter III, the atomic structure of ZnO Zn-polar (0001) and O-
polar (0001) surfaces and Schottky interfaces are measured with SXRD. The following
sections describe the CTR measurements, the post-beamtime data processing, and the
model fitting for the atomic structure determination.
4.3.1 CTR Measurements
When calculating the diffractometer angles for a given reciprocal space position
in SPEC, it is assumed that a point detector is mounted on the diffractometer arm
in a way that the direct x-ray beam hits the point detector when the diffractometer
is at its zero position. In this dissertation, a PILATUS 100K area detector [7] is
employed for fast and reliable data acquisition [8, 9]. In this case, where an area
detector is used, the center pixel is defined as a reference point where the direct x-ray
beam hits when the diffractometer is at its zero position. Therefore, the calculated
diffractometer angles would bring this center pixel to the desired reciprocal space
position.
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As described in Chapter II, the existence of a well-defined surface produces diffrac-
tion intensities, i.e., CTRs, at integer H and K with non-integer (continuous) L po-
sitions in reciprocal space. Therefore, CTR datasets can be obtained by scanning
along the L direction at fixed H and K for all accessible integer H and K. Ideally,
the CTR signals show up at the center pixel of the detector. In reality, instrumental
misalignments or sample miscuts may tilt the CTRs slightly from the L direction,
and the signals will be slightly off from the center pixel in these cases.
Since ZnO surfaces exhibit a p6mm symmetry, measuring CTRs in 1/12 of the
HK reciprocal space plane determines the entire diffraction pattern through the 6-
fold symmetry operations. During the experiments, 1/12 of the HK plane plus several
equivalent CTRs are recorded (1) to double check the symmetry, and (2) to obtain
the statistical errors from symmetry averaging.
Either a 4-circle or a 6-circle diffractometer is used for the diffraction experi-
ments in this study. Since only three diffractometer axes are needed to determine
the reciprocal space position (HKL), there is one redundant degree of freedom for
calculating diffractometer angles in case of 4-circle diffractometers and three redun-
dancies for 6-circle diffractometers. Therefore, there should be some constraints to
reduce the diffractometer degrees of freedom and determine a unique solution for the
diffractometer angles for a given HKL position.
For determining the appropriate diffractometer constraints for CTR measure-
ments, one geometrical aspect is important: the active area. During the CTR mea-
surement, the x-ray beam is projected onto the sample surface with a certain size
and shape, depending on the orientation of the sample surface with respect to the
incident x-ray beam. This area of the projected x-ray beam on the sample surface is
called the active area. Since only the sample surface within the active area contributes
to the x-ray scattering, different diffraction intensities will be observed even for the
same reciprocal space point if the diffraction conditions are achieved by two different
diffractometer geometries with different active areas. To prevent inconsistencies due
to a changing active area during the CTR measurements, a ‘fixed incident angle to
the sample surface’ constraint is usually employed. For a symmetrically shaped inci-
dent x-ray beams, fixing the incident angle allows the shape and size of the projected
x-ray beam to be consistent throughout the measurement. In case of using a 6-circle
diffractometer, the diffractometer axes for a given sample position can be totally fixed
except for rotation around the sample normal direction. This will keep the shape of
the projected beam fully consistent regardless of the shape of the incident beam un-
less the projected x-ray beam is larger than the sample due to a very low incident
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angle.
4.3.2 Post-Beamtime SXRD Data Processing
All post-beamtime data processing in this section is performed based on the pro-
cedure described in a Ph.D. thesis by Dr. Christian M. Schlepütz [10]. The procedure
is only briefly introduced here, but more details can be found in [10].
The raw detector images taken during the beamtime contain background scatter-
ing and other unwanted signals (tails of substrate Bragg peaks, powder rings from
polycrystalline metal contacts, etc.) as well as the desired CTR signal. Also, the
x-ray counting response of each pixel in the detector is slightly different from pixel
to pixel. Signals close to the substrate Bragg peaks are sometimes very intense and
reducing the incident x-ray flux is necessary to prevent the saturation of the detector.
In this case, the measured intensities must be corrected with the beam attenuation
ratio. When the synchrotron is in non-topup mode operation, the electron current in
the storage ring will decay as a function of time, and the incident x-ray beam intensity
will vary accordingly. Beamlines are equipped with ionization chambers to monitor
the incident x-ray flux during the experiment to provide correction factors for this
issue. Considering all these factors, post-beamtime data processing is necessary in
order to properly extract the CTR signals from the raw detector images and apply
corrections to minimize any inconsistencies in the dataset.
The inhomogeneous pixel responses can be corrected by taking a flat-field cali-
bration of the detector. Using an amorphous scatterer (glass slides or Kapton foil),
the detector can be exposed to uniform x-ray intensity across the entire detector.
This uniform intensity should be measured for a long enough time to obtain sufficient
counting statistics for each pixel. Based on the statistics, the counting response of
each pixel can be calibrated.
After flat-field analysis, the CTR signals are extracted from the raw image using
a MATLAB based software Scananalysis developed by Dr. Christian M. Schlepütz.
Figure 4.5 shows the typical data extraction window of Scananalysis. The raw de-
tector image is displayed in the main panel (left), the white loop around the CTR
signal is called signal region of interest (ROI), and the red loop around the signal
ROI is called background ROI. When these ROIs are defined, the software integrates
the photon counts of the pixels inside the signal ROI, and fits a background func-
tion using the values in those pixels that are within background ROI but not part
of the signal ROI. The background data in the background ROI and fit function to
the background are plotted in upper right panel, so the shape of the background fit
65
Figure 4.5: Typical CTR data processing window of Scananalysis.
can be checked from the plot. Unfortunately, there is no easy way of automating the
selection of ROIs and the choice of a background function, and every detector image
must be processed manually. The Scananalysis software is designed to simultaneously
process the flat-field data, raw images, and datafile which contains the attenuator and
monitor count information during the scan. Therefore, flat-field, attenuator and mon-
itor corrections are automatically applied during the ROI selection and background
fitting procedure.
As described in Chapter II, the diffraction intensity is dependent on the angle
between the polarization direction of the incident x-ray beam and the direction of
the scattered wave. If the angle between those two directions is smaller than 90◦,
there will be a loss of diffraction intensity due to the polarization. Most of the
synchrotron x-rays are horizontally polarized (parallel to the lab floor—yz plane in
Figure 4.4), and therefore a vertical scattering plane geometry (both incident and
scattered wavevectors are in vertical plane—xy plane in Figure 4.4) is preferred to
minimize the loss of diffraction intensity. In some cases, however, a non-vertical
scattering geometry is necessary due to other geometric restrictions such as limited
diffractometer motion or the need to maintain a constant x-ray incident angle on the
sample surface. Since the direction of the incident x-ray beam is fixed, the polarization
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correction factors depend only on the direction of scattered wavevector, which can be
calculated from the angular positions of the detector.
Another important correction factor is the Lorentz factor. In a theoretical formu-
lation, it is assumed that the x-ray source is perfectly monchromatic and the CTR
intensities are nonzero only if H and K are exactly integers (i.e., δ functions in HK-
plane). In reality, the x-ray source has a finite energy bandwidth, and also the CTRs
have a finite extent. Therefore, during the experiment, the CTR can be observed
over a finite angular range, rather than at a delta function in position. Since the
positions in the reciprocal lattice are not linearly related to the angular motions of
diffractometer angles, the same angular range may cover different ranges in recipro-
cal space, depending on the corresponding position in reciprocal space. This issue
can be corrected by the Lorentz factor, which, in general, can be calculated from
the determinant of the Jacobian matrix for the coordinate transformation between
the diffractometer angles and reciprocal space. In this study, all sample surfaces are
co-planar with their HK plane of the reciprocal space. In this case, the Lorentz factor
can be simply calculated as sin(βout), where βout is the angle between the scattered
wavevector and the sample surface [10].
Lastly, the CTR data should be corrected with the active area during the mea-
surement. As discussed above, the deviation in active area can be minimized by
running the experiment with a ‘fixed incident angle’ constraint. Note, however, that
the specular (00L) rod cannot be measured with a fixed incident angle, and low x-ray
incident angle experiments on small samples can result in beam spillage, which can
significantly change the active area depending on the azimuthal rotation of the sample
even when using a fixed incident angle. In these cases, the active area of the sample
surface can be simulated from the diffractometer positions based on the measured
shape of the incident beam and the shape of the sample at the diffractometer zero
position.
4.3.3 Model Fitting with a Genetic Algorithm
The atomic structure of a crystal surface can be determined from the measured
CTRs, using a model fitting process. The surface structure can be modeled with
several free parameters, such as atomic positions and occupation factors of the sur-
face atoms, and the CTR intensities can be simulated from the modeled structure.
The discrepancies between the simulated and measured CTR intensities can be mea-
sured by a figure of merit (FOM) function. Typical FOMs used for SXRD are χ2,
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where N denotes the total number of datapoints in a dataset, Eexpi are the measured
intensities, and Esimi are the simulated intensities using a given model and a cor-
responding set of parameters. A smaller FOM value indicates a better agreement
between the measured and simulated CTRs, and the goal of the fitting is to find a
model and a parameter set with the lowest FOM.
One of the widely used algorithms for CTR fitting is the conventional gradient
descent algorithm. Figure 4.6 illustrates a typical fit using this algorithm. Consider a
parameter space of two variables, as given in Figure 4.6 (a). Starting from an initial
guess of the parameters, the parameters are changed in the direction of the steepest
descent of the FOM until the gradient becomes zero. With the proper choice of the
initial guess, the fitting successfully finds the global minimum of the given parameter
space [Figure 4.6 (b)]. For some initial guesses, however, the fitting becomes trapped
in local minima and fails to find the global minimum, as can be seen in Figure 4.6
(c).
In case of CTR fitting, which typically involves more than 10 fitting parameters,
the parameter space becomes very complicated and many local minima can exist.
Because every trial fitting has a significant chance of being trapped in a local mini-
mum, gradient descent algorithms are not reliable in this case. Moreover, the gradient
descent method is a deterministic algorithm, which always reproduces the identical
result if started with the same initial parameters. Therefore, it is also not possible to
check the reliability of the solution by running the same fitting multiple times.
To obtain reliable fitting results, the measured CTRs were fitted using a specialized
module to model SXRD data in the structural refinement program GenX [11]. GenX
employs differential evolution algorithms [11–14], which use global search procedures
and efficiently avoid becoming trapped in local minima. In addition, differential
algorithms are non-deterministic, and every fitting trial leads to different results,
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Figure 4.6: Illustration of the gradient descent algorithm. (a) A parameter space with
two variable parameters has a local minimum and a global minimum. (b)
Staring with a good initial guess, the fitting successfully finds the global
minimum. (c) For certain other initial guesses, the fitting can be trapped
in a local minimum and it fails to find the global minimum.
even with the identical initial guesses. This allows one to check the reliability of the
final result, which can be done by running the same fit several times and verifying
that it converges to the same solution every time.
The differential evolution algorithms are based on the fundamental concepts of
genetic evolution. Starting from a parent population of individuals, a next generation
is formed through a reproduction process that includes the recombination of genetic
materials from the parents and random mutations thereof. Those parents with a
better fitness for survival have a higher likelyhood of passing their genetic information
to the next generation. This concept is generally referred to as the survival of the
fittest.
In the context of genetic optimization algorithms, these concepts are applied in
the following way. The set of fitting parameters corresponds to the set of genes in
an individual. The fitness of a particular individual is measured by the FOM value
corresponding to its set of parameter values. The differential evolution algorithm
starts with a parent population which consists of a number of individuals. The next
generation (test population) is then created from the parent population in the way
described in Figure 4.7. First, one individual, namely ‘selected individual’, from
the parent population is chosen to evolve into the test population. Next, the ‘best
individual’ with the lowest FOM among the parent population is identified. Then, a
vector is generated by taking the difference between two randomly selected individuals
from the parent population. This vector is multiplied by a mutation constant km, and
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Figure 4.7: The creation of the trial vectors in the differential evolution algorithm.
Reprinted from [11] with permission ( c© 2007, International Union of
Crystallography).
added to the best individual to create a ‘new vector’. Finally, each parameter in
the selected individual will be exchanged for one of the new vector with a probability
given by a recombination constant kr, to create a new individual in the test population.
This process is repeated for every individual in the parent population, which results
in a test population with the same number of individuals as the parent population.
In the next iteration, this test population becomes a new parent population to create
yet a new test population.
Since all the individuals in the test population contain information from the best
individual in the parent population, the entire test population tends to move toward
the best individual as the fitting continues. During this process, the individuals
randomly search the parameter space (the degree of randomness depends on the km
and kr values), and this greatly reduces the risk of being trapped in local minima.
Figure 4.8 describes the fitting behavior of the differential evolution algorithm. As
can be seen in the figure, all the individuals successfully converge into the global
minimum.
Since the efficiency of the search behavior strongly depends on the km and kr
values, before starting to use genetic algorithms for a system with a given FOM,
proper km and kr values should be established. The procedure for determining the
control parameters used in this study is described in Appendix B.
The evolution history of individual parameter sets provides correlation information
between parameters, which allows for a more precise error bar estimation, even with
FOMs other than χ2 least squares. A detailed description about obtaining proper
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Figure 4.8: Schematic of the search behavior of genetic algorithms. All individu-
als converge into the global minimum after 15 generations, successfully
avoiding the local minimum.
error bars from the fitting history can be found in Appendix C.
4.4 BiFeO3 Measurements and Analysis: 3D-RSM
The unit-cell symmetry of a crystal can be determined by studying the symmetry
of the diffraction pattern. Unlike a determination of the detailed atomic structure in-
side the unit cell, which requires a thorough analysis of the diffraction intensities, the
unit cell symmetry can be obtained by qualitatively examining the existence of the
Bragg peaks and their splitting patterns (see Appendix D). For this purpose, 3D-RSM
can be a very important technique, because it allows one to display the diffraction
pattern in any direction in 3D reciprocal space. The RSMs can be efficiently mea-
sured at synchrotrons, especially with modern pixel area detectors. Since each area
detector image represents a two-dimensional slice of reciprocal space, any kind of
diffractometer angle scan would contain 3-dimensional information as a set of two-
















Figure 4.9: The 3-dimensional reciprocal space volume can be sampled by a single
rocking scan with a pixel detector, because each detector image is a
2D slice of the reciprocal space. Figure courtesy of Dr. Christian M.
Schlepütz, Argonne National Laboratory. Reproduced with permission.
be easily converted to 3D volumes of scattering intensities mapped onto a standard
rectangular grid.
4.4.1 RSM Measurements
To measure RSMs of BiFeO3 thin films, a PILATUS 100K area detector is em-
ployed. The intensity distribution around each peak is measured in a series of single
scans along the L-direction, or as rocking scans around the azimuthal rotation axis
of the sample surface, or by a combination of these two. Figure 4.9 shows how the
3D-volume in reciprocal space can be sampled during a rocking scan with an area de-
tector. Due to the Lorentz factor issue described in Section 4.3.2, the angular range
required for capturing the entire peak splitting pattern is different for each peak, de-
pending on the position of the peak in the reciprocal space. Therefore, the scan range
for each peak should be checked before running the scan. Usually, multiple rocking
scans with large angular ranges are needed for the peaks with low L indices, whereas




















Figure 4.10: Reciprocal space volume reconstruction procedure. This figure describes
the reconstruction of a 2D intensity distribution for simplicity, but the
actual reconstruction algorithm works similarly for a 3D intensity vol-
ume. (a) Measured intensity data on an irregular grid of reciprocal
space and an empty rectangular grid. (b) Interpolation procedure using
a histogram algorithm. (c) Interpolated intensity data on the regular
rectangular grid.
4.4.2 Reciprocal Space Volume Reconstruction
During the RSM scan, detector images are recorded together with the correspond-
ing diffractometer positions. The next step is to convert this angle-intensity infor-
mation to intensities in a 3D reciprocal space volume. Each pixel in the detector
corresponds to a unique reciprocal space point, which can be calculated from the an-
gular position of the pixel in diffractometer coordinates. This calculation procedure
is well-described in [5].
Again, since the relation between the diffractometer angular space and the recip-
rocal space is non-linear, the reciprocal space volume obtained from the scan is in
an irregular grid, as described in Figure 4.10 (a). This irregular grid is very difficult
to handle in standard graphical software such as Origin [15] and MATLAB [16], and
should be interpolated to a rectangular grid so that it can be properly displayed as a
map.
Dr. Christian M. Schlepütz has developed an efficient algorithm for converting
the irregular grid intensity data to regular grid data. This procedure is described
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in Figure 4.10. First, an empty rectangular grid, which is slightly larger than the
irregular grid, is prepared for storing the intensity data [Figure 4.10 (a)]. The size of
each voxel can be arbitrarily determined depending on the desired resolution of the
RSM, but the regular grid voxel size should be larger than the largest voxel in the
irregular grid (therefore, this determines the maximum resolution of the final RSM)
to prevent holes in the reconstructed intensity map. Next, the irregular intensity
grid and the regular empty grid are converted to 1D arrays with the proper indices
assigned to each array element. Here, the indices are determined such that they
represent the reciprocal space positions of the original voxels. Then, using a fast
histogram algorithm, the intensity value in each element of the irregular 1D array is
assigned to an element of the regular 1D array with the corresponding reciprocal space
index. If more than one intensity value falls into a single element of the regular grid,
their averaged intensity is used instead [Figure 4.10 (b)]. The desired 3D reciprocal
space volume with a regular grid can be finally obtained by just re-shaping the regular
1D array to the original 3D grid size [Figure 4.10 (c)].
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ZnO Polar Surfaces and Schottky Interfaces
5.1 Introduction
The experimental results and discussion about the ZnO Zn-polar (0001) and O-
polar (0001) surfaces and Schottky interfaces are published in peer-reviewed journals
(Zn-polar surface: [1], O-polar surface: [2]). A significant part of this chapter consists
of the text and figures from the published articles.
5.2 Zn-polar Surface Results
5.2.1 Measurements and Analysis
For each sample, at least 8 symmetrically-inequivalent (p6mm) and several equiv-
alent CTRs were recorded, typically resulting in 400-700 averaged structure factors
per data set and systematic errors of 5-10% between symmetry equivalents (see Ta-
ble 3.1). The measured structure factors were fitted using a specialized module for
GenX [3], as described in Section 4.3.3. All fits were repeated at least ten times
with random parameter initializations to verify the reproducibility and uniqueness of
a solution. To give the low-intensity regions of the CTRs a similar weight in the fit as
the high-intensity points close to the Bragg peaks, a logarithmic R-factor, Rlog, was
employed for the fitting FOM, and all final fit results are also given in terms of the
standard crystallographic R-factor (see Section 4.3.3 for FOM definitions).
5.2.2 Results
In-plane line scans along high-symmetry directions gave no evidence for surface
or interface reconstructions on any sample. The out-of-plane CTR measurements
revealed a 6-fold rotational symmetry of the diffraction pattern (p6mm), consistent
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Figure 5.1: Atomic structure of a bulk-like ZnO (0001) surface. (a) Top view with
the surface unit cell. (b) Side view along the [110] direction. Note the
presence of two ZnO double layers (DLs) within the unit-cell height c.
Also indicated are the three high-symmetry positions in the crystal unit
cell at the on-top (top), hexagonal closed-packed hollow (hcp) and face-
centered cubic hollow (fcc) sites.
with the presence of two 180o-rotated domains with local p3m1 symmetry separated
by 1/2 unit-cell height terrace steps [4]. This agrees with AFM measurements on hy-
drothermal ZnO (0001) Zn-polar surfaces prepared in an identical manner, which have
shown evidence of triangular islands and pits with 180o rotation between triangles on
terraces separated by a single DL step [5].
To identify the characteristic structural features, we tested a large number of
different models with varying degrees of complexity based on the bulk-like surface
structure shown in Figure 5.1. Atomic z-displacements (∆z), occupations (pocc),
and Debye-Waller factors of all atoms in up to four ZnO DLs were allowed to vary
freely. The local p3m1 surface symmetry only permits atomic movements ∆z along
the z-direction and allows adatoms to be present in just three different positions in
the unit cell: at (x, y) = (0, 0) (fcc hollow), (1/3, 2/3) (on-top), and (2/3, 1/3) (hcp
hollow) [6]. In addition to a completely bulk-like structure, we tested various models
with adatoms (both oxygen or metal atoms) located at some or all of these allowed
locations and free to move within one unit cell away from the surface.
The results of these survey fits draw a consistent picture of the chemical nature
of the surfaces or interfaces across all samples, including those coated with metal
Schottky layers. The occupation parameters of zinc reveal a sharp surface/interface




































Figure 5.2: Fitted occupation profiles for a bulk-like model for all data sets. Zn1, O1,
Zn2, and O2 are defined in Figure 5.1. Average error bars of individual
data points are shown next to the data.
The oxygen (O1) occupation within the same DL is, however, close to unity, as is the
zinc (Zn2) occupation in the next DL below. An example of this is seen in Figure 5.2,
which shows the fitted occupation profile for a bulk-like model without adatoms.
When including the adatoms located in the high-symmetry sites on the surface in the
fits, we usually observe a comparable partial occupation of oxygen adatoms above
the incomplete Zn-layer in the epitaxial on-top position, while the occupations in
fcc and hcp hollow sites remain negligible. Consequently, we find an oxygen atom
above each Zn atom in the structure, providing strong evidence for the presence of
an oxygen overlayer on top of the nominally Zn-terminated surface. On the other
hand, no indications exist for the presence of any other ordered adsorbed species
or, in particular, the ordering of metal atoms in those samples with metal Schottky
contacts.
The partial occupation of the Zn1 layer and its associated oxygen adatoms is
most likely attributed to islands and terrace steps on an otherwise atomically flat
surface and is a result of averaging over more than one distinct terrace level within
the coherence length of the x-rays (typically a few hundred nm). This scenario is
consistent with AFM topography measurements on identically prepared samples [5],
which show terraces extending over several hundred nm, covered with smaller islands
or pits of 30-200 nm in size and half a unit cell in height. As a consequence of this
averaging, all atoms in the initial fits (see Figure 5.2) represent a mixture of two
or more distinct atoms in different positions with respect to the surface, which are
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therefore subject to chemically unequal environments. For example, a large fraction
(> 60%) of the O1 atoms forms the overlayer adatom on top of the fully occupied
lower terrace level (above the Zn2 atoms), while the rest is associated with fourfold
coordinated oxygen atoms within the upper terrace (below the topmost Zn1 layer).
To retrieve the structural relaxations within each individual terrace, it is therefore
necessary to use a model that calculates the scattering contributions from different
terrace levels separately. The total calculated scattering intensity then consists of a
coherent addition of individual terrace contributions, taking into account the proper
symmetry operations. These contributions are weighted by occupation factors, de-
termined by fitting, for each terrace level. The atomic model for the structure at
the individual terrace level is similar to that used in previous fits, consisting of a
bulk-like Zn-terminated surface with possible adatoms at the high-symmetry on-top,
fcc-hollow, and hcp-hollow sites. Only the adatom occupations are allowed to vary, as
all the other occupation parameters are determined through the terrace occupations.
Displacement and Debye-Waller factors were fitted down to the second DL, including
overlayer adatoms. More detailed description about modeling of terraced surfaces can
be found in Chapter II.
Regarding the presence and nature of the oxygen overlayer, the terrace model con-
firmed the initial results. Most importantly, we found no indications for structural
differences between the uncoated and metal-covered samples. This is qualitatively
evident from their exceedingly similar CTR shapes (see Figure 5.3), as large changes
in the measured intensities would be expected if either an ordering of the relatively
heavy metal atoms or a significant rearrangement of zinc or oxygen atoms at the in-
terface did occur. When fitting the oxygen occupations of all high-symmetry adatoms
simultaneously, the coverages for the on-top atoms were consistently close to unity,
while the fcc- and bcc-hollow sites showed significantly smaller occupations. Alterna-
tively, when allowing oxygen to be present at only one of the three sites, the lowest
FOM on all samples was always achieved with the overlayer atom in the on-top posi-
tion. Finally, oxygen adatoms always produced better fits than other adatom species;
in particular, any of the metals used to produce the Schottky contacts.
Based on this evidence, the on-top oxygen overlayer was accepted as the best de-
scription of the surface structure. Figure 5.3 shows the excellent agreement between
measured diffraction data and simulated CTR profiles. The corresponding final FOM
values and fit parameters are summarized in Table 5.1. All ten randomly initialized
fits for each sample converged to the identical solution. The occupation of the over-























































Figure 5.3: Measured diffraction data (open symbols) and corresponding calculated
intensities (lines) based on the fitted on-top oxygen overlayer structure
for two representative CTRs on all samples. Error bars are smaller than
the data points and have been omitted.
covered (1×1) surface structure. The Debye-Waller factors within the topmost ZnO
DLs always gave values close to those reported for bulk crystals [7], and manually
modifying them had no significant influence on the optimized values of any other
parameters. For the overlayer oxygen atoms, the fitted Debye-Waller factors were on
average approximately ten times higher than for those in the bulk.
The fitted z-displacements are plotted in Figure 5.4. No detectable atomic move-
ments exist for the Zn atoms, while the O1 and O2 atoms seem to relax inwards
slightly. However, the observed displacements are small (< 10 pm, see Table 5.1),
and the sample-to-sample fluctuations of the results are comparable to the observed
effect. The error bars of individual displacement values, defined through a 5% in-
crease of the FOM value [3], are of similar magnitude. The average sizes of error
80



































Figure 5.4: Fitted z-displacements ∆z for all samples. Average displacement values
and averaged error bars are shown to the right of the data points of
individual samples. Refer to Table 5.1 for a complete list of parameter
values and uncertainties.
Table 5.1: Final fit results on all samples. Rlog and R are given in percent (%); z-
displacements, ∆z, have units of picometers (pm). Uncertainties in the
last digits are shown in parentheses, i.e., 0.33(73) reads 0.33± 0.73.
Sample 1 2 3 4 5 6 7
Rlog 3.90 1.64 1.56 1.71 1.49 2.07 1.68
R 5.88 6.78 7.16 7.53 4.71 8.23 4.49
pocc(OOL) 1.00(12) 1.00(30) 1.00(41) 1.00(21) 0.89(30) 1.00(26) 0.92(39)
∆z(OOL) 11(11) 18(20) 4(30) 26(12) -13(16) 18(20) -1(18)
∆z(Zn1) 0.40(80) -0.90(71) -0.89(88) 0.76(94) 0.33(73) 1.27(1.16) 0.22(80)
∆z(O1) -9.7(3.5) -2.7(3.3) -4.3(5.9) -5.0(4.3) -0.1(4.6) -3.1(5.0) -7.6(7.2)
∆z(Zn2) -0.50(67) -0.38(62) -0.99(92) -0.39(70) -0.31(1.01) -0.45(81) -0.34(80)
∆z(O2) -5.4(4.2) -1.4(3.3) -3.7(5.0) -0.6(4.8) -4.9(5.2) -1.1(6.2) -3.1(5.5)
bars and average displacement values are shown to the right of the data points in
Figure 5.4. For the OOL atom, most samples show an outward relaxation, but again,
the displacements are comparable to the sample-to-sample variations and the indi-
vidual error bars. The values are also compatible with zero displacements, given their
individual uncertainties as listed in Table 5.1 (sample 4 seems to be somewhat of an
outlier, but remains within statistically reasonable limits). In conclusion, we do not
observe any significant displacements larger than the experimental uncertainties. This
is qualitatively consistent with the very symmetric CTR shapes shown in Figure 5.4,
as considerable asymmetries in the CTRs indicate strong relaxations.
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Figure 5.5: Atomic model of the structure giving the best fit to the experimental
data, shown in the presence of a terrace step. A (1×1) oxygen overlayer
in the on-top position above the last zinc atom covers the entire surface,
and is most likely associated with hydroxyl groups in the case of the
uncoated surfaces. Also indicated is the most stable oxygen adsorption
site predicted by DFT calculations, which is at the the fcc-hollow site [12–
14].
5.2.3 Discussion
The structural results are summarized in the atomic model shown in Figure 5.5.
The observed (1×1) oxygen overlayer on the uncoated Zn-polar ZnO surface is most
likely associated with a fully hydroxylated surface, as has been observed by x-ray
photoemission spectroscopy (XPS) [8–10]. The presence of hydroxyl (OH) groups,
instead of only the observed oxygen atoms, is consistent with the SXRD data, since
SXRD lacks sufficient sensitivity to detect the single electron belonging to the hydro-
gen atoms of the OH groups. Previous XPS measurements on the same epi-polished
hydrothermal ZnO material indicate a stable OH coverage of at least 1 monolayer
(ML) on the Zn-polar face [10]. The bonding of these hydroxyl groups on the Zn-
polar face appears to be very stable, as the XPS signal associated with surface OH
bonds remaining clearly visible upon heating of samples in vacuum up to approx-
imately 600◦C. Typically, several sputtering and annealing cycles are necessary to
completely remove all traces of the OH coverage [11].
Interestingly, the ordered (1×1) oxygen layer remains intact when the surfaces are
covered with plain or oxidized metal Schottky contacts. The presence of oxygen at
the interface is consistent with ab initio calculations of the adsorption of Cu atoms on
polar ZnO surfaces and the role of chemical bonding at metal-ZnO interfaces, which
indicate that a direct metal-zinc bonding is unfavorable and associated with ohmic
rather than the experimentally observed Schottky contact behavior [15–17]. Whether
metal adsorption occurs on top of the surface OH groups or by replacing the H atoms
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remains unclear from the experimental results, as the detection of hydrogen at buried
interfaces is extremely challenging.
From a theoretical standpoint, the formation of a (1×1) oxygen or hydroxyl over-
layer is not well understood, as such an arrangement violates the electron counting rule
and has been predicted to be thermodynamically unfavorable by density-functional
theory (DFT) [12, 13, 16, 18, 19]. Furthermore, this fully occupied overlayer does
not appear in any of the calculated phase diagrams for ZnO, which predict no sta-
ble phases with greater than 1/2 ML OH coverage and OH adsorption at fcc-hollow
rather than on-top sites [12–14] (see Figure 5.5). Our experimental results there-
fore indicate that alternative stabilization mechanisms that differ from those seen in
DFT results may play an important role at surfaces prepared under typical device
fabrication conditions.
5.3 O-polar Surface Results
5.3.1 Measurements and Analysis
Crystal truncation rod datasets from O-polar surfaces also exhibited a p6mm
plane-group symmetry on all samples, similar to those of Zn-polar surfaces. A mini-
mum of eight independent CTRs were recorded for each sample. Symmetry averaging
resulted in 350-1000 averaged structure factors for each sample with less than 20%
systematic errors (see Table 3.2). Again, the genetic algorithm refinement program
GenX [3] was used for the fitting, and each model was fitted at least 10 times with ran-
dom initial parameters. Since the O-face CTR intensities near the midpoint between
the Bragg peaks were too weak to be measured, there are several gaps between the
measured datapoints. In this case, the calculated intensities from the correct model
should be weaker than the lowest measurable intensity in the gap region. During
the fitting process, however, the FOMs are calculated only with the actually mea-
sured datapoints, and the solution with the lowest FOM can show strong intensities
in the gap region, which is incorrect. To prevent this overshooting problem in the
weak intensity region, a special logarithmic FOM was employed, so that the FOM
increases if the simulated intensities overshoot in the gap region. More details about
the overshoot prevention can be found in Appendix E. The final FOM is given as the
standard crystallographic R-factor [1].
The observed p6mm symmetry in the diffraction patterns of ZnO O-polar (0001)
surfaces is the result of two evenly distributed 180◦-rotated surface terminations with
local p3m1 symmetry [20], separated by half-unit-cell steps. To simulate the structure
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factors with the correct symmetry and to prevent atomic displacement averaging
over multiple terrace steps when introducing surface roughness into the model, a
stack-based roughness model was employed. In short, the roughness is introduced by
calculating the coherent average over a number of identical but vertically shifted (and,
in the case of ZnO, rotated by 180 degrees with respect to the next one) unit stacks.
These stacks correspond to the traditional surface models, which describe the local
atomic structure on the unit cell level as a function of position from the surface, and
contain the usual occupation, Debye-Waller and displacement parameters for each
atom. By assigning weight factors to each of the shifted stacks, arbitrary roughness
profiles can be simulated. A detailed mathematical description about the SXRD
diffraction intensity calculation with roughness modeling can be found in Chapter II.
To allow for a sufficiently broad roughness distribution in the fits, we used a total
of sixteen stacks, displaced by half a unit cell in the vertical direction and rotated by
180 degrees about the surface normal with respect to each other. This corresponds
to a range of eight ZnO unit cells, which is sufficient to model the height variations
encountered within the in-plane x-ray coherence length (typically a few hundred nm).
Additionally, the occupancy of the topmost oxygen atom was also fitted to allow for
unequal occupations of the zinc and oxygen atoms within a single atomic Zn-O double
layer. The roughness was fitted with two different approaches. In the first model, the
stack occupations were calculated based on a Gaussian roughness profile, resulting
in an error-function-shaped occupation profile of the atomic planes. The only free
fit parameter in this case was the width of the Gaussian distribution. The second
model allowed all of the individual stack occupancies to vary freely, only constraining
the sum of all stack occupations to equal unity (hence resulting in N − 1 free fit
parameters, where N is the number of stacks).
To confirm the roughness values extracted from SXRD, AFM images were recorded
on two of the bare surfaces (samples 2 and 3) using an Asylum Research MFP-3D
AFM in tapping mode. In addition to the ultrasonic cleaning procedure applied
before the SXRD measurements, the samples were annealed at 350◦C for three hours
to remove organic material which had accumulated on the surfaces.
5.3.2 Results





reconstructions for the surface annealed above 1100◦C in UHV [21]. Scans at various





structions, and additional in-plane scans along high-symmetry directions showed no
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Figure 5.6: Measured CTRs and final fits for the (21L) rod of all samples. The
experimental uncertainties are much smaller than the data symbols.
Table 5.2: Final fit results for all samples. All ∆z values are given in pm.
Sample 1: unc. 2: unc. 3: unc. 4: Au 5: Ag 6: Ag 7: AgOx 8: AgOx 9: IrOx
R (%) 5.88 6.52 8.92 9.09 5.51 8.78 7.33 7.38 10.5
pocc(O1) 1.00(27) 1.00(25) 0.76(23) 1.00(38) 0.96(33) 0.96(33) 0.68(38) 0.66(35) 1.00(45)
∆z(O1) -9.2(130) -14(10) -13(11) -1.1(140) -8.6(140) -7.0(120) -6.0(270) -7.2(260) -23(250)
∆z(Zn1) 2.9(11) 3.9(11) 2.7(10) 3.4(15) 1.5(12) 0.8(14) 9.5(26) 8.6(28) -5.8(78)
∆z(O2) -9.0(130) 2.9(64) 2.4(80) -5.9(110) -4.8(100) -11(10) -7.5(120) -3.9(130) -2.0(160)
∆z(Zn2) -0.6(22) 1.8(15) -0.3(21) 2.2(28) 0.0(23) -0.1(34) -1.6(30) -0.6(33) 3.3(11)
∆(O1-Zn1) -12(13) -18(10) -16(11) -4.5(141) -10(14) -7.8(120) -16(27) -16(26) -17(26)
FWHM (Å) 7.62(17) 6.56(26) 6.33(22) 8.66(26) 6.24(25) 6.46(27) 7.07(33) 6.97(41) 11.51(44)
miscut (◦) 0.020 0.005 0.039 0.012 0.031 0.025 0.056 0.034 0.039
evidence for the existence of any reconstructions in our samples. The presence of
adatom ordering within the Schottky overlayer was carefully checked by comparing
with several models. However, unlike in the case of the ZnO Zn-polar (0001) sur-
face [1], none of the samples showed any indication of overlayer adatoms in any of
the symmetrically allowed positions. Also, any atomic displacements in the in-plane
direction are prohibited by the observed p6mm symmetry. Therefore, our final model
included only the atomic z-displacements (∆z) and Debye-Waller factors of all four
atoms within the topmost unit cell, the topmost oxygen (O1) atom occupation (pocc),
and the surface roughness profile as fitting parameters. A wurtzite ZnO unit cell with
lattice parameters of a = 3.2494 Å and c = 5.2054 Å was used for the bulk structure
of the crystal.
Figure 5.6 shows the measured CTRs and fit results based on the Gaussian rough-
ness model for the (21L) rod. The corresponding crystallographic R factors [1] and
fit parameters are listed in Table 5.2. Compared to the U-shaped Zn-polar surface
CTRs [1], the intensities of the O-polar surface CTRs fall off more rapidly away from
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Figure 5.7: Fitted roughness profiles, both for the individual stack occupations (data
points) and the Gaussian roughness model (solid line). The individual
profiles have been displaced horizontally for clarity.
the Bragg peaks, forming more V-shaped intensity profiles (on a log scale). This
exponential decay of intensity indicates that the surfaces have a significant roughness
profile within the x-ray coherence length. Sample 9 (IrOx) has a steeper intensity
decay compared to all other samples, which exhibit almost identical CTR shapes.
Interestingly, no obvious differences exist between uncoated, plain metal-coated, and
oxidized metal-coated samples.
The fitted roughness profiles for each sample are shown in Figure 5.7. Allowing the
individual stack occupations (represented by the data points) to vary freely always
results in a nearly Gaussian roughness profile (solid lines). The full widths at half
maximum (FWHM) of the roughness distributions are listed in Table 5.2 and are
typically 6-9 Å. The only exception is the IrOx-coated sample with a much broader
roughness profile (FWHM ∼12 Å), as expected from its sharper CTR shape. Sample
miscut, resulting in an increase in the number of terrace step edges, can be ruled
out as the cause of the measured roughness profiles: the miscut angles between the
optical and crystallographic surface planes were measured to be less than 0.06◦ on all
samples (see Table 5.2), yielding average terrace widths greater than 250 nm.
Atomic force microscopy (AFM) measurements on the two bare samples 2 and 3
corroborate the results of the SXRD measurements. The AFM image in Figure 5.8
(a) shows that roughness features are very localized. The histogram of the height
distribution in panel (b) confirms the Gaussian nature of the roughness profile. The
FWHM of the height distributions extracted from the AFM images are 5.14 Å and
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Figure 5.8: (a) AFM image obtained on the bare surface of sample 3. (b) Histogram
of the height distribution from the image shown in (a). A Gaussian fit to
the histogram is shown by the red line (FWHM= 5.67 Å). Also plotted are
the fitted stack occupation parameters (symbols) and Gaussian roughness
profile (green dotted line) obtained from the SXRD data, illustrating the
good agreement between both measurement methods.
5.67 Å for samples number 2 and 3, respectively, and therefore slightly narrower than
those obtained by SXRD.
Table 5.2 also lists the fitted occupations of the topmost oxygen atom. Only three
samples (sample 3: uncoated and sample 7, 8: AgOx-coated) appear to have oxygen
occupancies of less than one (66%-76%). Interestingly, samples 7 and 8, both coated
with oxidized silver, have an under-occupied topmost oxygen layer, whereas the plain
silver-coated samples (samples 5, 6) have fully occupied top layers.
The results for the atomic displacements are plotted in Figure 5.9 with the nu-
merical values given in Table 5.2. As expected from the significant difference in the
CTR shape, the detailed structure of the IrOx-coated sample is quite different from
that of the other samples. The topmost oxygen atoms (O1) are displaced downwards
for all samples (0.098 Å on average), but for the IrOx sample, the displacement is
more than twice the average. The Zn atoms directly below the topmost oxygen atoms
(Zn1) are displaced outwards (0.030 Å on average), again in contrast to those on the
IrOx-coated sample, which show an inward movement. For samples 7 and 8 (both
AgOx-coated), which have a significantly lower occupancy of the topmost oxygen
layer, the Zn1 atoms are displaced by more than twice the average. Moving further
into the bulk, the movements of O2 and Zn2 atoms are considerably smaller and, in
fact, compatible with zero within the error bars. The fitted Debye-Waller factors for
the topmost four atoms remain very close to the bulk values for ZnO, indicating that
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Figure 5.9: Atomic displacements of the atoms within the topmost unit cell. The
displayed error bars are calculated as the average over the individual error
bars of all nine samples.
the surface structure remains very well ordered.
In discussing these results, it is important to understand that the measured CTR
intensities are a result of scattering from a well-ordered crystalline atomic arrange-
ment. As such, they are insensitive to contributions from disordered parts of the
sample, such as crystal defects, randomly distributed interstitials, amorphous surface
layers, etc. All of these latter effects would result in a broader intensity distribution
around the sharp CTR and Bragg peak signals. While we have not explicitly focused
on these broader diffraction features, we have not found any evidence for significant
disorder in the samples based on the sharp intensity distributions recorded on the
area detector. We conclude that our samples were very well ordered, and that the
potentially remaining level of disorder has a negligible effect on the results of our
structural analysis. This does not imply, however, that we can exclude with certainty
the presence of any unordered species in our system, which may have an impact
on the physical properties of the Schottky contacts, but simply that our structural
measurements are not affected by them.
5.3.3 Discussion
The nature of the surface termination of the ZnO O-polar surface has been the
subject of much debate [19, 22–24], with several different proposed terminations, in-
cluding a pure 1×1 [19, 23], a 1×1 with a 1/2 ML of hydrogen adatoms [19, 22],
and a 1×3 with a 1/4 ML of oxygen vacancies [19, 22]. The fact that none of the
investigated samples showed any signs of surface reconstructions excludes the 1×3
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termination from the candidates. Also, a significant amount of surface hydroxyl cov-
erage is reported from XPS experiments performed on identically prepared uncoated
samples [10], supporting the hydrogenated termination for uncoated samples. The-
oretically calculated ZnO O-polar surface phase diagrams have been published [19],
which predict a 1/2 ML hydrogen adatom coverage in atmospheric oxygen and hy-
drogen partial pressures.
The three uncoated samples and all of the plain-metal-coated samples show a
very similar surface structure, both regarding the topmost oxygen occupation and the
atomic displacements, indicating a fully occupied 1×1 oxygen termination regardless
of the existence of a metal contact on the surface. Unfortunately, direct evidence for
hydrogen adatoms cannot be verified with our x-ray measurements due to their small
x-ray scattering cross section. An accurate determination of the oxygen occupation
parameters is hampered for the same reason, as the sensitivity of x-ray diffraction to
small electron densities is limited (note that 1/4 of an oxygen atom corresponds to
two electrons, equivalent to the scattering from two H atoms). As such the somewhat
smaller oxygen occupation for sample 3 (76% ±23%) may be an artifact of this limited
sensitivity, and is compatible with the other fully occupied samples within the error
bars. The observed atomic displacements are consistent with the reported results of
first principles calculations [19, 20, 25–27]. These theoretical studies predict a strong
inward relaxation of the topmost oxygen layer and an outward displacement of the Zn
atoms in the layer underneath. This results in a contracted layer spacing between the
topmost oxygen and zinc layers compared to the bulk value of 0.61 Å by an amount
of -0.189 Å, -0.272 Å [26], -0.207 Å [27], -0.260 Å [25], -0.307 Å [19], -0.25 Å [24], and
-0.234 Å [20]. As can be seen in Table 5.2, our measured values for the contraction,
∆(O1-Zn1), confirm the reduced layer spacing, but to a somewhat lesser degree than
the predicted amounts. This difference can possibly be attributed to the presence of
the hydrogen adatom, which can stabilize the polar surface without strong atomic
displacements; a calculation which reported significantly less atomic relaxation of the
topmost double-layer in the presence of hydrogen supports this finding [19].
Interestingly, the two AgOx-coated samples (samples 7 and 8) show a consistently
different structure. The oxygen occupation of the top layer is reduced by approxi-
mately 1/3, and the outward relaxations of the Zn1 atoms are significantly larger by
almost a factor of two compared to the uncoated and plain-metal-coated samples (see
Table 5.2). Again, the oxygen occupation parameters themselves have large uncer-
tainties, but the fact that they are consistent between the two samples and that they
are accompanied by large positional changes of the much heavier Zn1 atoms suggest
89
that this is not just an artifact, but the differences in comparison to the other samples
are real. The fact that we do not observe any reconstruction signals indicates that
the oxygen vacancies are not ordered. The reduced oxygen occupation at the surface
may at first seem counter-intuitive, since these oxidized samples were prepared in a
relatively oxygen-rich environment compared to the plain Ag-coated samples. One
has to keep in mind, though, that these samples have been coated at room temper-
ature under conditions far from thermodynamic equilibrium. It is, therefore, quite
conceivable that the incorporation of ZnO surface oxygen into a non-stoichiometric
AgOx matrix is more easily achieved than into the pure silver metal film, for example,
as a direct consequence of the different lattice distortions. Moreover, according to the
theoretical phase diagram [19], oxygen vacancies on uncoated surfaces are expected
only at very low oxygen partial pressure (< 10−10 mbar), but silver is known to be
an excellent oxidation catalyst and could potentially lower the energy barrier for the
removal of surface oxygen. Unfortunately, our x-ray study of the final structural sur-
face state cannot give any indication of how this equilibrium state was reached, and
more detailed chemical studies are clearly needed to elucidate the effect of the oxygen
environment on the surface hydroxyl interaction with silver during the deposition.
The IrOx-coated sample (sample 9) shows a markedly different behavior compared
to the other eight samples in terms of the shape of the measured CTRs, the roughness
FWHM, and atomic displacements. We measured the FWHM of the roughness profile
of the IrOx-coated surface to be 2 ML, compared to about 1.5 ML for all the other O-
face ZnO samples. Cross-sectional transmission electron microscope (XTEM) images
of IrOx/ZnO samples, prepared in an identical manner to those reported here, show a
distinct amorphous layer at the interface. Moreover, electron energy loss spectroscopy
(EELS) data show evidence for the out-diffusion of the Zn atoms approximately 30
nm into the IrOx film [28]. These previously reported measurements indicate that
the ZnO surface is significantly affected during the EPLD growth. Although the
unordered Zn atoms diffused into the amorphous interface layer cannot be detected
directly from the CTR intensities, the much wider roughness profile that we observe
in the IrOx-coated sample is consistent with the Zn out-diffusion since the diffusion of
Zn atoms would indeed make the ordered ZnO surface rougher. Considering that the
IrOx-coated sample is the only one of our samples prepared by EPLD, the outlying
behavior of this sample is very likely attributed to the different deposition conditions,
and not necessarily due to the difference in contact metal.
Finally, we note here that the surface preparation by Ar+ ion sputtering followed
by UHV annealing [20, 24] has been shown to lead to atomically smooth O-terminated
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ZnO surfaces, with U-shaped CTRs similar to those reported for the Zn-polar (0001)
surface [1, 20]. The surface roughness therefore seems to be affected significantly by
the sample environment and preparation conditions.
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CHAPTER VI
BiFeO3 Films under Compressive Strain
6.1 Introduction
The experimental results and discussion about the BiFeO3 films grown on SrTiO3
substrates are published in a peer-reviewed journal [1]. A significant part of this
chapter consists of the text and figures from the article.
6.2 BiFeO3 Thin Films Grown on SrTiO3 Substrates
6.2.1 Measurements
Synchrotron x-ray diffraction experiments were carried out at beamlines 13-BM-
C, 33-ID-D, and 33-BM-C of the Advanced Photon Source. To identify the symmetry
of the BiFeO3 films, high-resolution 3D-RSMs were measured around high-order film
Bragg peaks and half-integer order peaks which are sensitive to the anti-ferrodistortive
octahedral tilting pattern. Using a PILATUS 100K area detector [2, 3], the intensity
distribution around each peak was measured in a series of single scans along the L-
direction as a set of two-dimensional reciprocal space slices. These were then used
to reconstruct the 3D-RSMs [4]. Note that all RSMs for BiFeO3/SrTiO3 results
are presented with the same color scale, and all reciprocal space positions are given
in units of the inverse substrate (SrTiO3) lattice constants [reciprocal lattice units
(r. l. u.)].
6.2.2 Results
In Figure 6.1 (a)-(c), we show (HH)L slices through the 3D-RSMs around the
335 peaks for three different film thicknesses. We observe that the signal from the
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Figure 6.1: (a)-(c) (HH)L map of the 335pc (the subscript pc refers to pseudo-cubic)
peak for 50 UC, 20 UC, and 10 UC of BiFeO3, respectively. (d)-(f) The
corresponding HL map of the 405pc peak for 50 UC, 20 UC, and 10 UC
of BiFeO3. Note that the weak intensity feature in (c) at L≈4.7 is a Laue
finite-thickness fringe, and is not associated with Bragg peak splitting.
the center, and two weaker peaks above and below the center peak. This splitting
pattern corresponds to the well-known MA monoclinic structure in the presence of four
domains that tilt in different directions (see Appendix D), reported for BiFeO3 films
on SrTiO3 with thicknesses greater than 26 nm [5, 6]. For the 20 UC film [Figure 6.1
(b)], however, the splitting is less pronounced, while for 10 UC [Figure 6.1 (c)], only a
single peak is observed (although it is broadened in the out-of-plane direction due to
the finite thickness of the film). HL maps around 405 peaks show the same behavior
[Figure 6.1 (d)-(f)] with a doubly split diffraction feature transforming into a single
peak. These findings prove that there is a structural phase transition as the film
thickness decreases.
This disappearance of the peak splitting for the 10 UC film can be explained
either by formation of a single-domain monoclinic film structure, or, alternatively,
by a transition to a tetragonal film unit cell. We can distinguish between these
two possibilities by carefully investigating the symmetry of selected Bragg peaks in
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Figure 6.2: RSMs of four-fold symmetrically equivalent film Bragg peaks for the ultra-
thin (10 UC) film. Both the 335 (top row) and 405 (bottom row) family
of peaks are shown. (a) (HH)L map of the 335 peak (b) (HH)L map of
the 335 peak (c) (HH)L map of the 335 peak (d) (HH)L map of the 335
peak (e) HL map around the 405 peak (f) KL map around the 045 peak
(g) HL map around the 405 peak (h) KL map around the 045 peak.
the 3D-RSM, as described in Appendix D. The single-domain monoclinic structure
would result in a tilted film peak pattern with respect to the substrate lattice, while
the tetragonal case should yield a perfectly four-fold symmetric diffraction pattern.
To check the symmetry, the RSMs of four-fold symmetrically-equivalent positions for
each peak were measured. Figure 6.2 (a) - (h) shows the equivalent RSMs for two
families of Bragg peaks, 335 and 405, of the 10 UC film. All peaks evidently appear
at the same L position, proving that the film structure is tetragonal rather than
single-domain monoclinic.
In addition to the disappearance of the peak splitting, a narrowing of the peak
width in the in-plane direction can be observed during the transition. The 50 UC
monoclinic film peaks [Figure 6.1 (a), (d)] have an in-plane peak width of approxi-
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cells. The 10 UC film peaks [Figure 6.1 (c), (f)], however, are much narrower (almost
1/10 of those of 50 UC film), with their widths being limited mostly by the instru-
mental resolution rather than the structural coherence length. This indicates that
the 10 UC film is coherent with the substrate over significant distances (> 400 nm)
and does not form structural domains.
Definitive support for this transition from monoclinic to tetragonal symmetry
comes from the measurements of half-integer order peaks associated with the oxygen
octahedral tilt pattern in the BiFeO3 film. For the previously reported monoclinic
MA structure in the BiFeO3/SrTiO3 system, an a−a−b0 octahedral tilt pattern is
expected [6], which produces half-integer order peaks at all reciprocal space positions
with strictly half-integer H, K, and L values, except where H=K=L. For the tetragonal
symmetry, however, half-integer peaks at H=K positions are also expected to be
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Table 6.1: Film lattice parameters calculated from the peak positions. Note that





2 superstructure rotated by 45 degrees in plane [6].
The volume per formula unit is therefore 62.21(16) Å3.
Thickness [UC] a [Å] b [Å] c [Å] α [◦] β [◦] γ [◦] UC volume [Å3]
10 (tetragonal) 3.9034(38) 3.9034(38) 4.090(14) 90 90 90 62.31(22)
50 ( MA ) 5.5220(50) 5.5336(35) 4.0717(98) 89.399(46) 90 90 124.41(33)
narrowing with a concurrent reduction of the peak splitting, and the width of the
10 UC film peak becomes comparable to those of integer-order peaks (Figure 6.2).



















peak is more intense. The extinction of the H=K
peak [Figure 6.3 (c)] means that the octahedral rotation is primarily along the c axis
and definitely identifies the octahedra tilt pattern as a0a0c−, which corresponds to
tetragonal symmetry.
It is important to note that the Glazer [7] selection rule assumes rigid octahedra,
which may not be the case for the 20 UC film where different symmetries can coexist
and a gradual change of octahedral tilting is expected. Moreover, in addition to
pure rotations, distortions of the oxygen octahedra may also affect the half-order







position of the ultra-thin film [Figure 6.3 (c)], where one would expect perfect
extinction according to the Glazer selection rule. A precise determination of the
atomic coordinates associated with this tilt pattern is therefore not possible without
taking these distortions into account. Nevertheless, the clear suppression of the H=K
peak in ultra-thin films indicates that the rotations about the [110] axis are quenched,
and the symmetry of the film structure is increased from monoclinic to tetragonal.
From the positions of each split diffraction peak, the lattice parameters of the
film unit cell can be obtained. Table 6.1 shows the calculated lattice parameters
and unit cell volumes of the 10 UC and 50 UC thick films. For the 20 UC film, the
RSMs show evidence for both monoclinic (split peaks with broad in-plane widths) and
ultra-thin tetragonal (one peak with narrow in-plane width and broad out-of-plane
width) symmetry [Figure 6.1 (b) and (e)], indicating that these two phases coexist at
this thickness. Since the monoclinic and tetragonal peak splitting patterns overlap
each other, an accurate determination of the peak position was not possible for the
20 UC film. In the 50 UC film [Figure 6.1 (a) and (d)], evidence for the presence
of a tetragonal phase can no longer be clearly observed, because the broad peaks
originating from the MA monoclinic structure completely dominate the intensity in
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Figure 6.4: Measured specular diffraction 00L intensity for the ultra-thin (10 UC)
film. The solid line is a guide to the eye.
the RSM. Thus, it remains unclear if a thin layer with tetragonal symmetry continues
to exist at the interface or whether the entire film transitions to the monoclinic
structure.
It has been reported that BiFeO3 films grown on (001) SrTiO3 can have a tetrag-
onal structure with a giant c/a ratio, resulting from the higher strain induced by a
Bi2O3 layer, which can be formed between the film and the substrate [8, 9]. Specular
diffraction 00L scans have been performed for the ultra-thin film, to check for the
presence of Bi2O3 layers. Pronounced peaks are expected near L = 1.45 and L = 2.15
if such layers exist [9]. As can be seen in Figure 6.4, there are no peaks at these L
positions. This excludes the possibility of having unknown crystalline layers being
responsible for higher symmetry of the film by introducing additional strain on the
film. Therefore, the tetragonal phase observed in the ultra-thin BiFeO3 originates
purely from the epitaxy between the film and the substrate.
6.2.3 Discussion
In contrast to the previously reported MA-MC-T phase transition of thicker BiFeO3
films as a function of strain or temperature [6, 10], we observed a direct transition
from the monoclinic MA phase to a tetragonal phase as a function of film thickness.
This tetragonal phase in ultra-thin films is subject to only moderate strains (-1.4%)
from the substrate, and does not exhibit the giant c/a ratio present in the tetragonal
MC and T phases induced by high compressive strain (< -4%). Moreover, as can be
seen in Table 6.1, no substantial difference exists between the unit cell volumes of the
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50 UC film and the 10 UC film (Note that the volume of the MA unit cell is doubled
with respect to the tetragonal unit cell). Considering the fact that the usual strain-
driven monoclinic to tetragonal phase transition involves a significant change in unit
cell volume [6, 11], this also supports that our observations are not a conventional
strain effect.
These findings suggest that a mechanism other than strain is involved in the
phase transition in the ultra-thin regime. Our results favor an alternate explanation
where the cubic (001) SrTiO3 substrate with 4-fold in-plane symmetry provides a
strong constraint in the octahedral tilting pattern in the BiFeO3 film through corner-
connectivity. We note here that several experimental and theoretical studies on the
perovskite/perovskite interface have reported that the corner-connectivity between
the BO6 octahedra of the substrate and the film at the interface allows the octahedral
tilt pattern of the substrate to propagate a few unit cells into the film, thereby deter-
mining the symmetry of the film structure [12–14]. For the BiFeO3/SrTiO3 system,
this boundary condition for the corner-connectivity between SrTiO3 (no octahedral
tilting) and BiFeO3 may suppress the octahedral tilting about the [110] direction in
BiFeO3, resulting in the tetragonal structure for ultra-thin films. Moreover, the ab-
sence of the octahedral tilting about in-plane axes also indicates that the film has a
structure highly coherent with the substrate, explaining the narrow in-plane widths
of the 10 UC film Bragg peaks.
6.3 BiFeO3 Thin Films Grown on LaAlO3 Substrates
6.3.1 Measurements
X-ray diffraction experiments for BiFeO3 films grown on LaAlO3 films were per-
formed at Sector 33-BM-C of the Advanced Photon Source. Similar to the mea-
surements for BiFeO3 grown on SrTiO3, a PILATUS 100K pixel detector was used
for measuring 3-dimensional reciprocal space volumes with a combination of rocking
scans and L-directional scans.
LaAlO3 substrates generally exhibit several structural domains within the x-ray
coherence length, and two or more sharp peaks are observed during the rocking scan
around a nominal substrate Bragg peak position. Due to this substrate twinning
issue, the orientation matrix of the substrate cannot be accurately determined, which
results in significant deviations between the actual HKL positions and the calculated
HKL positions. Due to this deviations, typically the peaks appear at the positions
slightly [on the order of 10−3 in r. l. u.] off from the exact integer positions in RSMs.
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Moreover, the BiFeO3 films are epitaxially grown on these tilted substrate domains,
which may result in an unwanted splitting of the film Bragg peaks as well. Fortu-
nately, these issues are not so critical in determining the unit-cell symmetry of a film
because it can be done by qualitatively interpreting the Bragg peak splitting pattern.
However, caution should be exercised in this case to distinguish the peak splitting
which originates from the substrate imperfection and the one which emerges from the
film symmetry. If the film has a monoclinic (MC or MA) symmetry, the film Bragg
peaks are supposed to be split mainly along the L direction, and the spacing (mea-
sured in substrate r. l. u.) between the split peaks should increase as a function of
the magnitude of q vector projected onto the HK plain (q||). Therefore, the RSMs of
several peaks along high-symmetry directions with different q|| values were measured
to verify the monoclinic symmetry of the film.
Since the 5 nm BiFeO3 film on a LaAlO3 substrate exhibits an MA monoclinic
structure at room temperature (RT) [15], two thinner films (4 nm, 2.4 nm) were
measured to examine the presence of additional phase transition in the ultra-thin
regime. In addition, to check if the room temperature MA phase results from a
totally new mechanism or whether it is just a lower transition temperature version
of the usual MC-MA-T system, the sample is cooled down to 30 K using a cryostat
while measuring RSMs.
Note that all the RSMs for BiFeO3/LaAlO3 results are arbitrarily scaled to provide
the best contrast, and all reciprocal space positions in the figures are given in units
of the inverse substrate (pseudocubic LaAlO3) lattice constants.
6.3.2 Results and Discussion
6.3.2.1 Thickness-Induced Phase Transition
Figures 6.5 and 6.6 show HL slices and (HH)L slices through H03 (H=1, 2, 3,
4) and HH3 peaks (H=1, 2, 3), respectively. For the 4 nm BiFeO3 film, the peak
splitting is observed mainly along the L-direction, and there is a clear trend with an
increasing separation between split peaks as a function of q||, with 3-fold splitting
for HH3 peaks and 2-fold splitting for H03 peaks. This indicates that the 4 nm film
still exhibits the MA monoclinic structure. For the 2.4 nm film, however, a totally
different behavior is observed. Apart from the peaks being elongated in L-direction,
which is expected for thinner films, there is no clear 2-fold or 3-fold splitting observed
in any RSMs, and also the shape of the peak is relatively consistent for all q|| values.
Similar to the moderately strained BiFeO3 thin films grown on SrTiO3 thin films,
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(e) 2.4nm, 103pc (f ) 2.4nm, 203pc (g) 2.4nm, 303pc (h) 2.4nm, 403pc
0.95 1 1.05
















































H [r. l. u]
2.95 3 3.05
H [r. l. u]
3.95 4 4.05
H [r. l. u]
0.95 1 1.05
H [r. l. u]
1.95 2 2.05
H [r. l. u]
2.95 3 3.05
H [r. l. u]
3.95 4 4.05
H [r. l. u]
twofold 
splitting
Figure 6.5: (a)-(d) HL map of the H03pc (H=1, 2, 3, 4; the subscript pc refers to
pseudo-cubic) peaks of the 4 nm BiFeO3 film. (e)-(h) HL map of the
H03pc peaks for the 2.4 nm BiFeO3 film. Note that the peak splitting in
the lateral direction (H or K direction) is due to the imperfection of the
substrate, not to the film symmetry. Dashed white lines are guides for
the eye.
(a) 4nm, 113pc (b) 4nm, 223pc (c) 4nm, 333pc
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Figure 6.6: (a)-(c) (HH)L map of the HH3pc peak (H=1, 2, 3) for the 4 nm BiFeO3
film. (d)-(f) HL map of the HH3pc peaks for the 2.4 nm BiFeO3 film.
Dashed white lines are guides for the eye.
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(a) 2.4nm, 403pc (b) 2.4nm, 043pc (c) 2.4nm, 403pc (d) 2.4nm, 043pc
(e) 2.4nm, 333pc (f ) 2.4nm, 333pc (g) 2.4nm, 333pc (h) 2.4nm, 333pc
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Figure 6.7: RSMs of four-fold symmetrically equivalent film Bragg peaks for the ultra-
thin (2.4 nm) film. Both the 403 (top row) and 333 (bottom row) family
of peaks are shown. (a) HL map around the 403 peak (b) KL map around
the 043 peak (c) HL map around the 403 peak (d) KL map around the
043 peak (e) (HH)L map of the 333 peak (f) (HH)L map of the 333 peak
(g) (HH)L map of the 333 peak (h) (HH)L map of the 333 peak. Dashed
white lines are guides for the eye.
this highly-strained BiFeO3 films grown on LaAlO3 also show the disappearance of
the peak splitting in the ultra-thin regime.
Again, this can be explained either by a single-domain monoclinic structure or a
tetragonal structure. In order to confirm the symmetry of the film, four-fold symmet-
rically equivalent peaks are plotted in Figure 6.7. The L positions of the symmetrically
equivalent peaks are consistent for all four symmetry equivalents, and this determines
the unit cell symmetry of the 2.4 nm film to be tetragonal.
Note that the L-position of the film Bragg peaks are very similar for all samples
regardless of the film symmetry. As can be seen in Figure 6.5, the 103 peaks of the
ultra-thin tetragonal film and the thicker monoclinic film both appear in the RSM
at around L=2.5 in terms of substrate reciprocal lattice unit. This means that the
ultra-thin tetragonal film also shows a giant c/a ratio, which can usually be observed













































































































5 nm !lm, 332pc peak temperature evolution
H(=K) [r. l. u] H(=K) [r. l. u] H(=K) [r. l. u]
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Figure 6.8: The evolution of the 332pc peak splitting pattern for 5 nm of BiFeO3 on
LaAlO3 [(HH)L maps], during the cooling from RT (300 K) down to 30 K.
The sharp needle-like features between the split peaks are powder rings
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Figure 6.9: The evolution of the 332pc peak splitting pattern for 4 nm of BiFeO3 on

































Figure 6.10: Comparison of the peak splitting pattern for 403pc peak (HL map) of a
ultra-thin (2.4 nm) BiFeO3 on LaAlO3 at RT and at 30 K.
6.3.2.2 Temperature-Induced Phase Transition
Figures 6.8 and 6.9 show the evolution of the peak splitting pattern for the 332pc
peak from films with 5 nm and 4 nm thickness, while cooling the sample down to 30
K. Both the 5 nm and 4 nm films show a 3-fold peak splitting pattern for the 332 peak
at room temperature, indicating an MA structure. When the sample is cooled down,
both of the films are experiencing phase transitions and the peaks are 2-fold split
(corresponding to MC) at 30 K. Therefore, the room-temperature MA phase, which
can be observed in BiFeO3/LaAlO3 systems below 7 nm film thickness, is essentially
the same phase as that of the thicker films, apart from the fact that they have much
lower transition temperatures. The 5 nm film shows a slightly higher MC to MA
transition temperature (between 200 K and 250 K) compared to that of the 4 nm
film (between 150 K and 175 K), which is also consistent with the result shown in
Figure 3.8 which suggests lower transition temperatures for thinner samples.
Surprisingly, for the ultra-thin tetragonal film, no difference is observed between
the peak splitting pattern at 30 K and the one at room temperature (see Figure 6.10).
This is interesting because a structural phase transition from tetragonal to monoclinic
symmetry is expected upon cooling, considering the typical MC-MA-T transition in-
duced by temperature. This may indicate that this thickness-induced tetragonality
originates from a mechanism totally different from the temperature-induced tetrago-
nality which can be observed from thicker samples. Additional studies are needed to
confirm this, because temperatures lower than 30 K were not accessible during these
measurements and there is still a possibility of the transition temperatures being
lower than 30 K.
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In this dissertation, the surface and interface structures of ZnO Schottky contacts
and the unit-cell symmetry of epitaxial BiFeO3 thin films were investigated.
Surface x-ray diffraction has shown that the atomic structure of uncoated and
metal-coated ZnO (0001) Zn-polar surfaces prepared under typical device fabrication
conditions has a bulk-like termination with no significant atomic relaxations. Most
interestingly, a stable (1×1) overlayer of oxygen atoms on top of the terminating
zinc atoms was observed, consistent with XPS measurements but at odds with DFT
calculations. At uncoated surfaces, this (1×1) oxygen overlayer is most likely associ-
ated with the presence of hydroxyl (OH) groups. Significantly, no structural changes
occur and the (1×1) oxygen overlayer remains in place following the fabrication of
both plain and oxidized metal Schottky contacts [1].
ZnO (0001) O-polar samples show decreased layer spacings between the topmost
oxygen and zinc layers compared to the bulk value, and exhibit Gaussian roughness
profiles with about 1.5 unit cells FWHM. Except for AgOx-coated samples, which
show about 1/3 of a ML of oxygen vacancies at the ZnO surface, all samples are
1×1 terminated with full occupations. In general, we observe that the conducting
over-layers have only a subtle effect on the ZnO surface atomic displacements. This
finding, also mirrored in the reported results for the Zn-polar face [1], is somewhat
surprising given the polar nature of ZnO [2].
The atomic structure of ZnO polar surfaces and Schottky interfaces are accurately
determined from this study. Clearly, it would be very useful to have detailed theoret-
ical simulations of the Schottky junction property based on this results. This would
establish a relation between the transport behavior at the Schottky contact and the
atomic structure of the interface, eventually allowing precise control of the electronic
properties of this material via proper choice of the surface treatment.
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The non-polar surfaces [a-plane: (1120), m-plane: (1010)] of ZnO are also being
considered as potential candidates for Schottky applications, and thorough structural
studies on these surfaces would contribute to a deeper understanding of this material.
The structural symmetry of ultra-thin BiFeO3 films on (001) SrTiO3 substrates
was determined from 3D-RSM measurements. The evolution of the film Bragg peak
splitting and the half-order intensities associated with oxygen octahedra rotations
definitively demonstrate that a structural phase transition exists from the monoclinic
MA phase to a tetragonal symmetry as a function of film thickness. This monoclinic-
to-tetragonal transition is accompanied by the evolution of the half-order diffraction
peaks, which reflects untilting of the oxygen octahedra around the [110] axis, proving
that the octahedral tilting is closely correlated with the transition. This structural
change is thickness-dependent, and different from a strain-induced transition in the
conventional sense [3].
A similar monoclinic-to-tetragonal phase transition was observed on ultra-thin
highly-strained BiFeO3 films grown on pseudocubic (001) LaAlO3 substrates. It is
also verified that the room temperature MA phase observed from moderately thin
samples is still within the typical MC-MA-T phase diagram, and the MC structure
can be recovered by cooling the sample below room temperature. Interestingly, an
ultra-thin tetragonal BiFeO3 film did not show any structural phase transition above
30 K.
Further investigations on ultra-thin BiFeO3 films on different substrates are needed
to better understand the interplay between structure, film thickness, and the misfit
strain. Having established the structural symmetry, a complete determination of the
atomic structure, including the oxygen octahedra tilt angles, can be obtained as a
function of the strain and thickness by quantitative analysis of crystal truncation rod
and half-order peak intensities.
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Typical Orientation Matrix Determination
Procedure
The orientation matrix can be obtained in two different ways which are described
in [1]:
(1) When the crystal lattice constants and the x-ray wavelength are accurately
given, finding the directions of two linearly independent Bragg peaks of known HKL
indices determines the orientation matrix.
(2) Finding the angular positions of three linearly independent Bragg peaks (or
even more than three; in this case, at least three peaks should be linearly independent)
can determine the orientation matrix without using the wavelength or the lattice
constant information.
For easier sample alignment for surface diffraction experiments, it is preferable to
define the unit cell of the sample crystal such that the (001) direction of the unit cell
is along the sample surface normal. Also, in this study, all the sample substrates are
prepared to be low miscut (< 0.1◦), which is the angular discrepancy between the
crystallographic (001) direction and the optical surface normal. Therefore, when the
diffractometer z axis is aligned with the sample surface normal (laser alignment), the
(001) axis of the crystal is also very close to the z axis. The most significant unknown
is the orientation of the (100) direction of the crystal relative to the x axis of the
diffractometer (azimuthal orientation). Since the lattice constant of the substrates,
the x-ray wavelength, and the (001) direction of the sample are known with good
accuracy, the calculated diffractometer angles of a given non-specular [not parallel
to (001)] substrate Bragg peak will have a significant offset only in the azimuthal
rotation, and all the other angles should be close to the actual value. Therefore,
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while monitoring the diffraction intensity at the detector, the sample can be rotated
around the azimuthal axis until the strong Bragg peak intensity is observed. Accurate
angular positions for the Bragg peak can be found by fine-tuning the diffractometer
angles until the maximum intensity is achieved. Once the (001) direction and one off-
specular reflection is found, the orientation matrix can be determined using method
(1) described above.
Since the lattice constants or x-ray wavelength may be different from the nominal
values if the substrate is prepared in a different condition or the monochromator at
the beamline has a calibration error, it is safer to use method (2) for determining the
orientation matrix. Nevertheless, the matrix obtained with method (1) should still be
quite close to the actual one, and the calculated angular positions of many other Bragg
peaks based on the matrix will be very close to the actual peak positions. Therefore,
fine-tuning of the diffractometer angles near the calculated peak positions of several
Bragg peaks is the only necessary step, and an accurate orientation matrix can be
determined by an unweighted chi-square fitting of the measured angular positions of
Bragg peaks [1, 2].
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APPENDIX B
Determination of Optimal Control Parameters for
Genetic Algorithms
Two user-selectable control parameters are involved in differential evolution algo-
rithms. They are the mutation constant km and the recombination constant kr [1].
During the fitting process, each individual of the next generation will be constructed
based on the parent individual, the one which has the lowest FOM and two other
randomly selected individuals. These mutation and recombination parameters deter-
mine how much randomness will be added into the parent individual to form the next
generation. This randomness allows the genetic algorithm to search a large volume
in the parameter space; this reduces the probability of being trapped in local min-
ima. If not enough randomness is involved, the fit can easily be trapped in a local
minimum, and if too much randomness is involved, the fitting will take too much
time to converge to a solution. Therefore, appropriate km and kr values are required
to successfully utilize the genetic algorithm. Ideal km and kr values depend on the
system being modeled and the FOM used for fitting. Hence, before starting to use
genetic algorithms for a system with a given FOM, proper km and kr values should
be established.
Since randomness is involved in every evolution to the next generation, the genetic
algorithm is not deterministic. Taking advantage of the indeterministic nature of the
algorithm, the reliability of a particular km and kr combination can be checked by
running the same fit several times and comparing the convergence ratio of obtaining
the same solution. To determine the ideal combination of km and kr, both the conver-
gence ratio to the lowest FOM (reliability of fitting) and the number of generations
required for converging to the best solution (speed of fitting) should be considered.
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Figure B.1: Comparison between the FOM evolution as a function of generation for
three different combinations of km and kr. A logarithmic FOM [Equa-
tion (4.3)] was used in all cases. (a) With (kr=0.9, km=0.95), 5/5 fits
converged to the lowest solution within approximately 1,500 generations,
but with (kr=0.9, km=0.5), all fittings seem to be stuck in local minima
within 50 generations and none of the them converged to the lowest FOM
solution. (b) With (kr=0.5, km=0.9), 5/5 fits seem to be converging to
the lowest solution, but have not completely converged even after 20,000
generations.
Figure B.1 shows the different convergence behavior for three combinations of
km and kr for fitting a ZnO CTR dataset with five independent trials for each set.
Figure B.1 (a) compares a combination with (kr=0.9, km=0.95) to another one with
(kr=0.9, km=0.5). For (kr=0.9, km=0.95), shown by the red curves, all five inde-
pendent fits converge to a single solution after about 1500 generations. For (kr=0.9,
km=0.5), drawn in blue curves, all five trials converge to some solution after about
50 generations. All of them, however, are stuck at local minima and not able to
approach the lowest solution found with (kr=0.9, km=0.95). Using (kr=0.9, km=0.5)
therefore is definitely not a good choice of parameters, because it does not provide
enough randomness to avoid trapping in local minima. The yellow curve in Figure B.1
(b) shows the fitting behavior for (kr=0.5, km=0.9). In this case, all five trials seems
to converge toward the lowest solution found with (kr=0.9, km=0.95). However, the
evolution is too slow and has not yet fully converged even after 10,000 generations.
This means that too much randomness is involved with this combination to achieve
an efficient convergence behavior. Various combinations of kr and km values were
tried for this test, and combinations with (kr=0.7, km=0.8) and (kr=0.9, km=0.95)
are found to be the best in terms of speed and reliability for the ZnO CTR fitting. It
generally takes about 24 hours for ten independent ZnO CTR fits to converge with
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those parameter combinations, and usually almost all of them converge to the same
solution with the lowest FOM of any achieved solution.
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APPENDIX C
Error Bar Estimation in Genetic Algorithms
In the model fitting process, several parameters are fitted simultaneously. To de-
termine the error bar of each fitted parameter, the correlation between the fit parame-
ters should be considered. Some fitting algorithms, such as the Levenberg-Marquardt
algorithm, provide the correlated error bar estimation. Those fits, however, work
only for a least-square FOM. Since our data extend over six orders of magnitudes
(10−2-104) in intensity, the datapoints in the strong signal region would have signifi-
cantly more weight than those datapoints with weak signals. To put similar weights
on datapoints with strong and weak signals, the FOM should be based on a loga-
rithmic function of the diffraction amplitude [1]. In the process of genetic algorithm
fitting, numerous random combinations of the fitting parameters form the individuals
of each generation, and each individual carries the information about the FOM for
its own parameter combination. Thus, thousands of points in parameter space are
sampled during the course of a fit, and information on the parameter landscape can
be extracted by surveying the history of the fit. All individual parameter sets cre-
ated during the fit process contain the correlation information between parameters
because each individual has different random values for all parameters. Figure C.1
(a) and (b) show the individual map and simulation of FOM as functions of atomic
displacement and the occupation of the oxygen atom in the topmost double-layer of
the ZnO Zn-polar (0001) surface sample (sample 4 in Table 3.1) respectively. The
horizontal red line indicates a 5% increase in the FOM with respect to the best solu-
tion, which is the common value used in the literature for the error bar estimation of
fitted parameters [2]. As can be seen in Figure C.1 (b), taking into account the cor-
relations between parameters produces larger error bars than the calculation without
considering the correlations.
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Figure C.1: Error bar estimation diagram. Blue dots represent the FOM value for
each individual parameter set used during the entire fitting process, and
the green line shows the calculated FOM by changing only one param-
eter with all other parameters fixed at their best values. (a) Error bar
estimation of the atomic displacement of O1 (oxygen atom in topmost
double-layer). The green curve and the envelope around the set of blue
dots agree well with each other, which means that this parameter is not
significantly correlated with other parameters. (b) Error bar estimation
of the atomic occupation of O1. Obviously, the envelope around the blue
dots (pink dashed line) covers a larger range of layer occupation within
the 5% increase in the FOM, which means that this parameter is more
significantly correlated with other parameters.
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Peak Splitting Patterns and Crystal Symmetries
During the growth of epitaxial thin films, the substrate lattices apply strong con-
straints on the orientation of in-plane axes of the film. Out-of-plain axes of the film,
however, are not constrained by the epitaxy, and this can result in several struc-
tural domains with different out-of-plane axis orientations. The unit-cell symmetry
of these films cannot be determined by conventional single-crystal diffraction or pow-
der diffraction techniques because the film crystals are neither a uniformly oriented
single-crystal nor a randomly oriented poly-crystal.
In a real measurement, the diffraction patterns of each structural domain overlap
with each other, typically resulting in Bragg peak splitting. By examining this peak
splitting, the unit-cell symmetries of the films can be determined. In the following
discussion, the relation between the peak splitting pattern and the unit-cell symmetry
of the film will be introduced for the case of films grown on cubic or tetragonal
substrates (a, b, and c are orthogonal to each other, and a = b).
If the substrates have a cubic or tetragonal structure, thin films grown epitaxially
on these substrates are confined to have orthogonal in-plane lattice vectors with the
same length. This allows only three crystal symmetries for the film: cubic, tetragonal,
and monoclinic. Figure D.1 shows the possible crystal structures and corresponding
diffraction patterns for single-domain cases. Figure D.1 (a) describes the case of
films having cubic or tetragonal symmetry. In real space, the c lattice vector is
perpendicular to the a and b vectors, which results in H and K axes perpendicular
to the L axis in reciprocal space [see Equation (2.23)]. The film can also have an MA
monoclinic structure for which the c lattice vector is parallel to the [uuv]pc (u < v)
direction [1]. Here, the subscript pc denotes pseudocubic. In this case, as can be seen
in Figure D.1 (b), the HK-plane of the reciprocal lattice rotates around the [HH0]pc
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Figure D.1: Relation between the diffraction pattern and unit-cell symmetry of single-
domain films. (a) cubic or tetragonal structure (b) MA monoclinic struc-
ture (c) MC monoclinic structure.
axis, and the diffraction pattern becomes tilted with respect to that of the tetragonal
structure. As described in the figure, the HHLpc peaks are tilted most significantly,
and the H0Lpc and 0KLpc peaks are also tilted, but to a lesser degree. Lastly, the film
can exhibit an MC monoclinic structure with the c lattice vector parallel to the [u0v]pc
or [0uv]pc direction. Figure D.1 (c) shows the diffraction pattern in this case, and the
H0Lpc and 0KLpc peaks are fully tilted while the HHLpc peaks are only partially tilted.
Based on this information, the unit-cell symmetry of single-domain films can be
determined from the diffraction pattern. If all the peaks at four-fold symmetrically
equivalent positions of in-plane rotation (for example, H0Lpc, 0HLpc, H0Lpc, and
0HLpc peaks) are at the same L position in the orthogonal reference frame, the film
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Figure D.2: Relation between the diffraction pattern and unit-cell symmetry of multi-
domain films. (a) In case of MA monoclinic structure (b) In case of MC
monoclinic structure.
possesses cubic or tetragonal symmetry. If the L positions of peaks are different from
each other, the film has MA or MC monoclinic symmetry. The MA and MC structure
can be distinguished by examining the difference between the L positions of peaks
that are rotated by 180◦ with respect to each other. For films with MA symmetry,
the L difference between {HHL}pc peaks is larger than that of {H0L}pc peaks, and for
MC symmetry, the difference between {H0L}pc peaks is larger than that of {HHL}pc
peaks.
Now, let us consider films with multiple structural domains. Films with tetragonal
symmetry cannot have multiple domains because there is only one orientation possible
due to the epitaxial constraint (a and b lattice vectors must be along the in-plane).
For MA monoclinic films [Figure D.2 (a)], four different orientations of the mon-
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oclinic domains are possible: the c lattice vector is parallel to either of the [uuv]pc,
[uuv]pc, [uuv]pc, and [uuv]pc directions (v > u > 0). As discussed in the single-domain
case, the HHLpc (H>0) peak from the domains with c parallel to [uuv]pc (red color)
is displaced downward with respect to the peak positions of the orthogonal reciprocal
lattice (cubic, tetragonal). The diffraction pattern of the domains with c parallel to
[uuv]pc (green color) is tilted the opposite way, and the HHLpc (H>0) peaks from these
domains are displaced upward. Domains with c parallel to [uuv]pc (yellow) or [uuv]pc
(blue) are not tilted with respect to the [uuv]pc direction, and therefore the peaks from
these domains stay at the peak positions for orthogonal reciprocal lattices. Hence,
as can be seen in the reciprocal space part of Figure D.2 (a), HHLpc peaks become
threefold split. HHLpc peaks are also threefold split, but in this case, the peaks from
the red domain displace upward and those from the green domain displace downward.
On the other hand, the H0Lpc (H>0) peaks are twofold split, because the peaks from
red and yellow domains are displaced slightly downward and overlap each other, and
those from blue and green domains are displaced slightly upward and overlap each
other. Thus, for multi-domain MA monoclinic films, all HHLpc and HHLpc peaks are
threefold split, and all H0Lpc and 0KLpc peaks are twofold split.
Exactly the opposite peak splitting behavior can be observed from multi-domain
MC films. In this case, as can be seen in Figure D.2 (b), all HHLpc and HHLpc peaks
are twofold split, and all H0Lpc and 0KLpc peaks are threefold split.
Therefore, the unit-cell symmetry of the multi-domain films can be determined
by analyzing the peak splitting pattern.
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APPENDIX E
Preventing Overshoot in Weak Signal Regions of
CTRs
The CTR intensity decreases exponentially as one moves away from the Bragg
peak. If the crystal surface has a significant roughness profile, the intensity decreases
faster and it becomes almost impossible to measure the CTR intensity in the midzone
region far from the Bragg peaks.
Figure E.1 shows the measured (21L) rod from an uncoated ZnO O-polar (0001)
surface. Since the Bragg peaks at odd L values are missing due to a selection rule,
the signal becomes very weak in those regions, and, as a result, there are missing
datapoints in the dataset, which can be seen in the figure near L=1 and L=3. These
missing datapoints can be problematic when fitting. In Figure E.1 (a), the fitting
result (red line) fits very well in the region with measured datapoints. However, the
simulated rod shows significant humps of intensity in the region with the missing
datapoints. This is quite problematic because if the simulated humps were real,
they should be measurable during the experiment. The missing datapoints in the
rod, however, are due to the CTR intensity weaker than lowest measurable intensity
(∼10−2 in this dataset). The simulated intensity values in the missing data region
should hence be lower than the lowest measured intensity in the dataset. In order
to address this problem, we introduced a new FOM function, ‘loglim’, for the fitting.
In Figure E.1 (b), green datapoints are filling the gap between the last measured
datapoints (blue datapoints). These green points are from a linear interpolation
between the lowest measured intensity points right before and after the gap, and they
act as limit points for the simulated intensity. The loglim FOM is basically identical
to the ‘log’ FOM [Equation (4.3)] in the way of calculation, but if the simulated
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Figure E.1: Overshoot problem in CTR fitting. (a) Fitting with standard ‘log’ FOM
results in intensity overshoot in the missing datapoint region. (b) Fitting
with ‘loglim’ FOM successfully prevented the overshooting problem.
intensity is greater than the interpolated intensity in the gap, the difference is added
to the FOM as an additional penalty:
Pi =











Here, Einti denotes the interpolated intensities in the gap region between the lowest
measured intensity points [green datapoints in Figure E.1 (b)]. By employing the
loglim FOM function, the parameter space is modified such that those parameter sets
where the simulated intensities violate the limit points have larger FOMs and cannot
be the lowest solution. Figure E.1 (b) shows the fitting result using this new FOM
function, and, as can be seen in the figure, the lowest FOM with no limit violations
in the gap region is successfully found.
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