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Abstract 
This paper explores the power series expansions of polynomial equations in N variables. 
Expansions considered have exponents lying in some convex conical region in RN. An 
N-variable analog of the Newton polygon construction for polynomials in two variables is used 
to construct such series expansions. The structure of these series is related to the theory of fiber 
polytopes as introduced by Billera and Sturmfels in [2], and this relationship is used to draw 
conclusions about certain ramification loci. 
1. Introduction 
Let F(xl, . . . , xN + 1) = 0 be an algebraic equation with complex coefficients. We are 
interested in the fractional power series expansions 4(x1, . . . , xN) such that 
F(x,, . . . . x,,4) = 0. 
For the case N = 1, such expansions can be obtained using a construction due to 
Newton involving the Newton polygon of F [l 11. 
It may seem that the construction in the N-variable case could be obtained by 
iterating Newton’s construction. However, such an iteration would produce series 
with increasing powers in all variables, and we are interested in more general series 
solutions whose exponents lie in some convex conical region in QN. It turns out 
that the structure of such series expansions are related to the Newton polytope, P(F), 
of F. 
The fact that we have singled out x N+ 1 for the construction defines a projection 
$ : P (F) + R. Our main result is that, under certain discriminantal conditions, the full 
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systems of series solutions of F = 0 are in one-to-one correspondence with the vertices 
of the fiber polytope Z, of 11/ introduced by Billera and Sturmfels [2]. In the case 
N = 1 the fiber polytope turns out to be a line segment, and the complete systems of 
solutions consist of expansions in increasing or decreasing powers of x. 
As an application of the methods in this paper, we will look at the ramification 
locus of the projection rc:X -+ (@*)N where X is the hypersurface defined by F = 0 in 
(C*)N+ I. Under the same discriminantal conditions, such complete systems give 
a bound on the ramification locus of the projection. 
2. Rings of fractional power series 
2.1. Example: Rational functions. To motivate the ideas that follow, we recall the 
special Case where xN+ 1 is a rational function in Xi, . . . , xN. Let 
1 
xN+l = F(xl,...,xN)’ (1) 
For notational COnVenienCe if 1 = (ii, . . . , iN) E [WN we Will let alx* denote 
4 iN 
a(i,,.,.,iN)xl "'xN. 
Definition 2.2. For a polynomial 
F(xr ,...,x,)=Ca,x’ 
the Newton polytope of F is the convex hull of the set of exponents in F, i.e. 
P(F) = conv(l E Z”: a, # 0} c R”. 
Consider the Newton polytope of F (x), see Fig. 1. We can expand l/F(x) as a power 
series in different ways using the geometric series expansion. Factor out of f(x) 
a monomial that corresponds to one of the vertices of P(F). 
1 1 
xN+i =-‘- 
al, XI0 1 + g(x)’ 
where g(x) = Cr + I, alxr/aI,xlO. By the geometric expansion we get 
xN+l = ---&&4d(4. (2) 
By factoring out one monomial we have shifted the exponents in the denominator 
so that the new denominator has the polytope shown in Fig. 2, a translate of the 
original polytope. We are taking the geometric progression of terms that lie in the 
cone C spanned by the faces containing the chosen vertex, so all monomials appearing 
in series (2) also lie in this cone. 
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Fig. 1. 
If we had tried to factor out a monomial corresponding to a point of P(F) that was 
not a vertex we would have gotten a series in which finding a coefficient would involve 
summing an infinite number of terms. For obvious reasons, we avoid such expansions. 
The construction for rational functions can be summarized by the following theorem. 
For more information see [4, Chapter 63. 
Theorem 2.3. The series expansions of xN+ 1 = l/f (x1, . . . , xN) with monomials given by 
points in some convex cone correspond to the vertices of the Newton polytope of 
f(x 1, . . . ,xN). Zf a vertex v of P(f) corresponds to the series expansion &(x1, . . . ,xN), 
then the monomials in C#I correspond to points lying in some translate of the cone spanned 
by the faces which contain v. 
2.4. Fractional power series and support cones. We will use the notation in [3] for the 
discussion of the cones. Consider a real vector space I/ = RN. A convex polyhedral 
cone in RN is a set of the form 
C = {rlvl + ... +rkvk:riEIW,ri>O), 
where v 1, . . . , ok E RN are vectors. A cone is called rational if Vi lies in QN for every i, and 
is called strongly convex if it contains no nontrivial linear subspaces. 
We identify the dual space V* of I/ with RN by means of the usual pairing 
(u, x) = 2 Uixi. Let C be a strongly convex rational polyhedral cone in RN. Define the 
dual cone, C* c I/*, to be the set 
C*={uERN:(u,x)IOvxEC}. 
Let w be any linear function on RN, we extend w trivially to a linear function of 
RN+ l by defining for x E RN+’ 
(w,x):= <w,(xl,-..,xN))~ 
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A hyperplane in H in R ‘+I is called w-constant if for each c E [w 
(w,Hn{XN+l =c}):= {(w,x>: xEHn{XN+l =c}} = {d,} 
for some d, E R. I.e. w is constant on each “vertical” section of H. 
Note that through any line in RN+ ’ that is not parallel to the x1, . . . , xN-hyperplane 
there goes a unique w-constant hyperplane. Since we will be using the x1, . . . , xN- 
hyperplane frequently, we will call it the null hyperplane. 
If n is an integer greater than zero, then the set 
forms a semigroup under addition. From such a semigroup we can form the semi- 
group ring @CC,], i.e. the ring of all finite formal sums of the form C a,x” where 
u E C,. We regard elements of @[C,] as fractional Laurent polynomials in the 
variables x i, . . . ,x,. Let @[[C,]] be the completion of the ring @[C,], i.e. the ring of 
all formal fractional power series, Cast, a,~‘. 
Definition 2.5. If C is a strongly convex rational polyhedral cone in RN, then the ring 
of fractional power series in the variables x1, . . . ,xN with support in C is defined by 
@CCGJl = ii @CCC”ll. 
II=1 
More generally, the ring of fractional power series with support in some translate of 
C is 
@((Gd) = LJ x”@ CCGJI. 
asw 
It is essential to require that C be strongly convex, otherwise the set @[[Co]] does 
not have a well defined multiplicative structure, since finding a coefficient when 
multiplying two general series involves an infinite sum. 
Let C be a strongly convex rational polyhedral cone. For any 
in @((Cd)) we will define the support off as the set of exponents which appear in J i.e. 
Supp(f) = {CX E QN: a, # O}. Since f E x”@ [[C,]] for some n, the support of f must 
lie in some lattice (l/n)Z. 
For example, if N = 1 and C = R, , then @[[C,]] is the usual ring of Laurent 
power series, Q= [[xl], over the complex numbers, and @((Co)) = U,,, x”@((x”“)) is 
the ring of fractional Laurent series in one variable as in [l l] where it is denoted 
c(x)*. In [11] the Newton polygon construction is used to show that Cc(x)* is an 
algebraically closed field. 
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2.6. Convergence of elements of C((C,)). In order to speak of the convergence of 
fractional power series in @((C,)), we must define the manner in which these series act 
as functions on cN. More precisely, we must define the action of x’ = XT’ ... xz on 
(c*)N. To do this we only need to choose, in each variable, a sector in @* and define 
a branch of the logarithm in this sector, e.g. the principal branch of the log: Let @ \ R _ 
be the chosen sector and define 
for each variable xi. We are primarily interested in the regions for which an 
f E @ [[Cl] is absolutely convergent (i.e. where x lai, Ilx\’ converges). 
Definition 2.7. If C is a convex rational polyhedral cone, then C {{Co}} will denote 
the subset of @((Co)) consisting of all series which are convergent at some point of 
(@*)“, i.e. if for f E C ((Co)), D, is the domain of convergence of 1; then 
q(cQ>) = {f~@(GN Df +s>. 
Note that C { {Co} } consists only of convergent series whose exponents lie in Z [l/n] 
for some n. 
It is convenient o pass to the logarithms of the lxil when considering convergence, 
therefore we introduce the space IF!,“,, called the logarithmic space of (@*)N. This space 
is associated to (@*)” via the map 
Log: (@*)” + RN 
given by 
Log(x1, . . . rXN) =(log(Ixlt),...,log(IxNI)). 
The usefulness of this notation is indicated by the following lemma. 
Lemma 2.8. For each f E @ ( (C, > > the domain of convergence of f has the form 
Log- 1 (U), for some convex set U c RX,. 
Proof. For each such f there exists some n E Z + such that f E @((C,)). Therefore, this 
lemma follows, by a change of variables, from the well known fact [6] that this is true 
for power series with integer exponents. 0 
Lemma 2.9. Suppose f = 1 a,xa is in @((C,)) and f has a nonempty domain of 
convergence D (i.e. f E @ { {Ca}}), then there exists some A E (@*)” such that la,1 I iA”1 
for almost all a. Moreover, if x is any point in D, and C is any cone which contains the 
Newton polytope P( f ), then C* + Log(x) c Log(D). 
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Proof. Suppose x E (@*)N satisfies 11 a,j Ix/” I 00. We may assume that la,1 jxr < 1 
for all a, since this must be true for all but a finite number of a. Also we can assume 
that Supp(f) c C since f = xag for some j where g has support lying in C. Now if we 
rewrite the above inequality, we get 
Suppose x’ E (C*)N such that Log(x) E C* + Log(x). Then since Log(x’) = 
w + Log(x) for some w E C* and (w, a) I 0, we have that for each a E C 
04(x’), a> I <Log(x), a> 
and so 
al Wlxi I) + “’ + aNlog( 5 allog(~xl() + “’ + aNbg(ixNi) 
which implies that 
log(lx;“l ...XFI) I log(lx;’ . ..xZI). 
Since, on R, , the function log is monotone increasing, we get 
IX;oll . ..xc”I 5 Ix?’ . ..xZI. 
Therefore, for every a E C, Ix’J’ I 1x(‘, yielding that C [a=[ lx’l’ I C lao,l [XI’. 0 
We say that f converges at some point y E IRE, if Log-‘(y) c D where D is the 
domain of convergence for f: The above lemma can be summarized by saying that if 
f converges at some point y E Rl”,, then f converges on some translate of C*. Using 
these two lemmas it is now possible for us to prove the following theorem. 
Theorem 2.10. Zf C is a cone in RN and f E C (C,)) is algebraic over a= [xl, . . . , xN] then 
there is some translate of C* on which f is convergent. 
Proof. The fact that there is a point at which f converges follows from [ 11. Given this, 
the theorem then follows from Lemma 2.9. 0 
3. Fractional power series solutions to algebraic equations 
3.1. Newton polytopes and normal cones. With these preliminaries we can now turn 
to the question posed in the introduction: How does one construct a fractional 
power series x&.+1 =4(x1,..., xN) which satisfies a given algebraic equation 
F(x 1, -.-, xN+ 1) = O? To answer this we will need to closely investigate the Newton 
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polytope of F. Two constructions associated with the polytope will be of particular 
interest, normal cones and normal wedges. 
Definition 3.2. Let u be any vertex of P(F), the barrier cone of v is the cone 
i.e. the cone spanned by the vectors from u to points in P(F). We have already seen an 
example of this: the cone C in Fig. 2. The dual cone of C(u) is called the normal cone of 
u and is denoted C*(u). 
Let e be any edge of P(F) which is not parallel to the null hyperplane. We will refer 
to edges with this property as admissible dges. The vertices of e with the largest and 
smallest xN + 1 coordinates will be respectively called the major and minor vertices of e, 
and will be denoted by m(e) and M(e), respectively. Let p = (pl,. . . , pN+ 1) and 
4 =@?I,*.., qN+ r) be the two endpoints of e. Define the slope, S(e), of e with respect o 
xN+ 1 t0 be the VeCtOr 
S(e) = qN+l :pN+l(41 -Pl,...,qN-PN). 
For such an edge we define the barrier cone of e as the following subset of RN. 
Definition 3.3. Let L be the line in RN+ ’ containing the line segment e, and let y be the 
point of intersection of L with the null hyperplane (such a point exists since e was 
assumed not parallel to this plane). Then define the barrier wedge of e in RN+r by 
W(e) = {A(p - x) + x: A E R+, p E P(F), x E L}. 
The intersection of this wedge with the null hyperplane is a convex rational polyhedral 
cone, C(e) + y, which has its vertex at y. Define the barrier cone of e to be C(e), i.e. the 
translate of the cone based at the origin. The dual C*(e) of C(e) will be called the 
normal cone of e. 
Definition 3.4. Let P be a polytope in RN+ I, and iltt II/ : RN --) R be the projection onto 
the last coordinate. A monotone edge path on P is a sequence E = {el, . . . ,e,} such 
that for each i, M (ei) = m(ei+ 1) and ei does not lie parallel to the x1, . . . , xN-phne. 
Therefore the edge path is increasing with respect o $. 
A monotone edge path is called coherent if 
/i C*(ei) # (0). 
i=l 
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3.5. Solutions to algebraic equations. To state the next theorem we will need to refer to 
a special type of linear functional. A linear functional in (RN)* will be called irrational 
if its coordinates are linearly independent over Q. 
Theorem 3.6. Let F (x1, . . . , xN+ 1) be a polynomial in N + 1 variables. Let e be any 
admissible edge of the polytope P(F). Let C* = C*(e) c RN be its normal cone, and let 
k, be the length of the projection of e onto the xN+ ,-axis. Then 
(a) For each irrational w E C* there exists some strongly convex rational polyhedral 
cone C, such that w E C,* and such that the ring @((C,,)) contains at least k, 
series {4i}i counted with multiplicity such that for each i 
F(x It..., XN, $i) = 0. 
(b) In fact, @((C,,)) contains, up to multiplicity, exactly k, series that correspond 
to e. 
Proof. We will prove part (a) and defer part (b) until a later section. To prove (a) we 
inductively build a series of the form 
So we first build 4i and then move on to 4,, for any n. In most respects, the 
constructions will be identical. 
Let 
FI(XI, . . . ,XN+I) = F(xI,...,xN+I) = c a,xr, 
IES, 
where Si = Supp(F). Let el = e be the edge of P(F,) chosen in the hypotheses, and let 
N(e) and C(e) be the barrier wedge and cone of el, respectively. The edge el has 
a Slope with reSpeCt t0 xN+1, say S(el) = (s~,~,...,s~,~). Define 
41(x1, . ..P 
xN) = ~.x;~1.1 . . . xiSI.N, 
where cl is a solution of the equation 
Fe(t) = 1 Ui ,,,,., iN+, tiN+l-m(e)N+l = 0. (3) 
(iI,..., iN+I)Ee,“sI 
where m(e)N+ 1 is the (N + 1)st coordinate of the minor vertex. We will refer to this 
equation as the edge equation of e. This sum ranges over all of the terms of F1 which 
correspond to points on the edge e 1. Such a solution exists since there must be at least 
two points of S on e,. 
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The degree of Eq. (3) is equal to the difference between the largest and the smallest 
iN+ 1 appearing in el nS. Therefore, the number of solutions to Eq. (3), counting 
multiplicity, is equal to the length, k,, of the projection of the edge e = el onto the 
xN + i-axis. 
For the rest of this construction we will need to use the chosen element w of the 
normal cone of el. By assumption w is irrational. So, for any c1 # a’ E QN we have 
(w, a) # (w, a’), and hence w induces a linear order on QN. If $ = x? ... xi is 
a monomial in N variables, we will use the notation (w, I++) to indicate the value 
(4 (i l,...,iN)). 
Assume that F,_i(xr, . . . . xN+i), e,_l (an edge of P(F,-r)), and &_i have been 
constructed. Let F, be defined by 
FAX l,...,xN+l)=F,-1(x1,..., XN, +“-I + xN+l). 
We assume that i+Gn = 0 is not a solution of F, = 0. If it were we would have the desired 
solution of F = 0. 
To construct 4, we will choose an edge on the Newton polytope of F. satisfying the 
conditions of the following lemma. For every i = 1, . . . , n - 1 we let ki be the multipli- 
city of ci as a root of the edge equation of ei. 
Lemma 3.7. On the Newton polytope P(F,) there is a unique coherent edge path 
E=e l,ny . . . ?ek,n 
such that 
(a) The major vertex M(e,,,) lies on the line, L, through e,_ 1. 
(b) The minor vertex m(el,,) lies on the null hyperplane. 
(c) The major vertex M(e,.,) has xN+ 1 coordinate equal to k,- 1. 
(4 (w, den-l)> < (w? dek.d> < .++ < (WY s(ed>. 
63 w E f-j:= 1 C*(ei.,). 
The last condition assures us that for each edge ei,” the unique w-constant hyper- 
plane containing ei,,, is a supporting hyperplane for the polytope P(F,). 
Let e, be any edge on the edge path of Lemma 3.1, and define 
+, = C,&~“.’ . . . X;S..N, 
where the N-tuple (s,, 1, . . . ,s,,N) is the slope of the edge e, and c, satisfies the edge 
equation 
Fen(t) = 1 ai,, . . . ,iN+l tiN+l-m(e)N+l = 0, (4) 
(iI,...riN+l)Ee.ns. 
where S, = Supp(F,). 
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The fact that 
<w &+I)> > (4 de,)) > (w, s(el)> 
assures us that the terms are linearly ordered under the order on QN induced by w. We 
will define 4” = &_ 1 + t,bn. Having inductively constructed I,+, and 4,, for all n we 
define our candidate for a solution of F = 0 to be 4 = C,“=, $,,. 
To complete this construction and show that 4 satisfies the conditions of Theorem 
3.6(a) we must 
(1) 
(2) 
(3) 
(4) 
(5) 
prove Lemma 3.7. 
show that Supp(4) lies in some proper cone C, of RN 
show that the exponents of 4 lie in some lattice (l/n)Z. 
show that 4 satisfies the equation F(x,, . . . ,xN+ 1) = 0. 
show that the number of series, up to multiplicity, created by this process is 
greater than or equal to the length of the projection of e onto xN+ 1. 
3.8. Proof of Lemma 3.7. We will construct the required edge path and simulta- 
neously prove parts (a), (b) and (e) of Lemma 3.7. Consider F, and its Newton polytope 
P(F,). We will investigate its relationship to F,,_ 1 and P(F,,_,). As above, let 
S,_ 1 = Supp(F,_ 1) and 
F,-,(x) = c aIxl. 
I=(& ,..., iN+,)eSn_, 
Therefore 
Fnh, 1.. ,xN+l) = c aIxf’ “’ x$($n-l + xN+lJiN+’ 
IES”_, 
= ,z_ a,xf' ... 
n I 
If we rearrange this second expression we get 
F,(xI, . . . 
iN+ja.-bN 
XN X 
iN+I-j 
N+l ’ 
(5) 
Notice that, in these expressions, the exponent on xN+ 1 is always an integer. Examin- 
ing these expressions, we can also see that for each term, 
T= iN+a.-l,N XN 
iN+j-j 
xN+l 3 
the point on the Newton polytope, P(F,), which corresponds to T, lies on the line 
through I (a point of Supp(F,_ 1)), with slope ( -a,_ 1, 1,. , . , -a,_ 1.N). So each point 
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on the Newton polytope P(F,) lies on a line through a point of P(F,- 1) and parallel to 
the edge e,_r. One consequence of this is that the Newton polytope P(F,) is 
supported by the w-constant hyperplane P,,, determined by e,_ 1. 
Consider the summand of F. whose terms correspond to points of P(F,) which lie 
on the line L,_ 1 containing e, _ 1. Let PI be the point L,_ 1 n {xN+ r = 0}, i.e. the point 
of intersection of L, _ 1 and the null hyperplane. Let Pz = A4 (e, _ 1 ) be the major vertex 
of e,_ 1. We will examine the coefficients of the monomials in F, which correspond 
PI and Pz. Both monomials have the possibility of occurring in F, with nonzero 
coefficients, since both appear in Eq. (5). 
For P,, the coefficient of the corresponding monomial is 
since all of the terms in expression (5) which contribute to expression (6) must 
correspond to points on the edge e,_I of P(F,_,) and must also have a vanishing 
xN+ ,-exponent. By the construction of c, this sum is equal to 0. Therefore PI is not in 
J-V’,). 
The coefficient of the term corresponding to Pz is unchanged from what it was in 
F,_ 1. Any term alxil ... xI’~+l other than that corresponding to Pz contributes only 
terms corresponding to points lying on the line through I, parallel to e, - 1, and lying 
to the lef of I (i.e. their xN+ 1 coordinates are less than that of I). Since there are no 
terms in F,_ 1 corresponding to points on L,- 1 to the right of Pz, the only contribu- 
tion to Pz in F, comes from P2 itself. So j in expression (5) is 0, and hence the coefficient 
remains unchanged. 
Lastly we need to note that there are terms in F,, which correspond to points on the 
null hyperplane. Since 1,4. = 0 is not a root of F. = 0, such points exist. 
Putting all of this together, we get that there are points of P(F,) which lie on L,_ 1. 
We know that all such points have strictly positive x N+ ,-exponents, and that there are 
points of this polytope lying in the null hyperplane, i.e. strictly to the left of all points 
in P(F,,) lying on L,_ 1. Hence conditions (a) and (b) of the lemma are satisfied. Since 
P(F,) is the convex hull of a set containing these points and lying on one side of the 
w-constant plane P,,,, there must be an edge path, el,,, . . . ,Q~, on P(F,) such that 
M(ek,“) lies on L,_ 1 and m(eI,,) lies on the null hyperplane, namely the edge path 
E that maximizes w on each vertical section (See Fig. 3). Hence condition e) is satisfied. 
Since w is irrational, this edge path is unique. 
Next we establish (d) of Lemma 3.7 by showing that 
cw9 S@k,n)) > (WY d&l)>. 
The other inequalities follow from the same argument. 
Let P,,, be the w-constant hyperplane containing e,- 1. Note that P, is a supporting 
hyperplane for P(F,_ 1) and P(F,). Define the vectors u:= (ur, . . . , UN. 1) and 
ui:=(u,,...,uN, 1) associated to e,- 1 and ek,n respectively as follows. If 
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Fig. 3. 
M=(M1,..., JI~~+~) and m =(q,..., mN+ 1) are the major and minor Vertices Of 
e,_l, then 
Mi - mi 
Ui = 
M N+l-mN+l 
and likewise for ek,” and u. Note that u and u are tangent o e, and ek,nr and (ul, . . . , UN) 
and (Ok,... , UN) are the slopes of e, and et,” with respect to xN+1 respectively. If 
I = (iI, . . . . iN+l) is the point of intersection of ek,n and L,,_i, and L, is the line 
containing ek,n, then the points of intersection of L,_ 1 and L, with the null hyperplane 
are 
respectively. Let L be the line of intersection of the plane P, with the null hyperplane. 
P,,, contains L,_ 1, so the point p1 lies on L while P2 lies in the interior of the half 
N-plane determined by P,,, that contains P(F,,)n {xN+ 1 = 01. 
By the construction of the linear functional w and the edge path E, we have that 
(w, p1 > > (w, p2 > and so 
(w, -iN+lu)>(w, -I'N+lu) 
which implies, since w is linear, that (w, u) < (w, u) and hence that 
(w, a(‘+,)) > (w, s(e,_ 1)). This finishes the proof of condition (d) of Lemma 3.7. 
Last, we need to prove condition (c). Let e, be any edge on the edge path. Note that 
the normal cone of this edge does indeed intersect C *(e,_ 1), since in particular w is 
contained in both of these cones. 
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We need to show that the xN + I coordinate of A4 (e,_) is k,. Consider the derivatives 
with respect o xN + 1 of both F,_ I and F,. Recall that 
F, = F,-l(xl,...,xN,c,_lx~n-‘.’ .Q;-‘.~ + x~+~). 
Hence, FA = FA-, (xl,... ,xN, $,, + xN+ 1), where FA denotes the derivative of F,, with 
respect o xN+ 1. Let P and P’ be the polytopes of F.- 1 and FA_ 1 respectively. We are 
taking the derivative of a polynomial in integer powers of xN + 1, so P’ is obtained from 
P by removing the points of P lying on the null hyperplane and then shifting the rest of 
the polytope by - 1 in the xN + 1 coordinate. 
Let L, _ 1 be the line through e, _ 1, and let LL _ 1 be the translate L, _ 1 - (0, . . . ,O, 1) 
of L,_l. Finally, let Qn _ 1 and Qi_ 1 be the intersection points of L,_ l and 
Lb_ 1 respectively with the null hyperplane. We define the coefficient restriction of 
F,_, to the edge e,_, by 
Unless (F,_ 1 le._, )’ is a constant, Lb_ 1 is the unique line which contains the terms of 
(Fn-ale._,). 
Let (aiXuz} be the monomials of F. _ 1 le._, . By construction, c,_ 1 is a root of the edge 
equation 
(7) 
So the coefficient in F, of the monomial corresponding to Qn_ 1 is 
To determine the coefficient on the monomial corresponding to QA_ 1 in F:, consider 
the terms of (F,_ 1 le._,)‘. They are 
a1.i ,.. 
UN+ l,iaixl 
Q. i 
XN 
QN+l.i- 1 
‘N+l 
By the chain rule we get 
$(F.) = $ @‘n-l) (X1,...,XN~dkl + xN+l) 
N+l N+l 
So in the same way as we showed that (7) was the coefficient of the monomial 
corresponding to Qn_ 1 in F,, we see that 
(8) 
is the coefficient of the monomial corresponding to Q& f in F:. 
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If k,_ 1 = 1 then c,_ 1 is not a root of Eq. (8). Therefore the coefficient of QA_ 1 in 
F,’ is nonzero, and so the xN + I coordinate of M (ek, J is 1. The case where k, _ 1 > 1 
follows by applying the same argument as above with higher-order derivatives. This 
completes the proof of part (c) and therefore the proof of Lemma 3.7. 
3.9. The exponents of 4 lie in a lattice. This argument is almost identical to its single 
variable counterpart [ll]. Let (cj,j) and (ao, 0) be the major and minor vertices of 
e, respectively, where ai E RN, and j = k,_ 1. Since we have only carried out a finite 
number of steps, F, lies in some lattice I/mZN and so there are vectors mO, mj such that 
m. 
-_=a 0 
m 
and 2=aj, 
m 
Since ei determines a line with Slope a, = (al,n, . . . , EN,“) 
a0 = LZj + ja, 
and hence 
a0 - aj 
a, = ~ 
mo-mj P =---=- 
j mj mq 
where p E ZN and q E Z such that there is some i. for which pi, and q are relatively 
prime. 
If (a,,, h) E e, and ah = mh/m then 
P a0 - ah m0 - mh 
-=I&= -=---- 
mq h mh ’ 
Therefore q(mo - mh)i, = Pi, h, and since (q, Pi,,) = 1, we know that q divides h. 
Therefore the edge equation of e, has the form 
Fen(t) = s(tq). 
But by above for n sufficiently large c, is a root of Fe” of multiplicity 
k,_ 1 = deg,,+, (FJ. Therefore 
F,. = d(t - ~J~n-1. 
Since k,_ 1, d and c, are all nonzero, F,“(t) must have a nonzero coefficient at t’. Hence 
q = 1 which implies that Q, E l/mZN for all n sufficiently large. 
3.10. Proof that the support of 4 lies in a cone 
Lemma 3.11. There exists some no > 0 such that for all n 2 no the major vertices of 
e, are the same. 
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Proof. By Lemma 3.7 we know that the major vertex of e, has XN+ i-coordinate equal 
to k,_ I which is a decreasing sequence. Since k, 2 1 for all n there must be some 
no > 0 such that knO_ 1 > k,, but k,. = k,, for all n’ > no. 
We now proceed by induction on n 2 n o. Since the claim is obvious for eno, let 
n > no. The length of e, is equal to the length of e, _ 1. Therefore the edge path 
constructed in Lemma 3.7 consists entirely of one edge, e,. Therefore, the major vertex 
lies on the line L, _ 1 that contains e, _ 1 and has an x N + 1 coordinate less than or equal 
to that of the major vertex of e,_ i. Hence these two points are equal. 0 
With this lemma we can prove that the support of &I lies in some translate of C (e,,). 
Let w be any element of C* (e,,). Now, F,, lies in the barrier wedge of e,, , and since the 
minor vertex m(e,,+ I ) 1 ies inside this barrier wedge, we can conclude that P(F,0+2) 
also lies in this barrier wedge. Using this argument recursively shows that for every 
n > no, P(F,) lies in the barrier wedge of eno. This fact implies that the minor vertex of 
e, lies in the barrier wedge of e,, but not on the line through e,,. 
Using the same argument as was used in Lemma 3.7, we can show that 
(4 s(eJ) > (w, s&J> 
which shows, since w was arbitrary, that a, = - S(e,) E C(e,,) for all n > no. Since all 
but a finite terms are in this cone, the entire series must be contained in a translate of 
C(e,,). 
3.12. Proof that 4 satisfies the equation. Consider F as an element of the polynomial 
ring over C ((C,)). Since 4 is itself a member of this ring, we have a well defined notion 
of 4 satisfying F(4) = 0, where F (4) = F (x1, . . . , xN, 4). 
We must show that for each I > 0 there is an no > 0 such that if n > no and if B(O; r) 
is the ball of radius r about 0, then 
Supp(F(Xi>... ,xN, 4")) = RN\B(O;d, 
i.e. all the exponents of Supp (F(x, ,..., xN, 4.)) lie beyond the ball of radius r. 
Let u1 be the intersection of the line Li containing el with the null hyperplane. Since 
Supp(4) is contained in a half-plane determined by w, and w is a linear functional, it is 
sufficient o show the following. If, under the ordering induced by w, pr and p2 are the 
largest points of Supp(F(&,)) and Supp(F(&+ i)) respectively, then p1 > p2. (Recall 
that w gets smaller as we move out along the terms of (b.) 
WeneedtocomparethetwoseriesF(xl,...,xN,~,)andF(X,,...,x,,~,+,).Todo 
this we will consider 
F, = F(xl, . . . ,xN,& +XN+I) and F,+I =F(xI,...,xN,~~+I +xN+I). 
The key point to notice here is that the former can be obtained by substituting 
XN+i =Ointothelatter.AssumethatneitherF(x,,...,XN,~,)norF(x,,...,XN,~,+,) 
is 0, since, if either were true, we would trivially have the desired result. 
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Now by the discussion presented in the proof of Lemma 3.7, we know that P(F,) lies 
above the w-constant plane determined by e, _ 1 and likewise P(F,+ 1) lies above the 
plane determined by e,. With this, the inequality, 
(w, s&l)> < <w, s(Q) 
yields the desired result. 
3.13. Proof of the lower bound on the number of solutions. To conclude the proof of 
Theorem 3.6(a), we need to show that the number of solutions obtained from an edge 
is at least the length of the projection of that edge onto the xN+ ,-axis. 
The first coefficient of any solution series corresponding to the chosen edge e is 
a root of a polynomial whose degree is equal to the length, k,, of the projection of that 
edge. So there are, counting multiplicity, k, possibilities for this first coefficient. For 
each distinct root we get a different solution series and hence we get at least as many 
series as the number of distinct roots of this equation. 
For each multiple root we need to consider what happens with later coefficients. So 
assume that c, is a multiple root of the edge equation of e,. Since the length of the edge 
path constructed in Lemma 3.7 for e,, 1 is equal to the multiplicity of c, as a root of 
the edge equation of e,, we see that the total number of possible choices for the 
(n + 1)st coefficient is at least equal to the multiplicity of c,. Again, distinct coefficients 
will yield distinct series expansions. 
Let 4 be built as above. By Lemma 3.7, for all n sufficiently large, c, has some fixed 
multiplicity kg as a root of the edge equation Fen(t). We claim that the multiplicity of 
4 as a root of F = 0 is at least k,. Suppose k, > 1 then by the proof of Lemma 3.7 each 
c, is a root of d’k’F,n((t)/dtk for all n and all 1 I k I k+. Therefore 4 is a root of 
dkF/dxi+l and hence has multiplicity at least kb. Since the k,‘s must add up to at 
least the degree of the edge equation of el we see that up to multiplicity the number of 
series solutions is greater than or equal to the degree of F,, and hence the length of the 
projection of e, onto the xN+ I-axis. 
Since all of these solutions lie in strongly convex rational cones whose duals contain 
w, and since w is irrational, there must be some strongly convex rational cone 
C, containing the supports of all of these series. This finishes the proof of Theorem 
3.6. I-J 
3.14. Simple roots - a special case. For a polynomial F(xI , . . . , xN+ 1) we will let 
d,,+,(F) denote the classical discriminant of F with respect o xN+ 1. Recall that the 
discriminant of a polynomial p(x) in one variable is a polynomial in the coefficients of 
p(x) that vanishes precisely when p(x) has a multiple root. (For a thorough discussion 
of classical discriminants ee [4, Chapter 121 or [S].) Likewise for a polynomial g(t) of 
one variable, d,(g) will denote the discriminant of g with respect o t. 
Corollary 3.15. Zf c1 is a simple root of F,(t), and 4 is the series built by the above 
algorithm, then Supp($) c C(e). More generally, if the discriminant A,(F,(t)) # 0 then 
all series generated from this edge have support in C(e). 
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Proof. Since ki = 1, no = 1 and so the result follows from the proof in Section 
3.10. 0 
Remark 3.16. Recall that in Section 2.1 we considered the case of a rational function 
F(x) = XN+lf(Xl,...,XN) - 1 = 0. 
Note that the Newton polytope P(F) is a cone over the Newton polytope of fi 
Therefore, the vertices of P(f) correspond to the admissible edges of P(F). For 
1, . . . , uN) a vertex of P(f), the slope of the corresponding edge in P(F) is 
4. Fiber polytopes and full sets of solution series 
If d is the degree of F in the variable x N+ 1, then we would like to find rings of 
fractional power series which contain a full set of d solutions to the equation F = 0. 
The answer involves the notion of the fiber polytope of the projection PL Q as 
defined in [a]. Let us recall the definitions. 
Let P c RN be a convex polytope. Let II/: RN + RM be a surjective linear map and 
let Q = +(P). The fiber polytope Z&P, Q) is defined to be the set of vector integrals 
s Y (4 dx Q 
where y ranges over all continuous sections of $, i.e. maps y : Q + P such that 
Il/Oy = id,. 
We apply this construction to the following situation. Let P = P(F) be the Newton 
polytope of F, let Q = [0, d] where d = deg.++, (F) and let $ be the projection onto the 
last coordinate. 
If E is a monotone edge path (see Section 3.1) which is maximal, i.e. $(E) = Q, 
then E defines a section yE of $. From now on we consider only maximal edge paths. It 
was shown in [2] that the vertices of C,(P, Q) have the form &O.dl yE(x) dx, where yE is 
the section corresponding to a coherent edge path E. Moreover, if u is a vertex 
1 yE(x) dx of C,(P, Q), then the barrier cone C(u) is the union of the barrier cones of 
the edges in E. 
With these definitions we may formulate the following corollary to Theorem 3.6(a). 
Corollary 4.1. Let F(x,, . . . , xN+ ,) = 0 be an algebraic equation such that each edge of 
P(F) satisfies d,(F,) # 0. Let E = {eI, . . . . e,} be a coherent edge path on P(F). Let 
d = deg.++,(F) be the degree of F with respect to xN+ 1 and let 
C = i, C(ei) 
i=l 
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be the union of the barrier cones of the edges in E. Then the ring @((C,)) 
contains d solutions to F (x1, . . . , xN+ 1) = 0, counting multiplicity. Therefore complete 
systems of solutions are in one-to-one correspondence with the vertices of C(P(F), 
CO> 4). 
Proof. By proof of Theorem 3.6, if ki is the length of the projection $(ei), then the 
number of solutions, counting multiplicity, that correspond to ei, is at least ki. Again, 
as in the proof of Theorem 3.6, we can order Co via an element of C,*, to get that if 
4 corresponds to ei and 4’ corresponds to ei,, then the lowest-order monomial of 
4 and 4’ must differ. Hence, in this case 4 # 4’. 
By these two facts we see that the number of solutions of F(xI, . . . ,xN+ 1) = 0 in 
a=((&)) is at least ki + ... + k, = d. Since this equation can have at most d solutions 
in any integral domain, we have that the number of such solutions is exactly d. 0 
Remark 4.2. In the case where the edge discriminants are not necessarily 0 the same 
proof will apply to show that some cone C, with w E C,* has a full set of d solutions, 
where w is chosen as in Theorem 3.6. 
5. Proof of Theorem 3.6(b) 
We can use Remark 4.2 to prove Theorem 3.6(b). Let e be an edge of the polytope 
P(F), and let k be the length of $(e). Let w E C*(e) be a linear functional with 
coordinates that are linearly independent over Q. Then as described above, w defines 
a coherent edge path E = {el, . . . , e,} on P(F). Since w is maximized on e, we get that 
e E E. 
By Remark 4.2, there is some cone, C, such that for each i, C(ei) c C, and such that 
the ring Q= ((Co)) contains d solutions, counting multiplicity, to F (x1, . . . , xN+ I) = 0, 
ki of which correspond to each ei. Since @((C,)) can contain no more than d solutions 
and kI + e.. + k, = d, we have that the number of solutions corresponding to each 
edge, and in particular, e, is exactly ki, the length of+(e). This completes the proof of 
Theorem 3.6. 
6. Remarks and examples 
6.1. Fields other than @. Note that the proof above works for any algebraically closed 
field of characteristic 0. Also, as in the single variable case, a version of this construc- 
tion works for fields of arbitrary characteristic. For fields of characteristic p, the 
inductive construction must be carried out transfinitely and so we may have solution 
series which have supports containing limit points, as in [7,9, lo]. Such solution series 
will always have well ordered supports in QN with respect to the chosen linear 
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functional - w. The statement hat the support of the solution series lies in a lattice 
and the proof that the constructed series lies in some cone no longer hold. 
* 6.2. Estimate for the ramification locus. Let X c (@ ) N+ l be the variety given by the 
equation F(x,, . , xN+ I) = 0. Assume that X is smooth and that F satisfies the 
discriminantal condition of Corollary 4. I. Consider the projection Ii’ : X + (a=*)” 
defined by 
n(X*,...,%v+l)=h ,... ,XN). 
A point (a=*)” is called ramified under n if the number of inverse images of y is 
less than the degree d of the mapping J d = degxR+, (F). A point that has II inverse 
images is called unramified, see [SJ. Note that the locus D thus defined also includes 
points where x N+ 1 becomes infinite. Therefore this locus is a subvariety given by the 
equation 
Pd(Xl, -,XN)4w+*(F) = 0 
where Pd is the coefficient of xi+, in F(xI, . . . ,x~+ ,) and d,,V+,{F) isthe discriminant 
of F with respect o the xN + 1. 
Suppose that F has a complete set of d fractional power series expansions of 
xN+l through xl, ,,., xN+1 in some ring C ((C,)). There exists some translate CL of 
C, such that the inverse image, under II, of Log- 1 (CL) is a union of graphs of analytic 
functions given by convergent fractional power series in (C*)“’ ‘. Since X is smooth, 
these graphs do not intersect. Therefore, the number of inverse images of any 
y E Log- 1 (C,) is precisely d. Hence, none of the points of this set are ramified. 
Suppose that F is chosen so that dr(Fe) # 0 for all admissible dges e c P(F). Let 
{Ci c RN} be the normal cones of all vertices of the fiber polytope Z(P(F), [O, d]). 
By Corollary 4.1 there are translates Cf of Cl for each i such that all points of 
Log- ’ (C;) are unramified points of II. Hence 
Log(D)n 6 (Cl) = 8 
i= 1 
where m is the number of vertices of E(p(F), [0, d]). So through the above methods we 
get a bound on the image, under the map Log, of the ramification locus of II as 
indicated in Fig. 4. 
6.3. Necessity of the disctiminantal condition. The following example will show that 
the conclusion of Corollary 3.15 is not necessarily true for edges that do not satisfy the 
discriminant condition of that corollary. Let 
F(x, y, z) = 1 + 2xz + 2yz + 2zz + x22* + y*z*. 
We want to express z as a series in x and y. The Newton polytope of F is a simplex 
with vertices (0, 0, 0), (2,0,2), and (0,2,2), Let e be the edge with end points (0, 0,O) 
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and (2,0,2). Then e itself is a maximal edge path and 
FI, = 1 + 2xz + x2z2 = (x2 + 1)2. 
Therefore F,(t) = 1 + 2t + t2 and so d,F,(t) = 0. Let C(e) and C*(e) be the barrier 
and normal cones of e respectively. Assume that C((C(e)o)) contains a full set of 
2 convergent series expansions for F = 0. There is then some translate C*(e) + y of 
C*(e) such that there exist two series expansions on C*(e) + y. Note that C*(e) is the 
cone generated by (0, - 1) and (1, 1). 
Calculating the discriminant d,(F) we see that it is equal to 8(xy - 1) and so the 
zero locus of d,(F) is the irreducible variety xy - 1 = 0. The ramification locus R(F) 
of the projection 7~: {F = 0} --) [w must be a subvariety of the zero locus of d,(F). 
Therefore R(F) = {xy - 1 = O}. Taking Log@(F)) we get log)yl = -1oglxl. There- 
fore 
R(F) = {(u, V)E I&: u = -0). 
This implies that, regardless of what y is, R(F)nC*(e) + y # 8. By the remarks in 
Section 6.2, this is a contradiction. Therefore @((C(e),)) cannot contain 2 series 
solutions for F = 0. 
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