A 2-month (August-September) regime of the year 2007 West African monsoon (WAM) was simulated with 27 physics combinations using the Weather Research and Forecasting model at 20-km horizontal grid. The objective is to examine WAM sensitivity to parameterization of microphysical, convective, and boundary layer processes for long-term simulation. The model precipitation was evaluated against the TRMM, CMORPH, and GPCP satellite rainfall products. The surface temperature was compared against the ERA-Interim, NCEP, MERRA, and global surface air temperature, an ensemble of the three reanalysis datasets. Model skill score (MSS) computed from a synthesis of the normalized correlation coefficient, mean bias, and mean absolute error was used to rank the model performance. Results show the model adequately simulates the diurnal cycles of surface temperature than precipitation, as well as the westward propagation of intense precipitation associated with the African easterly waves. The new Grell-Freitas (nGF) cumulus parameterization scheme (CPS) outperforms its predecessor especially when combined with the Mellor-Yamada-Nakanishi-Niino 2.5 (MYNN) planetary boundary layer scheme. The new simplified Arakawa-Schubert (nSAS) and Tiedtke CPSs produced better simulation of precipitation and surface temperature, respectively. The simulation of observed peak of diurnal precipitation in nSAS and nGF highlights success made towards a more realistic representation of convective processes by the schemes. Goddard microphysics and MYNN performed better for both variables. Based on the MSS, some relatively good and poorly performing combinations for precipitation and surface temperature were identified. The optimal combinations are however not separated in a statistically significant way and, thus, could be used for longterm simulation of WAM.
Introduction
West African rainfall season is dominated by the West African monsoon (WAM) system. The WAM provides most of the precipitation in the region as it transports abundant moisture into the monsoon domain by the warm and moist southwesterlies from the Atlantic Ocean (Redelsperger et al. 2002) . The precipitation produced by the monsoon serves as a major source of water supply for rain-fed agriculture and could also determine food availability and sustainability over the region. On the other hand, torrential and severe rainfall events during the WAM season could lead to flood events that can have a negative impact on economic activities from loss of cultivated croplands, lives, and properties. Another critical threat is reduced amount of monsoon rainfall that can lead to meteorological drought with dire consequences for agricultural production, food security, and potable water supply. This makes WAM of economic importance to policy makers, stakeholders, and the scientific community. It is therefore necessary to better understand the WAM dynamics for improved onset and cessation forecast as well as its rainfall delivery potential.
The WAM is a complex large-scale circulation system defined by changes in surface and lower-level wind direction. Its initiation is associated with meridional horizontal temperature gradient between the Atlantic Ocean and continent. The WAM involves interactions of many multi-scale atmospheric circulation components such as monsoon flow, e.g. African Easterly Jet (AEJ), Tropical Easterly Jet (TEJ), African Easterly Waves (AEW), and Mesoscale Convective Systems (MCS). This makes the simulation of regional climate over this area and its surroundings quite challenging.
Previous studies have shown varying performances with different parameterized physical atmospheric processes in regional climate simulations. For example, Flaounas et al. (2011) examined the impact of some physical schemes using Weather Research and Forecasting (WRF) model in regional climate mode. They highlighted the effect of planetary boundary layer (PBL) schemes to be strongest on temperature, humidity vertical distribution, and rainfall amount while the cumulus parameterization schemes (CPSs) strongly influenced the dynamics and precipitation variability. Furthermore, the Mellor-Yamada-Janjic (MYJ) PBL was found to produce more realistic humidity, temperature, and WAM onset when combined with Kain-Fritsch (KF) . The different combinations, used in Flaounas et al. however, revealed the role of different regional climate features in the dynamics of WAM. Hagos et al. (2014) studied the response of the African monsoon system and Sahel precipitation to land use land cover (LULC) change in WRF model. Their study emphasized the role of land-atmosphere interactions on WAM, that is, normal (wet/dry) seasons have significantly stronger (weaker) response to changes in LULC because there is moisture/limited energy during the wet/dry years. An important conclusion of Hagos et al. is that changes in precipitation are related to changes in circulation, the intensity, and latitudinal position of the AEJ, which varies with the changes in meridional surface temperature gradients. Klein et al. (2017) also investigated the feedback of observed interannual vegetation change on the WAM using WRF model. They identified a feedback process that led to higher (lower) rainfall amounts during nighttime (daytime) for higher vegetation fraction (and the opposite for lower vegetation fractions) in both water and energy-limited regions of West Africa. Thus, the coupling between the WAM dynamics and land surface processes cannot be over emphasized.
A more recent study by Li et al. (2015) reported that biases in radiation fluxes that originated from radiation physics influence radiative forcing and the spatial distribution and intensity of WAM precipitation. Likewise, different radiation treatments reproduced different meridional surface temperature gradients between the Sahel and Guinea coast, a major driver of the WAM. This variation affects the position of both the AEJ and low-level monsoon inflow from the Gulf of Guinea coast. Noble et al. (2014) showed that Grell-Devenyi CPS has a stronger linear relationship than KF CPS in its ability to reproduce vorticity maxima associated with the AEW. The Grell-Devenyi scheme was also shown to perform relatively well in simulating the westward-propagating precipitation maxima associated with AEW (Noble et al. 2017) . Klein et al. (2015) used a multi-physics ensemble approach to reproduce the WAM and purported that both microphysics (MP) and PBL have significant contributions to the ensemble spread of monsoon precipitation over West Africa. Moreover, the PBL was found to impact more on cloud fraction and thus have stronger influence on the movement of the monsoon rainband. These studies underscored the crucial role of physical parameterization in the simulation of WAM and the difficulty in the model setup giving that there are numerous available parameterization schemes in WRF model. The complexity in the model setup raises an issue of having the best physics combination as presented in earlier studies (Flaounas et al. 2011; Noble et al. 2014) . Further, conclusions from these studies however stressed that any kind of physics evaluation is subjective and depends on the verification techniques, region of focus, and variables of interest.
The goal of this study is to complement previous studies by further quantifying the dependency of WAM simulations on the choice of physics parameterizations with focus on newly improved schemes. The motivation behind the approach is to identify optimal combinations of various physics schemes for long-term regional climate simulation over the monsoon region. This is intended to provide guidance for the model community in making selection of optimal sets of physics parameterization for WAM simulations and applications and will be used as a basis for follow-on studies over longer periods and for regional climate projection. The study focuses and presents the inter-comparison of some selected regional physics from choices of MP, PBL, and cumulus (CU) parameterization schemes. Section 2 gives a detailed description of the WRF model, the data used, and the experimental design. Section 3 presents and discusses the results, and conclusions are drawn in Section 4.
Data and methods

WRF model configuration
This study used the WRF model (version 3.8.1 released in 2016) to simulate a 2-month regime of WAM from August to September in 2007, which was observed to be a normal monsoon year. During this regime, the WAM is fully developed in August and consistent with the Saharan heat low over land and the highest pressures in southern tropical Atlantic, thereby bringing about widespread of rainfall in the monsoon domain; thereafter, the westerly wind speed drastically decrease with no significant change in the area of westerly wind in September (Janicot et al. 2008) . Another set of simulations was done using the later version 3.9 of the WRF model to test the newly modified Grell-Freitas CU scheme (hereafter, nGF) .
The domain is centered on the West African region (0°-20°N , 20°W-20°E; outer red box in Fig. 1 ) and also has an area of the Atlantic Ocean, which serves as the major source of moisture carried into the region by the monsoon flow. The horizontal grid size is 20 km and the center is at 12.5°N and longitude 0°. The initial and lateral boundary conditions are from ECMWF Interim Re-Analysis (ERA-Interim) at horizontal resolution of 0.75° (Dee et al. 2011 ) and 1°resolu-tion National Centers for Environmental Protection (NCEP) final analysis (FNL) initial soil data (sea surface temperature, soil moisture, and temperature) from the NCAR's Computational and Information Systems Laboratory Research Data Archive (CISL RDA) (NCEP FNL 2000) . The reason for using the FNL soil data is because it is more consistent with the soil layers and scheme of the unified Noah land-surface model used. In this study, the first 5 days were used as spin-up, so only 6 August to 30 September 2007 was analyzed.
Model validation datasets
West Africa is one of the data sparse regions where the conventional rain gauge and synoptic weather station network remain inadequate for validating the spatiotemporal distribution of the model results. Therefore, the skill of precipitation simulation is assessed using satellite rainfall products (SRPs) from Tropical Rainfall Measurement Mission (TRMM; Huffman et al. 2007 ), Climate Prediction Center (CPC) MORPHing technique (CMORPH; Joyce et al. 2004) , and GPCP (Huffman et al. 2009 (Huffman et al. , 2016 . The SRP was interpolated at 1°× 1°resolution using the first-order conservative remapping method (Jones 1999) . The reliance on the precipitation verification analysis has to be made with caution because of the differences between SRPs (Noble et al. 2017 ) as a result of their observation platforms and different algorithms used in producing them. However, the high temporal and spatial (3 hourly and 0.25°) resolution TRMM 3B42 product is one of the reliable sources for merged high-quality precipitation estimates (Huffman et al. 2007) and it is therefore used as the standard for evaluating the model outputs. Global Precipitation Climatology Project 1°Daily (GPCP 1dd) is another reliable SRP produced from optimized merged estimates computed from microwave, infrared, and sounder data observed by the international constellation of precipitation- (Huffman et al. 2009 (Huffman et al. , 2016 . Also, the model results are compared with the CMORPH global precipitation analyses produced at high spatial and temporal resolution similar to that of TRMM. Reanalyzed surface air temperature products including ERA-Interim, NCEP, Modern-Era Retrospective analysis for Research and Applications (MERRA; Rienecker et al. 2011) , and global surface air temperature (GSAT; ensemble of ERA, NCEP, and MERRA), interpolated at 0.5°× 0.5°resolution, are used to validate the model surface temperature. The bias correction of both monthly mean maximum (Tmax) and minimum (Tmin) GSAT was performed using the Climate Research Unit Time Series version 3.10 (CRU TS3.10) data (Wang and Zeng 2014) .
Physics options
A total of 27 runs were produced from the combinations of two microphysics, six cumulus convections, and three planetary boundary layer schemes (see Table 1 for references). The WRF model has quite a number of options with varying levels of complexities for each physics process. These three physics play important roles to modify the atmospheric moisture and heat distribution, and thus, their proper treatment is critical to realistic simulation and prediction of the WAM and its associated dynamics. The selected schemes are widely used within the WRF community and have been shown to perform well over different regions. Other physics like the unified Noah land-surface model scheme (Chen and Dudhia 2001) and Rapid Radiative Transfer Mdel (RRTMG) schemes (Iacono et al. 2008) were kept constant in all simulations.
The WSM5 MP scheme allows no supercooled water and has immediate melting of snow below the melting layer, whereas the Goddard (GD) MP scheme is a six-class microphysics with graupel and modifications for ice/water saturation based on Lin et al. (1983) . The YSU is a planetary boundary layer (PBL) scheme with stronger boundary layer top entrainment and boundary layer inner mixing than MYJ (Zhang et al. 2012) . MYJ is a local closure scheme that predicts turbulent kinetic energy (TKE). MYNN PBL uses local TKE-based vertical mixing in boundary layer and free atmosphere. KF is a mass flux type CU parameterization scheme with updrafts and downdrafts, entrainment, and detrainment of cloud, rain, ice, and snow. It has both deep and shallow convections and uses a convective available potential energy (CAPE) removal timescale closure. BMJ is a profile adjustment scheme that relaxes both deep and shallow profiles to a reference profile without explicit updraft, downdraft, or cloud entrainment. Both GF and nGF are mass flux schemes that have multiple closures, including CAPE removal, quasi-equilibrium, moisture convergence, and cloud-base ascent. The difference in both schemes is that nGF has the capability to trigger mid-level convection and its shallow convection also produces rainfall. Similar to the KF, the new Tiedtke (nTDK; Tiedtke 1989; Zhang et al. 2011 ) is a mass flux scheme with updrafts and downdrafts. Another newly modified scheme is a CAPE removal time-scale simplified Arakawa-Schubert (nSAS) scheme that has momentum transport with a pressure term and new mass flux type shallow convection that is different from the earlier SAS CU. The 27 physics scheme combinations tested are shown in Fig. 13 . Based on the WSM5 microphysics test results, three less CU schemes were tested with GD microphysics.
Model evaluation method
There are various evaluation statistics that can be used to assess model performance. However, there is no single statistic that encapsulates all aspects of interest. It is therefore important to consider different performance statistics and also to understand the type of information they might provide. In this study, a few statistics of the model outputs are computed in order to find the optimal physics combinations for long-term simulations. These statistics examine the strength of correlation, systematic error, and accuracy of the model in comparison to observation and are detailed below.
One of the statistics used is correlation coefficient (r), a measure of the strength of the linear relationship between model and observations.
where O represents observation or reanalysis, M model output, σ standard deviation, and n number of data points in the series. The mean bias (B) is an indication of the mean over-or underestimate of predictions. It has the same units as the quantities being considered.
The mean absolute error (MAE) determines the mean error between model and observation regardless of whether it is an over-or underestimate. It also has the same units as the quantities being considered:
Furthermore, to compare and rank the physics performance based on their statistics, a new comparative model skill score (MSS) is defined and computed. The first step in computing Fig. 2 a-f Diurnal cycle of precipitation (mm/h) averaged over the evaluation area (5°-15°N and 10°W-10°E). Each stack plot represents the combinations of MP and PBL physics while the lines represent the CU physics and SRPs Fig. 3 a-f Time series of daily precipitation amount (mm/day) averaged over 5°-15°N and 10°W-10°E. The stack plot is the same as described in Fig. 2 MSS is to calculate the time and space statistics. The space statistics were derived from the time average of the evaluation area (in Fig. 1 ) and quantify the error in the mean patterns. The time statistics are based on comparing the time series of spaceaveraged values within the same area and quantify errors in phase. Thereafter, the MSS is calculated from the sum of the normalized (X norm ) values of time (t) and space (S) correlation coefficient (r), bias (B), and mean absolute error (MAE). where X could be either time or space averaged r, |B|, and MAE, and X min and X max are defined by the worst and best of the 27 compared simulations.
where |B| norm = S|B| norm = t|B| norm Simulations with higher MSS values perform better while those with lower values have poorer performance. Each of the five normalized terms has values ranging from 0 for the worst to 1 for the best, so the scores for a given variable range between 0 and 5. Figure 2 shows the diurnal cycle of precipitation rate averaged over latitudes 5°-15°N and longitudes 10°W-10°E for 6 August to 30 September 2007. Each of the stacked plots (Fig. 2a-f ) displays the combinations of MP and PBL physics.
Results and discussion
Precipitation analysis
The black and colored lines are the SRPs and CU simulations, respectively. Both TRMM (reference) and CMORPH SRPs are analyzed and compared with the individual simulations. The peak of diurnal precipitation of the two SRPs occurred at 18 h (Fig. 2) in agreement with the findings of Klein et al. (2015) . Some of the simulations reproduced early diurnal precipitation peak at 15 h relative to the reference peak. The peak of nTDK, BMJ, and KF occurred at 15 h whereas that of nSAS, GF, and nGF occurred same time with TRMM and CMORPH, suggesting that some CU schemes trigger earlier convective activity. The right peak simulated by some CUs underscores some success made towards a more realistic parameterization of convective process in nSAS and nGF. However, the differences in model diurnal precipitation peaks lay emphasis on some of the uncertainties inherent in the representation of sub-grid scale convective processes and thus suggest the need to explicitly represent deep convection with a more realistic model dynamics (Prein et al. 2013) . Further results show that nGF simulated a delay in the minimum rainfall compared with observed. In addition, KF and nGF produced more precipitation during the daytime and nighttime, respectively, than other CU schemes. Figure 3 shows the daily precipitation amount averaged over latitudes 5°-15°N and longitudes 10°W-10°E for 6 August to 30 September 2007. The stack plot is the same as that described in Fig. 2. In Fig. 3 , the SRP, including GPCP, daily precipitation phase quite agrees with each other while some model outputs simulated different phases. For example, combinations of KF and nGFs with WSM5-YSU produced excess daily precipitation amounts for some cases. Other model runs give similar daily precipitation patterns as TRMM but with varying magnitudes. Also, the simulations reproduced the observed wet period in August and dry period in September.
The averaged spatial distribution of daily precipitation is presented in Fig. 4 . Only few of the combinations that performed best relative to the CU schemes are displayed. The SRP daily precipitation patterns agree with each other. They all showed precipitation maximum cores around the west coast of the region between latitudes 5°-15°N and also around the Cameroun Mountain. This pattern was also found in most of the model simulations. From the results in Fig. 4 , it can be inferred that the orographic effect of the Cameroun Mountain caused the model to produce intense precipitation maximum around the area. Another agreement is evident in the reduced precipitation amount between longitudes 0°-10°W and northward of latitude 7°N. This is pronounced in some runs with nTDK, GF, nGF, and KF. The KF CU triggered strong convection and usually unrealistic precipitation events with rotational features that looked like tropical cyclones over land (not shown). This behavior in the KF runs resulted in overestimated daily precipitation amounts.
There were noticeable spatial systematic errors in all simulations (e.g., in Fig. 5 ). The error however varies in location and magnitude. For example, KF in Fig. 5a produced wet precipitation bias > 10 mm/day between 10°-15°N latitude band and dry bias around coastal regions. Other cumulus schemes had moderately wet and dry precipitation biases. Figure 6 shows the time-longitude cross section (Hovmöller) of daily precipitation that describes the westward propagation of precipitation maxima linked to the activity of the AEWs. Some studies have shown a tight coupling of convective rainfall activity with the African Easterly Waves (AEWs: Duvel 1990; Thorncroft and Blackburn 1999; Diedhiou et al. 1999; Noble et al. 2017 ). All SRPs showed more active westward-propagating maxima associated with AEWs in August and less in September. Also inherent in the models is the westward movement of the precipitation maxima but the phase may differ. The AEWs are found to be active all through the considered period in KF and GF but the reduced activity later was more realistic in nTDK, BMJ, and nGF. In BMJ, the waves are less organized and appear more like episodic events but nTDK, nSAS, and nGF show wellstructured linear westward propagation of the precipitation maxima. Similar patterns of well-defined active westward propagation of precipitation maxima in August occur for TRMM, GPCP, and CMORPH data.
Evaluation of precipitation
As emphasized earlier in Section 2 of this study, the information of interest in this study is the correlation, systematic error, and accuracy of the model outputs relative to reference observations. Figure 7 presents the scatter plots of precipitation for both time-and space-averaged statistics. TRMM was used as the reference observed data to evaluate other SRPs and model precipitation. GPCP and CMORPH agree with TRMM in terms of lesser MAE and stronger correlation both at spatial and temporal scales. Combinations with nTDK, BMJ, and nSAS show high skill with correlations between 0.4-0.65 and MAE of < 3 mm/day in space and time (Table 2 ). Most simulations with KF or old GF performed poorly. However, the old GF combined with WSM5-MYNN performed fairly in WRFV3.8.1 while the modified nGF in WRFV3.9 produces a much better simulation when combined with the same MP and PBL schemes, that is, WSM5-MYNN. The improved performance of the nGF underlines the positive effects of its modification.
Furthermore, the MSS of the individual model simulations were ranked from the highest to the lowest in Table 3 . It can be seen from the table that runs with BMJ, nTDK, and nSAS had high MSS compared with the KF, GF, and nGF with low MSS. However, the nGF improved much with WSM5-MYNN highlighting its advantage over the old version. It is also possible to group the simulations sharing a particular parameterization. For instance, the average group score with GD MP has better skill than that with WSM5 while MYNN PBL group score is found to be higher than other PBLs (not shown). Also, the average group score of nSAS CU runs produces the highest MSS among the selected CU schemes.
Surface temperature analysis
Similar to the precipitation, the diurnal cycle of surface temperature at 2 meters (T2m) are computed for each of the 27 member runs in Table 2 and compared with ERA (reference), MERRA, NCEP, and GSAT. Figure 8 shows the diurnal cycle of T2m with and without differencing relative to ERA, that is, Fig. 8a , b, respectively. Figure 8b displays the biases inherent in model outputs and other data sets relative to ERA. In Fig. 8a , the surface temperatures for both model and reanalysis reach their minimum and peak at 06 and 15 h, respectively. However, with the observed minimum and maximum reproduced in all simulations, it is less clear to observe the latent systematic error in Fig. 8a .
It is evident in Fig. 8b that the magnitude of peak in MERRA is earlier at 12 h compared with other reanalyses. Combinations with YSU produce the highest difference ranging between 0.4 and 0.8°C during early daytime and nighttime, being warm-biased at night. The simulations of MYNN MP are closer to ERA in the early hours of the day than MYJ; however, both show cooling during evening and nighttime. Also, T2m responds differently to the combination of CU schemes with MP and PBL. For example, nSAS mostly simulates a warm bias in all combinations while GF reproduces cooling. The cooling in nTDK is obviously stronger with GD than with WSM5, and this cumulus scheme seems to vary more with the selected microphysics than other cumulus options. At night, the nGF is warmer than GF but cooler during the daytime. Figure 9 , displaying the daily average 2 m temperature in the region over the 2-month period, shows the existence of bias between ERA and NCEP, MERRA, and GSAT, that is, ERA is mostly cooler than the other reanalysis products. However, the models and reanalysis products have the same pattern of daily T2m. On average, all series tend to fluctuate between 298 and 299 K (~25-26°C) in August and thereafter warmed by 1-2°C in September. The warming marks the end of the monsoon season when the rainband, which tightly couples with the movement of the Inter-Tropical Discontinuity (ITD), retreats southwards such that cloud cover and precipitation decrease and insolation increases. The magnitude of the daily surface temperature series is higher in YSU PBL simulations but consistently more realistic in MYJ and MYNN. One distinguishing difference between GF and nGF is that GF is more out of phase with ERA compared with nGF. This behavior is more pronounced in the month of September where the T2m by GF is found to be cooler than the reference data. Unlike the highly variable precipitation, the model simulates a more realistic spatial distribution of surface temperature (as shown in Fig. 10 ). The increasing temperature gradient in the Sahel (above 10°N) was well captured in the model. The cooling over higher grounds such as that of the Cameroun Mountain, Jos plateau, and Guinea Fig. 9 a-f Time series of daily 2 m surface temperature averaged over 5°-15°N and 10°W-10°E. The stack plot is the same as described in Fig. 2 highland is also seen clearly. The temperature over the ocean is better simulated in runs shown here with BMJ and nSAS when compared with ERA.
The spatial biases in Fig. 11 show that T2m in the model and reanalysis differs from ERA within the range of − 3 to 3°C. All reanalyses show a cool bias over the Sahel and warming around the Guinea coast relative to ERA. Similarly, the models simulate relative coolness in some parts of the Sahel and warmth near the Guinea coast where, as seen in Fig. 10 , the hot area extends further south. nSAS with WSM5-YSU simulates a general warming over a large land area and some parts of the ocean near the equator. nTDK and GF combined with WSM5-MYNN simulate about 1°C cooling over the ocean while KF, BMJ, and nGF reproduce warming of the same magnitude around the equatorial region of the Atlantic Ocean.
Evaluation of surface temperature
A similar approach as for precipitation is used to evaluate the surface temperature. Figure 12 shows that both reanalysis and model simulations are comparable with ERA (reference data). The models perform better in time MAE than in space MAE but better in space correlation than time correlation. The role of the MP scheme is not clearly seen with T2m as both WSM5 (big shapes) and GD (small shapes) MP cluster together in the plot.
However, some combinations with YSU (squares) perform poorly both in space and time statistics. For example, in Fig. 12b , two of nSAS and BMJ simulations combined with YSU produced the highest MAE (> 0.7°C). Some MYJ and MYNN have the lowest MAE and stronger r in space and tim e average, respect ively. Furthermore, KF or GF CUs perform poorly in the overall simulation (as was seen in precipitation). The nGF and nTDK compete favorably with each other and simulate T2m better. This again underscores the significant improvement in the modified nGF CU, most especially when combined with MYNN PBL. The MSS, computed from the normalized model statistics in Table 4 , is used to rank the model's performance based on how well each simulation reproduced T2m. The relative average group score of GD, MYNN, and nTDK show higher skill. But the combinations with WSM5-MYNN-nTDK and GD-MYJ-BMJ are found to rank within the top 3 (Table 5 ) combinations as was seen in the precipitation ranking.
The physics combinations of WSM5-MYNN-nTDK and GD-MYJ-BMJ are ranked highest (Table 6 ) with the Fig. 12 Scatter plots of surface temperature at 2 m for a time MAE against time correlation, b space MAE against space correlation, and c space against time correlation; similar to precipitation scatter plots, the best bar indicates the direction of the best model and observation. The shapes represent PBL schemes, size of the shapes represents the microphysics, and the colors are the CUs combined statistics of precipitation and surface temperature equally weighted to give a score out of 10. Based on the model rankings, some combinations are however found to have good performance (subjectively defined as MSS > 7.5), others moderate, and some performed poorly (MSS < 5) with precipitation and surface temperature. This corroborates the conclusion of Flaounas et al. (2011) and Noble et al. (2014) that any evaluation adopted is subjective and could depend on the variable of interest. However, it is notable that the good scheme combinations are probably not separated in a statistically significant way. A comprehensive summary of results in Table 6 is further presented in Fig. 13 . This figure shows no significant difference between the MP used as their combinations with the same CU and PBL schemes fall within the same performance category based on the overall MSS. For the CU schemes, all nTDK combinations produce good simulations while KF, on the contrary, performs moderately with MYNN and poorly with YSU and MYJ combinations. BMJ and nSAS combinations are both good with MYJ and MYNN and moderate with YSU. Both GF and nGF as stated earlier produce a better s i m u l a t i o n o n l y w h e n c o m b i n e d w i t h M Y N N . Furthermore, the simulations with MYNN PBL, when combined with CU and MP schemes, have a general advantage over the other two PBL schemes; however, its skill is also reduced when used with the KF CU scheme. On the other hand, MYJ only performs well with BMJ, nSAS, and nTDK CU. And the YSU PBL performance is good only when combined with nTDK. However, it is quite important to note that factors such as the initial and lateral boundary conditions may influence the performance of the identified good physics combinations for longer simulations of the WAM regime. This may affect the skill scores of the identified best-performing regional physics combination. The effect appears however to be less than one standard deviation from the 2-month test when compared with the mean of some 8-month (March-October 2007) tests (not shown). This implies that the model skill score (MSS) of the long-term runs lies within the variability of that found using the same 2-month regime from the 8-month runs. Furthermore, the results of this study also point out the schemes that are developed together tend to perform better (e.g., MYJ-BMJ; MYNN-nGF; but less so YSU-nSAS) even though their primary tuning has not been for West Africa.
Conclusion
A total of 27 WRF simulations of the August-September 2007 monsoon regime, run on a 20-km grid over West Africa, were evaluated to investigate the sensitivity of the WAM regime to three model physics (i.e., cumulus (CU), microphysics (MP), and planetary boundary layer (PBL) parameterization schemes). This study focuses on hourly and daily precipitation and surface temperature at 2 m during a period of widely spread convective activity over the West African region. The 27 WRF runs are derived from the combinations of two (2) MP, six (6) CU, and three (3) PBL schemes, three of which were done from the latest WRF version 3.9 to test the advantage of the improved nGF CU over the old one in WRF version 3.8.1. The model's precipitation was evaluated against the TRMM (reference), CMORPH, and GPCP SRPs. Also, the surface temperature was evaluated against the ERA (reference), NCEP, MERRA, and GSAT, which is an ensemble of the three corresponding reanalysis products.
All model physics combinations simulated the diurnal cycles of surface temperature more adequately than precipitation, however, with some biases. Some combinations simulated realistic westward propagation of precipitation maxima associated with the AEWs. Correlations found in surface temperature are higher than for precipitation, which depicts that the simulations have higher skill in simulating temperature as may be expected because of the variation of surface Fig. 13 The 27 different WRF model physics combinations included in the sensitivity analysis. The combinations containing the asterisked CU scheme are runs from the newly modified Grell-Freitas in WRFV3.9. The figure shows a summary of results in Table 6 . Green highlights are good combinations while yellow and red are moderate and poor combinations, respectively characteristics over the area. This also suggests that any form of evaluation is subjective and varies with respect to the variable of interest. Based on the overall MSS, the bestperforming physics combinations in both surface temperature and precipitation for the period of study are WSM5-MYNNnTDK and GD-MYJ-BMJ. However, the good combinations are rather clustered in our overall skill scores and any combinations highlighted in green in Fig. 13 should be considered not significantly different within our error margins and equally adequate for use to investigate the seasonal, annual, and decadal variability of WAM as well as its future (climate) outlook.
