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Résumé – Nous définissons un nouvel outil de segmentation statistique non supervisée, basé sur un modèle d’arbre de Markov caché flou.
Notre modèle flou combine l’incertitude probabiliste des données observées avec les classes thématiques discrètes et continues qui représentent
l’imprécision des données cachées. La technique de segmentation bayésienne mise en oeuvre correspond au critère MPM (Mode of Posterior
Marginals). Notre approche permet d’une part le traitement d’objets contenant des structures diffuses comme c’est le cas en imagerie astrono-
mique et d’autre part la prise en compte de données multi-bandes observées à différents niveaux de résolution et issues de capteurs corrélés.
Nous validons notre modèle sur des images de synthèse et des images réelles multispectrales.
Abstract – A new hidden fuzzy Markov tree model is developed in an unsupervised way. Our fuzzy scheme combines the uncertainty of
probabilities which models the observed data with discrete and continuous thematic classes which models the imprecision of the hidden data.
Segmentation task is processed with Bayesian tools, such as the MPM (Mode of Posterior Marginals) criterion. Indeed, such fuzzy-based
procedures seem to be a good answer for astronomical observations when patterns own diffuse structures and multiscale observations under
dependence assumption. To validate our model, we perform the segmentation on synthetic images and raw multispectral data.
1 Introduction
Nous nous intéressons à de nouvelles approches d’analyse
d’images basées sur la segmentation statistique et permettant
l’identification de grands ensembles de données adaptées aux
caractéristiques de l’imagerie astronomique. Ces objets sont
généralement multirésolutions et multispectraux. Pour rendre
compte de la complexité de l’information réelle et notamment
de structures diffuses (nuages de Cirrus par exemple), les mé-
thodes de segmentation floues représentent une alternative aux
techniques classiques. Les pixels y sont indexés au moyen d’en-
sembles discrets (classes thématiques homogènes) et/ou conti-
nus (régions intermédiaires). Ce type de classification, basé sur
la théorie des ensembles flous [1], fait correspondre à chaque
pixel son degré d’appartenance aux régions thématiques. L’uti-
lisation du “flou” permet de modéliser l’imprécision des don-
nées cachées ou “vérité-terrain”, tandis que les “probabilités”
rendent compte de l’incertitude sur la classification des pixels
[2].
Nous proposons d’enrichir ce modèle au moyen des arbres
de Markov [3]. La segmentation floue a fait appel à des tech-
niques basées sur les champs [4, 5, 6], puis récemment sur les
chaînes de Markov [7, 8]. Or, l’approche par arbres satisfait
au caractère intrinséquement multirésolution des images astro-
nomiques, et permet une grande flexibilité quant au type de
données traitées (observations manquantes dans certaines ré-
gions de l’image par exemple). Par ailleurs nous traitons des
données sous l’hypothèse de corrélation spectrales entre les
bandes selon le modèle défini dans [9]. Les paramètres (lois
d’attaches aux données supposées gaussiennes et paramètres de
la distribution a priori) sont estimés au moyen de l’algorithme
EM. L’étape de décision finale met en jeu le critère MPM [10]
adapté au contexte du flou.
Nous présentons dans un premier temps le modèle d’arbre
de Markov caché flou. Puis, nous détaillons la procédure d’es-
timation bayésienne du processus caché ainsi que l’algorithme
d’estimation de type EM des paramètres. Enfin nous proposons
deux expérimentations, l’une étant basée sur une image trispec-
trale sont le processus caché est un champ de Markov flou et
l’autre étant basée sur une jeu d’images astronomiques réelles
dans le domaine de l’infrarouge.
2 Arbre de Markov flou
2.1 Loi du processus caché
Considérons un modèle à deux classes dures, notées “0” et
“1”. Une telle hypothèse est réaliste dans le contexte de l’ima-
gerie astronomique s’il s’agit de détecter un objet à partir d’un
fond homogène. Chaque site peut être alors défini sur l’inter-
valle [0, 1]. Soit S un ensemble fini d’indices et S1, . . . , Sn
une partition de S. Posons N = Card(S) et, pour 1 ≤ i ≤ n,
N i = Card(Si). Supposons que N1 = 1 ≤ N2 ≤ . . . ≤ Nn
et pour 1 ≤ i ≤ n − 1, associons à chaque s ∈ Si un sous-
ensemble s+ de Si+1, appelé “enfants de s”, de manière à ce
que (s+)s∈Si soit une partition de Si+1. L’unique élément de
S1 est appelé “racine”. Par ailleurs, s++ désignera l’ensemble
des descendants de s et pour tout s ∈ S−S1, son unique “père”
sera noté s−.
Soit X = (Xs)s∈S un processus aléatoire à valeur dans
[0, 1]N . La loi de Xs est définie par une densité hs selon la
mesure ν = δ0 + δ1 + µ . Les masses de Dirac δ0, δ1 et la
mesure de Lebesgue µ sur ]0, 1[, représentent respectivement
l’information dure et l’information floue [11]. La condition de
normalisation implique : hs(0) + hs(1) +
∫ 1
0 hs(t)dt = 1. La
loi de X est définie par la loi initiale h(x) et par la densité de
transition f(xs|xs−) :
pi(x) = hs(x1)
n∏
i=2
∏
s∈Si
f(xs|xs−) (1)
2.2 Loi d’observation multispectrale
Soit une réalisation y = (y(1)s , y(2)s , . . . , y(D)s )s∈S du vec-
teur aléatoire Y = (Y (1)s , Y (2)s , . . . , Y (D)s )s∈S . La variable Y
représente l’observation d’une scène unique par D capteurs.
Conditionnellement aux états xs, les observations sont suppo-
sées spatialement indépendantes mais spectralement corrélées.
La distribution de ys = (y(1)s , y(2)s , . . . , y(D)s ) conditionnelle-
ment à xs est modélisée par une densité gaussienne multivariée
fxs(ys) =
1
(2pi)D/2(det Γxs)
1/2
.e(−
1
2
(ys−µxs )
T Γ−1
xs
(ys−µxs ))
(2)
où µxs = [µ
(1)
xs , µ
(2)
xs , . . . , µ
(D)
xs ]
T et Γxs ∈ R
D × RD dé-
finissent respectivement le vecteur moyenne et la matrice de
variance-covariance pour chaque état xs.
Soient (µ0, µ1) et (Γ0,Γ1) les vecteurs moyennes et les ma-
trices de covariance relatifs aux classes dures “0” et “1”. Nous
proposons pour chaque site flou x s, le vecteur moyenne µxs et
la matrice Γxs suivants [9]:
µxs = (1− xs)µ0 + xsµ1 , Γxs = (1− xs)
2Γ0 + x
2
sΓ1
Finalement, la loi f(x,y) du couple (X,Y) s’écrit
f(x,y) = hs(x1)fx1(y1)
n∏
i=2
∏
s∈Si
f(xs|xs−)fxs(ys) (3)
3 Estimation du processus caché
Etant donné une observationY = y, on souhaite estimer une
réalisation x ∈ [0, 1]N . Le processus de décision finale, fondée
sur une stratégie bayésienne utilise le critère MPM [10]. Étant
donnée une fonction de perte L∗ : [0, 1]S× [0, 1]S → R+ et un
ensemble d’observations Y = y, la décision d̂(Y) minimise
l’espérance E[L∗(X, d̂(Y))]. Le critère MPM revient à mi-
nimiser E[L∗(Xs, d̂(Y))] en chaque site s. Nous choisissons
le coût “distance en valeur absolue” : L(xs, x̂s) = |xs − x̂s|,
qui présente deux avantages: performance en terme de robus-
tesse (bruit, hyperparamètres) et compatibilité avec la fonction
de perte, ”0-1” de la segmentation dure. Pour une réalisation
Y = y nous minimisons l’espérance conditionnelle :
E[L(Xs, d̂(Y))|Y = y] (4)
Le calcul de (4) nécessite la distribution a posteriori hYs en
Xs :
E[L(Xs, d̂(Y))|Y = y] = h
y
s (0).L(0, d̂(y))
+hys (1)L(1, d̂(y)) +
∫
t∈]0,1[
hys (t)L(t, d̂(y))dt (5)
La décision d̂(y) ∈ [0, 1] en chaque site est celle qui mini-
mise (5). Nous devons donc calculer au préalable les densités
hys (xs). Pour cela, les transitions fy(xs|xs−) sont d’abord cal-
culées dans une passe montante sur l’arbre en fonction des pro-
babilités backward β(xs) = f(ys++ |xs)
fy(xs|xs−) =
f(xs|xs−)fxs(ys)βs(xs)∫ 1
0
f(ωs|xs−)fωs(ys)βs(ωs)dν(ωs)
(6)
ces dernières étant calculées récursivement en posant
βs(xs) = 1 pour s ∈ Sn
βs(xs) =
∏
t∈s+
(∫ 1
0
βt(xt)f(xs|xs−)fxs(ys)dν(xs)
)
pour s ∈ S − Sn
(7)
Pour s = S1 (racine de l’arbre), la probabilité hy1 (x1) est cal-
culée à partir de β1(x1).
h
y
1 (x1) =
h1(x1)fx1(y1)β1(x1)∫ 1
0
h1(ω1)fω1(y1)β1(ω1)dν(ω1)
(8)
Les densités fy(xs, xs−) sont alors calculées dans une passe
descendante
fy(xs, xs−) = hs−(xs−)f
y(xs|xs−) (9)
On en déduit la valeur des marginales a posteriori hys (xs)[12].
hys (xs) =
∫ 1
0
fy(xs, xs−)dν(xs− ) (10)
Par la suite, les intégrales ci-dessus sont calculées à partir de la
discrétisation de l’intervalle [0, 1] en M valeurs équidistantes :
{ε0 = 0, ε1 =
1
M , . . . , εi =
i
M , εM = 1}
4 Estimation des paramètres
Nous proposons l’estimation des paramètres suivante. X est
supposé stationnaire, sa loi donnée par cij = f(xs = j, xs− =
i) ne dépendant pas de s. L’estimation des paramètres est ef-
fectuée par un algorithme EM [12, 13] de la manière suivante
1. initialisation : θ0 = (c0ij , µ0k,Γ0k)0,≤i,j≤1,0≤k≤1
2. pour tout q ∈ N+, θq+1 est calculée à partir de y et θq par
c
q+1
ij =
1∑n
i=2 N
i
n∑
i=2
∑
s∈Si
fy(xs, xs−) (11)
pour k ∈ {0, 1} (classes dures) : avec A = ∑ni=1 N i
µˆ
q+1
k =
1
A
∑n
i=1
∑
s∈Si h
y
s (k)ys
Γˆ
q+1
k =
1
A
∑n
i=1
∑
s∈Si h
y
s (k)
(
ys − µˆ
q+1
k
)(
ys − µˆ
q+1
k
)T
pour k ∈]0, 1[ (classes floues) :
µˆ
q+1
k = (1− k)µˆ
q+1
0 + kµˆ
q+1
1
Γˆ
q+1
k = (1− k)
2Γ
q+1
0 + k
2Γ
q+1
1
(12)
5 Expérimentations
Nous avons testé notre algorithme sur une image trispectrale
(Fig. 2(a)-(c)) dont la composante"vérité-terrain" est un champ
de Markov flou à 10 niveaux présenté Fig. 1. Les résultats de la
segmentation sont donnés Fig. 2(d). L’algorithme restitue cor-
rectement l’image d’origine avec un taux d’erreur de 4.58 %.
Les paramètres des lois d’attache aux données estimés selon
l’algorithme section 4 sont indiqués dans le tableau 2. L’infor-
mation floue est correctement restituée (44.96 % vs 53.96 %) et
de ce point de vue, cette méthode donne de meilleurs résultats
que l’approche multibandes par champ de Markov [9].
La Fig. 3(a)-(c) montre trois images qui se prêtent bien “vi-
suellement” au modèle flou. Ce sont des images astronomiques
dans le domaine infrarouge à 60, 100 et 170 microns, observées
à partir d’un niveau de résolution unique. Il s’agit de champs
de haute altitude de notre galaxie pour lesquels on cherche à
mesurer les fluctuations induites par la présence de galaxies
extérieures à la voie lactée, non résolues dans le cadre d’une
étude cosmologique. Des fluctuations, provoquées par la pous-
sière interstellaire de notre galaxie, gênent l’observation. Cette
poussière interstellaire (en bas à droite) possède une structure
filamentaire que nous souhaitons mettre en évidence par une
analyse floue multibande. Le résultat d’une segmentation MPM
sur 10 niveaux donne la structure en arbre multirésolution ob-
servée Fig. 3(d). Les paramètres des moyennes et variances ob-
tenus pour chaque bande sont donnés tableau 3. Ces résultats
montre également l’intérêt des méthodes par arbre, dans la me-
sure où il est possible de traiter des données dont l’observation
manque dans certaines bandes, ou à certains niveaux de réso-
lution. La méthode par arbre est également pertinente car elle
permet d’étudier l’image pour certaines zones appartenant à la
même classe (au lieu de toute l’image) et d’en extraire des pa-
ramètres cosmologiques par classes, dures ou floues.
FIG. 1: Image floue originale simulée par champ de Markov
flous à 2 classes dures et 8 niveaux de flou. Le taux de flou est
53.96 %
TAB. 1: : Paramètres d’attache aux données de Fig. 2(a)-(c)
µˆ0 120 120 120
σˆ20 16 64 256
µˆ1 146 146 146
σˆ21 16 64 256
TAB. 2: : Paramètres estimés de Fig. 2
µˆ0 119.9 119.8 119.9
σˆ20 14.0 63.0 249.4
µˆ1 146.0 145.9 145.8
σˆ21 13.8 64.0 244.0
(a) (b) (c)
(d)
FIG. 2: Segmentation de l’image de synthèse multispectrale par
arbre de Markov caché flou. (a)-(c): les données multibandes;
(d): résultats de la segmentation à 2 classes dures et 8 niveaux
de flou. Taux de flou de l’image segmentée=44.61%, taux d’er-
reur=4.58%
6 Conclusion
Au cours de cette étude, nous avons présenté la segmenta-
tion statistique non supervisée basée sur un nouveau modèle
d’arbre de Markov flou dans un cadre multispectral. Ce modèle
s’appuie localement sur une densité de probabilité par rapport
à la mesure constituée d’une composante continue et de com-
posantes discrètes. Nous avons supposé les capteurs corrélés,
en exprimant les lois du bruit par des gaussiennes multiva-
riées dont les matrices des variances-covariances des classes
floues sont déduites linéairement des matrices de variances-
covariances des classes dures. Les méthodes ont été testées sur
des images de synthèse trispectrales puis appliquées à des don-
nées astronomiques. Notre approche par arbre de Markov mul-
tispectrale autorise une très grande flexibilité: elle est particu-
lièrement adaptée aux données astronomiques multiéchelles et
multibandes y compris lorsque des observations manquent à
certains niveaux de résolution. Les premiers résultats encoura-
geants montrent l’intérêt des méthodes non supervisées floues
dans le champ de l’astronomie, en restituant ainsi une grada-
tion floue entre les zones homogènes du ciel et permet de ne
traiter qu’une région particulière de l’image. Nous envisageons
d’enrichir le modèle en introduisant d’autres lois paramétriques
[14] pour caractériser les observations.
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