Abstract-In the synthesis of a fuzzy system two steps are generally employed: the identification of a structure and the optimization of the parameters defining it. This paper presents a methodology to automatically perform these two steps in conjunction using a three-phase approach to construct a fuzzy system from numerical data. Phase 1 outlines the membership functions and system rules for a specific structure, starting from a very simple initial topology. Phase 2 decides a new and more suitable topology with the information received from the previous step; it determines for which variable the number of fuzzy sets used to discretize the domain must be increased and where these new fuzzy sets should be located. This, in turn, decides in a dynamic way in which part of the input space the number of fuzzy rules should be increased. Phase 3 selects from the different structures obtained to construct a fuzzy system the one providing the best compromise between the accuracy of the approximation and the complexity of the rule set. The accuracy and complexity of the fuzzy system derived by the proposed self-organized fuzzy rule generation procedure (SOFRG) are studied for the problem of function approximation. Simulation results are compared with other methodologies such as artificial neural networks, neuro-fuzzy systems, and genetic algorithms.
I. INTRODUCTION

E
STIMATING an unknown function from a set of input-output (I/O) data pairs has been and is still a key issue in a variety of scientific and engineering fields [1] - [4] . While the theory of traditional equation-based approaches is well developed and successful in practice (particularly in linear cases) there has been a great deal of interest in applying model-free methods such as neural and fuzzy techniques for nonlinear function approximation [5] . One of the main reasons for this is that accurate mathematical models do not always exist nor can they be derived for all complex environments. When comparing fuzzy systems and neural networks, the former provides an attractive alternative to the "black boxes" characteristic of neural models, because their behavior can be easily explained by a human being. Nevertheless, recent studies have described knowledge acquisition from a neural system [6] , [7] . The popularity and practicality of fuzzy systems derives from their ability to express relations that are either complex or not sufficiently understood in terms of linguistic rules.
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topology of the fuzzy system to be used. Second, the parameters defining the fuzzy system must be established. The specification of the topology of the fuzzy system consists of determining the number of membership functions in the input and output subspaces and the number of fuzzy rules to be constructed. It is also necessary to determine the fuzzy inference method to be used. In general, these two phases are performed using the information supplied by a human expert. However, consulting an expert may be difficult and/or expensive; furthermore, there may be no human experts available when the fuzzy system must be constructed. Thus, both the structure and the system parameters may have to be estimated using only numerical data of the unknown relationship, which is usually available as the desired I/O pairs. Many fuzzy systems that automatically derive fuzzy IF-THEN rules from sample data have been proposed in the bibliography for the problem of function approximation [8] - [10] , [4] . Tong [11] was one of the first to use numerical information to construct fuzzy systems. Using a relation model, a relation matrix was constructed by testing fuzzy propositions about the process against nonfuzzy data. An important study in this context was carried out by Wang [4] , whose paper proposes a procedure in which the principal characteristic is that each datum generates a rule. This is produced in a simple way; as for a datum, it first selects the membership functions that are activated to the greatest degree for each of the variables and then relates them (discarding the remaining linguistic values activated, both in the premise and the conclusion). Naturally, this algorithm produces an enormous number of rules when the total input data is considerable. There also arises the problem of contradictory rules; that is, rules with the same antecedent but a different consequence. Furthermore, the determination of the consequence of a rule using a single training example can be adversely affected by noisy data in the training examples [12] . Methods similar to Wang's in which each datum generates a rule have also been proposed in [13] - [15] .
Other authors have proposed interesting methods to automatically determine the structure and parameters of the fuzzy model by using a training data set that is focused rather than on problems of function approximation, on problems of classification, fuzzy modeling, and pattern recognition using concepts of mass assignment theory [16] , [17] or fuzzy integral-based classification [18] .
Sugeno et al. [19] proposes an approach to qualitative modeling based on fuzzy logic using fuzzy clustering techniques for the structure identification of the fuzzy system. In this study, the consequences of the rules are analyzed and then a partition concerning the premises is found when each of the rules has a different membership function. Ralescu and Hartani in [20] use the ideas presented by Sugeno to perform the fuzzy modeling of facial expression and propose a new regularity criterion.
Studies have also appeared where the theories of artificial neural networks and fuzzy logic are combined to develop tools to enable the parameters of a fuzzy system to be optimized. In some cases, only supervised learning is used [21] , [22] while in others [2] , [23] a hybrid neural fuzzy system is used, combining unsupervised and supervised learning to find and optimize the parameters [24] . There are even techniques that use a model-free approach, which does not depend on any specific model structure, but predicts a new output by interpolating the output in the similar case whose inputs are close to the given new input [25] .
In the above-commented approaches, prototypes of fuzzy rule bases can be built quickly without the help of human experts, thus avoiding a development bottleneck. Nevertheless, most methods assume the structure of the fuzzy system to be previously defined and, thus, neither optimized nor altered.
In this paper, we consider the problem of function approximation by means of fuzzy rules, adapting, and optimizing the structure of the system (the number of membership functions for each variable and rules of the system) in a dynamic way. The parameters that define the membership function and the fuzzy IF-THEN rules are automatically extracted, using the information available as desired I/O pairs. As various structures of fuzzy systems with different degrees of complexity may approach a given unknown function with different levels of accuracy, we have defined an index that reflects the compromise between the accuracy and the complexity of the rule set. Unlike neural network algorithms, the proposed procedure only needs a few passes through the training set, without requiring an iterative search algorithm as in backpropagation methods.
This work is organized as follows: Section II begins with a brief review of fuzzy inference for the problem of function approximation. Section III presents a detailed description of the proposed algorithm and in Section IV some experiments on function approximation are described in order to show the applicability of the presented method. In Section V, a comparison of the performance of the self-organized fuzzy rule generation (SOFRG) method with other fuzzy and neuro-fuzzy approaches and different methodologies such as artificial neural networks is made. Finally, Section VI summarizes the principal conclusions.
II. FUNCTION APPROXIMATION BY FUZZY RULE-BASE SYSTEMS
A fuzzy rule-base system approximates an unknown function by covering its graph with fuzzy rules. As has been shown by various authors [26] - [28] , [4] , fuzzy systems are universal approximators. In general, the more precise the approximation is required to be, the more rules are needed and, thus, the complexity and cost increase.
We consider the problem of approximating a continuous multi-input single-output (MISO) function. Let For the output variable, is the numeric consequence of the rule as opposed to a fuzzy set (therefore, singleton fuzzy rules are used in this work). In this paper, the fuzzy inference method uses the product as T-norm and the centroid method with sum-product operator as the defuzzification strategy. Using the above notation, the fuzzy function can be expressed as follows:
The problem considered in this paper may be stated in a precise way as that of finding a proper configuration of membership functions and generating a set of fuzzy rules from a data set of I/O pairs such that the fuzzy system closely approximates the unknown function using a tradeoff between complexity and accuracy. The function to be minimized is the sum of squared errors (3) Together with the information from the parameters comprising the system's rule set, it is first necessary to know how many membership functions each input variable has (the numbers with and, thus, the total number of rules in the set. In the procedure reported in the following sections, from an initially simple system, the number of membership functions for each input variable together with the number of rules comprising the system is automatically determined without prior assignment by a human operator, thereby enabling the construction of a self-organized rule base.
III. SOFRG PROCEDURE FOR THE AUTOMATIC SYNTHESIS OF FUZZY SYSTEMS
The method here proposed allows the automatic synthesis of fuzzy systems through three phases. In the first phase, the membership functions and the rules for a given specific structure must be learned. The information obtained from this phase is then used in the second phase in which a more suitable topology is determined by deciding which variables should have a higher number of membership functions and where they should be located, i.e., in which part of the input space it is necessary to increase the number of fuzzy rules. The proposed algorithm thus alters the topology of the system in a dynamic way on the basis of an initially simple structure. Finally, the third phase involves selecting, from among the different structures obtained for the construction of a fuzzy system, the one providing the best compromise between the accuracy of the approximation and the complexity of the rule set according to the so-called index-relating complexity of the system and accuracy of the approximation (IRCA). Fig. 1 shows a flowchart of the proposed method.
Although the methodology is valid for any type of function in order to simplify the algorithm and the number of parameters necessary for the description of the fuzzy system, the linguistic values will be specified through triangular functions. We will use a triangular partition (TP) [14] , [29] , where only the centers of the membership functions will be stored since the slopes of the triangles are calculated according to the centers of the surrounding membership functions. A fuzzy set is defined by a linguistic function in the form if if otherwise (4) where represents the center of the membership function of the input variable .
A. Determination of the Conclusions of the Fuzzy Rules
To construct the consequence of each rule, all the input vectors are taken into account. For each fuzzy subspace defined in the input domain, it is necessary to calculate which fuzzy rules relate to both input and output domains. One rule will be obtained by each subset defined in the input space instead of extracting a rule for each presented datum as in [4] , [14] , and [15] . Thus, the number of rules depends on the number of subspaces into which the whole input domain is divided. Nevertheless, as learning from examples is used, the training data might not cover this whole input domain and so the rules corresponding to these noncovered zones are not considered. This avoids the initial development of a large set of rules (as many as there are elements in set
In this way, the consequent of each of the rules is obtained by weighting each of the data of the input do-main by the degree of activation of the premise of such a rule as follows: (5) Thus, the construction of a fuzzy rule is accomplished through the information provided on all the data (even data that activate the rule with small values) that belong to the input subspace defining the antecedent of a rule. In [4] and [15] , an important elimination of the information originating from the numerical examples was produced by building the rules with only a subset of the samples. With the methodology employed here, two principal advantages are provided.
1) The obtained rules are overall and allow soft transitions between neighboring points of the space, due to the fact that a single datum influences all the neighboring input subspaces.
2) The data in D may be noise contaminated, but this noise will not have a great influence on the construction of the final rule base since it is calculated after taking the whole data set into account. Since (5) determines the point valued output term for each rule, the rule base of the fuzzy system is determined completely. However, this procedure does not take into account that there may exist data with a high degree of activation of certain rules, but with a value distant from the representative element selected. The existence of these elements means that the choice of the conclusion of the rule is not unequivocally defined. That is, there may exist I/O vectors in a particular input subspace with very different output values. Thus, other different conclusions could be acceptable for the construction of the consequence of the rule. Additional information is then required about this kind of controversy in the selection of the consequences of the rules. This information will be provided through the definition of an index, termed the controversy index (CI) of a fuzzy rule. This index is computed by the following expression:
CI (6) This measure reflects the discrepancy between the element selected as representative of the consequence of a rule and the output of all the data that activate this rule. The greater the CI, the greater the discrepancy and, thus, with greater certainty it is possible to assert that there exists controversy in the choice of the conclusion of the fuzzy rule. The main reason why this index can increase in magnitude is that the support of some of the membership functions within the premise of the rule may be excessively large and consequently the output cannot be approximated exactly with only one rule in this input subspace.
The information provided by this index for the subsequent self construction of the structure of the fuzzy system is very important. With the overall knowledge (considering all the subspace input regions simultaneously) the linguistic value density for each of the input variables is determined. Furthermore, this information is used to decide which variable needs a greater number of membership functions, although the decision at this point needs additional information, as is commented below (Section III-C).
B. Adjustment of the Input Membership Functions
It is important to note that the fuzzy rules not only significantly affect the behavior of the final system, but also the distribution of the membership functions [30] - [33] . The purpose of this subsection is to redetermine the location of the centers of the membership functions so that a greater density is attributed to the regions that present the highest values of the CI index. To accomplish this process, we define an index that associates with each membership function of each variable its degree of responsibility in the controversy of the rules. This new index, termed the sum of controversies associated with a membership function (SCMF), relates the membership function of variable to the sum of the controversies of all the rules whose antecedent in variable refers to membership function SCMF CI
The distances between the membership functions are altered with the information stored in SCMF according to the following expression:
where is a parameter that quantifies the speed of the iterative algorithm for the alteration of the membership functions. In this way, the distance that separates two membership functions within each variable is compressed according to the degree of controversy associated with the membership functions that identify such a distance. Thus, the greater the value of the SCMF's of the membership functions, the shorter the distance between the neighboring membership functions for such a value (i.e., greater is the compression of this distance), thus providing an increase in the density of fuzzy rules in this zone. Indeed, in high-controversy regions for the choice of the consequences of the rules, it is necessary to reduce the distance between the membership functions such that their support is smaller and the rule density in high-controversy areas is increased.
Finally, to ensure that the domain of each input variable remains unaltered, it is necessary to readjust the distances thus obtained to maintain the new relation between them. For this purpose, the new centers are given by (9) where is the range of variable .
C. Determination of a More Suitable Topology for the Fuzzy System
To reach this phase, the position of the membership functions of each input variable and the rule base are jointly optimized by iterating the two previous steps until the centers of all the membership functions have converged (see Fig. 1 ).
The proposed algorithm is capable of recognizing where it is necessary to assign a larger number or density of rules and to increase the density of membership functions in a specific input variable for an accurate approximation of the function. As the main goal is to minimize the overall error, the increase in the number of membership functions and rules will be accomplished by an overall analysis of the error in the whole function domain instead of examining only the point where the greatest error occurs as in [34] - [36] . To perform this overall analysis, we consider the final distribution of the SCMF index associated with each of the membership functions of each of the input variables. This distribution is normalized by the product of the number of membership functions of the remaining variables. The aim of this is that all the distributions associated with each variable should have the same mean value and thus be comparable
The variance associated with the distribution of CI for variable is given by CI CI and
A low level of dispersion within a variable means that all the membership functions of this variable present a similar normalized controversy and that, therefore, there is no region that is especially significant where a new membership function should be added. On the contrary, a distribution with a high degree of dispersion occurs in the case of variables for which it is not possible to equalize the controversies, this indicates that there exists at least one region of high controversy in comparison to the controversy values of the other variables (as all such variables are normalized), thus increasing the probability that the new membership function to be added will fall in this region. To obtain the variablesthat would add a new membership function, we apply a threshold function if else
The parameter is a threshold defined in the interval [0,1]. The higher the parameter, the fewer the variables that are taken into account to increase the number of membership functions in each topology obtained by the algorithm.
Finally, we need to determine where to locate the new membership function in the selected variables with to increase the number of linguistic values. The center of the new member- If the new center is situated close to a pre-existing one, the distance between the two is adjusted. This process is repeated iteratively and, with each step, a new fuzzy system topology is obtained (see flowchart). In [19] , the problem of removing variables that have no significant effect on the output is discussed. In our approach, there is no increase in the number of membership functions in the variables that have little influence on the output variable although the methods proposed in [19] , [37] could also be applied as a previous variable-identification stage.
If the error of approximation reaches a threshold or if the number of membership functions in an input variable exceeds a certain limit, the algorithm finishes and so the topologies extracted by the algorithm are evaluated as described in the following subsection.
D. Fuzzy Evaluation of the Configurations Obtained by the Algorithm
The solution to the functional approximation problem offered by the method presented is not, in principle, unique. In the course of the SOFRG procedure, there exist various configurations with different degrees of complexity (measured mainly as the number of rules of the system) and with different error indexes for the required approximation. Generally, the aim is to obtain just one architecture. Therefore, once the If we intend the data to be accurately approximated by the fuzzy rules, from the set of obtained configurations, the one providing the smallest mean squared error should be taken as the solution. However, this configuration will generally need a high number of rules and membership functions for the input variables. If, on the contrary, we want the fuzzy system to be the simplest possible, even when the approximation error is moderately high, we will choose a solution where the total number of rules will be small. Obviously, there must exist a compromise between the accuracy we are looking for and the consequent complexity of the system. Determining the optimal configuration (simultaneously weighing up the complexity and the approximation error) is itself a complex decision problem. Therefore, to make this decision, a fuzzy system is integrated and commissioned to determine the most appropriate fuzzy configuration to represent the unknown relationship. The inputs to this fuzzy system are the mean squared error of the approximation and the number of rules of the system and the output is a numerical value designated as the index that takes into account the compromise relationship existing between the complexity of the system and the accuracy of the approximation (IRCA). The rules used for the construction of this fuzzy evaluation system are of the type IF mean squared error is small AND number of rules is small THEN IRCA is big.
IV. SIMULATION RESULTS
To show the applicability of the proposed SOFRG procedure and to gain an insight into the effects of the automatic distribution of the membership functions, several examples of functional approximation are described in this section. All error rates in the following sections have been obtained using a set of 1000 data points homogeneously distributed unless explicitly indicated. 
A. Example of a 2-D Function
This first model corresponds to the generic case of a plant with saturation whose surface decreases continuously from a high to a lower level. The analytical expression (Fig. 2 ) of such a relationship is given by (14) Since using a random number generator to produce 400 training samples for the two-variable function samples may result in somewhat clustered samples, a uniform spiral distribution was used in order to produce more uniform samples [1] . The input and output domains are [0, 10] . A small perturbation was introduced into a specific region of the output surface
. If the number of membership functions of the input variables is small, only the most important features of the output can be expressed in the fuzzy rules since small local disturbances of the output would demand a greater partition of the input subspace. It is also important to know whether the algorithm is able to assign a greater number of membership functions to variable than to since the number of membership functions into which the domain of an input variable is divided is related to the effect of this variable on the output of the function.
The algorithm starts with a very simple configuration (three membership functions per variable) of equally distributed membership functions (a classic fuzzy partition). Fig. 3 shows this initial configuration (which is the same for each variable). As the algorithm progresses, the positions of the membership functions and the rules are optimized and eventually they converge (in this case, the convergence coincides with the initial configuration) and produce mean square error (MSE) 2.33. At this point, it must be decided in which variable or variables the number of membership functions should be increased in order to reduced the MSE obtained. Table I shows the values of the indexes CI and the variance of the distributions for each variable. It is apparent that variable presents a much greater variance and that the membership function must be increased in this variable. Thus, the new membership function to be analyzed is the one represented by 3 4, whose initial membership functions for variable are given in Fig. 4(a) , with an initial MSE of 0.29.
After the optimization process, the final state of the membership functions for this variable is as shown in Fig. 4(b) , with an MSE of 0.15 (variable has three membership functions, whose initial configuration coincides with the optimized one, i.e., with the one shown in Fig. 3) . The new values of the indexes CI are given in Table II , where it is apparent that a new membership function must again be introduced into variable 2. Once more, we see that the algorithm is able to detect the variables with greatest influence on the output variable. Fig. 5 presents the output surface obtained with this configuration (12 rules) and Table III shows the rule base obtained. The approximation is very similar to the original function (Fig. 2) . As we can see, the minor perturbations that occur in the output variable are not reflected when the number of membership functions is small.
As may be seen in the development of the number of rules of this example [ Fig. 6(a) ], variable needs a greater contribution of membership functions since it mainly modifies the output surface. However, when the degree of approximation is greater, the perturbation introduced by variable becomes appreciable and we thus observe an increase in the number of membership functions within this variable.
Finally, for the architecture with 15 rules (three membership functions for the variable and five for , i.e., 3 5 configuration), the mean squared error is 0.049 and with this number of rules the unknown function is adequately adjusted. The IRCA index supports this supposition, since it considers this structure to be the most successful decision for the construction of the fuzzy system [ Fig. 6(b) ].
B. Example of Nonlinear Function of Three Input Variables
The next example corresponds to a function whose mathematical expression is (15) The first two variables are expressed in terms of a squared relation and are symmetrical with respect to the midpoint of its domain. The third variable is given by an exponential relationship and can be understood as a modulation of the surface formed by the other two input variables. Constants and are used so that the input and output domains will be the interval [0,10]. The configuration of 5 5 4 membership functions (100 rules) has a satisfactory approximation [ Fig. 7(a) ]. For this structure, the IRCA index presents its maximum value and so this configuration is selected as the optimal one [ Fig. 7(b) ]. The optimized membership functions of the three input variables are illustrated in Fig. 8(a)-(c) . The membership functions of the first two input variables are found to be regularly distributed due to the dependence on the output of (15) [see Fig. 8(a) and (b) ]. Because of the exponential dependence of the output variable on variable , the distribution of the membership functions in this input variable is not totally uniform [ Fig. 8(c) ]. The density is greater in the final zone of the domain, where a greater density of fuzzy rules is required.
To represent graphically the adjustment of the function accomplished by the algorithm, one variable was chosen) is fixed at a specific value while the remaining two and take all the possible values. Fig. 9(a) and (b) show the comparison between the original and the obtained output surfaces when is fixed at the highest value.
V. COMPARISON OF SOFRG WITH OTHER METHODOLOGIES
In this section, we compare the performance of the algorithm presented and of other methodologies described in the literature for the construction of fuzzy systems, as well as that of other paradigms such as neural networks, focusing all our comparisons on the problem of functional approximation.
A. Comparison of the SOFRG Algorithm with Other Methods for the Direct Synthesis of Fuzzy Systems
One of the first papers for generating fuzzy rules by learning from examples was published by Wang [4] . We will use the abbreviation L1 for this algorithm. In [14] , the L1 algorithm is improved (termed as L2) in order to reduce the possibility of the determination of the consequence of a fuzzy rule being adversely affected by erroneous or noisy data. The interpolation and completion concepts are incorporated. Two techniques were proposed for extending rules based on the assumption that similarity in the input should produce similarity in the output:
• region growing (RG)
• weighted averaging (WA). We will use the function analyzed in [14] to compare the performance of the proposed SOFRG procedure with that of L1, L2, RG, and WA as presented in the bibliography for the direct synthesis of a fuzzy system. In Fig. 10 , the number of data and rules used to obtain the function approximation are specified in brackets. The proposed algorithm selects 49 rules (7 7 membership functions) as the optimum topology. With this structure the results obtained are similar to the algorithms compared with 225 or 625 rules. Furthermore, with the configuration of 81 rules obtained by the methodology presented, the MSE and the maximum error are the smallest of all the algorithms considered. Thus, even using a less complex system, approximation accuracy is improved.
Another interesting method to synthesize fuzzy systems from sample data for function approximation is that proposed by Sugeno et al. [19] . We use the two-input function proposed in [19] [ Fig. 11(a) ] (16) to make a quantitative comparison of the results obtained by Sugeno et al.and by the proposed algorithm, we used the same 50 data described in [19] . Table IV describes the mean squared error obtained by Sugeno and the complexity of the final fuzzy system for the different methods applied. Although the number of rules used by Sugeno is small (six rules), the use of different membership functions for each rule considerably increases the number of parameters necessary to define the system. presents various error indices for the different configurations given by the proposed algorithm. It is evident that the proposed method is capable of obtaining very simple configurations with low error indexes.
One of the notable properties of the proposed algorithm is that the complexity of the fuzzy systems obtained does not depend on the number of I/O vectors used, providing these give an appropriate representation of the unknown function to be approximated. Indeed, these data may be perturbed by noise without the algorithm losing any of its robustness. To show this, we took a sample of 400 I/O data from the above function and perturbed it with additive noise of 5% and up to 10% over the true output value. Fig. 11(b) shows the perturbed function in the latter case (which provides the I/O data for the proposed algorithm).
As is normal in problems of function approximation, noise analysis is performed by means of a set of noise-free I/O vectors. Table VI shows the mean squared errors obtained for the various configuration and for all cases. It can be seen that the error obtained for the training data increases with the level of noise, as a large number of rules would be necessary for adjustment to a noisy surface. Nevertheless, as the algorithm starts with simple configurations, only the most notable characteristics of the output surface are given by a small number of rules and the small perturbations caused by the noise are ignored. Fig. 11(c) represents the output surface obtained with the 5 5 configuration after training the system with data affected by 10% additive noise. It can be seen that the noise has been completely filtered out.
Other interesting approach for the problem of approximating a set of I/O pairs with a fuzzy system in which possible preconditions and consequences of the rules are fixed was addressed in [3] . In Table VII , the proposed algorithm is compared for different target function analyzed in [3] .
B. Comparison of SOFRG with Other Paradigms for Function Approximation
In this section, the results of the proposed fuzzy algorithm are compared with those generated by using different current paradigms such as artificial neural networks and neuro fuzzy. As representative examples of neural network structures, the multilayer perceptron (MLP) [38] , the radial basis function (RBF) [39] and the neuro-fuzzy network (NFN) [40] will be considered.
Various learning methods have been presented in the literature to optimize the weights of the MLP. One of the most widely used is the backpropagation method used in this paper. Backpropagation can be improved using the momentum and adaptive learning rate techniques [41] . We have termed this improved multilayer perceptron (IMLP) versus the simple multilayer perceptron (SMLP). A great number of neuro-fuzzy topologies and different classes of learning algorithms to adjust the parameters and interconnections between neurons have been proposed in the literature [42] - [44] , [31] , [40] , [45] . The NFN topologies have often been built to reflect the fuzzy inference process in TABLE VI  NOISE ANALYSIS USING THE PROPOSED METHOD   TABLE VII  COMPARISONS WITH ROVATTI'S APPROACH TABLE VIII  COMPARISON OF SOFRG WITH OTHER PARADIGMS FOR FUNCTION APPROXIMATION a network structure whose neurons and connections imitate or perform similar operations to those carried out in a fuzzy system. We will use the NFN presented in [40] . With this architecture, the process of fuzzy knowledge acquisition from numerical data will be analyzed. To contrast the results of this hybrid system with those obtained by the algorithm presented here, two different initial situations are taken into account.
1) The weights or interconnections of the NFN system are initially unknown. As it is necessary to initially determine the structure of the neural network (number of membership functions of each input variable and number of rules), this structure is defined according to the results obtained by the proposed algorithm. This system we term proposed procedure plus random weight initialization neural-fuzzy network (PRWNF). 2) The topology and interconnections of the NFN system are initially selected from the results obtained with the proposed algorithm. It is intended to verify the synergy between the presented algorithm and the neuro-fuzzy paradigm. This system is termed proposed procedure for weight initialization of a neural-fuzzy network (PWNF). Neural networks need a large number of iteration cycles to reach an effective solution to the problem. This is a significant difference with respect to the procedure presented, where the fuzzy rules are obtained directly and only a few iterations are required for the optimization of the membership functions.
To compare various paradigms with the algorithm proposed, in the problem of function approximation, the following three functions were used.
Example 1:
Example 3:
with . The comparison has been made according to the following highly relevant criteria:
• Structural complexity of the system: The complexity of the system, measured in terms of the number of parameters to optimize, is important from a computer simulation point of view, but is even more relevant from the perspective of a possible physical implementation.
• Number of iteration cycles and computation time needed:
To evaluate an algorithm, an important factor is its ability to obtain an adequate solution in the least possible time. The methodology we have proposed requires few iterations to establish the membership functions, while the rules are obtained immediately with no need for subsequent adjustments. Table VIII shows the number of iterations and the time required for the different algorithms, using a SUN STATION Sparc.10 computer. Among all the methodologies compared, the algorithm presented here needs the fewest iterations and the least computation time.
• Approximation accuracy; analysis of the mean squared error (MSE): Obviously, it is not useful to provide a fast simple algorithm if the error of the solution obtained is excessive and so the analysis of the MSE is a very important factor. Table VIII shows the MSE of the different algorithms. The importance of incorporating the preliminary knowledge for the adequate initialization of an NFN system should be emphasized. Not only is it necessary to know the distribution of the membership functions and the value of the conclusions of the fuzzy rules, but the correct design of the architecture of the system is also crucial. Furthermore, when the weights of the NFN are randomly initialized, the final membership functions have a great degree of overlap, and, thus, they lack a clear linguistic meaning. The fuzzy system obtained does not correspond to human expectation because rules with different conclusions may be activated. However, when the PWNF is used, the knowledge incorporated in the fuzzy system can be easily understood by a human operator. These properties, within the fusion of the new hybrid system, provide a useful tool for the development and optimization of fuzzy systems.
VI. CONCLUSIONS
In this paper, we have proposed a general learning method to automatically extract and jointly optimize fuzzy IF-THEN rules and membership functions from a set of numerical I/O data for the problem of function approximation. In the algorithm presented, the topology or structure of the fuzzy system is modified in an autonomous way. Starting from an initially simple system, the numbers of membership functions in the input domain and of rules are adapted in order to reduce the approximation error. The proposed algorithm is able to recognize where it is necessary to assign a larger number or density of rules and to increase the density of membership functions in a specific input variable for an accurate approximation of the target function.
During the evolution of the algorithm, different fuzzy systems with different degrees of complexity and accuracy are obtained to approximate the unknown function. It is important to make a compromise between the required degree of approximation and the number of rules necessary to build the system. Furthermore and unfortunately, the relationship between the degree of accuracy of the approximation (generally indicated through the mean squared error) and the number of rules employed is nonlinear. The choice of a specific topology is itself a complex decision problem; thus, to resolve this problem, a fuzzy system is proposed to select the most adequate structure from the different solutions provided by the algorithm.
The approximation accuracy of the fuzzy system derived by the presented method was empirically compared with the results generated by using other fuzzy approaches and methodologies such as artificial neural networks and neuro-fuzzy systems. The main conclusion of this comparative study between different paradigms is that the proposed SOFRG algorithm presents a suitable tool for the acquisition and representation of knowledge in terms of fuzzy theory for the problem of function approximation. The structure of the resulting system is not complex, requires less effort from the designer, and presents a great approximation capacity for unknown relationships.
