Categorical data occur in a wide range of statistical applications. If the data are observed in matched pairs, it is often of interest to examine the differences between the responses. We concentrate on tests of axial symmetry in two-way tables.
Introduction
Categorical data occur in many different fields of applications and methods for the analysis of such data are necessary and useful, see e.g. Agresti (2002) . In this article we consider data that consist of two dependent samples: each observation in one sample matches an observation of the other. According to Agresti (2002) we will call such data "matched-pairs data". As an example consider rater agreement studies. Suppose that two people, A and B, judge a sample of n subjects or objects into I different, predetermined categories. The resulting data is given in an I × I-contingency table. The cell entry n ij is the number of subjects or objects that are classified into category i by rater A and to j by B, i, j = 1, . . . , I, see Rapallo (2002) . Matched-pairs data occur also in genetics such as in associating-mapping studies, e.g. to assess the role of candidate genes. Using the genome of individuals that are known to be affected with the disease of interest and of unaffected individuals, the counts of the corresponding alleles or genotypes are summarized in a two-dimensional contingency table, see Boehnke and Langefeld (1998) This article is organized as follows. In section 2 we describe tests for symmetry in a square contingency table and emphasize the need of an exact test for an I × I-table, I > 2. We suggest a test of symmetry based on Bowker's test using the results from computational commutative algebra in section 3. Diaconis and Sturmfels (1998) introduced an algorithm that establishes a relationship between computational commutative algebra and statistics. Using the Markov Chain Monte Carlo (MCMC) approach, the algorithm enables sampling from a conditional distribution of an exponential family given a sufficient statistic. In particular Gröbner bases are utilized to construct a Markov Chain. Hence computational commutative algebra provides a valuable alternative to traditional asymptotics for sufficiently large samples and exact inference for small samples. We describe the main concept of this algorithm as well as the used MCMC method to set up Bowker's test for symmetry within the algebraic framework. In addition we include two modifications of Bowker's test.
We carry out a simulation study to determine and compare the performances of the approximate and the simulated tests in section 4. Furthermore we are interested in a rule of thumb for the adequacy of the approximation. In addition, we analyze data provided by the Research Network "Quiet Traffic".
Suppose the underlying data is represented in an I × I-contingency table.
Let the cell counts n ij come from random variables N ij , i, j = 1, . . . , I, and assume that {N ij } follows a multinomial distribution with i j N ij = n and N ij ∈ {0, 1, . . . , n}. We refer to π ij as the probability of the occurence of the event (i, j), i.e. to be classified into category i by rater A and to j by B, respectively.
We start with the simple case of I = 2 different categories. The underlying data can be summarized in a 2 × 2- 
Since we are testing for symmetry, the expected value of Sheskin (2000) for a detailed description.
In general we consider I, I > 2, different categories. Thus the data can be presented in an I × I-table. We are interested in axial symmetry since it is more informative than marginal homogeneity, see e.g. May and Johnson (2001 , i, j = 1, 2, . . . , I
can be simplified to 
Assuming the underlying . In particular they suggested using the modified covariance matrix 
. Thus the modified Wald test statistic becomes
Supposing the considered I × I- 
MCMC and algebra
Markov Chain Monte Carlo (MCMC) methods are a tool to sample from the distribution of interest, the "target distribution". For this purpose we construct a Markov Chain with stationary distribution proportional to the target distribution.
We refer to Ewans and Grant (2001), Fahrmeir et al. (1981) and Sørensen and Gianola (2002) for an introduction to Markov Chain Monte Carlo methods. Diaconis and Sturmfels (1998) proposed an algorithm that establishes a relationship between computational commutative algebra and MCMC methods. We will briefly describe the main concept of the Diaconis-Sturmfels algorithm. For further details see e.g. Diaconis and Sturmfels (1998) or Rapallo (2003) .
Let H be a finite sample space. Densities that can be expressed as
and c : H → N belong to the exponential family.
In general we consider N random variables X 1 , . . . , X N . Suppose they are i.i.d.
Thus their joint density is given by
It can be shown that Witting (1985) , Korollar 3.20). We will be interested in the set of all data sets with the same value of the sufficient statistic t =
N k=1
T (x k ). Based on Diaconis Sturmfels (1998) we use the following notation:
If z ∈ Z t every z(x), x ∈ H , is a data set whose sufficient statistic takes value t. Notice that Z t is finite, nonempty and that the probability function on Z t is hypergeometric, see Diaconis and Sturmfels (1998) and Rapallo (2003) for details.
In accordance with the literature we use t to denote the test statistic as well as its outcome. For illustration we will apply the theory to the special case we are interested in: testing symmetry in an I × I-contingency table. If the cell entries {N ij } are multinomially distributed, their joint density is given by
Under H 0 this density can be rewritten in terms of an I · (I − 1) parametric expo- 
is given in the appendix. Assuming H 0 , the density function on Z t is hypergeometric:
see Diaconis and Sturmfels (1998) .
To investigate the symmetry of the underlying I × I−table, we sample from H(z).
For this purpose we will apply the Metropolis-Hastings algorithm as a MCMC method. We will briefly introduce the main concept of this algorithm, a detailed description can be found e.g. in Chib and Greenberg (1995) . Subsequently we will combine computational commutative algebra and the Metropolis-Hastings algorithm by using the Diaconis-Sturmfels algorithm.
Metropolis-Hastings algorithm
The procedure of the Metropolis-Hastings algorithm can be divided into two parts:
i) generate a candidate as a potential new state of the Markov Chain and ii) accept or reject the proposed candidate.
Let π denote the invariant distribution of the Markov Chain with density π * , E the state space of the Markov Chain and q(r, s), r, s ∈ E the proposal distribution (candidate generating distribution) with q(r, s)ds = 1. Assuming the Markov
Chain is presently in state r, state s is proposed in the next step with probability q(r, s). In this setting it might happen that the Markov Chain moves more often in one direction, i.e. from r to s than vice versa. In order to adjust this potential imbalance, the acceptance probability α is introduced. Thus the chain moves from r to s, r = s, r, s ∈ E with probability p(r, s) = q(r, s) · α(r, s). Using the reversibility
see Chib and Greenberg (1995) 
Both conditions ensure that the sufficient statistic t remains the same for the new state z . The second constraint also guarantees the irreducibility of the chain. Using this definition, we can set up an appropriate Markov Chain for the hypergeometric probability function H on Z t :
Construction of the Markov Chain
Suppose a Markov Basis m 1 , . . . , m L is given. Select a move m U by choosing U uniformly in {1, . . . , L} and the direction of the move = ±1 with probability 1 2 independently of U . Therefore the proposal distribution q(·, ·) is symmetric and corresponds to a random walk. If the chain is currently in state z ∈ Z t , it moves to z = z + m U ∈ Z t with probability
see Rapallo (2003) for a detailed derivation. If the proposed new state z is not element of Z t , e.g. if an entry of z is negative, the chain stays at z.
In this manner we get an aperiodic, irreducible, reversible Markov Chain on Z t with stationary probability function proportional to H, see Diaconis and Sturmfels (1998) for a proof and a brief discussion for the rates of convergence. Thus the problem to ascertain the proposal distribution is reduced to propose an appropriate Markov Basis. Diaconis and Sturmfels (1998) suggested to apply results from computational commutative algebra to solve this problem. In particular they
showed that the Markov Basis is equal to the reduced Gröbner Basis of an ideal I T which will be specified later. In the following we will briefly describe the algebraic background and refer to Cox et al. (1992) and Pistone et al. (2001) for an introduction to computational commutative algebra.
Computational commutative algebra
Recall that H is a finite set. For each element x ∈ H we introduce an indeterminate also denoted x. The basis for our consideration is k[H ], the ring of polynomials in x ∈ H . Note that any function g : H → N can be represented as a monomial
. In general a monomial involves more than one indeterminate. To achieve comparability of monomials, we introduce a monomial ordering which will be symbolized by , see e.g. Cox et al. (1992) 
, see e.g. Rapallo (2003) for details. We concentrate our further study on the kernel of this homomorphism which is called an ideal, Proof: Diaconis and Sturmfels (1998) , Theorem 3.1.
According to the Hilbert Basis Theorem (see e.g. Cox et al. (1992) , pg. 75), every ideal I in a polynomial ring has a finite generating set called basis. Hence we can restate our principle task: in order to define an appropriate proposal distribution we look for a Markov Basis or equivalently for a basis of the ideal
But unlike the concept of a basis in linear algebra, an ideal in a polynomial ring can have more than one basis. Therefore we seek for a unique basis that exists for every ideal: the reduced Gröbner Basis, see Cox et al. (1992) , pp. 76 for details. Using the implicitation algorithm, Diaconis and Sturmfels (1998) have specified a procedure to determine this Gröbner Basis.
Diaconis-Sturmfels algorithm
Assume that H is a finite set and 
and compute the 
Simulation study and data example
We carry out a simulation study to examine the use of the Diaconis-Sturmfels algorithm for analyzing matched-pairs data. In particular we compare the performance of the symmetry tests introduced in section 2 for 5 × 5-tables, i.e. we j) ), i, j ∈ {1, . . . , I} is a vector of length 24. We refer to the appendix for a detailed description of T ((i, j) ).
The design of our simulation study is as follows: for each data set we generate a
Markov Chain with 500000 states, i.e. 5 × 5−contingency tables that are element of the corresponding Z t . To ensure that the chain is independent of the original We present the analysis of 5×5−tables with specifically interesting results and refer to the appendix for the examination of additional tables. We carry out the approximate and the corresponding simulated tests of symmetry.
To get an idea of the adequacy of the χ 2 −approximation we display our results in In the next step we analyzed a data set whose expected values E(N ij ), i = j, are all less than 5. The data are given in table 3.
As for data set 1, the results are diagramed in figure 2 to get an impression for the adequacy of the χ Table 4 : simulated and approximate results for data set 2
Subsequently we consider a smaller data set given in table 5 with all E(N ij ) < 5 for all i = j and structural zeroes: n 34 = n 43 = 0.
The results of our analysis are displayed in figure 3 , the values of the test statistics with the corresponding p-values are specified in table 6. The approximation for
Bowker's test and the modified Wald test is reasonable in the lower tail of the distribution but gets worse quickly (at test statistic value 7 for both tests).
Inspecting the p-values of these tests given in table 6 we come to different con- −approximation for the continuity corrected test for data set 3 is even worse than before and will not be discussed further. Table 6 : simulated and approximate results for data set 3
So far we examined contingency tables with cell entries n ij , i = j, i, j ∈ {1, . . . , 5} all less than 10. A data set with a bigger range for the values of n ij is more realistic and will be analyzed in the following. The data are given in table 7, the results are displayed in figure 4 and table 8.
The expected values E(N ij ), i = j, for data set 4 range from 45.5 (for cell entries 
Data example
Mobility is an important precondition for many aspects of modern life like economic growth. But associated with increasing mobility is increasing traffic noise. The research network "Quiet traffic" sponsored by the "Bundesministerium für Bildung und Forschung" (BMBF) examines among others things the effect of transportation noise on humans, specifically the mental and physical health (Griefahn et al. 2005 ).
We analyze a data set from the 1st preliminary study. 72 subjects are exposed twice to two different noise sources (i.e. road and rail noise) with four different noise levels (40, 52, 70 and 82 [dB] ) (Kuhnt et al. 2004 Looking at the data we find that the judgement of the subjects is almost constant and that there is hardly any change over more than two categories. In the cases where the individuals classify the level of annoyance differently, the changes are mostly towards a more moderate judgement.
Conclusion
We presented the Bowker test and two modifications, i. 
