Abstract. We study the Feynman-Kac semigroup generated by the Schrödinger operator based on the fractional Laplacian −(−∆) α/2 −q in R d , for q ≥ 0, α ∈ (0, 2). We obtain sharp estimates of the first eigenfunction ϕ 1 of the Schrödinger operator and conditions equivalent to intrinsic ultracontractivity of the Feynman-Kac semigroup. For potentials q such that lim |x|→∞ q(x) = ∞ and comparable on unit balls we obtain that ϕ 1 (x) is comparable to (|x|+1) −d−α (q(x)+1) −1 and intrinsic ultracontractivity holds iff lim |x|→∞ q(x)/ log |x| = ∞. Proofs are based on uniform estimates of q-harmonic functions.
Introduction and statement of results
The aim of this paper is to study intrinsic ultracontractivity for Feynman-Kac semigroups generated by Schrödinger operators based on fractional Laplacians and obtain sharp estimates of the first eigenfunction of these operators. Mainly we use probabilistic methods.
Let X t be a symmetric α-stable process in R d , d ∈ N, α ∈ (0, 2). This process is a Markov process with independent and homogeneous increments and the characteristic function of the form E 0 (exp(iξX t )) = exp(−t|ξ| α ), ξ ∈ R d , t > 0. As usual E x , x ∈ R d denotes the expected value of the process starting from x ∈ R d . The Feynman-Kac semigroup (T t ), t > 0 for X t and a locally bounded, measuarable potential 0 ≤ q(x) < ∞ is defined as follows
The generator of this semigroup is the Schrödinger operator based on fractional Laplacian
−(−∆)
α/2 − q.
In recent years Schrödinger operators based on non-local pseudodifferential operators have been intensively studied. For example in 2008 R. Frank, E. Lieb and R. Seiringer [22] showed Hardy-Lieb-Thirring inequality for such Schrödinger operators. This was done in connections with the problem of the stability of relativistic matter, which problem is closely related to non-local Schrödinger operators and has been widely studied see e.g. [23, 21, 31, 30] . In the last 20 years there were obtained many results for Schrödinger operators based on fractional Laplacians [11, 12, 36, 15, 16, 26, 7, 8, 14] . These results concern the conditional gauge theorem, q-harmonic functions, intrinsic ultracontractivity, estimates of eigenfunctions. Most of these results are obtained for Schrödinger operators on bounded domains and not on the whole R d as in our paper. The paper which is the most related to our paper is [27] , where similar problems were studied for the Schrödinger operator −((−∆ + m 2/α ) α/2 − m) − q, where m > 0. The operator −((−∆ + m 2/α ) α/2 − m) for m > 0 is an infinitesimal generator of the relativistic α-stable
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process [32] . It is worth to point out that there are huge differences between our paper and [27] . Our paper not only concerns different Schrödinger operators −(−∆) α/2 − q but uses completely new methods. These methods may be described as the use of uniform estimates of q-harmonic functions in proving intrinsic ultracontractivity. We take these methods from M. Kwaśnicki paper [28] , where he used uniform boundary Harnack principle (uBHP) for α-harmonic functions (shown in [10] ) in proving intrinsic ultracontractivity. It is worth to point out that both the proof of uBHP in [10] and our uniform estimates of q-harmonic functions (Lemma 6, Theorem 6, Corollary 5) use a very important idea from R. Song and J. M. Wu paper [35, proof of Lemma 3.3] . Let us also note that the results proven in our paper are much sharper than those in [27] . In particular we obtain characterization of intrinsic ultracontractivity and sharp estimates of the first eigenfunction (Theorem 1, Theorem 2) for much wider class of potentials q than in Theorem 1.6 in [27] . This gives e.g. a very natural property of intrinsic ultracontractivity stated in Corollary 2. There is no such result in [27] . Now we introduce notation needed in formulating our results. The Feynman-Kac semigroup (T t ) is given by the kernel u(t, x, y), that is
For each t > 0 the kernel u(t, ·, ·) is continuous and bounded on R d × R d . For any t > 0, x, y ∈ R d the kernel is strictly positive. The proof of these properties is standard. It is similar to the proofs for the classical Feynman-Kac semigroups (see e.g. [17] ). For the convenience of the reader we write the short proof of properties of u(t, x, y) in Lemma 3.
Our first result gives a simple criterion of the compactness of operators T t . By L On the other hand, if there is an infinite sequence of disjoint unit balls such that q is bounded on this sequence, then T t are not compact (for justification of this statement see the proof of Theorem 1.1 in [27] , page 5039).
When for all t > 0 operators T t are compact, then the general theory of semigroups (see e.g. [18] ) gives the following standard results. There exists an orthonormal basis in L 2 (R d ) consisting of eigenfunctions ϕ n such that T t ϕ n = e −λnt ϕ n , where 0 < λ 1 < λ 2 ≤ λ 3 ≤ . . . → ∞. All ϕ n are continuous and bounded. The first eigenfunction ϕ 1 can be assumed to be strictly positive.
Let us assume that for all t > 0 operators T t are compact. The semigroup (T t ) is called intrinsically ultracontractive (abbreviated as IU) if for each t > 0 there is a constant C q,t such that
The notion of IU was introduced in [19] for very general semigroups. Important examples of such semigroups are the semigroups of elliptic operators H 0 and the semigroups of Schrödinger operators H = H 0 − q both on R d , as well on domains D ⊂ R d with Dirichlet boundary conditions. IU for such semigroups has been widely studied, see e.g. [1, 20, 18, 3] . IU has also been studied for semigroups generated by −(−∆) α/2 and −(−∆) α/2 − q on bounded domains [15, 16, 26] .
The classical result for the Feynman Kac semigroup (T t ) on R d generated by H = ∆ − q is the following fact (Corollary 4.5.5, Theorem 4.5.11 and Corollary 4.5.8 in [18] , cf. also [19] ).
). Now we come to formulating main results of our paper. The Feynman-Kac functional is defined as e q (t) = exp(−
The next theorem gives sharp estimates of the first eigenfunction.
An essential dependence between estimates of the first eigenfuncton and IU already comes out in the classical setting. In our case a knowledge of asymptotic behaviour of the first eigenfunction also leads us to obtain criteria for IU. (i) The semigroup (T t ) is intrinsically ultracontractive.
(ii) For any t > 0 there is a constant C q,t such that for all x, y ∈ R d we have
For any t > 0 there is a constant C q,t such that for all r > 0, x ∈ B(0, r) c we have
The next corollaries follow immediately from equivalence of conditions (i),(ii) and (i),(iii).
If the semigroup (T t ) is intrinsically ultracontractive, then each T t is a Hilbert-Schmidt operator.
If the semigroup (T t ) for potential q 1 is intrinsically ultracontractive and q 1 ≤ q 2 , then (T t ) for potential q 2 is intrinsically ultracontractive.
A simple consequence of Theorem 2 is the sufficient condition for IU, which can be formulated in terms of the behaviour of the potential q at infinity.
= ∞, then the operators T t are compact and the semigroup (T t ) is intrinsically ultracontractive.
A neccesary condition for IU can be stated as follows.
The next theorem, arising from Theorem 1, contains more explicit estimates for the first eigenfunction.
Then we have the following estimates
q are the constants from (3).
A natural conclusion from the above theorem is the following result for potentials q comparable on unit balls.
Examples of q satisfying (5) are q(x) = |x| β , q(x) = exp(β|x|), β > 0 but not q(x) = exp(|x| 2 ). The following example shows that the assumption (5) in the Corollary 3 is essential.
for |x| ≤ r 1 , a n for n − 1 + r n ≤ |x| ≤ n − r n+1 , n ≥ 1,
(|x| − n + r n+1 ) + a n for n − r n+1 ≤ |x| ≤ n + r n+1 , n ≥ 1.
The potential q is a nonnegative, locally bounded and continuous function such that q(x) → ∞ as |x| → ∞. However, the upper bound estimate in (6) does not hold.
The justification of this example will be given in the last section. The justification is based on the estimates of the heat kernel for The next corollary follows from Theorem 3 and Theorem 4 and gives the condition equivalent to IU for potentials comparable on unit balls. The paper is organized as follows. In Preliminaries section we introduce notation and collect various facts which are needed in the sequel. In Section 3 we prove uniform estimates of q-harmonic functions: Lemma 6, Theorem 6, Corollary 5 ("uniform" means not depending on the potential q). These results may be of independent interest. In section 4 we study conditions for compactness of T t . Section 5 contains the proofs of the first eigenfunction estimates and the proofs of main theorems concerning intrinsic ultracontractivity. Proofs of more exact results for potentials comparable on unit balls are contained in the last section.
Preliminaries
Let α ∈ (0, 2). For x ∈ R d and a set U ⊂ R d , the symbols |x|, |U | denote the Euclidean norm of x and the d-dimensional Lebesque measure of the set U . By B(x, r), x ∈ R d , r > 0, we denote the standard Euclidean ball. The set U c is a complement of an arbitrary subset U ⊂ R d and ∂U denotes its boundary. For x ∈ U let δ U (x) = dist(x, ∂U ) = inf {|x − y| : y ∈ ∂U }. For a set U and r > 0 we also define rU = {rx : x ∈ U }.
By C κ we always mean a strictly positive and finite constant depending on α, d and parameter κ (we always omit dependence on α and d, and do not indicate it). We adapt the convention that constants may change their values from one use to the next. Sometimes we will write C
κ when we need to refer to concrete constants in the sequel. Now we briefly introduce the needed properties of the process X t and some facts from its potential theory. The reader can find the wider introduction to the potential theory of stable processes in [6, 25, 15] . X t is a standard rotation invariant α-stable Lévy process (i.e. homogenous, with independent increments) with Lévy measure given by the density ν(
By P x we denote the distribution of the process starting from x ∈ R d . For each fixed t > 0 the transition density p(t, y − x) of the process X t starting from x ∈ R d is a continuous and bounded function on
satisfying the following estimates
Using estimates (7), we can simply show that operators P t :
These properties will be crucial in the proof of Lemma 3.
By p D (t, x, y) we denote the transition density of the process killed on exiting an open set D. We have
if it has a first derivative F and there exists a constant δ such that for all x, y ∈ R d we have
, an orthonormal coordinate system CS x , and a
It was proved in [13 
The upper bound for semibounded convex domains was shown earlier, in [34, Theorem 1.6].
The following lemma was obtained in [9, Corollary 1] as a straightforward corollary from the above estimates of p D (t, x, y). It only will be used in the justification of Example 1.
In the sequel we will often use the following well known fact [24] 
We now discuss properties of Feynman-Kac semigroups for Schrödinger operators based on −(−∆) α/2 . We refer the reader to [7, 8, 15] for more systematic treatment of Schrödinger operators based on −(−∆) α/2 . At first we prove the existence and basic properties of the kernel u(t, x, y).
The proof of this lemma is standard and is based on [17, Section 3.2]. Similar arguments may be found in [27, proof of Lemma 3.1]. We repeat these arguments for the convenience of the reader.
Proof. The property (i) is clear from definition of T t and our assumption that
For the proof of (ii) we put
the Kato class, its definition may be found e.g. in (2.5) in [8] . For any n we put
. By this, formula (2.10) in [8] and the same argument as in the proofs of [17, Propositions 3.11 and 3.12], we also obtain that T t,n :
Since for each fixed t > 0 we have P x (τ B(0,n) < t) → 0 as n → ∞, this implies (ii).
Now we justify the properties (iii)-(v)
. From (i) and properties of P t we obtain that the operators T t : [17] ), for each t > 0, there exists a measurable on
By (i) and properties of P t , this representation also holds for all f ∈ L p (R d ), 1 ≤ p ≤ ∞. The properties (i), definition of T t and the fact that q ∈ L ∞ loc give that for each fixed t > 0 and x ∈ R d we have 0 < u(t, x, y) ≤ p(t, y − x) for almost all y ∈ R d . We may and do assume that these inequalities also hold for all y ∈ R d . This gives (v). The standard arguments [17, pages 75-76] implies that T t is symmetric, so for each fixed t > 0 the property (iv) holds for almost all (x, y) with respect to the Lebesque measure on
) and the semigroup property we have
Therefore we may and do assume that for each fixed t > 0 and x ∈ R d , u(t, x, y) is continuous as a function of y. Fixed t > 0. For any x, y ∈ R d we have
For any fixed z, w ∈ R d , u(t/3, z, x) → u(t/3, z, x 0 ) and u(t/3, w, y) → u(t/3, w, y 0 ) as x → x 0 and y → y 0 . By the dominated convergence theorem we get (iii). This also completes (iv) for all x, y ∈ R d , t > 0.
The potential operator for (T t ) is defined as follows
Proof. Since q(x) → ∞ as |x| → ∞, there exists R > 1 such that q(x) ≥ 1 for |x| ≥ R.
We have
It is enough to estimate the last expected value. By a change of variables and the strong Markov property, we obtain
Let now x ∈ B c . Observe that B(x, 1) ⊂ A. Recalling that q ≥ 1 on A, similarly as before, we have
Using this and (9) we get sup
, we conclude that f N is bounded everywhere and uniformly in relation to N , which finishes the proof.
Under the assumptions q ∈ L ∞ loc , q ≥ 0, lim |x|→∞ q(x) = ∞, by Lemma 4 and standard arguments [17, Theorem 3.18] , we obtain that the operator V has a symmetric kernel given by
The q-Green operator for an open set D is defined by the formula
We will use (10) to obtain the following property of We say that Borel function f on
for every bounded open set U with U contained in D. It is called regular q-harmonic in D if (12) holds for U = D. It is well known [7] , page 83, that every function regular q-harmonic in D is q-harmonic in D. If D is unbounded, then by the usual convention we understand that in (12) 
for every bounded open set U with U contained in D. We always understand that the expectation in (12) and (13) For an open set [7, page 58], [15] , [17] ). When it is bounded in D, we say that (D, q) is gaugeable. If D is a bounded domain with the exterior cone property, then the condition q ≥ 0 gives that (D, q) is gaugeable and for f ≥ 0 we have
by [7, formula (17) of Section 2 and Theorem 4.10].
The following estimate will be very useful in the proof of Lemma 5. It follows from [28, Lemma 4] for γ > 0; for γ = 0 it is trivial. For any γ ≥ 0, γ = d,
where γ = min(γ + α, d + α).
The next lemma gives an important estimate which will be needed in the proofs of Theorem 1 and Theorem 2. The proof of Lemma 5 is similar to the proof of [28 
Proof. Suppose that for some γ ≥ 0, γ = d, and any
Hence, by (15) ,
with γ = min(γ + α, d + α). Observe that |x| ≤ 2|y| for y ∈ B x, |x| 2 . Hence
Denote: g(s) = sup y∈B(0,s) |y| γ f (y). It is clear that g is nondecreasing and
We will show that g(s) is bounded too.
Indeed, observe that by definition of
On the other hand, for |x| ≤ R we have
q,γ then by induction,
Suppose now that for some s ≥ R we have g(s) ≥ 1 +
q,γ . By (19) and (20), we get
q,γ , n = 1, 2, ....
This gives a contradiction and g(s) is bounded. Hence
By (21), we may write the estimates (16) with γ = γ and, consequently, we get (17) with new, larger γ . Starting from (17), we can repeat our reasoning and we obtain the estimate (21) again, but now with new, larger γ .
Applying this argument repeatedly, we can improve the degree of the estimate (21) in each next step. If after some step we get γ = d (see (15) ), then we put γ = d − 
Uniform estimates of q-harmonic functions
In this section we obtain uniform estimates of q-harmonic functions in balls. "Uniform" means that the constants in these estimates do not depend on the potential q. In studying IU in next sections it will be crucial that these constants do not depend on q. The proofs of the results in this section adapt the ideas from [10] and [35] , where the α-harmonic functions were considered.
Lemma 6 concerns a comparability of functions u D (the gauge function) and v D in the case of balls and plays the crucial role in the proofs of Theorem 1 and Theorem 6. The proof of this very important lemma is very similar to its α-stable equivalent, which was proved in [35] first time. We use the same idea with cut-off function and properties of fractional Laplacian.
Let r > 0 and 0 < κ < 1. There exists a constants C r,κ such that for any x ∈ R d and D = B(x, r) 
Here it is worth to point out that in [7] e q (t) is defined in a slightly different way than in our paper (namely, in [7] it is defined without a minus sign).
For z ∈ B(x, κr) it follows that
Noting that Φ(t) = q(X t ) is locally integrable in (0, ∞) almost surely, we have that e q (t) is locally absolutely continuous in (0, ∞) 
Hence
On the other hand, by (14) , for any z ∈ B(x, r), we have
Proof. Let γ = (1 + κ)r/2. By definition, the function f is regular q-harmonic in D.
Recall that regular q-harmonicity implies q-harmonicity and the equality (12) holds for U = B(x 0 , δ) ⊂ D, where δ ∈ (γ, r). Then for δ ∈ (γ, r) and any x ∈ B(x 0 , κr) we have
To estimate the last expectation we follow the proof of [10, Lemma 6] . It is known (see [5] ) that for each x ∈ B(x 0 , δ) the P x distribution of X(τ B(x 0 ,δ) ) has a density given by the formula
and
where
gives that
which ends the proof.
A main and crucial tool to study the intrinsic ultracontractivity for stable semigroups on unbounded open sets in [28] was the uniform boundary Harnack inequality for functions α-harmonic in an arbitrary open set D ⊂ R d with a constant independent of radius of ball including the domain of α-harmonicity (see [28, Lemma 3] . The idea of such strong version of this inequality comes from the papers [35] and [10] , where the functions harmonic with respect to symmetric stable process were considered. In our case it suffices to prove the weaker version of such inequality only for balls.
Proof. First we prove (24) for r = 1. Let x ∈ B(x 0 , 1/2). Recall that the equality
Using the representation (14) for f 1 , we easy show that
For f 2 we have
by (22) and (23). Thus
|z−x 0 | d+α dz. It suffices to show the opposite inequalities. By (10) and (22), we have
The last inequality follows by the fact that v B(x 0 ,1) (y) ≤ E y τ B(x 0 ,1) ≤ C. Similarly, by (23) we get
This completes the proof of (24) for r = 1. Now we prove these estimates for an arbitrary fixed r > 0. By the scaling property (see e.g. [2, page 265 
For an open set U we have
We get
where L P x denote the distribution with respect to P x . By this, we obtain
where y 0 = r −1 x 0 and y = r −1 x. A simple change of variables yields that for x ∈ B(x 0 , r) we have
where f r (z) = f (rz) and q r (z) = r α q(rz). It follows that for y ∈ B(y 0 , 1) we have
By using the inequalities (24) for a potential q r , a function f r and B(y 0 , 1), we obtain for y ∈ B(y 0 , 1/2)
Simple changes of variables give
Furthermore, by this and (25),
Recalling that x = ry and x 0 = ry 0 , by (26) and (27), we conclude that
Under the assumptions of Theorem 6 we obtain the following corollary. It will be very important step in the proof of the characterization of IU.
Proof. By condition |x 0 | − r ≥ R we have that q ≥ 1 on B(x 0 , r) . The desired inequality is a simple consequence of (24) and the following estimate
By a simple change of variables and the strong Markov property, we have
Compactness of T t
The following lemma gives the simple characterization of the compactness of T t .
Lemma 9. Let q ∈ L ∞ loc , q ≥ 0 and t > 0. Then the operator T t is compact if and only if
Proof. Let t > 0 be fixed. We first assume that lim |x|→∞ T t χ R d (x) = 0. Let (V r,t ), r > 0, be the family of operators given by kernels v r (t, x, y) = u(t, x, y)χ B(0,r) (y), that is V r,t f (x) =
Hence V r,t is the Hilbert-Schmidt operator, so it is compact. Furthermore, by the CauchySchwarz inequality, we have
It follows that we can aproximate T t by compact operators V r,t in the operator norm. Thus T t is compact. Now we prove the opposite implication. We follow the idea from proof of [28, Lemma 1] . Fix t > 0. Assume that T t is compact. Suppose that for some sequence {x n } ∞ n=1
such that x n → ∞ we have T t χ R d (x n ) ≥ M > 0. Take r > 0 large enough, so that
. We have
. By taking a subsequence of {x n } if necessary, we may and do assume that B(x n , r) are pairwise disjoint. Hence (χ B(xn,r) ) n>0 is the orthogonal sequence of uniformly bounded functions in L 2 (R d ). Moreover, the Schwarz inequality gives
By compactness of T t , we can choose the subsequence of
This gives a contradiction. Hence T t χ R d (x) → 0 as |x| → ∞.
Proof of Lemma 1. For any x ∈ R d let us put D = B(x, 1). For any t > 0 we have
Since q(x) → ∞ as |x| → ∞, we obtain lim |x|→∞ T t χ R d (x) = 0. Now the assertion of the lemma follows from Lemma 9.
Intrinsic ultracontractivity of T t
Proof of Theorem 1. We first prove the upper bound. For |x| < 3 and D = B(x, 1), by formula (11) and estimate (22), we have
Let now |x| ≥ 3. Putting r = |x| 2
and D = B(x, 1), by (11) and (14), we have
From (22) we obtain
By Lemma 5 applied to f = ϕ 1 , we get
The upper bound of the theorem is proved.
To show the lower bound we use (11) again. Let |x| ≤ 2 and D = B(x, 1). We have
−d−α . Let now |x| > 2 and D = B(x, 1). By (11) and (14) we have
Proof of Theorem 2. The condition (i) implies (ii) by definition of IU and the upper bound of Theorem 1. By (ii) we have
Now we prove the implication (iii) ⇒ (iv). Let R > 1 be large enough, so that q(x) ≥ 1 for |x| ≥ R. Let |x| ≥ 2R, r = |x|/2 and D = B(x, r). By condition (iii) and the strong Markov property, we have
We need to estimate the last expectation. Put
Then
and from (28) and q-superharmonicity of function
Consequently, by (29) and (30), we have
It is clear for γ = 0. Then, from (31) and (15), we obtain
for γ = min(γ + α, d + α) and |x| ≥ 2R. Clearly, we also have
for |x| ≤ 2R. Now, starting from (31) again and taking γ = γ in (32), we get the estimates (32) with new, larger γ . By using this argument recursively, we can improve the degree of estimate
If it happens that γ = d after some step, then we take
in the next one. Applying this argument, after 2 + d α steps we obtain that
To complete the proof of the theorem we prove the implication (iv) ⇒ (i). By the inequality u(t, x, y) =
Let |x| > 3, D = B(x, 1) and r = |x| 2
We start by estimating the first expected value in (33) . By the Markov property, we have
Observing that
by condition (iv) of Theorem 2, we obtain
Consequently,
Now we find the upper bound for the second expected value in (33) . The strong Markov property, (14) , (22) , condition (iv) and (15) yield
By (33) and (34) , this gives T t χ R d (x) ≤ C q,t v D (x)(1 + |x|) −d−α for |x| > 3.
For |x| ≤ 3 let D = B(x, 1). By (33) and (22) 
Finally, by Theorem 1, we have T t χ R d (x) ≤ C q,t ϕ 1 (x).
Proof of Theorem 3. Since lim |x|→∞ q(x) log |x| = ∞, we have lim |x|→∞ q(x) = ∞. Hence, by Lemma 1 each T t is compact. Moreover, we observe that Hence for 0 < t ≤ 1 and |x| ≥ 2 P 0 (1 < τ B(0, ) )e − sup y∈D q(y)t ≤ C q,t |x| −d−α .
It follows that
e − sup y∈D q(y)t ≤ C q,t, |x| −d−α and, consequently, sup y∈D q(y) log |x| ≥ α + d t − C q,t, t log |x| .
We conclude that lim inf |x|→∞ sup y∈D q(y) log |x| ≥ α+d t for any 0 < t ≤ 1. The estimate (4) is a simple consequence of Theorem 1 and the above inequalities.
Justification of Example 1. Let x n , y n ∈ R d be sequences such that |x n | = n − 1 + 2r n and |y n | = n − 1 − 3r n , |x n − y n | = 5r n . Denote: D n = B(x n , 1), D n = B(x n , r n ), B n = B(y n , 2r n ), B n = B(y n , r n ). Recall that r n = 1 a 1/α n , a 1 > 2 α . Hence D n ⊂ D n . Let n be large enough, so that B n ⊂ D n (see Figure 1) . By (10) and (14), we have n ) a n ≥ C a n δ α/2 B n+1 (x) a −1/2 n ≥ C r α/2 n+1 a 1/2 n = C √ a n a n+1 .
By the same argument, we have v D n+1 (x n+1 ) ≥ Ca −1
n+1 . Hence v D n+1 (x n+1 ) ≥ C(a n a n+1 ) −1/2 (r n+1 ) −α a −1 n+1 = C(a n a n+1 ) −1/2 .
It follows that q(
→ ∞ as n → ∞. Due to (3) the upper bound estimate in (6) does not hold.
