Image colorization refers to the task of assigning color values to grayscale images. While previous work is based on either user input or very large training data sets, the proposed method is fully automatic and based on several orders of magnitude less training data. A Random Forest variation is tailored towards the regression task of estimating the proper color values when presented with a grayscale image patch. A simple position prior as well as scale invariance are included in order to improve the estimation results. The proposed approach leads to satisfying results over various colorization tasks and compares favorably with state of the art based on convolutional networks.
INTRODUCTION
From the first stable grayscale photo in history taken in 1826 by Joseph N. Nipce, it took more than 60 years until photography was available for the mass market with the introduction of Kodak Nr. 1 in 1888. Color films, however, would not been available for another 50 years. Even after the release of color films by Agfa and Kodak in 1936, grayscale films remained in common use -for specific use cases even until today (Mulligan and Wooters, 2015) .
The century, when grayscale films have been the only possibility to take photographs, leaves a tremendous amount of pictures that would potentially benefit from a robust and automatic colorization method. However, possible applications go beyond grayscale photography and include the colorization of night vision images or the production of pseudo-color images to emphasize certain image structures such as structural damage in X-ray images.
Assigning plausible color values to a grayscale image is a very sophisticated task and in general an illposed problem since several colors in the real world would result in the same grayscale image. Thus, prior knowledge needs to be included, which helps to overcome these ambiguities. Existing work for colorization of grayscale images can be coarsely divided based on the source of this prior knowledge.
Color embedding is an applicational area, which is only loosely related to colorization. Corresponding methods aim at saving the chrominance information within a given grayscale image. One example is (R. L. de Queiroz, 2006) , which maps color values to high-frequency textures of low visibility and adds them to the grayscale image. As this process is reversible, it allows a color-to-grayscale conversion as well as the "recolorization" of the obtained grayscale image. However, it requires the availability of the corresponding color image so that the correct information can be encoded into the grayscale image.
Another related field is the color transfer between frames of a grayscale video. Certain keyframes are colorized by a given method, e.g. manually, and the given color values are subsequently transferred from one frame of the video to the next. Corresponding methods rely on matches between the image content which can be established either manually as in (Karthikeyani et al., 2007) or automatically as in (Irony et al., 2005) . Due to the high similarity of adjacent frames, this process provides highly accurate and reliable results. The question how the keyframe can be colored is left unanswered, though.
A large group of colorization approaches involve a human operator to exploit the vast knowledge of humans about objects in the real world. Users label a few pixels within the image with corresponding colors, which are then propagated to neighboring pixels with similar intensity or textural patterns (A. Levin, 2004; Yatziv and Sapiro, 2006) . The strength of these approaches is certainly the user. On the one hand, humans are naturally well trained to match colors from memory. On the other hand, colors will be selected that are plausible on the object-or semantic level instead of being based on low-level image information such as texture or intensity alone. While these approaches result in a visually pleasing color version, the involvement of a human operator is time consuming and hinders the application to a large amount of images.
The last group consists of fully automatic approaches which do not rely on any kind of manual interaction. Instead, they are based on a set of training images where additional to the grayscale images the corresponding color information is known. These methods derive a statistical model of the relationship between intensity and textural patterns on the one side and realistic colors on the other side. A recent example is (R. Zhang, 2016) which is based on a Convolutional Network (ConvNet) which is trained on millions of color images. The resulting network is able to colorize general images and leads to visually pleasing results.
While approaches such as (R. Zhang, 2016 ) are based on millions of training images, our approach operates with 10-20 images with the additional constraint that these images show a similar scene (see Figure 1). Due to the smaller amount of images, training is very efficient and can be easily tailored to specific scenes for various applications.
It applies a Random Forest (RF, (Breiman, 2001 )) for the regression task of estimating plausible color information when provided with a local grayscale image patch. Color information is stored as 2D histograms over chrominance values within the CIE L*a*b* color space. Although the RF is trained on only a few images of a similar scene, the usage of local image patches as well as comparatively large histograms would lead to a large memory footprint if naively implemented. Two solutions are proposed to cope with this problem. First, the color histograms at the leafs are usually sparse and can thus be stored in a memory-efficient manner. The second solution is based on the observation, that only tree creation needs to hold all training samples in the memory (see Section 2.2), while tree training can be executed on training batches (see Section 2.3). Instead of precomputing any kind of low-level features, the RF is applied to the grayscale images directly. Corresponding node tests compute several implicit features on the fly (as for example in (Lepetit and Fua, 2006) ), which allow memory-and time-efficient processing and are furthermore highly adaptable to the specific colorization task. The training data is augmented with training images at different scales to enable the forest to map scaled textures to the correct colors. Observed color values are rebalanced similar to (R. Zhang, 2016) to account for the fact that pastel colors occur more frequently than saturated colors.
The contribution of the proposed method is therefore five-fold:
• Decoupling tree creation and tree training to make full use of a large amount of training samples during the estimation of the target variable.
• Implicit feature learning makes the computation of predefined features obsolete.
• A sparse representation of the target variables leads to memory-efficient RFs.
• Data augmentation increases the robustness of the colorization regarding scale.
• Color rebalancing leads to realistically saturated colors.
COLORIZATION ALGORITHM

Preprocessing
The proposed colorization method is based on a RF (see Sections 2.2-2.4) as regression method. As supervised approach, it relies on training data whichadditionally to the grayscale images -provides the corresponding color information. While ground truth data is difficult to obtain in many other supervised machine learning problems such as semantic segmentation, it basically comes for free for colorization tasks. Any kind of color image can be transformed into a grayscale version where the latter is used as training data and the former as reference image. The proposed method uses the CIE L*a*b* color space to perform regression, since it decouples luminance from color information. Thus, training images are converted from RGB to CIE L*a*b*, where the luminance L* is used as training input and the a*b* components as target variable. During prediction, the luminance Towards Image Colorization with Random Forests is provided by the query image itself, which is then fused by the estimated chrominance information to obtain a color image. During application, the RF aims at matching textural patterns in the query image to patterns observed during training. However, images of similar scenes and objects can differ largely in brightness and contrast due to different lighting conditions. In order to normalize for lighting changes, histogram equalization is performed as preprocessing step, which allows a better comparability of different image patches.
Another change that commonly appears in optical imagery of close-range objects is a variation in scale: While textural properties of an object might differ greatly depending on the distance the image is acquired, the color stays more or less constant. A correct colorization result can only be expected, if the scale of the object within the query image is similar to the scale within the training images. That is why the training data is augmented with differently scaled versions of the training images in order to achieve a certain scale invariance.
Creation of a Random Forest
A RF is a set of binary decision trees, where each tree is a hierarchical structure of split-and leaf-nodes. All trees are created independently from each other and should be as diverse as possible in order to benefit from averaging their results during prediction. Diversity is usually achieved by introducing randomization processes during tree creation. A first source of randomization is bagging, i.e. creating individual training sets for each tree by randomly sampling data from the training set.
During tree creation, split nodes are subsequently added to a tree starting by the root node. Every split node partitions the data that was propagated to this node based on a simple binary test Ψ. Depending on the outcome of this test, the corresponding subsets are propagated further to the left or right child node. The performance of each tree and thus of the whole forest depends strongly on the definition and selection of reasonable node tests. Vanilla RF implementations usually simply split along one randomly selected feature dimension, which in our application scenario corresponds to test whether the luminance L of a certain pixel (x + ∆x, y + ∆y) within the patch at (x, y) is higher or lower than a threshold T . Equation 1 shows this first luminance feature (Ψ 1 ), which basically determines whether a pixel belongs to a bright or a dark object. This work additionally applies node test variants that are more tailored towards the analysis of images (as for example proposed in (Lepetit and Fua, 
2006)). Equation 2
shows a second luminance feature Ψ 2 which compares the luminance difference of two pixels (x +∆x i , y +∆y i ), i ∈ {1, 2} located in a patch at (x, y) to a threshold T . This feature is an approximation of the local gradient and thus analyses the local texture. Figure 2 visualizes these two features.
A second group of node tests aims at including a prior model on the positions that different colors take within an image. Depending on the application scenario, i.e. the nature of the query image, some colors are more likely to occur at certain image positions. Simple examples are landscape images, which often show blue pixels at the top (i.e. the sky) or portraits that show pixels of skin color rather in the center.
Three different node tests are used to enable the RF to learn the color prior from the training data. The first variant tests whether the pixel coordinates of a patch are within a circular area, whose position and size are randomly determined. The other two variants simply split either on the x-or on the y-coordinate of the patch position (very similar to test type Ψ 1 ) and thus divide the image into axis-aligned blocks.
Nearly all of the used node tests involve the comparison of a scalar value (either luminance or pixel coordinate) with a threshold. There are many ways to define this threshold ranging from random sampling to a completely optimized selection. We define the threshold as the median of the projected values as this splits the data into two equally large parts (if possible). This leads to trees that are most balanced. Thus, they apply a maximum amount of node tests to the data and achieve a fine-grained partition of the feature space. However, this threshold definition depends on the data only and is independent of the reference data.
In order to optimize the node tests with respect to the target variable, each newly created split node generates multiple different test candidates during tree creation. These different test instances are created by randomly sampling test parameters, e.g. which of the five different test types is applied, which pixel positions are to be used, etc. Each of these tests splits the local data into two subsets. Based on this split, the drop of impurity (Eq. 3) is computed which is based on the Gini index (Eq. 4).
where p n is the distribution of colors represented as 2D histogram over the a*b* values of the CIE L*a*b* color space at node n.
The test leading to the split with the largest drop of impurity is selected and the samples are propagated to the child nodes accordingly.
The recursive splitting stops, if one of the following criteria is met:
• The maximum tree height is reached.
• The minimum number of samples within a node falls below a threshold.
• The largest drop of impurity of all generated split candidates is below a threshold (i.e. close to zero).
Training of a Random Forest
As colorization is an inherently ill-posed problem it benefits from the virtually unlimited amount of training data. The creation of the random decision trees, however, relies on the availability of all data samples in order to perform node test optimization (see Section 2.2). Thus, only a certain fraction of available training samples is used to define the tree structure. Once the trees are created, they have to be trained, i.e. an estimate of the target variable has to be assigned to the corresponding leaf nodes. This process does not require all samples to be present at once. Thus, to train the trees all samples from all training images are used.
Training patches are propagated through the tree based on the node tests as defined during tree creation. Once a patch reaches a leaf node, it is used to update the estimate of the target variable, i.e. the corresponding color. To this purpose the color information is quantized and stored in two-dimensional histograms representing the local posterior of the a*b* part of the CIE L*a*b* color space. Due to the nature of the decision trees, these histograms tend to be very sparse and can thus be saved in an efficient manner in order to minimize the memory footprint of the trees.
At the end of the training process all histograms are normalized according to the hue occurrence within the training data. This class rebalancing is a typical processing step to ensure that classes that are underrepresented within the training data are treated with similar importance as frequent classes. This is especially important in colorization tasks, since rather weak colors appear significantly more often than strongly saturated colors. Colors with a high occurrence in the training images would then dominate numerous hue histograms. Figure 3 shows an input image on the left. The top of the right side shows a detail of the colorization result without normalization after the training process, while the bottom right illustrates the colorization result with normalization. In this example green is the dominant color which clearly dominates brown. Without proper normalization the brown tip of the tomato is falsely colorized in green. After performing a normalization the tomato point is correctly colorized in brown.
RF Application
During prediction, patches around all pixels of the query image are propagated through the trees in the same way as during tree training. A patch x will reach exactly one leaf n t in each individual tree t. Let p n t (a, b|x) be the a*b* histogram of the particular leaf n t in tree t that had been reached by patch x. The a*b*-histograms of these leafs are averaged and the maximal value of the resulting histogram is assigned as chrominance estimateâ*b* to the corresponding pixel:
The estimatedâ*b*-values together with the grayscale value of the query image provide the complete CIE L*a*b*-vector which is then converted to the RGB color space and saved at the corresponding image position.
EVALUATION
Data
The proposed method assumes a small database of images similar to the query image (see Figure 1) . The difficulty of the colorization task depends on the content of the query images and how well their statistics match the statistics of the training data. These two factors are somewhat connected: If scenes have a limited color variation and a clear relationship between texture and color, it is more likely to sufficiently represent them with a few training images. If scene content is diverse and similar textures are colored differently, the training data might not suffice to extract all necessary information and even if, the estimated mapping will be ambiguous. In order to evaluate the performance without having a selection bias towards too easy (or too hard) image types, we collected data for ten different and diverse categories, namely Beach (see for example Figure 10 ), Sanssouci, RedbrickHouse, GarbageCan, PolarLight, Airport, Train, Grapes (see for example Figure 8 ), and Forest (see for example Figure 12 ). These categories include manmade as well as natural objects, homogeneous as well as strongly textured regions, and cover a wide range of color distributions.
Random Forest Statistics
The colorization results depend solely on the performance of the applied Random Forest since no other type of processing (e.g. label smoothing as post processing) is involved.
That is why this section briefly analyzes an example instance of a Random Forest that was trained on images of the category Sanssouci with an image patch size of 5 × 5 pixel. It consists of four trees that have been grown until maximal height. A node needed to contain at least 10 samples to continue splitting. In this case, 150 possible split candidates are ). If the drop of impurity of the best split was below 10 −4 or other stopping criteria became valid, the recursive partitioning stopped. In this case, a leaf node is created containing a 2D histogram over possible a*b* values discretized into a 32 × 32 grid. Figure 4 shows the number of leafs existing at a specific tree height within a tree of the forest. The longest path within the forest only reached a height of 24. Most paths end before height 16, which shows that the trees are fully grown. Increasing the maximal tree height will not change the tree topology unless they are induced with a larger set of training samples.
Each internal node within a tree aims at dividing the data in a way such that the corresponding child nodes are as "pure" as possible, i.e. contain samples mostly having similar colors. One way to measure the "pureness" of a node in a regression tree is to compute the average distance of the samples to their mean value. Figure 5 shows the number of leafs with different "pureness" levels. As can be seen, most of the leafs contain samples that concentrate within a small region around the mean value (e.g. less than 40), while only a few leafs have a very diverse set of colors (e.g. average distance more than 80). Figure 6 shows the estimated histograms of three different leaf examples with different impurities (see Equation 4). As can be seen, even for leafs with high impurity the colors have been well clustered by the forest and stay within close proximity to each other.
Instead of acting as a pure black-box system, Random Forests allow some insights into their decision making process. One example is the frequency how often certain node tests have been performed. Figure 7 shows the selection frequency of the implicitly calculated features (see Section 2.2). The luminance difference of pixels inside a patch (test type Ψ 2 ) has been used most often, followed by the luminance va- lue itself (test type Ψ 1 ). While the latter distinguishes between dark and bright patches, the former analyses the local texture by approximating the luminance gradient. As spatial prior information the circular region prior (see Section 2.2) is preferred over the x-yposition.
Results
Image colorization is an ill-posed problem: The same texture might have very different colors. One example is the color of the hair of a person, which can -taken artificial hair colors into account -be practically anything despite having very similar textures. On the other hand, the goal of image colorization is often not to assign the "correct" color (i.e. the color the object had when the grayscale picture was taken), but to assign a realistic color (i.e. the color objects of this category usually have). Thus, achieving a visually pleasing result is often more important than a "correct" result or -in other words -a "wrong" result can still be acceptable for a human observer. This is illustrated in Figure 8 , which shows the colorization result of the proposed method on the right and the result of the reference method (R. Zhang, 2016) in the center. Both results are not correct in a numerical sense: The proposed method colors the blurry background in blueish colors giving it a flowerbed-like look, while it is supposed to be green. The reference method colors the grapes in a greenish-brownish color. Nevertheless, both results look equally plausible and visually pleasing.
However, the subjective quality of a colorization result is hard to measure. Thus, we rely on objective measurements that are based on comparing the estimated color image to the ground truth. In particular, we state the accuracy A θ (E) of the estimation E with respect to a reference image R as
acc θ (e, r) =
This measure simply counts how many pixels have a color difference smaller than a certain threshold θ.
Even within a category, the image content can vary largely, e.g. day vs. night images of a building or summer vs. winter images of a landscape. That is why the training images within a category are divided into three groups: Similar to the query, dissimilar to the query, and mixed. On each of these three groups a separate Random Forest is trained and evaluated on the common query images.
The performance is shown in Figure 9 for a distance threshold of 20 and 40, respectively. The top of Figure 9 shows that on average more than 50% of all pixels of all query images in all categories are correctly classified (i.e. have a color difference smaller than 20 to the reference image), if the training database is similar to the query. If the training database is dissimilar to the query, this value drops by roughly 10%.
The last column shows the performance of the reference method proposed by (R. Zhang, 2016) . It should be noted that this method is based on training a deep convolutional network on millions of images. This tremendous effort during training allows the network to colorize general images during prediction. Our method, on the other side, is trained on a rather small database of training images which have to be of the same category as the query image. The results of the deep network are slightly worse than the performance of the Random Forest if the training images are similar to the query. Thus, the proposed framework presents an alternative to the deep network in the case where training on many images is either not possible or not desired.
The bottom of Figure 9 shows the same statistics for a threshold of 40. The accuracy of all variants go up to roughly 80% indicating that additional 30% of pixels are classified with a similar color to the original. Figure 10 and Figure 12 show two more colorization results additionally to those in Figure 8 . The top row shows the original image on the left and the corresponding grayscale image on the right. The second row shows the colorization result obtained by the proposed method with the corresponding error map on the right where black means a correct colorization and white corresponds to the maximum Euclidean distance between estimated and reference chrominance. The third row shows the colorization result obtained by the reference method (R. Zhang, 2016) together with the corresponding error map. Figure 11 shows the images that have been used to train the Random Forest that has colored the image in Figure 10 . While showing a very similar scene, the actual image content is general enough (given the category) to easily find colored examples. The proposed approach achieves an accuracy of A 20 = 53.63% while the reference method obtained A 20 = 50.03% The canopy of the palm tree is very well reconstructed by the proposed method while it stays greyish-brownish in the result of the reference method. The result of the deep learning approach has less saturation in general but looks slightly more realistic. The stem of the tree is not very well reconstructed by both methods. Figure 12 shows the results of the colorization of a forest image. While the deep learning approach reaches a colorization correctness of A 20 = 91.98%, the proposed method achieves a slightly worse accuracy of A 20 = 90.04%. Although the proposed method achieves a higher accuracy over the grass area within the image, both colorization results are very plausible.
CONCLUSIONS
Instead of aiming at a general purpose colorization tool, the proposed method focuses on the use case where a small but specific database of training images is available for query images of a certain category. This keeps training time at a minimum and allows to lessen ambiguities, which otherwise frequently occur in colorization tasks.
The proposed method is based on a Random Forest, which analyses the local structure of a grayscale patch and employs a spatial color prior model, which is learnt from training data. The color information is saved within the terminal nodes as 2D histograms over a*b* values of the CIE L*a*b* color space.
Experiments are conducted over a range of different image categories including several man-made and natural scenes. The results indicate that the proTowards Image Colorization with Random Forests 277 posed method is successfully able to colorize grayscale images if a suitable database of training images is available. The obtained colorization results are on par with a reference method which is based on a deep convolutional network trained on millions of images and used for general colorization tasks.
Future work will focus on weakening the requirements on the specificity of the training images. More diverse images allow in principle the colorization of a broader range of query images on the cost of a more time-and memory-expensive training phase. This requires the deployment of more and deeper trees.
A further direction is the post-processing of the obtained raw colors. A conditional random field defined over the image space would allow to achieve a local color consistency as well as taking more global image characteristics into account.
