Convolutional neural networks (CNNs) have recently been applied to predict or model fluid dynamics. However, mechanisms of CNNs for learning fluid dynamics are still not well understood, while such understanding is highly necessary to optimize the network or to reduce trial-and-errors during the network optmization. In the present study, a CNN to predict future three-dimensional unsteady wake flow using flow fields in the past occasions is developed. Structural similarities between feature maps in the CNN are calculated to reveal the number of feature maps that contain similar flow structures. By reducing the number of feature maps that contain similar flow structures, it is also able to successfully reduce the number of parameters to learn in the CNN by 85% without affecting prediction performances. * dhyou@postech.ac.kr 1 arXiv:1909.06042v1 [physics.flu-dyn]
I. INTRODUCTION
The achievement of the state-of-the-art performance on a task of classifying images using a convolutional neural network (CNN) [1] has boosted the usage of CNNs to tasks in computer vision [2] [3] [4] [5] [6] . CNNs are reported to be good at extracting spatial features [7] [8] [9] [10] as it incorporates geometric knowledge of data into the network [11] . This attribute of CNNs has led to the success of CNNs to learn data with spatial features, such as images or videos. Opportunely, data of flow fields inherently contain spatial features, i.e., flow structures, governed by the Navier-Stokes equations. The existence of flow structures has been revealed in the numerous previous studies by experiments [12] [13] [14] , simulations [15] [16] [17] [18] [19] [20] [21] [22] , and decomposition methods [23] [24] [25] [26] [27] [28] [29] [30] [31] . Therefore, CNNs are expected to be utilizable for learning and predicting fluid dynamics.
Consequently, the recent developments in CNN architectures have yielded new methods to approximate flow at states such as geometries or Reynolds numbers that were not utilized during training [32] [33] [34] [35] [36] . For instance, Lee and You [35] developed a generative adversarial network (GAN), which is composed of CNNs, to predict flow over a circular cylinder on twodimensional slices at Reynolds numbers that were not utilized during training. They reported the practical usage of CNNs by predicting flow over a circular cylinder during several flow cycles. For more practical usage, the GAN has been employed to predict typhoon tracks [37] .
The capability of CNNs to approximate flow at states that were not utilized during training has provided potential for using CNNs to predict or model flow characteristics in practical problems.
However, despite the success in the application of CNNs to predict fluid dynamics, mechanisms of CNNs to learn fluid dynamics remains as black boxes. As a result, inevitable extensive parameter studies and trial-and-errors occur to develop a network. Understanding on mechanisms of a CNN to learn fluid dynamics would provide insights on developing CNNs for physical problems, leading to reduced parameter studies and trial-and-errors during the development.
In the present study, a CNN for predicting three-dimensional unsteady wake flow dynamics is developed, and mechanisms of the CNN for predicting wake flow behind a circular cylinder are investigated in two flow regimes: the three-dimensional wake transition regime and the shear-layer transition regime. Information in feature maps in the CNN is visualized to understand characteristics of flow structures that a feature map extracts in different flow regimes and to identify effects of stacking convolution layers in the CNN. It is worth noting that a few studies have visualized feature maps to understand CNNs for classification problems [38] [39] [40] . A Fourier analysis is performed to investigate mechanisms of the CNN to predict wake flow dynamics in different length scales. Characteristics of the CNN for transporting input information are investigated to understand how the CNN integrates and transports the input information for prediction of fluid dynamics. Based on observations on feature maps, attempts to reduce the number of feature maps in the CNN are conducted.
The paper is organized as follows: methods associated with the CNN and constructing flow datasets are explained in Section II. Mechanisms of the CNN to learn wake flow and attempts to reduce the number of feature maps in the CNN are discussed in Section III, followed by concluding remarks in Section IV.
II. METHODS

A. Construction of datasets of unsteady flow fields
Unsteady flow over a circular cylinder is calculated using numerical simulations and configurations that are described in detail in Lee and You [35] . Here, main features of the constructed flow field datasets are summarized. Let the positive x, y, and z directions be the streamwise, cross-stream, and spanwise directions, respectively, then a circular cylinder is located on the surface of x 2 + y 2 = (D/2) 2 along the spanwise direction, where D is the cylinder diameter. Flow fields in the three-dimensional wake transition regime at Reynolds numbers of Re D = U ∞ D/ν = 300, 400 and 500 and the shear-layer transition regime at
Reynolds numbers of Re D = 1000, 2000, and 3900, where U ∞ is the free-stream velocity and ν is the kinematic viscosity of the fluid, are numerically calculated by solving the nondimensionalized incompressible Navier-Stokes equations as follows:
and
where u i and p are the non-dimensionalized velocity and pressure, respectively. In the present numerical simulations, velocity components and pressure are non-dimensionalized by the freestream velocity U ∞ and ρU 2 ∞ where ρ is the density of the fluid, respectively. Flow fields of 500 time-steps with an interval size of δt of 0.1 in a domain near to the circular cylinder (−1.5 < x/D < 5.5, −3.5 < y/D < 3.5, and 0 < z/D < 3) are collected (see A CNN architecture for predicting three-dimensional unsteady wake flow is developed.
The developed CNN learns a mapping between flow fields in the past and a flow field at a future state. The CNN shares a similar architecture with the CNN developed by Lee and You [35] , which is a CNN composed of two-dimensional convolution layers with zero padding to predict fluid flow on two-dimensional slices of flow fields. In the present study, the twodimensional convolution layers have been extended to three-dimensional convolution layers to investigate mechanisms of a CNN to learn three-dimensional nature fluid flow. Also, instead of the zero padding, the symmetric padding, which pads boundary values around feature maps, is utilized to prevent sharp changes of values near boundaries during convolution operations.
The developed CNN is composed of a set of generative CNNs
fed with input flow fields with different grid resolution. Due to this attribute, the developed CNN is referred to a multi-scale CNN. The input flow fields contain information of velocity components (u, v, w) and pressure (p) at the past four times steps (−3δt, −2δt, −1δt, 0δt) with a constant time-step interval size δt. Let X, Y , and Z be sizes of the domain in the streamwise, cross-stream, and spanwise directions, respectively, and n x , n y , and n z be the corresponding resolution of a grid in the corresponding directions. Then, for an integer s = 0, 1, 2, and 3, a generative CNN G s is fed with flow fields I s with the domain size of (X, Y, Z) and grid resolution of (n x /2 s , n y /2 s , n z /2 s ). Input flow fields I 1 , I 2 , and I 3 are interpolated from input flow fields I 0 with the finest grid resolution.
Each generative CNN G 1 , G 2 , and G 3 predicts fields {G 1 (I), G 2 (I), G 3 (I)} of velocity components and pressure in coarse grid resolution and the information of the coarse prediction is transported to generative CNNs which are fed with flow fields with one-step higher grid resolution. Then, the generative CNN G 0 which is fed with flow fields with the finest grid resolution provides the final prediction G 0 (I) of velocity and pressure fields at a future state after the same time-step interval size δt as in the input flow fields. Details of connections in the utilized CNN are described in Fig. 2 , while an example of predictions in each generative CNN is shown in Fig. 3 . Details of the number of feature maps in the multi-scale CNN are provided in Table I . Three-dimensional convolution kernels with the size of 3 × 3 × 3 are utilized for convolution operations on feature maps. The present study combines an L 2 loss and physical losses of mass L c and momentum L mom conservation based on the Navier-Stokes equations, as advantages of providing knowl- edge of physics to a network have been reported [35, 41] . The L 2 loss is defined as follows:
where G s (I) and G s (I) are the predicted flow field and the ground truth flow field at the same instance. Let, u, v, w, and p be the non-dimensionalized ground truth velocity components and pressure from G 0 (I), while u, v, w, and p be the predicted non-dimensionalized velocity components and pressure from G 0 (I) on a grid cell with the volume of V i,j,k , where (i, j, k)
is the grid index. Then the L c loss is calculated as follows:
and the L mom is calculated as follows:
where the temporal and spatial derivatives are calculated using the first-order upwind scheme and second-order central difference schemes, respectively. The total loss is calculated as follows: vorticity on the symmetry plane (x-z plane at y/D = 0) are calculated as follows:
where ω y (x, z, t 0 ) is a reference vorticity field at a time-step (t 0 ) and ω y (x+∆x/D, z, nδt) is a vorticity field shifted by ∆x/D in the streamwise direction at a time-step of nδt. Correlations of R(∆x/D, nδt, −3δt) for {n ∈ Z | − 3 ≤ n ≤ 5} at input time-steps (−3δt to 0δt) and prediction time-steps (1δt to 5δt) of flow at Re D = 400 and 3900 are shown in Fig. 10 .
The correlation (R(∆x/D, nδt, −3δt)) at a time-step of nδt is maximized when the shifted It is worth noting that the convection distance of x δt c ∼ 0.06D per time-step interval of δt is also observable in Fig. 6 . The multi-scale CNN is found to be able to predict the convection of vortices by utilizing the temporal information of the convection in input flow fields.
Effects of the deformation of vortices due to diffusion, stretching, and tilting during time-steps from −3δt to nδt are inferred in the value of the maximum correlation follows:
where, (i, j, k) is the cell index and n x , n y , and n z are numbers of cells in each direction.
Then, a relative size of information in a feature map on a layer is evaluated as follows:
where I max is the maximum size of information in the layer of feature maps. 
Fourier analysis of convolution kernels
Mechanisms of a convolution layer to integrate and transport wave number information are investigated by a Fourier analysis. The multi-scale CNN is composed of convolution kernels with a size of 3 × 3 × 3. Let's consider a convolution kernel W(x, y, z) that connects an input feature map F (x, y, z) and an output feature map F (x, y, z). Then, information in the feature map F (x, y, z) is transported to the feature map F (x, y, z) by a convolution operation ( * ) in space as follows:
The convolution kernel W(x, y, z) comprises kernels associated with convolution operations in the streamwise, cross-stream, and spanwise directions. Let W i,j,k (x, y, z) for i, j, k ∈ {1, 2, 3} be entries of the convolution kernel W(x, y, z) and W ,j,k (x), W i, ,k (y), and W i,j, (z) be kernels, which are vectors with the size of 3, associated with convolution operations in the streamwise, cross-stream, and spanwise directions, respectively. Note that nine (= 3×3) kernels with a size of 3 are utilized for convolution operations in each direction. Now, let's consider a sinc function of p ∈ {x, y, z} with the maximum wave number of k 0 as follows:
A Fourier transform of the sinc function Eq. (11) leads to
where the hat operator () indicates a Fourier transform and H is the Heaviside step function. By substituting the feature map term of F (x, y, z) in Eq. (10) with sinc functions in the streamwise (x), cross-stream (y), and spanwise (z) directions, convolution operations performed by kernels in each direction (W ,j,k (x), W i, ,k (y), and W i,j, (z)) can be calculated as follows:
where k 0x , k 0y , and k 0z are the maximum wave numbers in the streamwise, cross-stream, and spanwise directions, respectively. The maximum wave numbers are determined by the 
As the Heaviside step functions are unity for wave numbers smaller than the Nyquist limits, F (k x ), F (k y ), and F (k z ) represent the transported wave number information from the convolution kernels in each direction. Then, the contribution factor of a flow variable CF var f on a feature map is calculated as follows:
where f ∈ {u, v, w, p}. The calculated frequency distributions and probability density functions (PDFs) of CF similarly to the contribution factor of flow variables as follows:
where, f ∈ {−3δt, −2δt, −1δt, 0δt}, and I −3δt , I −2δt , I −1δt , and I 0δt are information in a feature map calculated from the CNN fed with a single set flow history at −3δt, −2δt, −1δt, and 0δt, respectively, while information of the other input flow histories is zeroed out.
Calculated frequency distributions and probability density functions (PDFs) of CF Optimizing a CNN has always been a difficult task, as the number of feature maps in a CNN has been mostly determined by an extensive parameter study, which demands a high cost for computing many combinations of numbers of feature maps on all layers in a CNN.
In this section, attempts and effects of reducing numbers of feature maps in a CNN are discussed, which attempts are based on observations on feature maps in the CNN, rather than an extensive parameter study.
Firstly, it is attempted to reduce the number of feature maps based on relative sizes of information in feature maps, since sparse existence of feature maps with relatively large sizes of information and abundant feature maps with relatively small sizes of information are observed (see Fig. 11 ). However, it is found that even a feature map with a small size of information contains clear flow structures. For instance, the feature map with the third lowest relative size of information on the second layer of feature maps in G 0 , shows structures related to the shear layer and wake vortices (see Fig. 16 (a) ). Also, this feature map is observed to be transported with wave number components with comparable magnitudes from all flow variables and histories ( Fig. 16 (b) ). This observation indicates that the Similarities between feature maps are quantitatively evaluated using a measure of structural similarity (SSIM) developed by Wang et al. [42] . The SSIM between spatial data of a and b is defined as follows:
, where µ a and µ b are averages of a and b, σ 
The measure of SSIM is expected to well compare flow structures in feature maps, as it is reported to be capable of comparing structural information in data [42] . Here, the process to reduce the number of feature maps in the multi-scale CNN based on measures of similarity matrices is explained. Firstly, similarity matrices in the multi-scale CNN are calculated for flow at Re D = 3900 in a domain of −1.5 < x/D < 5.5, −3.5 < y/D < 3.5, and 0 < z/D < 1.5. Then, to detect redundant feature maps, proportion of elements P (T ) with SSIM values larger than a threshold SSIM value T in a similarity matrix S m,n is calculated as follows:
where m,n indicates the number of elements in the similarity matrix. A threshold SSIM value of T = 0.8 is chosen in the present study as feature maps with an SSIM value under 0.8 tend to contain different flow structures. Figure 17 shows an example of feature maps Table II . The number of parameters to learn, which is proportional to the sum of products of numbers of feature maps from every two adjacent layers in a CNN, in the multi-scale CNN is decreased by 85% due to the reduction of numbers of feature maps in the reduced multi-scale CNN.
Similarity matrices calculated from the multi-scale CNN and the reduced multi-scale CNN on the third layer of feature maps in G 0 are visualized in Fig. 18 total proportion P total (T ) as follows:
where S s,l,m,n is the SSIM value between feature maps of F m and F n on the lth layer in a generative CNN of G s , and s,l,m,n is the sum of numbers of elements in all similarity matrices in the multi-scale CNN or reduced multi-scale CNN. Values of P total (T ) in the multiscale CNN and the reduced multi-scale CNN are calculated as 0.78 and 0.49, respectively.
Therefore, the proportion of feature maps with high similarities is significantly reduced due to the use of the reduced multi-scale CNN, of which reduction indicates the removal of redundant feature maps. The reduced multi-scale CNN is found to be capable of generating flow structures with small length scales for flow at Re D = 3900 ( Fig. 19 (a) ). Moreover, Attempts to detect unnecessary feature maps in the utilized multi-scale CNN are made.
Firstly, we found that a feature map with a small relative size of information can contain 
