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Ball polytopes and the Vázsonyi problem
Yaakov S. Kupitz
1
, Horst Martini, Miha A. Perles
Abstrat
Let V be a nite set of points in Eulidean d-spae (d ≥ 2). The
intersetion of all unit balls B(v, 1) entered at v, where v ranges over
V , heneforth denoted by B(V ) is the ball polytope assoiated with
V . Note that B(V ) is non-empty i the irumradius of V is ≤ 1.
After some preparatory disussion on spherial onvexity and spindle
onvexity, the paper fouses on two entral themes
2
.
a) Dene the boundary omplex of B(V ) (assuming it is non-empty,
of ourse), i.e., dene its verties, edges and faets in dimension
3 (in dimension 2 this omplex is just a iruit), and investigate
its basi properties
3
.
b) Apply results of this investigation to haraterize nite sets of
diameter 1 in (Eulidean) 3-spae for whih the diameter is at-
tained a maximal number of times as a segment (of length 1) with
both endpoints in V . A basi result for suh a haraterization
goes bak to Grünbaum, Heppes and Straszewiz, who proved
independently of eah other, in the late 1950's by means of ball
polytopes, that the diameter of V is attained at most 2|V | − 2
times, thus arming a onjeture of Vázsonyi from ira 1935.
Call V extremal if its diameter is attained this maximal number
(2|V | − 2) of times. We extend the aforementioned basi result
by showing that V is extremal i V oinides with the set of
verties of its ball polytope B(V ) and show that in this ase the
boundary omplex of B(V ) is self-dual in some strong sense. The
problem of onstruting new types of extremal ongurations will
be addressed in a subsequent paper, but we do present here some
suh new types.
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This fae struture turns out to be quite intriate or, quoting [2℄, p. 202, lines 22-23:
the fae struture of these objets [ball polytopes℄ is not obvious at all.
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 1. Introdution
Let V be a set of n (≥ 2) points in the Eulidean d-spae. The diameter of
V , diamV , is the maximum of the (Eulidean) distanes between points of V .
Denote by e(V ) the number of pairs {x, y} ⊂ V suh that ‖x− y‖ = diamV ,
and dene e(d, n) to be the maximum of e(V ) over all sets V of n points in
Rd. We all V (V ⊂ Rd,#V = n) an extremal onguration if n > d and
e(V ) = e(d, n). The ase d = 1 is not interesting (e(1, n) = 1 for n ≥ 2).
For d = 2, it is well known (see [18℄, pp. 213-214) that e(2, n) = n (n ≥ 3),
and the extremal ongurations are fully understood (f. [29℄ and [19℄).
Namely, V ⊂ R2 is extremal if and only if vertP ⊆ V ⊆ bdP for some
Reuleaux polygon P . When P is a Reuleaux k-gon (3 ≤ k ≤ n, k odd), the
diameters of V form a self-interseting k-iruit (the main diagonals of P )
plus n− k dangling edges. Eah dangling edge onnets a vertex of P with
an interior point of the opposite ar. See Figure 1, where k = 5 (a Reuleaux
pentagon) and n = 9.
 Figure 1 
2
If d = 3, then e(3, n) = 2n − 2 for n ≥ 4. This has been onjetured by
Andrew Vázsonyi (neé Endree Weiszfeld
4
, see [10℄) and proved in the late
1950's independently by B. Grünbaum, A. Heppes and S. Straszewiz (see
[18℄). So we refer to the equality e(3, n) = 2n−2, n ≥ 4, as the GHS-Theorem.
The extremal ongurations for d = 3, however, still form a mostly unharted
territory. Very few examples have been desribed in the literature
5
. The
purpose of this paper is to shed some light on the extremal ongurations in
dimension 3. We all them the extremal ongurations and the problem of
desribing them the Vázsonyi problem.
For d ≥ 4 the quantitiy e(d, n) grows quadratially with n. More preisely,
if d = 2m or d = 2m+1 (d xed) and n→∞, then e(d, n) is asymptotially
(1− 1
m
) · n2
2
; see [18℄.
It will be onvenient to use the notion of diameter graph.
Denition 1.1 (Diameter graph): For V ⊂ Rd the geometri graph
D(V ) = 〈V,E〉 whose set of verties is V and whose edges are the pairs
{x, y} ⊂ V with ‖x− y‖ = diamV is the diameter graph of V .
Let us start with a desription of the simplest example of a set V ⊂ R3 with
#V = n ≥ 4 and e(V ) = 2n− 2.
Example 1.1: When n = 4, let V = {p0, p1, p2, p3} be the set of verties
of a regular tetrahedron of edge length 1, say. The diameter graph of V
is K4, and the diameter 1 is attained exatly six (= 2 · 4 − 2) times. For
{i, j, k, l} = {0, 1, 2, 3} denote by Ckl the irle (of radius 12
√
3) with enter
1
2
(pk+pl) that passes through pi and pj, and dene Aij to be the losed short
irular ar of Ckl with endpoints pi and pj. Dene also A
◦
ij = Aij \ {pi, pj}.
4
Also known as the originator of the Weiszfeld algorithm, to approximate suessively
the point of minimum sum of distanes to a nite set of points in R3 (alled the generalized
Fermat-Torrielli point).
5
See [24℄, Examples 3.1, 3.2, 3.3. Example 3.1 is generalized in our Example 1.1 below;
Example 3.2 is the suspended (2k − 1)-gon desribed in Example 1.2 below. Their
Example 3.3 of 7 points is brilliant, and as we shall see in another oasion it is obtained
from their Example 3.1 for n = 4 (4 verties of a tetrahedron) by an operation alled ball
trunation desribed in [21℄; f. also Example 9.2 and Remark 9.1 below for the avor of
this operation.
3
Then A◦ij is the lous of all points x ∈ R3 that satisfy
‖x− pk‖ = ‖x− pl‖ = 1 , ‖x− pi‖ < 1 , ‖x− pj‖ < 1 .
For n > 4, take V to be the union of {p0, p1, p2, p3} and a set of n−4 additional
points on some A◦ij , say on A
◦
12. The diameter 1 is attained six times at the
edges of the tetrahedron, and twie more (‖x− p3‖ = ‖x− p4‖ = 1) for eah
additional point x. So far this onguration was known to Grünbaum [13℄,
Heppes [16℄ and Straszewiz [27℄ (see also [24℄, Example 3.1), and here is a
generalization of it.
In [26℄, Lemma 4.2, we have shown in detail that if x ∈ A◦ij , y ∈ A◦i′,j′, then
‖x−y‖ < 1 provided {i, j}∩{i′, j′} 6= ∅ (i.e., x and y lie on the same ar or on
adjaent ars), whereas ‖x− y‖ > 1 if {i, j} ∩ {i′, j′} = ∅, i.e., x and y lie on
opposite ars. (A more detailed form of this lemma with a geometri proof
is given in Lemma 8.1 below.) Thus we obtain an extremal onguration
by taking the verties p0, p1, p2, p3 of the tetrahedron, and merely hoosing
n−4 additional points on three mutually adjaent ars A◦ij. These three ars
either share a vertex (like A001, A
0
02, A
0
03), or miss a vertex (like A
0
12, A
0
23, A
0
31).
Another simple lass of extremal ongurations an be desribed as follows.
Example 1.2 (the suspended (2k− 1)-gon) (f. [24℄, Example 3.2): Let
P = P2k−1 (k ≥ 2) be a regular onvex (2k − 1)-gon of diameter 1 loated
in the (x, y)-plane of R3 and with enter at the origin o. The diameter of P
is attained 2k − 1 times at the main diagonals of P . On the z-axis mark a
point c at distane 1 from the verties of P and put V = {c} ∪ vertP . Then
n =def #V = 2k, onvV is a pyramid and the diameter of V is attained
4k−2 = 2n−2 times: at the main diagonals of the base P , and at the edges
emanating from the apex c. Note that the diameter graph D(V ) of V is an
n-wheel in the sense of graph theory. (An n-wheel is a graph onsisting of
an (n − 1)-iruit plus one universal vertex, the enter of the wheel.) For
later referene we all this example a suspended (2k − 1)-gon. When k ≥ 3,
this example allows some perturbation of the points of V \ {c} on the unit
sphere entered at c. A detailed aount of this possibility will be given in a
subsequent paper.
Remark: The suspended (2k − 1)-gon of Example 1.2 serves in Example
4
9.2 below to onstrut yet another family of extremal ongurations by a
onstrution alled ball trunation; f. also Remark 9.1, 2) below.
By these examples one sees that e(3, n) ≥ 2n− 2 for n ≥ 4.
The existing proofs that e(3, n) ≤ 2n− 2 for n ≥ 4 proeed by indution on
n. The ase n = 4 is obvious. If #V = n + 1 and a point x ∈ V is inident
with at most two diameters (i.e., at most two points of V are at distane
diamV from x), then we apply the indution hypothesis to V \ {x} and nd
that e(V ) ≤ (2n− 2)+2 = 2(n+1)− 2. Thus the only ase that needs some
extra onsideration is when eah point x ∈ V is at distane diamV from at
least three other points of V . This extra onsideration onsists of three
steps:
1. Constrution of a onvex body B(V ) (B stands for Ball) related to
V . In fat, B(V ) is dened as the intersetion of all balls of radius
diamV with enters in V .
2. Dening a spherial fae struture on the boundary of B(V ) and
establishing a relation between this fae struture and the diameter
graph D(V ) of V .
3. Applying Euler's polyhedral formula (v−e+f = 2) to the fae struture
of B(V ), to onlude that e(V ) ≤ 2n− 2.
We follow these steps arefully and onlude that if e(V ) = 2n− 2, then the
fae struture of B(V ) is strongly self-dual, i.e., it admits a self-duality of
order 2 (involution) whih is strong in the following sense: it is xed-point
free when ating as an automorphism of the rst baryentri subdivision of
the boundary ell omplex of B(V ). Nevertheless, the fae struture of B(V ),
i.e., the poset of its faes, may dier onsiderably from that of an ordinary
onvex 3-polytope. The intersetion of two faets may have more than one
onnetivity omponent, and there may be digonal faets. Consequently the
set of faes, partially ordered by inlusion, need not be a lattie
6
, and its
6
So it is mistakenly alled a fae lattie systematially in [3℄, p. 256, lines 21, 29, 36,
p. 260, line 15, and in [2℄, p. 211, lines 24, 30. In [2℄, Corollary 6.8 (p. 213), it is shown
that, under a strong assumption on V explained in footnote 15 below, B(V ) is a lattie
indeed, but this assumption takes the disussion far from the generi ase.
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1-skeleton forms a planar graph that is not neessarily 3-onneted. This is
true even if V is a ritial onguration (f. Proposition and Denition 2.1
below). There is a ritial onguration V ⊂ R3 , #V = 8, for whih B(V )
is not ombinatorially equivalent to a 3-polytope. The onguration will be
desribed in a subsequent paper. There we shall onstrut new examples
of extremal ongurations that are modelled after some types of strongly
self-dual onvex 3-polytopes.
Notation: Our onsiderations take plae in Eulidean d-dimensional spae
Rd, d ≥ 2, with origin o, mainly referring to the ase d = 3. We abbreviate, as
usual, a, onv, vert, int, relint, bd, relbd for ane hull, onvex hull, vertex
set, interior, relative interior, boundary, and relative boundary, respetively.
For p ∈ R3 dene by B(p) =def {x ∈ R3 : ‖x − p‖ ≤ 1} = p + B(o) the
solid ball entered at p, where ‖ · ‖ is the usual Eulidean norm in R3, and
by S(p) =def bdB(p) = {x ∈ R3 : ‖x− p‖ = 1} the unit sphere entered at p,
usually abbreviated Sp.
The irumball of a bounded set W ⊂ R3 is the (unique) losed ball of
smallest radius that inludes W . We denote by r(W ) (read: irumradius
of W ), resp. (W ) (read: irumenter of W ), the radius, resp. enter, of
the irumball, and dene r(W ) = 0 when #W = 1, and r(W ) =∞ when
W is unbounded. (When r(W ) = ∞, (W ) an be taken as any point of
R3.)
 2. Critial ongurations
Let V be an extremal onguration for the Vázsonyi problem with n points,
n ≥ 4. If n = 4, then the diameter graph D(V ) is just K4. If n ≥ 4, hoose a
point v ∈ V of minimal valene, say δ, inD(V ). Then e(V \{v}) = e(V )−δ =
2n − 2 − δ. Note that diam(V \ {v}) = diamV , sine δ ≤ n − 1 < 2n − 2,
and thus the removal of v does not obliterate all diameters of V . Assuming
the GHS-Theorem (an extended version of whih is proved in Theorem 7.1
below), e(V \ {v}) ≤ 2(n− 1)− 2. It follows that δ ≥ 2. Moreover, if δ = 2,
then V \ {v} is again extremal. This leads us to the following
Proposition  Denition 2.1 (Critial Conguration): Every point of
6
an extremal onguration (for the Vázsonyi problem) is inident with at least
two diameters. If every point of an extremal onguration is inident with at
least three diameters, then V is ritial.
Examples: The suspended (2k−1)-gon (Example 2.1 above) yields a ritial
onguration. The 7-point set desribed in [24℄, Example 3.3 (mentioned
above), is ritial as well.
Corollary 2.1: The diameter graph D(V ) of an extremal onguration V
does not ontain two adjaent 2-valent verties.
Proof: If v and w are adjaent 2-valent verties of D(V ), the removal of v
leaves w as a 1-valent vertex of D(V \{v}), and thus V \{v} is not extremal,
by Proposition 2.1. So D(V \ {v}) has less than 2#(V \ {v})− 2 diameters.
Hene D(V ) has less than 2#(V \ {v})− 2+ 2 = 2#V − 2 diameters, i.e., V
is not extremal, a ontradition.
If an extremal onguration V (with #V ≥ 5) is not ritial, then suessive
removal of 2-valent verties v1, v2, . . . , vk (the vertex vi being 2-valent inD(V \
{v1, v2, . . . , vi−1})) will nally produe a ritial subonguration Vk with
n − k points. This will happen after at most n − k steps. Note that the
sequene v1, v2, . . . , vk of removed verties is not neessarily unique. We shall
see, however, that the nal ritial subonguration is unique. Denote the
set Vk by C (C stands for ritial). This set C has the following properties:
1) C ⊆ V , and C is extremal,
2) D(C) is a spanned subgraph of D(V ).
This follows from the fat, mentioned above, that removal of one point from
an extremal onguration does not aet its diameter, and that removal of
a 2-valent vertex from an extremal onguration leaves it extremal.
3) Every vertex of D(C) has valene ≥ 3.
4) For any set V ′, C & V ′ ⊆ V , the graph D(V ′) has a vertex of valene
≤ 2.
7
In fat, if vi is the rst vertex in the sequene v1, v2, . . . , vk of removed verties
that belongs to V ′, then the valene of vi in D(V ′) is smaller than or equal
to the valene of vi in D(V \ {v1, v2, . . . , vi−1}), whih is 2.
Next we show that C is uniquely determined by the properties 1)  4) above
in the following strong sense.
Theorem 2.1: If C ′ is a ritial subonguration of V , then C ′ ⊆ C.
Proof: Assume, by r.a.a., that C ′ is a ritial subonguration of V and
C ′ * C. This means that C ∪ C ′ ' C. Now onsider property 4), with
V ′ = C ∪ C ′. There is a vertex x ∈ C ∪ C ′ whose valene in D(C ∪ C ′) is
≤ 2. This is impossible, sine if x ∈ C or x ∈ C ′, then the valene of x in
D(C) or in D(C ′), respetively, is already ≥ 3.
Corollary 2.2: The set C is the unique maximal ritial subonguration of
V , where maximal here is with respet to inlusion as well as to ardinality.
The question whether a ritial onguration may still inlude an extremal
onguration as a proper subset (and therefore inludes a smaller ritial
onguration) turns out to be deliate. The answer is (surprisingly) yes.
The above mentioned example V ⊂ R3,#V = 8, diamV = 1, for whih B(V )
is not 3-polytopal, is ritial and has an extremal subonguration of four
points. Meanwhile we just introdue the relevant tehnial term.
Denition 2.2: An extremal onguration V is strongly ritial if no proper
subset of V is extremal.
We onjeture that an extremal onguration is strongly ritial i the spher-
ial fae struture of its Ball polytope is isomorphi to that of an ordinary
3-polytope; f. Conjeture 9.2 below.
The only ritial ongurations we have seen so far are the suspensions of
regular (2k−1)-gons (k ≥ 2), whose diameter graph is a 2k-wheel. For k = 2,
these inlude the set of verties of a regular tetrahedron. In the planned
subsequent paper we shall onstrut a large variety of ritial ongurations,
with an arbitrarily large number of points. Most of the rest of this paper
is devoted to the study of Ball polytopes and their relation to the extremal
ongurations. A detailed aount of this onfronts us with the notions of
spindle onvexity and spherial onvexity disussed in paragraphs 3 and 4
below.
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 3. Spindle onvexity, ball hulls and the Ball
onnetion
In this setion we introdue the notion of spindle onvexity and the operations
S → B(S) (Ball hull) and S → B(S) (Ball set) for subsets S of R3, and
establish the basi properties of these notions and their interrelations.
Denition and Notation 3.1.: A set S ⊂ R3 is spindle-onvex (abbr. s-
onvex ) if for any two distint points a, b ∈ S, and for any irle C of radius
r ≥ 1 that passes through a and b, the short irular ar of C with endpoints
a, b is also inluded in S. We denote by sp(a, b) (read: spindle a, b) the union
of these ars inluding the segment [a, b].
Remarks 3.1:
1. If S ⊂ R3 is s-onvex, then S is stritly onvex. The proof is easy
and left to the reader, with just one hint: If S is s-onvex, a, b ∈ S
and y ∈ relint[a, b], then y is ontained in a short irular ar of radius
r ≥ 1 whose two endpoints, x, z say, belong to sp(a, b) \ [a, b] ⊂ S, and
by the s-onvexity of S we have y ∈ sp(x, z) \ [x, z] ⊂ S.
2. If ‖a− b‖ < 2, then the union of all short irular ars of radius r ≥ 1
with endpoints a and b, inluding the segment [a, b], forms a spindle
with endpoints a and b. When ‖a − b‖ ≥ 2, the union of these short
irular ars, inluding semiirles with endpoints a and b, forms a solid
ball entered at c = 1
2
(a + b) with radius 1
2
‖a − b‖7. In both ases we
denote the spindle with endpoints a and b by sp(a.b).
3. Spindle onvexity was studied under the name Überkonvexität by
Mayer [23℄. We introdued this notion in [21℄; f. also [2℄, p. 203.
An immediate onsequene of this denition is
Proposition 3.1: The intersetion of any family of s-onvex sets in R3 is
s-onvex.
7
So it is not R3 as stated in [2℄, p. 203, line 11.
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Lemma 3.1 (s-onvexity of the unit ball): A losed ball of radius 1 in
R3 is s-onvex.
Lemma 3.1 will follow from a rened version, namely Lemma 3.1' below. We
will need this rened version in the sequel (e.g., in the proof of Proposition
5.1 (i)).
Lemma 3.1' (simplied Sallee Lemma): Let B = B(z, 1) ⊂ R3 be a
losed unit ball entered at z. Let a, b be two distint points in B. Let C be a
irle of radius r ≥ 1 with enter c that passes through a and b. Let A ⊂ C
be the open short irular ar with endpoints a, b. (When a, b are opposite
points of C, A denotes any of the two open semiirles of C with endpoints
a, b.) Then A ⊂ intB, with just one exeption: If a, b ∈ ∂B and r = 1, then
c = z and C ⊂ ∂B8.
Proof: Put H =def aC and C
′ =def H ∩ ∂B,D′ =def H ∩ B = convC ′. C ′
is a irle of radius r′ ≤ 1, with enter c′. Note that r′ < 1, unless H passes
through the enter z of B, in whih ase r′ = 1 and c′ = z. Now onsider
the irle C (with radius r ≥ 1 and enter c) and the irle C ′ (with radius
r′ ≤ 1 and enter c′). Both these irles lie in H .
If a ∈ intB or b ∈ intB, then C meets relintD′. But C * D′, sine r ≥ r′,
hene C meets C ′ at two points, whih divide C into two unequal open
ars. The short ar is ontained in relintD′ and inludes A(= âb), and the
long one is exterior to relintD′. The same holds true if both a and b are
boundary points of B (i.e., a, b ∈ C ∩ C ′) provided r > r′, and even when
r = r′(= 1) provided C 6= C ′ (i.e., c 6= c′)). There remains the ase where
a, b ∈ ∂B, r′ = r = 1 (hene c′ = z), and c = c′. In this ase C ′ = C, and
thus A ⊂ ∂B.
Corollary 3.1.: The intersetion of any family of losed unit balls in R3 is
s-onvex.
Under losedness assumption the onverse statement of Corollary 3.1 holds
as well; see Theorem 3.1 below.
8
This lemma goes bak essentially to Sallee in [25℄, Lemma 3.3, (p. 317). The lemma
appears there in a rather distorted form, whih is repeated in [3℄, Lemma 1.1 (SL1). This
last formulation also laks the deliate exeptional ase a, b ∈ ∂B and r = 1 appearing in
our formulation. Some overlaps between [25℄, [2℄, [3℄, and the present paper do exist, and
we will point out on them oasionally in footnotes.
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Denition 3.2 (Ball hull): For a set S ⊂ R3, the intersetion of all losed
unit balls in R3 that inlude S, denoted by B(S), is the Ball hull of S.
Remarks: It follows that B(∅) = ∅ and S ⊂ T =⇒ B(S) ⊂ B(T ). If the
irumradius r(S) of S is > 1, then S is not inluded in any unit ball, and
B(S) = R3 (= the intersetion of the empty family of unit balls in R3). If
r(S) = 1, then B(S) is just the unique losed unit ball that inludes S.
In all ases S ⊂ B(S) and B(S) is s-onvex. Note that S = B(S) i S is
the intersetion of some family of losed unit balls in R3. Next we show that
every sonvex set in R3 is the intersetion of a family of losed unit balls,
i.e., S is sonvex i S = B(S).
Theorem 3.1: Suppose that S is a losed subset of R3. Then S is s-onvex
i S is the intersetion of a family of (losed) unit balls in R39.
Remarks 3.2:
1. The family may be empty, in whih ase S = R3. So an alternative
formulation of Theorem 3.1 is: Suppose S ⊂ R3 is losed. S is s-onvex
i either S = R3 or S is the intersetion of a nonempty family of unit
balls in R3.
2. This theorem is the s-onvexity analogue of the theorem from linear
onvexity saying that a losed set S ⊂ R3 is onvex i either S = R3
or S is the intersetion of a nonempty family of losed half-spaes.
Proof of Theorem 3.1: The if part follows from Corollary 3.1 above. To
establish the only if part, it sues to prove
Proposition 3.3 (separation out by a unit sphere): Suppose S is a
losed, sonvex proper subset of R3. If z ∈ R3 \ S, then there is a losed
unit ball B = Bz ⊂ R3 that inludes S and misses z.
Indeed, if Proposition 3.3 holds true, then S =
⋂{Bz : z ∈ R3 \ S}. (Note
that the family {Bz : z ∈ R3 \ S} is empty i S = R3, whih is ompatible
9
The easier if part of this theorem seems to be overlooked until now, and the heavier
only if part seems to appear already in [23℄. We formulated the only if part in [21℄,
Theorem 1, and it also appears in [2℄, Lemma 3.1, with a small gap in the proof. All these
appearenes are independent of eah other.
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with the equality S = ∩{Bz : z ∈ ∅}, sine the intersetion of an empty set
of unit balls is R3.)
Proof of Proposition 3.3: For S = ∅ the statement is lear. Assume,
therefore, that S 6= ∅ and denote by a the (unique) point of S nearest to
z. Let u = a−z‖a−z‖ , and let H ⊂ R3 be the plane through a perpendiular to
u, i.e., H = {x ∈ R3 : 〈u, x〉 = 〈u, a〉}. Let H− be the losed halfspae
bounded by H that ontains z, and let H+ be the other losed half-spae
bounded by H . It follows from the onvexity of S that S ⊂ H+.
Note that a ∈ S and S is sonvex, hene stritly onvex, and therefore
S ∩ H = {a}, i.e., S ⊂ {a} ∪ intH+. The set {a} ∪ intH+ is the union of
all spheres tangent to H whose enters lie on the open ray {a+ λu : λ > 0}.
Dene Bz =def B(a + u), the unit ball entered at a + u. Clearly z /∈ Bz. If
remains to show that S ⊂ Bz.
Assume, to the ontrary, that there is a point b ∈ S \ Bz. Clearly b 6= a.
There is a unique ρ > 1 suh that b lies on the sphere Sρ =def S
2(a+ρu, ρ) of
radius ρ entered at a+ρµ. (An expliit alulation shows that ρ = ‖a−b‖
2
2〈b−a,u〉 .)
Let A ⊂ Sρ be a short (losed) irular ar of radius ρ with endpoints a, b.
 Figure 2 
(A is uniquely determined, unless b = a+2ρu, in whih ase A is half a great
irle (a meridian) on Sρ.) Let b
′
be a point on A suh that 0 < ‖b′−a‖ < 2,
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and let A′ be the part of A between a and b′. In the plane aA′ draw a
short irular ar A′′ of radius 1 with endpoints a and b′, on the same side
of the line a(a, b′) as A′. Sine A′ (⊂ H+) is tangent to H at a, and A′′ is
more urved (1 < ρ), A′′ protrudes into H− near a; see Figure 2. We have
A′ ⊂ A ⊂ S, hene b′ ∈ S and A′′ ⊂ S, sine S is s-onvex. But S ⊂ H+, a
ontradition.
Remark: Of ourse, the haraterization of s-onvex sets given in Theorem
3.1 holds true in Rd for d ≥ 2.
Denition 3.3 (Ball set): For a subset V of R3, the set B(V ) =def {y ∈
R3 : (∀x ∈ V )[‖x − y‖ ≤ 1]} is the Ball set (or Ball onnetion) of V . Here
‖ · ‖ denotes the usual Eulidean norm in 3-spae10.
We an view B(V ) as the intersetion of all (losed) unit balls entered at
points of V or, alternatively, as the set of enters of all unit balls that inlude
V . Thus we have the following properties.
(A) B(V ) = ⋂{v +B : v ∈ V }, and
(B) B(V ) = {z ∈ R3 : V ⊂ z +B}, where B =def {x ∈ R3 : ‖x‖ ≤ 1}.
Here are some more properties of the operation V → B(V ):
(C) B(∅) = R3 (= the intersetion of the empty set of unit balls is R3).
(D) V 6= ∅ ⇒ B(V ) is ompat and s-onvex, hene stritly onvex (see
(A)).
(E) For p ∈ R3 , B({p}) = p+B = B(p) is the unit ball entered at p.
(F) r(V ) = 1⇒ B(V ) = cc(V ), where (V ) is the irumenter of V (i.e.,
B(V ) is 0-dimensional).
(G) (i) When r(V ) = 1 − ε < 1 , B(V ) inludes a ball of radius ε (> 0)
entered at (V ), i.e., B(V ) is full-dimensional.
10
Ball sets in general and Ball polytopes in partiular (f. Denition 3.4 below) were
studied by Sallee in [25℄ in onnetion with bodies of onstant width (f. footnote 20 (b)
below) and, in a more general setting, in [21℄, [3℄, and [2℄.
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(ii) r(V ) > 1⇒ B(V ) = ∅. Hene
(iii) B(V ) is full dimensional ⇔ r(V ) < 111.
(H) V1 ⊂ V2 ⇒ B(V2) ⊂ B(V1) (inlusion reversion, but strit inlusion
does not imply strit reversed inlusion).
(I) B(V ) = B(cl convV ). In fat, B(V ) = B(B(V )), sine V and B(V )
are inluded in exatly the same unit balls.
(J) B(V ) is the largest set X ⊂ R3 suh that B(X) = B(V ). In fat, if
Y ⊂ R3 and Y * B(V ), then there is a point y ∈ Y \B(V ), and there
is a point z suh that V ⊂ z + B but y /∈ z + B. Thus z ∈ B(V ), but
z /∈ B(Y ), i.e., B(Y ) # B(V ).
(K) diamV ≤ 1⇔ V ⊂ B(V ).
(L) diamV ≤ 1⇒ B(V ) = {x ∈ R3 : diam(V ∪ {x}) ≤ 1}.
(M) (i) B(B(V )) = B(V ) and, in partiular,
(ii) B(B(V )) ⊃ V .
Proof: (i) x ∈ B(B(V ))
⇔ (∀y ∈ R3) [(∀v ∈ V ) (‖y − v‖ ≤ 1)⇒ (‖x− y‖ ≤ 1)]
⇔ (∀y ∈ R3) [(V ⊂ B(y))⇒ (x ∈ B(y))]⇔ x ∈ B(V ) .
(ii) Follows from V ⊂ B(V ) and (i).
(N) B(B(B(V ))) = B(V ).
To prove (N) note that the inlusion ⊃ follows from (M) (ii) above, where
V is replaed by B(V ), and ⊂ follows again from (M) (ii) by using (H) (in-
lusion reversion). (Alternatively, use (M) (i) and B(V ) = B(B(V )) proved
in (I) above.) From (N) we infer:
Corollary: The operation V → B(V ) is injetive (i.e., one to one) on its
image set, that is, B(S) 6= B(T )⇒ B(B(S)) 6= B(B(T )).
11
This simple ondition, equivalent to full dimensionality of B(V ), seems to be new.
Sallee, e.g., assumes in [25℄, p. 316, that diamV ≤ 1 (in order to ensure full dimensionality
of B(V )), whih implies r(V ) < 1; see Theorem 5.2 a) below. Thus Sallee's ondition is
suient, and learly not neessary for full dimensionality of B(V ).
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(O) B(V ) = V ⇔ V is a set of onstant width 1. (Hene, a set V ⊂ R3 of
onstant width 1 is s-onvex.)
This haraterization of bodies of onstant width (through their Ball on-
netion) is known as the spherial intersetion property, proved, e.g., by
Eggleston in [8℄, Theorem 52 in p. 123, and in [9℄, pp. 166-167. See also [6℄,
pp. 62-63, for a proof of this haraterization. (A related notion is studied
in [20℄.)
Denition 3.4 (Ball polytope): For V ⊂ R3 nite and non-empty with
r(V ) < 1, the Ball set B(V ) is the Ball polytope assoiated with V .
Note that r(V ) < 1⇔ B(V ) is full-dimensional (see (G) (iii) above).
Sine a Ball polytope is a nite intersetion of balls, it is stritly onvex (pro-
vided r(V ) < 1), i.e., (∀x, y ∈ B(V )) [x 6= y ⇒ 1
2
(x+ y) ∈ int B(V )] . The
Ball polytope B(V ) of a nite set V ⊂ R3 (with, say, #V > 1 and r(V ) < 1)
has a natural spherial fae struture denoted by SF(B(V )). We shall in-
vestigate this fae struture thoroughly, and show (in  89 below) that for
extremal ongurations V of the Vázsonyi problem it admits a anonial
xed-point free involutory self-duality. This means an anti-isomorphism (an-
timorphism, for short) of SF(B(V )) of order 2 whih, when applied to the
rst baryentri subdivision of SF(B(V )), ats as a xed-point free automor-
phism. (Note that the rst baryentri subdivision of SF(B(V )) is a purely
2-dimensional simpliial omplex whih is order-isomorphi to the olletion
of all hains (ags in the urrent terminology) in SF(B(V )), partially or-
dered by inlusion.)
The exposition of the spherial fae struture SF(B(V )) of B(V ) an be
viewed as a detailed aount of the proof of Vázsonyi's onjeture mentioned
in the introdution. The insight gained by this exposition will lead to the
onstrution of many new types of ritial ongurations in in the planned
subsequent paper. In their original proof of the Vázsonyi onjeture, Grün-
baum, Heppes and Straszewiz (independently) dened the Ball polytope
B(V ) for ritial V only (they did not use the term Ball polytope) and
treated its fae struture very skethy. Our more general denition of B(V )
(for general (nite) ongurations V ⊂ R3) is aimed to gain a better under-
standing of this fae struture. The next paragraph ollets basi results on
spherial onvexity and apexed ones, also needed in the sequel.
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 4. Spherial onvexity and apexed ones
Let S(o) be the unit sphere entered at the origin.
Denition 4.1 (spherial onvexity, strit spherial onvexity, spher-
ial onvex hull, small ap): A set F ⊂ S(o) is spherially onvex [stritly
spherially onvex ℄ if for every two distint non-antipodal points a, b ∈ F the
geodeti line that onnets a and b on S(o) (i.e., the short irular ar with
endpoints a, b of the unit irle entered at o whih passes through a and b)
is ontained in F [is ontained in a relintF , with possible exeption of the
endpoints a and b℄12.
Examples 4.1: Here is a list of some spherially onvex subsets of S(o).
a) The empty set and any one-point set.
b) A set of two antipodal points.
) S(o) is stritly spherially onvex.
d) Let a, b ∈ S(o), a 6= −b (i.e., a, b are not antipodal) and let ar(a, b)
be the geodeti line between a and b on S(o). Then ar(a, b), relint
ar(a, b), ar(a, b) \ {a}, and ar(a, b) \ {b} are spherially onvex. If
a, b ∈ S(o) are antipodal points, then any losed/open/half-open half
great irle on S(o) with endpoints a, b is spherially onvex.
e) A great irle of S(o).
f) A losed hemisphere of S(o) is spherially onvex, but not stritly
spherially onvex.
g) A small ap of S(o) is stritly spherially onvex (see below).
e) A spherial triangle on S(o) is spherially onvex but not stritly spher-
ially onvex, sine its edges are geodeti ars.
12
In [2℄, Denition 5.3, spherial onvexity is dened for sets ontained in a hemisphere
only. This assumption is not neessary, as we see here, but it is harmless beause most
spherially onvex sets are ontained in a hemisphere.
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Note that all these examples are the intersetion of S(o) with some one
apexed at o. In Corollary 4.1 below it is shown that this situation is typial.
Assume that V ⊂ S(o). The intersetion of all spherially onvex sets that
ontain V (in S(o)) is the spherial onvex hull of V , heneforth denoted
by sph-onv(V ). Clearly, sph-onv(V ) is spherially onvex and V ⊂ W ⇒
sph-onv(V ) ⊂ sph-onv(W ).
Let H be a plane that misses the origin o suh that dist(o,H) ≤ 1. The
intersetion of S(o) with the losed half-spae bounded by H that misses o
is a small ap of S(o). A small ap is obviously stritly spherially onvex.
Denition 4.2 (apexed one): Let V ⊂ R3 \ {o} be a ompat set. The
one oneoV is apexed (at o) if there exists a plane H ⊂ R stritly separating
V and o. Equivalently, oneoV is apexed (at o) i there exists a plane H
′
stritly supporting oneoV at o.
Proposition 4.1: Assume V ⊂ S(o). Then
(i) if oneoV is apexed (at o), then oneoV ∩ S(o) is ontained in a small
ap of S(o),
(ii) oneoV ∩ S(0) is spherially onvex in S(o),
(iii) sph-onv(V ) = coneoV ∩ S(o).
Proof:
(i) This follows readily from Denition 4.2.
(ii) The ases V = ∅ and #V = 1 are trivial. In the ase #V = 2 and if
the two points of V are antipodal, oneoV ∩ S(o) = V and the set of
two antipodal points is spherially onvex (f. Examples 4.1 b) above).
Let a, b ∈ coneoV ∩ S(o) be two non-antipodal points, and let z be a
point on the short ar between a and b on the unit irle entered at o
passing through a and b. Then z ∈ coneo({a, b}), i.e., z = λa + µb for
some λ, µ ≥ 0. The point a, resp. b, is a non-negative ombination of a
nite subset {a1, . . . , am} ⊂ V , resp. {b1, . . . , bl} ⊂ V , i.e., a =
m∑
i=1
λiai,
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resp. b =
l∑
i=1
µibi, for some λi ≥ 0 (1 ≤ i ≤ m), resp. µi ≥ 0 (1 ≤ i ≤ l).
Thus
z = λa+ µb = λ
m∑
i=1
λiai + µ
l∑
i=1
µibi =
m∑
i=1
λλiai +
l∑
i=1
µµibi ,
whih is a non-negative ombination of {ai : 1 ≤ i ≤ m}∪{bi : 1 ≤ i ≤
l} ⊂ V , hene z ∈ coneoV . Sine ‖z‖ = 1 , z ∈ coneoV ∩ S(o).
(iii) By (ii), sph-onvV ⊂ coneoV ∩ S(o). To prove ⊃ assume that F
is a spherially onvex subset of S(o) ontaining V . We show that
oneoV ∩ S(o) ⊂ F . Let z ∈ coneoV ∩ S(o). Then z is a non-negative
ombination of a nite subset W ⊂ V . By Carathéodory's Theorem
(2-dimensional ase) there are three points w1, w2, w3 ∈ W no two of
whih are antipodal suh that
z = λ1w1 + λ2w2 + λ3w3 , (1)
where λi ≥ 0 (1 ≤ i ≤ 3), i.e., z ∈ coneo({w1, w2, w3}).
If there is a λi (1 ≤ i ≤ 3) suh that λi = 0, say λ3 = 0, then z ∈
coneo({w1, w2}), i.e., z lies on the short ar onneting w1 and w2 of the
unit irle with enter o passing through w1 and w2. Sine w1, w2 ∈ F
and F is losed to suh short irles z ∈ F .
Assume now that λ1, λ2, λ3 > 0. The vetor λ1w1 + λ2w2 is a salar
produt of the unit vetor w =def
λ1w1+λ2w2
‖λ1w1+λ2w2‖ by the positive salar
λ =def ‖λ1w1 + λ2w2‖. The unit vetor w lies on the short ar with
endpoints w1, w2 of the unit irle entered at o and passing through
w1 and w2, hene w ∈ F . By (1) we have z = λw + λ3w3, hene z lies
on the short ar with endpoints w and w3 of the unit irle entered at
o and passing through w and w3, hene z ∈ F . This proves (iii).
From Proposition 4.1 (iii) we onlude
Corollary 4.1: If V ⊂ S(o) is spherially onvex, then V = oneoV ∩ S(o).
Theorem 4.1 below is stated just for a general bakground without proof,
sine it is not needed in the sequel.
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Theorem 4.1: If F ⊂ S(o) is a losed, spherially onvex set not ontaining
a pair of antipodal points, then
a) F is ontained in a small ap of S(o),
b) F is the intersetion of a family of losed hemispheres of S(o).
A lose onnetion between spindle onvexity and spherial onvexity is enun-
iated in the following statement (ompare [2℄, Lemma 5.6).
Proposition 4.2: If K ⊂ R3 is spindle onvex, then S(o)∩K is spherially
onvex on S(o), and either K = R3 or K = B(o) or S(o) ∩K is ontained
in small ap of S(o).
Proof: If #(S(o)∩K ≤ 1, there is nothing to prove. Assume #(S(o)∩K) ≥
2, let a, b ∈ F =def S(o) ∩K, a 6= b, and let ar(a, b) be a short ar (possibly
half a irle) of radius 1 on S(o) with endpoints a, b. Sine K is s-onvex,
ar(a, b) ⊂ K, hene ar(a, b) ⊂ F and F is spherially onvex. By Remark
3.2, 1) either K = R3 or K is the intersetion of a non-empty family of unit
balls. In the seond ase K ⊂ B(p) for some p ∈ R3 (the unit ball entered
at p). If K = B(o), we are done. Otherwise K ⊂ B(p) for some p 6= o, hene
S(o) ∩K ⊂ S(o) ∩ B(p), and sine p 6= o, learly S(o) ∩B(p) is a small ap
of S(o).
Remark: The intersetion S(o) ∩ K alluded to above need not be stritly
spherially onvex. Let a, b, c ∈ S(o) be three points no two of whih are
antipodal suh that o /∈ aff{a, b, c}. Then △ =def sph-onv({a, b, c}) is a
spherial triangle whih is not stritly spherially onvex (the edges of △
are geodeti ars of S(o)). Put K =def ∩{B ⊂ R3 : B is a unit ball and
△ ⊂ B}. K is spindle onvex (by Theorem 3.1), and it an be shown that
S(o) ∩K = △, thus it is not stritly spherially onvex.
 5. The fae struture of Ball polytopes
Essential and inessential points:
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Let V 6= ∅ be a nite set of points in R3. We assume that r(V ) < 1; ipso
fato B(V ) is full-dimensional, and diamV < 2.
Denition 5.1: A point v ∈ V is essential if B(V ) & B(V \ {v}), otherwise
(if B(V ) = B(V \ {v})) it is inessential.
Note that v is essential i there is a unit ball that inludes V \{v} and misses
v. In partiular, if v is essential, then v is an extreme point of V . Moreover,
this haraterization of essential points shows that if v is essential in V , then
v is essential in every subset of V that ontains v. Denote by ess(V ) the set of
essential points of V . Soon we shall show that B(ess(V )) = B(V ) (Theorem
5.1 below).
Lemma 5.1: We have v ∈ ess(V ) i there is a point x ∈ R3 suh that
‖x− v‖ = 1 and ‖x− w‖ < 1 for w ∈ V \ {v}13.
Proof: (⇒) Assume v ∈ ess(V ). Let c be the enter of a unit ball that
inludes V \ {v} but misses v, and let b be an interior point of B(V ). Then
‖b − w‖ < 1 for w ∈ V, ‖c − v‖ > 1 and ‖c− w‖ ≤ 1 for w ∈ V \ {v}. For
0 ≤ ϑ ≤ 1, dene a(ϑ) =def (1 − ϑ)b + ϑc. Choose ϑ, 0 < ϑ < 1, suh that
‖a(ϑ)− v‖ = 1, and dene x = a(ϑ). Then ‖x− w‖ < 1 for w ∈ V \ {v}.
(⇐) Assume ‖x − v‖ = 1 and ‖x − w‖ < 1 for w ∈ V \ {v}. Choose a
positive number ε suh that ‖x − w‖ ≤ 1 − ε for w ∈ V \ {v}, and dene
x′ =def x + ε(x − v). Then ‖x′ − v‖ = 1 + ε > 1, but ‖x′ − w‖ ≤ 1 for
w ∈ V \ {v}, hene v ∈ ess(V ).
Next we show that the removal of an inessential point does not hange the
status (essential/inessential) of the remaining points with respet to the re-
maining set. We have seen already that if w ∈ V \ {v} is essential in V , then
it is essential in V \ {v}. The next lemma does the rest.
Lemma 5.2: Assume V ⊂ R3 is nite, with r(V ) < 1. If v and v′ are
inessential in V , then v′ is inessential in V \ {v}.
Proof: Assume, on the ontrary, that v′ ∈ ess(V \{v}). By Lemma 5.1 there
is a point x ∈ R3 suh that ‖x−v′‖ = 1, and ‖x−w‖ < 1 for w ∈ V \{v, v′}.
What about ‖x−v‖? If ‖x−v‖ < 1, then v′ is essential in V , ontrary to our
hypothesis. If ‖x−v‖ > 1, dene x(ε) =def (1−ε)x+εv′. For ε > 0 suiently
13
See [3℄, Proposition 1.1, for a similar statement.
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small, we nd that ‖x(ε)−v′‖ < 1 , ‖x(ε)−v‖ > 1, and ‖x(ε)−w‖ < 1 for all
w ∈ V \ {v, v′}. Thus v ∈ ess(V ), ontrary to our hypothesis. If ‖x− v‖ = 1,
then the points x, v, v′ form an isoseles triangle with ‖x−v‖ = ‖x−v′‖ = 1.
Move the point x slightly parallel to the base [v, v′] of this triangle. The
resulting point x′ satises: ‖x′ − v‖ > 1 , ‖x′ − v′‖ < 1 (or vie versa), and
‖x′ − w‖ < 1 for all w ∈ V \ {v, v′}. Thus v ∈ ess(V ) (or v′ ∈ ess(V )),
ontrary to our hypothesis.
Theorem 5.1: Assume that V ⊂ R3 is nite with r(V ) < 1. Then B(V ) =
B(ess(V )).
Proof: Remove the inessential points of V one by one, and apply Lemma
5.2 eah time to ensure that all inessential points remain inessential.
Clearly, for any proper subsetW  ess(V ) one has B(W ) % B(V ) (=B(ess(V )),
hene, by Theorem 5.1, ess(V ) is the smallest subset X of V satisfying
B(X) = B(V ). This brings us to
Denition 5.2: A nite set V ⊂ R3 satisfying r(V ) < 1 and V = ess(V ) is
tight
14
.
If V ⊂ R3 is nite and not tight, then after removal of the inessential points
from V there remains a (tight) set whose ball polytope is the same B(V ).
Hene, in addition to the standard assumption r(V ) < 1, we will also assume
that V is tight when dealing with the fae struture of the Ball polytope B(V )
of V . Theorem 5.2 a), b) below guarantee these two properties in ase that
V ⊂ R3 is extremal for the Vázsonyi problem.
Theorem 5.2: Assume that V ⊂ R3 is nite and diamV = 1. Then
a) r(V ) < 1.
b) If a point v ∈ V is inident with (at least) two diameters of V , then
v ∈ ess(V ).
) If V is extremal for the Vázsonyi problem, then V is tight.
14
In [2℄, Denition 6.3, suh a set is alled redued, and in [3℄, p. 258, it is alled non-
redundant. Sallee in [25℄ had no name for this notion, though he learly had it in mind in
his (onfused) denition of a nite intersetion of balls in p. 316, lines 1-5.
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Proof:
a) In fat, we have r(V ) ≤
√
3
8
(< 1), where equality is attained i V is
the set of verties of a tetrahedron of edge-length 1 (Jung's Theorem;
see [8℄, Theorem 49 in p. 111, or [17℄).
b) Assume a, b ∈ V , ‖a−v‖ = ‖b−v‖ = 1. Dene c =def 12(a+b). Denote
by H the plane through c perpendiular to [a, b] and by Ha, Hb the
losed half-spaes determined by H that ontain a and b, respetively.
Note that
V ⊂ B(V ) ⊂ B(a, 1)∩B(b, 1) = (B(a, 1)∩Hb)∪(B(b, 1)∩Ha) .(2)
Denote by C the irle with enter c that passes through v, i.e., C =
{x ∈ R3 : ‖x− a‖ = ‖x− b‖ = 1}. Denote by w the point at distane
1 from v on the ray −→vc. Note that ‖w − x‖ < 1 for every point x on C
or inside the dis onvC, exept v, i.e., onvC \ {v} ⊂ intB(w, 1). By
spindle onvexity of B(w, 1) (Lemma 3.1) we have
(B(a, 1) ∩Hb) ∪ (B(b, 1) ∩Ha) ⊂ {v} ∪ intB(w, 1) . (3)
Thus ‖v − w‖ = 1, and by (2) and (3) we have ‖v′ − w‖ < 1 for
v′ ∈ V \ {v}. This shows, by Lemma 5.1, that v is essential in V .
) This follows from a), b) and Proposition-Denition 2.1 above.
Now we are ready to introdue the spherial fae struture SF(B(V )) of the
Ball polytope B(V ). We assume that V is nite, nonempty with r(V ) <
1, and tight (V = ess(V )). SF(B(V )) will be a nite 5-tiered poset (not
neessarily a lattie) onsisting of the empty set ∅, verties, edges, faets, and
B(V ) itself. We shall introdue and disuss these elements in the following
order: First faets, then verties, then edges.
Faets:
Denition 5.3 (faet of B(V )): For a point p ∈ V the set Fp =def {x ∈
B(V ) : ‖x− p‖ = 1} is a faet of B(V ).
By denition, Fp is a ompat subset of the unit 2-sphere entered at p,
Sp =def {x ∈ R3 : ‖x− p‖ = 1}. Moreover, sine V is tight, p is essential in
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V , and thus (by Lemma 5.1) there is a point x ∈ Sp suh that ‖x−q‖ < 1 for
q ∈ V \ {p}. The point x is interior to Fp, relative to Sp. Hene relintFp 6= ∅
and B(V ) has exatly #V faets. For V = {p} we have, of ourse, Fp = Sp.
When V % {p}, we an write Fp := Sp∩
⋂
q∈V \{p}
{x ∈ R3 : ‖x− q‖ ≤ ‖x−p‖}.
For x ∈ R3 and q ∈ V \ {p} we have ‖x − q‖ ≤ ‖x − p‖ ⇔ 〈x − p, q − p〉 ≥
1
2
‖q − p‖2. (This an be veried by a straightforward alulation.) The set
Hp,q =def {x ∈ R3 : 〈x − p, q − p〉 ≥ 12‖q − p‖2} is a losed half-spae of R3
that misses p. The intersetion of Sp with suh a half-spae is a small ap
of Sp. Thus we have expressed Fp as an intersetion of #V − 1 or less small
aps of Sp: Fp =
⋂
q∈V \{p}
(Sp ∩Hp,q). A small ap C =def Sp ∩Hp,q is stritly
spherially onvex (in the sense of Denition 4.1 above), hene we have
Corollary 5.2: If V ⊂ R3 is nite, tight, #V ≥ 2, and r(V ) < 1, then for
p ∈ V the faet Fp is a stritly spherially onvex subset of Sp, ontained in
a small ap of Sp, ompat with a non-empty relative interior Fp = {x ∈ Sp :
‖x − q‖ ≤ 1 for q ∈ V \ {p}} = Sp ∩ (B(V \ {p}) and relintFp = {x ∈ Sp :
‖x− q‖ < 1 for q ∈ V \ {p}}.
Next we show that Fp is topologially a 2-dis (= 2-ell).
Theorem 5.3: If F ⊂ S(o) is ompat, stritly spherially onvex and on-
tained in a small ap of S(o) with relintF 6= ∅, then there is a homeomor-
phism of F to a losed hemisphere of S(o), whih maps relbdF (the relative
boundary of F ) to a great irle in S(o).
Proof: Assume, without loss of generality, that the north pole N(0, 0, 1)
is relatively interior to F . We notie that for (ϕ, ϑ) ∈ (−pi, pi] × [−pi
2
, pi
2
]
the vetor (cosϕ cosϑ, sinϕ cosϑ, sinϑ) is a parametri representation of the
meridian line of S(o) of xed longitude ϕ ∈ (−pi, pi] (spherial oordinates).
Dene ϑ(ϕ) =def min

ϑ :

 cosϕ cosϑsinϕ cosϑ
sin ϑ

 ∈ F

 for −pi < ϕ ≤ pi. Clearly,
−pi
2
< ϑ(ϕ) < pi
2
, and one an easily hek that ϑ(ϕ) is a ontinuous funtion
of ϕ (this follows from the ompatness and the strit spherial onvexity of
F ). A general point of F is of the form x = (cosϕ cosϑ, sinϕ cosϑ, sinϑ),
ϑ(ϕ) ≤ ϑ ≤ pi
2
, and ϑ = (1 − λ)ϑ(ϕ) + λ · pi
2
, 0 ≤ λ ≤ 1. Map x to
f(x) =def (cosϕ cos(λ · pi2 ), sinϕ cos(λ · pi2 ), sin(λ · pi2 )).
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This denes a homeomorphism between F and the northern hemisphere of
S(o), whih maps relbdF to the equator.
A point x ∈ B(V ) is a boundary point of B(V ) if it satises at least one of
the inequalities ‖x− p‖ ≤ 1 (p ∈ V ) as an equality. Thus
bdB(V ) =
⋃
{Fp : p ∈ V } . (4)
Theorem 5.4: For p ∈ V , relbdFp =
⋃{Fp ∩ Fq : q ∈ V \ {p}}.
Proof: Assume x ∈ Fp. Then ‖x− p‖ = 1 and ‖x− q‖ ≤ 1 for q ∈ V \ {p}.
If all these inequalities are strit, then they hold for x′ ∈ Sp instead of x,
provided ‖x′ − x‖ ≤ 1− ‖x− q‖ for q ∈ V \ {p}.
Thus x is interior to Fp relative to Sp. If, on the other hand, ‖x− q‖ = 1 for
some q ∈ V \ {p}, then the points x, p, q form an isoseles triangle T with
‖x − p‖ = ‖x − q‖ = 1. (We have ‖p − q‖ < 2, sine otherwise r(V ) ≥ 1,
ontrary to our assumptions.) Moving x slightly within aT away from q
along a unit irle entered at p, we obtain a point x′ ∈ Sp that satises
‖x′ − q‖ > 1. Hene x′ /∈ B(V ) and, in partiular, x′ /∈ Fp. Thus x ∈ ∂Fp.
What an be said about the intersetion Fp ∩ Fq for p, q ∈ V, p 6= q? By
denition Fp ∩ Fq = {x ∈ B(V ) : ‖x− p‖ = ‖x− q‖ = 1}.
The set Cpq =def {x ∈ R3 : ‖x − p‖ = ‖x − q‖ =} is the equatorial
irle of the lentil shaped body B({p, q}), of radius rpq satisfying 0 < rpq =def√
1− 1
4
‖p− q‖2 < 1 and entered at cpq =def 12(p+q), lying on the plane that
bisets the segments [p, q] perpendiularly. The intersetion of Cpq with any
unit ball B(v, 1), v ∈ V \{p, q}, is a-priori either the whole of Cpq, or a losed
ar of Cpq, or a singleton or empty. It follows that Fp∩Fq = Cpq∩bdB(V ) has
at most n − 2 omponents (losed ars or singletons). Next we prove (part
(i) of the following proposition) that for #V ≥ 3 the intersetion Fp ∩ Fq is
not the whole of Cpq, not a singleton, nor empty, whih is a key for some
later developments.
Proposition 5.1: Assume that V ⊂ R3, #V ≥ 3 is nite, tight, r(V ) < 1,
and let p, q ∈ V . Then
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(i) Cpq is a irle of radius 0 < rpq < 1, and for v ∈ V \{p, q}, Cpq∩B(v, 1)
is a relatively losed ar of Cpq (with two (dierent) endpoints; ipso
fato it has a non-empty relative interior). Equivalently: B(v, 1) misses
a nonempty, proper (relatively open) ar of Cpq.
(ii) Fp ∩Fq = Cpq ∩B(V ) is either empty, or it is a nite union of at most
#V − 2 losed ars (onnetivity omponents) of Cpq, with eah ar
having either two endpoints or being a single point.
(iii) Eah endpoint of a onnetivity omponent of Cpq ∩ B(V ) is ommon
to at least three faets of B(V ) (inluding Fp and Fq, of ourse).
(iv) An isolated point of Cpq ∩ B(V ) is ommon to at least four faets of
B(V ).
Proof:
(i) Sine V is tight and r(V ) < 1, B({p, q}) = B(p) ∩ B(q) is a full-
dimensional lentil shaped body whose equator Cpq is a irle of
radius rpq, 0 < rpq < 1. It remains to show that, for v ∈ V \ {p, q},
Cpq \ B(v) 6= ∅ and that B(v) ∩ Cpq has more than one point. (Note
that B(v, 1) is losed, hene Cpq \ B(v, 1) is relatively open in Cpq; so
it annot be a singleton.)
Assume, by r.a.a., that Cpq ⊂ B(v). The boundary bd(B(p) ∩ B(q))
of B(p) ∩ B(q) onsists of two small aps ap(p) =def S(p) ∩ B(q) of
S(p) and ap(q) =def S(q) ∩ B(p) of S(q). Let x ∈ relint ap (p) (=
ap(p) \ Cpq) and let C ⊂ S(p) be a great irle of S(p) (of radius
1 and entered at p) passing through x. The intersetion C ∩ cap(p)
is a short ar of C, both of its endpoints lie on Cpq ⊂ B(v). By
Lemma 3.1' (simplied Sallee Lemma) relint A ⊂ intB(v), unless v =
p, whih is impossible (v 6= p by assumption). Thus x ∈ intB(v)
and ap(p) ⊂ B(v). A similar argument shows that ap(q) ⊂ B(v),
hene bd(B(p) ∩ B(q)) = cap(p) ∪ cap(q) ⊂ B(v). It follows that
B(p) ∩ B(q) ⊂ B(v) (by onvexity of B(p) ∩ B(q)), a ontradition to
the assumption that v is essential. Thus
Cpq * B(v) , (5)
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and similarly (interhanging the roles of q and v) we get
Cpv * B(q) . (6)
By (5) Cpq ∩B(v) is either a proper ar of Cpq or a singleton or empty.
In order to disprove the latter two possibilities we onsider two ases.
Case I: v ∈ H =def affCpq.
If ‖v− 1
2
(p+q)‖ ≤ rpq (< 1), then the irle B(v)∩H of radius 1 has its
enter v in onvCpq, it is not ontained in onvCpq (sine rpq ≤ 1), and
it does not ontain Cpq (by (5)), hene it intersets Cpq in two points.
Assume now that ‖v − 1
2
(p+ q)‖ > rpq, i.e., v lies out of the irle Cpq
(in the plane H). Then
dist(v, B(p) ∩B(q)) = dist(v, Cpq) . (7)
Sine r{v, p, q} < 1, it follows from (7) that dist(v, Cpq) < 1, and by
(5) the irle B(v) ∩H intersets Cpq in two points.
Case II: v /∈ H .
Let H+, H− be the two open half-spaes bounded by H and assume,
without loss of generality, that {v, q} ⊂ H− and p ∈ H+.
If Cpq ∩ Cpv is singleton or empty, then  both irles lying on S(p) 
either Cpv ⊂ H ∪H+ or Cpv ⊂ H ∪H−. In the rst ase Cpq ⊂ B(v),
ontraditing (5), and in the seond ase Cpv ⊂ B(q), ontraditing
(6). Thus #(Cpq ∩Cpv) ≥ 2, i.e., Cpq ∩B(v) is a proper, non-singleton
ar of Cpq.
(ii) By part (i), Fp∩Fq = Cpq∩B(V ) =
⋂{Cpq∩B(v, 1) : v ∈ V \{p, q}} is
a nite intersetion of #V −2 losed ars on Cpq, whih is either empty
or of the type desribed in the proposition.
(iii) Let x be an endpoint of a onnetivity omponent A of Cpq∩B(V ). The
point x is ommon to Fp and Fq, and if it does not belong to any other
faet Fv, v ∈ V \ {p, q}, then x ∈ intB(V \ {p, q}). It follows that there
is a whole neighborhood of x on Cpq inluded in B(V ), ontraditing
the assumption that x is an endpoint of a onnetivity omponent of
Cpq ∩ B(V ).
(iv) Follows from (i) and (iii).
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The following example shows that the intersetion of two faets Fp ∩ Fq =
Cpq∩B(V ) an be, indeed, any nite disjoint union of losed (not neessarily
short) ars of Cpq, inluding singletons. In the next paragraph we dene the
1-skeleton of a ball polytope and refer to this as a basi example of a ball
polytope whose 1-skeleton is not 3-onneted.
Example 5.1: Let p = p(0, 0, h), q = q(0, 0,−h), 0 < h < 1, and let
C =def S(p)∩S(q) = Cpq be a irle in the (x, y)-plane entered in the origin
of radius
√
1− h2, 0 < √1− h2 < 1. The set bdB({p, q}) is the union of
two small aps of S(p) and S(q), respetively, the relative boundary of both
of whih is C. Assume that C is positively oriented (ounterlokwise in all
our gures).
Notation: For u, v ∈ C, u 6= v, denote by orar(u, v) the positively oriented
ar of C beginning in u and terminating in v. (orar(u, v) may be a short as
well as a long ar of C, of ourse).
 Figures 3 and 4 
Mark suesively n points p0, p1, . . . , pn−1 , n ≥ 2, on C so that the yli
order of the indies 0, 1, . . . , n−1 is ompatible with the positive orientation
on C, i.e., for 1 ≤ i ≤ n the ar orar (pi−1, pi) (the indies are taken modulo
n, so that pn = p0) does not ontain any point pj (1 ≤ j ≤ n) in its relative
interior. For 1 ≤ i ≤ n hoose a point vi in the (x, y)-plane suh that
i) ‖vi − pi−1‖ = ‖vi − pi‖ = 1, and
(ii) ‖vi − x‖ > 1 for x ∈ relint(orar(pi−1, pi)).
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Conditions (i) and (ii) uniquely determine vi, and they imply that vi and
orar(pi−1, pi) lie on opposite sides of the hord [pi−1, pi] of C; see Figures 3
and 4.
Thus the unit ball B(vi) misses relint(orar(pi−1, pi)) and inludes its om-
plementary ar on C, namely orar(pi, pi−1).
Choose any subset W ⊆ {v0, v1, . . . , vn−1} and dene V =def {p, q} ∪ W .
Then r(V ) < 1, V is tight, and
Fp ∩ Fq = Cpq ∩ B(V ) = (
⋃{orar(pi−1, pi) :
vi /∈ W, 1 ≤ i ≤ n}) ∪ {pi : vi, vi+1 ∈ W, 1 ≤ i ≤ n} .
(8)
Hene, by hoosingW at will, we have full ontrol of whih ar orar(pi−1, pi)
of C belongs to Fp ∩ Fq = C ∩ B(V ), and of whih not. E.g., if W =
{v0, v1, . . . , vn−1}, then Fp ∩ Fq = {p0, p1, . . . , pn−1} beause B(vi) misses
relint(orar(pi−1, pi)) for 1 ≤ i ≤ n.
Note that if vi ∈ W ⊂ V , then the faet Fvi of B(V ) has exatly two edges,
both of whih are short ars with endpoints pi−1, pi of the irles Cpvi =
S(p) ∩ S(vi) and Cqvi = S(q) ∩ S(vi), respetively. Thus Fvi is a digonal
faet of B(V ).
The notion of edge will be dened in the next paragraph, and Example 5.1
will be generalized in Example 6.2 below.
 6. The fae struture of Ball polytopes  on-
tinuation
Verties:
Next we turn our attention to the verties of B(V ). As in the previous
paragraph we assume (as usual) that V ⊂ R3 is nite, non-empty, tight and
satises r(V ) < 1.
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Denition 6.1 (a vertex of B(V ): A boundary point z of B(V ) is a vertex
of B(V ) if either z belongs to three or more distint faets of B(V ), in whih
ase z is a prinipal vertex, or z ∈ V ∩ B(V ) and z belongs to exatly two
faets of B(V ), in whih ase z is a dangling vertex. Denote by vertB(V ) the
set of verties of B(V ). In other words, z ∈ vertB(V ) if and only if z ∈ B(V )
and ‖z−p‖ = 1 holds for at least three points p ∈ V , or if z ∈ V ∩B(V ) and
‖z − p‖ = 1 holds for exatly two points p ∈ V 15.
The number of verties is nite: V is nite, and three distint unit spheres
in R3 have at most two points in ommon. Note that if #V = 2, then B(V )
is lentil shaped with two small aps as faets and no verties at all. Put
vertFp =def (vertB(V )) ∩ Fp (p ∈ V ) and all a point of vertFp vertex of Fp.
Proposition 6.1: If #V ≥ 3, then the following properties hold true.
(i) A faet Fp (p ∈ V ) of B(V ) has at least two verties whih are prinipal
verties of B(V ).
(ii) vertFp ⊂ relbdFp.
Proof: (i) Fp is stritly spherially onvex with a non-empty interior relative
to Sp (= the unit sphere with enter p). Hene its relative boundary on Sp
is a union of at least two losed irular ars (f. Theorem 5.4, Proposition
5.1 (ii), and Example 5.1 above), eah ar having two endpoints. Eah suh
endpoint is a prinipal vertex, by Proposition 5.1 (iii).
(ii) Sine relintFp = {x ∈ Sp : ‖x − q‖ < 1 for q ∈ V \ {p}}, learly
relintFp ∩ vertB(v) = ∅, i.e., Fp ∩ vertB(V ) ⊂ relbdFp.
A faet may ontain exatly two prinipal verties. In this ase and if it
ontains no dangling verties, it is a digonal faet. Its two edges are irular
15
As will beome apparent below, a dangling vertex z (∈ V ) always belongs to the
relative interior of the intersetion Fp ∩ Fq of the two faets Fp and Fq, unlike the ase of
3-polytopes, where every vertex is a orner of the body. Nevertheless, this apparently
strange notion of dangling vertex proves to the fruitful. E.g., in the duality theory
developed in  8 below for every extremal V , B(V ) is self-dual without any artiial
restritions as given in [3℄, p. 260, lines 19-22 (a restrition that B(V ) has no digonal
faets). A similar notion of dangling vertex an also relieve the Bezdek-Naszódi duality
theorem in [3℄, p. 256, Theorem 0.1 (2), from suh an artiial restrition (no digonal
faets). See footnote 22 below.
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ars (not neessarily of the same radii). In fat, B(V ) may have only two
verties p, q and many digonal faets.
Example 6.1: Let p = p(0, 0, h), q = q(0, 0,−h), 0 < h < 1, and let
C = Cpq = S(p) ∩ S(q) be a irle in the (x, y)-plane entered at the origin
of radius rh with 0 < rh =
√
1− h2 < 1. Let V = {p1, p2, . . . , pn}, n ≥ 3,
be the set of verties of a regular n-gon insribed to C. Then V is tight and
p, q are prinipal verties of B(V ) (there are no other prinipal verties), and
all n faets Fp1, Fp2 , . . . , Fpn of B(V ) are digonal (one an say that B(V ) is
rugby-ball shaped). When n ≥ 3 is odd, h with 0 < h < 1 an be tuned
so that all the prinipal diagonals of the regular polygon [p1, p2, . . . , pn] are of
length 1, and then all points p1, p2, . . . , pn beome dangling verties of B(V ).
(Simple alulation shows that this happens for h =
√
1− 1
4 cos2 180
o
2n
.) In this
ase the intersetion of B(V ) with the (x, y)-plane is a Reuleaux polygon of
order n, whose verties are the dangling verties of B(V ).
Edges:
Next we turn our attention to the edges of B(V ). We would like to dene
an edge as the intersetion Fp ∩ Fq of two faets Fp and Fq, provided the
intersetion is one-dimensional and onneted. But it may happen that the
intersetion Fp∩Fq is not onneted, and that some onnetivity omponents
of Fp ∩ Fq are singletons (i.e., 0-dimensional); see Example 5.1 above for
suh a possibility. Hene it is temptable to dene an edge of B(V ) as a
one-dimensional onnetivity omponent (in the topologial sense) of the
intersetion Fp ∩ Fq of two faets. Again this may fail, sine a onnetivity
omponent of Fp ∩ Fq may ontain dangling verties in its relative interior,
whih is un-aeptable for an edge, of ourse. This leads us to the following
rened denition of an edge.
Denition 6.2 (edge of B(V )): An edge of B(V ) is the losure of a
onnetivity omponent of (Fp ∩ Fq) \ (vertB(V )), where {p, q} ranges over
all pairs of distint points of V .
Note that this denition obliterates the possibility of an edge being a single-
ton.
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The intersetion Fp ∩ Fq satises
Fp ∩ Fq = Cpq ∩
⋂
v∈V \{p,q}
B(v) , (9)
where Cpq is the irle of radius rpq, 0 < rpq =
√
1− 1
4
‖p− q‖2 < 1, entered
in
1
2
(p+q) lying on the plane that bisets the segments [p, q] perpendiularly.
For #V = 2 (i.e., V = {p, q}), Cpq is the only edge of B(V ) (and vertB(V ) =
∅). For #V ≥ 3, an edge is a relatively losed (short or long) ar of Cpq with
two endpoints, both being verties of B(V ); all suh a point vertex of the
edge. (By Proposition 5.1 (i) an edge annot be the whole of Cpq, and by our
denition it annot be a singleton; so an edge has two verties.) From this
we infer:
(A) Fp ∩ Fq is the union of at most #V − 2 edges.
(B) Every relative boundary point of Fp∩Fq (relative to Cpq) is a prinipal
vertex of B(V ). In partiular, an isolated point of Fp ∩ Fq (relative to
Cpq) is a prinipal vertex. (Suh a point is possible only for #V ≥ 4,
by Proposition 5.1 (iv).)
(C) A dangling vertex of B(V ) is ontained in the relative interior of a
non-singleton onnetivity omponent of Fp ∩ Fq for some p, q ∈ V .
Proof of (C): A dangling vertex v is a point of V satisfying ‖v − p‖ =
‖v−q‖ = 1 for some p, q ∈ V \{v}, p 6= q, and ‖v−w‖ < 1 for w ∈ V \{v, p, q}.
Thus v ∈ Fp ∩ Fq = Cpq ∩ B(V ), and a slight movement of v on Cpq bak
and forth leaves it in Fp ∩ Fq, i.e., there is a neighborhood of v relative to
Cpq ontained in Fp ∩ Fq, i.e., v ∈ relint (Fp ∩ Fq).
(D) A dangling vertex v of B(V ) is inident with exatly two edges of B(V ),
both ontained in the onnetivity omponent of v in Cpq ∩ B(V ).
(E) For #V ≥ 3 the boundary of a faet Fp is a iruit of (at least two)
edges separated by verties. These verties inlude at least two prin-
ipal verties and possibly dangling verties appearing in the relative
interiors of onnetivity omponents of Fp ∩ Fq, where q ranges over
V \ {p}.
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Denition 6.3 (1-skeleton): The geometri graph whose set of verties is
vertB(V ) and whose edges are the edges of B(V ) is the 1-skeleton of B(V ),
denoted by skel1B(V ).
As we already saw (f. Examples 5.1 and 6.1 above), skel1B(V ) may have
digons, as well as edges of arbitrary (nite) multipliity. See also Example
6.2 below. For p ∈ V we have
skel1B(V ) = (skel1B(V \ {p}) ∩B(p)) ∪ (relbdFp) , (10)
and the union is disjoint exept for the set of prinipal verties of Fp.
In fat, the set of (at least two) prinipal verties of Fp is (skel1B(V \{p}))∩
(relbdFp) and, by Corollary 6.1 below, for x ∈ (vertB(V \ {p})) ∩ Fp the
valene of x in skel1B(V ) is greater by 1 than its valene in B(V \ {p}).
Similarly, if x ∈ vertFp ⊂ vertB(V ) is of valene ≥ 4 in skel1B(V ), then
x ∈ vertB(V \ {p}) and x is a prinipal vertex of B(V \ {p}).
If x ∈ vertFp and the valene of x in skel1B(V ) is 3, then either x lies in the
relative interior relinte of some edge e of skel1B(V \ {p}), or x is a dangling
vertex of B(V \ {p}).
Denition 6.4 (The fae omplex SF(B(V ))):
The set of faes of B(V ), inluding faets, edges, verties, and the im-
proper faes B(V ) and ∅, is the spherial fae omplex of B(V ) denoted
by SF(B(V )).
The omplex SF(B(V )) is a poset (under inlusion) whih may dier onsid-
erably from the fae lattie of ordinary onvex 3-polytopes. The intersetion
of two faets may have more than one omponent (f. Example 5.1 above),
there may be digonal faets and there may be only two verties (f. Example
6.1 above). Consequently, the set of faes SF(B(V )), partially ordered by
inlusion, need not be a lattie (f. footnote 5 above), and its 1-skeleton
skel1B(V ) is a planar graph whih is not neessarily 3-onneted. Neverthe-
less, we have
Theorem 6.1: For a nite set V ⊂ R3 , #V ≥ 3, whih is tight with r(V ) <
1, the 1-skeleton skel1(B(V )) of SF(B(V )) is 2-onneted (in the sense of
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graph theory)16.
Proof: We use indution on n =def #V . For n = 3, skel1B(V ) has two
(prinipal) verties (and an edge of multipliity 3 between them, i.e., 3 edges),
whih is a 2-onneted graph (in the void sense).
Indution step n → n + 1 (n ≥ 3): Let {x, y, z} ⊂ vertB(V ), x 6=
y 6= z 6= x. It is neessary (and suient) to show that there is a path
γxy ⊂ skel1B(V ) with endpoints x, y whih avoids z.
The basi idea is easily illustrated for the ase that {x, y, z} ⊂ vertB(V \
{p}) for some p ∈ V . Then there is a path γ˜xy = skel1B(V \ {p}) with
endpoints x, y whih avoids z (indution hypothesis). If γ˜xy ⊂ skel1B(V ),
dene γxy =def γ˜xy. Otherwise, we shall modify γ˜xy using (10) (and the
disussion thereof). Assuming that γ˜xy is parameterized by t, a ≤ t ≤ b
(time), with γ˜xy(a) = x and γ˜xy(b) = y, dene
tmin = min{a ≤ t ≤ b : γ˜(t) ∈ relbdFp}, x′ =def γ˜xy(tmin)
and
tmax = max{a ≤ t ≤ b : γ˜xy(t) ∈ relbdFp}, y′ =def γ˜xy(tmax) .
We say that x′ [y′] is the rst [last ℄ point of γ˜xy whih lies on relbdFp (equiv-
alently: on Sp), or that γ˜xy leaves [returns to℄ B(p) at x
′ [y′] for the rst [last℄
time (possibly x′ = y′). Sine x′, y′ ⊂ (skel1B(V \ {p})) ∩ (relbdFp), x′ and
y′ are (prinipal) verties of B(V ), and they divide relbdFp (⊂ skel1B(V ),
f. (10) above) into two paths A1x′y′, A
2
x′y′ both with endpoints x
′, y′ (A1x′y′ ∩
A2x′y′ = {x′, y′}), at least one of whih, say A1x′y′ , avoids z (if z /∈ relbdFp, then
both Aix′y′ (i = 1, 2) avoid z). Denote by γ˜xx′ [γ˜yy′] the part of γ˜xy between x
and x′, a ≤ t ≤ tmin [y and y′, tmax ≤ t ≤ b℄ and dene γxy =def γ˜xx′◦A1x′y′◦γ˜y′y
16
In [2℄, p. 220, Claim 9.4, it is proved that the 1-skeleton of a so-alled standard ball
polytope is 3-onneted, where standard is a ball polytope every supporting sphere of
whih (i.e., a sphere whih bounds the polytope but does not meet its interior) intersets
it in a onneted set, i.e., a topologial disk (of some dimension, f. Denition 6.4 there).
This assumption is too restritive sine, as Example 5.1 above shows, the 1-skeleton of a
ball polytope is not 3-onneted generially. So the word standard there should not be
taken literally.
33
(◦ means onatenation). Note that we used the fats that relbdFp is a
iruit in skel1B(V ) and that the intersetion of a path in skel1B(V \ {p})
with Sp is a vertex of Fp (ontained in relbdFp).
This idea will reappear now in variants adapted to the various ases to be
distinguished in the following.
Consider rst the ase that {x, y} ⊂ relbdFp (⊂ skel1B(V )) for some faet Fp
(p ∈ V ) of B(V ). Then x, y divide relbdFp into two paths A1xy, A2xy both with
endpoints x, y (A1xy ∩ A2xy = {x, y}), at least one of whih, say A1xy, avoids
z (if z /∈ relbdFp, i.e., z /∈ Sp, then both Aixy, i = 1, 2, avoid z), and dene
γxy =def A
1
xy.
From now on we assume that {x, y} 6⊂ Fp for all p ∈ V ; in partiular, x and
y are not both verties of the same edge of skel1B(V ) nor do they belong to
the same edge of skel1B(V \ {p}). Fix p ∈ V . Our ase analysis begins with
Case 1: {x, y} ⊂ vertB(V \ {p}).
Subase 1.1: z ∈ vertB(V \ {p}). This ase was fully disussed above.
Subase 1.2: z /∈ vertB(V \ {p}). Then z ∈ relbdFp, and by (10) (and
the disussion thereof) there is an edge euv ∈ skel1B(V \ {p}) with endpoints
u, v ∈ vertB(V \{p}) suh that z ∈ relinteuv. Sine {x, y} 6= {u, v} (otherwise
x, y lie on the same edge euv of skel1B(V \{p}), ontrary to our assumption),
u /∈ {x, y} or v /∈ {x, y}, say v /∈ {x, y}. We have now v 6= x 6= y 6=
v, {x, y, v} ⊂ vertB(V \{p}), and by the indution hypothesis there is a path
γ˜xy ⊂ skel1B(V \{p}) with endpoints x, y suh that v /∈ γ˜xy. Clearly z /∈ γ˜xy.
If γ˜xy ∩ relbdFp = ∅, then γ˜xy ⊂ skel1B(V ), and we dene γxy =def γ˜xy.
Assume γ˜xy∩relbdFp 6= ∅, let x′ [y′] be the rst [last℄ point of γ˜xy whih lies on
relbdFp (possibly x
′ = y′; surely z /∈ {x′, y′} (lear)), and denote by γ˜xx′ [γ˜yy′ ]
the part of γ˜xy between x and x
′ [y and y′℄. Points x′, y′ divide relbdFp into
two paths A1x′y′ and A
2
x′y′ , both with endpoints x
′, y′ (A1xy ∩A2x′y′ = {x′, y′}),
at least one of whih, say A1x′y′ , avoids z. Dene γxy = γ˜xx′ ◦ A1x′y′ ◦ γ˜y′y.
Case 2: {x, y} 6⊂ vertB(V \ {p}), say x /∈ B(V \ {p}) (note that the roles
of x, y are interhangeable). By (10) (and the disussion thereof) x is a
(prinipal) 3-valent vertex of skel1B(V ) lying on relbdFp ⊂ skel1B(V ) and
x ∈ relinteuv, where euv ∈ skel1(B\{p}) is an edge not lying on relbdFp, with
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verties u, v ∈ vertB(V \ {p}). Denote by exu [exv] the part (irular ar) of
euv between x and u [x and v℄. Sine euv 6⊂ Fp is a irular ar, it may have at
most one point of intersetion with relbdFp in addition to x. Call this point
w  if it exists  and assume, w.l.o.g., that w ∈ exv, i.e., w /∈ exu (if w exists;
possibly w = v). It follows from this onvention that u /∈ relbdFp, hene
u /∈ Sp, i.e., either u ∈ intB(p) or u ∈ R3 \B(p) and exu is an edge of B(V ).
We also make the following onvention and notation: sine x, w ∈ relbdFp (if
w exists), the points x, w divide relbdFp into two paths A
1
xw, A
2
xw both with
endpoints x, w (A1xw∩A2xw = {x, w}) at least one of whih, say A1xw, does not
ontain z in its relative interior (possibly w = z; if z /∈ relbdFp, then both
Aixw(i = 1, 2) do not ontain z). Note that A
1
xy ⊂ skel1B(V ).
Sine y /∈ relbdFp (by our basi assumption x, y do not belong to the same
faet of B(V )), y ∈ intB(p) and y ∈ vertB(V \ {p}). If u = y, then exu = exy
is an edge of skel1B(V ), a ontradition to our assumption; hene u 6= y.
If v = y, then exv = exy is an edge of skel1B(V \ {p}), ontraditing our
assumption that x, y do not lie on the same edge of skel1B(V \ {p}). To sum
up,
y /∈ {u, v} . (11)
We distinguish between two subases.
Subase 2.1: z ∈ vertB(V \ {p}).
Again we distinguish two subases.
Sub-subase 2.1.1: z 6= u.
We have u 6= z 6= y 6= u (see (11)) and {u, y, z} ⊂ skel1B(V \ {p}). By the
indution hypothesis there is a path γ˜uy ⊂ skel1B(V \ {p}) with endpoints
u, y suh that z /∈ γ˜uy. If γ˜uy ∩ relbdFp = ∅ (i.e., γ˜uy ∩ Sp = ∅), then
u ∈ intB(p) (reall that y ∈ intB(p)), hene exu is an edge of B(V ) and we
dene γxy =def exu◦γ˜uy. Assume now that γ˜uy∩Sp 6= ∅; all y′ the last point of
γ˜uy whih lies on relbdFp (possibly y
′ = x). Sine z 6= x and z 6= y′, the points
x, y′ divide the iruit relbdFp into two paths A1xy′ , A
2
xy′ (A
1
xy′∩A2xy′ = {x, y′})
at least one of whih, say A1x,y′, avoids z (if z /∈ relbdFp, i.e., z /∈ Sp), then
both paths Aixy′ (i = 1, 2) avoid z). Denote by γ˜yy′ the part of γ˜uy between
y′ and y and dene γxy =def A1xy′ ◦ γ˜y′y.
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Sub-subase 2.1.2: z = u.
Then z ∈ (relintB(p)) ∩ (vertB(V \ {p})). If v = y, then v ∈ B(p) and w
is dened; denote by ewv the part of euv between w and v (in ase w = v,
ewv is just a point); note that ewv is an edge of skel1B(V ) (or a vertex in
ase w = v). Dene γxy = A
1
xw ◦ ewv. Assume now that v 6= y. Then
v 6= y 6= z 6= v (reall that z = u 6= v) and {v, y, z} ⊂ vertB(V \{p}). By the
indution hypothesis there is a path γ˜vy ⊂ skel1B(V \ {p}) with endpoints
v, y whih avoids z. If γ˜vy ∩ (relbdFp) = ∅, then v ∈ B(p), w is dened and
we dene γxy =def A
1
xw ◦ ewv ◦ γ˜vy.
Assume now that γ˜vy ∩ (relbdFp) 6= ∅; all y′ the last point of γ˜vy whih
lies on relbdFp. Points x, y
′
divide relbdFp into two paths A
1
xy′ , A
2
xy′, both
with endpoints x, y′ (A1xy′ ∩ A2xy′ = {x, y′}) both of whih avoid z (sine
z = u /∈ relbdFp). Denote by γ˜y′y the part of γ˜vy between y′ and y and dene
γxy =def A
1
xy′ ◦ γ˜y′y.
Subase 2.2: z /∈ vertB(V \ {p}).
Then z ∈ relbdFp, z is a (prinipal) vertex of valene 3 in skel1B(V ) and
there is an edge est ∈ skel1B(V \ {p}) with endpoints s, t ∈ vertB(V \ {p})
suh that z ∈ relintest (z /∈ {s, t}). Now we distinguish again two ases.
Sub-subase 2.2.1: u /∈ {s, t}.
Sine y 6= s or y 6= t (or both), we assume, w.l.o.g., that y 6= s. Then
s 6= u 6= y 6= s (see (11)), {u, s, y} ⊂ vertB(V \ {p}), and by the indution
hypothesis there is a path γ˜uy ⊂ skel1B(V \ {p}) with endpoints u and y
whih avoids s. Sine est /∈ γ˜uy and γ˜uy does not use any edge of relbdFp,
z /∈ γ˜uy. If γ˜uy ∩ relbdFp = ∅, dene γxy =def exu ◦ γ˜uy ⊂ skel1B(V ).
Assume now that γ˜uy∩relbdFp 6= ∅ and all y′ the last point of γ˜uy whih lies
on relbdFp (equivalently: on Sp). Points x, y
′
divide relbdFp into two paths
A1xy′, A
2
xy′ , both with endpoints x, y
′ (A1xy′ ∩A2xy′ = {x, y′}), (exatly) one of
whih, say A1xy′, avoids z. Denote by γ˜y′y the part of γ˜xy′ between y
′
and y
and dene γxy =def A
1
xy′ ◦ γ˜y′y.
Sub-subase 2.2.2: u ∈ {s, t}, say u = s.
Sine u 6= y (f. (11)), we have u = s 6= y. Again we distinguish two
subases.
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Sub-sub-subase 2.2.2.1: y 6= t.
Then (s =) u 6= y 6= t 6= u and {u, y, t} ⊂ skel1B(V \ {p}). By the indution
hypothesis there is a path γ˜uy ⊂ skel1B(V \ {p}) with endpoints u and y
whih avoids t. The rest of the argument is exatly as in Sub-subase 2.2.1
above from the wording Sine γ˜wy does not use est... to the end Dene
γxy =def A
1
xy′ ◦ γ˜y′y.
Sub-sub-subase 2.2.2.2: y = t.
Then v 6= t (reall that v 6= y; f. (11)), and we have (s =) u 6= v 6= y (= t) 6=
u (= s) and {u, v, y} ⊂ vertB(V \ {p}). By the indution hypothesis there
is a path γ˜vy ⊂ skel1B(V \ {p}) with endpoints v and y (= t) whih avoids
u (= s). Sine est /∈ γ˜vy and γ˜vy does not use any edge of relbdFp, z /∈ γ˜vy.
If γ˜vy ∩ relbdFp = ∅, then v ∈ intB(p) (reall that y ∈ intB(p)), w exists
(see above) and, by our onventions denition of w above, z /∈ A1xw. Call
ewv the part of euv between w and v (ewv ∈ skel1B(V )) and dene γxy =def
A1xw ◦ ewv ◦ γ˜vy.
Assume now that γ˜vy ∩ relbdFp 6= ∅. Call y′ the last point of γ˜vy whih lies
on relbdFp, and denote by γ˜y′y the part of γ˜vy between y
′
and y. Points
x, y′ divide relbdFp into two paths A1xy′, A
2
xy′ , both with endpoints x and y
′
(A1xy′ ∩ A2xy′ = {x, y′}), (exatly) one of whih, A1xy′ say, avoids z. Dene
γxy =def A
1
xy′ ◦ γ˜y′y.
Remarks 6.1:
1. An alternative approah to Theorem 6.1, via the dual graph of B(V ),
an be given along the following lines. First prove as a lemma that the
dual graph of B(V ) is onneted. Let F,G be two faets of B(V ), let
x ∈ relintF, y ∈ relintF , and let H be a plane passing through x and y
suh thatH∩vertB(V ) = ∅. Then H intersets intB(V ) and γ =def H∩
(bdB(V )) is a (losed) onvex urve avoiding vertB(V ), and x, y divide
γ into two paths γ1xy, γ
2
xy both with endpoints x, y (γ
1
xy ∩ γ2xy = {x, y}).
The faets of B(V ) met by γ1xy form a suession of faets from F to G,
eah two suessive faets share an edge. This is a path between F and
G in the dual graph of B(V ). Let {x, y, z} ⊂ vertB(V ) (x 6= y 6= z 6= x),
let F,G be faets of B(V ) ontaining x and y, respetively, and let
(F0 = F, F1, . . . , Fn = G) be a path in the dual graph of B(V ) from
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F to G (assured by the lemma desribed above). The union of the
relative boundaries of Fi,
n⋃
i=0
relbdFi, is learly a onneted subgraph of
skel1B(V ), hene there is a path γ˜xy between x and y in skel1B(V ).
If z /∈ γ˜xy, then γ˜xy is a path in skel1B(v) whih avoids z. If z ∈ γ˜xy,
then z ∈ relbdFi for some 0 ≤ i ≤ n, and (relbdFi)∩γ˜xy is a path
A1ab on relbdFi with endpoints a, b, say (z ∈ A1ab). Replae A1ab by its
omplementary path A2ab =def cl(relbdFi \A1ab). Then z /∈ A2ab, and the
obtained path γxy onnets x and y in skel1B(V ) and avoids z.
2. The dual graph of B(V ) is 2-onneted as well (as skel1B(V )). For a
proof one an use an approah similar to the one given in the previous
remark. A shorter proof, using already established results, runs as
follows. The Bezdek-Naszódi theorem, desribed in footnote 22 below,
assures that the dual graph of B(V ) is isomorphi to the 1-skeleton of
the ball polytope B(vertB(V )) (in fat, B(V ) and B(vertB(V )) have
dual fae strutures), and by Theorem 6.1 above skel1B(vertB(V )) is
2-onneted.
Question 6.1: Is every 2-onneted planar graph realizable as the 1-skeleton
of some Ball polytope B(V )17?
Sine skel1B(V ) is a nite onneted (even 2-onneted, by Theorem 6.1)
planar graph embedded on the boundary bdB(V ) of the onvex body B(V ),
we have:
Proposition 6.2: If V ⊂ R3 is nite with #V ≥ 3 and r(V ) < 1, then the
fae numbers v (verties), e (edges) and f (faets) of SF(B(V )) satisfy the
Eulerian relation v − e + f = 218.
Example 6.2: The following Ball polytope B(V ), generalizing Example
5.1 above, exhibits the various notions of faes (verties, edges, faets) of
17
See [2℄, Problem 9.5 (p. 221), for a similar question; note that the ondition with no
loops there is superous and does not appear in our formulation.
18
This appears as the Euler-Poinare theorem in [3℄, p. 256, with an alleged proof
given in p. 260. Instead of saying that this relation follows merely from the planarity
and onnetivity of the graph skel1B(V ), an argument is given based on the sophistiated
notion of CW -deomposition from homology theory, not neessary in this simple ase.
Another drawbak of this proof is that the whole fae struture of B(V ) is ompressed
there into two sentenes.
38
SF(B(V )) dened above in a non-trivial way. We rst briey introdue
the basi notion of 2-tuples in equilateral position, whih is fully dened in
Denition 8.2 below, in onnetion with the notion of dual ars.
Let a, b, x, y ∈ R3 be four points satisfying ‖x − a‖ = ‖x − b‖ = ‖y − a‖ =
‖y − b‖ = 1. The ouple of 2-tuples (a, b; x, y) are in equilateral position.
Denote by Cxy, resp. Cab, the irle entered at
1
2
(x+ y), resp. 1
2
(a+ b), that
passes through a, b, resp. x, y.
In Lemma 8.1 below it is proved in detail that if c ∈ Cxy, resp. z ∈ Cab, and
if both c and z lie on the relative interiors of the short [resp. both lie in the
long℄ ars of Cxy, resp. Cab, determined by a, b, resp. x, y, then ‖c− z‖ > 1.
Otherwise ‖c − z‖ ≤ 1, and this is satised as an equality i c ∈ {a, b} or
z ∈ {x, y}. We use this to generalize Example 5.1 above. With the notation
p = p(0, 0, h), q = q(0, 0,−h), 0 < h < 1, Cpq = S(p)∩S(q), p0, p1, . . . , pn−1 ⊂
Cpq (n ≥ 2) and orarc(pi−1, pi), as introdued there, dene n relatively open
ars Ai, 1 ≤ i ≤ n (replaing the n points vi, 1 ≤ i ≤ n, of Example
5.1) in the following way: For 1 ≤ i ≤ n, if orarc(pi−1, pi) is a short [resp.
long℄ ar of Cpq, then Ai is the relatively open short [resp. long℄ ar A
i
pq
[resp. Cpi−1pi \Aipq℄ of the irle Cpi−1pi =def S(pi−1)∩ S(pi) whose endpoints
are p, q. Note that the vi's of Example 5.1 satisfy vi ∈ Ai (1 ≤ i ≤ n)
and that sine orarc(pi−1, pi) is a long ar for at most one i, 1 ≤ i ≤ n,
at most one Ai (1 ≤ i ≤ n) is a long ar. It follows from Lemma 8.1 (as
explained above) that for v ∈ Ai the unit ball B(v, 1) misses the relative
interior of orarc(pi−1, pi) and inludes (in its interior) the relative interior
of the omplementary ar orarc(pi, pi−1). Let W ⊂
n⋃
i=1
Ai be any nite set
(0 ≤ #W <∞) and put V =def {p, q}∪W . Then cr(V ) < 1, V is tight and,
similar to (8) in  5 above,
Fp ∩ Fq = Cpq ∩ B(V ) =⋃ {orarc(pi−1, pi) : W ∩Ai = ∅, 1 ≤ i ≤ n} ∪ {pi : W ∩Ai 6= ∅ ,
and W ∩Ai+1 6= ∅ , 1 ≤ i ≤ n} .
(12)
The set of prinipal verties prin-vertB(V ) of B(V ) is ontained in the point
set {p1, p2, . . . , pn = p0}, and for 1 ≤ i ≤ n the point pi is a prinipal vertex
of B(V ) ⇔ W ∩ Ai 6= ∅ or W ∩Ai+1 6= ∅ (or both).
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Before desribing the dangling verties of B(V ), we desribe its 1-skeleton
and its faets. The losure of a onnetivity omponent of skel1(B(V )) \
prin-vertB(V ) is a irular ar with two endpoints in prin-vertB(V ), and it
may ontain dangling verties in its relative interior as well. We all suh a
onnetivity omponent a hedge (to dierentiate it from edge).
A hedge is the union of onseutive edges separated by dangling verties.
Hene a hedge is an edge i it does not ontain a dangling vertex (in its
relative interior), and learly the body of skel1B(V ) is the union of its hedges.
Every onnetivity omponent of Fp ∩ Fq is either a hedge or a prinipal
vertex, and these onnetivity omponents are ylially ordered on Cpq.
Two onseutive points pi−1, pi of {p1, . . . , pn = p0} belong to two onseutive
omponents of Fp ∩ Fq i Ai ∩W 6= ∅ (in whih ase relint(orarc(pi−1, pi))
is trunated), and if Ai ∩W 6= ∅, then pi−1, pi ∈ prin-vertB(V ), and pi−1, pi
are onneted in skel1B(V ) by #(Ai∩W )+1 hedges all of whih are disjoint
from Cpq exept for their endpoints pi−1, pi. These #(Ai ∩W ) + 1 hedges
are the boundaries of #(Ai ∩W ) faets Fv for v ∈ Ai ∩W . Every suh faet
is di-hedged, sine its boundary onsists of two suh hedges (with ommon
endpoints pi−1, pi); and besides Fp and Fq these are all the faets of B(V ).
Thus the hedges of B(V ) are either inluded in Cpq or have endpoints pi−1, pi
for some 1 ≤ i ≤ n suh that Ai ∩W 6= ∅.
A point v ∈ W is a dangling vertex of B(V ) i either (i) v ∈ Cpq\prin-vertB(V )
(in whih ase [v, p] and [v, q] are edges of D(V )), or (ii) v lies in the relative
interior of a hedge with endpoints pi−1, pi suh that Ai ∩W 6= ∅ for some
1 ≤ i ≤ n (i.e., orarc(pi−1, pi) is trunated). Dangling verties satisfying (i)
are easy to onstrut, but the realization of dangling verties satisfying (ii)
turns out to be a deliate question, whih we will not address. The following
riterion says when p and/or q are dangling verties.
Criterion: p, resp. q, is a dangling vertex of B(V ) i ‖p− q‖ = 1, #(W ∩
Cpq) = 1, and the (unique) ar Ai (1 ≤ i ≤ n) that ontains the point
W ∩ Cpq satises: W ∩ Ai is ontained in the losed half spae bounded by
aCpq whih ontains p, resp. q. (Thus, if both p, q are dangling verties,
then #(W ∩Ai) = #(W ∩ Cpq) = 1.)
This riterion nishes our Example 6.2.
The following is fundamental for all later development.
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Proposition 6.3: Let V ⊂ R3 be nite with #V ≥ 3 and tight with cr(V ) <
1. Let Fp be the faet that orresponds to p ∈ V . Then
(i) onepFp is apexed at p.
(ii) For an edge e of Fp with verties r and s, the set onep(r, s) is a faet
of onep (vertFp), and relint e∩ conep(vertFp) = ∅.
(iii) The rays onepr, r ∈ vertFp, are the extreme rays of onep(vertFp), and
their yli order on bd(onep(vertFp)) is ompatible with the yli
order of the verties of Fp on relbdFp.
Proof: (i) By Corollary 5.2, Fp is ontained in a small ap of Sp.
(ii) There is a faet Fq (q ∈ V \ {p}) suh that e ⊂ Fp ∩ Fq and Fp is
ontained in the small ap of Sp = {x ∈ R3 : ‖x − p‖ = 1} bounded by
the irle Cpq = def{x ∈ R3: ‖x − p‖ = ‖x − q‖ = 1} (of radius 0 <
rpq =def
√
1− 1
4
‖p− q‖2 < 1). Denote this small ap of Sp by ap(p). Cpq =
relbd cap(p), the ap ap(p) ⊃ Fp lies beyond the plane Hpq =def affCpq
relative to p, and the plane a(p, r, s) ⊃ conep(r, s) intersets Sp in a great
irle, the short ar between r and s of whih is ontained in ap(p). Denote
by ar(r, s) this short ar on ap(p). Note that ar(r, s) and e share r and s
as ommon verties.
Sine arc(r, s) is a geodeti ar on Sp both of whose endpoints belong to Fp,
arc(r, s) ⊂ Fp (by the spherial onvexity of Fp), and sine e ⊂ Fp, sph-
onv(e ∪ arc(r, s)) ⊂ Fp as well (again by the spherial onvexity of Fp).
Sine Fp is stritly spherially onvex, arc(r, s) \ {r, s} ⊂ relintFp, and sph-
onv(e ∪ arc(r, s)) \ e ⊂ relintFp. Hene
sph-onv(e ∪ arc(r, s)) ∩ vertFp = {r, s} (13)
(f. Proposition 6.1 (ii); note that relint e ∩ vertFp = ∅, sine e is an edge of
Fp). The plane H =def aff(p, r, s) divides R3 into two losed half-spaes, one
of whih ontains e; denote this half-spae by H+. By Fp ⊂ cap(p) we have
vertFp ⊂ cap(p), hene
H+ ∩ vertFp ⊂ H+ ∩ cap(p) . (14)
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Claim:
H+ ∩ cap(p) = sph-onv(e ∪ arc(r, s)) . (15)
Proof: H+ ∩ cap(p) = (H+ ∩ Sp) ∩ cap(p), whih is the intersetion of two
spherially onvex sets, hene H+ ∩ cap(p) is spherially onvex and ⊃ in
(15) follows. Let m ∈ H+ ∩ cap(p) and denote by n the enter of cap(p)
on Sp. The great irle of Sp passing through n and m uts H
+ ∩ cap(p)
in a short ar arc(x, y), one of whose endpoints x ∈ arc(r, s) and the other
endpoint y ∈ e. Hene m ∈ arc(x, y) ⊂ sph-onv(e ∪ arc(r, s)). This proves
⊂ in (15), proving the laim.
It follows from (13), (14), and (15) that vertFp ∩ H+ = {r, s}, hene H
supports vertFp and conep(r, s) is a faet of conep(vertFp)
(iii) It follows from (ii) that for eah edge e of Fp with verties r, s, say,
the rays onepr and oneps are extreme rays of onep(vertFp), and sine
relbdFp is a iruit of edges separated by verties, the yli order of the rays
onepr, r ∈ vertFp on bd onep(vertFp) is ompatible with the yli order of
the verties of Fp on relbdFp.
The following proposition gives a simple riterion for an edge of B(V ) being
short or long (as an ar of its loading irle); it is needed, e.g., in the proof
of Theorem 8.1 below.
Proposition 6.4: With the usual assumptions on V (see Propositions 6.2
and 6.3 above), let e be an edge of B(V ) with endpoints a, b, and assume
that e ⊂ Cxy, where x, y ∈ V . Assume that #(vertFx) ≥ 3 and put H =def
aff(x, a, b). The following four onditions are equivalent :
(i) e is a short ar of Cxy.
(ii) The edge e and the point y lie in dierent sides of the plane H .
(iii) The edge e and the set vertFx \ {a, b} lie in dierent sides of H .
(iv) The point y and the set vertFx \ {a, b} lie in the same side of H .
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Proof: The faet Fx is ontained in the small ap ap(x) =def S(x, 1) ∩
B(y, 1) on the unit sphere S(x, 1), relbd ap(x) = Cxy, and both y and
ap(x) lie beyond aCxy relatively to x. Put y
∗ =def conex(y) ∩ affCxy and
y∗∗ =def conex(y)∩ cap(x). y∗ is the enter of the disDxy =def convCxy, and
y, y∗, y∗∗ lie in the same open half spae bounded by H . The enter y∗ of Dxy
lies in the plane aCxy beyond the line a(a, b) relatively to the short ar of
Cxy whose endpoints are a and b. And sine a(a, b) = H ∩ affCxy (in fat,
[a, b] = H∩Dxy), y∗ lies (in the 3-spae) beyond H relatively to this short ar.
This shows that (i)⇔ (ii). Sine the faet Fx ⊂ cap(x) is stritly spherially
onvex on S(x, 1), the geodeti line γ = H ∩cap(x) on ap(x) is ontained in
relintFx exept for its endpoints a and b, and γ separates relbdFx ⊂ cap(x)
into two parts; one is e, and the other part, ontaining vertFx \ {a, b}, lies
on ap(x) in the same side of γ as y∗∗. Thus vertFx \ {a, b} and y∗∗ lie in the
same half spae bounded by H , whih ontains y and y∗ as well. This shows
that (ii) ⇔ (iii)⇔ (iv).
Lemmata 6.1 and 6.4 below establish a onnetion between the loal fae
struture of B(V ) near a vertex x and the points of V at distane 1 from x.
Lemma 6.1: Suppose c is a vertex of B(V ), where V ⊂ R3, 3 ≤ #V <∞, V
is tight and r(V ) < 1. Let {v ∈ V : ‖v − c‖ = 1} = {v1, v2, . . . , vm} (m ≥ 3
for c prinipal, and m = 2 for c dangling, vi 6= vj for 1 ≤ i < j ≤ m).
Then the polyhedral one onec(v1, . . . , vm) is apexed (at c), and the rays
onec(vi) , i = 1, 2, . . . , m, are the extreme rays of it
19
.
Proof: Put V (c) =def {v1, . . . , vn}. First we show that the one one(V (c))
is apexed (at c) (f. Denition 4.2). Put z =def cc(V ), the irumenter of V ,
and let r be its irumradius (r < 1, by assumption). For v ∈ V (c) we have
‖v− c‖ = 1 and ‖v−z‖ ≤ r < 1. Hene v lies in the open halfspae bounded
by the plane H that bisets the segment [c, z] in its midpoint perpendiularly
whih does not ontain c; see Figure 5. Hene H stritly separates c and V (c).
19
Note the similarity between Lemma 6.1 and Proposition 6.3 (iii) above. The full
understanding of this similarity beomes apparent in the rigorous proof of the Bezdek-
Naszódi duality theorem; see footnote 22 below.
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 Figure 5 
Thus onec(V (c)) is apexed (at c). Next we show that for v ∈ V (c) the
ray onec(v) is extreme in onec(V (c)). Assume, by r.a.a., that ∃v0 ∈ V (c)
suh that onec(v0) is not an extreme ray of onec(V (c)). (Clearly, every
extreme ray of onec(V (c)) is of the form onec(v) for some v ∈ V (c).) Then
onec(V (c)) = conec(V (c) \ {v0}) and
v0 ∈ S(c) ∩ conec(V (c) \ {v0}) , (16)
(S(c) is the unit sphere entered at c). The set S(c) ∩ conec(V (c) \ {v0}) is
spherially onvex in S(c) by Proposition 4.1 (ii). The r.a.a. is aomplished
by the following
Claim: vo is inessential in V , i.e.,
B(V \ {v0}) = B(V ) . (17)
Proof: We prove ⊂ in (17) (the ontainment ⊃ is lear, as the operation
S → B(S) reverses inlusion). Assume x ∈ B(V \ {vo}). In order to prove
that x ∈ B(V ), we use the equivalene x ∈ B(T )⇔ T ⊂ B(x), from whih it
follows that x ∈ B(V \{v0})⇔ V \{v0} ⊂ B(x), and x ∈ B(V )⇔ V ⊂ B(x),
where B(x) is the unit ball entered at x. Hene
V \ {v0} ⊂ B(x) and, in partiular, V (c) \ {v0} ⊂ B(x) . (18)
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By the rst ontainment in (18) it remains to show that v0 ∈ B(x). The set
B(x) is spindle-onvex. By Proposition 4.2, S(c)∩B(x) is spherially onvex
in S(c), hene by the seond ontainment in (18)
sph-onv(V (c) \ (v0}) ⊂ S(c) ∩ B(x) , (19)
(the left-hand side is the spherial onvex hull of V (c) \ {v0} in S(c)).
By Proposition 4.1 (iii), sph-onv(V (c) \ {v0}) = S(c) ∩ conec(V (c) \ {v0}),
hene by (19)
S(c) ∩ conec(V (c) \ {v0}) ⊂ S(c) ∩B(x) . (20)
It follows from (16) and (20) that v0 ∈ S(c)∩B(x) ⊂ B(x), hene v0 ∈ B(x);
this proves the laim.
As already said, the laim brings us to a ontradition (V is tight).
Lemma 6.2 (Spatial arm-lemma): Let C be a irle in R3 entered at c,
let L be the line passing through c perpendiular to aC, and let v ∈ R3 \L.
Dene a funtion f : C → R by f(p) = ‖p− v‖ for p ∈ C. Then
a) f has (exatly) two extremum points, one minimum pmin and one maxi-
mum pmax obtained in the following way: let v
′
be the orthogonal proje-
tion of v on the plane aC and denote by prc(·) : affC → C the entral
projetion on C with enter c in the plane aC. Then pmin = prc(v
′)
and pmax = c+ (c− pmin) = 2c− pmin (= the diametral point of pmin on
the irle C),
b) f(p) stritly inreases as the point p moves from pmin to pmax on a half-
irle of C with endpoints pmin and pmax. (There are two suh halves.)
Proof: By (f(p))2 = ‖p − v‖2 = ‖p − v′‖2 + ‖v′ − v‖2 it is suient to
prove the lemma for the ase where v = v′ (i.e., v ∈ affC). Denote by r the
radius of C and by α the small angle between the vetors v′ − c (= v − c)
and p− c (0 ≤ α ≤ 180o). Then
(f(p))2 = ‖p− v′‖2 = ‖p− c‖2 + ‖v′ − c‖2 − 2‖p− c‖ · ‖v′ − c‖ cosα (21)
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(osinus theorem).
 Figures 6 and 7 
As the point p moves on one half of the irle C from pmin (α = 0
o) to
pmax (α = 180
o), cosα strily dereases, and the right-hand side of (21) in-
reases. This proves a) and b).
Lemma 6.3: Let C be a irle in R3 entered at c, and x p0 ∈ C. Let H
be the plane in R3 that passes through p0 and c perpendiularly to aC. Let
H+ be an open halfspae bounded by H and put C+ =def C ∩H+. Then
(∀v ∈ H+)(∃ε > 0)(∀p ∈ C+)
(‖p− p0‖ < ε⇒ ‖p− v‖ < ‖p0 − v‖).
(22)
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 Figure 8 
Remark: In Figure 8 the plane H is horizontal and H+ lies above it,
while in Figure 9 below the plane H is perpendiular to the plane of the
gure.
Proof: Let v′ be the orthogonal projetion of v on aC. Sine v ∈ H+ and
H is orthogonal to aC, v′ ∈ affC ∩ H+. By the foregoing Lemma 6.2 the
funtion f(p) =def ‖p−v‖, p ∈ C, attains its minimum at pmin = prc(v′) where
prc(·) : affC → C is the entral projetion on C with enter c (c ∈ affC),
and it attains its maximum at pmax = c+ (c− pmin).
 Figure 9 
Sine v′ ∈ affC ∩ H+, pmin ∈ affC ∩ H+ and pmax ∈ affC ∩ H−, where
H− is the open half-spae bounded by H opposite to H+. Denote by C∗
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the half-irle of C with endpoints pmin and pmax whih ontains p0 (note
that p0 /∈ {pmin, pmax} sine v ∈ H+; hene v /∈ H and v′ /∈ aff{p0, c}).
As the point p moves on C∗ starting at pmin, the distane f(p) = ‖p − v‖
stritly inreases (by Lemma 6.2). Hene f , restrited to C+ ∩ C∗ (= the
short ar on C between pmin and p0), attains its maximum at p0. Thus
(∀p ∈ C+∩C∗) (‖p−v‖ < ‖p0−v‖). This proves (22) with ε =def ‖pmin−p0‖.
Lemma 6.4: With the assumptions and notation of Lemma 6.1 above as-
sume that the rays onec(vi) (i = 1, 2, . . . , m, 1) appear in this irular order
on the boundary of onec(v1, . . . , vm). I.e., for m ≥ 3 the faets of this
one are onec(vi, vi+1) (i = 1, . . . , m) (the indies taken modulo m, i.e.,
vm+1 = v1). (For m = 2 the one onec(v1, v2) is 2-dimensional.) Then:
a) The faets of B(V ) that meet at c are Fvi , i = 1, . . . , m.
b) These faets are separated by edges ei with ei ⊂ Fvi∩Fvi+1 , i = 1, . . . , m.
) For m ≥ 3 and 1 ≤ i ≤ m the edge ei initiates from c on the ir-
le Cvivi+1 =def S(vi) ∩ S(vi+1) to the half spae bounded by H =def
aff(c, vi, vi+1) whih ontains the set {v1, v2, . . . , vi−1, vˆi, vˆi+1, vi+2, . . . , vm}
(and the tangent to ei at c is perpendiular to H).
d) For m = 2 (i.e., when c is a dangling vertex), there are exatly two
edges e1, e2 inident with c, both lying in Fv1 ∩ Fv2 ⊂ Cv1v2 , and eah
edge ei (i = 1, 2) initiates from c to a dierent side of the plane H =
aff(c, v1, v2), e1 and e2 have a ommon tangent at c whih is the tangent
to Cv1v2 at c, and this tangent is perpendiular to H.
Proof: Put V (c) =def (v1, . . . , vm) and dene δ =def 1 −max{‖v − c‖ : v ∈
V \ V (c)}. Then 0 < δ < 1 and
∀x ∈ R3 : ‖x− c‖ < δ ⇒ x ∈ intB(V \ V (c)) . (23)
Fix i ∈ {1, . . . , m}, and put Ci =def Cvivi+1 = S(vi) ∩ S(vi+1) (S(vi) and
S(vi+1) are the unit spheres entered at vi and vi+1, respetively). Ci is a
irle of radius
√
1− 1
4
‖vi+1 − vi‖2 entered at ci =def 12(vi + vi+1), passing
through c. Consider two ases:
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Case 1 (m = 2): Then {vi, vi+1} = {v1, v2} = V (c), and onecV (c) is
2-dimensional. Sine c is a vertex of B(V ) that belongs to exatly two faets
of B(V ), c is a dangling vertex of B(V ), hene c ∈ V .
By (23) there is an ar A of length > 2δ entered at c on the irle Ci = C1
wholly ontained in B(V \ V (c)). Hene Fv1 ∩ Fv2 = C1 ∩ B(V ) has a non-
degenerate onnetivity omponent e whih is a losed ar of C1 ontaining
c in its relative interior. Sine c is a dangling vertex of B(V ), e is the union
of the two edges of B(V ) that meet at c, and Fv1 and Fv2 are the only faets
of B(V ) that meet at c.
Case 2 (m ≥ 3): By Lemma 6.1 the one onec(V (c)) is full dimensional,
and the rays onec(vi), i = 1, . . . , m, are extreme rays of it. Fix i ∈ {1, ..., m}.
The plane aCi bisets the segment [vi, vi+1] perpendiularly at its midpoint
denoted by ci, hene it is perpendiular to the plane Hi =def aff(vi, vi+1, c).
The intersetion of these two planes is the line a(ci, c) (this line is a per-
pendiular bisetor of the segment[vi, vi+1]; see Figure 10).
 Figure 10 
Sine the rays onec(vi) and onec(vi+1) are extreme rays of onecV (c), onec(vi, vi+1)
is a (2-dimensional) faet of onec(V (c)), hene the plane Hi of this faet
stritly supports V (c) \ {vi, vi+1}.
Denote by H+i , resp. H
−
i , the open halfspae bounded by Hi whih ontains,
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resp. does not ontain, V (c) \ {vi, vi+1} and put C+i = Ci ∩H+. By Lemma
6.3 (with C = Ci, p0 = c and v = vj)
(∀vj ∈ V (c) \ {vi, vi+1})(∃εj > 0)(∀p ∈ C+i )
((‖p− c‖ < εj)⇒ (‖p− vj‖ < 1)) .
(24)
Put ε′ =def min{εj : j ∈ {1, . . . , m} \ {i, i+1}} and ε′′ =def min{ε′, δ}. Then
(23) and (24) imply
(∀v ∈ V \ {vi, vi+1})(∀p ∈ C+i )((‖p− c‖ < ε′′)⇒ (‖p− v‖ < 1)) . (25)
It follows that there is an ar A of length > ε′′ on Ci with one endpoint at c
suh that
relintA ⊂ H+i ∩ int B(V \ {vi, vi+1}) . (26)
Thus Ci ∩ bdB(V ) has a omponent whih ontains A, i.e., there is an edge
ei of B(V ) on Ci whih is inident with c, and ei is ommon to Fvi and Fvi+1 .
This proves a), and ei satises all the requirements of b) and ), as it is easy
to hek.
From Lemma 6.4 we have
Corollary 6.1: If V ⊂ R2 with #V ≥ 3 is nite, tight, and cr(V ) < 1, then
the valene of a vertex x of B(V ) in the 1-skeleton of SF(B(V )) is equal to
the number of points of V at distane 1 from x20.
 7. On B(V ) for an extremal set V , and an
extended GHS-Theorem
In this paragraph we use the foregoing results to establish an extended form
of the GHS-theorem. Reall that an extremal onguration (for the Vázsonyi
20
This orollary was observed (without a proof) by Grünbaum, Heppes, and Straszewiz
independently of eah other for the ase that V is extremal (for the Vázsonyi problem).
The orollary generalizes their observation to any feasible set V (i.e., 3 ≤ #V <∞, V is
tight and satises r(V ) < 1).
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problem) is a nite set V ⊂ R3 with #V = n ≥ 4 suh that e(V ) = e(3, n).
We ignore now the GHS-Theorem (e(3, n) = 2n − 2) in order to ahieve a
detailed proof of an extended form of it. As said in the introdution, this
is essentially an elaboration of the proof given by Grünbaum, Heppes, and
Straszewiz. The following result was derived in Proposition and Denition
2.1 above as a onsequene of the GHS-Theorem. Now we derive it indepen-
dently of it.
Proposition 7.1: Let V ⊂ R3 , #V = n ≥ 4, be an extremal onguration
for the Vázsonyi problem. Then the valene of a point v ∈ V in the diameter
graph D(V ) is ≥ 2, i.e., if diamV = 1, then dist(v, V \ {v}) = 1, and this
distane is attained at least twie.
Proof: Assume, without loss of generality, that diamV = 1. If there is a
point v ∈ V suh that dist(v, V \ {v}) < 1, then hoose a line l through
v and move v on l until it reahes for the rst time a point v′ suh that
dist(v′, V \{v}) = 1. Put V ′ =def (V \{v})∪{v′}. Then diamV ′ = diamV =
1, #V ′ = #V = n, and e(V ′) > e(V ), ontrary to our hypothesis (that V is
extremal).
A similar ontradition is obtained when dist(v, V \{v}) = 1 and this distane
is attained only one, i.e., if there is a point p ∈ V suh that ‖v − p‖ = 1
and dist(v, V \ {p, v}) < 1. Let q be the symmetri point of p relative to v
on the line a(p, v), and let C be a semi-irle of radius 1 with enter v and
endpoints p, q. Sine v is the enter of the segment [p, q] whose length is 2
and sine dist(p, V \ {p, v}) ≤ 1, learly dist(q, V \ {p, v}) > 1.
Move p on C until it reahes for the rst time a point p′ suh that dist(p′, V \
{p, v}) = 1. This will happen before p reahes q sine dist(q, V \ {p, v}) > 1.
Put V ′ =def (V \ {p}) ∪ {p′}. Then diamV ′ = diamV = 1, #V ′ = #V , and
e(V ′) > e(V ), a ontradition. Thus dist(v, V \ {v}) = 1, and this distane
is ahieved at least twie.
Proposition 7.2: Let V ⊂ R3 with ∞ > #V = n ≥ 4 be an extremal
onguration for the Vázsonyi problem suh that diamV = 1. Then:
a) B(V ) is full-dimensional and V is tight.
b) B(V ) has n faets.
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) V ⊆ vertB(V ).
Proof:
(a) The rst part of a) follows from Theorem 5.2 a). The seond part of
a) follows from Theorem 5.2 b) using Proposition 7.1 above.
(b) This follows from the fat that V is tight.
() The valene of v ∈ V in D(V ) is ≥ 2 for v ∈ V (Proposition 7.1). If v
has valene 2 in D(V ), then it belongs to exatly two faets of B(V ),
i.e., it is a dangling vertex of B(V ). Otherwise v is of distane 1 from
at least three distint points p, q, r ∈ V , i.e., v ∈ Fp ∩ Fq ∩ Fr and v is
a prinipal vertex of B(V ).
Proposition 7.3: Let V ⊂ R3 be tight with ∞ > #V = n ≥ 1, r(V ) < 1,
and assume that V ⊆ vertB(V ). Then diam V = 1,
e(V ) ≤ 2n− 2 , (27)
and this inequality is satised as an equality i V = vertB(V ).
Proof: Sine r(V ) < 1, B(V ) is full-dimensional. Sine V ⊆ vertB(V ),
B(V ) has a non-empty set of verties, hene #V = n ≥ 3. The fae numbers
of SF(B(V )) satisfy the Eulerian relation v − e + f = 2 (f. Proposition
6.2). Here v is the number of (prinipal or dangling) verties of B(V ), e is
the number of edges, and f is the number of faets whih is a-priori ≤ n,
but sine V is tight, f = n. Sine V ⊆ vertB(V ) ⊂ B(V ), diamV ≤ 1.
Eah point v ∈ V , being a vertex of B(V ), is at distane 1 from at least two
points of V , hene diamV = 1. Put V˜ =def vertB(V ). Thus V ⊆ V˜ and
#V˜ = v = n+m for some m ≥ 0. The number e of edges of B(V ) is one-half
the sum of valenes of the verties of B(V ) in the 1-skeleton of SF(B(V )).
The valene of eah vertex x of B(V ), heneforth denoted by val(x), is equal
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to the number of points of V at distane 1 from x (f. Corollary 6.1 in the
end of  6). Thus
2e =
∑{val(x) : x ∈ V˜ } =
=
∑{val(x) : x ∈ V }+∑{val(x) : x ∈ V˜ \ V }
≥ ∑{val(x) : x ∈ V }+ 3 ·#(V˜ \ V )
= 2 ·#{{u, w} ⊂ V : ‖u− w‖ = 1}+ 3m
= 2 · e(V ) + 3m.
It follows, using the Eulerian relation v − e + f = 2, that
2 · e(V ) ≤ 2e− 3m
= 2(v + f − 2)− 3m (by v − e + f = 2)
= 2(n+m+ f − 2)− 3m
= 2(2n− 2)−m (sine f = n) .
Thus e(V ) ≤ 2n − 2, and this is satised as an equality i m = 0, i.e., i
V = vertB(V ).
This leads to
Theorem 7.1 (Extended GHS-Theorem): Let V ⊂ R3 be nite with
#V = n ≥ 4 and diamV = 1. The following three statements are equivalent :
(i) V is extremal for the Vázsonyi problem, i.e., e(V ) = e(3, n);
(ii) e(V ) = 2n− 2;
(iii) V is tight and V = vertB(V )21.
21
(a) The equivalene of statements (i) and (ii) is what we all the GHS-Theorem (see
Corollary 7.1 below), and their equivalene to (iii) is what Extended stands for in the
name of the theorem.
(b) Sallee in [25℄, p. 318, alls a Ball polytope satisfying (iii) a frame of a Reuleaux
polytope, and he points on their usefulness to onstrut onrete bodies of onstant width
in R3. This is analogous to the planar ase, where Reuleaux polygons are paradigmati
for (planar) bodies of onstant width. (He does not point on the onnetion of his frames
of Reuleaux polytopes with the Vázsonyi problem, however.) We may ome to this topi
in the mentioned subsequent paper.
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Proof: diamV = 1 ⇒ cr(V ) < 1 (Theorem 5.2, a)), hene B(V ) is full-
dimensional.
Proof of (i) ⇒ (ii) and (i) ⇒ (iii): Assume (i). By Proposition 7.2
a), ) the set V is tight, and V ⊆ vertB(V ). Hene, by Proposition 7.3,
e(V ) ≤ 2n−2. On the other hand, e(V ) = e(3, n) ≥ 2n−2, by the examples
given in  1. Thus e(V ) = 2n− 2 and, again by the sux to Proposition 7.3,
V = vertB(V ).
Proof of (ii) ⇒ (i): By (i) ⇒ (ii) proved above e(3, n) = 2n − 2. Hene
e(V ) = e(3, n), i.e., V is extremal.
Proof of (iii) ⇒ (ii): Assume that V is tight and V = vertB(V ). Thus
V ⊆ vertB(V ) and the onditions of Proposition 7.3 are fullled. By the
sux to this proposition V = vertB(V )⇒ e(V ) = 2n− 2.
From Theorem 7.1 follows
Corollary 7.1 (GHS-Theorem): e(3, n) = 2n− 2.
Corollary 7.2: Assume that V ⊂ R3, 4 ≤ #V < ∞, diamV = 1 and V is
extremal for the Vázsonyi problem. Then every edge of B(V ) is a short ar
of its loading irle.
Proof: Let e be an edge of B(V ) with endpoints a, b ∈ vertB(V ) = V .
There are points x, y ∈ V suh that e ⊂ Cxy =def Sx ∩ Sy (Sx, Sy are the
spheres of radius 1 entered at x and y, respetively). Cxy is a irle of radius
rxy =
√
1− 1
4
‖x− y‖2 entered at p = 1
2
(x + y), a, b ∈ Cxy, and e is either
the short ar between a and b on Cxy, or the respetive long ar. We will
show that the seond ase is impossible.
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 Figure 11 
Denote by c1 [resp. c2℄ the midpoint of the short [resp. long℄ ar between a
and b on Cxy (f. Figure 11). c1 and c2 are diametrial points of Cxy. Sine
‖x − y‖ ≤ 1, rxy =
√
1− 1
4
‖x− y‖2 ≥
√
3
2
> 1.7
2
= 0.85; hene diamCxy =
2rxy ≥ 1.7 > 1. Sine c2 is the midpoint of the long ar between a and b on
Cxy, learly <) c2pa > 90
o
. It follows that
‖c2 − a‖2 = ‖c2 − p‖2 + ‖a− p‖2 − 2‖c2 − p‖ · ‖a− p‖ · cos <) c2pa
> ‖c2 − p‖2 + ‖a− p‖2 = 2(rxy)2 ≥ 2 ·
(√
3
2
)2
= 3
2
> 1 .
Hene ‖c2 − a‖ > 1 and c2 /∈ B(a, 1). Sine a ∈ vertB(V ) = V (by Theorem
7.1 (iii)), this implies c2 /∈ B(V ), hene c2 /∈ e, i.e., e is not the long ar
between a and b on Cxy. Thus e is the short ar between a and b on Cxy.
 8. The anonial self-duality ϕ of SF(B(V ))
for an extremal set V
In this paragraph we assume that V is a set of n points in R3 , 4 ≤ n < ∞,
diamV = 1, and V is extremal for the Vázsonyi problem. Under these
assumptions V oinides with the set of verties of its Ball polytope B(V )
(Extended GHS-Theorem, Theorem 7.1 (iii) above). The poset SF(B(V )),
partially ordered by inlusion, onsists of verties, edges and faets of B(V )
(and, if one wishes, the improper faes ∅ and B(V ) as well).
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Denition 8.1: An involutory self-duality (or antimorphism) of SF(B(V ))
is an order reversing map (i.e., a duality) ϕ : SF(B(V )) −→ SF(B(V )) of
order two (ϕ2 = identity).
The orrespondene {x} ϕ↔ Fx (x ∈ V ) (and, if neessary, ∅ ϕ↔ B(V )) is, in
fat, order reversing, i.e.,
{x} ⊂ Fy ⇔ ‖x− y‖ = 1 ⇔ {y} ⊂ Fx
⇔ ϕ(Fy) ⊂ ϕ({x}) .
And it is, of ourse, of order two. This orrespondene an be extended to
an involutory self-duality of SF(B(V )) if and only if the following statement
holds.
Theorem 8.1 (dual edges): Let e be an edge of B(V ), with endpoints
a and b, and assume that e is inluded in the faets Fx and Fy of B(V )
(x, y ∈ V, x 6= y). Then there is another edge e′ of B(V ), with endpoints x
and y, inluded in the faets Fa and Fb. The edge e
′
is, of ourse, uniquely
determined by e.
This theorem is indeed true. Its proof takes some eort, however, and will be
postponed (until after Lemma 8.1 below). From this theorem we onlude
Corollary  Denition 8.1 (anonial self-duality ϕ of SF(B(V )):
If V ⊂ R3, with #V ≥ 4 and diam(V ) = 1, is an extremal onguration for
the Vázsonyi problem, then the orrespondene x
ϕ↔ Fx (x ∈ V ) has a unique
edge-extension ϕ˜, e
eϕ↔ e′, whih is an involutory self-duality of SF(B(V )).
This self-duality ϕ˜ is the anonial self-duality of SF(B(V )). Abusing nota-
tion we drop heneforth the tilde ˜ and denote ϕ˜ by ϕ22 23.
22
This self-duality was partially observed by Sallee in [25℄, p. 322, Remark 2). Our B(V )
is alled there a frame of a Reuleaux polytope (f. footnote 20 above), and something
like our Theorem 8.1 above is formulated in (6.2) in p. 320 there. His treatment is skethy,
however, overlooking some deliate points.
23
Also, this orollary turns out to be a partially speial ase of the following remarkable
duality theorem of [3℄, p. 256: If B(V ) is a ball polytope without digonal faets (in R3),
then B(V ) and B(vertB(V )) have dual fae strutures. The proof given there (pp. 261-
262) is un-onvining. To see this, it is suient to point out that even suh most basi
properties as enuniated in Proposition 6.3 (iii) and Lemmata 6.1, 6.3, and 6.4 above are
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The proof of Theorem 8.1 makes use of a geometri fat for whih we need
the following
Denition 8.2 (dual ars): Assume that a, b, x, y are four distint points
in R3, suh that ‖x − a‖ = ‖x− b‖ = ‖y − a‖ = ‖y − b‖ = 1. The (spatial)
quadrilateral (a, x, b, y) is an equilateral quadrilateral, and the ouple of 2-
tuples (a, b; x, y) are in equilateral position. Denote by Cxy, resp. Cab, the
irle entered at
1
2
(x+ y), resp. 1
2
(a+ b), that passes through a and b, resp.
x and y. Let Aab [resp. Axy℄ be the short open irular ar of Cxy [resp. Cab℄
with endpoints a, b [resp. x, y℄. The irular ars Aab and Axy are short dual
ars. The omplementary ars Cxy \ (relintAa,b) and Cab \ (relintAxy) are long
dual ars.
Note that the radii rab and rxy of the irles Cab and Cxy, respetively, are
both < 1 and, of ourse, these radii may be dierent from eah other. Note
also that the planes aCxy and aCab are perpendiular to eah other.
The following lemma partially appears as Lemma 4.2 in [26℄, with an analyti
proof. We extend it here and give a purely geometri proof.
Lemma 8.1 (pointwise distane between dual ars and their om-
plements): Let Aab and Axy be two (irular) short dual ars, lying on the
irles Cxy and Cab, respetively, and let c ∈ Cxy and z ∈ Cab.
a) If c ∈ relintAab [resp. c ∈ Cxy \Aab] and z ∈ relintAxy, then ‖c−z‖ > 1
[resp. ‖c− z‖ < 1].
b) If c ∈ Cxy \ Aab and z ∈ Cab \ Axy, then ‖c− z‖ > 124.
nowhere mentioned there, without whih a rigorous treatment of the fae struture of B(V )
is impossible. Also the treatment of the edge-edge duality in p. 262 there is un-onvining
merely beause of the lak of the important geometri inequality enuniated in Lemma 8.1
below (pointwise distane between dual ars), whih takes are of the deliate possibility
that what is alled the desired edge (p. 262, line 16) ontains no point of X (= our V )
in its relative interior. Also dual edges of B(V ) and B(vertB(V )) are both either short or
long (as ars of their orresponding loading irles)  whih follows from Proposition 6,4
and Lemma 6.4 above, a fat not mentioned there. Let us also mention that by dening
a variant of our dangling verties (f. Denition 6.1 above) one an relieve this Bezdek-
Naszódi duality theorem from the manifestly artiial assumption that B(V ) ontains no
digonal faets.
24
This lemma is fundamental for ball polytopes. E.g., it has to be used in any rigorous
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In other words: If c ∈ Cxy resp. z ∈ Cab, and if either both c resp. z lie
on the relative interiors of the short [resp. long℄ ars of Cxy resp. Cab, with
endpoints a, b resp. x, y, then ‖c− z‖ > 1. Otherwise ‖c− z‖ ≤ 1, and this
is satised as an equality i c ∈ {a, b} or z ∈ {x, y} (or both).
 Figure 12 
Proof: The line a(1
2
(a+ b), 1
2
(x+ y)) passing through the enter 1
2
(a+ b) of
the irle Cab and through the midpoint
1
2
(x+ y) of its hord [x, y] intersets
the irle Cab in two diametrial points z1 and z2; we hoose the notation so
that z1 ∈ Axy (in fat, z1 is the midpoint of the ar Axy) and z2 ∈ Cab \ Axy
(z2 is the midpoint of this long ar of Cab). The planes Hxy =def affCxy and
Hab =def affCab interset perpendiularly in the line a(z1, z2), and
1
2
(a + b)
is the midpoint of both segments [a, b] and [z1, z2] (f. Figure 12).
Claim: a(a, b) ⊥ aff(z1, z2)
Proof: Sine z1, z2 ∈ aff{12(x + y), 12(a + b)}, it is suient to show that
proof of the fundamental Bezdek-Naszódi duality theorem (f. the former footnote), espe-
ially for the edge-edge duality, alas it is laked in [3℄, p. 262, whih is one of the reasons
we nd this proof un-onvining.
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〈a− b, 1
2
(x+ y)− 1
2
(a + b)〉 = 0. This is equivalent to
〈a− b, x− a + y − b〉 = 0
⇔ 〈2a− 2b, x− a+ y − b〉 = 0
⇔ 〈a− x+ a− y + x− b+ y − b, x− a+ y − b〉 = 0
⇔ 〈a− x, x− a〉+ 〈y − b, y − b〉 + 〈a− x, y − b〉 + 〈y − b, x− a〉
+ 〈a− y + x− b, x− a+ y − b〉 = 0
⇔ − 1 + 1 + 〈y − b, a− x+ x− a〉
+ 〈a− y + x− b, x− b+ y − a〉 = 0
⇔ 〈a− y + x− b, x− b+ y − a〉 = 0
⇔ 〈a− y, y − a〉+ 〈x− b, x− b〉
+ 〈a− y, x− b〉+ 〈x− b, y − a〉 = 0
⇔ − 1 + 1 + 〈x− b, a− y + y − a〉 = 0
⇔ 〈x− b, 0〉 = 0⇔ 0 = 0 ,
whih proves the laim.
Let pr(·) : R3 → Hab be the orthogonal projetion on the plane Hab. Sine
Hab ⊥ Hxy,
pr(Cxy) ⊂ Hab ∩Hxy = aff(z1, z2) , (28)
and by the foregoing laim
pr(a) = pr(b) =
1
2
(a + b) . (29)
Sine Aab is a short ar on Cxy, relintAab lies beyond the line a(a, b) relatively
to the enter
1
2
(x+ y) of Cxy in the plane Hxy. Hene, by (29),
pr(Aab) ⊂ −cone 1
2
(a+b)
1
2
(x+ y) (30)
and
pr(Cxy \ Aab) ⊂ cone 1
2
(a+b)
1
2
(x+ y) . (31)
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Similarly, sine Axy is a short ar on Cab, relintAxy lies beyond the line
a(x, y) relatively to the enter 1
2
(a + b) of Cab in the plane Hab. Hene, in
partiular,
z1 ∈ cone 1
2
(a+b)
1
2
(x+ y) (32)
and
z2 ∈ cone 1
2
(a+b)
1
2
(x+ y) . (33)
It follows from (30), (31), (32), and (33) that
pr(Aab) ⊂ cone 1
2
(a+b)z2 (34)
and
pr(Cxy \ Aab) ⊂ cone 1
2
(a+b)z1 . (35)
Bak to the proof of Lemma 8.1, let c ∈ relintAab [resp. c ∈ Cxy \Aab]. Then,
by (34) and (35), c′ =def pr(c) lies on one 1
2
(a+b)z2 [resp. one 1
2
(a+b)z1℄. Hene,
by Lemma 6.2 (Spatial arm-lemma), f : Cab → R, dened by f(z) =def
‖z−c‖ (z ∈ Cab), attains its minimum at z2 [resp. z1℄ and its maximum at z1
[resp. z2℄, and as the point z moves on half of the irle Cab from z2 to z1, f(z)
inreases [resp. dereases℄. Sine for z = x we have f(x) = ‖x− c‖ = f(y) =
‖y− c‖ = 1 (reall that c ∈ Cxy whether c ∈ Aab or c ∈ Cxy \Aah) as z moves
from z2 to z1 on half of the irle Cab that ontains x we have by inreasing
[resp. dereasing℄ monotoniity of f(z) that f(z) = ‖z − c‖ < ‖x − c‖ = 1
[resp. f(z) = ‖z− c‖ > ‖x− c‖ = 1℄ when z lies on the short ar ar(z2, x) of
Cab, and f(z) = ‖z − c‖ > ‖x− c‖ = 1 [resp. f(z) = ‖z − c‖ < ‖x− c‖ = 1℄
when z lies on the short ar ar(x, z1) of Cab. Similar inequalities hold as z
moves from z2 to z1 on half of the irle Cab that ontains y. This proves
Lemma 8.1 a).
To prove b), assume that the points c, z are as stated in the premises. Now
we have c′ =def pr(c) ∈ cone 1
2
(a+b)z1, and by Lemma 6.2, as z moves from z1
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to z2 on half of the irle Cab that ontains x, f(z) =def ‖z − c‖ (z ∈ Cab)
inreases, and sine it reahes the value 1 at z = x (‖x − c‖ = 1, sine
c ∈ Cxy), f(z) = ‖z− c‖ > ‖x− c‖ = 1 when z lies on the short ar ar(x, z2)
of Cab. A similar inequality holds when z moves from z1 to z2 on half of the
irle Cab that ontains y. This shows that ‖z− c‖ > 1 for z ∈ Cab \Axy (and
c ∈ Cxy \ Aab).
Proof of Theorem 8.1: The edge e (whose verties are a, b) is a short ar
of the irle Cxy, by Corollary 7.2 above. Hene e = Aab, where Aab and Axy
are the short irular (dual) ars dened for the ouple of 2-tuples (a, b; x, y)
in Denition 8.2 above. Put H =def aff(x, a, b) and let H
+
be the losed half
spae bounded by H whih ontains y. Sine Axy is a short ar of Cab, learly
Axy ⊂ H+.
Claim 1: (relintAxy) ∩V = ∅.
Proof: If Axy ontains a point v ∈ V in its relative interior, then by Lemma
8.1 a) above B(v, 1) ∩ relintAab = ∅, hene e = Aab * B(V ), whih is a
ontradition (e is an edge of B(V )). This proves Claim 1.
Claim 2: There is an edge of B(V ) inident with x whose initial ar from x
lies on Axy.
Proof: Put m =def #(vertFx). If m = 2, i.e., vertFx = {a, b}, then by
Lemma 6.4 d) there are two edges of B(V ) inident with x whih have initial
ars from x on Cab, lying in dierent sides of H ; hene one of them has an
initial ar from x lying on Axy(⊂ Cab) ontained in H+. If m ≥ 3 then, by
Proposition 6.4 (iv), the point y and (vertFx) \ {a, b} lie on the same side
of the plane H , and sine y ∈ H+, (vertFx) \ {a, b} ⊂ H+. By Lemma
6.4 ) there is an edge e′ of B(V ) that has in initial ar from x lying on Cab
ontained in H+, i.e., the initial ar of e′ from x is ontained in Axy. This
proves Claim 2.
Claim 3: Axy = e
′
.
Proof: e′ has an initial ar from x lying on Axy (Claim 2), hene its other
endpoint (in intH+) is either y or a point y′ ∈ relintAxy. The seond ase is
impossible by Claim 1. This proves Claim 3, onluding the proof of Theorem
8.1.
The following lemma is needed in the proof of Theorem 8.2 below.
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Lemma 8.2: Let V ⊂ R3 be an extremal set for the Vazsónyi problem with
∞ > #V = n ≥ 4, and e, f be two dual edges of B(V ) with endpoints (x, y)
and (a, b), respetively, and let u ∈ relinte. Then:
a) V ∪ {u} is an extremal set.
b) All edges of B(V ) are edges of B(V ∪ {u}) and vie versa, exept for e
and f , for whih
(i) the edge e of B(V ) is splitted in B(V ∪ {u}) into two edges e1, e2
with endpoints (x, u) and (u, y), respetively, and
(ii) B(V ∪{u})∩relintf = ∅, and instead of the edge f of B(V ),B(V ∪
{u}) has two new edges f1, f2 whih are the duals of the two edges
e1, e2 to whih e was splitted, respetively.
Proof:
a) e is an ar of the irle Cab = Sa ∩ Sb, hene ‖a − u‖ = ‖b − u‖ = 1,
and sine e is an edge of B(V ) and u ∈ relint e, u is not a vertex of
B(V ), hene ‖u − z‖ < 1 for z ∈ V \ {a, b}. Thus diam(V ∪ {u}) = 1
and e(V ∪ {u}) = e(V ) + 2 = (2n− 2) + 2 = 2(n+ 1)− 2 = e(n+ 1, 3)
(see Corollary 7.1 above), i.e., V ∪ {u} is extremal.
b) By Lemma 8.1 a) we have ‖u − z‖ > 1 for z ∈ relintf , i.e., B(u) ∩
relintf = ∅, hene B(V ∪ {u}) ∩ relintf = ∅ and f is not an edge of
B(V ∪ {u}). Now u is a dangling vertex of B(V ∪ {u}), hene the edge
e of B(V ) is splitted by u into two (new) edges e1, e2 of B(V ∪ {u}).
Clearly, their dual edges in B(V )∪{u}, namely f1 and f2, respetively,
in B(V ∪ {u}) are not edges of B(V ), i.e., they are also new edges
relatively to B(V ). It remains to show that every edge g of B(V ) other
than e and f is also an edge of B(V ∪ {u}). It sues to show that
relintg ⊂ intB(u), i.e., that the following laim holds.
Claim: ‖u− d‖ < 1 for d ∈ relint g.
Proof: Let (s, t) be the two endpoints of g and onsider two ases:
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Case I: {s, t} = {a, b}, i.e., g and f share the same endpoints. Let h be
the dual edge of g in B(V ). Clearly, h is a short ar of the irle Cab, same
as e (whih is the dual ar of f), so both e and h lie on Cab, and learly
relint e ∩ relint h = ∅. Let x′, y′ be the endpoints of h (x′, y′ ∈ Cab).
It follows that u, as a point from the relative interior of e ⊂ Cab, lies on
the long ar between x′ and y′ of the irle Cab. Sine (a, h, x′, y′) are in
equilateral position (Denition 8.2), we an apply Lemma 8.1 a) to the dual
ars g = Aab ⊂ Cx′y′ and h = Ax′y′ ⊂ Cab, with c = u ∈ Cab \ Ax′y′ = Cab \ h
and z = d ∈ relintAab = relint g, to onlude that ‖z − d‖ < 1 (‖c− z‖ < 1
in the notations of Lemma 8.1 a)).
Case II: {s, t} 6= {a, b}. Then ‖u − s‖ < 1 or ‖u − t‖ < 1 (or both), say
‖u − s‖ < 1. Assume, by r.a.a., that there exists a d ∈ relintg suh that
‖u − d‖ > 1. Then there is a point z ∈ relintg on the part of g between
s and d suh that ‖u − z‖ = 1. Then ‖z − a‖ = ‖z − b‖ = ‖z − u‖ = 1,
and z ∈ bdB(V ∪ {u}). Thus z ∈ vertB(V ∪ {u}). On the other hand,
z ∈ relintg, hene z /∈ vertB(V ) = V (the equality holds by Theorem 7.1 (iii)
 the extended GHS-Theorem). It follows that z /∈ V ∪{u}, hene V ∪{u} 6=
vertB(V ∪ {u}). Sine V ∪ {u} is extremal (part a)) this is a ontradition
to Theorem 7.1 (iii), proving the Claim.
The following theorem shows how to obtain an extremal set V ∪W from a
given extremal set V by adding a set W of dangling verties at will  just
observing the simple rule that no two new points belong to dual edges of
B(V ).
Theorem 8.2: Let V ⊂ R3 be an extremal set for the Vazsónyi problem with
∞ > #V = n ≥ 4. Let W ⊂ skel1B(V ), where W is nite suh that for any
two dual edges e, f of B(V ) either W ∩ e = ∅ or W ∩ f = ∅. Then V ∪W is
extremal.
Proof: LetW = {v1, v2, . . . , vm}, 1 ≤ m <∞, and let ei be the edge of B(V )
that ontains vi, 1 ≤ i ≤ m. Assume, w.l.o.g., that vi ∈ relint ei (1 ≤ i ≤ m).
By assumption there are no two dual edges among e1, e2, . . . , em. Put V0 =def
V , V1 =def V0 ∪ {v1}, V2 =def V1 ∪ {v2}, . . . , Vm = Vm−1 ∪ {vm} = V ∪W .
Claim: Vi is an extremal set for 0 ≤ i ≤ m, and ei+1 is an edge of B(Vi) for
0 ≤ i ≤ m− 1.
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Remark: The part of the laim that ei+1 is an edge of B(Vi) is inserted only
for tehnial reasons: to arry on the indution step (see below).
For i = 0 there is nothing to prove.
Indution step i −→ i + 1 , 0 ≤ i < m:
Assume that Vi is extremal and that ei+1 is an edge of B(Vi). Consider
Vi+1 = Vi∪{vi+1}. Sine vi+1 ∈ relint ei+1 and ei+1 is an edge of B(Vi), Vi+1 =
Vi∪{vi+1} is extremal, by Lemma 8.2 a). By assumption the edge ei+2 is not
dual to ei+1 (if i ≤ m − 2; if i = m − 1, this part of the indution proof is
nished), and we onlude from Lemma 8.2 b) that ei+2 is an edge of B(Vi+1)
as well. This proves the laim.
It follows from the laim that, in partiular, Vm = V ∪W is extremal. This
proves Theorem 8.2.
 9. Fixed-point free property of ϕ (strong self-
duality)
In this paragraph we dene the rst baryentri subdivision of SF(B(V )) for
an extremal set V and show that the anonial self-duality ϕ of SF(B(V ))
is xed-point free when it ats as an automorphism of this baryentri sub-
division.
Let V ⊂ R3 be an extremal set with #V = n ≥ 4. We are about to dene
the baryentri subdivision of the spherial omplex SF(B(V )). This will be
done in two stages. First we dene an abstrat two-dimensional simpliial
omplex K. Then we dene a (urvilinear) realization of K as a subdivision
of SF(B(V )).
I. Verties of K: Corresponding to eah non-empty fae Φ of SF(B(V )),K
has a vertex z(Φ). Thus we have verties z(x) for verties x ∈ V (= vertB(V ),
by Theorem 7.1 (iii)), verties z(e) for edges e of SF(B(V )), and verties z(F )
for faets F = Fx of SF(B(V )). The orrespondene Φ→ z(Φ) is 1-1.
II. Faes of K: For eah hain (ag in the urrent terminology) C of faes
of SF(B(V )) the set {z(Φ) : Φ ∈ C} is a fae of K.
64
The empty hain yields the empty fae ∅ of K. Chains of size 1 yield faes
onsisting of single verties of K. The edges of K (1-faes) are of three kinds:
 {z(x), z(e)}, where e is an edge of SF(B(V )), and x ∈ V is an endpoint
of e;
 {z(e), z(F )}, where F is a faet of SF(B(V )), and e is an edge of F ;
 {z(x), z(F )}, where F is a faet, and x is a vertex of F .
The 2-faes of K are of the form {z(x), z(e), z(F )}, where F is a faet of
SF(B(V )), e is an edge of F , and x ∈ V is an endpoint of e.
Now we present the realization. We start with the verties of K. For eah
vertex x ∈ V of SF(B(V )), we realize z(x) by x.
For eah edge e of SF(B(V )), we realize z(e) by the midpoint of the irular
ar e. Eah faet F = Fy of SF(B(V )), y ∈ V , is a ompat, stritly
spherially onvex subset of the unit sphere S(y, 1) (f. Corollary 5.2 above).
We realize z(F ) by a point that lies in the relative interior of the spherial
onvex hull of the verties of F on S(y, 1). (When F is a digon, then the
spherial onvex hull of its verties is just the geodeti ar on S(y, 1) that
onnets the two verties.)
Now we ome to the edges of K. The edge {z(x), z(e)} (where e is an edge
of SF(B(V )), and x is an endpoint of e) is realized by the half of e with
endpoints x, z(e). The edge {z(x), z(Fy)} is realized by the geodeti ar on
S(y, 1) with endpoints z(x) and z(Fy). Similarly, the edge {z(e), z(Fy)} is
realized by the geodeti ar on S(y, 1) with endpoints z(e) and z(Fy).
We ontinue with the faets of K. The faet {z(x), z(e), z(Fy)} is realized by
the union of all geodeti ars on S(y, 1) that onnet z(Fy) with points on the
half of e with endpoints x and z(e). This is the losed onvex triangular region
on S(y, 1) bounded by the realization of the edges of {z(x), z(e), z(Fy)}.
To make the orrespondene between (a retilinear realization of) K and
the urvilinear realization desribed above more expliitly, we introdue the
following notation: If C is a irular ar with endpoints a and b, on a irle
with enter c, we denote by 1 − λ a+λb (0 ≤ λ ≤ 1) the point x on C
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that satises <)acx = λ<)acb. If p = αz(Fy) + βz(e) + γz(x) is a point in
the triangle [z(Fy), z(e), z(x)] of K (x ∈ e, e ∈ Fx, α, β, γ ≥ 0, α+β+ γ = 1),
then the orresponding point p′ in the urvilinear realization is dened in
two steps as follows:
q′ = ”
β
1− α
” z(e) + ”
γ
1− α
”z(x) ,
where q′ lies on e, between z(x) and z(e),
p′ = ”α ”z(Fy) + ”1− α ”q′ ,
where p′ lies on the great irle through z(Fy) and q′ on S(y, 1).
The anonial self-duality ϕ of SF(B(V )) indues an automorphism (to be
denoted again by ϕ) of order 2 on the baryentri subdivision K. To show
that this automorphism is xed-point free, it is suient (and also neessary)
to onrm that no non-empty ell of K is mapped to itself.
Indeed, if a ell C of K ontains z(x), x ∈ V , then ϕ(C) ontains ϕ(z(x)) =
z(Fx) and, hene, does not ontain z(x), sine x is not a vertex of Fx, and
therefore ϕ(C) 6= C. Similarly, if z(Fx) ∈ C, then z(x) ∈ ϕ(C), and therefore
z(Fx) /∈ ϕ(C), hene ϕ(C) 6= C. There remains the ase where C onsists of
a single vertex z(e) for some edge of SF(B(V )). But then ϕ(C) = {z(e′)},
where e′ is the edge dual to e. Clearly, e′ 6= e, hene ϕ(C) 6= C also in this
ase.
One an easily hek that an even stronger statement holds: If C is a ell
of K, then C and ϕ(C) have no vertex in ommon. We sum the foregoing
disussion as
Theorem  Denition 9.1 (strong self duality): The anonial (involutory)
self-duality ϕ : SF(B(V )) → SF(B(V )) for V extremal is xed point free.
An involutory self-duality of a 2-dimensional polyhedral (maybe urvilinearly
realized as SF(B(V )) above) omplex whih is xed point free is a strong
self-duality. Thus SF(B(V )) is strongly self-dual.
The following example, illustrating the notion of self-dual omplex intro-
dued above where the omplex is that of the boundary of a 3-polytope, is a
generalization of an example given by Grünbaum and Shephard [15℄.
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Example 9.1 (An apexed 3-prism as a 3-polytope with many invo-
lutory self-dualities and only one strong self duality):
Let P be a 3-polytope whih is the union of a 3-prism with (parallel) bases
Q,Q′ and a 3-pyramid with basis Q′ apexed at q, suh that aQ′ separates
Q and q (equivalently: relint[q, v]∩ relintQ′ 6= ∅ for v ∈ vertQ). Note that Q
is a faet of P and Q′ is not a faet. The polytope P is an apexed prism (of
dimension 3).
Put n =def #vertQ (= #vertQ
′), n ≥ 3, and denote by a1, . . . , an, resp.
b1, . . . , bn the verties of Q, resp. Q
′
, ordered ylially on relbdQ, resp.
relbdQ′. Assume, w.l.o.g., that [ai, bi] is an edge of P for 1 ≤ i ≤ n (otherwise
shift (ylially) the indies of the bi's and, if neessary, invert their order).
 Figure 13 
The 2-dimensional fae struture F(P ) of P an be drawn as a Shlegel
diagram on the faet Q (see Figure 13 for n = 6; ignore the Ai's and Bi's
meanwhile). Assume, w.l.o.g., that q lies above the plane of the gure
and that, looking on the diagram from the side of q (i.e., from above), the
ordering of a1, . . . , an, resp. b1, . . . , bn, is lokwise. Note that ai is 3-valent
and bi is 4-valent in skel1(P ).
We will desribe now all the involutory self-dualities of F(P ). Assume that
ψ : F(P )→ F(P ) is an involutory self-duality of F(P ). Put Ai = ψ(ai) and
Bi = ψ(bi), 1 ≤ i ≤ n.
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Claim 1: q is a vertex of Ai for 1 ≤ i ≤ n.
Proof: ai is 3-valent in skel1P , hene ψ(ai) is a triangular faet. If n ≥ 4,
then the faets around q are the only triangular faets of P , hene ψ(ai) = Ai
must have q as a vertex. For n = 3 an extra onsideration is needed, beause
then Q being a triangular faet is also a andidate for Ai = ψ(ai) for some
i. Assume, by r.a.a., that ψ(ai) = Q for some 1 ≤ i ≤ 3, say, w.l.o.g.,
ψ(a1) = Q. Then ψ(a2) (and ψ(a3)) must have q as a vertex and the edge
[a1, a2] of P is mapped by ψ to the edge ψ(a1) ∩ ψ(a2) = Q ∩ ψ(a2). This
is a ontradition, sine Q and a faet having q as a vertex do not share an
edge (in fat, they have an empty intersetion).
Claim 2: q
ψ←→ Q.
Proof: Sine ai, 1 ≤ i ≤ n, are the verties of Q, their images ψ(ai) = Ai
must all share ψ(Q) as a vertex. But Ai, 1 ≤ i ≤ n, share only q by Claim 1,
hene ψ(Q) = q.
Claim 3: Bi (1 ≤ i ≤ n) and Q share an edge.
This follows from Claims 1 and 2 above.
Claim 4: q is a vertex of the edge [ai, ai+1]
ψ←→ Ai ∩Ai+1 (1 ≤ i ≤ n).
Proof: [ai, ai+1] is an edge, hene its image by ψ, Ai ∩Ai+1, is an edge, and
by Claim 1 all Ai's share q as a vertex. Thus also Claim 4 is veried.
It follows from Claim 4 that the faets A1, . . . , An are ylially ordered
around q, either lokwise (same as the ai's) or ounterlokwise. Sine
[a1, b1] is an edge, its image under ψ is the edge ψ(a1) ∩ ψ(b1) = A1 ∩ B1.
Sine Ai ∩ Bi has to be of the form [aj , aj+1) for some 1 ≤ j ≤ n the edge
A1 ∩ B1 is of the form [bν , bν+1] for some 1 ≤ ν ≤ n (n = 6 and ν = 4 in
Figure 16 above). It follows that either
(I) Ai ∩ Bi = [bν−i+1, bν−i+2], 1 ≤ i ≤ n, or
(II) Ai ∩ Bi = [bν+i−1, bν+i], 1 ≤ i ≤ n.
We disuss these two ases separately.
68
Case (I): In this ase the Ai's and Bi's (1 ≤ i ≤ n) are ylially ordered
ounterlokwise around q (opposite to the yli order of the ai's and bi's).
Clearly, in this ase
(1) Bi ∩Bi+1 = [aν−i+1, bν−i+1] ,
(2) Ai ∩Ai+1 = [q, bν−i+1] ,
(3) Q ∩Bi = [aν−i+1, aν−i+2] .
(36)
Sine i = ν − i + 1 ⇔ ν is odd and i = ν+1
2
, and i = ν − i + 2 ⇔ ν is even
and i = ν+2
2
, it follows from (I) that
bi ∈ Bi ⇔
{
i = ν+1
2
if ν is odd ,
i = ν+2
2
if ν is even .
(37)
Thus in ase (I), (36) + (I) give four neessary onditions for ψ to be an
involutory self-duality of F(P ).
Claim 5: The onditions (36) + (I) are (neessary and) suient for ψ to
be an involutory self duality of F(P ).
Proof: With the notation of q, Q, ai, bi, Ai, Bi (1 ≤ i ≤ n) and ν (1 ≤ ν ≤
n) satisfying (I) + (36) introdued above, dene an involutory self-duality
ψν : F(P )→ F(P ) in two stages. First dene ψν on the verties and faets
of F(P ) by q ψν←→ Q , ai ψν←→ Ai , bi ψν←→ Bi (1 ≤ i ≤ n).
In order to dene ψν on the edges of F(P ), observe rst that there are four
types of edges and that eah edge has two forms, as a segment with two
endpoints and dually as an intersetion of two neighboring faets (in the
dual graph of F(P )). Here is the list of these four types, eah edge is given
by its two dual forms (based on (I) + (36)).
1) [ai, ai+1] = Q ∩Bν−i+1 ,
2) [ai, bi] = Bν−i+1 ∩ Bν−i+2 ,
3) [bi, bi+1] = Aν−i+1 ∩Bν−i+1 ,
4) [q, bi] = Aν−i+1 ∩Aν−i+2 .
(38)
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For eah edge we use its left hand side form in (38) to dene its image by ψν .
1) [ai, ai+1]
ψν←→ Ai ∩ Ai+1 ,
2) [ai, bi]
ψν←→ Ai ∩ Bi ,
3) [bi, bi+1]
ψν←→ Bi ∩ Bi+1 ,
4) [q, bi]
ψν←→ Q ∩ Bi .
(39)
In order to show that ψν is well dened on the edges, we must hek that the
following four diagrams are ommutative.
1) [ai, ai+1] = Q ∩ Bν−i+1
ψνցտ ւրψν
Ai ∩ Ai+1
2) [ai, bi] = Bν−i+1 ∩ Bν−i+2
ψνցտ ւրψν
Ai ∩Bi
3) [bi, bi+1] = Aν−i+1 ∩ Bν−i+1
ψνցտ ւրψν
Bi ∩Bi+1
4) [q, bi] = Aν−i+1 ∩Aν−i+2
ψνցտ ւրψν
Q ∩Bi
Let us hek this for diagram 1). The left double arrow in 1) follows from
(39), 1). To show the right double arrow, write
Q ∩Bν−i+1 ψν←→ [q, bν−i+1] (by (39), 4))
= Aν−(ν−i+1)+1 ∩Aν−(ν−i+1)+2 (by (38), 4))
= Ai ∩Ai+1 , i.e.,
Q ∩Bν−i+1 ψν←→ Ai ∩Ai+1 .
70
Similarly one an hek the ommutativity of the remaining diagrams 2), 3),
and 4). This shows that ψν (1 ≤ ν ≤ n) is an involutory self-duality, proving
Claim 5.
By (37), ψν has a xed point (when ating as an automorphism of the rst
baryentri subdivision of F(P )): the edge orresponding to the ag (bi, Bi),
where bi ∈ Bi (i = ν+12 , resp. i = ν+22 , for ν odd, resp. even), is mapped by
ψν to itself (sine bi
ψν←→ Bi). Thus all the involutory self-dualities ψν , 1 ≤
ν ≤ n, are not strong self-dualities.
Case (II): In this ase the Ai's and Bi's are ylially ordered lokwise
around q (same as the yli order of the ai's and bi's).
 Figure 14 
Figure 14 skethes the Shlegel diagram of P in this ase. We have now
[a1, b1] = Bn−ν+1 ∩Bn−ν+2 and [a1, b1] ψ←→ A1 ∩B1 = [bν , bν+1] ,
hene,
[bν , bν+1]
ψ←→ Bn−ν+1 ∩ Bn−ν+2 ψ←→ [bn−ν+1, bn−ν+2] .
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It follows that [bν , bν+1] = [bn−ν+1, bn−ν+2], hene bν = bn−ν+1, i.e., ν =
n− ν + 1, i.e.,
ν =
n + 1
2
. (40)
Thus ase (II) is possible only if n is odd and ν = n+1
2
(unlike ase (I) in
whih all ν's, 1 ≤ ν ≤ n, are possible). In this ase we have, in addition to
(II), the following three onditions (ompare to onditions (I) + (36) above):
1) Bi ∩Bi+1 = [aν+i, bν+i] ,
2) Ai ∩Ai+1 = [q, bν+i] ,
3) Q ∩Bi = [aν+i−1, aν+i] .
(41)
Thus the onditions
n ≥ 3 is odd, ν = n + 1
2
, (II), and (41) (42)
are neessary for ψ to be an involutory self-duality of F(P ).
Claim  Denition 6: The onditions (42) are (neessary and) suient
for ψ to be an involutory self-duality of F(P ). Moreover, these onditions
uniquely determine ψ. We denote ψ, uniquely determined thus by ψ∗.
 Figure 15 
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Proof: The proof is similar to that of Claim 5 above. One has to write four
equalities like (38), dene ψ∗ : F(P ) → F(P ) similarly to the denition of
ψν in (39), and then to hek the ommutativity of four diagrams as above.
We kindly ask the reader to make this hek. Figure 15 illustrates the ase
n = 5 (ν = 5+1
2
= 3).
ψ∗ : F(P ) → F(P ) is dened by q ψ∗←→ Q, ai ψ
∗←→ Ai, and bi ψ
∗←→ Bi (1 ≤
i ≤ 5), and on the edges ψ∗ is dened as ψν in (39).
Claim 7: ψ∗ (assured by Claim and Denition 6 above) is xed point free
(as an indued automorphism of the rst baryentri subdivision of F(P )).
Proof: Again we leave this for the reader, using the equalities and denition
of ψ∗ as in his proof of Claim and Denition 6 above. Alternatively, the
reader may hek this diretly for the ase n = 5 (ν = 3) depited in Figure
15 above.
Here is a summary of the foregoing disussion:
Proposition 9.1: Let P be an apexed 3-prism with (polygonal) basis of order
n ≥ 3.
a) The fae omplex F(P ) of P has exatly n involutory self-dualities
ψν , ν = 1, 2, . . . , n, eah having a xed point (in the sense of the
baryentri subdivision given above).
b) For n ≥ 3 odd, F(P ) has a unique xed point free involutory self-
duality, and for n > 3 even it has none.
) Hene F(P ) is strongly self-dual i n ≥ 3 is odd.
From Proposition 9.1 ) we get
Corollary 9.1: There is no extremal set V ⊂ R3 , 4 ≤ #V < ∞, suh that
SF(B(V )) is isomorphi to the fae omplex F(P ) of an apexed prism P
whose basis is of an even order n ≥ 4.
In view of Corollary 9.1, knowing that SF(B(V )) is strongly self dual for an
extremal set V , a natural question arises. Is there an extremal set V ⊂ R3
suh that SF(B(V )) is ombinatorially equivalent to the fae omplex of an
73
apexed prism whose basis is of an odd order n ≥ 3? The answer is yes, as
the following example shows.
Example 9.2 (an extremal onguration the fae omplex of whose
ball polytope is ombinatorially equivalent to that of an apexed
3-prism): Let V = {c} ∪ vertP2k−1 (k ≥ 2) be the set of verties of the
suspended (2k − 1)-gon desribed in Example 1.2 above. SF(B(V )) is om-
binatorially equivalent to the fae omplex F(Π) of a 3-pyramid Π whose
basis is of order 2k− 1, as one an easily hek. Put pc =def c− c‖c‖ ; pc is the
entral point of the faet Fc of B(V ) (‖pc−c‖ = 1), and let p′c be a point suh
that p′c =def pc + ε‖pc − c‖ for some ε > 0. Note that p′c /∈ B(V ) and that
p′c lies beyond the faet Fc, relatively to c. If ε is small enough (ε ≤ 0.1
will ertainly sue), then S(p′c)∩ skel1B(V ) (where S(p′c) is the unit sphere
entered at p′c) onsists of 2k − 1 points lying on the 2k − 1 edges of B(V )
inident with c, respetively, all of whih are very lose to c (ertainly of
distane not more than 3ε apart from c for ε ≤ 0.1). Denote this set of
2k−1 new points by W2k−1 and dene W =def {p′c}∪vertP2k−1∪W2k−1 or,
equivalently, W =def {p′c}∪ (vertB(V )\{c})∪W2k−1. Clearly, #W = 2n+1,
where n =def 2k − 1 (odd) and diam W = 1.
Claim: W is an extremal onguration for the Vázsonyi problem.
Proof: There are n edges ofD(W ) inD(vertP2k−1), n edges inD(p′c∪W2k−1),
and 2n edges with one endpoint in vertP2k−1 and one endpoint in W2k−1
(sine every vertex of P2k−1 is inident with two points in W2k−1). Hene
e(W ) = n+ n+ 2n = 4n = 2(2n+ 1)− 2 = e(2n+ 1, 3), i.e., W is extremal.
This proves the laim.
It follows that SF(B(W )) is strongly self-dual (via the anonial self-duality
ϕ). Moreover, SF(B(V )) is isomorphi to the fae omplex F(P ) of an
apexed 3-prism P whose basis is of order n (= 2k − 1). We leave this hek
to the reader with just one hint: p′c plays the role of the apex of P , and Fp′c
plays the role of its basis. Clearly, the anonial self-duality ϕ of SF(B(V ))
orresponds to the strong self-duality of F(P ) whose existene and unique-
ness is assured by Proposition 9.1 b) above.
Remarks 9.1:
1) As far as we know, the onguration W just now desribed above is a
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ompletely new type of extremal onguration for the Vázsonyi prob-
lem. Moreover, although the foregoing onstrution of W was rigidly
desribed, it allows a onsiderable degree of freedom. First, the ini-
tial set V of the suspended (2k − 1)-gon allows some perturbations of
vertP2k−1 on Sc, as hinted in Example 1.2 above. Seond, the point p′c,
i.e., the enter of the unit ball B(p′c) by whih c was trunated from
B(V ) to obtain B(W ), allows some perturbations near pc as well.
2) In fat, this idea of ball trunation is the germ of a vastly general new
onstrution of extremal ongurations W given an extremal ongu-
ration V : hoose a vertex c ∈ vertB(V ) (= V by Theorem 7.1 (iii)),
hoose a point pc ∈ relintFc, move pc slightly out of B(V ) to ob-
tain a point p′c lying beyond the faet Fc relatively to c, and put
W =def {p′c} ∪ (B(V ) ∩ S(p′c)) ∪ (V \ {c})). The following is easy
to prove.
Claim: If p′c is lose enough the pc, then diamW = 1 and W is extremal.
In a subsequent paper we will exploit the idea of ball trunation and its
variants, e.g., that p′c may lie not only beyond a faet but also beyond an
edge of B(V ), and even beyond a vertex. Meanwhile we refer to our paper
[21℄, where this onstrution is explained in a more detailed way.
Remarks 9.2: Appliations to strongly self-dual 3-polytopes.
1) The ball trunation desribed above has diret and obvious analogues
in the onstrution of a strongly self-dual 3-polytope Q (abbr. SSD
3-polytope) given a SSD 3-polytope Q. (SSD means Strongly Self-
Dual in the sense of Theorem  Denition 9.1 above.) This rih
family of 3-polytopes seems to be an unharted territory, and we hope
that the present work will prompt a study of it. One aim of suh a
study might be to onstrut many (if not all) of the SSD 3-polytopes
by using analogues of the ball trunation onstrutions desribed above.
The model we have in mind for suh a study is Steinitz's proof that
every planar 3-onneted graph is polytopal (Steinitz's theorem) as
it appears in [14℄, pp. 235-243. This proof shows in fat that every
3-polytope P an be obtained from the tetrahedron by a series of ei-
ther trunations of 3-valent verties or edges or triangular faets (the
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opposite operations of the ηi-redutions in Fig. 13.1.2 in p. 238
there) or addition of a point beyond a triangular faet (the opposite
ωi-redutions in Fig. 13.1.1 in p. 237 there).
2) Sallee asks in [25℄, p. 322, two questions whih in the language of the
present work an be formulated as follows.
Question 1: Is the fae struture SF(B(V )) of every Ball polytope B(V )
of an extremal set V ⊂ R3 (4 ≤ #V < ∞) ombinatorially equivalent to a
3-polytope?
Question 2: Whih self-dual 3-polytopes are ombinatorially equivalent to
B(V ) for some extremal V ?
Here we insert a third question related to Question 1.
Question 3: For whih extremal sets V ⊂ R3 is B(V ) 3-polytopal, i.e., has
a fae struture ombinatorially equivalent to that of a 3-polytope?
The answer to the rst question is no merely beause B(V ) may have a
digonal faet Fx for eah dangling vertex x. So let us modify the question,
by assuming that B(V ) has no dangling verties.
Question 1': Is every Ball polytope B(V ) of a ritial (extremal) set V ⊂
R3 (4 ≤ #V < ∞) (i.e., V is extremal having no dangling verties; f.
Proposition  Denition 2.1 above) ombinatorially equivalent to an ordinary
3-polytope?
The answer to this modied question is again no: as mentioned in  1
above, there is a ritial onguration V ⊂ R3 , #V = 8, for whih B(V )
is not polytopal (in fat, skel1(SF(B(V ))) is not even 3-onneted). This
onguration will be desribed in the announed subsequent paper.
An obvious partial answer to Question 2 is: a neessary ondition for a 3-
polytope P to be ombinatorially equivalent to B(V ) for some extremal set
V ⊂ R3 (4 ≤ #V <∞) is that P is SSD. We onjeture that this goes vie
versa, formulating
Conjeture 9.1: A (neessary and) suient ondition for the situation
that the fae struture F(P ) of a 3-polytope P be isomorphi to SF(B(V ))
for some extremal (in fat: ritial) onguration V ⊂ R3 is that P is SSD.
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The following onjeture answers Question 3 (provided it is true).
Conjeture 9.2: An extremal set V ⊂ R3 has a polytopal Ball polytope
B(V ) (i.e., B(V ) is ombinatorially equivalent to an ordinary 3-polytope)
if and only if V is strongly ritial, i.e., it has no proper subset whih is
extremal; f. Denition 2.2 above.
Clearly, a strongly ritial set has no dangling vertex, hene strongly ritial
⇒ ritial. Good reasons for why to believe in the truth of Conjeture 9.2
(perhaps even a proof of it) will be given in the mentioned subsequent paper.
For the following onjeture we remind that the polar body P△ of a body
P ⊂ Rd with o ∈ intP is P△ =def {y ∈ Rd : 〈y, x〉 ≤ 1 for x ∈ P}, and that
if P is a d-polytope with o ∈ intP , then the fae omplexes F(P△) of P△
and F(P ) of P are dual.
Conjeture 9.3: Let Q be an SSD 3-polytope. Then there is a 3-polytope
P ombinatorially equivalent to Q suh that P△ = −P .
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