Our discussion in this article centers around various issues related to the use of anycasting in connection-oriented computer networks. Anycast is defined as a one-to-one-of-many transmission to deliver a packet to one of many hosts. Anycasting can be applied if the same content is replicated over many locations in the network. Examples of network techniques that apply anycasting are Content Delivery Networks (CDNs), Domain Name Service (DNS), Peer-to-Peer (P2P) systems. The role of anycasting is growing concurrently with the popularity of electronic music, movies, and other content required by Internet users. In this work we focus on the optimization of anycast flows in connection-oriented networks. We formulate a model of anycast connections and next propose a heuristic algorithm based on the Lagrangean relaxation aimed to optimize jointly routes for anycast and unicast connections. Results of numerical experiments are presented and evaluated. Finally, we analyze briefly problems related to anycasting in dynamic routing and multi-layer networks.
Introduction
Recently, we can observe high-speed deployment of various new networking approaches assuming that the same content (information) is stored in a distributed and surplus manner, e.g., peer-to-peer, web caching, content delivery networks, video streaming. This trend follows from the fact that, due to the increasing number of Internet users and still emerging new network services, there is a deep need to facilitate the distribution of popular content on the Internet (e.g., electronic music, movies, books, software, etc.). Since anycast is a one-to-one-of-many technique to deliver a packet to one of many hosts, it is perceived as a natural transmission technique for the case when some content is replicated in different locations of the network. Therefore, concurrently to robust development of the Internet, the anycast paradigm is to become popular. Obviously, also unicast transmission-defined as one-to-oneprovides a sufficient framework for delivering replicated content over the network. However, anycasting-as we will try to prove in this paper-can significantly improve network performance in terms of various network metrics, especially its survivability.
1.1.
Motivations. First, we will show that anycasting is a robust method to increase network performance. If anycasting is available in the network, the user can select one of many servers (locations) storing the same content according to some criteria including also QoS (Quality of Service) parameters. Consequently, anycast transmission-compared with traditional unicast transmission-reduces network traffic and congestion causing big delays in data delivery. Another benefit is that replica servers provide fault-tolerant service, since users can select another server offering the same data, and even a failure of one server does not cause the data to be unreachable.
Anycasting-as a whole-is a complicated approach and successful implementation requires solving many problems, e.g., replica location, replica ranking, replica consistency, redirection of requests, accounting, security, routing (Baentsch et al., 1997; Hofmann and Beaumont, 2005; Rabinovich, 1998) . In this paper we concentrate mainly on one aspect of the anycast approach, i.e., the optimization of anycast flows. We consider an existing backbone network, which is in an operational phase and augmenting its resources (links, capacity, replica servers) or changing the location of replica servers is not possible in a short time perspective. Network design research is a substantial branch of telecommunications science indispensable for telecom and network operators in order to plan and design transport networks. However, most of previous research in this area is limited to various problems related to unicast flows. For more details, see (Piro and Medhi, 2004) and the references therein. There is a lack of optimization papers on anycast flows, especially in the context of connection-oriented networks. To make our analysis more realistic, we plan to consider joint optimization of unicast and anycast flows. The study on pure anycast flows can be helpful; however, in real networks, various types of flows are mixed.
In this work we focus on anycasting in connectionoriented networks.
To motivate our decision on connection-oriented networks, we can enumerate the following arguments. First, according to many observations, e.g., (Krishnan et al., 2000; Paxson, 2006; Rexford et al., 2002) , routing on the Internet is relatively stable-the majority of Internet routes change at a frequency lower than once a day. Moreover, most of the routes remain stable over the small lifetime of an HTTP connection (Krishnan et al., 2000) . Consequently, the flow on the Internet can be modelled as an unsplittable (non-bifurcated) multicommodity flow-the same as in connection-oriented networks. Second, recently many IP networks have been built over transport networks employing connection-oriented technologies, e.g., MPLS (MultiProtocol Label Switching). Third, connectionoriented approaches-compared with connectionless protocols (e.g., IP)-provide a large support for various traffic engineering mechanisms (Grover, 2004; Rosen et al., 2001; Perros, 2005) . Since nowadays corporate and individual clients expect more than just "best effort" network service, network operators are obliged to implement more sophisticated technologies in order to offer services based on the SLA (Service Level Agreement), compromising detailed information on various QoS parameters. Therefore, network technologies supporting QoS configuration-mainly connection-oriented-are now of great interest. Moreover, it is evident that traffic engineering and QoS guarantees are important in network services supported by anycasting. Finally, our widespread bibliographic analysis has shown that there is a relatively small number of research works touching the problem of anycasting in connection-oriented networks. Only several papers of the author cover some problems related to the optimization of anycast connection-oriented flows (Walkowiak, 2005; 2007a; 2007c; . For more details, see Section 2.
Our contributions.
In this paper, we propose and discuss a range of issues related to anycasting. Our contributions include what follows. We present two models of anycast flows in connection-oriented networks. As a reference connection-oriented technology, we use MPLS. We formulate an optimization problem of joint optimization of unicast and anycast unsplittable flows applying various criteria, e.g., network delay, network survivability. We propose efficient heuristic offline algorithms to compute routes for unicast and anycast flows according to various criterion functions. One of algorithms uses a method based on the flow deviation algorithm (Fratta et al., 1973) , the second approach is based on the Lagrangean relaxation. To our best knowledge, this is the first study that proposes a Lagrangean-based approach to optimize jointly unicast and anycast flows. We present and discuss results of experiments. The results show that anycasting can significantly improve network performance, especially in terms of network survivability. We demonstrate how to use anycasting in dynamic, online routing in the context of MPLS. We propose and analyze future opportunities in research on anycasting including multilayer networks and peer-to-peer networks.
1.3. Paper overview. The rest of the paper is organized as follows: Section 2 presents the review of related work. In Section 3 we formulate and explain optimization models of anycast flows in a connection-oriented network. Section 4 includes two heuristics for joint optimization of anycast and unicast flows. In Section 5 we present results of numerical experiments. Sections 6 and 7 discuss briefly issues related to anycasting in dynamic routing and multilayer networks, respectively. We conclude our discussion in Section 8.
Review of related work
In this section we present a brief review of research works on various aspects of anycasting and network applications employing this approach. The anycasting approach is mainly associated with caching and replication systems. Other examples of techniques that apply anycasting are Domain Name Service (DNS), Peer-to-Peer (P2P) systems, grids, web service, distributed database systems, host auto-configuration, overlay networks, wireless sensor networks, video streaming, telemedicine, etc. (Awerbuch et al., 2003; Ballani and Francis, 2005; Byun and Yoo, 2008; Doi et al., 2004; Hao et al., 2002; Hou et al., 2006; Leuf, 2002; Steinmetz and Wehrle, 2005; Woźniak et al., 1999) .
One of the most famous caching technologies that apply anycast traffic is the Content Delivery Network (CDN). The CDN is defined as mechanisms to deliver a range of content to end users on behalf of origin Web servers. The original information is offloaded from source sites to other content servers located in different locations in the network. For each request, the CDN tries to find the closest server offering the requested Web page. The CDN delivers the content from the origin server to the replicas that are much closer to end-users. The set of content stored in the CDNs' servers is selected carefully. Thus, the CDNs' servers can approach the hit ratio of 100%. This
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means that almost all requests to replicated servers are satisfied (Hofmann and Beaumont, 2005; Peng, 2004) .
Replication can be considered a kind of caching; however, there are some differences. Replication assumes the storing of an object at a place that cannot see the object, while caching is storing an object at a place that sees the source object. This means that a cache notices both hit and miss requests. On the contrary, a replica notices only hits since requests to the replicated server arrive only if that server is believed to have a replica of the requested object. In the presented sense a replica is sometimes called push cache. Replicas can be located in a static or a dynamic manner. In the former case, the system administrator, according to the observed access and traffic characteristics, decides where replicas should be located. In the latter case the system monitors access to various servers and adapts the replica set to the requirements (Rabinovich, 1998) . Most of previous optimization works in the context of replication have focused only on problems of replica placement, e.g., (Guha et al., 2001; Jain et al., 2002; Li et al., 1999; Markowski and Kasprzak, 2005; Qiu et al., 2001) . These works did not take into account the optimization of network flows.
Earlier works on anycasting that touch somehow issues of network flows concentrate on IP networks using connectionless transmission modelled as bifurcated multicommodity flows (Awerbuch et al., 2003; Ballani and Francis, 2005; Doi et al., 2004; Hao et al., 2002; Li et al., 1999; Peng, 2004) . There are only few papers that consider anycasting in the context of connection-oriented transmission. Some works consider the RWA (Routing and Wavelength Assignment) taking into account anycast connections, e.g., (Hyytia, 2004; Tang et al., 2003) . In his previous papers (Walkowiak, 2005; 2007a; 2007c; the author presented various optimization problems and algorithms related to the use of anycasting in MPLS networks.
3. Optimization models of anycast flows in a connection-oriented network 3.1. Modelling of anycasting in connection-oriented networks. Since we consider a connection-oriented network (e.g., MPLS), we model the network flow as a nonbifurcated multicommodity flow (Piro and Medhi, 2004) . The anycast demand (request) in c-o networks can be modelled in two ways: reduced and standard. In the former case we make use of the important feature of many systems where anycasting is present, i.e., the asymmetry of the flow (Hofmann and Beaumont, 2005) . Since anycasting is strongly related to the caching and replication of content in the network, in most cases access to this content is asymmetric. More precisely, a typical user usually fetches much more data from the replica than he/she sends to the replica. This phenomenon can be observed in everyday use of the Internet-most ISPs' clients use asymmetric access lines (e.g., ADSL). Consequently, the reduced model of anycast demand includes only one connectionthe downstream one (from the replica server to the client).
For the sake of simplicity we assume that the network node to which the replica server is connected is equivalent with this server, i.e., we do not take into account the physical connection between the server and the backbone network router. The same is the case in the context of the client-our model includes only the backbone network node to which the client is connected. The upstream connection (from the client to the replica server) applied to carry the client's requests is ignored, due to the fact that the bandwidth requirement of the upstream connection is much more smaller than that of the downstream connection. Therefore, in the reduced model, an anycast demand is defined by the following triple: the client node, the set of admissible replica servers and the downstream bandwidth requirement.
In contrast, a classic unicast demand is defined by the following triple: the origin node, the destination node and the bandwidth requirement. In the standard model the anycast demand consists of two connections: one from the client to the server (upstream) and the second one in the opposite direction (downstream). Thus, each anycast demand is defined by the following quadruple: the client node, the set of admissible replica servers, the upstream bandwidth requirement, and the downstream bandwidth requirement. Compared with the standard model, the main advantage of the reduced model is lower complexity, since for each anycast demand only one connection is to be set. However, the standard model enables more accurate modelling and next the optimization of anycast flows. In the remainder of the paper we will focus on the standard model. Figure 1 illustrates the standard model of anycasting in connection-oriented networks.
To establish a unicast demand in connection-oriented networks, a path satisfying the requested bandwidth and connecting the origin and destination nodes must be 
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K. Walkowiak found. The case of the anycast demand is more complex. The first step is the server selection process-the client must choose one replica server that will provide the requested content. Next, both paths (upstream and downstream) can be calculated analogously to the unicast approach. However, the main constraint is that both connections associated with a particular anycast demand must connect the same pair of network nodes and one of these nodes must host a replica server.
Problem formulation.
In this section we will formulate the problem of joint optimization of unicast and anycast flows in connection-oriented networks. As mentioned above, to model a real network scenario, we want to optimize not only pure anycast flows, but simultaneously unicast and anycast flows. The network we consider is an existing backbone network. In many cases the network is in an operational phase and augmenting its resources (links, capacity, replica servers) or changing the location of replica servers is not possible in a short time perspective. Therefore, only network flows are optimized.
We formulate a general model that can be applied for the optimization of various criteria-the discussion on the criteria can be found in the subsequent section. Since the standard model is employed, each anycast demand compromises two connections: upstream and downstream. To connect both connections associated with the same anycast demand, we introduce a constant τ (p), which denotes the index of the connection associated with connection p . If p is a downstream connection, τ (p) must be an upstream connection and vice versa. Furthermore, we assume that for each connection there is a set of candidate routes, which can include all possible paths or only a subset of paths limited, for instance, by the hop-limit approach (Herzberg et al., 1995) .
For the unicast connection, candidate routes connect the origin and the destination node of the connection. In the case of the anycast upstream connection, candidate routes origin at the client node and terminated at the server. Finally, for the anycast downstream connection, candidate routes connect the server and the client node. Since there can be many replica servers located in the network, the set of candidate routes of anycast connections include routes to all replica servers.
To mathematically represent the problem, we use the following notation: 
Sets
The CFA (uniCast and anyCast Flow Assignment) problem can be formulated as follows:
subject to
(6) As the objective function (1) any metric FNC(X) formulated based on selection X can be used. In the next section we present three exemplary functions used in our experiments. The condition (2) states that each connection can use only one route, the constraint (3) assures that decision variables are binary ones, (4) is a definition of an arc flow, the inequality (5) denotes the capacity constraint, the equation (6) guarantees that two routes associated with the same anycast demand connect the same pair of nodes. Notice that the constraint (6) must be satisfied only for anycast connections.
Criterion functions.
The most common criterion function used in network design problems is the cost of capacity installation (Piro and Medhi, 2004) . However, in this work we focus on an allocation problem of unicast and anycast flows and, consequently, network links are given. Another common performance measure proposed for computer networks is the average network delay proposed by Kleinrock in (Kleinrock, 1964) and then widely used in many optimization problems (Burns et al., 2003; Fratta et al., 1973; Kasprzak, 2001; Piro and Medhi, 2004) . For ease of reference, in the remainder of the paper we will use the abbreviation 'DEL' to refer to the network delay function. Let us define the network delay function in the following way:
where T denotes the total arrive rate of messages in the network, and arcs' flows are calculated according to variables included in selection X. Note that, in the problem with DEL as objective function, (5) should be a sharp inequality. This follows from the fact that the denominator of (7) is the residual, unused capacity of the link. Notice that the optimization of network flows in order to minimize the DEL function assures that flows in network arcs are allocated relatively proportionally, i.e., the relation of the link flow to the link capacity f a /c a is similar for all arcs.
In recent years issues of network survivability have gained much attention (Grover, 2004; Piro and Medhi, 2004) . Consequently, also new criteria of network optimization concerning network survivability have been developed. In the case of capacity and flow assignment problems, the cost of spare capacity indispensable to provide 100% restoration is the most common objective function (Grover, 2004; Piro and Medhi, 2004) . In our casethe allocation problem of flow optimization-first the lost flow function was proposed as the survivability metric (Murakami and Kim, 1996) . Since the network has limited resources of spare capacity, the objective is to minimize consequences of network failure, i.e., the amount of the flow that cannot be restored due to the capacity constraint.
The major drawback of this function is relatively large complexity-the KSP (K-Shortest Path) algorithm is required to compute lost flow. The following procedure is used to find the lost flow. The failed arc a is removed from the network. Next, the KSP algorithm finds k-successively shortest disjoint paths between the origin and the destination node of the failed arc. These paths one by one are saturated with the flow of the failed arc and used for the restoration of flow f a . The fraction of flow f a not restored during the running of the KSP algorithm is lost.
Usually an optimization algorithm consists of many subsequent iterations that try to improve the solution and in each iteration the current value of the objective function is needed to evaluate the solution. Therefore, we developed in our previous works two new functions that can be applied as criteria of flow optimization in survivable networks: LFL (Lost Flow in Link) (Walkowiak, 2004) and RCL (Residual Capacity and LFL) (Walkowiak, 2006) . The former function denotes a combination of a residual flow, if any, at the origin node and the destination of the failed arc, available for rerouting of broken connections. The LFL function takes into account only the local situation around the failed arc-intuitively, arcs adjacent to the failure can become the bottleneck of the restoration process. The latter function is formulated as a combination of LFL and the DEL function-the numerator of the RCL function is based on the LFL function, the denominator is the residual capacity.
One of the main advantages of the LFL and RCL functions is relatively low complexity compared with other functions proposed for the problem considered, i.e., a maximum flow function and a k-shortest path function (Grover, 2004) . A detailed formulation, discussion and results of both functions can be found in (Walkowiak, 2004; and other works of the same author.
In this work we consider the CFA problem given by (1)-(6) with the following three objective functions: DEL, LFL and RCL. We will refer to these problems as CFA/DEL, CFA/LFL and CFA/RCL, respectively.
Heuristics for joint optimization of anycast and unicast flows
Now we present two heuristic algorithms for the CFA problem formulated in the previous section. We will show a detailed version of the algorithms in the context of the DEL function. However, the algorithm can be easily adapted to the LFL and RCL functions. The first algorithm is a modification of the well-known heuristic approach-the non-bifurcated Flow Devation (FD) algorithm (Fratta et al., 1973) . The second method uses the Lagrangean relaxation approach with subgradient optimization.
Algorithm based on the flow deviation method.
Flow deviation, proposed in (Fratta et al., 1973) , has been applied to a wide range of optimization problems (Burns et al., 2003; Fratta et al., 1973; Kasprzak, 2001; Markowski and Kasprzak, 2005; Piro and Medhi, 2004; Ryba and Kasprzak, 2006; Walkowiak, 2004; . Below we present a heuristic algorithm called CFD (uniCast and anyCast Flow Deviation) based on the original FD method proposed for non-bifurcated flows. The proposed CFD method consists of two parts. The first elementcalled CFD INI (uniCast and anyCast Flow Deviation for Initial solution)-is applied to find a starting feasible solution and is based on Phase 1 of FD (Fratta et al., 1973) . The second element-named CFD DEL (uniCast and anyCast Flow Deviation for DEL function)-is developed according to the non-bifurcated FD algorithm included in (Fratta et al., 1973) . All modifications in CFD INI and CFD DEL compared with the original FD method follow from the model of anycast flows presented in the previous section and connection-oriented flows. Let DEL(H) denote of the objective function for a feasible selection H and l DEL a denote a metric of arc a calculated according to arc flows given by selection H. The common approach is to calculate this metric as a partial derivative of the objective function over the arc flow (Fratta et al., 1973) , i.e.,
Let l INI a be the value of metric l DEL a calculated for the flow of arc a equal to zero:
Algorithm CFD INI
Let Q = [Q 1 , Q 2 , . . . , Q q ] denote a vector of connections' volumes (estimated bandwidth requirement). We assume that RE r is a real number. θ, -are tolerances applied in the algorithm.
Step 1. 
, where x j τ (i) ∈ X 1 . Set RE 1 = 1, r = 1 and go to Step 2.
Step 2. Calculate flows in each arc a ∈ A using the formula (8) according to selection X r and volume vector Q r . Find
If σ r /RE r < 1, then stop the algorithm. Otherwise let
where is a proper tolerance and 0 < < 1. Let
and go to Step 3.
Step 3. If
where θ is a proper positive tolerce, stop: the problem is infeasible within tolerance θ. Otherwise set r = r + 1 and go to Step 2.
In
Step 2 of CFD INI we apply the algorithm CFD DEL (see below), which is run for the values of decision variables given by selection X r and connections' volume given by the vector Q r . The complexity of the CFD INI algorithm depends on the selected values of tolerance parameters θ, . The values of parameters θ, should be selected to find a balance between the algorithm's precision and execution time.
Algorithm CFD DEL
Operator first(B) returns the index of the first connection in set B. F and H are selections.
Step 1. Find feasible selection X 1 using the CFD INI algorithm. If CFD INI cannot find a feasible solution, stop the algorithm. Otherwise set r = 1, and go to Step 2.
Step 2. Compute SR(X r ), defined as the set of shortest routes under metric l DEL a (X r ) in the following way. For each unicast connection i ∈ P UN find the shortest route k ∈ Π i under metric l DEL a (X r ). For each anycast downstream connection i ∈ P DS find the shortest route k ∈ Π i under metric l DEL a (X r ). Next, for each anycast upstream connection i ∈ P US find the shortest route k ∈ Π i under metric l DEL a (X r ), for which the following condition is satisfied:
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Step 3. Set H = X r and K = P UN ∪ P DS .
Step 3a.
Step 3b. If F is a feasible selection and DEL(F ) < DEL(H), let H = F .
Step 3c. Set K = K − {i}. If K = 0, go to Step 4. Otherwise, go to Step 3a.
Step 4. If H = X r , stop. The algorithm cannot improve the solution any further. Otherwise, let X r+1 = H, r = r + 1 and go to Step 2.
The algorithm CFD DEL is related to the FD algorithm for non-bifurcated flows described in (Fratta et al., 1973) . However, CFD DEL can assign jointly unicast and anycast connections, while classical FD optimizes only unicast connections. Notice that CFD DEL processes unicast connections analogously as in the non-bifurcated version of FD, but anycast connections are processed in a different way. This follows from our model of the anycast demand, which consists of two connections: upstream and downstream. Since both associated anycast connections must connect the same pair of nodes (constraint (6)), they have to be considered jointly. However, due to the asymmetry of anycast flows mentioned above, first the shortest route of the downstream connection is calculated taking into account all replica server networks. In consequence, the upstream connection can select among routes between the client node and the server node already assigned for the downstream connection.
Theorem 1.
The maximum number of algorithm .
Taking into account both unicast and anycast connections, the number of all routes' combinations is thus
. As we start with a feasible initial selection and repetitions of the same flow are impossible, the maximum number of CFD DEL iterations is
For more information on the algorithms CFD INI and CFD DEL, see (Walkowiak, 2008) .
4.2.
Lagrangean heuristic. The main idea of Lagrangean heuristic is to formulate the dual problem by relaxing some constraints of the primal problem and next solving the dual by a subgradient algorithm. As in the previous subsection, we present below the Lagrangean approach in the context of the network delay function. However, we will show how to modify this method to apply also other objective functions.
In order to formulate a dual problem for (1)- (6), we will use the same approach as in (Gavish and Huntler, 1983; Walkowiak, 2007b) . First, we transform the problem CFA/DEL into an equivalent formulation, which is better suited for a Lagrangean relaxation procedure. Since the DEL function (7) is not decreasing with f a , we can replace (4) with an inequality leading to the following problem:
subject to (2)- (3), (5)- (6) and
For ease of reference, we call this problem CFA2/DEL. Notice that problems CFA/DEL and CFA2/DEL are equivalent-the optimal solution obtained for one of these two problems holds the optimality also for the second problem.
A popular approach of the Lagrangean relaxation applied to various communication problems is to relax the capacity constraint, e.g., (Grover, 2004; Holmberg, 1995; Holmberg and Yuan, 1998; Piro and Medhi, 2004) . In our case we use the approach proposed in (Gavish and Huntler, 1983) and relax the constraint (11) using a vector λ = [λ 1 , λ 2 , . . . , λ m ] of positive Lagrangean multipliers λ a , for each a ∈ A. Consequently, the following La-grangean relaxation of problem CFA2/DEL is formulated:
Notice that we add the additional constraint (13). In the problem CFA2/DEL, the constraint (13) follows directly from the conditions (3) and (11). Since (11) is incorporated in the dual function (12), we have to add to the problem the constraint (13) to guarantee that variables f a are positive.
The objective function of the Lagrangean problem can be rewritten as
Since there are no coupling constraints between variables f a and variables x k p , the problem can be divided into two independent subproblems: Subproblem 1:
subject to (5) and (13).
Subproblem 2:
subject to (2)-(3), and (6). According to (Gavish and Huntler, 1983) , Subproblem 1 can be devided into m = |A| subproblems and each of such subproblems is solved by
Notice that Subproblem 2 can be separated into two kinds of subproblems: unicast and anycast. For unicast connections, there are P UN subproblems-one for each unicast connection p ∈ P UN :
subject to (2)-(3). Here φ k p denotes the length of route k ∈ Π p calculated according to link metrics equal to λ a Q p for each arc a ∈ A:
The minimum of (18) is achieved if we select the shortest route calculated under metric λ a Q p . Hence, to solve Subproblem 2 in the context of unicast connections, a number of shortest path problems must be solved, e.g., using the Dijkstra algorithm.
For anycast connections we obtain P AN /2 subproblems formulated for each anycast downstream connection p ∈ P DS in the following way:
subject to (2)- (3), and (6). Solving this subproblem is a little bit more complicated compared with the related unicast problem. First of all, the additional constraint (6) related to the anycast flow must be considered. Therefore, upstream and downstream connections of the same anycast demand must be processed jointly. Consequently, for each pair of connections we calculate a shortest path using Dijkstra under the metric λ a Q p to each of content servers. Next, we select a pair of paths that satisfy the constraint (6) and have the smallest sum of lengths. Such a procedure guarantees optimal solution of Subproblem 2.
Since the procedure of solving the dual problem is known, we can proceed to the subgradient search. Let x k p (λ) and f a (λ) be an optimal solution of the Lagrangean relaxation for a fixed vector of multipliers λ. Let x denote a set of all variables x k p , which are equal to one. The corresponding subgradient of the dual function (14) at λ is given by
We use the subscript i to denote the current iteration of the subgradient algorithm. The multipliers are updated after iteration i in the following way:
The step-size, t i , can be given as (Gavish and Huntler, 1983; Piro and Medhi, 2004) 
Here ϕ denotes un upper bound on the dual function, which can be calculated using a heuristic algorithm that can find a feasible solution of the primal problem. Note that ρ is commonly used in the range 0 < ρ < 2 (Piro and Medhi, 2004) .
Let f = [f 1 , f 2 , . . . , f m ] denote a vector of flows f a in each arc a ∈ A. The following algorithm-called CLR DEL (uniCast and anyCast Lagrangean Relaxation for DEL function)-presents the subgradient optimization procedure applied to the Lagrangean relaxation of the CFA/DEL problem.
Algorithm CLR DEL
Step 0. Select an initial λ 0 . Set ρ = 2, ρ min = 0.005,
Using a heuristic, compute overestimate ϕ of ϕ(λ * ) or set ϕ to an arbitrary large value.
Step 1. Set i = i + 1, ρ iter = ρ iter + 1. Given λ i , solve the Lagrangean relaxation of CFA/DEL as decoupled subproblems to obtain ϕ(λ i ),
Step 2a.
Step 2b. Use x i , f i to compute the feasible primal objective ω of the problem using the CFD DEL algorithm.
Step 2c. If ρ iter > ρ maxiter , then ρ = max(ρ/2, ρ min ) and ρ iter = 0.
Step 3. Use decoupled solutions x i , f i to compute: subgradient γ i (λ i ) (refer to (21)); step size t i (refer to (23)); multipliers λ i+1 (refer to (22)).
Step 4. If i > i max , stop. Otherwise go to Step 1.
The objective of the CLR DEL algorithm is to find a suboptimal, feasible solution of the CFA/DEL problem. Notice that in Step 1 the algorithm generates vector x i denoting routes of each connection. This solution is optimal for the Lagrangean dual, however, there is no guarantee that x i is feasible (in terms of the problem constraints) for the primal problem. Therefore, it is substantial to obtain a primal feasible solution from the dual solution. Thus, we employ the CFD DEL heuristic procedure that tries to improve the solution yielded by the subgradient search. The execution time of CLR DEL depends mainly on the number of iterations given by parameter i max . The most time consuming part of each iteration is the CFD DEL algorithm. For a discussion on computational complexity of CFD DEL algorithm, see Section 4.1.
If vector x i obtained in an iteration of CLR DEL constitutes a feasible solution (in terms of the capacity constraint) of the primal problem, we use it as an initial solution for CFD DEL. Otherwise, vector x i is an input solution for the CFD DEL algorithm. In conclusion, CLR DEL can be viewed as intelligent iterative application of the CFD DEL initial solution generated by the subgradient optimization procedure solving the dual problem. Notice that the CLR DEL algorithm can be adapted to a CFA problem with another objective function. The required modifications are the solution of Subproblem 1 and the application of a different version of CFD algorithm. In addition to the CLR DEL algorithm (the objective is the network delay function), we have developed the CLR LFL and CLR RCL algorithms with the LFL and RCL functions, respectively. The functions LFL and RCL have been defined in the context of flow optimization in survivable connection-oriented networks. More information on these functions and unicast FD algorithms applying these functions can be found in (Walkowiak, 2004; . The method of solving Subproblem 1 for the LFL function is included in (Walkowiak, 2007b) .
Results
We implemented the above presented heuristic algorithms in C++ to verify the performance of the proposed algorithms against optimal results. To obtain optimal results in the context of a piecewise linear LFL function, we used the lp solve version 5.5.0.6. For the functions DEL and RCL, which are not linear, we developed branch-and-cut algorithms. In order to find an optimal solution in reasonable time of about one hour, we had to consider small networks consisting of ten nodes (four topologies) and 14 nodes (one topology). The number of replica servers varies from 2 to 4. We generated various demand patterns. In Table 1 we report the average gap between results of the heuristic algorithms CFD and CLR and the optimal results. We can see that in the case of the DEL function the algorithm based on the Lagrangean relaxation is only 0.1% worse than the optimal one. In the context of the RCL and LFL functions, the corresponding gap is 0.4% and 1.6%, respectively. The optimality gap varies for tested functions. This follows mainly from the construct of the functions considered. The DEL function is convex, while the other functions have a more irregular structure, especially LFL. These results prove that the proposed CLR method yields results very close to optimal ones. Next we performed extensive tests of the proposed heuristics over a larger network consisting of 36 nodes and 144 directed links (Fig. 2) . The bold lines represent links of the size of 96 units while other lines are links of the size of 48 units. The link capacities were selected to model capacity ratio of OC-48 circuits used in optical networks. In the simulations, the link capacities were scaled by a factor of 100 to enable establishing thousands of connections. As the tested network is an operational phase and augmenting network resources is not possible, the number of replica servers is constant. However, to verify the performance of our approach in various cases, we test 12 various server location scenarios ( Table 2 ). The number of servers varies from 2 to 4. For each server location we test 13 different demand patterns consisting of 180 anycast demands (360 anycast connections) and 2500 unicast connections. In experiments we apply the Anycast Ratio (AR) parameter defined as the ratio of the anycast demands' bandwidth requirement to the bandwidth requirement of all demands issued in the network. Demand patterns are generated randomly satisfying various values of the AR.
The objective of the simulation tests was twofold. First, we want to compare the performance of the CLR algorithm with the approach used commonly in CDNs, i.e., each request is assigned to the closest (in terms of the hop number) replica server. Thus all anycast requests can be treated as unicast ones (the server node is constant). Consequently, the routes for both unicast and anycast demands are selected using a traditional unicast version of the Lagrangean relaxation heuristic developed for the DEL, LFL and RCL functions in (Gavish and Huntler, 1983; Walkowiak, 2007b) , respectively. For ease of reference, we call these algorithms ULR DEL (Unicast Lagrangean Relaxation with DEL function), ULR LFL and ULR RCL, respectively. The major distinction between the CLR and ULR algorithms is that the former enables the anycast demand to change the content server during subsequent iterations of the algorithm, while the latter assigns clients to servers in a static manner. The second goal of simulations is to examine how the use of the anycast flow can influence network survivability.
In Fig. 3 we compare the performance of CLR with that of ULR. Each curve in the graph represents the average percentage difference between both algorithms obtained for one of the following objective functions: DEL (network delay), LFL and RCL. We can observe that the largest difference between both tested algorithms is obtained for the LFL function, which follows from the formulation of the LFL function (Walkowiak, 2004) . The average difference between CLR and ULR is 26%, 28% and 48% for the functions DEL, RCL and LFL, respectively. Figure 4 shows the execution time of all tested algorithms. Figure 5 presents the performance of the CLR DEL, CLR RCL, CLR LFL algorithms in terms of the average link utilization, which shows the average saturation of network links. We can easily observe that all algorithms provide similar results; however, the use of CLR LFL leads to the least consumption of network capacity resources. Another important observation is that the average link utilization decreases when the number of content servers grows.
The next figures relate to network survivability. The scenario of experiments is as follows. First we calculate working routes of all connections (anycast and unicast) applying the CLR or the ULR algorithm. Next, we simulate a failure of each link and perform the network restora- tion process. Finally, we calculate the lost flow, i.e., the flow that was not restored during the restoration process. Figures 6 and 7 show the comparison of the CLR DEL, CLR RCL and CLR LFL algorithms in terms of the lost flow function. In Fig. 6 we present the average ranking of each algorithm-the best algorithm (providing the lowest value of the lost flow function) in one individual case receives three points, the second one two points and the worse one point point. Figure 7 reports the number of first places of the algorithms in terms of the lost flow function. In general, the use of the RCL function guarantees the best network survivability. Similar results were obtained in the context of unicast flows (Walkowiak, 2006) . Figure 8 shows the average difference in terms of the lost flow function between the algorithms ULR and CLR for all three functions. From this figure we can observe that the application of CLR to optimize working routes can significantly reduce the amount of the lost flow (about 50%). For more issues on the use anycasting in survivable networks, refer to (Walkowiak, 2007a) .
In short, we can conclude that the CLR algorithm yields much better performance than ULR in many aspects. However, detailed observation shows that the difference depends on the objective function and the number of servers. For results showing the performance of the CFD algorithms developed for the functions DEL, LFL and RCL, see (Walkowiak, 2008) .
Dynamic routing of anycast demands
The above discussion on anycasting was focused on offline problems, in which the decision on route selection do not have to be made online. However, in many cases, network devices (e.g., routers) must made a decision on route selection in an online manner. Therefore, dynamic routing algorithms are developed. There has been a lot of research on unicast dynamic routing algorithms in connection-oriented MPLS networks, e.g., see (Bagula et al., 2004; Kar et al., 2000; Szeto et al., 2002) . The most widespread approach to unicast dynamic routing is the Shortest Path First (SPF) algorithm based on an administrative weight (metric). A popular metric is the number of hops applied in the Min Hop Algorithm (MHA). However, more complex approaches to calculate the link metric have been developed, e.g., (Bagula et al., 2004; Kar et al., 2000; Szeto et al., 2002) . Since in anycasting one of the connection's endpoints is unknown and is to be selected, for dynamic routing of anycast requests new methods are required. We propose two approaches to dynamic routing of anycast demands. In the first one, the process of anycast dynamic routing is decomposed into two phases. Initially, the replica server selection process is completed-three server selection algorithms to solve this problem were proposed in (Walkowiak, 2005) . When all anycast demands are assigned to replica servers, both endpoints of anycast connections are established and a traditional unicast dynamic routing algorithm can be applied. The second approach consists in simultaneous selection of replica servers and routes, thus new routing algorithms are indispensable. For more information on dynamic routing of anycast demands, refer to (Walkowiak, 2005; 2007c) .
Anycasting in multilayer networks
The model of the network considered in the previous sections is a single-layer network. However, resources of computer networks are organized in a multi-layered manner and form a hierarchical structure with each layer being a proper network on its own. The links of an upper layer are formed using paths of the lower layer, and this pattern repeats as one goes down the resource hierarchy. Consequently, in the upper layers, flows of individual network users are considered, while in the lower layers, the network flow is formed by aggregated transmission produced by a large number of individual transmissions (Piro and Medhi, 2004) . Since most of optimization problems related to computer networks are very difficult, in many cases only one network layer is included in the model. However, in recent years we have noticed growing interest in multi-layer network design and optimization. In this section we will try to answer the question if anycasting can be applied in multi-layer networks. As mentioned above, anycast transmission can be applied if the same content is replicated and stored in many locations in the network. The access to content servers is usually realized on the level of individual users-due to the heterogeneity of Internet users it is difficult to aggregate it. Therefore, it is obvious that anycasting should be applied in upper layers of the multi-layer network. The modeling can be carried out in the same way as presented above in the context of a single-layer network. In the multi-layer architecture the aggregate flow of the upper layer is a kind of input to the lower layer. The lower layer is realized autonomously, i.e., independently of the nature of individual upper layer flows the lower layer works in the same manner. Consequently, the application of anycasting in the upper layer will not oblige us to any changes in the lower layer.
Concluding remarks
This work has been focused on various aspects of anycast flows in connection-oriented networks. We have formulated the problem of joint optimization of unicast and anycast flows in connection-oriented networks. This problem is motivated by growing popularity of network services that provide Internet users with content like music, movies, software, etc. We have developed and examined two heuristic algorithms to the optimization problem. There has not been, however, any study we are aware of that uses the Lagrangean relaxation approach to joint optimization of unicast and anycast flows in computer networks. Results of simulations have proven that the application of anycasting can significantly reduce the value of different performance metrics including network delay and network survivability. We have also examined how anycasting can be used in the context of dynamic routing and multi-layer networks.
Our study has several practical implications. One is to provide the designers of computer networks with a new method that enables effective optimization of unicast and anycast flows. Another important implication follows from the fact that network flows in peer-to-peer networks can be modeled as anycast (in P2P systems the same content is replicated in many peers). Thus, the results presented in this paper can be used to optimize network flows in P2P systems. In our ongoing works we plan to work on the optimization of flows in P2P systems taking advantage of our experience on anycasting.
