We consider the calculation of lesion detectability using a mathematical model observer, the channelized Hotelling observer (CHO), in a signal-knownexactly/background-known-exactly detection task for single photon emission computed tomography (SPECT). We focus on SPECT images reconstructed with Bayesian maximum a posteriori methods. While model observers are designed to replace time-consuming studies using human observers, the calculation of CHO detectability is usually accomplished using a large number of sample images, which is still time consuming. We develop theoretical expressions for a measure of detectability, the signal-to-noise-ratio (SNR) of a CHO observer, that can be very rapidly evaluated. Key to our expressions are approximations to the reconstructed image covariance. In these approximations, we use methods developed in the PET literature, but modify them to reflect the different nature of attenuation and distance-dependent blur in SPECT. We validate our expressions with Monte Carlo methods. We show that reasonably accurate estimates of the SNR can be obtained at a computational expense equivalent to approximately two projection operations, and that evaluating SNR for subsequent lesion locations requires negligible additional computation.
Introduction
Model observers have been proposed (Barrett et al 1993) as an automated means of evaluating image quality in reconstructed images for the purpose of comparing or optimizing imaging systems or reconstruction methods. While not meant to replace human observers in ROC (receiver operator characteristic) testing methodologies, model observers can be used to cull the many possible cases that arise in an imaging-system optimization study down to a few select candidates that can be addressed by the more time-consuming ROC testing. For a detection task, a model observer is successful to the extent that it emulates human performance. In this regard, the channelized Hotelling observer (CHO) (Yao and Barrett 1992) has received much attention in recent years. With the CHO, one can calculate a scalar figure of merit, the signal-to-noise-ratio (SNR), related (Abbey and Barrett 2001) to detectability measures such as the area under the ROC curve (AUC).
With a large ensemble (obtained perhaps through simulation) of image reconstructions that sample the many possible realizations of underlying background and lesion as well as noise, one can use sample methods for estimating the SNR for each variation in an imaging system (Gifford et al 2000) . However, a change in a single parameter of the imaging system or reconstruction algorithm requires that this sample method be repeated, a computationally daunting effort. A better approach, if possible, is to directly evaluate a theoretical expression for the SNR. The expressions must ideally capture the variability in the testing set, and yield SNR estimates that are accurate. The evaluation of such an expression must itself be computationally feasible.
In this paper, our goal is to develop rapidly computable theoretical expressions for the image quality of SPECT images reconstructed by maximum a posteriori (MAP) methods. This theory will apply both to 2D and typical 3D SPECT geometries, but we analyse a 2D case in the paper. For emission reconstructions, MAP methods are appealing in that they incorporate models of both the imaging system and noise, and can incorporate a prior (or penalty) to stabilize an ill-posed reconstruction and incorporate object properties such as smoothness. Experimental (Llacer et al 1993) and theoretical evidence (Qi and Huesman 2001) indicates that MAP reconstructions are generally superior to filtered backprojection (FBP) reconstructions in terms of lesion detectability. We consider only the signal-knownexactly/background-known-exactly (SKE/BKE) task, in which the object comprises a known background and a known lesion that may or may not be present. The limitation of SKE/BKE is an important one, but in section 5, we point out areas where SKE/BKE may nevertheless be valuable. The speedup factor, relative to methods using samples of noisy reconstructions, is about 10 2 -10 4 . The work here borrows from a methodology (Fessler and Rogers 1996, Qi and Leahy 1999) used for the theoretical prediction of resolution and variance in MAP reconstructed 2D PET, when the system geometrical point-spread function (psf) is space invariant. It is also related to the work of (Bonetto et al 2000) , in which theoretical expressions for the CHO in 3D PET were proposed. Our development here differs due to the different (from PET) nature of photon attenuation and distance-dependent collimator blur in SPECT. This work is also an extension of our previous work (Xing et al 2001) for predicting variance in SPECT images, and (Xing and Gindi 2002) in which the frequency-distance principle was involved for SNR calculations 4 .
Background
In the following, bold lowercase quantities (e.g. f) are vectors, and the distinction between random and nonrandom vectors will be kept clear. is defined by having its nth component given as a n b n . 4 Immediately upon submitting this paper we became aware of a related work on the prediction of resolution and variance in SPECT presented at the 2002 Medical Imaging Conference (Stayman and Fessler 2002) .
A diagonal matrix with its diagonal elements given by vector a is denoted as D(a). For a random vector v, its mean is denoted byv, and its covariance by K v . We denote an estimate of v byv. We shall use e n to denote a unit vector whose nth component is unity and all other components zero.
We represent the emission object by a lexicographically ordered N-element nonrandom vector f (f n , n = 1, . . . , N), its reconstruction by a similarly ordered N-element random vectorf and the projection of f (the sinogram) by a lexicographically ordered M-element random vector g (g m , m = 1, . . . , M). Thus the object space comprises N voxels or pixels, and the sinogram comprises M bins. A unit vector e n in the object space is then a point source at location n. Denote the M × N system matrix by H. The data g follow an independent (at each bin) Poisson density, and, for SPECT, its mean isḡ = Hf.
MAP reconstruction
A MAP emission reconstruction is given by the following optimization:
where the (minus) log likelihood,
The term P (f) is the prior (or penalty), which here is limited to the form of a simple quadratic smoothing operation
with the term N (n) defining the local neighbourhood of pixel n, and with w nn > 0 appropriate symmetrical (w nn = w n n ) weights. The crucial scalar β > 0 controls the influence of the prior. Note that the prior may be written (for an object of any dimensionality) as a quadratic form 1 2 f T Rf. If we assume that w nn is 'space invariant' so that the neighbourhood is independent of n and the weights depend only on relative position, then R is an N × N doubly block-circulant matrix (Wang and Gindi 1997).
Character of system matrix H for a SPECT system
The system matrix H in L (g; f) approximates the forward projection of the SPECT imaging system. Each element [H] mn is proportional to the probability that a photon emitted at pixel n is detected at bin m. For the idealized system presumed in common FBP reconstructions, the projection is a Radon transform, and in this case, the system matrix is H = G, where we define G as the discrete Radon projection matrix. In a real SPECT system, there are two important degradations that complicate such an idealized system matrix: attenuation and distance-dependent blur. A real SPECT system is also complicated by uniformity correction factors applied to each sinogram element, and by scatter. In this paper, we assume perfect uniformity and scatter rejection, and relegate to future work the incorporation of these factors into our analyses. Thus our imaging equation isḡ = Hf with H modelling forward projection and with distance-dependent blur and attenuation. (Average scatter and background events can be modelled by adding an affine termḡ = Hf + s.)
Attenuation is accounted for in [H] mn by a multiplicative factor [A] mn , the SPECT attenuation factor. The term [A] mn is measured along the ray from pixel n to detector bin m, and is calculated as [A] mn = exp − n ∈path(m,n) µ n [Y] mn where µ n is the attenuation coefficient at n . (We implicitly assume a mono-energetic radionuclide.) We use path(m, n) to define the set of pixels that intersect the ray starting from pixel n and ending at bin m, and use [Y] mn to denote the chord length of the intersection between this ray and pixel n . If the idealized case H = G is extended to include attenuation effects, then each matrix element [G] matrix with idealized geometry and attenuation by H (a) , where H (a) = G A and we use to denote matrix element-by-element multiplication.
Another important degradation factor in SPECT is distance-dependent blur. In an idealized geometry (H = G) with an idealized collimator, only rays perpendicular to the detector face are accepted. For a real parallel-hole collimator with finite solid angular acceptance effects, a narrow fan of rays from each pixel makes it through the collimator as shown in figure 1(a). This fan of rays is characterized by the central ray, which is the one perpendicular to the detector face. As seen in figure 1(a) , the width of the ray-fan as it hits the detector depends on the source-detector distance.
We describe the distance-dependent blur using a continuous representation as shown in figure 1(b) . Denote the continuous rotation angle and detector plane axes as θ and s, respectively. Under the assumption of parallel-hole collimation, for each angle θ , the response of a point source can be approximated as a Gaussian blur kernel centred at the position s 0 where the central ray hits (Boccacci et al 1999) . We can model this point-source response as Given a system that includes such distance-dependent effects (but not attenuation), then the idealized geometry H = G becomes H = H (dd) . (We use the superscript (dd) = 'distance dependent'.) While there is no convenient closed form expression for H (dd) , efficient projection algorithms (Zeng et al 1998) to compute H (dd) f are available. If attenuation is also included, then the system matrix becomes
A where the superscript (dd, a) indicates that both distance-dependent blur and attenuation are included. To compute a projection (H (dd) A)f, an efficient approximation is to approximate each [A] mn by its value along its corresponding central ray, since the attenuation factor along a central ray is approximately equal to that along other rays in the same fan. In sum, we have described increasingly realistic models of H:
A (attenuation and distance-dependent blur effects).
SKE/BKE for detection task
For the SKE/BKE detection task, we are given a fixed background object f b and a fixed signal (lesion) f s at a known location. The N-dim vector f s represents a compact, low-contrast lesion typical of the target in a medical search task. The N-dim vector f b represents a background that ideally reflects medical reality. We use subscripts 1, 2 to represent the absent and present cases of the signal and define:
Given an f that is either f 1 or f 2 , the goal is to decide which (f 1 or f 2 ) by observing its reconstructionf. We will assume that f 1 and f 2 have equal probabilities. The mean sinograms for f 1 and f 2 areḡ 1 = Hf 1 , andḡ 2 = Hf 2 . We denote the mean reconstructions of f 1 and f 2 byf 1 andf 2 , and N × N reconstruction covariance matrices by Kˆf In the linear-observer threshold-response model of detection, an N-dim lexicographically ordered observer template w is applied to the reconstructionf to deliver a scalar observer response λ = w Tf . (A more sophisticated model (Burgess 1986 ) includes 'internal noise' added to λ, but, here, we neglect such effects.) The scalar is compared to a threshold, and the signal is deemed present if the threshold is exceeded, and is deemed absent otherwise. A figure of merit for detectability that is independent of the choice of the threshold is given by a signal-to-noise ratio SNR 2 (w) =
, whereλ 1 ,λ 2 and σ 2 1 , σ 2 2 are the means and variances of λ for f = f 1 and f = f 2 , respectively. This SNR measures the separability (i.e. discriminability) of the signal present/absent distributions for λ, and is deterministically related to the AUC (Abbey and Barrett 2001) .
For the CHO, an optimal linear discriminant (a Hotelling observer) is applied to a set of features off. Each feature is obtained by applying a channel template at the lesion location, and there are N c such channel templates (N c is small, typically <10). The channel template is the spatial representation of a bandpass filter. Let the N-dim vector t i correspond to the ith bandpass spatial filter (channel template) applied at the lesion location. Then the ith channel response is given byû i = t T if , with componentsû i comprising the N C -dim vectorû. The matrix form of the channelization process becomesû = T Tf where now t i is the ith column of T , an N × N C matrix. Since the number of channels is typically N C < 10 N ∼ 10 5 , channelization results in a vast reduction in the number of features delivered to the Hotelling observer. In figure 2, we display one example of a channelization scheme. The five lesioncentred channels are real valued and radially symmetric in both the spatial and Fourier domains. If we combine the feature extraction step and the application of a Hotelling observer toû, then we can express the application of a channelized Hotelling observer as a template w CHO applied directly tof. In this case λ = w CHOf , with w CHO and the resulting SNR given by
HereKˆf is the average covariance Kˆf (2) is the quantity we seek to rapidly evaluate.
Fast approximations to the CHO observer signal-to-noise ratio
Instead of our proposed theoretical methods, one might use sample methods to evaluate SNR 2 (w CHO ) in (2). Given an ensemble of noisy reconstructionsf T KˆfT can also be estimated using sampling methods, which are feasible sinceKû is small (N c × N c ). Note, however, that if a parameter in the imaging system (i.e. in H) or in the reconstruction algorithm (in O) is altered, the entire time-consuming (2N samp reconstructions) sampling process above must be repeated. For this reason, we investigate whether (2) can be evaluated using theoretical methods instead of sampling procedures. The goal then is to evaluate (2) with a computational effort that is much less than 2N samp reconstructions.
To use (2), we need to expressKˆf,f 1 andf 2 in terms of known quantities. The mean reconstructionf is well approximated for MAP (Fessler 1996) as the mean reconstruction of noiseless data:f = O(ḡ). Thus, two MAP reconstructions yieldf 1 andf 2 . The N × N covariance matrixK f is more difficult to compute theoretically. Note that if one can computeKˆf quickly, then evaluation of (T TKf T ) −1 is easy, since the product T TKf T is readily evaluated, and its dimension (N c × N c ) is small enough that a simple numerical inversion suffices to compute its inverse.
In (Fessler 1996) , an approximate expression for the covariance of a MAP emission reconstruction (with Poisson data noise) was developed as
where F is an N × N Fisher information matrix given by
and 1 is a vector of all 1's. In the case of a small lesion, there is only a slight difference between
≈Kˆf. Hence in the ensuing discussion, we will simply use the symbol Kˆf for all these three terms. We will also use the symbol F with the understanding that it could be evaluated usingḡ 1 ,ḡ 2 or the average ofḡ 1 andḡ 2 , since F will vary only slightly in each case. Plugging (4) into (2) gives a theoretical expression (not our final expression)
Thus, we see that the main computational difficulty in (5) is the evaluation of (F + βR) −1 . For real 2D (or 3D) systems, it is impractical to directly calculate (F + βR) −1 , since F + βR is a huge N × N (N ∼ 10 000) matrix. One could use iterative methods (Fessler 1996) to obtain the inverse, but the resulting calculation takes about two orders of magnitude longer than those we will propose. The challenge is to take advantage of symmetries in the imaging system and factorizations of the system matrix in order to develop approximate but fast means for evaluating (5).
Note that if a matrix is circulant (doubly block-circulant for a 2D system), its inverse can be easily calculated by employing efficient Fourier methods (Jain 1989) . Therefore, if F and R were both doubly block-circulant matrices, then (F + βR) −1 would be easy to compute. For the case of quadratic priors, R is indeed doubly block-circulant, so that it is DFT diagonalizable, and
where Q and Q −1 are the 2D discrete Fourier transform (DFT) and inverse DFT operators, respectively. They are unitary matrices, thus we have Q T = Q −1 . The vector η comprises the N eigenvalues of R. Unfortunately, F is far from doubly block-circulant. From (4), Each column of F corresponds to a 2D image y n of a point source e n formed by projecting e n , weighting the projections, and backprojecting:
He n . For F to be doubly block-circulant, it must be space invariant in the sense that y n does not change form with position. That F is space variant is easy to see from the non-uniformity ofḡ and the structure of H when attenuation and distance-dependent blur effects are included. Below, we propose approximations to F that will result in an approximately space-invariant (i.e. approximately doubly block-circulant) form that can, with further approximations, be diagonalizable by the DFT.
Approximation of the Fisher information for a SPECT system
Our proximate goal is to compute (F + βR) −1 . Below, we make an 'outer product' approximation to F. This approximation is a modification of the one proposed for PET in (Fessler and Rogers 1996) , but differs in crucial respects that we highlight below. First, we seek to approximate the Fisher information as
where we demand that S T S be an object-independent and space-invariant (OISI) matrix. By space invariant we mean that the form of the 'image' y n = S T Se n is independent of n. Since S will take the form of a modified forward projection, then S T Se n is the result of a modified projection and backprojection of a point source at n. The resulting point-spread function has an approximate r −1 form and is independent of position. Mathematically, S T S is (with a few minor adjustments for boundary conditions) doubly block-circulant. Thus S T S is diagonalizable by a DFT
where ζ comprises the N Fourier eigenvalues of S T S. The 'object-independent' property of S means that it excludes object-dependent attenuation effects but includes system-dependent blur effects. The diagonal matrix D(κ) is intended to compensate for all the object-dependent and space-variant factors in F. The quantity κ n is given by
and is defined such that the diagonal elements of F andF in (7) are equal. Note that the approximation is exact in the limiting case whereḡ m is independent of m (equal Poisson noise in each detector bin) and the system matrix H reduces to an idealized projection matrix G with no attenuation or space-variant blur effects. Note also that κ is a modified backprojection of 1 g , and, as such, is locally smooth.
The termF contains a Fourier diagonalizable factor S T S, but this factor is still sandwiched between the D(κ) matrices, so thatF is not yet Fourier diagonalizable. Below, we focus on choices for S, and later, in section 3.2 deal with the D(κ) factors. In the key approximations (7) and (9), we are essentially using S to approximate H subject to the OISI condition, and relegating space-variant effects to κ. Specifically, S will have attenuation effects removed, but will otherwise be chosen so that it approximates the geometrical part of H subject to the space-invariance restriction. This strategy differs from the case for 2D PET analysed in and (Fessler and Rogers 1996) . Specifically, attenuation is treated differently in our case, and in our approximation for S, we approximate the space-variant geometrical part of H T H by a space-invariant operator S T S. Below we build three increasingly realistic cases for our approximations (7) and (9).
In case (i), only attenuation is modelled. As presented in section 2.2, the system matrix is H (a) = G A. For this case, we choose the OISI matrix to be
since G T G is already space invariant and S excludes attenuation. Plugging H = H (a) and S = G into (9), we obtain
In case (ii), we consider only the distance-dependent blur characteristic of SPECT (no attenuation), so that H = H (dd) as described in section 2.2. If the geometrical blur were distance independent, then H T H would be space invariant. If the blur varies slowly with source-detector distance, then one might try approximating H (dd) by an H that included distance-independent blur, with the blur chosen as the average (i.e. the averageσ of σ (d) over the range of d that includes the object) of the distance-dependent blur. Let us denote this average-blur system matrix by H (di) , where (di) means 'distance independent'. To compute H (di) from H (dd) , we first note that the nth column of (H (dd) ) T H (dd) corresponds to the operation (H (dd) ) T H (dd) e n , i.e., the projection and subsequent backprojection of a point source at position n. We then take that column of the operator (H (dd) ) T H (dd) corresponding to the pixel at the centre of the object, and replicate it, with appropriate shifts, to form the operator (H (di) ) T H (di) . In essence, we are using the blur response from a point at the centre to approximate the average blur. This is our choice, and for case (ii), we set
The use of an average-blur approximation is crude but leads to computational convenience. Its final justification is the accuracy of the SNR prediction. We thus choose, for case (ii),
Note that (H (di) ) T H (di) indeed satisfies the OISI property. Using (9), we get
For case (iii), we consider both attenuation-and distance-dependent blur. In this case, the system matrix was given in section 2.2 by
and A is object dependent, we again choose S S = H (di) (14) for case (iii) and relegate the effects of attenuation to κ. By (9), the corresponding κ is given by
Note that S T S is again OISI. Thus for (7), the terms κ and S are given, in our most general conditions, by (14) and (15). The critical matrix inverse (F + βR) −1 is now approximated as (D(κ)S T SD(κ) + βR) −1 . This inverse is still difficult to compute, but we will take advantage of the fact that S T S and R are invertible by Fourier methods.
Calculation of SNR for the channelized Hotelling observer
In this section, we use our SPECT approximations for F along with other approximations to derive a theoretical approximation for SNR 2 (w CHO ) of (2). For the calculation of detectability, we assume a small lesion centred at pixel j . Since the lesion is small, f 2 −f 1 has significant contributions in only a small region centred at j . For the term
is easy to calculate numerically due to its small dimensionality. However (F + βR) −1 is difficult to calculate. First we apply (7) to (3) to get
Since there is a column-by-column expansion (Fessler and Booth 1999 ) of a general matrix C: C = CI = n Ce n (e n ) T , we expand the covariance matrix as
Note that Kˆfe n , the nth column of Kˆf, is the local covariance about pixel n. The local covariance about n is the N-dim vector of covariations of all other pixels relative to n. For MAP, the local covariance tends to be concentrated about pixel n. That is, Kˆfe n , displayed as an image, yields a local blob centred at n (see Wang and Gindi (1997) for pictorial examples).
Because of the compactness of the local covariance and the smoothness of the vector κ, it is reasonable to approximate the local covariance using the local κ n only. Thus, Kˆfe n becomes Kˆfe n ≈ X (κ n )e n with
This can be justified by noting that the factor in (16) S T S + βD
where this latter step is justified by noting (Fessler and Rogers 1996) that the operation involves only the local neighbourhood (about n) of κ. In fact, the latter quantity is roughly (for small β) the space kernel of the inverse filter for deblurring psf whose radial variation goes approximately as r −1 . Applying the middle factor of (16) S T S, yields
−1 e n ≡ P n , which tends to deconvolve this psf leading to an even more compact quantity, P n . Finally, we reuse the argument above to
Putting this all together results in (18). We note that a similar approximation was made in a PET context in (Bonetto et al 2000, Qi and . Using (8) and (6), we simplify (18) to be
By combining (19) and (17), we can then express Kˆf as
We plug (20) into (2) to get an expression (not our final expression) for SNR,
that we will refer to as the 'level I approximation'. We now make two further approximations, resulting in more efficient expressions, and refer to these as the 'level II' and 'level III' approximations. Our level I expressions can be further sped up if we use a conjecture that the main contribution to the channel response arises from a small region about the lesion location. A heuristic justification for this conjecture is that for an SKE task, detectability is affected by the statistics (texture) of a local region surrounding the lesion location, and is relatively unaffected by texture far from this region. A further justification, as seen in figure 2(c), is that the spatial template functions t i tend to be of low amplitude and are bipolar far from their centre, so that the inner product u i = t T if is affected only slightly by truncating t i to a region N j . While the motivation of this approximation is heuristic, the final justification lies in the accuracy of the resulting SNR expression.
If channels are approximated as local about j , then the term T T KˆfT will have significant contributions only for n ∈ N j . To incorporate channel locality into our approximations, we first reformulate (20) as
Since the second term in (22) contributes little to the local covariance outside N j , we can, with little effect on Kˆf, substitute κ j for κ n , n ∈ N j in this term. We have observed in many simulations that local covariance varies slowly over N j . Based on this, we can approximate κ n ≈ κ j , n ∈ N j , in the first term of (22). Thus, we substitute κ j for κ n , n ∈ N j , in both terms of (22). With these two arguments, we get an approximate expression for (22):
Note that the approximation (23) is meant to be applied in the context of a small lesion at j , and is not otherwise generally true. With this effective covariance matrix, we can get a simplified form of (21), which we term our level II approximation
Obviously, without the summation in (21), the computation in (24) is simplified, though the approximation is a little rougher.
To further reduce the complexity of (24), we use an approximation, introduced in (Qi and Huesman 2001) . It was shown there that the termf 2 −f 1 can be approximated by the convolution of f s with the local point-spread function of the reconstruction, which turns out to be (F + βR) −1 Ff s . Applying this approximation, and further using the properties of locality of f s and smoothness of κ, we get
Because it is common to express visual channels in the spectral domain (Abbey and Barrett 2001), we manipulate the DFT operator Q and reorganize (25) as
Definef s = Qf s . Applying the 2D DFT operator Q to f s is equivalent to the following steps: (1) represent f s as a 2D image, (2) do a 2D DFT transform to the image and then (3) reformat the result back into a 1D (lexicographically ordered) vector. A similar scheme can be used to defineT = QT . Each column of T is an N-dim vector. Again reformat each column of T to a 2D image, apply a 2D DFT, and reorder the result into an N-dim lexicographically ordered vector. ThenT comprises N c such transformed vectors. Thus, a convenient way to reexpress (26) is
Thus (25) and (27) are two equivalent forms for SNR. We term (25) or (27) our level III approximation, and deem this our final approximation. Thus we have derived three increasingly efficient approximations of (2) (levels I, II, III corresponding to (21), (24), (27)). In the appendix, we analyse the detailed steps needed to calculate these forms, and in section 5 we summarize the speed advantage of our level III approximation relative to the speed obtained by using sample methods.
Validation
We used a Monte Carlo (MC) procedure to validate our theoretical expressions. We applied the following steps to perform MC evaluation of the exact expression, (2), for SNR: (i) collect noisy sinogram samples of f 1 and f 2 by adding Poisson data to noiseless projectionsḡ 1 and g 2 of f 1 and f 2 . This leads to g
(These 2N samp reconstructions are by far the most time-consuming step.) (iii) Apply the channel templates to reconstructions:û 
for the sample covariance. Use similar formulae to obtainū 2 andKû 2 , and finally compute the average covariance viaKû = K u 1 +K u 2 2. Note that we need not computeKˆf directly; the covariance of only the N c -dim vectorû = T Tf is needed. (v) InvertKû numerically. (vi) Plug the above results into (2) to obtain the MC version of SNR. To evaluate theoretical expressions for SNR, we follow the detailed steps in the appendix.
To determine N samp , we plotted SNR versus the number of samples for each object at a variety of parameter settings. We observed that, in all cases, the sample SNR was quite stable and unchanging at N samp = 500. Examining (2), this implies that our estimate ofK −1 u was thus stable. (Note that a sufficiently large N samp results in a stable estimate ofKû, but a stableKû may still have an unstable or nonexistentK −1 u . In our case, the SNR versus N samp behaviour showed that ourK −1 u was itself stable.) We note that N samp = 500 is consistent with the recommendation pointed out in (Sain and Barrett 2003) and other references that one should use N samp = 10 to 100 times the number of channels in order to obtain a stable estimate ofKû. To obtain confidence limits for our MC methods, we computed the standard deviation of the MC-derived SNR using the jackknife method in (Zoubir and Boashash 1998) .
Figure 3(a) shows a 2D 128 × 128 chest phantom f 1 , with pixel size 0.23 cm. Figure 3 (b) shows f 2 , with a small lesion added to f 1 in the mediastinal region. The lesion is a square of 3 × 3 pixels and has an intensity of relative value 2:1 compared to the surrounding tissue. The same lesion, now located towards the bottom of the object, is shown in the f 2 in figure 3(c) . ) show anecdotal reconstructionsf 1 and f 2 using the lesion in figure 3(b) . The lesion was chosen to be barely discernible inf 2 . The system geometry was chosen so that projection data, using a circular orbit (radius of rotation = 27.6 cm) and parallel collimation, were collected at 128 angles with 192 bins per angle. Each detector bin is of the same width as a pixel (0.23 cm). The distance-dependent blur was modelled such that d was constant in a given range or 'zone', leading to a 'staircase' shape of the σ (d). The width of each zone was chosen to be 4.6 cm, thus leading to ten zones. The blur width at the centre of each zone was modelled as σ (d) = σ 0 + αd with σ 0 = 0.175 cm and α = 0.035 cm −1 . Note that in both image formation and reconstruction we are presuming a 'staircase' approximation to a more accurate linear model for σ (d). This allows the H (dd) used in image formation to match that used in SNR prediction, thus removing this mismatch as a source of error. The use of this type of 'staircase' zone scheme allows the use of an efficient technique (Zeng et al 1998) for computing forward projections and backprojections when the system matrix includes distance-dependent blur.
With the attenuation and blur effects as described above, noiseless projection data were generated and Poisson noise added to attain an average count level of 525K. (The counts of the projection of f 2 are slightly higher due to the lesion.) With 2N samp = 1000 such reconstructions, we obtained the MC-devised SNR as described earlier. For our CHO observer, we used the dyadic square-profile channelization scheme shown in figure 2. The five channels cover the whole field in the frequency domain. The upper cutoff frequencies of neighbouring channels increase by a constant factor of 2.
Figures 4(c) and (d), compare analytical estimates of SNR (using (27)) versus MC-derived estimates. This is done for the two lesion locations seen in figures 3(b) and (c) and for a range of β. The range of β was chosen so that the middle range of β yielded a qualitatively pleasing compromise between noise and blur inf, with the extremes of β yielding smooth but recognizable images or noisy but recognizable images. The correspondence of theory and validation is good, with the theoretical values about 5-8% below the MC values. Note that the SNR accuracy in figure 4(c) corresponding to the lesion near the edge of the object is about as good as that in figure 4(b) corresponding to the lesion at the centre of the object. The fact that the accuracy of the SNR expression does not degrade towards the edge of the object is a justification for our average-blur assumption H (dd) ≈ H (di) = S. Note that space-variant (i.e. distance-dependent) blur is still accounted for by inclusion of H (dd) in expressions (13) and (15) for κ.
We conducted separate validations with smaller 32 × 32 objects to assess in more detail the effects of using slower (but perhaps more accurate) approximations (21) and (24) and also to test the accuracy of cases where H includes the Radon projection plus attenuation only, blur only, or both attenuation and blur. Figure 5 (a) shows a 32 × 32 phantom (pixel size = 1.2 cm), and figure 5(b) shows the phantom with a small '+' shaped lesion added near the edge of the object. We used a uniform attenuation map (µ = 0.15 cm −1 ) whose border coincided with that of the emission phantom in figure 5(a) . The photons are collected into 48 detector bins (1.2 cm/bin) at 32 angles. The radius of the rotation (circular orbit) is 36 cm. We again used a zone scheme to model source-detector distance effects, with σ (d) constant in each of the In figure 6 , we plot SNR versus β using the level I approximation (21), the level II approximation (24) and the level III approximation (27). These are compared to the MC results. The range of β was chosen using the same rationale as earlier. In figure 6 (a), only attenuation effects (H = G A) were considered. The I, II and III approximations were not dramatically different from the MC approximation. In figure 6 (b), with blur effects only so that H ≈ H (di) , the level I approximation is somewhat more accurate, but the level II and III approximations are about equal, with both consistently underestimating the MC curve. For figure 6(c), both effects are included (H ≈ H (di) A). Here, the three theoretical curves are close to the MC result. For these results, the fast level III approximations yield results whose error is not grossly worse than those of the slower I and II methods.
While the correspondence of theoretical SNR curves to MC curves in figures 4 and 6 is encouraging, it would lend more confidence to our results if we separately validated the crucial approximation for local covariance that appears in our formulae. We calculated this term, given by κ
j at various locations j , and plotted the result as an image to be compared with an MC-derived result. For various parameter settings, the correspondence was agreeably close.
Discussion
In calculating SNR for a CHO observer in an SKE/BKE task, sample methods are quite time consuming. In this paper, we have demonstrated a much faster theoretical means for calculating SNR 2 (w CHO ) for a conventionally smoothed MAP reconstruction for a SPECT case of 2D circular-orbit parallel-collimation imaging. The theory is extendable to 3D geometries.
Our speedup is about a factor of 10 2 -10 4 relative to MC (sample) methods. In section 4 it was pointed out that for MC methods, one needs 2N samp (lesion-absent and lesion-present) MAP reconstructions. Each reconstruction takes about L iterations, and the computation time per iteration is close to that of two projections (i.e. one projection plus one backprojection). The remaining computation in evaluating (2) is small compared to the necessary 4LN samp projections. As mentioned earlier, N samp is 10-100 times N c . A plausible range for L is 5-20 for an efficient MAP algorithm and a reasonable range for N c is 3 to 8. Using high end values (L = 20, N c = 8, N samp = 100N c ), we get a computational complexity of 64 000 projections for MC; low end values (L = 5, N c = 3, N samp = 100N c ) yield 600 projections. Since our method takes only two projections, the speedup ratio is 300-32 000.
Note that in the case where SNR is evaluated repeatedly for different lesion locations or profiles (with all else fixed), then the two-projection effort need be done only once, with negligible extra computation per lesion instance. A similar situation is obtained if β or R is varied with all else fixed.
For space-variant 3D PET, an expression for SNR 2 (w CHO ) was developed by Bonetto et al (2000) . One difference between this and our approach lies in the approximation of F. In (Bonetto et al 2000) , methods developed in to approximate F result in an expression wherein the space-variant nature of the object-independent part of the system matrix is not approximated to be space invariant, and its full space variance is retained. The system matrix is approximated to be locally space invariant, and these approximations finally result in expressions that involve eigenvalue calculations ζ(n) at each location n. Another difference is our exploitation of channel template locality. As implemented in (Bonetto et al 2000) , the resulting calculation for SNR 2 (w CHO ) (if applied to SPECT) involves far more computation than our level III approximation (27).
Our SNR expression applies only to the SKE/BKE case and does not include the effects of object variability. Nevertheless, SKE/BKE studies find use in several ways. They may serve as preview studies before more elaborate numerical observer studies with object variability are performed. In some cases, it has been observed that rank-order results are preserved when going from SKE/BKE studies to ones with object variability. For example, in an SKE/BKE study that shows lesion detectability increasing with scatter correction and increasing further with blur compensation, this same result might hold if object variability is included. SKE/BKE studies may also find use as components in more elaborate numerical observers. For example in , Farncombe et al 2002 , it was found that SKE/BKE SNR, when averaged over signal location, correlated well with the area under an LROC curve obtained from human studies. So in this case, SKE/BKE was used as a preview for a detection task involving search.
Apart from not modelling object variability, (2) is itself a simplified version of a more sophisticated CHO observer, and we do not claim that (2) would accurately track human performance. In particular, we used square-profile bandpass channels that may yield worse correlation with human performance than other, more recent versions, and we neglected the important effects of internal noise models. Finally, we neglected model quantization noise (Burgess 1985) in our observer model. The CHO in our SKE/BKE task acts directly on reconstructed images comprising floating point values, whereas human observers act on images that are quantized before display. We leave the problem of extending our theoretical expressions to track more sophisticated versions of CHO observers to future work. lesion instance is negligible compared to the precalculation, given a typical N c , N. In the second context, the imaging system and prior are kept fixed, but the background and lesion are varied. In this case, steps (i)-(iii) of complexity ∼γ N 2 comprises the precalculation, and steps (iv)-(ix) of complexity ∼γ N 2 need be repeated for each new instance. Thus the load is equivalent to about one projection for the precalculation, and one projection for each instance. In the third context, one investigates the prior by varying β or R. In this case, steps (i), (ii), (iv), (v) of complexity ∼2γ N 2 comprise the precalculation (equivalent to about two projections) and steps (iii), (vi), (vii), (viii), (ix), of complexity ∼N 2 log N + N 2 c + 2N c (far less than a projection) must be repeated for each new instance. Finally, one could optimize the imaging system itself, by varying, for example, the collimator or geometry. In this case, all nine steps must be repeated for each new instance, and the complexity here is ∼2γ N 2 or about two projections per instance.
Compared with approximation level III, approximation levels I and II ( (21) and (24)) require far more intensive calculation. For level II, one must compute the reconstructionsf 1 andf 2 , which takes about ∼4γ KN 2 steps if there are K iterations in a MAP reconstruction. An analysis for level I shows that the complexity rises to N 2 c + 2γ (2K + 1) N 2 steps. This is due to the necessity of computing all elements of κ and in evaluating the n in (21).
