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vAbstract
The overarching scientific theme of the thesis regards energy transfer processes within
the field of chemistry and biology with technical applications such as e.g. solar
cells and photo catalysts. By developing existing methods and executing X-ray
experiments aimed at investigating structural and electronic dynamics in photoactive
molecules, the thesis aims to provide detailed understanding of such processes by
imaging how atoms move as energy flows through a complex chemical system.
First, a systematic review will be given of the data analysis process of femtosecond
Time-Resolved Wide Angle X-ray Scattering (TR-WAXS) solution data from modern
X-ray Free Electron Laser (XFEL) facilities. In combination with structural modelling
of complex dynamic photochemical systems, the experimental results allow for the
creation of "Molecular Movies" and direct probing of the real-time atomic movements
in such processes.
The first study presented in the thesis, focuses on developing a method to directly
probe the sub-picosecond ground and excited state structural dynamics on the potential
energy surfaces of photo excited PtPOP/AgPtPOP molecules. These are model systems
for a group of transition metal complexes of relevance to catalysis and light-harvesting
purposes. A successful comparison with high-level quantum simulations allowed
for an experimentally supported visualization of the structural dynamics.
The second study investigates the sub-picosecond structural changes in the solvation
shell following an aqueous I−→ I0 photoreaction. It represents a simple system for
studying solvent reorganization upon a solute charge change as a model system for
a variety of chemical and biological systems. Simultaneous measurements of the X-
ray absorption enabled direct coupling of the structural changes to changes in the
electronic configuration to support the theory of increased electron back donation to
I0 as a result of the structural changes in the solvent shell.
The final part of the thesis, introduces X-ray Cross Correlation Analysis (XCCA)
as an additional and powerful tool to analyze the scattering signals from XFEL
experiments. This method reveals additional information about the sample, as it
takes advantage of the angular intensity correlations in the full 2-dimensional detector
space, instead of reducing the data by azimuthal averaging. This approach revealed
additional structural information about the PtPOP sample and a hidden timescale
(∼ 50 ps) related to the rotational dephasing of the molecules.
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Resumé
Det overordnede videnskabelige tema i denne afhandling omhandler energioverførselsprocesser
inden for kemi og biologi med tekniske applikationer som f.eks. solceller og fotokatalysatorer.
Ved at udvikle eksisterende metoder og udføre røntgenforsøg med henblik på at
undersøge strukturel og elektronisk dynamik i fotoaktive molekyler, sigter afhandlingen
imod at give en detaljeret forståelse for sådanne processer ved at måle hvordan
atomer bevæger sig, når energi strømmer igennem et komplekst kemisk system.
Afhandlingen giver en systematisk gennemgang af datanalyseprocessen for femtosekund
Time-Resolved Wide-Angle Scattering (TR-WAXS) opløsningsdata fra moderne X-
ray Free Electron Laser (XFEL) faciliteter. I kombination med strukturelle modelleringer
af komplekse dynamiske fotokemiske systemer muliggør de eksperimentale resultater
skabelsen af "Molekylære Film" og direkte sondering af realtids atombevægelser i
sådanne processer.
Den første undersøgelse præsenteret i afhandlingen, fokuserer på at udvikle en
metode til direkte at undersøge sub-picosekund grund- og exciteret tilstandes strukturelle
dynamik på de potentielle energioverflader af foto exciteret PtPOP / AgPtPOP molekyler.
Disse er modelsystemer for en gruppe af overgangsmetalkomplekser af relevans for
katalyse og solenergi. En vellykket sammenligning med høj-niveau kvantesimuleringer
skabte en eksperimentelt understøttet visualisering af strukturdynamikken.
Den anden undersøgelse omhandler strukturændringer i opløsningsskallen omkring
opløste atomer efter en vandig I−→ I0 fotoreaktion. Det repræsenterer et simpelt
system til at studerer opløsningsreorganisation efter en ladningsændring af det opløste
materiale som et modelsystem til en række kemiske og biologiske systemer. Yderligere
målinger af røntgenabsorptionen muliggjorde direkte kobling af strukturændringerne
til ændringer i den elektroniske konfiguration for at understøtte teorien om en øget
elektron tilbagegivning til I0 som et resultat af strukturændringerne i opløsningsskallen.
Den sidste del af afhandlingen, introducerer X-ray Cross Correlation Analysis (XCCA)
som et ekstra og kraftfuldt værktøj til at analysere spredningssignalerne fra XFEL
eksperimenter. Dette værktøj afslører yderligere oplysninger om prøven, da den
udnytter vinkelfrekvenskorrelationerne i det fulde 2-dimensionelle detektorrum, i
stedet for at reducere dataene ved en azimutal-middelværdi. Denne fremgangsmåde
afslørede yderligere strukturelle oplysninger om PtPOP-prøven og en skjult tidsskala
(∼ 50 ps), der er relateret til molekylernes rotationsaffasning.
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1Chapter 1
Introduction
The field of photochemistry deals with studies of chemical reactions caused by absorption
of photons. These reaction paths are processes of transformations from one chemical
substance to another by accessing high-energy intermediates that are otherwise inaccessible
by thermal reactions. Photochemistry is of great importance in nature and can be
seen in e.g. photosynthesis, vision and the formation of vitamin D [1]. A detailed
understanding of these reactions is not only interesting to understand these chemical
reactions but the knowledge can be directly applied in e.g. the conversion of sun
light to energy in the solar cell industry. This industry shows a lot of potential
as a green energy source to replace fossil fuels especially if they can be designed
with a high efficiency at a lower cost. One of the main problems in the research
of photochemical reactions is to understand the intermediate steps that are hard to
probe due to their short lifetimes often at a sub-picosecond timescale. The dream is
to develop "molecular movies" of the structure and chemical properties during (→)
the photochemical reaction and not only to investigate the reactions before (A) and
after (B) the absorption of photons and making qualified guesses of what happens
in the during-steps (→):
A+ Photon→ B (1.1)
This thesis will focus on how to directly investigate time-resolved structural dynamics
and couple them to electronic properties to understand the during-steps (→) of the
reactions, by using advanced X-ray techniques to create "molecular movies".
The idea of producing moving pictures or movies to directly probe the dynamics
of physical processes has long been a fascinating field of research. The field of time-
resolved studies of structural dynamics have developed immensely during the last
150 years, and is widely believed to have started with a simple question about horses
in 1872: "will all four feet of a horse be off the ground at the same time while trotting
and during gallop?". Leland Stanford, the governor of California and later founder
of Stanford University, entered the debate of this popular question and decided to
have it proven scientifically by hiring Eadweard Muybridge. He planned a famous
experimental setup known as "Sallie Gardner at a Gallop"/"Horse in Motion" (Figure
1.1), published in e.g. Scientific American [2], at what is now the campus of Stanford
University. Muybridge placed 24 glass-plate cameras equally spaced along the edge
of the track and used thread across the track to trigger each of the cameras as the
horse passed. This created 24 snapshots of the running horse around 0.04 seconds
apart from which the question could be answered. The horse did indeed have all
four feet off ground at the same time while its legs were collected beneath its body
and not extended to the front and back as imagined by most artists at that time.
These images could then be copied to a circular disk and viewed in a machine by
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FIGURE 1.1: Left: Artist’s impression of Muybridge’s multi-camera
arrangement (Illustrated London News, 18 July 1931). Right: The
Horse in Motion, Eadweard Muybridge (1878).
rotating the disk to create a movie.
Nowadays the scientific community still ask similar questions about physical movements
that cannot be seen by the naked eyes, but instead of asking "will all four feet of
a horse be off ground at the same time?" a question might instead be "does the
Pt-Pt bond of the PtPOP molecule contract upon absorption of light?". To answer
such questions and create "molecular movies" much smaller dimensions have to be
investigated at an even faster time scale.
The speed of light of c = 108 m/s gives an unique possibility to measure ultrafast
photochemical reactions in a pump-probe scheme. Imagine an experiment with
a photochemical reaction started by a short pulse of light (pump) and measured
by another pulse of light (probe). The time delay of the second probe pulse can
then be varied simply by moving mirrors and changing the length of the travelling
path of the probe light pulse. This means that e.g. a change of one millimetre will
corresponds to a controlled time delay of 10−11 s which can be used to create images
divided by very small time intervals. This technique is called a pump-probe scheme
and was pioneered by Ahmed Zewail who was awarded the Nobel prize in 1999 [3].
It is in principle very similar to the "Horse in Motion" example with the breaking
of the threads (pump) to initiate cameras (probe) at certain time delays to create a
sequence of snapshots as in a movie.
The possibility of following a "movie" of molecular structural changes is possible
by using the ultrashort-pulsed nature of X-rays produced in modern synchrotrons
and Free-Electron Laser (XFEL) facilities as probe pulses and the ability of X-rays
to directly probe internal atomic structures by analyzing scattering images (Figure
1.2). A similar feature cannot be achieved by e.g. neutrons and electrons diffraction
is severely limited to gas phase experiments due to their too strong interaction with
matter [4, 5]. X-rays has the ability to probe solution experiments where most chemical
reactions take place. In this way, X-rays represent an unique tool which will be
further discussed in Chapter 2. Ironically, Stanford University is now home to LCLS
(not long from the horse track of "Horse in Motion" 150 years ago) which is one of
the most advanced XFEL facilities in the world.
During the last decades, remarkable improvements have been obtained in X-ray
sources for performing time-resolved solution experiments [6]. The construction of
third generation synchrotrons and XFELs has produced sources of extreme brilliance
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FIGURE 1.2: Setup for a typical time-resolved X-ray scattering
experiment on a liquid sample at LCLS. Every X-ray pulse yields a
scattering image at a predefined time delay after the excitation by the
laser pulse. Adapted from [7].
.
that have greatly expanded the capabilities of studies within structural chemistry
and materials science. The development is a continuous progress, a new XFEL
(European XFEL, Hamburg) have just opened up for experiments with a time-resolution
in the femtosecond regime and LCLS is currently being upgraded. Unfortunately,
the data analysis is not so straightforward due to several reasons. First, the X-
rays are not an element selective probe and all the changes in structure and shape
induced by the laser pump are recorded in the scattering pattern that have to be
simulated from specific atomic structures. Secondly, the tera-byte sized data of 2D
detector images has to be sorted, cleaned, normalized and analyzed before they can
be compared to multivariable simulations of the structural dynamics. Chapter 3 is
dedicated to introducing a systematic approach to deal with those challenges.
The focus of this thesis will be the analysis of XFEL experiments with a sub-picosecond
time resolution. The X-ray scattering signal from an XFEL solution experiment can
be divided into individual contributions from the solute, the solvent and the solvent-
solute interactions (cage). This thesis will mainly focus on the analysis of two XFEL
experiments; System I will be an example where focus is on the solute contribution
and the internal structural changes of the molecule; System II will be an example of
an experiment where the main focus will be on the cage contribution and solvation
effects.
System I (Chapter 4) consist of solutions of PtPOP/AgPtPOP/TlPtPOP (PtPOP =
Pt2(H2P2O5)4]4−) which belong to a class of very well studied transition-metal complexes
[8, 9, 10, 11] with the metal atoms connected by bridging ligands. These compounds
are generally characterized by large structural changes upon photo-excitation due to
photo-induced bond formation between the metal atoms. Many of these transition
metal complexes show great catalytic promises in e.g. hydrogen generation. They
also have important roles in solar energy conversion due to their capability of transferring
electrons and energy through the metal-to-ligand charge transfer (MLCT) states, but
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their ability to absorb light and efficiently transfer it is still far from optimal and
lacks a better understanding of the fundamental photochemistry [12, 13, 14, 15].
Therefore, the ground and photo-excited states of transition-metal complexes are
of great interest from a photochemical point of view with photo conversion of solar
energy being of particular interest. With the arrival of X-ray sources with pulse
lengths in the femtosecond regime, the structural dynamics of the photo excited
molecules can be measured, as they traverse the potential landscape of the electronic
excited states [16]. This chapter presents an additional method based on off-resonance
optical excitations of electrons to directly measure structural ground state "hole" dynamics
of PtPOP molecules (Paper II-III) which gives valuable information of the ground
state potential energy landscape. The change in the potential energy surfaces and the
structural dynamics by the asymmetric end-on coordination of silver in AgPtPOP
molecules will also be investigated.
Transition metal complexes based on earth-abundant iron, instead of rare-earth metals,
are of great interest in photocatalytic reaction due to the much cheaper cost of a large
scale production. However, one of the main problems is to control the lifetime of
the important metal-to-ligand charge transfer (MLCT) state. It typically has a much
shorter lifetime in iron complexes and limits the applicability for collection of solar
energy. It is therefore of great importance to optimize the lifetime of the MLCT
states by e.g. varying the solvent or the ligand groups. Additional experiments
at XFEL have investigated how the bulkiness of the ligand groups influence the
structural dynamics and MLCT state lifetimes of Iron-Carbene systems and Paper
IV focuses on the direct control of MLCT state relaxation pathways and lifetimes
in [Fe(bpy)(CN)4]2− by changing the solvent properties. The paper aims to measure
the electronic and geometric structure dynamics for iron-centered complexes as they
traverse potential landscapes that change dramatically as a function of the ligand
groups and the solvent environment. This will have a profound impact on our ability
to design photo-sensitizers based on iron.
System II (Chapter 5) consist of aqueous Iodine and the goal is to investigate the
I−→ I0 photoreaction in water (photo-induced detachment of an electron). The
solvation shell changes during such a reaction represents a simple model system of
solvent reorganizing upon a solute charge change in a chemical reaction. Further,
it is an excellent example of the possibilities of measuring solvent shell changes
in XFEL experiments. Simultaneous measurements of the X-ray absorption allow
for a direct comparison of structural dynamics and electronic changes following the
photoreaction and makes it possible to measure an increased electron back donation
to I0 as a result of the structural changes in the solvent shell. Solvation dynamics, the
process of solvent shell reorganization upon electronic structure changes in a solute,
is one of the most studied phenomena in chemical physics [17, 18, 19], due to its
importance in liquid phase chemistry and in biology, where the solvent shell has an
active role in assisting, hindering, or triggering chemical reactions.
Tools to study disordered systems with local structural order, such as molecules
or proteins in solution, remain limited. In conventional Small/Wide Angle X-ray
Scattering (SAXS/WAXS) experiments the scattering images are azimuthally averaged,
which reduces the information content available for a structural analysis. A general
problem within the structural analysis framework of scattering experiments from
molecules in solution is to deduce a large number of parameters (three-dimensional
structural model of the molecules and their interactions with the surrounding solvent
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molecules) just from a single azimuthally averaged one-dimensional scattering curve.
Moreover, the key structural parameters deduced from conventional analysis are
known to be strongly correlated [14]. One way to enhance the structural information
content is by aligning the molecules and using the anisotropic information from
the full angular space of the 2D detector images to better benchmark the structural
models. The method of angular intensity correlations in X-ray diffraction goes back
to a pioneering work of Kam [20]. He showed that correlated X-ray scattering from
randomly oriented particles could, in principle, reveal information about the internal
structure of individual particle not obtainable from azimuthally integrated scattering
measurements. This is of great interest in biology and chemistry to determine molecular
structures with a high precision.
The aim of Chapter 6 is to develop X-ray Cross-Corelation Analysis (XCCA) as a
tool in XFEL scattering studies to obtain additional structural information from a
sample, going beyond traditional analysis of the azimuthally averaged intensities,
where mainly average pair distribution functions can be accessed. The angular
integration effectively throws away information in the diffraction patterns that can
help solving structures of molecules in solution to an even higher resolution, reveal
otherwise hidden n-fold symmetries and potentially lead to a direct reconstruction
of the molecular structure, directly from correlation functions determined by XCCA
[21, 22]. The ultrabright femtosecond X-ray pulses from XFELs provide an opportunity
to measure scattering signals in short exposure time compared to rotational relaxation
times [21, 23, 24], meaning that the instantaneous positions and orientations of the
molecules can be measured. In this case, XCCA offers a method for investigations of
the anisotropic scattering from solution systems with a photo-aligned sub-population
of molecules, that can be applied to various kinds of molecules, proteins and particles.
While XCCA methods are normally working best in very dilute systems [25, 26] our
studies (Paper I) of the solvated PtPOP transition metal complexes demonstrates
that similar methods may let us significantly enhance the information content of
scattering images, even in denser systems, such as solvated molecules in case of a
predominant orientation of the molecules. The development of this technique is the
foundation for two recent beam time proposals at European XFEL (Proposal I) and
LCLS.
To summarize this section, there were four main goals; i) Describe how scattering
data from modern XFEL facilities can be analyzed to generate new knowledge of
photochemical reactions; ii) Investigate the structural dynamics on the ground and
excited state potential surfaces of transition metal complexes (PtPOP/AgPtPOP); iii)
Investigate the structural and electronic dynamics in the aqueous I−→ I0 photoreaction
as a simple model system of the solvation response to a solute charge change; iv) To
further advance the field of XFEL solution experiments by introducing and developing
the XCCA method.
1.1 Outline of the Thesis
Chapter 2 An Introduction to X-ray Scattering and Molecular Dynamics will provide the
necessary theoretical background in X-ray Science and Molecular Dynamics in order
to understand the experiments described in the thesis. The section will focus on X-
ray scattering and the Debye equation which provides a direct link between X-ray
scattering data from solution experiments and the molecular structural dynamics
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that can be estimated from quantum simulations.
Chapter 3 Data Reduction from X-ray Free-Electron Laser Facilities introduces X-ray
Free Electron Laser (XFEL) facilities and their ability to perform time-resolved high-
brilliance X-ray experiments with a femtosecond time-resolution. The chapter continues
to give an overview of the relevant steps in the acquisition, sorting, correction,
binning and azimuthal averaging of the terabyte-sized datasets of 2D scattering
patterns. The reduced 1D difference scattering curves can then be compared to
simulated curves from structural dynamic models.
Chapter 4 Potential Energy Landscapes in Transition Metal Complexes presents a method
based on high-level quantum simulations and femtosecond Time-Resolved X-ray
Scattering to directly measure the structural ground and photo-excited state dynamics
on the potential energy surfaces of aqueous PtPOP/AgPtPOP transition metal complexes.
Ground and photo-excited states of transition metal complexes are of interest in
studies of e.g. photo conversion of solar energy.
Chapter 5 The Solvation Response to a Photo-Induced Solute Charge Change describes
the analysis of the Time-Resolved X-ray Scattering/Absorption data following the
aqueous I−→ I0 photoreaction and a direct comparison of the experimental results
to classical MD simulations. The solvation shell changes represents a simple case
of solvent reorganizing upon a solute charge change in a chemical reaction and
can be used as a model system for a variety of chemical and biological systems.
The structural dynamics deduced from the scattering data was complemented by
electronic charge information from the absorption data, to verify an increased electron
back donation to I0 as a result of the structural changes of the solvent shell.
Chapter 6 Revealing Structural Information with Cross Correlation Analysis shows how
X-ray Cross Correlation Analysis (XCCA) can be directly used on X-ray scattering
data obtained at X-ray Free Electron Laser (XFEL) facilities. This method was used
on the data from the PtPOP experiment to reveal additional structural information
and time constants related to the rotational dephasing of the molecules. The chapter
seeks to establish this powerful tool in the field of XFEL solution experiments in
order to use the full angular space of the 2D detectors instead of azimuthal averaging.
Chapter 7 Conclusions shortly draws main conclusions from the thesis and provides
a brief outlook of the field.
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An Introduction to X-ray Scattering
and Molecular Dynamics
This chapter provides a description of the X-ray scattering theory necessary to understand
and interpret the results acquired in a Time-Resolved X-ray Scattering (TRXS) experiment.
Particular focus will be on the Debye equation, its importance for experiments with
scattering from dissolved species and how it can be directly linked to measuring
molecular structure dynamics.
2.1 Introduction
X-rays are electromagnetic waves with a wavelength of the order of one Ångstrøm
(Å= 10−10 m), that are scattered by electrons. Especially important for the X-ray
scattering experiments are X-ray beams with high intensity and collimation, which
can be produced at synchrotron radiation facilities or X-ray Free Electron Laser (XFEL)
facilities. Since the wavelength is close to interatomic distances, X-rays can be used
to investigate the structure of crystals or molecules. This can be done by analyzing
the diffraction pattern, which is a result of destructive and constructive interference
of the scattered waves.
The periodicity of a crystal gives rise to constructive interference of all scattered
waves in specific directions, which are called Bragg reflections and are given by
Bragg’s law and the orientation of the crystal planes. It turns out, that the measured
sample does not have to be a crystal to see sharp characteristic diffractions, as long as
there are some characteristic distances in the sample. If there is no special direction
in the sample, e.g. it is dissolved or in a gas phase, the Bragg peaks will be broadened
to rings. This will be shown in the Debye Equation, which predicts the scattering
pattern from disordered samples as a function of all the interatomic distances. The
analysis of these scattering rings makes it possible to get snapshots of molecular
structures which can be directly compared to structural calculations and simulations.
Equation (2.1-8) in this chapter are taken from [27].
2.2 Coherent X-ray Scattering
2.2.1 Scattering from an Electron
As known from optics, a simple description of an X-ray beam is as a linearly polarized
electromagnetic plane wave. This can be represented by a wave vector along the
direction of propagation nˆ, with a length dependent on the wavelength λ of the
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X-rays:
k = nˆ · 2pi
λ
(2.1)
A scattering event of a photon on an electron can happen in two different ways; an
elastic or an inelastic process. In this section, we will consider the coherent elastic
process called Thomson scattering where the photon is scattered without change of
phase or kinetic energy. It is the main process by which structural investigations can
be made due to interference between coherent scattered waves (Incoherent scattering
is covered in Section 2.3). The classical description of an scattering event is that an
electron in the electric field of a propagating X-ray beam will be forced to vibrate in
the field and thus acts as a radiation source of a new propagating spherical electric
field with the same phase (and thus frequency) as the incident radiation field. The
scattering from an ensemble of electron can then be visualized as expanding spherical
waves from all the electrons in the pathway of the X-rays, oscillating in phase with
the electrons they are scattered from. These waves will interfere constructively and
destructively with each other on their way to a detector and thus carry information
about the spatial distribution density of the electrons in the sample.
In Thomson scattering the modulus squared of the radiated electric field |Erad|2 at
a distance R from a single electron source, and at an angle Θ with respect to the
direction of propagation of the incident beam is related to the incident radiation
field E0 by:
|Erad|2 = r
2
0
R2
|E0|2P (Θ) (2.2)
Where the squared Thomson scattering length r20 defines the scattering strength from
a single electron (defininf the proportion of electrons getting scattered) and P (Θ) is
a polarization factor which can be derived from the dot product of the polarization
of the electric fields of the incoming and radiated beams respectively. The equation
can be derived from Maxwells equation and the detailts can be found in standard
X-ray scattering textbooks [27].
For e.g. horizontally polarized light at a fixed distance R, it can be shown that
the scattered intensity from a single electron is angle-dependent and given by the
product of a polarization factor P (Θ) and the squared Thomson scattering length r20.
The polarization factor is 1 for scattering in the vertical plane perpendicular to the
polarization, and equal to cos2(Θ) for scattering in the horizontal plane where Θ is
the scattering angle. The polarization is compensated for in the data reduction as
discussed in Chapter 3.
2.2.2 Scattering from an Atom
Let us start by considering the scattering by a monochromatic X-ray beam (with
a wave vector k) from just two electrons separated by a distance r. The far-field
assumption is used where it is assumed that the detector is sufficiently far away
for the scattered waves to be regarded as plane waves. As the two electrons are
separated in space, the incident X-ray beam hits the two electrons with a phase
difference of φin = k · r. On the other hand, the scattered X-rays (k′) from the
electrons will have a phase difference of φout = k′ · r when they hit the detector. The
two phase differences will be in the opposite directions as illustrated in figure 2.1,
and thus the total resulting phase difference is φ = (k− k′) · r = Q · r. This defines
the Q-vector. The electrons in an atom can be approximated as a cloud of charge
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FIGURE 2.1: Illustration of the measured coherent X-ray scattering
from two separated electrons, as discussed in Section 2.2.2.
surrounding the centre with a radius-dependent density ρ(r). For this reason, the
scattering amplitude from an atom can be calculated by weighting with the phase
differences compared to waves scattered from the origin of the atom, as:
f(Q) =
∫
ρ(r)eiQ·rdr (2.3)
This is called the atomic form factor and the total scattering intensity is given by
r20|f(Q)|2, where r0 is the Thomson scattering length of a single free electron as
discussed in the previous section. For elastic scattering where the length of the wave
vector is conserved, it can be shown directly from the definition that:
|Q| = 4pi
λ
sin(θ) (2.4)
Where 2θ is the scattering angle.
2.2.3 The Debye Equation - The Orientational Average
From the previous section, the scattering from a single atom is known. By following
the same procedure, an equation for the scattering intensity from a collection of N
atoms (denoted n = 1, 2, 3,...N ) in a molecule can be derived by simply keeping
track of the phase differences and the atomic form factors:
I(Q) = r20
∣∣∣∣∣
N∑
n=1
fn(Q)e
iQ·rn
∣∣∣∣∣
2
(2.5)
By the same procedure the scattering from a ensemble of molecules can be calculated
by keeping track of the individual orientations of the molecules in the ensemble. In
the special case where the molecules e.g. are in a gas phase or dissolved in a liquid
where there are no preferred orientations and each molecule behave as individual
scattering objects (separated by longer distance than the X-ray coherence length),
then an orientational average can be made. This greatly simplifies the calculations
of the scattering from many molecules, and was first derived in 1915 by Debye [28].
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He found that:
〈I(Q)〉orient.av.
r20
= 〈
∣∣∣∣∣∑
n
fne
iQ·rn
∣∣∣∣∣
2
〉orient.av. =
∑
n
|fn|2 +
∑
n 6=m
fnfm
sin(Qrnm)
Qrnm
(2.6)
Where Q is the length of the scattering vector and rnm denotes the distance between
atom n and m. This is a very central equation in this thesis as it provides a direct
link between the scattering images from an X-ray experiment and the molecular
structures of the individual molecules in a solution. Some space will thus be used to
discuss it in this section.
Molecular Structure
By looking at the Debye equation, two terms can be clearly identified. The first term
is solely dependent on the atomic composition of the sample through the atomic
form factors. The second term is dependent on the molecular structure through
the interatomic couplings and the distance dependent sin(Qrnm)Qrnm term. This structural
term will appear as a sum of oscillating modulations around the "equilibrium curve",
given by the first composition dependent term in equation (2.6), and the modulations
will decrease with larger scattering angles. If no recombination or dissociation is
induced in the experiment the atomic composition does not change, and structural
changes will appear only as a shift of these oscillations.
The Debye equation gives a simple way of accurately calculating the scattering pattern
from many different systems, only using their distribution of interatomic distances
and the atomic form factors. This greatly simplifies the interpretation of obtained
scattering data. As many systems can be dissolved in water or other solvents, which
allows for using the orientational averaging, it opens up for the study of a wealth
of processes in disordered environments with high chemical, physical, biological
and industrial relevance. The capability of calculating X-ray scattering profiles from
interatomic distances is what provides the key to the determination of molecular or
particle structures. However, the orientational averaging comes at a price compared
to ordered crystals as the sharp Bragg peaks characteristic of a ordered crystal lattice
are lost. They become broadened to rings, and this loss of order implies that the
observed scattering signals in a liquid state experiment only provides information
about the orientational averaged changes in the sample. Another problem is the
often small solute-to-solvent ratio and contributions from the solvent and its interaction
with the solute, which often complicates the analysis. In addition, the Debye equation
does not distinguish between bonded and non-bonded atoms due to the assumption
that only the scattering contribution from core-electrons are considered and not the
valence bonded electrons.
Small and Large-Angle Limits
Another important feature of the coherent scattering intensity can be seen directly
from equation (2.3) and (2.6). For the large-angle limit (Q→∞) you have a random
phase situation in the integral in equation (2.3), which means it averages to zero,
thus all the atomic form factors are zero. In the small-angle limit (Q = 0) all the
phases in equation (2.3) are instead zero, why the atomic form factors just gives the
number of electrons Z in the atoms. By looking at equation (2.5) in the (Q = 0) limit
and using that the atomic form factors are given byZ, it can be seen that the intensity
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of the elastically scattered X-rays goes towards a value of Z2tot, where Ztot is the total
number of electrons in the system. These two results can be summarized, as:
Icoh(Q)→ Z2tot for Q→ 0 and Icoh(Q)→ 0 for Q→∞ (2.7)
In the small-angle region, recombination or dissociative reactions thus significantly
affect the scattering intensity.
Liquid Scattering
In an ordered crystal, atoms sit on a regular array called a lattice meaning that the
location of all the atoms relative to the origo atom can be located exactly (neglecting
lattice vibrations). In non-crystalline materials, such as liquids, it is not the case as
there is a degree of randomness in the positions. Any structural order, can only be
described in a statistical sense that can be done with the introduction of the radial
distribution function g(r). It is constructed by first choosing one atom at the origin
and then finding the average numbers of atoms in a shell of radius r and thickness dr
around this atom. For crystals this function will have very sharp peaks. For a liquid
it will also have peaks, although broadened and less sharp. This arises from the fact
that mobile atoms or molecules cannot occupy the same volume in space, basically
as a consequence of quantum mechanics. This means, that even in liquids there are
some characteristics lengths. As we fulfil the condition of orientational averaging,
the Debye equation can be calculated directly from the radial distribution function.
These distribution functions can be measured or calculated to predict the liquid
scattering [27, 29]. As will be illustrated in Chapter 4 and Chapter 5 it is also possible
to simulate solvation (cage) effects in a solution of molecules through simulations
and calculations of the radial distribution function g(r).
2.3 Incoherent X-ray Scattering
The scattering from an electron can also be inelastic, the so-called Compton scattering,
in which the scattering can be treated like a relativistic collision between the photon
and the electron. The incoming photon collides with a stationary electron, transferring
energy, and leaves at an angle to the incoming path with less momentum. The most
important difference from the Thomson scattering is that it is incoherent, meaning
no interference between the photons scattered from different parts of the sample. It
can be shown that the incoherent scattering from an atom with atomic number Z,
follows [27]:
IIncoh(Q)→ 0 for Q→ 0 and IIncoh(Q)→ Z for Q→∞ (2.8)
The incoherent scattering is not dependent on structural changes in the sample but
only on the atomic composition. The structural analytical consequence of this is
that the scattering signal at lower scattering angles mainly provides information on
the structure through the coherent scattering, while the high angle scattering part
of the signal mainly provides information on the atomic composition of the sample.
As the coherent scattering signal is trending towards zero at large scattering angles
(Section 2.2.3), this high-Q part of the signal can be used for normalization of the
obtained data as the atomic composition is typically not changing during these kinds
of experiments. This normalization procedure will later be used, for analyzing the
obtained experimental data.
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2.4 Molecular Dynamics
X-ray scattering experiments at X-ray Free Electron Laser (XFEL) facilities gives the
possibility to measure photo-excited structural changes with a femtosecond time-
resolution as discussed in Chapter 3. The time-resolved scattering signal is directly
related to the structure of the molecules through the Debye equation, as discussed
in Section 2.2.3:
I(Q) ∝
∑
n
|fn|2 +
∑
n6=m
fnfm
sin(Qrnm)
Qrnm
(2.9)
To analyze the obtained scattering signals from an XFEL experiment, quantum mechanical
calculations of the molecular structures are often needed to compare to the experimental
data to identify time-dependent structural behavior. Simulating such scattering
signals is an essential part of this thesis. This section tries to introduce the underlying
Density-Functional Theory (DFT) calculation methods needed to predict molecular
structures.
A simple way of simulating time-dependent trajectories of the atoms in a system is
to make a MD (Molecular Dynamics) simulation [30]. It is simply done by defining
time steps and calculating the force on all the atoms for every time step from which
their change in velocity can be calculated through Newton’s equation of motion.
The forces between the particles and their potential energies are normally calculated
using interatomic potentials or molecular mechanics force fields.
2.4.1 DFT Calculation Methods
GPAW has been used for the simulations performed in this thesis. GPAW [31, 32] is
a DFT Python code based on the projector-augmented wave (PAW) method [33] and
the atomic simulation environment (ASE) [34, 35, 36].
GPAW calculates the electronic structure of systems using a soft valence pseudo-
wave function-description while keeping the rapidly varying features of electrons
in the core (augmentation) region. In the FD mode the pseudo-wave functions are
evaluated directly, by discretizing the Kohn-Sham equations [33] and solving them
numerically using the Finite Difference (FD) method [37, 38]. FD is a numerical
method where differential equations are solved by approximating them with difference
equations (discretization) which also makes the calculations parallelizable. Due to
the smoothness of the pseudo-wave function outside the core region the uniform,
real-space grids can be surprisingly coarse. The all-electron core states within the
core region are described on a much finer, radial grid and are evaluated independently
of the neighbouring environment, which means they can be calculated before the
actual DFT calculations and saved in a GPAW setup. The two regions are smoothly
connected by a PAW transformation [39, 40].
GPAW also has a calculation method called LCAO (Linear Combination of Atomic
Orbitals) [33], which speeds up calculation although the accuracy is limited by the
chosen basis. In the LCAO mode, a basis set of atomic orbital-like functions is used
rather than grid-based wave functions. The grid-based methods are however still
used for the density and the potential. A minimal basis set consists of one atomic
orbital-like function for each valence state of the atom. Radial functions can be
added to improve the basis set and the basis set is called single-zeta (sz), double-
zeta (dz) etc., depending on the number of such radial functions per valence state.
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Often a basis function corresponding to the lowest unoccupied angular momentum
quantum number is added. This is called a polarization function and change the
basis set name to e.g. szp and dzp.
The main idea of DFT is that the Hamiltonian is a function of the number of electrons
and the potential created by the nuclei in the system, all of which is included in the
electron density ρ(r). The energy of the system can then be described as a functional
[33]:
E[ρ(r)] =
∫
p(r)
∂E[p(r)]
∂p(r)
dr (2.10)
Reducing the complexity as a wave function for N electrons contains 4N variables
(three dimensions and spin) whereas the electron density only depends on r. It
has further been proven that the total energy is an unique functional of the electron
density and that the variational principle also applies for the energy functionals.
This means that if the exact functional is known the complexity of obtaining the
energy is greatly reduced [41].
The exact functional (E[ρ(r)]) is however not known. Basis sets as e.g. Hartree-Fock
are used in the DFT method so the Kohn-Sham orbitals are represented by linear
combinations of atomic orbitals [33]. The total DFT energy of a non-interacting
system is given as the sum of the kinetic (calculated by solving the one-electron
Schrödinger equation) and potential energies:
Enonint[ρ(r)] = Tnonint[ρ(r)] +
∫
ρ(r)Vext(r)dr (2.11)
To include interactions in the system, the coulomb repulsion and the exchange-
correlation term is included in the functional. The BLYP exchange-correlation functional
[42] used in this work is partly fitted to experimental molecular data. It is within
the Generalized Gradient Approximation (GCA) group where the exchange and
correlation energies depend on the electron density and derivatives of it [33].
2.4.2 Comparison with Experimental Results
Unfortunately the calculated structures are not always precise and can normally
only be used as a first approximation to the real molecular structures. The calculated
structure can then often be optimized by directly comparing the simulated scattering
pattern to the experimental results, for different variations of the atomic positions in
the simulation. This is essentially a 3N multivariable optimization problem (N is
the number of atoms in the structure). Often it is faster and easier to simplify the
problem by looking at key variables in the system. As an example we can take the
PtPOP molecule discussed in Chapter 4 where the symmetric Pt-Pt bond length is
considered the most essential variable, reducing the problem to just one variable in
the simplest case. The idea is then to create a set of simulated scattering signals for
different Pt-Pt bond lengths and find the best match to the experimental scattering
patterns. These best-fit values can further be optimized and compared to to the
time-resolved X-ray scattering experiments at different time delays to e.g. identify
dynamics and time-dependent oscillations in this bond length.
The set of simulated scattering signals are easily calculated through the Debye equation
when the position of all the atoms are known using equation (2.9). There are two
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simple ways of estimating such signals: The first one is to take the DFT relaxed
structure and varying the bond lengths by hand without relaxing the structure afterwards.
The second method is to fix the bond lengths at different values and relax all the
other atoms in the structure. None of these methods are completely correct as the
structures are expected to be in between a non-relaxed and fully relaxed configuration
during a fast vibration with a period on e.g. a femtosecond timescale.
2.5 Time-Resolved X-ray Scattering
In Chapter 3 it will be described how the generation of pulsed X-rays at an XFEL
facility, naturally brings the possibility of doing time-resolved experiments in the
same sense as an optical pump and probe experiment. In the experiments in this
work, the pulsed X-rays were used as the probe and the pump was a laser pulse.
Therefore the precise control of the timing of the laser pulses, gives us the possibility
of varying the time difference between the pump and probe, giving us the time
resolution as a sequence of snapshots (as in a movie).
These types of scattering experiments are denoted Time-Resolved Wide-Angle X-
ray Scattering (TR-WAXS). As the probe gives us structural information about the
system, it can be used to make structural movies of e.g. molecular dynamics during
a photochemical reaction. These experiments, however, mainly gives result if the
desired structural change can be induced by short laser pulses (E-fields) and reliably
detected at the experimental setup. In e.g. a solution experiment the laser induced
changes must normally be traceable in the azimuthally averaged scattering patterns
as discussed in Section 2.2.3 (exceptions are discussed in Chapter 6).
X-ray scattering is a technique, where the measured signal arises from all the atoms
within the X-ray beam path. As seen earlier in this chapter, the Debye equation used
on a assembly of randomly oriented molecules, will give a very long expression
summing terms for every interatomic distance. For a liquid-sheet solution experiment,
these interatomic distances can be sorted into three distinct categories of contributions
arising from interactions within the solute, within the bulk solvent, and the solute-
solvent cross interactions (the solvent cage). The solute-solute cross interactions are
neglected by assuming their distances are longer than the X-ray coherence length
(dilute limit), giving:
S(Q)solution = S(Q)solute + S(Q)solvent + S(Q)cage (2.12)
If the solute structure, solvent cage and radial distribution function of the solvent
are known, the total scattering intensity can be calculated as the linear combination
of these three terms and directly be compared to the experimental data.
Often there is only one solute molecule for every thousands of solvent molecule
making it necessary to reduce temporal noise in the experiments. In order to ensure
general homogeneity of recording conditions, laser-on (SLaserOn - where the sample
have been irradiated by a laser pulse) and laser-off images (SLaserOff - without
laser) are collected in an alternating fashion. This ensures that any long-term effects
(on a time scale longer than the time difference between the recorded SLaserOn and
SLaserOff signals) will be included in both images such as e.g. beam divergence,
equipment drift, fluctuations in the liquid sample and slow variations in the XFEL X-
ray intensity. These effects can then be removed by subtracting the scattering signal
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of the non-excited sample from the scattering signal of the laser-excited sample,
obtained only a short time before:
∆S(Q)solution = S(Q)LaserOn − S(Q)LaserOff (2.13)
Any structural changes in the probed volume will then cause a change in the difference
scattering pattern. From an analytical point of view, the difference scattering signal
can be decomposed into the three terms mentioned in equation (2.12):
∆S(Q)solution = ∆S(Q)solute + ∆S(Q)solvent + ∆S(Q)cage (2.14)
The outline of the data analysis is to calculate difference scattering signals as linear
combinations of the three terms arising from hypothesized structural changes within
the solute, the bulk solvent and the solvent cage and compare to the obtained data.
Here the main interest is typically (but not always) the term addressing the difference
signal of the solute, which gives information of the molecular dynamics during e.g.
a photochemical reaction.
The change in the solvent scattering signal arises from changes in the three hydrodynamic
parameters which are density (ρ), temperature (T ) and pressure (P ). As demonstrated
in the work by Cammarata [44], only two of these parameters are necessary in order
to describe the solvent difference signal in the linear regime (small temperature
increase/low laser power). This can e.g. be written up as:
∆S(Q)solvent = ∆T
∂S
∂T
∣∣∣∣
ρ
+ ∆ρ
∂S
∂ρ
∣∣∣∣
T
(2.15)
The two components can be estimated from Molecular Dynamics (MD) simulations
or measured in separate experiments. The later often shows the best performance
as discussed in the work of Kjær et al. [43] and Cammarata et al. [44]. In a pump-
probe experiment the absorption of the laser pulse results in a fast release of energy
and a rise in solvent temperature, followed by a slower decrease in solvent density
(thermal expansion). It can be shown that the thermal expansion for a solvent heated
by a Gaussian laser pulse, sets in at times of around t = L/v [45], where L is the
radius of the laser spot and v the speed of sound in the solvent which is typically on a
nanosecond timescale. For XFEL experiments on the femto- to picosecond timescale
the thermal expansion term can normally be neglected:
∆S(Q)solvent ≈ ∆T ∂S
∂T
∣∣∣∣
ρ
(2.16)
Regarding the cage signal, MD-based fitting of changes in the solute and solvent
cage (rearrangements of atoms near the surface) can be done. In e.g. Chapter 5 the
cage term was calculated in a classical MD framework and in Chapter 4 with a DFT
description of the solute and a classical force field description of the solvent.
2.6 Summary
This chapter started out by calculating the coherent scattering signal from two electrons
and generalized the procedure to calculating the signal from single atoms, the atomic
form factor, by assuming a localized distribution of electrons around the core. This
was further generalized to an assembly of atoms. In the specific case of randomly
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orientated molecules the scattering signal can be calculated by a simple equation
called the Debye equation, by using all the interatomic distances in the system. As
many systems can be dissolved in a liquid, with random orientations, it provides a
simple approach towards the analysis of structural changes. However, it only gives
information about the orientational averaged structural changes in the sample.
Lastly, it was discussed how the difference scattering signal from a Time-Resolved
Wide-Angle X-ray Scattering (TR-WAXS) experiment of solution state systems, can
be split up into contributions arising from interactions within the solute, within
the bulk solvent, and the solute-solvent cross interactions (the solvent cage). These
scattering results at different time delays can be directly compared to simulations to
give direct information of structural dynamics during e.g. a photochemical reaction.
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Chapter 3
Data Reduction from X-ray
Free-Electron Laser Facilities
This chapter will introduce the concept behind X-ray Free Electron Laser (XFEL)
facilities and the possibility of performing time-resolved femtosecond scattering experiments
with a high brilliance and coherence. It continues to give an overview of the relevant
steps in the acquisition, sorting, correction and binning of the terabyte-sized datasets
of 2D scattering patterns. It it not meant as a complete description of all the steps
involved but more as a general guideline to understand the experiments. These
reduced data sets can then be compared to structural models in a multivariable
framework. All examples in this chapter are from the XPP beamline at the LCLS
facility, but can be generalized to similar data at other XFELs. The importance of the
S0 and S2 separation are discussed in greater detail in Paper III.
3.1 Free-Electron Lasers - A Revolution in X-ray Science
The progress in our theoretical understanding and ability to exploit X-rays scientifically
have been steady since the discovery of X-rays in 1895 by Wilhelm Röntgen. The
main limitation has been the source, but in the 1970s, it was discovered that radiation
emitted from charged particles in storage rings designed for high energy nuclear
physics could be used as a much better source of X-rays. This culminated with so-
called third-generation synchrotron sources with a brilliance of around 1012 better
than early lab-based sources. Today the progress shows no sign of slowing down
with the opening of X-ray Free Electron Laser (XFEL) facilities during the last 10
years, which creates a world of new possibilities for X-ray science.
The peak brilliance of these facilities is several orders of magnitude higher than
the typical brilliance of undulator radiation from a third-generation synchrotron.
More importantly for the experiments presented in this thesis, the X-rays are pulsed
with a typical pulse length on the tens to hundreds of femtoseconds [6], allowing
for much better time-resolution than possible at synchrotrons with typically pulses
of hundreds of picoseconds. However, these few facilities are much more expensive
and harder to get access to than third-generation synchrotrons, as only few experiments
can be performed at the same time. Further, the datasets are often on the tens of
terabyte level which complicates the data handling.
In a traditional undulator in a synchrotron, the electron bunches in the storage ring
are forced to oscillate in such a way, that the radiation from one oscillation is in
phase with that from subsequent ones. However the radiation from the individual
electrons in a single bunch is still incoherent, because the scattering from the randomly
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FIGURE 3.1: Schematic representation of an undulator, at the core of
a X-ray Free-Electron Laser. From [46].
distributed electrons in a bunch interfers constructively and destructively in time.
In an X-ray Free-Electron Laser, a beam of electron bunches is created and accelerated
linearly to almost the speed of light. The beam then passes through a long undulator
as illustrated in figure 3.1, where the radiation field increases from zero to its full
value at the end. As the radiation field increases as the electrons move along the
undulator, the electrons begin to respond to the force from the other electrons in the
bunch. The interaction with the radiation is modulated with the wavelength of the
X-rays; creating micro bunches where the electrons are spatially confined within a
distance shorter than the emitted wavelength (can be considered point like). For this
reason the radiation emitted from the micro bunches are in phase, and the fields add
together coherently. Due to the large amount of electrons in the micro bunches, the
radiation reaches a saturated power of several orders of magnitude higher than that
of undulator radiation in synchrotrons with a much shorter wavelength.
This mechanism requires that the radiation field is strong enough to produce the
micro bunches, which is only possible for a high electron density. In synchrotrons,
the electron density is not sufficiently high, but it can be obtained in linear accelerators
which is why X-ray Free-Electron Lasers are linear.
With recently developed electron guns and LINAC bunch compression devices, a
bunch length of tens of micrometers can be obtained corresponding to tens of femtoseconds
X-ray pulses. However, due to the inherent stochastic nature of FELs the energy and
intensity of each pulse vary, which is a complication that will be addressed in this
chapter.
The Linac Coherent Light Source (LCLS, California, USA) was the world’s first operational
hard X-ray Free-Electron Laser, which lased for the first time in 2009 and another one
named SACLA (Hyogo Prefecture, Japan) lased for the first time in 2011. Further,
a new European X-ray Free Electron Laser (XFEL, Hamburg, Germany) has just
started user operation in 2017, and LCLS is currently being upgraded and more
XFELs are being built around the world to meet the scientific demands. This will
allow for even better XFEL experiments in the future and much higher requirements
to the data handling.
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FIGURE 3.2: Setup for a typical time-resolved X-ray scattering
experiment on a liquid sample at LCLS. Every X-ray pulse yields a
scattering image at a predefined time delay after the excitation by the
laser pulse. From [47].
.
3.2 A Typical Experimental Setup for Time-Resolved X-ray
Scattering
As discussed in Chapter 2.5 the experiments are performed in a pump-probe setup
(figure 3.2), where the solution is being circulated in a liquid jet system. The idea is
to have a sufficient flow of solution to renew the measured volume between each
pump-probe event. The renewal is necessary since the energy deposition in the
sample will inflict damage in the system.
A fraction of the molecules are pumped to their excited state with an optical pulse
at a time t0, prior to probing the sample with a short X-ray pulse at a later time t∗.
Such a pump-probe event yields a single 2D scattering image in the stack at a time
delay of t = t∗ − t0. At short intervals (e.g. every 10 shots of t∗ > t0) the sample
will be probed once with the pump-laser turned off to later construct the scattering
difference signals. At regular intervals (e.g. every 500 shots) both the laser pulse
and X-ray pulse are switched off to measure the background noise in so-called dark
images.
The time-resolved scattering signal in these types of experiments is normally weak,
so it is crucial for the detector to have a large angular acceptance over which the
signal can be radially integrated to increase statistics. Further, it is important to
measure over a large Q-range to better compare the obtained data with models. Big
2D detectors with small pixel sizes can achieve this. In principle, time-resolved X-
ray scattering experiments could be achieved by fast detectors that could record
the time-dependency of the signal directly, without using isolated X-ray pulses.
However, big 2D detectors are not available faster than on a microsecond timescale,
which is not sufficient for these experiments. Instead, the Pump-Probe technique
discussed in this section has been used. Here the detector can simply integrate over
many pulses, without any temporal information, always looking at the system state
at a definite time-delay after the laser pulse event. For this to work, it is crucial that
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each X-ray pulse probe an excited sample as the detector itself cannot distinguish
them.
Considerable pulse-to-pulse variations and drifting in experimental parameters are
expected due to the stochastic nature of the SASE process in the XFEL sources [48].
Therefore, the relevant experimental parameter has to be saved on a shot-to-shot
basis, some of which are:
Parameter Format Description
Status Boolean Used to classify the shot into On (11), Off (10)
and Dark Images (00).
X-ray Intensity Numerical Monitored at several diodes along the X-ray
beam path.
X-ray Energy Numerical Calculated from the energy of the electron
beam.
Timing Tool Numerical The actual time-delay of the X-ray pulse
measured by a timing-tool.
Detector Image Array Monitored by e.g. a 2.3M pixel CSPAD
detector.
etc.
The experimental values are saved from each shot in a HDF5 format. Usually the
preset time delays are moved in discrete steps with thousands of images at each
step producing the large terabyte-sized data sets.
3.3 Data Reduction - How to Handle the Data?
This section gives an overview of the necessary steps in a data reduction process of
raw 2D scattering images from an XFEL experiment. First, the images are cleaned,
corrected and scaled before they are azimuthally averaged and outliers are removed.
The overall process is illustrated in figure 3.3.
3.3.1 Sorting, Masking and Dark Image Substraction
In these kinds of measurements, it is crucial to use a robust method for rejecting
outlier images due to various effects such as unstable jet conditions, formed precipitates,
rapid fluctuations in air background or variations in the pump/probe pulses. The
goal of the outlier rejection is to identify ideal experimental conditions for which
the experimental results are stable. The experimental conditions are measured on
a shot-to-shot basis from the X-ray diagnostics (intensity, energy, pulse duration
etc.) and timing tool at the beamline. The shots can then be sorted into "good"
images by defining cutoffs for important parameters to ensure stable experimental
conditions and to e.g. ensure that the X-ray intensity from the beam diagnostics are
proportional to the total detector intensity.
Several dark images (without laser and X-rays) can be averaged (IDark) and subtracted
from the raw images (IRaw) in order to compensate for the detector background. The
next step is to identify and mask out unwanted pixels in the analysis by constructing
an image of binary values (M) where zero represents the pixels to be excluded.
This can e.g. be pixels at the beam center, along the edge of the detector tiles,
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FIGURE 3.3: Schematic illustration of the 2-dimensional data
reduction process in an XFEL scattering experiment. First, the
background is subtracted and corrections are made for non-linear
intensity and energy correlations. Then contributions from e.g. X-
ray polarization and solid angle effects are removed. Finally, the
difference signals can be constructed from the corrected images and
time binned. The data can then be reduced to an isotropic (S0) and an
anisotropic (S2) part. Figure modified from [47].
.
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shadowed due to the experimental setup or simply broken pixels. These steps can
be summarized as:
IMask,Dark = M× (IRaw − IDark) (3.1)
3.3.2 Non-Linear SVD Corrections
Due to the SASE nature of the source, the experimental parameters such as X-ray
energy and intensity fluctuates on a shot-to-shot basis. The signal strength is proportional
to the intensity of the X-rays and the energy of the individual X-ray pulse will
influence the translation from the pixels position on the detector to the scattering
vectorQ. Typically, these effects are of the same order of magnitude as the difference
scattering signals. The goal of this section is to establish a method to identify components
in the images that correlates with the fluctuations in the X-ray source so they can be
corrected for and be removed in the data reduction. The procedure is based on a
smaller r-rank SVD analysis on all the off-images (total number of h), represented
in a matrix A with a stack of h row vectors consisting of all l pixel values in the
individual off-images. The off-images are chosen in the analysis to ensure that
no signal is removed arising from the photo induced dynamics in the sample. A
low rank SVD analysis (typically a r=6 rank) is applied partly because it is able
to describe all necessary components and partly due to the enormous size of the
matrices in a full analysis and computer memory reasons. The SVD analysis can be
written as:
A = ISV DSVT (3.2)
Where ISV D is an orthonormal l×r matrix defining the SVD components. S is a r×r
diagonal matrix giving the singular values. VT is an h× r orthonormal transposed
matrix carrying the column-to-column variations of A.
The physical interpretation of some of the SVD components (e/i =1,2,3,...r) can be
identified by looking at their dependency of X-ray energy fe(E) and intensity fi(I)
through e.g. a 9th order polynomial fit. These contributions can then be subtracted
from all the detector images as an additional term to the correction introduced in the
previous section:
IMask,Dark,NonLinear = M︸︷︷︸
Mask
×(IRaw − IDark︸ ︷︷ ︸
Background
Substraction
− [
∑
i
fi(I)I
SV D
i +
∑
e
fe(E)I
SV D
e ]︸ ︷︷ ︸
Non-Linear
)
(3.3)
3.3.3 Scaling Corrections
The images have to be corrected and scaled due to several different geometrical
effects in the experiment. This can be included using a term described by a set
(f=1,2,3... etc.) of scaling images Sf :
ICorrected = M︸︷︷︸
Mask
×(IRaw − IDark︸ ︷︷ ︸
Background
Substraction
− [
∑
i
fi(I)I
SV D
i +
∑
e
fe(E)I
SV D
e ]︸ ︷︷ ︸
Non-Linear
)×
∏
f
Sf︸ ︷︷ ︸
Scaling
(3.4)
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First, there is the polarization effect that arises because of the (normally) horizontally
polarized X-rays created by the horizontal motion of the electrons in the undulator.
This gives an angle dependent correction factor, which has been implemented in the
data reduction following the work of Hura [49].
Secondly, a correction can be done to correct for the decreasing space angle covered
by each pixel with increasing angle of scattering. This is a result of all the pixels
having the same size, independent of where they are placed on the 2D detector. This
correction based on the work of Boesecke and Diat [50], however, also increases the
level of noise in the high-Q signal compared to the low-Q signal.
Additional effects can be considered if necessary. If e.g. the X-rays are not completely
absorbed in the detector, the amount of absorption depends on the X-ray path length
through the detector and therefore the scattering angle. This can be accounted for
using the dimensions of the detector and the absorption coefficient [50]. Further,
there is an angle-dependent absorption of the X-rays in the liquid sheet especially if
the energy of the X-rays are near an absorption edge, which can also be corrected for
by geometrical considerations.
3.3.4 Difference Images and Time Binning
The scattering difference images at time-delays t are constructed by subtracting from
each corrected on-image, the mean of the two corrected off-images taken immediately
before and after the on-image:
∆I(t) = IOnCorrected(t)−
(IOff,AfterCorrected + I
Off,Before
Corrected )
2
(3.5)
Typically, the intensity is 0.1 % of the total scattering images. Therefore, it is important
to ensure that the total images are scaled correctly by e.g. self-normalizing them in
an interval where the expected difference scattering signal integrates to zero. All the
scattering difference patterns are then grouped into specific time bins of δt, using the
timing tool values (if available). The binned images can then be used to 1); identify
outliers e.g. through an application of the unbiased Chauvenent criterion [51], 2); be
averaged to increase counting statistics. Figure 3.4 illustrates how the difference
scattering signal becomes more clearly visible as more images are averaged and
might even reveal possible anisotropic contributions.
3.3.5 S0 and S2 Separation
The details and advantages of separating the difference images into S0 and S2 contributions
are the focus of Paper III, but will not be discussed in greater detail in this thesis.
Similar information can also be obtained from an XCCA analysis as discussed in
Chapter 6.
The main idea is that if a population of excited molecules have a cosine-squared
distribution of orientations around the laser polarization axis (as expected for the
PtPOP molecules in Chapter 4 and Chapter 6), the difference scattering images can be
split up in two contributions:
∆I(Q, cos θQ) ∝ ∆S0(Q)− P2(cos θQ)∆S2(Q) (3.6)
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FIGURE 3.4: Illustrates how the difference scattering signal becomes
gradually more visible as more difference images are averaged, until
the anisotropic part of the signal is clearly visible. The detector
images are from the PtPOP experiment discussed in Chapter 4 and
Chapter 6.
Where S0 and S2 represents the isotropic and anisotropic scattering. P2 is a second
order Legendre polynomial dependent on the angle θQ between the laser polarization
axis and the scattering vector Q:
P2(cos θQ) =
1
2
(cos2θQ − 1) (3.7)
For each value ofQ a linear relationship can be established between ∆I and P2 using
equation (3.6), from which the ∆S0 and ∆S2 contributions can be extracted through
a straight line fit [52]. For isotropic systems ∆S0 can found by direct azimuthal
averaging of the detector pixels binned in Q-values.
3.4 Model Framework and Uncertainties
The corrected data is now given as time series of one-dimensional difference scattering
curves that can be analyzed for each individual time delay. According to the theory
discussed in Chapter 2 these signals include three contributions from; 1) the solvent
response; 2) structural changes in the solute molecules; 3) the cross-terms describing
the solvent-solute interactions. These data can then be modelled by a linear combination
(solute, solvent and cage) of functions of Q:
∆S(Q, t) = ∆S(Q, t)solute + ∆S(Q, t)solvent + ∆S(Q, t)cage (3.8)
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As discussed in Chapter 2 the structural solute part of the difference scattering signal
∆SSolute can be calculated starting from DFT structures of the ground and excited
state of the solute and the Debye equation. The structural refinement of the structures
(or structural dynamics) can be done by a geometrical optimization of the solute
for each time delay and selecting the best-fit structures to the measured scattering.
A refinement of each interatomic distance in the solute quickly becomes a very
demanding task as the number of necessary free parameters scales with the number
of atoms squared. Normally only a few key interatomic distances are picked for
the refinement e.g. heavy atoms which contributes the most to the total scattering.
The cage signal ∆Scage can be estimated using a similar method or from a combined
DFT calculation of solute and cage. The solvent response ∆Ssolvent can be described
by two parameters, a change in solvent temperature and in density according to
literature [43], whereas the density signal typically kicks in on a nanosecond timescale
and can be neglected on the femto- to picosecond timescale. The modelling then
typically depends on multiple parameters.
As the scattering can be calculated as a linear combination of the three contribution,
linear least square fitting is a strong toolbox for the fitting procedures. The linear
least square fitting method used in this thesis, is described in literature [53]. It comes
down to minimizing the χ2 value, which is a value indicating how well the model is
fitting the data considering the amount of noise in the data. It is calculated from a set
of N data points (Q,∆SDat(Q)) with a noise given by σQ and the results predicted
by a model with M parameters ∆SMod(Q), as:
χ2 =
1
N −M − 1
∑
Q
(∆SMod(Q)−∆SData(Q))2
σ2Q
, L ∝ e−χ2/2 (3.9)
This sum of squared difference between the model and the data, yields positive
values which should be minimized for finding the best fitting parameters (or L to
be maximized). The two fundamental assumptions in this framework are that all
data points must be independent and that the a priori probability of data is one. The
standard deviation, σQ, can in principle be estimated from the detector counts on
each pixel of the detector. However, in this thesis a more straightforward method
introduced by Dent et al. in 1991 [54] will be used. Here the data is fitted with a low-
order (3th order) polynomial in a narrow region (20 data points) around each data
point - a kind of smoothing - and the noise can then be estimated from the residuals.
This is justified as a 3th order polynomial is expected to fit the experimental curve
well in a narrow region around each data point (No sharp feature are expected on
this Q-range), and the variations from this curve must then arise from the noise.
In principle χ2 is a weighted measure of the residuals with a significant weight
assigned to outliers with respect to the amplitude of the noise/uncertainty. L could
loosely be interpreted as the probability that one can reconstruct the data, given
the model. However comparing models within a χ2 framework can be difficult
as it may be difficult to asses weather one model is significantly better than the
other [14, 55]. It is possible that individual models are equally good, introducing
the need for establishing a framework to assess the uncertainties on the optimized
parameters.
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3.4.1 Outlook: Correlation Maps
This section introduces an alternative method, based on the work of Franke et al.
[56], to deal with the problems of model comparison, outlier rejection, estimating
uncertainties and separating systematic errors from the true signals. This method is
not yet implemented in the analysis.
Using a χ2 statistical framework for data-model comparison is not without problems,
as it requires the explicit estimation of experimental errors for each data point (systematic
and/or random). If done incorrectly the statistical comparison might not be valid.
Uncertainties are normally estimated assuming Poisson statistics, and especially
at XFELs with thousands of collected data sets there is a risk of collecting data
with poorly determined or incorrectly propagated errors that will influence the data
analysis and model comparison. However, there exist an alternative statistical method
based on Correlation Maps (CorMap) that has recently been successfully applied
to SAXS measurements [56] (straightforward translation to WAXS data). In this
CorMap method, differences between the data curves are found without explicit
estimation of the errors, but only by using data point correlations.
The experimental scattering curves can be defined as experimental values Iexp for
a population of scattering vector values Qk where k = 1, 2, 3...n. If we consider the
data points given by Iexp(Qk) they are each collected as a radial integration from
a counting detector. They can be regarded as a sample drawn from a normally
distributed ensemble with expectation value I(Qk) and standard variation σ(I(Qk)).
An entire scattering curve can be considered as a collection of n such data points
simultaneously drawn from a n-variate normal distribution. Normally a series of m
data curves are collected for each time delay, meaning that the elements in a n × n
variance-covariance matrix can be defined as:
σ(Iexp(Qk), Iexp(Ql) =
1
m− 1
m∑
i=1
(Iexp(Qk)i− < Iexp(Qk) >)(Iexp(Ql)i− < Iexp(Ql) >)
(3.10)
Where:
< Iexp(Qk) >=
1
m
m∑
i=1
Iexp(Qk)i (3.11)
And the n× n correlation map −1 ≤ rkl ≤ +1 is defined by:
rkl =
σ(Iexp(Qk), Iexp(Ql))
σ(Iexp(Qk))σ(Iexp(Ql))
(3.12)
If all Iexp values are normally distributed and uncorrelated the correlation map
will consist of random values. However, e.g. systematic differences will show
up as features of contiguous areas of positive or negative correlations in the map.
Comparisons of two scattering curves at the same time delay is also possible. Pairwise
comparisons make it possible to identify subtle changes between data points e.g.
radiation damage, inter-particle or concentration effects. Further, the CorMap method
can be used to compare the quality of fits by comparing measured and simulated
scattering results, where nonrandom patterns point towards systematic deviations
and incorrect model fits.
The probability P of similarity in such comparisons can be quantified by considering
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FIGURE 3.5: Example of data model fits using an initial dark gray
and refined white model on the same data set (left). Corresponding
CorMaps for the initial (middle, P < 10−6) and refined model (right,
P = 0.011). It can be seen from the CorMaps that the refined model
is significantly improved e.g. for q values of 1-2 nm−1. Adopted from
[56].
if the largest contiguous area of positive/negative values is likely to be random by
e.g. using the Schilling distribution [57] and significance levels [58]. The significance
level is a predefined probability cutoff to determine if the differences are statistically
significant. An example of CorMaps is shown in figure 3.5, where the maps and P
values are calculated for two different models to the same data set.
3.5 Summary
This chapter introduced the concept of X-ray Free Electron Laser (XFEL) facilities
and the possibility of performing time-resolved femtosecond experiments with a
high brilliance and coherence. It continued to give an overview of the relevant steps
in the acquisition, sorting, correction and binning of the terabyte-sized datasets of
2D scattering patterns. These reduced data sets can then be compared to structural
models in a multivariable χ2 framework.
A χ2 statistical framework for data-model comparison is not without problems, as
it requires the explicit estimation of experimental errors. An alternative statistical
method based on Correlation Maps (CorMap) was therefore introduced. In this
CorMap method, differences between the data curves are found without explicit
estimation of the errors, but only by using data point correlations.
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Chapter 4
Potential Energy Landscapes in
Transition Metal Complexes
This chapter aims at exemplifying the structural analysis of a Time-resolved Wide-
Angle X-ray Scattering (TR-WAXS) experiment at an X-ray Free-Electron Laser (XFEL)
facility, for a solvated transition metal complex. The system of interest is an aqueous
solution of PtPOP (Pt2(H2P2O5)4]4−) much studied in literature, but the application
of the analysis method goes much beyond this model compound. Many of these
transition metal complexes show great catalytic promises, but their ability to absorb
light and efficiently transfer it is still far from optimal and lacks a better understanding
of the fundamental photochemistry. This chapter describes a TR-WAXS based method
to directly measure the femtosecond ground and excited state state structural dynamics,
which gives valuable information of the potential energy surfaces involved in these
chemical photoreactions. The focus will be on the analysis of the isotropic part of
the scattering signal but the system will be used as a model system for X-ray Cross-
Correlation Analysis (XCCA) in Chapter 6. This chapter revisits the content of Paper
II-III.
4.1 Introduction
Investigating the potential energy surfaces of the ground and excited state of molecules
is an interesting field of research, as these surfaces are essential for all the chemical
reactions taking place in and between molecules in these states. Steady-state IR and
Raman spectroscopy provide information of the vibrational space, and the dynamics
have mainly been investigated through time-resolved methods based on preparing
vibrationally excited states through Raman processes in methods like e.g. Resonant
Impulse Stimulated Raman Scattering (RISRS) and Coherent Anti-Stoke Raman Scattering
(CARS) [59, 60, 61, 62, 63, 64]. These methods are excellent in determining the
fundamental vibrational eigen frequencies for harmonic modes but does not give
direct structural information about the dynamics as it has to be inferred from structure-
energy relations or simulations.
This chapter seeks to illustrate how modern X-ray Free-Electron Laser (XFEL) sources
makes it possible to directly map the structural dynamics on the ground and excited
state surface of molecules in solution with a sub-picosecond time resolution. As
an illustration of this approach, the PtPOP molecule is investigated in this chapter
which creates the foundation for Paper II-III. First synthesized in 1977, it consist of a
bi-planar Pt-Pt pair held together by four pyrophosito ligands. Due to a combination
of its activity as a photo catalyst, high X-ray scattering power, long lifetime and
high symmetry it has become a model compound for Time-resolved X-ray studies
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FIGURE 4.1: Left: Absorption (full line) and emission (dashed line) of
aqueous PtPOP, from [65], Right: Sketch of the potential landscape
of PtPOP. Vertical lines illustrates photo-excitation at 400/370 nm
(full blue/purple lines) and fluorescence from the singlet excited state
(dashed line). Adopted from Paper II.
and an excellent candidate for mapping the dynamics on the ground and excited
state potential surfaces [11]. Transition metal complexes are also known to show
promising properties as future sources of clean energy [13, 14, 15]. Due to its long-
lived photo induced Metal to Metal Charge Transfer (MMCT) excited state the complex
has been found to be an efficient catalyst for molecular hydrogen generation.
During the photo excited structural investigations of the molecule during the last
four decades, several interesting phenomena has been found on time-scales of a few
picoseconds [8, 9, 10]. It is well established that that the optical absorption centered
at 370 nm (figure 4.1, left) corresponds to an excitation where an electron is promoted
from an anti-bonding 5dσ∗HOMO orbital to the bonding 6pσ LUMO orbital. As this
orbital is located between the Pt atoms, it leads to an ≈ 0.2 Å (≈ 10 %) contraction
of the Pt-Pt bond. Further the Pt-Pt potential has been reported to be very harmonic
and have characteristic picosecond-coherent vibrations of ≈ 280 fs and ≈ 220 fs in
the ground and excite stated respectively [65, 66, 67]. Figure 4.1 (right) shows the
schematic potential surfaces of the ground state and the initially excited singlet state
and long-lived (≈ 10 μs) triplet state.
Investigations of the structural dynamics on the excited state potential surface
of transition metal complexes have already been done in literature [13, 16]. To
investigate the structural dynamics on the ground state potential surface, off-resonance
optical excitation at 400 nm is used to create a "hole" in the ground state population
of PtPOP molecules. As the energy of these photons only is sufficient to excite
the molecules from a contracted Pt-Pt ground state configuration to the bottom of
the excited state potential, the excited state dynamics is effectively quenched as
the excited state molecules are already near their minimum-energy configuration
(figure 4.1, right). However, the "hole" created at the contracted Pt-Pt configuration
of the ground state population is not a minimum-energy configuration and "hole"
dynamics will be the main observable in the experiment. This makes it possible to
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measure dynamics on the ground state potential surface.
Due to in part the long lifetime and high quantum yield the compound has a very
high reactivity in the excited state and can e.g. abstract hydrogen from several
compounds and generate H2 in photocatalytic cycles through linear end-on coordination
of d10 metals (eg. Ag+) along the Pt-Pt axis [8, 14]. This chapter will also provide
a brief structural analysis of photo excited PtPOP with end-coordination of Ag+
(AgPtPOP), an exciplex-like structure which is dramatically more stable in the excited
state.
4.2 The PtPOP XFEL Analysis
The data reduction process from an XFEL experiment to obtain S0(Q, t) and S2(Q, t)
difference scattering curves, is presented in Chapter 3. The analysis presented in this
section will focus on S0(Q, t) but a full analysis of S2(Q, t) can be found in Paper
III. Figure 4.3 (top) shows a reduced dataset of ∆S0(Q, t) with the pump-probe time
delay t along the horizontal axis and the scattering vector Q along the vertical axis.
In this section, a model based on DFT simulations will be developed to describe the
scattering signals and to understand the underlying structural dynamics.
4.2.1 Pre-Analysis
From the experimental results presented in figure 4.3 (top) characteristic features in
the difference scattering curves can be seen at t > 0. A powerful tool to disentangle
the time information for different components in the S0(Q, t) data set (m×n matrix)
is to use a Singular Value Decomposition (SVD) of the full dataset, which has the
form:
∆S0(Q, t) = USV
T (4.1)
WhereU is anm×m unitary matrix defining the SVD components andVT is an n×n
unitary matrix carrying the column-to-column (temporal) variations of ∆S0(Q, t).
The diagonal elements of the m × n rectangular diagonal matrix S are the singular
values which weight each column of U and V, sorted in descending order. The
columns ofU then represent distinct signals in Q independent of time, and the rows
of U represent their evolution in time. In this way, a SVD analysis provides an
overview of the dominating features in Q and t without any a priori knowledge of
the underlying structural dynamics.
Figure 4.2 (bottom) shows the five strongest SVD components from the measured
data set ∆S0(Q, t) and their temporal evolutions. The strongest component describes
∼ 90 % of the total signal and exhibit rapidly oscillating temporal behavior. A
temporal Fourier transformation of the strongest component (figure 4.2, top) has
a clear maximum at 280 fs which is exactly the same period as the expected Pt-Pt
stretching mode in the ground state of PtPOP (280 fs) as opposed to the excited
state (220 fs) [8, 9, 10]. The fact that the 220 fs component in the analysis is almost
non-existing is a clear indication that we do indeed probe the structural dynamics
on the ground state potential surface. These results can be understood directly
from the structural dynamics following off-resonance absorption of light at 395 nm,
where the oscillations in the excited state are effectively quenched. Instead, the
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FIGURE 4.2: Top: The isotropic part of the measured difference
signals ∆S0(Q, t). The inset shows the Fourier transformation of
the temporal evolution in the strongest SVD component, Bottom:
A singular value decomposition of the scattering data with the five
strongest components highlighted by colors (left). U describes the
fundamental Q-dependent components in the data (middle) with a
time evolution given by V (right).
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structural dynamics of the "hole" burned into the ground state population is probed,
as demonstrated in the simulations in the next section.
4.2.2 QM/MM BOMD Simulations
Simulations based on quantum mechanics can be used to quantify the results from
an analysis of the structural dynamics and to give a better understanding of the
chemistry governing these processes. The "hole"-burning process in the ground
state population due to off-resonance excitation, were simulated using a hybrid
Quantum-Mechanical Molecular Dynamics (QM/MM) Born-Oppenheimer Molecular
Dynamics (BOMD) method [68] implemented in ASE/GPAW (see Section 2.4). These
simulations were done by Gianluca Levi from the Technical University of Denmark.
The QM/MM BOMD simulations combine a DFT description of the PtPOP solute
molecules with a classical force field (TIP4P) description of the solvent. The PtPOP
molecules were modelled at the BLYP level, utilizing a tzp basis set for the Pt atoms
and a dzp basis for the rest of the atoms. The first step in simulating the off-resonance
excitation process is to prepare the initial population of the unperturbed MD ground
state configurations. The photo excitation to the first singlet excited state can be
simulated by allowing excitation of the ground state population with contracted
Pt-Pt distances (see figure 4.1), taken into account the spectral width of the (3.14
eV / 395 nm) excitation pulse. Fifty independent trajectories of the system were
calculated using the ∆SCP method [69, 70] which represent the temporal evolution
of the depleted ground state population.
Figure 4.3 (left) shows snapshots of the simulated Pt-Pt bond length distribution
dPtPt during the first two periods, for the excited state population and the "hole"
burned into the ground state population. Figure 4.3 (right) shows the simulated
"hole" dynamics during the first 2 ps including the average Pt-Pt distance for the
whole ensemble. By using the same fitting function as introduced later in Section
4.3, oscillating behavior with of period of around 270 fs is found, decaying on a time
scale of 700 fs.
The inset of Figure 4.3 shows the average Pt-Pt distance for the entire simulated
ensemble from which the expected overall decrease in the average Pt-Pt distance is
evident. The simulation confirms that the off-resonance excitation burns a "hole"
in the ground state population, coherent over several periods of the Pt-Pt bond-
stretching mode. The "hole" oscillates with the ground state stretching mode period
as it continues to propagate on the ground state potential surface, eventually broadening
to reflect the equilibrium ground state distribution. The population of ground state
molecules will continuously fill up and move the hole back and forth on the potential
surface and because of the very harmonic potentials the "hole" movement will stay
coherent over several oscillations. The newly created population of excited state
PtPOP molecules will already be close to a minimum energy configuration and the
oscillations will be effectively quenched. It can also be seen from the simulations
that the "hole" and excited state population develop a Gaussian-like shape during
the first half a period.
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FIGURE 4.3: Left: QM/MM BOMD simulation of the structural
dynamics in PtPOP following off-resonance excitation at 395 nm.
The distribution of Pt-Pt bond lengths (full lines) in the ground and
excited state ensembles are given at time steps of t = 0, t = T/2 and
t = 2T , where T is the period of the Pt-Pt stretching mode. Shaded
areas indicate Pt-Pt bond length distributions in the excited state and
ground state "hole" population. Right: Temporal evolution of the
"hole" in the simulations fitted with the same function as discussed
in Section 4.3. Inset shows the average Pt-Pt distance for the entire
simulated ensemble. Adopted from Paper II.
4.2.3 The Structural Model
This section will discuss the structural model used for the analysis of the PtPOP
XFEL scattering data. In these experiments Laser-On and Laser-Off scattering curves
were obtained to construct difference scattering curves. The full Laser-On/Laser-Off
scattering curves can be described by a linear combination of contributions from the
solvent, solute and solvent cage (solvent-solute interactions):
Son(Q, t) = Ssolv,on(Q, t) + Ssolu,on(Q, t) + Scage,on(Q, t) (4.2)
Soff (Q) = Ssolv,off (Q) + Ssolu,off (Q) + Scage,off (Q) (4.3)
The Laser-Off curves are time-independent as the whole ensemble of molecules will
be in an equilibrium configuration prior to photo excitation, even if the molecules
will oscillate individually. The difference scattering signal can then be written as a
sum of three terms:
∆S(Q, t) = Son(Q, t)− Soff (Q) = ∆Ssolv(Q, t) + ∆Ssolu(Q, t) + ∆Scage(Q, t) (4.4)
Each of which will be discussed in the following subsections.
The Solvent
The contribution to the difference scattering curves from the solvent is caused by
reorganization of the bulk solvent molecules, due to changes in pressure, temperature
and density. As discussed in Section 2.5 two of the hydrodynamic parameters are
enough to describe the scattering in the linear regime and the thermal expansion
can be neglected on a timescale of a few picoseconds. The solvent term is then a
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function of the change in solvent temperature:
∆Ssolv(Q, t) ≈ ∆T (t) ∂Ssolv(Q)
∂T
∣∣∣∣
ρ
= ∆T (t)Ssolv,dT (Q) (4.5)
Where Ssolv,dT (Q) have been obtained from reference measurements of dye mediated
(water) solvent heating [43]. The strength of the solvent term therefore gives direct
information of the solvent temperature increase ∆T (t). This is of great importance
in many photochemical reactions as it keeps track of the thermal energy release from
the solute molecules.
The Solute
The difference scattering contribution from the solute molecules arises from two
different populations of PtPOP molecules. The laser-Off population is in equilibrium
in the ground state SGS(Q). The laser-On population consist of some ground state
molecules SGS(Q) and some photo excited molecules from an excitation of Pt-Pt
contracted moleculesαSES(Q, t) (α is the excitation fraction) with characteristic excited
state modes. This effectively burns a dynamic "hole" in the ground state population
with characteristic ground state modes. Both of these populations exhibit structural
dynamics on different time scales. The Laser-On solute signal is given by Ssolu,on(Q, t) =
SGS(Q)+α(SES(Q, t)−SGS,hole(Q, t)) and the Laser-Off solute signal by Ssolu,off (Q) =
SGS(Q). The solute difference signal can then be written as:
∆Ssolu(Q, t) = Ssolu,on(Q, t)− Ssolu,off (Q) (4.6)
∆Ssolu(Q, t) = SGS(Q) + αSES(Q, t)− αSGS,hole(Q, t)− SGS(Q) (4.7)
∆Ssolu(Q, t) = α(SES(Q, t)− SGS,hole(Q, t)) (4.8)
The PtPOP ligand structure has been found to be very rigid and the most dominant
mode is expected to be the lowest energy mode, the Pt-Pt bond stretching [8, 10].
DFT simulations confirms this picture and e.g. changes in the P interplane distances
only contributes with∼ 20% of the scattering compared to similar changes in the Pt-
Pt bond length. Therefore it is assumed that the solute difference signal only arises
from structural changes in the Pt-Pt bond length dPtPt(t) meaning that SGS,hole is
only dependent on Q and dPtPt(t). Further, the ground state "hole" is assumed to
be reasonable described by an average Pt-Pt bond length of the whole population
(see e.g. the QM/MM simulations in Section 4.2.2). The experimental measurements
presented in Section 4.2.1 and figure 4.2 shows that only one fundamental oscillation
of ≈ 280 fs is clearly visible in the system. This corresponds to a situation where the
excited state oscillations are effectively quenched and SES(Q, t) is time-independent,
giving:
∆Ssolu(Q, t) = α[SES(Q)− SGS,hole(Q, dPtPt(t))] (4.9)
Giving a direct correlation between the temporal evolution of the difference scattering
signal and the Pt-Pt bond dynamics. All time dependence are parametrized through
the position of the (delta-function) ground state "hole".
The scattering signals from the ground and excited state structures can be estimated
from DFT calculations by using the calculated structures and the Debye equation
on all the interatomic distances. The calculations were carried out using the BLYP
functional and the method discussed in Section 2.4. To avoid wave function cutoff the
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FIGURE 4.4: Left: Illustrates how the PtPOP difference scattering
signals (middle) are calculated from a fixed excited state (ES)
structure and a ground state (GS) structure with a set of possible Pt-
Pt bond lengths, Right: The calculated signals are almost linear in the
GS Pt-Pt bond length change.
box size was chosen to (16 Å)3 (converged) and the QuasiNewton optimizer from
ASE was used to minimize the forces to a convergence limit of 0.02 eV/Å. To find the
optimal spacing and basis set a convergence test was performed with continuously
more accurate calculations. The calculation results converged to within 0.3 % (0.01
Å) and based on these results a tzp basis set and a grid spacing of 0.18 Å were used.
The averaged Pt-Pt bond length of the ground state "hole" will change over time.
Therefore a whole set of simulated difference scattering curves at different ground
state Pt-Pt bond lengths is necessary in order to find the best-fit value of dPtPt(t) for
every single time delay. There are two straightforward ways of creating such a set of
curves; 1) Change the Pt-Pt bond length of the DFT relaxed structure; 2) Change the
Pt-Pt bond length of the DFT relaxed structure and calculate a new DFT structure
by keeping the new Pt-Pt bond length fixed. None of these methods are completely
correct as the real structures are expected to be in between a non-relaxed and fully
relaxed configuration during a fast vibration of a couple of hundred femtoseconds.
In this thesis, the relaxed structures have been used. Figure 4.4 shows the calculated
difference scattering signals from a set of ground state Pt-Pt bond lengths. The signal
is seen to be almost linear in the change of the bond length.
The Cage
The cage term was estimated from the DFT simulations through calculations of
radial distribution functions [29]. The shape of the difference scattering signal is
assumed to not change over time, meaning that the calculated signal from one single
set of structures can be used and scaled accordingly as a function of time (β(t)):
∆Scage(Q, t) ≈ β(t)∆Scage(Q) (4.10)
The cage term can have an important influence on condensed phase chemical properties
[13, 71, 72, 73]. A more in-depth discussion can be found in e.g. Paper IV where
the solvent is directly used to control the charge transfer excited state relaxation
pathways in a transition metal complex.
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FIGURE 4.5: The scaling value was found by comparing the
total measured scattering signal (off images) to the total calculated
scattering signal (coherent + incoherent) from a liquid unit cell.
4.2.4 Data Analysis
This section will describe the analysis of the S0(Q, t) scattering curves from the
PtPOP XFEL experiments. The data was first scaled to a liquid unit cell in order
to estimate the excitation fraction and then analyzed using the model described in
the previous section.
Scaling to a Unit Liquid Cell
In order to compare the measured scattering curves to the simulations, the obtained
total scattering curves from the ground state (off images) were scaled to a unit liquid
cell. The liquid unit cell consists of the calculated scattering (coherent + incoherent)
from 694 water molecules and one ground state PtPOP molecule, corresponding to
a 80 mM solution. Figure 4.5 shows how the scaled signal from a liquid cell in an
Q interval from 1.4 to 4.4 Å−1 fits the measured total scattering signal, by using a
scaling value of 37,000. The huge discrepancy at low-Q is assigned to effects such as
air scattering in the reference signal.
The Excitation Fraction
The excitation fraction is expected to be constant on a ps-timescale, due to the long-
lived (∼ 10 μs) excited state structure of PtPOP. An estimation of the value is found
by first defining it as a time-dependent parameter:
∆S(Q, t) = ∆T (t)Ssolv,dT (Q) +α(t)[SES(Q)−SGS,hole(Q, dPtPt(t))] + β(t)∆Scage(Q)
(4.11)
A model with four time-dependent parameters: solvent temperature increase ∆T ,
excitation fraction α, cage factor β and the Pt-Pt Ground state bond length dPtPt. The
best-fit values for the Pt-Pt bond lengths dPtPt(t) (left) and the excitation fraction
α(t) (right) are shown in figure 4.6. Surprisingly, the excitation fraction shows an
oscillating behavior with a period close to the ground state Pt-Pt stretching mode.
Within the structural analysis framework, the excitation fraction and key structural
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FIGURE 4.6: The best-fit values for the ground state Pt-Pt bond length
(left) and the excitation fraction (right) using the excitation fraction as
a time-dependent parameter (see equation (4.11)).
parameters are known to be strongly correlated [14]. Following the discussion in
Section 4.2.3 and figure 4.4 the excitation fraction and the change in the Pt-Pt bond
lengths are clearly correlated. As the excitation fraction is known to be constant on
the ps-timescale it is kept fixed by using the mean value at t > 3 ps, α = 2.8 %. The
second step is to lock this value in the full analysis of the XFEL data by assuming it
a step function.
Fitting the Model to Data
To quantify the structural dynamics underlying the difference scattering curves, the
data was analyzed by structural fitting, employing the model incorporating a Pt-Pt
distance-dependent depletion of the ground state population. The fitting of the time-
binned experimental data was done by fitting every single time slice, using equation
(4.11) and a fixed time-independent excitation fraction α:
∆S(Q, t) = ∆T (t)Ssolv,dT (Q) + α[SES(Q)− SGS,hole(Q, dPtPt(t))] + β(t)∆Scage(Q)
(4.12)
Figure 4.7 shows the best-fit difference scattering signals (5 fs bins) obtained using
this model (middle) to the measured difference scattering data (left) with residuals
(right). Figure 4.8 shows the temporal evolution of the best-fit parameters. The best-
fit value for dPtPt(t) as a function of time delay t is observed to move towards longer
distances immediately after photo excitation while it oscillates around the ground-
state equilibrium distance. This is in agreement with the expectations from Section
4.2.1.
Best-Fit Parameters
The three obtained time-dependent best-fit parameters for the analysis are shown in
figure 4.8 and discussed in the following subsections.
PtPt Bond Length
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FIGURE 4.7: Top: The measured S0 difference scattering data (left),
the best-fit difference scattering signal using equation (4.12) (middle)
and their residuals (right). Bottom: Example of the fit components at
a 2 ps time delays. The three terms are solute ∆SPt2(POP )4 , solvent
∆S∆T and cage ∆Scage.
Because the difference scattering signal is calculated as ∆S(t) = SES−SGS(dpt−pt(t))
in the model, and it can be assumed that ∆S(t < 0) = SES − SGS(dpt−pt(t < 0)) = 0,
then SES = SGS(dpt−pt(t < 0)). This means that the model will try to find the closest
ground state configuration to the excited state configuration before time zero, and
explains why dpt−pt(t < 0) = 2.76 Å in the model as it is equal to the excited state
Pt-Pt bond length.
The time evolution of dpt−pt can be fitted by a decaying oscillating function starting
at t = t0, shifted according to the new equilibrium Pt-Pt distance (different than the
excited state distance of 2.76 Å). To account for the instrument response function
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FIGURE 4.8: The temporal evolution of the best-fit parameters by
comparison to the measured difference scattering data and the model
described in equation (4.11). The Pt-Pt bond length changes dPtPt
(top), solvent heating ∆T (middle) and the cage scaling factor β
(bottom) were modelled and fitted according to equation 4.(12-14).
(IRF) of the experiment, the whole function was convoluted with a Gaussian of
width α:
f(t) = 2.76 Å + Gauss(σ)⊗
{
0 Å if t < t0
A+B cos(C(t− t0)− pi) · e−
(t−t0)
τ if t > t0
(4.13)
With best-fit values are given by A = 0.250 Å, B = 0.256 Å, C = 22.2 ps−1 (284 fs
period), t0 = 0.11 ps, τ = 1.52 ps, σ = 72 fs.
To locate possible changes in the ground state period as the "hole" evolves and
potential mixing of other frequencies, a Fourier transformation was done in intervals
of 1.5 ps Hann windows (figure 4.9, top) for every (binned) time delay. The Hann
window function is a mathematical function ensuring zero-values at the boundaries
of the interval, in order to better perform a Fourier transformation of small subsets
of a function. Figure 4.9 (bottom) shows the distribution of Fourier period for each
time-delay using this method. The strongest component is ≈ 280 fs as expected and
no clear periods of ≈ 220 fs corresponding to the excitation state Pt-Pt stretching
mode was observed.
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FIGURE 4.9: Illustration of a Fourier transformation of dpt−pt using a
1.5 ps Hann window from 1.5-3.0 ps (top). It can be centered at every
time bin to investigate the evolution of Fourier periods over time
(bottom-left). The most dominant ≈ 280 fs (bottom-right) period
corresponds to the ground state stretching mode. No clear period
corresponding to the excited state stretching mode of ≈ 220 fs was
identified.
Temperature and Cage
The time evolution of the best-fit values for the change in solvent temperature ∆T (t)
and the cage term cage(t) can be fitted by a convolution of the IRF and a function
starting at t0 with an exponential growth towards a new equilibrium value:
∆T (t) = Gauss(σ)⊗
{
0 K if t < t0
A · (1− e− (t−t0)τ ) if t > t0
(4.14)
With best-fit values given by A = 0.166 K, t0 = 0.11 ps, τ = 2.15 ps, σ = 95 fs.
cage(t) = Gauss(σ)⊗
{
0 if t < t0
A · (1− e− tτ ) if t > t0
(4.15)
With best-fit values given by A = 0.035, t0 = 0.12 ps, τ = 0.077 ps, σ = 44 fs.
The necessary energy release from every excited PtPOP molecule in order to increase
the water temperature by 0.17 K, can be calculated. The amount of water molecules
NH2O in a liter of water is given by Avogadro’s constant NA = 6.02 · 1023 mol−1 and
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the molar mass MH2O = 18
g
mol :
NH2O =
NA
MH2O
=
6.02 · 1023 1mol
18
g
mol
= 3.34 · 1025 L−1 (4.16)
The energy (EH2O,0.17K) required to raise the temperature of a single water molecule
by ∆T = 0.17 K, is then given by the specific heat capacity of water CH2O = 4187
J
L·K :
EH2O,0.17K =
CH2O∆T
NH2O
= 0.17 K · 4187
J
L·K
3.34 · 1025 L−1 = 2.1 · 10
−23 J = 0.14 meV (4.17)
As there are 695 water molecules per one PtPOP molecule and the excitation fraction
was estimated to 2.8 %, it means that each excited PtPOP molecules on average
releases EPtPOP (ignoring direct photo absorption in the water):
EPtPOP =
0.14 meV · 695
2.8 %
= 3.2 eV (4.18)
4.2.5 Discussion
The 284 fs oscillation period determined by both the direct Fourier transformation
(Figure 4.2) of the measured difference scattering data as well as from the fit of the
PtPOP ground state Pt-Pt bond length (Figure 4.8) is in very good agreement with
the value reported for the ground state stretching mode from optical studies of 281
fs [74]. Further, no clear sign was seen of the ≈ 220 fs stretching mode period in the
excited state. This demonstrates the preparation of a vibrationally cold excited state
population through off-resonance photo excitation with a measurable time evolution
of the ground-state "hole" population. Further, the measured "excitation fraction"
of the cage (Figure 4.8) signal was 3.5 % which corresponds reasonable well with
the excitation fraction of the PtPOP molecules of 2.8 %. As a proof-of-concept, the
experiment successfully shows how to directly follow ultrafast structural (solute and
cage) dynamics on a ground state potential surface in an XFEL experiment.
The QM/MM BOMD simulations (Figure 4.3) gives an idea of how the population
distributions might evolve on the potential energy surfaces according to quantum
mechanics. These simulation have a ground state period of 270 fs which agrees
to within 5 % with the experimental data and further validates the concept of off-
resonance "hole" burning and dynamics in the ground state population. The decay of
the ground-state oscillations in the simulations takes place in 0.7 ps, somewhat faster
than the observed τ = 1.52 ps. Further, a stronger component from the excited state
dynamics is observed in the simulations. This gives room for further improvements
of the simulation method, which might identify the underlying atomistic mechanism
for the faster decoherence and optimize the description of the energy surfaces.
The fit of the Pt-Pt bond length oscillations seems to underestimate the observed
amplitude of the oscillations during the first picosecond or so. The discrepancies
from perfect harmonic oscillations gives insight into the anharmonicity of the ground
state potential or possible contributions from excited-state dynamics. Further experiments
with better Q-space coverage might resolve the dynamics in more detail, as recently
discussed from a theoretical point of view [51].
The estimated energy release from a single excited PtPOP molecule was found to be
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3.2 eV that is slightly higher than the photon energy of 3.1 eV. Most of the absorbed
energy stays in the excited molecules for the whole excited state life time and only
around 1 eV are released from the difference in energy between the single and triplet
excited states. This makes it impossible for single-photon absorption in the solute to
describe the full temperature increase of the solvent and opens up the possibility for
multiple photon absorption processes. Further, the analysis of the S2 signal in Paper
III does indeed suggest multiple photo absorption in the solute from the fact that
a smaller percentage (1.8 %) of the excited molecules contribute to the anisotropic
than to the isotropic scattering signal (2.8 %). Another explanation could be that the
influence of the temperature signal in the fit is overestimated e.g. by correlations
with the cage signal. The photo absorption of the solvent is considered insignificant
due to the relatively small laser power of 0.03 Jm−2 [75].
4.3 The AgPtPOP XFEL Analysis
This section seeks to determine the ground and excited state structure of AgPtPOP
and understand the structural changes of PtPOP induces by end-on coordination of
Ag+ atoms. The change in structural dynamics following photo excitation will also
be investigated as the end-on coordination of Ag+ effectively creates an asymmetric
Pt-Pt-Ag three-body system in a rigid ligand cage in contrast to the very harmonic
and symmetric Pt-Pt configuration of PtPOP. Further, AgPtPOP is dramatically more
stable in the excited state configuration due to an increased affinity of the Ag+
atoms, making the Pt-Ag bond changes an interesting study in itself. This will
be investigated by analyzing Time-Resolved X-ray Scattering data from LCLS. The
analysis is still on-going.
4.3.1 Structural Optimization of the Ground/Excited State
In this section a model based on the χ2 maximum likelihood will be used to optimize
the ground and excited state of AgPtPOP, starting from a DFT calculated structure
of the excited state from Kong et al. (2012) [76]. These calculations assume an end-
on coordination of Ag+ even if some DFT calculations in literature suggest side-on
coordination perpendicular to the Pt-Pt axis [77]. The latter is however inconsistent
with experimental evidence [14, 43] and a preliminary analysis of the TR-WAXS data
showed that end-on coordination is indeed much more likely.
Figure 4.11 (top-left) shows TR-WAXS scattering curves collected at LCLS. After 4
ps most of the dynamics have stabilized and hence by averaging the signal from, 4
ps < t < 5 ps, the signal should be representative for a relaxed excited state structure.
It should be mentioned that both PtPOP and AgPtPOP molecules are present in the
solution. Figure 4.10 (left) shows the averaged signal at, 4 ps < t < 5 ps, which can
be analyzed according to the model described in Section 4.2 with the addition of the
AgPtPOP molecules in the population.
∆S(Q, t) = ∆TSsolvent,dT (Q) + α∆SPtPOP (Q) + β∆SAgPtPOP (Q) + ζ∆Scage(Q)
(4.19)
∆Scage(Q) is assumed to a first approximation to be similar to the cage of PtPOP.
The most accurate estimation of ∆SPtPOP (Q) is found by using the averaged signal
from, 4 ps < t < 5 ps from the PtPOP experiment discussed in Section 4.2.
The remaining ∆SAgPtPOP (Q) term is found from a simulation routine taking an
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FIGURE 4.10: Left: The mean TR-WAXS scattering difference signal
at, 4 ps < t < 5 ps, from the AgPtPOP experiment compared to the
best structural fit using the χ2 maximum likelihood framework and
equation (4.19). Right: The structural model of the ground/excited
state is based on variational parametrization of three atomic distances
X , dPtPt and dPtAg compared to the DFT excited state structure
calculated by Kong et al. (2012) [76]. The best-fit distances are
indicated.
input consisting of geometrical structures of the ground and excited state molecules.
These structures are based on the DFT calculations of both states and a variational
parametrization of three atomic distances X , dPtPt and dPtAg in steps of 0.02 Å
as illustrated in figure 4.10 (right). The distances were varied with ± 0.5 Å in the
ground state and ± 0.1 Å in the excited state in comparison with the DFT structure
for the excited state structure. Around 180 million different structures of which the
scattering pattern can be calculated by the Debye equation. The output is the best
estimate of the structures in comparison with the measured scattering curve based
on the χ2 framework introduced in Section 3.4 and equation (4.19).
Figure 4.10 (left) shows the best fit using the full structural variation model with the
structural best-fit values presented in Figure 4.10 (right). A slightly smaller excited
state structure was found from the structural optimization of AgPtPOP, compared
to the structure calculated by DFT, withXES = 0.06±0.06 Å, ∆dESPtPt = −0.06±0.05
Å and ∆dESPtAg = −0.06 ± 0.07 Å corresponding to dESPtPt = 2.73 ± 0.05 Å and
dESPtAg = 2.80 ± 0.07 Å. The optimized ground state structure was found to be given
by XGS = −0.18± 0.06 Å, dGSPtPt = 3.01± 0.04 Å and dGSPtAg = 2.80± 0.03 Å.
The excitation fraction of AgPtPOP was found to be α ≈ 10% and the contribution of
PtPOP was almost non-existent. The concentration of AgPtPOP/PtPOP molecules
can be calculated from the initial concentration of [Ag+] = 80 mM and [PtPOP] =
20 mM by the rate equation:
K =
[AgPtPOP]
[Ag+][PtPOP]
(4.20)
Where K is the rate constant K = 320 ± 40 M−1 [78] giving a scattering ratio of
excited AgPtPOP-to-PtPOP of∼ 40. The small concentration explain the almost non-
existent contribution from PtPOP.
The cage contribution has a value of ζ ≈ 9% which corresponds very well with the
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FIGURE 4.11: Top: The TR-WAXS scattering data (left), calculated
scattering data based on the structural analysis framework presented
in Section 4.2.1 (middle) and their residuals (right). Bottom:
The calculated values using the structural analysis for solvent
temperature and cage signal (left), structural solute parameters for
AgPtPOP (middle) and uncertainties presented as unbiased Mean
Square Error (MSE) values (right).
AgPtPOP excitation fraction α ≈ 10%. This is expected as the cage term is calculated
for a single photo excited PtPOP molecule.
4.3.2 Pt-Pt-Ag Bond Dynamics
Having done the structural optimization of the molecule in the previous section,
the ground state structure and the excitation fractions of PtPOP and AgPtPOP -
and thus α and β - can be kept fixed in the temporal analysis of the TR-WAXS
data. The structural analysis framework based on equation (4.19) can then be used
for every single time delay. Figure 4.11 shows the resulting temporal dynamics of
the experimental parameters using this method (bottom) and the model is in good
agreement with the TR-WAXS scattering data (top). As of this point a MATLAB-
based unbiased estimator (lscov routine) of the real MSE (Mean Square Error) values
are used as an estimate of the fit quality and an oscillating decaying amplitude of the
MSE values is observed as a function of time (bottom,right). Figure 4.12 shows an
SVD analysis of the residual scattering signal, and a clear dominant component (≈
5 times stronger than the second component) is observed with a similar temporal
evolution as the one observed for the MSE values. SVD decomposes the signal into
an orthonormal basis, where the individual basis vectors represents a fraction of the
signal that shows common temporal evolution.
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FIGURE 4.12: Shows the result of a singular value decomposition of
the data with the two strongest components highlighted by colors.
The left singular vectors U describes the shape of the signals, the
middle singular values S the strength of the components and the right
singular Vectors V the time evolution of the vectors in U.
4.3.3 Discussion
The structural changes of PtPOP have been directly measured in Section 4.2 and
in literature both in the crystal phase [79, 80] and in solution [9, 10], where the
molecular structure has been found to start from a ground state Pt-Pt distance of
2.9-3.0 Å to an excited state Pt-Pt distance of 2.7-2.8 Å. These values are very similar
to ones measured for AgPtPOP (dESPtAg = 2.80 ± 0.07 Å, dGSPtAg = 3.01 ± 0.04 Å) and
well within the uncertainties.
Whereas the movement of the atoms in the photo excited Pt-Pt bond contraction
are symmetric in the PtPOP molecule, the end-on addition of the Ag+ atom seems
to create an asymmetric movement of the Pt atoms during the Pt-Pt bond contraction
where the uncoordinated Pt atom move 0.1 Å closer to the middle of the structure
than the Ag-coordinated Pt atom. One reason could be an energy cost of bringing
the Ag+ closer to the ligand structure. The Ag-Pt bond itself does not seem to
change much upon excitation of an electron from the anti-bonding 5dσ∗ HOMO
orbital to the bonding 6dσ LUMO orbital of the Pt-Pt bond. This indicates that either
these orbitals do not play a significant role in the Pt-Ag bond formation or that its
significance is balanced out by the increased structural resistance of moving the Ag+
closer to the ligand structure, of which the first reason would be unexpected. Also no
significant difference was measured in the size of the Pt-Pt contraction upon end-on
coordination of Ag+. Further, it should be noted that no clear oscillation period of
220 fs/280 fs can be seen in the AgPtPOP experimental data, which could be due to
a much stronger decoherence effect in the AgPtPOP molecule where the Pt-Pt bond
symmetry is broken by the end-on coordination of Ag+.
Figure 4.13 (left) illustrates that the temporal evolution of the model residual (MSE)
seems to follow an exponential decaying oscillation with a period of ≈ 380 fs. The
decrease in the MSE values point towards an increasingly better structural model
over time that could be explained by an additional short lived component in the
data. Figure 4.13 (right) shows a direct comparison of the scattering difference
signal between measurements at, 1 ps < t < 2 ps, and, 4 ps < t < 5 ps. The solvent
temperature signal is shown as well to signify that it is insufficient to describe the
full difference between the two scattering signals and that part of the residual could
be due to an additional effect in the system. The ≈ 380 fs points towards additional
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FIGURE 4.13: Left: The Mean Squared Errors (MSE) values from
the structural analysis seem to behave according to an exponentially
decaying oscillating function with a period of around 380 fs. The blue
line illustrates this but is not a result of mathematical fitting. Right:
The scattering difference signal for TR-WAXS data averaged over 1-
2 ps and 4-5 ps cannot be fully described by a solvent temperature
increase.
structural dynamics as well. It has been observed from Raman spectroscopy on
Cl/Br/I coordinated PtPOP molecules that some complexes (Cl/Br) have a longer
oscillation period (300/350 fs) than the Pt-Pt bond stretching mode, associated with
the Pt-Pt-Cl/Br bending mode [81]. The QM/MM BOMD simulation method used
in the PtPOP data analysis might give a better understanding of the underlying
mechanisms in the AgPtPOP system.
The possible Ag-Pt-Pt bending mode is an obvious candidate to include in the structural
model and the fitting at all time delays. It will however be difficult to increase the
number of variables, due to the strong correlation between several of the parameters
and the severe limitation caused by the available information content in one-dimensional
scattering curves. For clearer observations of the oscillation periods, a data set with
better quality and reduced time bins is needed. Another improvement could be the
inclusion of a AgPtPOP cage instead of using the one for PtPOP as the geometry of
the metal-solvent interaction may be a key component in understanding the photochemical
reaction. It is however not expected to make significant differences in the current
analysis.
A few limitations of the model will be addressed. First of all the structural model is
based on atomic distance steps of 0.02 Å, which might be insufficient to clearly show
subtle oscillations in the Pt-Pt/Pt-Ag bond lengths. The main issue is however, the
strong correlations between several of the parameters in the model, which leads to a
rather broad confidence interval in a full analysis and complications in determining
small bond length changes. Excitation fraction and bond length changes are obviously
correlated, but also changes in the Pt-Ag and Pt-Pt distance are correlated to some
extend as the scattering signal is dominated by the distance between electron dense
atoms in the molecule. The results from this analysis however shows that a geometrical
optimization yielding realistic bond length distances are possible from the TR-WAXS
data.
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4.4 Summary
This chapter presented an experimental method to directly measure structural dynamics
on a ground state potential surface by preparation of a vibrationally cold excited
state through off-resonance photo excitation and subsequent measurement of the
ground state "hole" dynamics. The method was successfully applied to the PtPOP
transition metal complex in an XFEL solution experiment in order to measure the
details of the sub-ps ground state Pt-Pt stretching mode by analysis of the X-ray
scattering signal.
The experimental results were directly coupled to high-level QM/MM BOMD simulations
to investigate the molecular details of the dynamics and the solvent-solute interactions.
The analysis relied on assumptions of the population distributions but a direct comparison
with the simulations allowed for an experimentally supported visualization of the
dynamics on both the ground and excited state potential surfaces.
Further, an on-going analysis to optimize the ground and excited state structure of
PtPOP with end-on coordination of Ag+ was presented. An analysis of the excited
state dynamics showed possible sub-ps dynamics of a structural vibrational mode
yet to be determined.
We believe that the methods outlined in this chapter will have wide-ranging impact
in the study of ground and excited state potential surfaces in chemical photoreactions.
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Chapter 5
The Solvation Response to a
Photo-Induced Solute Charge
Change
This chapter describes the analysis of the Time-Resolved X-ray Scattering/Absorption
XFEL data of the aqueous I−→ I0 photoreaction. The solvation shell changes in
the reaction represents a simple case of solvent reorganizing upon a solute charge
change in a chemical reaction and is a model system for a whole variety of chemical
and biological systems. The time scale of the solvation changes are determined and
the measured difference scattering signals are compared to classical MD simulations
to give an experimentally supported visualization of the solvation dynamics. The
electronic configuration is probed by the X-ray absorption measurements to couple
the solvation dynamics to an increased electron back donation from the solvent to
I0. The chapter thus illustrates an example of how a combination of scattering and
absorption XFEL data can be used to measure both ultrafast electronic and structural
changes in the surrounding solvent shell (cage) of a chemical reaction.
5.1 Introduction
Solvation dynamics upon electronic structure changes in a solute, is one of the most
studied phenomena in chemical physics [17, 18, 19], due to the solvation role in
assisting, hindering or triggering chemical reactions. The dynamics have been studied
both by using ultrafast optical measurements e.g. UV-VIS and IR laser techniques
[17, 18] and by theoretical modelling [19, 83]. The femtosecond optical studies have
traditionally been carried out on photo induced dipole moment changes in solvated
dye molecules, probed by fluorescence, absorption or stimulated emission measurements.
The optical studies can however not deliver the structure of the solvent shell before,
during and after solvent rearrangement.
An approach based on solvated halides have been proposed as a simpler and more
fundamental model system in order to gain a deeper insight into the solvent shell
dynamics. Photo detachment of the valence p electron generates a free halogen
atom with a dramatically different solvent shell structure due to changes in the
electronic properties, as revealed by picosecond X-ray Absorption Fine Structure
(XAFS) studies [84, 85]. The lack of further internal degrees of freedom for the simple
system allows identification of the solvation dynamics in its purest form. Photo
detachment of the halides leads to Charge-Transfer-To-Solvent (CTTS) states, which
results in a well-separated halogen atom and a solvated electron (> 10 Å distance)
well within the first picosecond [85].
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FIGURE 5.1: Illustration of the (simplified) structural dynamics of
the I−→ I0 photoreaction pumped with 400 nm laser pulses. Upon
photo-excitation of I−, the surrounding water molecules reorient
as a consequence of the photo abstraction of one electron from
iodide. This will be investigated by combined time-resolved X-ray
Absorption Spectroscopy and X-ray scattering with sub-ps resolution
using an XFEL probe beam.
From a classical point of view, solvated halide atoms will affect the surrounding
solvent shell molecules due to their charge. In the case of aqueous Iodide atoms (I−)
the negative charge will be solvated by the slightly positively charged hydrogens of
the surrounding water molecules as illustrated in figure 5.1 (left). To a first approximation,
it will give a solvation shell structure where all the hydrogen atoms in the nearest
solvation shell will point inwards and move the whole solvent shell closer towards
the Iodine atoms due to electrostatic interactions. There is however, a trade-off of this
configuration with the energy cost in entropy and the mutual repulsion of hydrogens
from different water molecules. The changes in the nearest solvent shell around a
charged atom will in turn affect additional layers of the solvent.
Upon photo detachment of the electron in Iodide (I0) and the loss of the negative
charge, a dramatical change in the structure of the solvent shell is expected (figure
5.1, right). From a classical point of view the solute and solvent shell is no longer
hold together by electrostatic interactions and the water molecules will lose their
well-defined orientations. Therefore, the structural dynamics during the photo reaction
is expected to be defined by two effects within the first picosecond; a rotation of the
water molecules in the solvent shell and a dramatic expansion of the solvent shell.
From a quantum mechanical point of view it may also be possible that I0 receives a
partial charge back donation from e.g. a few polar H2O molecules, which thus are
somewhat closer to the otherwise heavily expanded cage [85].
In this chapter the analysis of time-resolved X-ray scattering/absorption XFEL experiments
aims to give direct structural/electronic information of the solvation dynamics in
the aqueous I−→ I0 halide-halogen photoreaction. A direct comparison to the X-ray
scattering calculated from MD simulations will allow for an experimentally supported
visualization of the solvation dynamics.
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FIGURE 5.2: A and B show results from a classical Molecular
Dynamics (MD) simulation of the I−→ I0 photoreaction. The I-O (A)
and I-H (B) Radial Distribution Functions g(r) (RDFs) show how the
water molecules rotate away from their orientation in the very well-
ordered solvation shell around I− (blue) to an expanded and more
disordered shell surrounding I0 (red).
5.2 Classical MD Simulations
The classical Molecular Dynamics (MD) simulations were done by Elisa Biasin at
the Technical University of Denmark. The purpose was to determine the Radial
Distribution Functions g(r) (RDFs) of the solvent shell around Iodine/Iodide (I0/ I−)
and provide a visualization of the solvation dynamics. Calculations of the corresponding
X-ray scattering patterns will allow for a direct comparison with the experiments.
The classical MD simulations of I0/I− were both (independently) solvated in a cubic
box (30 Å size) of water molecules using the TIP4P-Ew potential. The I0/I− atoms
were restrained at the center of the box and MD trajectories were calculated with a
Nose-Hoover thermostat at 300 K. The RDFs were sampled in 0.1 Å radial bins and
over 2000 individual simulation time steps over a total time interval of 2 ns.
Figure 5.2 shows the I-O and I-H RDFs of I0/I− atoms solvated in water, calculated
from the classical MD simulations and a significant difference is observed in the
solvation shell. The negatively charged I− is solvated by the hydrogens of the surrounding
water molecules that gives a well-defined solvation shell configuration where the
hydrogen atoms in the nearest solvation shell points inward towards I−. This can be
seen by the first peak in the simulated I-H RDF being 1.0 Å closer to I− than for the I-
O RDF. The solvation shell of the neutral I0 is less ordered with more similar I-O and
I-H RDFs and the nearest water molecules no longer have a well-defined orientation.
With regards to the I−→ I0 photoreaction an expansion of the solvation cage is
observed as the first peak in the I-H and I-O RDFs moves outward with ∼ 0.9
(from 2.65 Å to 3.55 Å) and ∼ 0.1 Å (from 3.65 Å to 3.75 Å) respectively. Previous
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simulations performed by Pham et al. [85] shows some of the same trends, although
the cage expansion was significant larger in these studies both for their classical MD
(∼ 1.6 Å and 0.7 Å) and QM/MM simulations (∼ 1.0 Å and 0.3 Å). In the same study,
an L3 EXAFS spectrum confirmed the general trends in the simulations, although the
analysis did not allow for estimating the magnitude of the cage expansion.
5.3 Experimental Results
In the X-ray Absorption Spectroscopy (XAS) measurements the X-ray transient absorption
through the sample was recorded by an X-ray diode around the L1 edge ofE = 5.188
keV (using the XPP monochromator) and we denote ∆XAS(E, t) as the difference
spectrum before and after hitting the sample.
The X-ray Diffraction Signal (XDS) was recorded in the forward direction by the
large-area 2D CS-PAD detector [86] and undergone corrections as discussed in Chapter
3. Following these corrections, the 2D difference images were azimuthally integrated
to yield one-dimensional ∆S(Q, t) difference scattering curves. The curves were
then scaled to the liquid unit cell in electron units per solute molecule [87] to directly
associate the magnitude of the change to an excitation fraction of the molecules.
5.3.1 L1-Edge Absorption Spectra
Figure 5.3 shows the recorded stationary L1-edge and the spectrum at 200 fs after
laser excitation. Also shown is a selected subset of the transient spectra of the L1-
edge recorded at time-delays between -300 fs and 1 ps together with a transient
spectrum recorded at 10 ps time delay. In general, the transient signal shows a
positive feature near 5.184 keV and a negative one at around 5.192 keV. The positive
feature arises from the bound-bound 2s-5p transition, which is suddenly allowed
after the electron has been expelled from the 5p orbital by the photo excitation of the
sample [84]. The negative feature arises from the L1 absorption edge being shifted
to higher energies as a result of the oxidation state as the less effective shielding of
the core electrons leads to stronger binding energy.
The total amplitude of the transient spectra are increasing from 0, 50 to 200 fs which
is a result of the IRF (Instrument Response Function) estimated to σ ∼ 40 fs. The
initial increase is followed by a slight decay on a ps timescale and the 10 ps trace is
of lower amplitude than any other transients recorded after the full onset of the IRF.
5.3.2 X-ray Scattering Experiments
Figure 5.4 (A) shows the time-resolved XDS difference data rebinned in time intervals
of 50 fs from -1 to 7 ps after laser excitation as ∆S(Q, t). The scattering analysis
is based on a similar model as described in Chapter 4. The difference scattering
signal arises mainly from two contributions, the local changes in the molecules in
the proximity of the solute (∆Scage) and changes in the bulk solvent (∆Ssolvent) [88]:
∆Stotal(Q, t) = ∆Scage(Q, t) + ∆Ssolvent(Q, t) (5.1)
The solvent term on a sub-10 ps timescale (before any significant thermal expansion
occurs [45]) is generally well described by a difference signal SdT (Q) = (∂Ssolvent/∂T )|ρ
which arrises from the molecular rearrangement due to solvent temperature increase
5.3. Experimental Results 53
FIGURE 5.3: Time-resolved X-ray absorption data acquired at the
iodide L1 edge. Top: X-ray absorption spectrum as a function of
energy with (triangles) and without (squares) the pump laser pulse
arriving before the probe X-ray pulse. A distinct pre-edge feature
appears at 5.184 keV as electron abstraction leaves a hole in the
5p state and an edge shift related to the charge change. Bottom:
Difference spectra at selected time delays, showing the prompt
appearance and decay of the two features.
∆T [44]. This term was measured in a separate experiment on neat water [43].
Further a SdT2(Q) term is included in the model which is a higher order heat effect
and can be estimated from MD simulations [43].
The ∆Scage ≈ α∆Scage,MD = α(Scage,I0 − Scage,I−) term is estimated by using the
Debye equation on the pairwise RDFs [29] from the classical MD simulations of
Iodine and Iodide in their "equilibrium"/"stationary" configuration (see figure 5.2).
α is the scaling factor of the simulated cage signal. The total cage signal ∆Scage(Q) is
then to a first approximation assumed to be linearly related to the simulated signal
∆Scage,MD(Q) at all time delays. The full difference signal can then be modelled as:
∆Stot(Q, t) = α(t)∆Scage,MD(Q) + ∆T (t)SdT (Q) + ∆T2(t)SdT2(Q) (5.2)
Figure 5.4 (A and B) shows the result of modelling the total scattering difference
signal at all the investigated time delays with a linear combination of these three
terms. Figure 5.4 (C) compares the XDS difference signal at 2 ps to the simulated
difference signal. Very good agreement is observed from the residuals, supporting
that the XDS signal is indeed monitoring the dynamics of the formation of the new
solvent shell.
From the amplitude of the plateau at long time delays the excitation fraction has
been estimated to ∼ 4 %, by comparing the magnitude of the difference scattering
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FIGURE 5.4: Time-resolved X-ray scattering (TR-XDS) difference
signal and fit results. A: TR-XDS signal of the aqueous I− to I0 photo
reaction as a function of time after laser excitation. B: The residual
after subtracting the structural model. C: A comparison of the TR-
XDS data (grey) at 2 ps and the structural model (black) and their
residual (bottom, black). (middle) The structural model consist of
contributions from the water heating (red and purple) and a change
in the Iodine water cage estimated from the classical MD simulations
(blue).
signal to the magnitude of the liquid water peak in the total scattering signal.
To provide a stronger argument for the existence of the cage component in the data
set, the XDS data from a neat water experiment (prior to the Iodide experiment)
was subtracted from the iodine XDS data (figure 5.5, top). Then the remaining
signal was analyzed with an SVD analysis ∆S(Q, t) = USVT (see Section 4.2.1) with
the strongest components shown in figure 5.5 (middle, bottom). Two clear SVD
components can be seen from the analysis clearly resembling the simulated cage
signal from the MD simulations (1st component) and the leftovers of the solvent
temperature signal (2nd component).
5.3.3 Kinetics
Figure 5.6 (purple) shows the time evolution of the amplitude of the 5.184 keV peak
from the L1 edge XAS experiments. The amplitude of the peak increases on a sub
100 fs timescale to its maximum value in agreement with the prompt creation of a
5p hole during the electron detachment and the IRF of σ ∼ 40 fs.
A decay in intensity of this feature is observed and additional measurements at 9.5-
10.5 ps (not shown here) show that the majority of this decay happens during the
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FIGURE 5.5: Top: XDS data from aqueous iodide (left) and neat
water (middle) excited at 400 nm with 600 μJ per pulse. (right)
shows the iodide signal after subtracting the water signal. Middle:
A singular value decomposition (SVD) of the (iodide - water) signal
with the three strongest components highlighted by colors (middle).
U describes the fundamental Q-dependent components in the data
(left) with a time revolution given by V (right). Bottom: The two
strongest SVD components resembles the simulated cage signal from
the MD simulations (left) and the leftovers of the solvent temperature
(right).
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FIGURE 5.6: Results from the structural model fit (blue and red) to the
TR-XDS data and the amplitude of the 5.184 keV peak (purple) from
TR-XAS. A: The results from the first 7 ps after laser excitation scaled
to maximum amplitude with the best exponential fits broadened
by the IRF. B: shows the results from the featured box with a 5 pt
smoothing. The cage contribution exhibits a possible delay of ∼ 100
fs compared to the solvent temperature increase.
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first few picoseconds and that the signal at 10 ps has decreased to around 85 % of its
maximum value. For those reasons the signal has been fitted with a step function at
t0, with an exponential decay to a baseline comprising 85 % of the signal, convoluted
and broadened by the IRF (σ = 40 fs):
fXAS(t) = Gauss(σ = 40 fs)⊗
{
0 if t < t0
A · (0.85 + 0.15 · e−
(t−t0)
τXAS ) if t > t0
(5.3)
The estimated decay time from the fit is τXAS = 0.68± 0.40 ps.
Figure 5.6 (blue and red) shows the solvent temperature increase and the cage contribution
obtained from applying the structural model in equation (5.2) to fit the time-resolved
XDS measurements (figure 5.4). Both these signals have been fitted with an IRF
broadened single exponential grow-in at t = t0 with t0 as a free parameter.
fXDS(t) = Gauss(σ = 40 fs)⊗
{
0 if t < t0
A · (1− e− (t−t0)τ ) if t > t0
(5.4)
The fit to the solvent temperature increase shows a time constant of τ∆T = 0.57±0.07
ps and a time-zero of t0 = −10±30 fs. In general, the time-evolution is very similar to
a neat water experiment measured subsequent to the Iodide experiment and no new
features are observed in this signal on the measured timescale. The time constant for
the cage term τcage = 0.35± 0.04 ps (at a time-zero of t0 = 100± 30 fs) represents the
characteristic timescale of the grow-in of the XDS signal arising from the formation
of the new solvent cage.
5.4 Discussion
The time-resolved XDS data (figure 5.4) was found to be dominated by a single
component (apart from the components present in a pure water experiments) that
strongly resembles the simulated signal from classical MD calculations of the solvent
cage changes. This component grows in with a∼ 0.35±0.04 ps time constant (figure
5.6). The time-scale of the grow-in of the XDS signal could match the 0.68 ± 40
ps time scale (figure 5.3 and 5.6) of the ∼ 15% (partial) decay of the amplitude of
the L1-edge XAS difference signal, but the later is dominated by large uncertainties.
These results could be significantly improved by obtaining XAS measurements at
time delays of 1.2-7.0 ps, to reduce the uncertainties.
A simple explanation for both observations could be that the formation of the new
solvation shell allows for a larger degree of back donation of electron oxygen lone-
pairs from the solvent cage to the I0 atoms, and that we are tracking both electronic
and structural aspects of the solvation. The change in the solvation shell during the
photoreaction does allow for a more direct interaction between I0 and the oxygen
lone pairs, due to the break-up of the more ordered shell around I− (figure 5.1-
2). Thus, the XDS data provides a direct handle on (in particular) the I-O RDF
(allowing us to follow the structure as the new solvation shell forms), and the L1-
edge amplitude provides a direct handle on the total back donation of charge from
the oxygen atoms of the water molecules to the vacated 5p orbital of I0 following the
photoreaction.
58 Chapter 5. The Solvation Response to a Photo-Induced Solute Charge Change
Pham et al. [85] has reported that the sub-picosecond L1 transients exhibit a weak
broadening (typically less than 1 eV) with respect to the 50 ps transient on the high
energy side of both their positive and negative features. They assigned it to the
creation of an intermediate I0(OH2) complex on a sub 10 ps timescale and supported
it with quantum simulations [85]. In our experiments, there are some differences
between the shapes of the traces at different time delays but it is within the noise of
the measurement and we do not see a similar L1 transient shift to higher energies on
a sub 10 ps time scale. This indicates that the shape of the transient XAS spectra is
completely controlled by the edge-shift upon oxidation of the I−. Thus, it is the shift
in position of these features with the oxidation that give rise to the difference signal,
not structural changes in the solvation shell.
The time constant of the cage grow-in of 0.35± 0.04 ps corresponds reasonable well
to QM/MM MD simulations which predicts a cage expansion with characteristic
timescales of 200-300 fs [85]. The ∼ 100 fs delay of the onset of the cage term
compared to the solvent heating could possibly be related to the time scale of ejecting
the electron from the vicinity of the solvent cage. It is however likely that the
linearity of the classical model predicted in equation (5.2) does not apply to the
structural dynamics on ultrafast timescales (1-200 fs) or that the cage expansion
happens in different steps which shows up differently in the scattering patterns
(scattering is dominated by changes in the I-O RDF and e.g. rotations of the hydrogen
bond will be much weaker).
Bradforth et al. [89, 90] and Laubereau et al. [91] have studied electron production
under resonant single photon excitation and showed that for aqueous iodide the
ejection of the electron from the solvation cage happens within 200 fs followed by
solvent rearrangements around the electron completed at ∼ 2 ps. These studies
only investigate the solvation effect around the free electron, which might have a
significant different timescale than for the one around the neutral iodine atom.
In an ultrafast fluorescence spectroscopy experiments of Iodide [92] an initial short-
lived emission from the sample of around ∼ 60 fs was observed together with a
broad distribution of decays of 100-400 fs. This was related to an initial state relaxing
to a broad distribution of lower-energy Charge-Transfer-To-Solvent (CTTS) states
upon rearrangement of the solvent cage and with electron ejection occurring from
these states. Studies with time-resolved photoelectron spectroscopy shows creation
of an I/e− contact pair on a time scale of ∼ 200 fs and a solvent-separated state on
a timescale of ∼ 1 ps [93, 94]. None of these studies directly measures the solvation
shell changes around the solute upon the photoexcitation.
5.5 Outlook - The Hydrated Electron
The model discussed in this chapter does only include the scattering signal from
solvation shell changes around the solute atoms themselves and not the signal arising
from the creation of a solvation shell around the photo-detached electrons. This is
justified by considering the much higher number of electrons in the solute atoms and
the data quality did not allow for identifying an additional (and small) component
in the XDS data (figure 5.5).
Despite the hydrated electron being a very fundamental quantum mechanical system,
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there is still considerable debate over the molecular structure. Different quantum
simulations have produced different kinds of solvation shell structures in reasonable
agreement with experiments [95]. The predicted structures can roughly be divided
into two groups; i) The electron occupies a cavity due to the Pauli exclusion principle
and the impossibility for the electrons to occupy the same space as the water molecules
molecular orbitals [96, 97, 98]; ii) The hydrated electron acts as a diffuse ball of charge
which can occupy multiple voids between the water molecules with very little direct
overlap [99, 100]. The electron then occupies a region of enhanced water density
with many molecules in the interior of the electrons charge density.
The improvements of XFEL facilities has been in a continuous progress for many
years. The hope is that improved data quality will eventually allow us to provide
real structural evidence of the solvation shell around a hydrated electron and conclude
this much-debated problem in solvation chemistry.
5.6 Summary
This chapter described the analysis of the Time-Resolved X-ray Scattering/Absorption
XFEL data of the aqueous I−→ I0 photoreaction. The time scale (≈ 350 fs) of the
solvation changes was determined and the measured difference scattering signals
were compared to classical MD simulations to give an experimentally supported
visualization of the structural solvation dynamics following the photoreaction. Based
on this analysis the first solvation shell was found to expand upon photo-detachment
of the electron, as the hydrogens of the water molecules are no longer interacting
with negatively charged I− atoms.
The electronic configuration was probed by the X-ray absorption measurements
to couple the structural solvation dynamics to an increased electron back donation
from the solvent to the I0 atoms. An effect which is related to interactions with the
oxygen lone pairs in the first solvation shell. The chapter thus illustrated an example
of how a combination of scattering and absorption XFEL data can be used to measure
both ultrafast (sub-ps) electronic and structural changes in the surrounding solvent
shell of a photochemical reaction.
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Chapter 6
Revealing Structural Information
with Cross Correlation Analysis
X-ray Cross Correlation Analysis (XCCA) is a powerful tool to analyze the anisotropic
part of the scattering signals from X-ray Free-Electron (XFEL) experiments. It often
reveals additional information about the sample, as it takes advantage of the signal
in the full 2-dimensional space of the detectors, instead of reducing the data to 1-
dimensional scattering curves by azimuthal averaging. The aim of this chapter is to
introduce the topic of angular intensity correlations in X-ray diffraction. Further, it
will be shown how it can be applied to the PtPOP XFEL data introduced in Chapter
4 and which results can be obtained from such an analysis. This chapter revisits the
content of Paper I.
6.1 Introduction
The method of angular intensity correlations in X-ray diffraction has been around
for almost 40 years, but has recently drawn an increased amount of attention due
to development in X-ray sources and instrumentation. Imagine an X-ray scattering
experiment from a solution of molecules as a collection of 2-dimensional detector
images at different time delays, as discussed in Chapter 2 and Chapter 3. These data
has typically been analyzed as isotropic Debye-Scherrer rings which traditionally
has been the case for disordered systems measured on relatively weak and low
coherence sources [101, 102]. At such sources the necessary exposure time to get
a sufficient signal, is typically longer than the characteristic rotational times of the
molecules in question, which wash out any anisotropic signal on the detectors. The
measured signals only consist of isotropic Debye-Scherrer rings from an average of
all orientations of the solute molecules.
It is an entirely different story on a brilliant X-ray source with a high degree of
coherence and a very short exposure time (pulses of few femtoseconds) as is obtainable
on a X-ray Free-Electron Laser. Here the instantaneous positions and orientations
of the solute molecules can be seen as a collection of speckles on the 2-dimensional
detector images that opens up for a completely new type of experiments [21, 23, 103].
Due to the high penetration of X-rays on a solution of a few microns, the multiple
scattering effects can be neglected which makes X-rays very attractive for these
experiments compared to e.g. visible light or electrons. The Correlations between
scattered intensity I(q, t) in different directions (e.g. q1,q2) at the same or different
times (t) averaged over many measurements, can be defined as:
C(q1, q2, t, t
′) =< I(q1, t)I(q2, t′) > (6.1)
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In this thesis the Cross-Correlation function (CCF) on a 2-dimensional detector image
will be defined as calculated on the same scattering ring (‖q1‖ = ‖q2‖) and at the
same time (t = t′), where q is defined in the polar coordinate system of the 2D
detector (q, θ):
C(q,∆) =< I˜(q, θ)I˜(q, θ + ∆) >θ (6.2)
Where I˜(q, θ) = I(q, θ)− < I(q, θ)θ > is the intensity fluctuation, ∆ is the angular
coordinate and < f(θ) >θ is the angular average of the function.
The hope is that X-ray Cross Correlation Analysis (XCCA) can be developed as
a tool to obtain additional information from a sample than has traditionally been
extracted from the isotropic patterns (mainly average pair distribution functions)
and thereby help solving structures of molecules in solution even to a high resolution
[20]. Another useful application is the unveiling of hidden symmetries, as the technique
is particularly sensitive to locate n-fold symmetries in a system [22, 104].
6.2 Theory
The CCFs presented in equation (6.2) provides information of the structure and
symmetries of a system that will be investigated from a theoretical point of view in
this section. It turns out to be convenient to decompose the CCFs using an angular
Fourier series on a ring of radius q:
C(q,∆) =
∞∑
n=−∞
Cnq e
in∆ (6.3)
Cnq =
1
2pi
∫ 2pi
0
C(q,∆)e−in∆d∆ (6.4)
By combining equation (6.2-4) and using the Fourier convolution theorem [26]:
Cnq = I
n∗
q · Inq (6.5)
Where Inq are the similar angular Fourier components of the scattered intensity:
I(q, θ) =
∞∑
n=−∞
Inq e
inθ (6.6)
Inq =
1
2pi
∫ 2pi
0
I(q, θ)e−inθdθ (6.7)
As the scattered intensity is always a real value it follows that I−nq = In∗q and C−nq =
Cn∗q . Further C0q = 0 by the definition of the CFF, so equation (6.3) can be rewritten
as:
C(q,∆) = 2
∞∑
n=1
Cnq cos(n∆) (6.8)
Cnq = ‖Inq ‖2 (6.9)
Which shows that for the values of q where one Fourier component dominates, a
strong single cosine behavior can be observed in the CCF. These components are
related to the structure and symmetry of the system [24, 25, 26].
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As discussed in Chapter 2 the Intensity from a disordered sample of N particles can
be calculated from the electron densities ρk and be split into two terms; one from
the collection of individual particles (k1 = k2) and one from the cross terms from
correlations between the particles (k1 6= k2):
I(q) = [
N∑
k1=k2
+
N∑
k1 6=k2
]
∫ ∫
ρ∗k1(r1)ρk2(r2)e
iq·(Rk2,k1+r21)dr1dr2 (6.10)
Where Rk2,k1 = Rk2 − Rk1 are the radius vectors between the particles (k1 and
k2), and r21 = r2 − r1 are the vectors internally in the particles. In this thesis the
main interest are dilute samples, as in typical solution experiments, meaning that
the cross terms can be ignored. The total scattered intensity is then given by a sum
of the scattering intensities from the individual particles (only first term in equation
(6.10) where k1 = k2):
I(q) =
N∑
k
Ik(q) =
N∑
k
∫ ∫
ρ∗k(r1)ρk(r2)e
iq·r21dr1dr2 (6.11)
To get a better understanding of the meaning of the Fourier components described
in this section it is useful to first consider the 2-dimensional case. Here all radius
vectors are defined in a 2D plane (x, y) with an angle θ, and the electron density of
the particles transforms to a projected electron density ρ˜k(r) =
∫
ρk(r, z)dz. It can be
shown that for a plane wave front illumination of such a system, the uneven Fourier
components of the intensity disappear [24].
Similar to equation (6.6) the scattered intensity from one individual reference particle
k1 can be decomposed in an angular Fourier transformation:
Ik1(q, θ) =
∞∑
n=−∞
Inq,k1e
inθ (6.12)
Let us now consider the scattered intensity Ik2 from a particle k2 rotated with the
angle ψ2 in the 2D plane compared to particle k1. If all particles in the system are
identical the intensity is then given by Ik2(q, θ) = Ik1(q, θ − ψ2). By applying the
shift theorem for the Fourier transform [105] the Fourier components of the scattered
intensity are given by Inq,k2 = I
n
q,k1
e−inψ2 . This relation can be used to calculate the
total intensity Fourier components, for an ensemble of N particles with different
orientations:
Inq =
N∑
k=1
Inq,k = I
n
q,Ψ(
N∑
k=1
e−inψk) = Inq,ΨAn (6.13)
Where k1 has been replaced with Ψ to signify its role as an atom with a reference
orientation ψ1 = 0. By using equation (6.9):
Cnq = ‖Inq,Ψ‖2‖An‖2 (6.14)
WhereAn =
∑N
k=1 e
−inψk is called the Random Phasor Sum. The Fourier components
Cnq are then a product of two terms. The first part depends on the internal structure
through the electron density in equation (6.11), and the second part is the Random
Phasor Sum that depends on the orientational distribution. The statistical behavior
of the random phasor sum for e.g. Gaussian, completely oriented and uniform
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distributions has been investigated in literature for 2-dimensional systems [26].
The first term of equation (6.13) can be related to the projected electron density of
the reference particle ρ˜Ψ (defined earlier) as [24]:
Inq,Ψ =
∫ ∫
ρ˜Ψ
∗(r1)ρ˜Ψ(r2)Jn(q‖r21‖)e−inφr21dr1dr2 (6.15)
Where φr21 is the angle of the vector r21 in the detector plane, and Jn(ρ) are Bessel
functions. It can be seen from the structure of this equation that it is strongly dependent
on the symmetry of the particles, and selection rules can be identified for the non-
zero Fourier components which can be used to identify symmetries of the particles
[24, 25, 26].
A more general solution to the Fourier components of the total scattered intensity
for the 3-dimensional case in a dilute sample, can be shown to be [106]:
In(q⊥, qz) = (i)n
N∑
k
e−iq
zz21
∫ ∫
ρ˜∗(r⊥1 , q
z)ρ˜(r⊥2 , q
z)Jn(q
⊥‖r⊥21‖)e
−inθ
r⊥21dr⊥1 dr
⊥
2
(6.16)
Here the scattering vector q = (q⊥, qz) has been split into a part qz parallel to the
beam and a part q⊥ perpendicular to the beam. Likewise the radius vectors has
been split into a z-component z21 and a perpendicular component r⊥21.
It can be shown that due to the curvature of the Ewald sphere (non-zero qz component),
the odd Fourier components will no longer be zero as in the case of a 2-dimensional
analysis. This complicates the analysis of such 3-dimensional systems significantly
even if it shares some of the same characteristics as the 2-dimensional case. However,
it may also reveal new information and symmetries that cannot be observed in
small-angle scattering [24], because these odd components become negligibly small
for experimental conditions corresponding to a flat Ewald sphere (e.g. small-angle
scattering).
6.3 Simulations: Scattering from a Solution of Molecules
To simulate the anisotropic scattering from a solution of molecules the Debye equation
is no longer sufficient because it assumes a perfect orientational averaging, as was
the assumption for the isotropic analysis described in Chapter 4. In fact in this chapter
the point of interest are the variations from the Debye equation, either due to a non-
isotropic distribution of molecular rotations or due to a statistical discrepancy from a
complete well-defined distribution of rotations. For that reason it is more convenient
to start out with the more fundamental equation of X-ray scattering intensity from a
single molecule (Chapter 2.2), given by the atomic positions rj and their atomic form
factors fj(Q):
Imol(Q) = ‖Fmol(Q)‖2 = ‖
∑
j
fj(Q)e
iQ·rj‖2 (6.17)
In the approximation of a dilute disordered sample where the mean distance between
the molecules is larger than the coherence length of the incoming beam, interference
between the X-rays scattered from different molecules can be neglected. The total
scattered intensity can then be represented as a sum of intensities from the individual
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FIGURE 6.1: Shows the geometry of a typical scattering experiment.
A horizontal beam of X-rays (k) hits the sample and is scattered (k′)
unto a 2D pixel detector. The position of every pixel of the detector
is given by the distance from the sample z and a set of coordinates
(x, y).
molecules in the system:
ITotal(Q) =
∑
N
Imol(Q) (6.18)
The excited and ground state PtPOP structures were modelled by DFT calculations
as described in Chapter 4.
The next step is to consider the geometry of a typical scattering experiment. A
horizontal beam of X-ray hits a sample and is scattered unto a 2D pixel detector
as illustrated in figure 6.1. Every pixel on the detector corresponds to a specific Q
value given by its position (x, y, z) and the wave length λ of the X-rays. TheQ vector
is defined by the wave vector of the incoming (k) and scattered (k′) X-rays:
Q = k − k′ (6.19)
Now elastic Thomson scattering is assumed (‖k‖ = ‖k′‖) and by using the geometry
on figure 6.1, the scattering vector is given by:
Q =
2pi
λ
(
10
0
− 1√
x2 + y2 + z2
xy
z
) (6.20)
By combining equation (6.17), (6.18) and (6.20) the scattering on every pixel of the
detector can be calculated from a given molecule, using the positions rj of all the j
atoms in the molecules and the atomic form factors fj(Q). The positions have to be
in the same coordinate system as the scattering experiment.
To calculate the scattering from a collection of molecules with different orientations,
a new set of coordinates rrotj are calculated for every molecule by rotating it around
the y and z axis of the experiment. For this purpose, the well-defined rotation
matrices are used:
Ry(θ) =
 cos(θ) 0 sin(θ)0 1 0
−sin(θ) 0 cos(θ)
 , Rz(θ) =
cos(θ) −sin(θ) 0sin(θ) cos(θ) 0
0 0 1

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The overall structure of the program to simulate the anisotropic scattering is then to:
i) rotate a molecule given by rj to obtain a new set of rotated coordinates rrotj ;
ii) calculate the scattered intensity on each pixel of the detector using the rotated
coordinates and equation (6.17-20);
iii) repeat i)-ii) for molecule 2 to N (total number of molecules);
iv) sum up the scattered intensity for all the rotated molecules to obtain the total
scattering.
Figure 6.2 shows the PtPOP molecule as an example (only Pt atoms shown for simplicity)
of how to randomly rotate a molecule in an isotropic way. The first step will be to
rotate the molecule around the z-axis, the axis of the Pt-Pt bond, choosing a rotation
angle θz1 randomly between 0 and 360 degrees. The next step is then to ensure that
the molecule is rotated in such a way that for a huge collection of molecules, the Pt
atoms are evenly distributed over a sphere as also illustrated on figure 6.2. This can
be done by additional rotations around the y-axis (θy) and z-axis (θz2). However, if
both these angles are picked randomly between 0 and 360 degrees, it will not give an
isotropic distribution of orientations but a distribution with more orientations close
to the poles of the sphere. The reason is that if the molecule is first rotated with a
random angle around the y-axis, then the additional random rotation around the z-
axis will be on a circle with a different circumference dependent on the first rotation,
as illustrated on figure 6.2 (top,right). Therefore, there will be a denser population
around the poles where the circumference is small.
It is then important to pick an angle θy that ensures an even distribution on the
sphere. A way to do this was to develop an algorithm I called the SIC (Sphere-In-
Cube) which can be described by the following steps:
i) pick a random point (x, y, z) inside a cube of dimensions [−1, 1]× [−1, 1]× [−1, 1];
ii) if x2 + y2 + z2 > 1 then repeat i). This ensures that the point is picked randomly
within a sphere with a radius of one;
iii) read out the angle between the xz-plane and the vector going from (0, 0, 0) to
(x, y, 0). Use it as θz2 (it is now randomly distributed between 0 and 360 degrees);
iv) read out the angle between the vector from iii) and the vector from (x, y, 0) to
(x, y, z). Use this angle as the θy angle. This angle will not be randomly distributed
between 0 and 360 degrees but instead have a distribution weighted according to
the circumference of the circles illustrated in figure 6.2 (top, right).
In this way, an isotropic distribution of molecular rotations is ensured:
rrotj = Rz(θz2)Ry(θy)Rz(θz1)rj (6.21)
If a random angle distribution but with e.g. a Gaussian, completely oriented or a
cosine squared shape are desired around the y axis, then this can be implemented
by adding it as an additional condition to selection rules of the θy angle. Figure 6.3
shows examples of simulations of such distributions for the PtPOP molecules. The
difference scattering patterns are calculated by subtracting the simulation results of
the ground state from the simulation results of the excited state.
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FIGURE 6.2: Top: Rotation of the PtPOP molecule (only Pt-Pt bond is
shown) using the rotation matrices Rz(θz2)Ry(θy)Rz(θz1)rj . Bottom:
Pt atom positions plotted for 700 different orientation using a random
selection of θy from 0-360 degrees (left) and a selection using the SIC
algorithm (right), where the probability is weighted according to the
length of the circumferences shown on the sphere to the top right.
Notice the denser population at the poles in the first case.
6.4 X-ray Cross-Correlation Analysis
To perform an X-ray Cross-Correlation Analysis a number (M ) of diffraction patterns
are used. For a practical application one would normally need to average a large
number (M typically of the order of 1,000 to 10,000) of 2D detector images to obtain
reliable information about symmetry and structure due to statistical variations of the
CCFs [107]:
C(q,∆)M =
1
M
M∑
m=1
{C(q,∆)}m (6.22)
The intensities I(q, θ)i and I(q, θ)j are the measured intensities on two different
diffraction images (i and j). From that, the two-point CCF is then calculated for
every diffraction pattern (i = j) and between every diffraction pattern (i 6= j) using
the definition in equation (6.2):
C(q,∆)ij =< I˜i(q, θ)I˜j(q, θ + ∆) >θ (6.23)
With the Fourier decomposition given by equation (6.8):
C(q,∆)ij = 2
∞∑
n=1
Cijn (q)cos(n∆) (6.24)
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FIGURE 6.3: Simulations of X-ray difference scattering intensity
on a 2D detector from 20,000 rotated ground/excited state PtPOP
molecules. The molecular orientations are distributed with an
isotropic (top, left), completely oriented (top, right), cosine squared
(bottom, left) and a Gaussian (bottom, right) distribution around the
y-axis as discussed in Section 6.3. The inserts illustrates the shape of
the distributions.
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FIGURE 6.4: Illustrates how the CCFs are calculated at a specific q
value. The Intra CCF is calculated as the Intensity correlation at an
angle θ and θ + ∆ on the same diffraction pattern (i = j), and the
Inter CCF as the correlation on different scattering patterns (i 6= j).
The Fourier components are then found by Fourier decompositions.
The ensemble-averaged Fourier components, for all the M diffraction images, are
then calculated according to [24, 25, 26]:
C˜iin (q) =< C
ii
n (q) >M (Inter CCF) (6.25)
C˜ijn (q) =< C
ij
n (q) >M (Intra CCF) (6.26)
C˜ii−ijn (q) =< C
ii
n (q) >M − < Cijn (q) >M (Intra-Inter CCF) (6.27)
Figure 6.4 illustrates the differences between these CCFs. It is a powerful tool to
calculate both the average of the Inter (i = j) and Intra (i 6= j) CFFs of the ensemble
of scattering patterns, as they provide different kind of information and can be used
to distinguish the contributions to the Fourier components. The Fourier components
describing the anisotropic signal comes mainly from three different contributions -
The Random Phasor Sum, The Internal Contribution and Background (the first two
terms were introduced in section 6.2, through equation (6.13-16) ):
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The Random Phasor Sum Is present whenever there is a non-isotropic distribution
of orientations of the molecules in the sample, as demonstrated in figure 6.3
and discussed in section 6.2, through equation (6.13-14). This is most visible for
a large ensemble of molecules as the distribution of angles will then be almost
complete. This term is generally proportional to the number of particles N as
it adds up linearly for every diffraction pattern. A smaller ensemble will have
"holes"/statistical variations from the complete distribution of angles that will
show up as statistical variations in the Fourier components compared to the
full complete distribution. This contribution due to the Random Phasor Sum
will be similar for the Inter and Intra CCFs as the shape and orientation of this
anisotropic signal does not change from shot-to-shot.
The Internal Contribution The statistical variations in the Fourier components discussed
in "The Random Phasor Sum" above are not completely random. They are
highly dependent on the internal structure and symmetries of the particles and
were introduced in section 6.2, through equation (6.13-16) as the internal term.
It comes from the "holes"/variations from a complete angular distribution,
and each of these "holes" will have a scattering intensity on the 2D detector
similar to the scattering from a single particle with the same orientation as
the "hole". Therefore, this contribution will show the same symmetries as
the individual particles as e.g. seen from the 4-fold PtPOP symmetry in the
simulated scattering signal from an isotropic angle distribution in figure 6.3
(top, left). As the shape and orientation of this anisotropic signal changes from
shot-to-shot it will show up differently for all the scattering patterns. It will
therefore not have the same contribution to the Inter and Intra CCFs. Because
it is a statistical variation from a well-defined distribution this term is expected
to be proportional to
√
N .
Background The background contribution from the experimental setup. It will in
general be similar from shot-to-shot (at least part of it) and therefore it will also
show up similar for both the Intra and Inter CCFs.
The advantage of using the Intra-Inter CCF is that it will cancel out most of the
contributions from the Random Phasor Sum and the Background, as these show
up similar in both the Inter and Intra CFF. The only remaining contributions are
then signals that changes its shape from shot-to-shot. That includes the Internal
Contribution that gives information of the symmetries of the individual molecules
themselves, and possibly contributions from experimental artifacts that change from
shot-to-shot. Especially the Internal Contribution is of interest, and the identification
of this term works best for a relatively small amount of molecules, as this signal is
expected to be proportional to
√
N whereas the total scattering signal goes as N .
6.5 Analysis of PtPOP XFEL Data
The experimental XFEL data from the PtPOP sample, consists of a large amount
of 2D 2.3M pixel detector images at different time delays which undergoes data
corrections as described in Chapter 3. The difference scattering images are then
created by subtracting laser-off (all ground state) images from laser-on images (some
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FIGURE 6.5: Left: An example of a difference scattering detector
image (On - Off) averaged over 3436 shots in the 0-1 ps interval.
The anisotropy is clearly visible, Right: The azimuthally averaged
Intensity. The isotropic component is insufficient to describe the
details of the image.
FIGURE 6.6: Calculated Fourier components of the Intra, Inter and
Intra-Inter CFFs from 10 averaged images of 340 shots in the 0-1 ps
interval (PtPOP experiment). A dominant n = 2 components can be
seen in both the Intra and Inter analysis, which almost cancels out in
the Intra-Inter analysis.
excited states). Figure 6.5 shows an average of 3436 corrected difference scattering
images in the 0-1 ps time delay interval of the experiment, with the isotropic part of
the signal derived from an azimuthal average of the intensity < I(q, θ) >θ. It can
be seen that an anisotropic part of the signal is clearly needed to fully describe the
signal.
6.5.1 The CCF Fourier Components
To calculate the Fourier components of the CCFs (Intra, Inter and Intra-Inter) of a
difference scattering image averaged over e.g. 3436 shots/images (and temporally
rebinned into 1 ps bins as in figure 6.5), the image is first divided into 10 detector
images of approximately 340 shots each from which the CCFs can be calculated.
Figure 6.6 shows the Fourier components of these CCFs and a strong n = 2 component
is clearly visible in both the Inter and Intra analysis, but not in the Intra-Inter analysis.
This is a clear indication that the component arises due to an anisotropic signal
with a similar shape and orientation in all the images. As discussed in the previous
section this means that it is not a result of the internal symmetry of the individual
molecules but rather a result of a non-isotropic orientational distribution of the excited
state molecules. In this work the diffraction patterns were masked prior to the
CCF calculations to exclude irregular, beam stop, edge and shadowed pixels on the
detector and the pixels were rebinned in 4× 4 pixel groups, to decrease the noise of
the CCF Fourier components.
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FIGURE 6.7: Model of the azimuthal distribution of the PtPOP
molecules with regard to the laser polarization, before (Off) and
immediately after laser excitation (On). The model is based on
an initial cos2(θ) distribution of excited state molecules, expected
from linear molecules excited by one-photon absorption. This leaves
a "hole" in the ground state population with a similar azimuthal
distribution.
6.5.2 The "Linear Molecule" Model
In this thesis, a simple model is proposed for the excitation of PtPOP. The molecules
are considered as linear molecules because the Pt-Pt bond is essential for the photo
excitation and the molecule is symmetric around this axis. When such linear molecules
are excited from thermal equilibrium by one-photon absorption, the population of
excited molecules will have a cosine squared orientational distribution with respect
to the polarization of the incoming photons [108]. As the laser pulses in the experiment
are linearly polarized, such an orientational distribution of the molecules is expected
immediately after laser excitation. This is also evident from the experimental results
as e.g. shown in figure 6.6. Figure 6.7 illustrates this simple "Linear Molecule" model
and the ground/excited state populations expected from the PtPOP experiment,
before and (immediately) after photo excitation. In the simulations of the difference
scattering signals it is then important to consider the two different azimuthal distributions
of molecules in the ground and excited state populations.
Figure 6.8 shows the calculated Fourier components of the Inter CCFs from a simulation
of 20,000 PtPOP molecules (left) and a comparison of the n = 2 Fourier component
(scaled accordingly) with that measured from the XFEL experiment (right) at a time
delay of 0-1 ps. The simulations were based on the "Linear Molecule" model and the
scaling factor is dependent on the number of molecule in the actual experiment. A
good agreement was found between the experimental results and the model, and the
discrepancy can possibly be explained from the lack of a cage in the simulations (the
solvation shell around PtPOP, which will have the same azimuthal distribution as
the molecules) and errors in the best estimation of the PtPOP structures. The n = 2
component was the only dominant component in both simulation and experiment,
and the very weak n = 4 component in the simulations can be explained by the
4-fold symmetry of the PtPOP molecules, due to the relatively small amount of
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FIGURE 6.8: Left: Calculated Fourier components of the Inter CFFs
from an ensemble of 5 five simulations of 20,000 PtPOP molecules
with a cosine squared orientational distribution. Right: Comparison
of the n = 2 angular Fourier component from the simulation to the
one calculated from 10 images of 340 shots in the 0-1 ps interval of the
experiment.
molecules in the simulation (Internal Contribution). Overall, the proposed model
of a cosine squared azimuthal distribution seems to fit the data very well.
Weak but consistent n = 4 and n = 6 components can also be seen in the Intra
and Inter analysis of the experimental data around q = 1.8 Å−1. These components
could arise either from a background signal, an artifact in the analysis or possibly
that a small fraction of the excited molecules have a different distribution of rotation
angles - but there is no clear indication of that. These components are disregarded
in the analysis due to their small significance. Other Fourier components are seen at
very low q (<1 Å−1) which is a result of the very few detector pixels on these q rings.
6.5.3 Time Dynamics
It is interesting to look at the temporal evolution of the experimentally determined
n = 2 angular Fourier component. The anisotropic contribution to the signal will
decay over time, as the population of molecules eventually will settle back into
an isotropic orientational distribution. This decay time will be dependent on the
rotational correlation time of the molecules in the solution, which for inorganic
molecules normally varies from 10-200 picoseconds [109], but also of the lifetime
of the excited state (∼ 10 μs) as the excited state molecules eventually return to their
initial distribution in the ground state population. A combination of two life times
is then expected which can be on very different time scales.
The measured difference scattering images at two different time delays and their
corresponding Fourier components of the angular CCFs are shown in Figure 6.9.
To average over sufficient number of diffraction patterns (M ∼ 3000) and increase
the signal-to-noise ratio, the collected diffraction patterns were temporally rebinned
into 1 ps bins. A dominant n = 2 angular Fourier component in the difference
scattering images, parallel to the laser polarization (∼ 20 degrees to vertical), is
clearly visible and its contribution have decreased significantly after 10 ps. Taking
into consideration the rapid decay of the dominant component, this is strong evidence
that the observed n = 2 signal arises from a 2-fold symmetric orientational distribution
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FIGURE 6.9: Top: Difference scattering detector images (On - Off)
averaged over ≈ 3000 shots for two different 1 ps time intervals,
Bottom: Calculated Fourier components of the CCFs. The insets
highlight the dominant and temporally decreasing n = 2 contribution
on top of the isotropic n = 0 signal.
of excited state molecules induced by the laser excitation at ∆t = 0.
Figure 6.10 (left) follows the temporal evolution of the integrated area under the
peak at q ∼ 1.8 Å−1 of the n = 2 intensity Fourier component |In(q)| =
√
Cn(q)
(equation (6.14)), to clearly illustrate the decay of the anisotropic detector signal over
time. An additional short decay is clearly visible on top of the longer decay in the
inset of Figure 6.10 (left) when the images are rebinned into 250 fs time bins. This
analysis is as such independent on any structural modelling of the system. The total
decay was modelled as a sum of two exponents:
f(∆t) = Ae
−∆t
τ1 +Be
−∆t
τ2 + σB (6.28)
Where σB is related to the general noise level of the averaged images. Based on
least-square fitting 79± 5% of the signal was found to decrease with a time constant
of τ1 = 46 ± 10 ps, and 21 ± 5% with τ2 = 1.9 ± 1.5 ps. Rebinning into 100 fs time
bins reveals oscillatory behavior of the decay during the first few picoseconds (figure
6.12), which we relate to the Pt-Pt bond stretching mode with a sub-300 fs period as
discussed in Chapter 4. The rebinning however results in a much reduced signal-to-
noise ratio due to fewer images per time delay.
The observed model-independent time dynamics can be directly compared to our
structural model and simulation. Figure 6.11 shows a comparison of the measured
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FIGURE 6.10: Left: A double exponential decay fit to the measured
In=2(q,∆t) Fourier components integrated in q space, as a measure
of the changes in the n = 2 signal strength over time. The
intensity Fourier components were calculated from the averaged
images binned in 1 ps bins. The model-independent analysis reveals
two different time scales as highlighted in the inset with 250 fs time
bins. Right: Similar figure but with the best-fit scaling value
√
α
between simulation and measurements.
n = 2 CCF Fourier component at different time delays with the n = 2 component
calculated from our simulation scaled accordingly. The results from the simulations
are scaled with scaling factors α to account for the total number of excited PtPOP
molecules in the probed volume of the sample and their orientational distribution at
the specific time delay. The scaling factor α (figure 6.10, right) has a similar temporal
decay behavior as observed for the integrated n = 2 intensity Fourier component
(figure 6.10, left).
6.5.4 Correlated Parameters
Until now the data has been analyzed simply by considering the averaged relaxed
ground and excited state structures of PtPOP while the fundamental modes of oscillations
in e.g. the Pt-Pt bond length has been ignored. It has blindly been assumed that
the strength of the n = 2 Fourier component in the intensity, is linear with the
change in the Pt-Pt bond length ∆dPtPt. The sub-ps oscillations has been handled by
assuming linearity and the whole analysis was carried out by considering averaged
structures. A way to verify this assumption is to carry out simulations with Pt-Pt
bond length changes of e.g. 0.2 and 0.3 Å respectively, and see if the differences
in the Fourier components can be described by a scaling factor of ζ = 0.3 Å
0.2 Å
= 1.5.
Figure 6.13 shows the results from such a procedure, and the assumption seems to
works well for these bond length changes. Further, the molecule is assumed to be
otherwise completely rigid and other possible atomic oscillations has been ignored,
an assumption that is justified by DFT simulations and the results presented in
Chapter 4.
The fact that there is an approximately linear relation between the strength of the
n = 2 Fourier component and the bond length change means that it is very hard
to determine an exact value for the bond length contraction from the anisotropic
scattering signal. This is because the strength of the n = 2 Fourier component is also
linearly related to the excitation fraction of the molecules and these two parameters
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FIGURE 6.11: Left: The calculated n = 2 CCF Fourier component
(black) from the simulation of 105 PtPOP molecules with a cosine
squared orientational distribution, fitted to the measured n = 2
component (gray) in the 2-3 ps time delay interval with a scaling
factor α(∆t). Right: The same comparison for a variety of time
delays; at 100 ps the molecules have almost lost their preferred
orientation.
FIGURE 6.12: A direct comparison of the calculated n = 2 CCF
Fourier components from the simulation, fitted to the measured
components (bins of 100 fs) with a scaling factor α(∆t) (middle)
and residuals (right). The temporal evolution of α(∆t) shows sub-
ps oscillations (left).
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FIGURE 6.13: Comparison of the n = 2 intensity Fourier component
in the difference scattering signal, from "Linear Molecule" simulations
of Pt-Pt bond length changes of ∆dPtPt=0.2 (blue) and 0.3 Å (red)
respectively. A scaling factor of ζ = 0.3 Å
0.2 Å
= 1.5 multiplied to the
∆dPtPt = 0.2 Å curve (cyan) agrees well with the ∆dPtPt = 0.3 Å
curve. The structures are assumed to be otherwise completely rigid.
are then directly correlated. A similar problem was observed in the isotropic analysis
described in Chapter 4.
6.5.5 The Random Phasor Sum vs. Internal Contributions
An anisotropic signal was only found in the experiment from the initial cosine squared
orientational distribution of the excited state molecules (Random Phasor Sum). No
contributions were observed from the internal symmetry of the molecules themselves
(discussed in Section 6.4 and Section 6.5.1). It was however seen as e.g. a weak n = 4
component in the simulations (figure 6.8). This is expected due to the large number
Nexp of molecules in the actual experiment compared to the simulations (Nsim =
20, 000), as the signal from the Random Phasor Sum generally is proportional to N
and the Internal Contribution goes as
√
N .
A way to demonstrate this is to simulate the behavior of the intensity Fourier components
‖Inq ‖ as a function of Nsim, using the Intra-Inter CCF (very sensitive to the internal
symmetries) and the Inter CCF (includes the Random Phasor Sum). As an estimate
of the strength of a particular Fourier component, the maximum value of the main
peak is used. Figure 6.14 (top) shows the result of such an analysis for the Inter and
Intra-Inter ‖Inq ‖ components up to 20,000 molecules. From the Inter CCF analysis the
linear dependence of the n = 2 components can clearly be seen, and was fitted with
a function fnI (Nsim) = αnNsim. Likewise a square root dependence was seen for all
the components in the Intra-Inter analysis and fitted with fnI−I(Nsim) = βn
√
Nsim. A
simple and rough estimation of the ratio of contributions to the Intensity, from these
two effects (Random Phasor Sum and Internal Contribution) is done by comparing
their strongest components as:
f(Nsim) =
f2I (Nsim)
f4I−I(Nsim)
=
α2
β4
√
Nsim ∼ 0.06×
√
Nsim (6.29)
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FIGURE 6.14: Top: The main peak height of the calculated ‖Inq ‖
Fourier components for an Intra (left) and Intra-Inter (right) analysis
of the PtPOP simulations, as a function of the number of molecules
Nsim in the simulation. The fits are fnI (Nsim) = αnNsim (left)
and fnI−I(Nsim) = βn
√
Nsim (right), Bottom: Plot of f(Nsim) =
f2I (Nsim)
f4I−I(Nsim)
= α2β4
√
Nsim which gives a roughly estimated value of
the ratio between the Random Phase Sum and Internal Contribution
parts of the anisotropic intensity signal.
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FIGURE 6.15: Simulation of the Fourier components of the Intra-Inter
CCFs in the difference scattering images for 20,000 PtPOP molecules.
Shown for a bond length change of ∆dPtPt = 0.2 Å (left) and
∆dPtPt = 0.3 Å (right). Notice the dominance of the n = 2 and
n = 4 components, due to the 2-fold and 4-fold symmetries in the
molecules.
This function is displayed in figure 6.14 (bottom), and the fitting parameters are
found from the best-fit values in figure 6.14 (top). It can be seen from this equation
that a simulation of 20,000 molecules gives a ratio of f(20, 000) ∼ 8.5 in the intensity
Fourier components and ‖f(20, 000)‖2 ∼ 72 in the CCF Fourier components, which
explains the very weak n = 4 component in the simulation shown in figure 6.8.
The number of excited molecules in the experiment is of the order of Nexp = 5 ×
1010, estimated from the experimental setup. A comparison with equation (6.29)
shows that the ratio f(Nexp) for the Cnq and Inq components are of the order of
104 and 108 respectively. This is the reason why only the Random Phasor Sum
contribution of the signals can be seen from the experimental measurements, as the
signal-to-noise value is around 50 at the best for the measured Cnq . This concludes
that the Internal Contribution is only measurable for experiments designed with a
significantly smaller amount of molecules.
6.5.6 Investigating the Internal Contributions
Figure 6.15 (left) shows an example of the simulated Fourier components of the
Intra-Inter Cnq for 20,000 molecules (primarily Internal Components as discussed
earlier) where it is clear that the most visible component is n = 4 followed by n = 2.
It is not surprising as the PtPOP molecule has exactly those two symmetries, a 4-
fold symmetry expected to be dominated in the scattering by the 8 Pt-P bonds and
a 2-fold symmetry expected to be dominated by the single Pt-Pt bond. The n = 6
Fourier component is slightly stronger than the rest of the components (attributed
to the general noise level) but could not be related to any direct symmetries in the
molecules.
Figure 6.15 (right) shows the results of the simulation when the Pt-Pt bond length
change is 0.3 Å instead of 0.2 Å, in an otherwise completely rigid molecule. There
is a small shift of the main peak in the n = 2 component to lower q-values probably
due to the dominance of the Pt-Pt bond for this scattering symmetry and the fact
that the bond length changes with additional 0.1 Å. The n = 4 component remains
almost unchanged, as the Pt-P bond length only changes with additional 0.005 Å
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due to the geometry of the molecule. More simulations with different bond length
changes (Pt-Pt, Pt-P, Pt-O etc.) and structural changes (rotations, different modes
of oscillations etc.) can be carried out to reach conclusions that are more concrete.
These results are expected to be summarized in a future article.
It should be mentioned that the simulations has only been considering the anisotropic
population of the molecules, which only makes out around 3 % of the molecules
according to the excitation fraction estimated in Chapter 4. As illustrated previously
in figure 6.7 there is also a huge population (∼ 97%) of molecules with an isotropic
orientational distribution which are not directly influenced by the laser excitation
pulse in the experiment. It is enough to only investigate the anisotropic population
if you are solely interested in the orientational distribution (Random Phasor Sum)
of molecules in the experiment, as it will greatly dominate the signal due to the
large amount of molecules in a typical solution experiment. However if one are
interested in investigating the Internal Contribution, the symmetries of the ground
state molecules in the isotropic distribution will contribute as well. This means that
it will be even harder to design experiments to measure the Internal Contribution,
as the signal from the 97 % ground state molecules in the laser On images (+ 100
% ground state molecules in laser Off) will dominate over the 3 % of molecules in
the exited state (only laser-On). For these reasons, molecules with a high excitation
fraction will work better for this purpose.
6.6 Discussion and Outlook
An inclination of ∼ 20 degrees of the n = 2 signal can be directly observed at
short time delays from the time-binned and averaged scattering difference detector
images (figure 6.9), which corresponds to the inclination of the laser polarization
direction with respect to the vertical direction. This is strong evidence that the
observed n = 2 signals arise from a 2-fold symmetric orientational distribution of
excited state molecules induced by the laser excitation at ∆t = 0. In the simulation
model one can see that the internal structure of the molecule results in the fact that
the n = 0 and n = 2 Fourier components have slightly different q-positional of the
scattering peaks (figure 6.9). This indicates that additional information on the exact
structures and symmetries of the system is available from the higher order scattering
curves. The strong contribution from the 2-fold symmetry is also a convincing
argument for the "linear molecule" model presented in section 6.5.2 and that such
molecules, excited from thermal equilibrium by one-photon absorption, will have a
short-living cosine squared orientational distribution with respect to the laser polarization
as calculated by van Kleef and Powis [108].
A direct model-independent analysis of the temporal decay of the n = 2 integrated
signal revealed two dominant time scales of τ1 = 46 ± 10 ps and τ2 = 1.9 ± 1.5
ps respectively (figure 6.10). The longer time scale is interpreted as the rotational
dephasing of the initial cosine squared distribution of orientations to a completely
random and isotropic distribution. The reorientation time τr for a molecule in solution
can be estimated from the Stokes-Einstein-Debye hydrodynamic theory in a classical
dynamical framework without electrical interactions [110]:
τr =
ηV
kbT
(fC) (6.30)
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Which includes the Boltzmann constant kb, temperature T , molecule volume V ,
solvent viscosity η and a shape factor f to take into account for non-spherical molecules
[111] . C is a value between 0 and 1 for different boundary condition and depends
on the axial ratio of the molecule [112]. For a spherical molecule V fC = 43pir
3
which gives a value of r = 3.6 ± 0.3 Å from the measured decay time. This is only
slightly less than the longest interatomic distance in PtPOP of 4.0 Å from the DFT
calculations. The uncertainty is expected to be significantly reduced by performing
more measurements at time delays of tens of picoseconds.
To take the specific molecular shape into account the van der Waals volume V can
be evaluated using the Edwards increment method [113]. The shape factor f can be
found from the axial ratio estimated from the molecule as the longest interatomic
length parallel and perpendicular to the Pt-Pt axis (≈ 10% difference for PtPOP,
which could explain the good result from a spherical approximation). The boundary
conditionC can be obtained by interpolating numerical tabulations [114, 115]. Potential
electrical contributions for a polar molecule from the relaxing long-range dipolar
interactions can be taken into account using a dielectric friction contribution calculated
from e.g. the Nee-Zwanzig [116] and van der Zwan-Hynes models [117].
Since coefficients C and f depend on the molecular radius and shape, estimations
of the molecular size and shape can be made by measuring the rotational dephasing
times τr. This can be used to benchmark values obtained from radially integrated
SAXS curves and help distinguish between size and shape effects of the scattering
signal. If the laser excitation involves a change in size, shape or dielectric properties
a different rotational dephasing time can be expected for the excited state molecules
compared to the ground state molecules. This means that the n = 2 contribution
from the ground and excited state can be distinguished by following the temporal
evolution of the n = 2 signal as the molecules with a longer dephasing time constant
will dominate the signal at longer time delays. This applies as well to experiments
where different species (or same species of different sizes) in the same sample volume
are excited with an orientational preferred direction. The molecular rotational dephasing
time obtained from the n = 2 signal cannot be determined from radially integrated
n = 0 curves and can help refine structural models and gain new insight in time-
resolved SAXS/WAXS experiments.
Concerning the shorter time constant of τ2 = 1.9 ± 1.5 a direct interpretation is
slightly more complicated as it is assumed to arise from the internal dynamics of
the PtPOP molecules. The strength of the two dominant peaks in the measured
n = 2 signal both decreases with a similar time constant indicating that the shape
of the signal remains almost unchanged (Figure 6.12). Possible explanation could
be; 1) a fast structural relaxation of the dominant Pt-Pt bond contraction, through
interactions with other modes or the solvent-solute cage; 2) the time-scale for the
ground state hole to reach equilibrium. This shorter time constant directly revealed
by XCCA could in principle be obtainable from radially averaged scattering curves
but will be intermixed with contributions from e.g. the bulk solvent.
In general the radially integrated n = 0 signal consist of contributions from both
solute, solvent cage, bulk solvent (heating and density changes) and background
variations. On the other hand the n = 2 signal is not influenced by bulk solvent
contributions and only include contributions from background variations with the
same symmetry as the orientational distribution of the molecules. This significantly
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reduces the amount of free parameters in a structural analysis and makes the interpretation
of the time constants more clear and based on fewer assumptions about the system.
A combination of both the n = 0 and n = 2 curves will give two slightly different
signals to benchmark the structural models, where one is dependent and one is
independent of the solvent contribution and therefore gives the possibility to enhance
the structural information from a SAXS/WAXS experiment.
A direct comparison of our model to the measured n = 2 signal (figure 6.11) confirms
the validity of the assumed model of the system. The small discrepancies are associated
with the lack of a simulated solvent cage signal and slight variations between the
DFT calculated structure and the actual structure of the molecule. Further, the temporal
decay of the scaling factor (figure 6.10, right) follows the same behavior as the decay
in the integrated n = 2 signal (figure 6.10, left). This indicates that direct structural
modelling of these signals are possible and reliable.
The observation of oscillations on a sub-300 fs timescale (figure 6.12) in the signal
related to the Pt-Pt bond stretching mode, illustrates the potential of XCCA to observe
structural changes on shorter time scales. This opens up the potential to investigate
e.g. the Kerr effect [118, 119, 120] that happens during the first few hundred femtoseconds.
The Kerr effect is the rotational dephasing of laser aligned solvent molecules and can
reveal information of solvation dynamics.
Experiments with transition dipole moment along a particular axis are suitable for
XCCA, which uses Cross- Correlation Functions (CCFs) to analyze the non-isotropic
part of the scattered intensities, and extract fine-structure information, going beyond
radially integrated intensity analysis. The Fourier analysis of the CCFs allows revealing
additional structural information about the system, particularly symmetries and
their lifetimes. Therefore, we expect that XCCA will significantly improve the information
content accessible in such experiments. At the same time, we also expect that by
varying such parameters as sample concentration and laser power we will explore
the capabilities of XCCA, which is crucial for method development. Experiments
with smaller X-ray beam and at higher flux facilities might reveal higher order XCCA
components for the studies of internal symmetries of the molecules.
XCCA offers a model independent approach for investigations of the anisotropic
scattering from systems of a photo-aligned sub-population of molecules in solution
that can be applied to various disordered samples of molecules, proteins, particles
and biomolecules. While such methods currently are working best in dilute systems,
our studies of PtPOP metal complex molecules show that similar methods may let
us significantly enhance the information content of scattering images, even in denser
systems, such as solvated molecules in case of a predominant orientation of the
molecules. This technique and anisotropic scattering is of great importance in many
solid-state and chemical systems as it can provide information of both orientational
symmetries in an ensemble and of the internal structural symmetries in molecules
and solid-state systems. These symmetries are often essential to understand the
physical and chemical properties.
The PtPOP system represents an excellent model system to further develop the XCCA
method and investigate fundamental chemical processes, due to e.g. the significant
structural changes in the Pt-Pt bondlength and the strong scatters (Pt-Pt) along the
excitation axis of the molecules.
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6.7 Summary
In this chapter, it was shown how X-ray Cross-Correlation Analysis (XCCA) can
be applied as an model independent approach to study the structural symmetries
and their timescale of disordered samples of solvated molecules, with the PtPOP
molecule as an example. Important steps in the analysis are Fourier decomposition
of the Cross-Correlation Functions (CCFs) and averaging over thousands of detector
images.
We revealed hidden symmetry on a very short (∼ 1 ps) time scale and rotational
dephasing at longer (∼ 50 ps) times that was compared to theoretical estimations.
Analysis of the n = 2 angular Fourier component in XCCA helps to distinguish size
and shape effects and enhance structural information, which is otherwise difficult
to obtain in a conventional SAXS approach. Further, the results were successfully
compared to simulations confirming the validity of our model. The study presented
here illustrates the potential of XCCA as an additional tool to reveal hidden structural
information and time scales in a SAXS/WAXS experiment and enhance the information
content of scattering images.
It was however not possible to investigate the Internal Contribution in the experiment,
due to the large number of molecules and the poor signal-to-noise ratio. Experiments
with a smaller X-ray beam and at high flux facility might reveal higher order XCCA
components for the studies of internal symmetries of the molecules.
We believe that the technique presented here can be widely used in the SAXS/WAXS
experiments to enhance structural information from a disordered sample of molecules,
proteins or biomolecules and to reveal hidden symmetries and their time evolution
in a model independent approach.
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Chapter 7
Conclusions
This thesis presented a systematic review of the data analysis from Time-Resolved
Wide-Angle Scattering (TR-WAXS) solution experiments at X-ray Free Electron Laser
(XFEL) facilities. It demonstrated the analysis of structural dynamics of transition
metal complexes and solvation systems.
Compared to more traditional synchrotron experiments, the successful XFEL analysis
relied on a robust non-linear SVD-based method to adjust the recorded scattering
images for the characteristic shot-to-shot fluctuations in e.g. X-ray intensity and
energy in addition to a solid model framework for comparing the results to high-
level quantum simulations of complex molecular dynamics.
An innovative experimental method based on off-resonance optical excitation of
the PtPOP transition metal complex was developed, to prepare a vibrationally cold
excited state to record subsequent images of the coherent ground state "hole" dynamics
on the ground state potential surface. The method clearly revealed the fundamental
≈ 280 fs Pt-Pt ground state stretching mode with a decoherence time of τ ≈ 1.5
ps, and quenched excited state dynamics. In addition to traditional methods of
investigating excited state dynamics, it provides a complete set of tools to investigate
the potential energy landscape in transition metal complexes. Combined with modern
QM/MM BOMD simulations it allows for an experimentally supported visualization
of the molecular dynamics. We believe these methods will have a wide-ranging
impact on studies of energy states in chemical photoreactions and optimizations of
DFT simulations.
The aqueous I−→ I0 photoreaction was studied by simultaneously measurements
of the X-ray scattering and L1-edge absorption spectrum. The time scale (≈ 350
fs) of the solvent shell expansion was determined and successfully compared to
recent quantum simulations. The structural dynamics was directly coupled to an
increased electron back donation to I0 as a result of the structural changes in the
solvent shell. The study illustrated the strength of combining X-ray absorption to
study the electronic configurations and X-ray scattering to deduce the structural
dynamics.
X-ray Cross Correlation Analysis (XCCA) was introduced as a powerful tool to analyze
the angular intensity correlations in the full detector space and reveals additional
structural information in solution samples prepared with a photo-aligned sub-population
of molecules. The scattering patterns from the PtPOP molecule were successfully
compared to XCCA simulations to confirm the validity of the model and a hidden
timescale (∼ 50 ps) was identified and related to the rotational dephasing of the
molecules. We believe the method can be widely used in SAXS/WAXS to enhance
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the information content from XFEL solution scattering experiments to obtain better
structural models in biology and chemistry.
7.1 Outlook
The analysis framework can be optimized in several ways. First, a χ2 statistical
framework for data-model comparison is not without problems, as it requires the
explicit estimation of experimental errors and if done correctly, the comparison might
not be valid. An alternative statistical method based on Correlation Maps (CorMap)
might be worth considering, as it only uses data point correlations for data-model
comparisons. Secondly, the data reduction process is still very time consuming
in XFEL experiments and there can easily be years between data acquisition and
published articles. The upcoming XFEL facilities (European XFEL / upgraded LCLS)
will enter the MHz regime, and might record an order of magnitude bigger data
sets. There is therefore a need for more standardized methods e.g. based on artificial
intelligence and machine learning for the sorting and corrections of the scattering
images to more quickly deal with the reduction and analysis part of XFEL experiments.
The combination of several different methods (e.g. scattering/absorption) allows
for the disentanglement of different contributions in the multi-variable optimization
problem of determining molecular dynamics. In combination with increased data
quality and regions ofQ-space in upcoming XFELs, the available information content
will increase. This will allow for determination of even smaller difference scattering
signals as e.g. from the solvation dynamics around a photo detached electron following
the aqueous I−→ I0 photoreaction, to determine this much debated question in
chemical physics.
As the XCCA method is still in its infancy in XFEL experiments it is crucial for
method development with a more dedicated study, where the XCCA capabilities
will be explored by variations of such parameters as sample concentration and laser
power. Our recent beam time proposal Proposal I which suggested such a XCCA
study on a transition metal complex, has just been accepted by the European XFEL
in fierce competition with other research groups (∼ 10% acceptance rate). XCCA can
potentially lead to direct reconstruction of the molecular structure, directly from the
correlations functions.
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We applied angular X-ray Cross-Correlation analysis (XCCA) to scattering images from
a femtosecond resolution LCLS X-ray free-electron laser (XFEL) pump-probe experiment
with solvated PtPOP ([Pt2(P2O5H2)4]4−) metal complex molecules. The molecules were
pumped with linear polarized laser pulses creating an excited state population with a pre-
ferred orientational (alignment) direction. Two time scales of 1.9±1.5 ps and 46±10 ps
were revealed by model-independent XCCA, associated with an internal structural changes
and rotational dephasing, respectively. Our studies illustrate the potential of XCCA to re-
veal hidden structural information in a model independent analysis of time evolution of
solvated metal complex molecules.
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I. INTRODUCTION
Recent development of coherent X-ray sources, such as synchrotrons and X-ray free-electron
lasers (XFELs), led to a substantial progress in time-resolved X-ray scattering techniques, which
allows one to study structural dynamics on femtosecond scale, making it possible to track chemical
reactions in real time1. Despite a significant progress of X-ray scattering methods over the last
decades, investigations of molecular structure and dynamics remains a challenging experimental
task. A general problem within the structural analysis framework of small- and wide-angle X-ray
scattering (SAXS/WAXS) experiments from molecules in solution is to deduce a large number
of structural parameters, including three-dimensional (3D) structural model of the molecules and
their interactions with the surrounding solvent molecules, from a single azimuthally integrated
one-dimensional (1D) scattering curve. Moreover, the key structural parameters deduced from
conventional SAXS/WAXS experiments are known to be strongly correlated with experimental
parameters2, which further complicates evaluation of molecular structure from the experimental
data.
A possible way to enhance the structural information obtained in X-ray experiments is to ex-
cite molecules by a polarized pump laser which to a certain degree orients these molecules3 and
utilize anisotropic information recorded by the two-dimensional (2D) X-ray detectors for better
optimization of the structural models. In this respect an angular X-ray cross-correlation analysis
(XCCA)4–10 has a significant potential to extract and utilize anisotropic information contained in
2D diffraction patterns to provide additional constraints for structural models in the framework
of conventional SAXS/WAXS analysis, and, importantly, reveal otherwise hidden information on
structure and dynamics of molecules under investigation.
The method of angular intensity correlations in X-ray diffraction goes back to a pioneering
work of Z. Kam11 and recently further developed in a number of publications (see for a review12).
This method can, in principle, reveal information about the structure of an individual particle in
solution not available from azimuthally integrated SAXS/WAXS measurements. Moreover, the
angular distribution of scattered X-ray intensity also contains information about the spatial orien-
tation of molecules. The ultra-bright femtosecond X-ray pulses from XFELs provide an oppor-
tunity to measure scattering signals with a time resolution much higher than rotational relaxation
times, enabling studies of molecular rotational dynamics by laser pump/X-ray probe experiments.
In this case, XCCA offers a model independent approach for investigation of structural dynamics
2
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FIG. 1. (a) Structure of PtPOP molecule in ground state. (b) Structure of PtPOP molecule in excited state.
Contraction of about 0.24 Å between two Pt atoms is shown.
of photo-excited ensembles of particles (molecules, proteins, etc) in solution. In contrast to con-
ventional SAXS/WAXS techniques XCCA automatically separates scattering of bulk (isotropic)
solvent from anisotropic solute in the experimental data. Our studies show that XCCA may sig-
nificantly enhance the information content of scattering images in systems of partially oriented
solvated molecules. The present work is a novel application of XCCA to investigate the structure
and dynamics of solvated molecules.
This work is focused on the analysis of the experimental data obtained in the pump-probe X-
ray scattering experiment performed at the Linear Coherent Light Source (LCLS)13,14. In contrast
to these publications where the interpretation was based on a theoretical model of the molecular
structure in solution, XCCA allowed us to study the molecular dynamics without any a priori
knowledge or assumptions (cosine squared distribution of photo-excited molecules, symmetric top
shape of the molecules, etc.). This work is a test bench to prove the validity of the XCCA technique
to elucidate the structure and dynamics on molecular level. To verify our findings we compare
experimental results with simulated X-ray diffraction patterns obtained from density functional
theory (DFT) calculations of molecular structure.
II. EXPERIMENT
A. Photo-excitation of PtPOP molecules
The investigated metal complex molecules tetrakis-µ-pyrophosphitodiplatinate(II) anion ([Pt2(P2O5H2)4]4−,
PtPOP) consist of a bi-planar Pt-Pt pair held together by four pyrophosphito ligands (Figure 1(a)).
It belongs to a family of binuclear d8-d8 transition metal complexes exhibiting photophysical
properties of both fundamental and applied interest15 and shows intense luminescence with a total
3
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quantum efficiency very close to unity, a property which has made the system very amenable to
investigation by time-resolved optical methods in both frequency and time domains. It is now
very well established, that upon photo-excitation at or near the 370 nm absorption peak, an elec-
tron is promoted from an anti-bonding 5dσ∗ highest occupied molecular orbital (HOMO) to the
bonding 6pσ lowest unoccupied molecular orbital (LUMO). This chemical transition leads to a
pronounced structural change in the form of contraction16,17 of the Pt atoms along the Pt-Pt axis
by 0.24(4) Å (Figure 1(b)). Further, as the transition dipole moment lies along the Pt-Pt axis, the
molecules will be selectively photo excited as a function of the Pt-Pt axis orientation relative to the
polarization of the optical pump pulse3, all of which makes it an excellent candidate for exploring
the potential of XCCA (Figure 2(a)).
Following the photo-excitation event, the molecule is in a singlet state, and on a time scale of
1-10 ps undergoes inter-system crossing (ISC) to a triplet state. The excited singlet- and triplet
states, are well separated, both in their respective lifetimes (1-10 ps and 10 µs, respectively) as
well as in terms of their potential energy surfaces, which are highly harmonic, nested potentials
shifted 0.24(4) Å along the Pt-Pt coordinate with respect to the also highly harmonic ground state
potential surface15,18. The quantum yield close to unity and well-separated optical signatures of
the two states make PtPOP an almost ideal system for studying the fundamental phenomenon of
non-radiative singlet-triplet transitions in the case where no intersections along the main reaction
coordinate are immediately apparent. However, to this day the intermediate state(s) and mecha-
nism mediating the spin-state change remains elusive despite much recent work19–21. From these
optical studies both direct interaction with the solvent, as well as deformation of the POP lig-
ands, have been suggested as possible mechanisms. However, the suggested intermediate states
are optically "dark" and methods directly sensitive to structure are needed.
B. Pump-probe experiment
The dynamics following photo-excitation of aqueous PtPOP molecules was tracked in time-
resolved pump-probe X-ray diffuse scattering (XDS) experiments at the XPP beamline of the
LCLS XFEL facility as schematically illustrated in Figure 2(b) (for details of the experimental
setup see22,23). The investigated sample was a 80 mM aqueous solution of PtPOP in a vertical
free flowing cylindrical liquid jet of 50 µm in diameter at a flow rate sufficient to fully replace the
sample between successive pump-probe events (120 Hz). The sample was excited by a short 50
4
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FIG. 2. (a) Temporal evolution of an ensemble of randomly oriented PtPOP molecules before (τ < 0)
and after (τ ≥ 0) excitation. The optical pump selectively excites PtPOP molecules with a dipole moment
parallel to the laser electric field E at τ = 0 and the population of excited molecules eventually evolves
(τ > 0) to a random orientational distribution on a timescale of tens of picoseconds. (b) Scheme of the
pump-probe experiment at LCLS. The experiment utilizes the optical pump laser/X-ray probe detection
scheme on a circular liquid jet system with the time resolution given by the time delay τ of the femtosecond
X-ray pulse. On the detector momentum transfer vectors q1 and q2 are shown with the angular coordinates
ϕ and ϕ+∆.
fs 5 µJ laser pulse with wavelength of 395 nm (pump) followed by a 50 fs 9.5 keV X-ray pulse
(probe) at a well-defined time delay. The nearly collinear laser beam with a circular spot size of
approximately 50 µm and the X-ray beam with an estimated spot size of 30 µm at full width at
half maximum (FWHM) were spatially and temporally overlapped at the sample position in the
middle of the liquid jet. The X-ray probe pulses were polarized in the horizontal direction, whereas
the laser pump pulses had a linear polarization 20 degrees off the vertical. Thus, a single pump-
5
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probe event gives a snapshot of the configuration after photo-excitation at a single time-delay τ ,
and by combining snapshots at different time-delays the dynamics of the excited molecules can be
followed.
XDS signals were recorded in the forward direction by the large-area 2D CS-PAD detector24
positioned 10 cm behind the sample and corrected for such effects as polarization, solid angle, ab-
sorption, background/dark image subtraction and outlier rejection as previously described23. The
sensitivity of the diffraction patterns to structural changes in the sample is increased by consid-
ering difference scattering images, which are created by subtracting a laser-off (all molecules in
the ground state) image from the nearest laser-on images (some molecules in the excited state) in
the sequence of collected detector images. The difference scattering images contain only a change
in diffraction signal from ground- and excited-state PtPOP molecules and their interaction with
solvent cage, while the constant background arising from solvent scattering cancels out. To in-
crease signal-to-noise ratio the collected diffraction patterns were temporally binned into 1 ps bins
using the timing tool at LCLS, which allowed us to collect sufficiently many diffraction patterns
(M ≈ 3,000) within each time bin for reliable XCCA analysis. The measured difference scattering
images averaged over 1 ps intervals of two different time delays τ = 0−1 ps and τ = 9−10 ps are
shown in Figure 3(a,b). One can see slight anisotropy in the intensity of the difference scattering
images, parallel to the laser polarization (about 20 degrees to vertical direction), which appears
due to the photo-excitation selectively occurring in molecules with Pt-Pt axis oriented along the
polarization vector of the pump laser pulse3.
III. X-RAY CROSS-CORRELATION ANALYSIS
Angular anisotropy of difference diffraction patterns was analyzed by XCCA, which is based
on evaluation of two-point angular cross-correlation functions (CCFs). In this work, we apply the
CCF defined on the scattering ring of radius q, where q= (q,ϕ) is the momentum transfer vector
defined in the polar coordinate system of the 2D detector12,25,
C(q,∆) = 〈Idi f (q,ϕ)Idi f (q,ϕ+∆)〉ϕ , (1)
where Idi f (q,ϕ) = IOn(q,ϕ)− IOf f (q,ϕ) is the measured difference intensity between the laser
on IOn(q,ϕ) and laser off IOf f (q,ϕ) diffraction patterns, ∆ is the angular coordinate, and 〈 f (ϕ)〉ϕ
denotes the angular average of the function f (ϕ). In this work, the diffraction patterns were
6
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masked prior to the calculation of the CCF to exclude beamstop area, gaps between detector tiles
as well as not responding pixels on the detector. The pixels were also binned in 4×4 pixel groups
to increase signal to noise ratio.
It is convenient to decompose the CCFs using an angular Fourier series on a ring of radius q
C(q,∆) =
∞
∑
n=−∞
Cn(q)ein∆ , (2)
Cn(q) =
1
2pi
∫ 2pi
0
C(q,∆)e−in∆d∆ , (3)
where Cn(q) are the angular Fourier components of the CCF. It can be shown25 that Fourier com-
ponents of the CCFs are directly related to Fourier components of the difference intensities as
Cn(q) =
∣∣∣Idi fn (q)∣∣∣2 . (4)
In practical applications, due to statistical variations of the CCFs, one needs to average the
Fourier components (4) over a large number M (typically of the order of 103 to 106) of diffraction
patterns to obtain reliable information about symmetry and structure of the system25. Averaged
values of the Fourier components 〈Cn(q)〉 are directly related to the structure of molecules and
their orientational distribution26.
IV. RESULTS
A. Analysis of the angular anisotropy
XCCA provides an excellent tool for model-independent analysis of angular anisotropy of dif-
ference diffraction patterns (Figure 3). The averaged Fourier components of the angular CCF (4)
from the experimental difference scattering intensities at two different time delays evaluated ac-
cording to definition (3) are shown in Figure 3(c,d). According to equations (1)-(3) the zero-order
angular Fourier component (n = 0) can be considered as the square of an azimuthally integrated
difference intensity Idi f (q,ϕ)
〈C0(q)〉 ∝
∣∣∣∣∣
∫
Idi f (q,ϕ)dϕ
∣∣∣∣∣
2
. (5)
The first two peaks of 〈C0(q)〉 at q ≈ 0.7 Å−1 and q ≈ 1.8 Å−1 (see Fig. 3(c,d)) correspond to
internal concentric rings with positive and negative signal on the difference scattering images in
7
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(a) (b)
(c) (d)
⟨|Cn|⟩⟨|C n|⟩ |⟨Cn⟩||⟨Cn⟩|
FIG. 3. (a-b) Difference scattering detector images (laser On - laser Off) for two different one picosecond
time delay intervals. For better visualisation shown diffraction patterns were averaged over about 3,000
pulses within each time delay interval. (c-d) Calculated averaged Fourier components of the CCFs. The
insets show the dominant anisotropic n = 2 Fourier component contribution (the isotropic n = 0 Fourier
component is removed from the insets).
Fig. 3(a,b). A clearly visible peak of the same Fourier component in Fig. 3(c,d) at q ≈ 3.0 Å−1
(see Fig. 3(c,d)) corresponds to the broad anisotropic external scattering ring in Figure 3(a,b).
Information about angular anisotropy in diffraction can be conveniently accessed by evaluation
of the higher-order Fourier components of the CCF 〈Cn(q)〉, i.e. for n = 2,4,6, . . .. A dominant
n= 2 angular Fourier component in the diffraction pattern is clearly visible in the inset of Figure
8
101
Pump-probe XCCA studies of PtPOP dymanics
3(c,d). A rapid decay of the dominant component after optical pump pulse is a strong evidence that
the observed n= 2 signal arises from a twofold symmetric orientational distribution of the excited
state of the molecules induced by the laser excitation at time delay τ = 0. Weak but consistent
n = 4 and n = 6 components can be also seen at around q ≈ 1.8 Å−1. In principle, higher order
intensity Fourier components in the X-ray scattering may originate from the internal symmetry
of the individual molecules (see Figure 1(a)), which was directly observed in simulations with a
relatively small number of illuminated particles27.
In general, the azimuthally averaged n = 0 signal contains contributions from the solute, sol-
vent cage and bulk solvent (heating and density changes caused by optical pump)28. The latter
two should be subtracted from the azimuthally average data to extract the signal corresponding to
the changes in solute structure29. In contrast, the n= 2 signal is not influenced by the bulk solvent
contributions but includes contributions from variations with the same symmetry as the orienta-
tional distribution of the molecules, e.g. solvent cage. This significantly reduces the amount of
free parameters in any structural analysis and makes the interpretation of the time constants more
clear and requires less assumptions about the system. A combination of both the n= 0 and n= 2
curves will give two different signals to benchmark the structural models, where one is depen-
dent and one is independent of the bulk solvent contribution and therefore gives the possibility to
enhance the structural information from a SAXS/WAXS experiment.
B. Analysis of molecular dynamics
The values of non-zero CCF Fourier components contain all available information about the
orientational distribution of photo-excited molecules. To study the dynamics of excited PtPOP we
considered the temporal evolution of the n = 2 Fourier component. To quantify the fraction of
excited molecules within the cosine squared orientational distribution the normalized integrated
area S2(τ) =
∫√〈C2(q,τ)〉dq under the peak at q≈ 1.8 Å−1 of the averaged second-order Fourier
component cross-correlation function was considered (integration over q was performed within
the range 1.1 Å−1 - 2.3 Å−1). The temporal evolution of this quantity as a function of delay
time τ = 0− 500 ps is shown by dots in Figure 4. One can clearly see a significant decay of the
anisotropic signal after 10 ps. Binning of the same data into 250 fs time bins, shown in the inset
of Figure 4, reveals an additional short-time decay, which is clearly visible on top of the longer
9
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FIG. 4. A double exponential decay with the time constants τ1 = 1.9± 1.5 ps and τ2 = 46± 10 of the
normalized area S2(τ) =
∫√〈C2(q,τ)〉dq under the peak at q= 1.8 Å−1. The average Fourier components
of CCF 〈C2(q,τ)〉 were calculated according to equation (4) binned in 1 ps bins. In inset binning into 250 fs
time bins reveals short time decay. Points experimental data, solid line fit to equation (6).
decay. Thus, the total decay was approximated by a sum of two exponential terms
S2(τ) = Ae−τ/τ1 +Be−τ/τ2 +C , (6)
where A= 21±5% and B= 79±5% are scale constants andC is related to the general noise level
of the averaged images. Based on least-square fitting (see solid line in Figure 4), the values of
time constants were found to be τ1 = 1.9± 1.5 ps and τ2 = 46± 10 ps. We would like to stress
here that the values of time constants were obtained without any modeling or a priory knowledge
of system behavior.
The longer time scale τ2 = 46± 10 ps may be interpreted as the rotational dephasing of the
initial cosine squared distribution of orientations to a completely random and isotropic distribution.
The reorientation time τr for a molecule in solution can be estimated from the Stokes-Einstein-
Debye hydrodynamic theory in a classical dynamical framework without electrical interactions
as τr ≈ 50 ps13. The specific molecular shape of PtPOP can be taken into account (here we
approximated the shape of PtPOP molecule by a sphere with the radius r = 4 Å), which would
lead to a slight change of the value of rotational time constant τr. If the laser excitation involves
a change in size, shape or dielectric properties of a molecule, a different reorientation time can
be expected for the excited species. It means that the n = 2 contribution from the ground and
excited states can be distinguished by following the temporal evolution of the n = 2 signal as the
10
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molecules with a longer time constant will dominate the signal at longer time delays. This applies
as well to experiments where different species (or same species of different sizes) in the same
sample volume are excited with a preferred orientational direction. The molecular reorientation
time obtained from the n = 2 signal can not be determined from radially integrated n = 0 curves
and can be used to refine structural models and gain new insight in time-resolved SAXS/WAXS
experiments.
A direct interpretation of the shorter time constant τ1 = 1.9±1.5 ps is more challenging as it is
assumed to arise from the internal dynamics of the molecule on short time scales. The area under
the two dominant peaks at q ≈ 1.8 Å−1 and q ≈ 3.0 Å−1 in the measured n = 2 signal decreases
with a similar time constant indicating that the shape of the signal remains almost unchanged.
Therefore, we interpret the short time constant as possibly reflecting the time scales for vibrational
decoherence of the PtPOP molecule18,21,30, but the underlying mechanism is at present unknown.
C. Model of the scattering signal
The time-dynamics results of XCCA can be directly compared to simulations based on a DFT
structural model. In this work we utilize a simple model for the excited state population of PtPOP,
where they are considered as linear molecules. Such model can be justified by rotational symmetry
of PtPOP molecule around the Pt-Pt axis and the fact that the excitation of the molecule can be
approximated to a high accuracy by Pt-Pt bond contraction. When such symmetric top molecules
are excited from thermal equilibrium by one-photon absorption, the orientational distribution of
excited molecules will have a cosine squared distribution with respect to the polarization of the
incoming optical photons31, which was indeed observed in the collected X-ray diffraction patterns
(Figure 3).
As a model system for simulation we assume a 3D disordered sample consisting of N = 105
molecules. In the approximation of a dilute disordered sample where the mean distance between
the molecules is larger than the coherence length of the incoming beam, interference between the
X-rays scattered from different molecules can be neglected and the total scattered intensity can
be represented as a sum of intensities from the individual molecules in the system. The X-ray
intensity scattered from one molecule can be evaluated as
Imol(q) =
∣∣∣∑
i
fi(q)eiqri
∣∣∣2 , (7)
11
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FIG. 5. (a) Direct comparison of the calculated n = 2 CCF Fourier components from the simulation of
105 PtPOP molecules with a cosine squared angular distribution, fitted to the measured components in the
2− 3 ps time delay interval with a scaling factor α(τ). (b-e) Same comparison for different time delays;
at τ = 100 ps (f) the molecules have almost completely lost their preferred orientation. Here dots are
experimental data obtained from XCCA analysis, solid lines are theoretical fit.
where ri are the atomic positions and fi(q) are the atomic form factors of the i-th atom in the
PtPOP molecule.
The coordinates of atoms in excited and ground state PtPOP structures were calculated by DFT
simulations (see for details18,32). This gives a Pt-Pt bond contraction of 0.24 Å, while the ligand
cage structure remains rigid, which is in agreement with experimental X-ray scattering results16,17.
To obtain the diffraction patterns from an ensemble of molecules in excited state, we simulated
our sample as one in which each molecule was rotated within the cosine squared distribution. The
positions of the atoms in rotated photo-excited PtPOP molecule were used to calculate a diffuse
X-ray scattering signal from a single molecule using equation (7). Then the diffraction signal
was averaged over N = 105 molecules and a difference scattering signal was calculated to obtain
similar diffraction patterns as we observed in the XDS experiment.
Figure 5 shows a comparison of the experimentally observed and simulated n= 2 Fourier com-
ponent of the CCF at different time delays. The model signal was scaled with a factor α(τ) to
account for the total number of excited PtPOP molecules in the probed volume of the sample and
12
105
Pump-probe XCCA studies of PtPOP dymanics
their orientational distribution at the specific time delay. The scaling factor α(τ) has a similar tem-
poral decay behavior as observed for the S2(τ) factor shown in Figure 4, with two time constants
of 1.9±1.4 ps and 41±8 ps.
In this work we assumed that excited singlet and triplet states of PtPOP molecule are charac-
terized by almost the same Pt-Pt distance within the accuracy of 0.01 Å18,33, which means that we
could not observe singlet-to-triplet ISC in our pump-probe experiment. Therefore, the temporal
evolution of the scaling coefficient α(τ) can be attributed only to the orientational dephasing of
the excited molecules and not to the relaxation of the molecules to ground state, since the lifetime
of triplet excited state is estimated to be about 10 µs. A direct comparison confirms the validity of
the assumed model of the system, and the small discrepancies are interpretated as arising from the
lack of a simulated solvent cage signal and slight variations between the DFT simulated structure
and the actual structure of the molecule. This demonstrates how the direct structural modeling of
these signals is possible in a straightforward and robust manner.
V. DISCUSSION
In this work by applying XCCA we show that the difference signal from photo-excited PtPOP
molecules can be well represented by contribution of two (zero- and second-order) Fourier com-
ponents. The dominant anisotropic signal of the n = 2 Fourier component of the CCF clearly
indicates that orientation of the photo-excited PtPOP molecules can be approximated by a cosine
squared distribution. This is in agreement with theoretical predictions3,34, assuming a single-
photon excitation and initially non-occupied rotational and vibrational degrees of freedom of the
PtPOP molecules13. Observation of small values of higher-order Fourier components, indicates
the possibility of XCCA to go beyond the common assumption about cosine squared distribution
of molecular orientations and gain new insight on the structure of molecules.
Time-dependent analysis of the anisotropic scattering signal reveals that its shape remains un-
changed, while the amplitude exponentially decreased to the noise level with two characteristic
time-scales τ1 = 1.9±1.5 ps and τ2 = 46±10 ps. Taking into account the long lifetime of photo-
excited state of PtPOP molecules and the fact that the ISC from the singlet to the triplet state
occurs with near-unity efficiency, this decay can be attributed exclusively to rotational dephasing
of molecules (longer time constant) and internal dynamics of molecules (shorter time constant).
Our analysis is supported by simulation of the difference scattering signal, which shows that the
13
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anisotropic scattering can be modelled by difference scattering signal from excited- and ground-
state molecules at any time-delay. In principle, it should be possible to observe oscillations on
a sub-300 fs timescale in the difference scattering signal, which is directly related to the Pt-Pt
bond stretching mode18,30. The direct studies of the bond dynamics would require collecting sig-
nificantly more scattering patterns with short time delays to accumulate sufficient statistics for
the XCCA. This opens up the possibility to investigate, for example, the optical Kerr effect35–37,
which is based on creation of induced dipoles in the solvent molecules by the oscillating light field
during the first few hundred femtoseconds after the pump pulse.
VI. CONCLUSIONS
In summary, we have shown how XCCA can be applied as a model independent approach
to study the structural symmetries and their timescale of a disordered sample of solvated photo-
excited PtPOP molecules with a preferred photo-induced orientation. We revealed two time scales
that may be attributed to internal structural changes on short time scales and rotational dephasing at
longer times. Analysis of n= 2 angular Fourier component of CCF enhance structural information,
which is otherwise difficult to access in a conventional SAXS approach. In an ultrafast experiment
with a smaller X-ray beam and at high flux facility it might be possible to detect higher order
scattering terms necessary for studies of dynamics of internal symmetries of the molecules. We
believe that the technique presented here can be widely used in SAXS/WAXS experiments to
enhance structural information from a disordered sample of molecules, proteins or biomolecules
and to reveal hidden symmetries and their time evolution in a model independent approach.
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We report XFEL experiments addressing ground-state structural dynamics of the di-platinum
anion Pt2POP4 following photoexcitation. The structural dynamics are tracked with <100 fem-
tosecond time resolution by X-ray scattering, utilizing the anisotropic component to suppress con-
tributions from the bulk solvent. The X-ray data exhibits a strong oscillatory component with
period T = 0.28 picoseconds and lifetime 2.2 picoseconds, and structural analysis of the difference
signal directly shows this as arising from ground-state dynamics along the PtPt coordinate. The
results are compared with QM/MM BOMD simulations and demonstrate how off-resonance ex-
citation can be used to prepare a vibrationally cold excited-state population complemented by a
structure-dependent depletion of the ground-state population which subsequently evolves in time,
allowing direct tracking of ground-state structural dynamics.
Optical lasers with femtosecond pulse lengths have
enabled a host of studies of the excited-state kinetics
and dynamics. With the arrival of X-ray and electron
sources with pulse lengths in the sub-picosecond regime,
the bond-length and -angle dynamics of the photoexcited
molecules can now be directly measured [1–3]. How-
ever, the majority of chemical reactions take place be-
tween molecular species in their electronic ground states
and the energy landscape of ground-state molecules is
therefore of fundamental interest. The dynamics of
ground-state molecules have mainly been investigated
through time-resolved optical methods based on prepar-
ing non-equilibrium, coherent vibrational states through
combined absorption and Raman processes involving an
excited-state potential surface. This is today a ma-
ture field spanning several methodologies, e.g. Reso-
nant Impulsive Stimulated Raman Scattering (RISRS)
and Coherent Anti-Stokes Raman scattering (CARS)
[4–8]. These spectroscopy methods provide a powerful
approach to characterizing vibrational eigenfrequencies
for harmonic modes, but do not directly access bond
lengths and angles. Similar limitations apply to the
so-called Lochfrass or ‘R-dependent ionization’ spectro-
scopies, where the ground state is selectively depleted as
a function of some key structural parameter [9–12].
The reliance on indirect, albeit powerful, spectro-
scopic methods to probe the potential energy landscape
of ground-state molecules has been due to a lack of
structurally-sensitive probes with the requisite time reso-
lution. Here we show how hard X-ray Free Electron Laser
(XFEL) sources [13] now make it possible to directly map
the structural dynamics of an ensemble of molecules as it
evolves on the ground-state potential surface. illustrat-
ing this approach we investigate how the ground-state
population of the much-studied di-platinum anion Pt-
POP [Pt2(P2O5H2)4]
4− (Figure 1) [14–23] evolves fol-
lowing Pt-Pt distance-dependent photo-depletion of the
ground-state population.
Our structural analysis of the X-ray data is compared
with Born-Oppenheimer Molecular Dynamics (BOMD)
simulations using quantum mechanics/molecular me-
chanics (QM/MM) calculated forces [24–26]. Following
Fleming and co-workers [27], the simulations are used to
model the dynamics of a ground-state non-equilibrium
density created by the pump pulse through propagation
of a so-called hole in the classical ground-state equilib-
rium distribution mirroring at time zero the distribution
promoted to the excited state. The ground-state dynam-
ics predicted this way becomes increasingly accurate in
the high temperature limit (T >> Θ, where Θ = hν/kB
is the vibrational temperature) as more vibrational lev-
els of the ground state are initially populated (for PtPOP
the ground-state vibrational temperature is 170 K giving
a vibrational excitation fraction [28] of ≈0.6 at 300 K).
The photophysics of PtPOP have been studied for four
decades [22] and it is well established that excitation in
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2Figure 1. FIG. 1. Ground- and excited-state potential sur-
faces and QM/MM BOMD simulation of the structural dy-
namics following photoexcitation at 395 nm. The distribution
of Pt-Pt distances is given by blue/red/green lines, represent-
ing the time steps t = 0, t = Tgs/2 and t = 2Tgs. An anima-
tion of the time evolution can be found in the SI.
the absorption band centered at 370 nm promotes an
electron from the anti-bonding 5dσ∗ HOMO orbital to
the bonding 6pσ LUMO orbital [14]. Excitation to the
pσ orbital, located between the two Pt atoms, leads to a
shortening of the Pt-Pt equilibrium distance from dgsPtPt
=2.9-3.0 A˚ to desPtPt =2.7-2.8 A˚, with the bond shortening
being closely similar in both the singlet (τS1 = 10-30 ps)
and triplet (τT1 = 10 µs) excited states [15–18, 23]. Fig-
ure 1 shows the potential surfaces of the ground and S1
excited state, the shape and positions of which determine
the structural dynamics following photoexcitation. Exci-
tation around λ = 370 nm leads to well-defined harmonic
oscillations with period T es close to 0.225 ps [19, 21, 23]
as molecules near the bottom of the ground-state poten-
tial surface are promoted to S1.
Low-temperature optical spectroscopy in the crystal
phase [14] and Raman spectroscopy in solution [29, 30]
determined the ground-state potential to be also highly
harmonic but slightly softer than the singlet- and triplet-
state potentials with a Pt-Pt oscillation with period T gs
= 0.285 ps. Whereas much effort has been devoted to-
wards investigating the energy dissipation mechanisms
and structural dynamics of the excited-state structure(s)
of PtPOP [26, 31–33], no studies have directly addressed
the ground-state dynamics. Here, we utilize off-resonance
excitation at 395 nm to selectively excite solute molecules
near the excited-state equilibrium geometry, see Figure
1.
To complement the experiments, the structural evo-
lution following off-resonance excitation of PtPOP was
also investigated via hybrid QM/MM BOMD simula-
tions. Full descriptions of the methods are given in refer-
ences [25] and [26]. Briefly, PtPOP was modelled using
DFT with the BLYP functional [34, 35], and a repre-
sentation of the Kohn-Sham (KS) orbitals in terms of
tzp basis set for the Pt atoms and dzp for the rest of
the atoms [36]. The TIP4P force field [37] was used for
the surrounding solvent. The simulations were realized
using the BOMD code and QM/MM interfacing scheme
[25] implemented in ASE [38, 39] and GPAW [40, 41].
To model the off-resonance excitation process, the sim-
ulation procedure first established a large set of ground-
state configurations. From these, a subset with suffi-
ciently short Pt-Pt distances to allow excitation to the
singlet excited state by a 395 nm (≈3.14 eV) photon
was selected. Photoexcitation to the S1 singlet state of
PtPOP was modelled by starting 50 independent tra-
jectories from this subset of ground-state configurations
using the ∆SCF method [26, 42]. The procedure thus
established two sets of trajectories, representing prop-
agation of a depleted ground-state ensemble and of an
excited-state ensemble. Figure 1 shows the dPtPt dis-
tributions following the excitation event. We note that
the semi-classical picture used to predict the dynamics
taking place in the ground state after interaction with a
short pump pulse implicitly incorporates effects that are
commonly thought of as originating from a combination
of absorption and impulsive stimulated Raman scattering
[27].
Laser-pump/X-ray probe experiments were conducted
at the LCLS facility. The XFEL delivered <50 fs 9.5 keV
X-ray pulses at 120 Hz to the XPP experiment station
[43], where the X-ray beam was focused to 30 × 30 µm2.
Laser excitation was by <50 fs 395(5) nm pulses, focused
to a circular spot of <50 µm diameter and with a pulse
energy of 3 µJ/pulse. The sample consisted of a 50 µm
diameter free-flowing cylindrical jet of an 80 mM aqueous
solution of PtPOP, with a flow speed sufficient to ensure
full replenishment between pump/probe events. Scat-
tered X-rays were detected by the 2D CSPAD [44] detec-
tor placed ≈5 cm behind the sample, allowing a Q-space
coverage up to Q= 5 A˚−1, with Q = 4piλ sin(2θ/2) where
2θ is the scattering angle and λ is the X-ray wavelength
(1.31 A˚). Following detector corrections, background sub-
traction and outlier rejection as previously described [45],
2D difference scattering images were constructed by sub-
tracting laser-off images from laser-on images, where the
laser had interacted with the sample at time t relative
to the X-ray probe. Designating the scattering patterns
with and without the excitation laser interacting with the
sample as ’On’ and ’Off’ the difference signal is:
∆S(t) = SOn(t)− SOff (1)
For the experiments and analysis described here, the in-
dividual difference scattering images were rebinned and
subsequently averaged in 10 fs time bins according to
the upstream Timing Tool [46] with approximately 150
images in each bin.
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3The contribution to the scattering patterns from the
solute molecules is designated as either gs or es cor-
responding to ground- and excited-state molecules, the
’Off’ signal is the scattering from just the ground-state
equilibrium distribution of structures whereas the ’On’-
signal arises from two contributions:
SOff = Sgs,eq;
SOn(t) = αSes(t) + (Sgs,eq − αSgs,hole(t)) (2)
where α denotes the fraction of photoexcited PtPOP
molecules in the probed sample volume at the given time
delay. The term in the parentheses describes the popu-
lation of ground-state molecules, of which the fraction α
has been promoted to the excited state. The difference
scattering signal is thus given by:
∆S(t) = α[Ses(t)− Sgs,hole(t)] (3)
As such, the acquired difference scattering signal arises
from both the excited-state population as well as from
the ’hole’ that the excitation pulse created in the ground
state.
The 2D difference images as acquired are anisotropic,
with the anisotropic contribution to the scattering arising
from preferential excitation of molecules with the transi-
tion dipole moment aligned parallel with the polarization
of the excitation laser pulse. When the subsequent struc-
tural changes have a specific orientation with respect to
the transition dipole moment, then the resulting scatter-
ing patterns will necessarily be anisotropic. This is the
case here, as the dσ∗pσ absorption peak has a transi-
tion dipole moment aligned along the Pt-Pt axis along
which the Pt nuclei contract following photoexcitation.
The difference scattering signal from such a distribution
of solute molecules is described by [47, 48, 50]
∆S(Q, t) = ∆S0(Q, t) + P2(cos(θq))∆S2(Q, t); (4)
-where the geometry of the experiment is introduced
through θq, the angle between the laser polarization axis
and Q with P2 being a second-order Legendre poly-
nomium.
Assuming that the solute in each of the vibrational
ensembles es and gs, hole can be represented by a sin-
gle average structure, the isotropic ∆S0 and anisotropic
∆S2 parts of the solute contributions to the difference
scattering signal are calculated from [49, 50]:
S0(Q) =
N∑
i,j
fi(Q)fj(Q)
sin(Qrij)
Qrij
;
S2(Q) = −c2
N∑
i,j
fi(Q)fj(Q)P2(cos(ξij))j2(rij);
(5)
-where we have suppressed the time-dependence for clar-
ity of presentation. In these expressions, rij is the length
Figure 2. FIG. 2. ∆S2(Q, t) with the color scale given in h-
units of total signal. The inset shows the Fourier transform of
the first right-singular vector of an SVD analysis, |F(V ∆S21 )|.
A sharp peak at the T=0.28 ps ground-state period of PtPOP
is observed.
of the vector rij connecting atoms i and j and ξij is the
angle between rij and the transition dipole moment of the
molecule. j2 the second-order spherical Bessel function
and fi refers to the form factor of atom i in the molecule
consisting of N atoms. The time evolution of the orienta-
tional distribution is described by the pre-factor c2(t)[50].
For the structural analysis presented here, the isotropic
∆S0(Q) and anisotropic ∆S2(Q) contributions to the dif-
ference signal were separated [48, 50]. The analysis pre-
sented below is focused on ∆S2(Q, t), as this part of the
full difference signal arises only from structural changes
with a well-defined relationship to the excitation laser po-
larization axis and as such contains no contribution from
the (isotropic) heating of the bulk solvent. The analysis
of ∆S0(Q, t) is shown in the SI, with key results reported
in Figures 3 and 4.
Figure 2 shows ∆S2(Q, t), where following photoexci-
tation at t = 0 a positive feature appears at low Q, in-
dicative of a decrease in the average Pt-Pt distance in the
probed sample volume. In the following picoseconds, the
difference signal oscillates in intensity with little change
in signal shape. Applying a Singular Value Decomposi-
tion to ∆S2(Q, t) (SI), the inset shows the fourier trans-
form of the time dependence of the acquired signal as de-
scribed by the first right-singular vector of the difference
signal, |F(V ∆S21 )|. From this, we find that structural dy-
namics of the photoexcited sample gives rise to a differ-
ence scattering signal exhibiting a pronounced oscillatory
behavior with a period T close to 0.285 ps. This value is
in very good agreement with the ground-state frequency
of the Pt-Pt oscillations and significantly different from
the T = 0.210-0.225 ps period of the singlet and triplet
excited states [14, 19, 21]. From time-domain fourier
transforms of ∆S0 and ∆S2 (SI), we estimate that con-
tributions from excited-state dynamics (T=0.21-0.23 ps)
to the observed difference signals is at most around 10%.
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4We ascribe this to two main factors: (i) off-resonance
excitation, and (ii) within-pulse motion of the Pt nuclei
smearing out the dynamics in the excited state more sig-
nificantly than in the ground state. As such, photoexcita-
tion at 395 nm preferentially excites the sub-population
of PtPOP molecules with short Pt-Pt distances, that is,
near the potential energy minimum of the singlet excited
state (Figure 1). The photoexcited molecules therefore
exhibit little or no coherent vibrational dynamics. Si-
multaneously, the ground-state population as character-
ized by the distribution of Pt-Pt distances is now no
longer in equilibrium, as molecules with short Pt-Pt bond
lengths have been preferentially excited. As the ensem-
ble of molecules evolves, the ground-state population of
molecules characterized at t = 0 by long Pt-Pt distances
(dPtPt ∼ 3.1 A˚) will after T gs/2 have moved to short
Pt-Pt distances, thus filling the ’hole’ at dPtPt = 2.77
A˚, which consequently moves to long Pt-Pt distances.
In the following picoseconds, the hole propagates on the
ground-state potential surface, eventually broadening to
reflect the equilibrium ground-state distribution of Pt-Pt
distances.
The difference signal ∆S(Q, t) was analyzed by struc-
tural fitting, employing a model incorporating a Pt-Pt
distance-dependent depletion of the ground-state popu-
lation as described above.
Within this analysis framework [17, 52], the excita-
tion fraction and key structural parameters (here dPtPt)
are known to be strongly correlated [53]. To enable the
robust determination of bond-length dynamics, the exci-
tation fraction was first estimated by analyzing the dif-
ference signal at t= 5 ps where both the excited- and
ground-state populations have reached their equilibrium
distributions. The model applied in this step utilizes
DFT-derived structures for the ground and excited state
of PtPOP while maintaining the excitation fraction α as
a free parameter. Obtaining a photoexcitation fraction
α = 0.018(2), the second step of the structural analy-
sis relies on locking this parameter in the analysis of the
full data set. The difference signal modeling further as-
sumes the excited-state population to have dPtPt=2.77
A˚ for all time delays, while the ground-state distribution
is assumed to be given by a combination of the ground-
state equilibrium structure minus a hole characterized
by a time-dependent Pt-Pt distance dholePtPt(t). The model
with which the observed time-dependent difference scat-
tering signal was fit is thus:
∆S2(Q, t) = α[S
es
2 (Q)− Sgs,hole2 (Q, dholePtPt(t))] (6)
-with all structural dynamics parameterized through the
position of the ground-state hole, dholePtPt(t) and with the
scattering signals calculated through Eq. 5.
Figure 3 shows the fit at a representative time delay,
t = 0.25 ps, and Figure 4A shows the best-fit value for
dholePtPt as a function of time delay t. d
hole
PtPt is observed to
Figure 3. FIG. 3. ∆S2 and model fit at t = 0.25 ps after
photoexcitation. Inset shows the corresponding fit of ∆S0 at
the same time delay.
move towards larger values immediately after excitation
and then oscillates around the ground-state equilibrium
distance in agreement with the discussion above. The
time dependence is well described by an (IRF-broadened)
exponentially damped sine function convoluted with a
step function centered at t = 0. Fitting this function to
dholePtPt(t) we find a period T
hole=0.283(1) ps and decay
time τhole = 2.2(2) ps.
Figure 4B shows the corresponding results of our
QM/MM BOMD simulations. From these, we obtain a
period of T gssim = 0.271 ps, which agrees to within 5% with
the experimental data. The decay of the oscillations takes
place in τgs,sim=0.7 ps, which is three times faster than
observed experimentally. We tentatively ascribe this dif-
ference as arising from the simulations overestimating the
anharmonicity of the Pt-Pt potential. This is supported
by the observation that the period of the simulated oscil-
lations changes by around 20 fs from the first oscillation
to the last, while no change can be discerned from the
analysis of the experimental data.
The period and decay time of the observed oscillations
derived from the ∆S2 analysis, T
gs
hole = 0.284(1) ps and
τ = 2.2(2) ps, are in very good agreement with optical
studies of PtPOP in ethylen glycole and in acetonitrile
where T gs = 0.281(3) ps and τ = 2.2(2) ps were found
[19, 23]. The slightly faster decay time observed in the
∆S0 analysis (τ = 1.7(3) ps) is likely spurious and arising
from a small contribution from 2-photon excitation of
PtPOP to ∆S0(Q, t) as discussed in the SI.
The amplitude of the dholePtPt oscillation is 0.06(1) A˚,
which is somewhat shorter than inferred from optical
data [19] but in full agreement with the simulation re-
sult shown in Figure 4. The lower amplitude can thus
be interpreted as due to the analysis tracking only the
central position of the dholePtPt distribution which rapidly
broadens (Figure 1).
The results presented demonstrate the preparation of a
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5Figure 4. FIG. 4A: Time-dependent evolution of dholePtPt (Gray
circles). The dynamics have been fit (black line) with an
IRF-broadened, exponentially damped sine function convo-
luted with a step function. Inset shows the ∆S0 results. FIG.
4B: Time-dependent position of the hole (gray circles) from
the simulations fitted with the same function (black line) as
the experimental results. Inset shows the average Pt-Pt dis-
tance for the entire simulated ensemble.
vibrationally cold excited-state population and the evo-
lution of a ground-state hole. Comparison with simu-
lations allows direct and experimentally supported visu-
alization of how the population distributions evolve on
both the ground- and excited-state potential surfaces.
Future experiments with better Q-space coverage will al-
low us to follow these dynamics in more detail, as re-
cently discussed from a theoretical point of view [54]
and experimentally realized for the Fe(bpy)3 system us-
ing XAFS [55]. A key feature of the present experiment
is the controlled preparation of a vibrationally cold ex-
cited state and we suggest that further studies utilizing
vibrationally cold excited states may shed light on the
temperature-dependent and highly elusive [22] mecha-
nism of the singlet-triplet transition in PtPOP.
In summary, excitation with ultrashort optical laser
pulses in combination with SASE-based X-ray laser
sources can be used to prepare and track well-defined
populations on the ground- and excited-state poten-
tial surfaces of molecules in solution. By choosing off-
resonance excitation, the excited population can be pre-
pared in a vibrationally cold state, allowing tracking of
the ground-state dynamics alone.
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I. SAMPLE SYNTHESIS AND PREPARATION
Following the procedure presented by C.-M. Che et al., [1] a deoxygenated aqueous solu-
tion of K2PtCl4 and phosphorous acid was heated in a boiling water bath for several hours
before being slowly heated to dryness at 110 ◦C in nitrogen/argon atmosphere resulting in a
yellow powder with a greenish tint. The compound was washed with methanol and acetone
and recrystallized in order to remove excess phosphorous acid. If the sample is exposed to
air, the colour changes from almost yellow to a more olive green, and darkens further as
the degradation proceeds. The dry, slightly sticky, bright yellow-green powder was stored
in carefully sealed containers purged with argon. Purity of the compound was confirmed by
absorption and emission spectroscopy.
A. Preparation of solutions
Since atmospheric oxygen causes degradation of PtPOP handling of the sample was to
the widest possible extent done in a protective Ar- or N2-environment. The water used for
making solutions (milli-Q, 5.5 µS/m) was purged with argon through a Drechsel bubbler
for at least two hours prior to dissolution of the PtPOP salt. Flushing of the solution with
water-saturated inert gas was maintained after preparation. During the XFEL experiments,
which were carried out under a helium atmosphere, the sample container was continuously
bubbled with solvent-saturated helium.
II. DATA REDUCTION
A. Detector corrections and S0/S2 separation
The data reduction procedures necessary to go from as-acquired 2D detector images from
the CS-PAD detector to ∆S0 and ∆S2 are described in detail in reference [2]. Very briefly,
the key steps are:
• Correct for solid angle coverage, detector efficiency and polarization of X-ray beam
• Normalize to total scattered intensity and calculate 2-dimensional difference signals
from nearest On−Off -pairs of 2D scattering patterns
2
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• Rebin the set of 2D difference images according to the Timing Tool information
• Rebin the 2D difference signals according to azimuthal angle φ
• Perform ∆S0 and ∆S2 decomposition by plotting ∆S(P2), where P2 is a second-order
Legendre polynomium as a function θq(φ), the angle between the laser polarization
and the Q-vector as described in the main text.
B. S(Q) scaling
To allow quantitative interpretation of the fit results described below, an initial scaling of
the azimuthally integrated signal S(Q) was carried out as described in detail in [3]. Briefly,
this approach relies on scaling the acquired and corrected signals (in detector units) to
that simulated for a ”‘liquid Unit Cell”’, corresponding to the smallest stoichiometrically
representative unit of the sample. In the present case of an 80 mM solution of PtPOP, this
Liquid Unit Cell consists of 1 PtPOP molecule, 4 K+ ions and 694 water molecules and both
elastic (Thompson) and inelastic (Compton) scattering was included. Figure 4 shows the
result of this procedure which yields a single number with which all the normalized signals
can be multiplied to be put on an absolute scale of electron units per liquid unit cell.
Figure 1. Components of the full scattering signal (black) and a scaled scattering pattern S(Q)
(red).
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III. MODEL-INDEPENDENT ANALYSIS OF ∆S0(Q, t) AND ∆S2(Q, t)
Figure 4 shows the ∆S0(Q, t) and ∆S2(Q, t) after the data reduction described above.
Figure 2. ∆S2 (top) and ∆S0 (bottom) data sets.
A. Time-domain Fourier transforms of ∆S0(Q, t) and ∆S2(Q, t)
As a starting point for understanding the information contained in the data sets, Figure 3
shows absolute squared value of time-domain Fourier Transforms of the low-Q (Q < 1.08A˚−1,
a region where difference signal strength is approximately linear in ∆dPtPt) part of difference
signals in the t = −1 − 3 ps region, after applying a Hann window to eliminate truncation
artifacts.
Based on an estimate of the areas of the peaks arising from either ground-state or excited-
state dynamics (within T= 0.21-0.23 ps and T = 0.25-0.32 ps, respectively) we estimate the
4
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Figure 3. Power spectra of the low-Q part of the acquired difference signals. Vertical lines delineate
the regions arising from either excited state (black) or ground-state dynamics (magenta), here
chosen as 0.21-0.23 ps and 0.25-0.32 ps, respectively.
observed dynamics as being dominated (∼ 90 %) by ground-state dynamics.
B. Singular Value Decomposition of ∆S0(Q, t) and ∆S2(Q, t)
As a preliminary investigation initial to the structural analysis of ∆S(Q, t), a Singular
Value Decomposition (SVD) of the data sets was carried out. Within the SVD framework,
the matrix A is decomposed as
A = SUVT (1)
If the matrix A represents a time-varying signal with time along the row dimension and
scattering vector Q along the column dimension, then the left-singular vectors S will contain
the ‘typical’ shapes of the signal (often termed topograms) and the right-singular vectors
V (often termed chronograms) will hold the information on the time evolution of the left-
singular vectors. The diagonal elements of the matrix U are the Singular Values, expressing
the relative magnitude of each of the left-singular vectors.
Figure 2 shows the corresponding Singular Value Decompostions of the the two data sets.
By comparison with Figure 4 in the main article and with Figure 5 below, the first
topogram of each SVD can be identified as arising primarily from the solute response to
5
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Figure 4. Graphical representation of the first 6 components of the Singular Value Decomposition
of the two data sets. From left to right the first six components of S, U and V are shown. Color
scale from black to light gray indicates components 1 – 6. For U, the singular values have been
normalized to 1 by dividing all values with U1,1, and only 2-6 are shown.
photoexcitation. For ∆S2, the remaining components are all less than 10% of the magni-
tude of the first component (Figure 2, middle panels) and in general have signal shapes
inconsistent with difference signals arising from sample dynamics. In contrast, the first 5
topograms of ∆S0 as well as their corresponding Singular Values and chronograms exhibit
signal shapes and a characteristic grow-in around t = 0 consistent with difference signals
arising from photoinduced dynamics. This is in agreement with ∆S2 arising primarily from
single-photon excited PtPOP with no contribution from the bulk solvent, with ∆S0 arising
from a combination of one- and two photon excited PtPOP (see below) as well as from
solvent dynamics.
Focusing now on only the first left-singular vectors of the two data sets, these are shown
in Figure 3.
As discussed in the main article, the pronounced oscillatory behavior observed is in-
terpreted as arising from structural dynamics along the Pt-Pt coordinate due to distance-
6
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Figure 5. First right-singular vector (chronogram) of ∆S0 and ∆S2 Singular Value Decompostions
dependent excitation of PtPOP. Figure 4 shows the power spectra (shown as a function of
period T ) obtained through fourier transforms of these two signals, utilizing a Hann window
centered at t = 2 ps.
Figure 6. Fourier transforms of V1 for both data sets. A Hann window centered at t = 2 ps has
been applied to V.
The two power spectra are highly similar, with both showing a very distinct peak at a
period of T = 0.285 ps.
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IV. STRUCTURAL ANALYSIS OF ∆S0(Q, t)
As described in the main text, the analysis of ∆S2(Q, t) relies on only a single component,
namely the difference signal arising from structural changes in the solute system only. In
contrast, and as also suggested by the SVD analysis introduced above, a full description of
∆S0(Q, t) includes more components as indicated in Equation 2:
∆Smodel(t) = α∆S0∆SSolute(dPtPt(t)) + β(t)∆Scage + ∆T (t)∆S∆T (2)
Here, as in the analysis of ∆S2, ∆SSolute(dPtPt) describes the difference signal arising from
changes in the PtPt coordinate in the ensemble of solute molecules. As for the ∆S2 analysis,
the excitation fraction α was determined at t = 5 ps and α∆S0 = 0.026(2) was found, some-
what more than α∆S2 = 0.018(2), as discussed in more detail below. The term β(t)∆Scage
arises from changes in scattering due to (primarily) changes in the solvent immediately
around the PtPOP solute, as described in detail in [4], and was simulated using solute-solvent
radial pair distribution functions calculated in the QM/MM BOMD framework described in
the main text and in further detail below. The final contribution to the difference scattering
signal within this modeling framework is ∆T (t)∆S∆T , which describes the changes in scat-
tering due to a temperature increase of the bulk solvent of the sample, ∆S∆T =
∂S
∂T
|ρ . This
contribution to the difference signal can be determined from reference measurements [5] or
from MD simulations and the ∆T pre-factor represents the average temperature increase
in the probed volume following thermalization as discussed in detail in the Supplementary
Information of reference [6].
The insert of Figure 3 in the main text shows the quality of fit acquired using this model,
and Figure 7 shows both the fit and the individual fit contributions at two different time
delays.
As observed for the ∆S2 analysis, the agreement between fit and model is quite good,
and the main difference between the fit result at t= 0.25 ps and t = 4 ps is the magnitude
of the contribution from solvent heating. This is discussed further in the next section.
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Figure 7. ∆S0 data and fit after 0.25 ps and 4 ps.
A. Time evolution of dPtPt(t), ∆T and βcage
Figure 8 shows the time evolution of each of the three fit components included in the
model described by Equation 2. As discussed in the main text, the position of the hole in
the ground-state population shows pronounced oscillations after t = 0. By fitting the same
exponentially damped sinusoidal function as applied for the ∆S2 analysis the period is found
to be 0.28 ps, with a time constant for the damping of 1.7 ps in reasonable agreement with
the ∆S2 result, although somewhat faster. We tentatively attribute the faster decay to be
due to excited state dynamics following 2-photon excitation [7] as discussed further below.
Figure 9 (left panel) shows the residuals after fitting dPtPt as determined from the ∆S2
(red lines) and ∆S0 (blue lines) analysis.
The power spectrum of the fourier transform of the residual of the ∆S0 and ∆S2 fits
are shown in the right-hand panel of Figure 9. The power spectrum for ∆S0 exhibits a
9
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Figure 8. Time evolution of the fit components
weak peak at T = 0.213 ps (157 cm−1) corresponding to the triplet state vibrational period,
but no peak corresponding to the singlet state period (∼0.225 ps, 147 cm−1) is evident.
This indicates that some (small) population of the triplet state takes place sufficiently fast
to launch wave packets, in agreement with recent results based on optical spectroscopy
following UV excitation [7, 8] where coherent dynamics on the triplet potential surface was
observed following 260 nm excitation. In the present case this excitation to high-lying states
is via two-photon excitation. A similar fourier analysis of the ∆S2-fit residual, shown in
red, shows a weak peak at T = 0.225 ps but no peak around 0.213 ps, consistent with
direct population of the singlet state only, with subsequent small-amplitude dynamics on
10
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Figure 9. Residuals (left) and power spectra of the fourier transforms of the residuals (right)
that potential surface.
The third panel of Figure 8 shows the time evolution of the magnitude of the so-called cage
component of the fit model. From previous optical [9] and QM/MM BOMD investigations
[10] this effect is expected to be quite small, in agreement with the fit results in Figure 7
and the noisy appearance of the time dependence seen in Figure 8. Nevertheless, as the
solvent has been implicated in the relaxation dynamics from high-lying states as well as in
the intersystem crossing processes, this contribution to the signal could be an interesting
target for further experimental investigations.
The second panel of Figure 8 shows the time evolution of energy deposition to the bulk
solvent. An immediate increase of ∆T close to 0.15 K with a grow-in time of τ = 0.5-1
ps is observed, followed by a further grow-in of 0.1 K on a time scale of a few picoseconds.
This indicates impulse heating followed by a slower transfer of energy from the solute to the
solvent as discussed further in the section on solvent heating below. The uncertainty on this
parameter is well represented by the bin-to-bin fluctuations, ± 0.05 K.
The bulk solvent heating affords an opportunity to directly investigate the energy flow in
the molecular system with picosecond resolution [11]. Turning first to the prompt increase
in temperature observed in Figure 8 the immediate increase of 0.05 K is likely an artifact
of the fit as the structural changes due to changes in temperature take ∼ to be established.
However, the ∼0.1 K increase on the 0.1-1 ps time scale is in good agreement with previous
observations in experiments with ultrafast energy release to the surrounding solvent [6].
On slightly longer time scales a further temperature increase is observed, likely related
11
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to energy release associated with the non-radiative transition of PtPOP from the initially
excited singlet to the triplet state. More quantitatively and introducing the heat capacity
of water as CH2O, the observed ∼ 0.1 K increase within the first picosecond corresponds to
an energy release per water molecule of
∆EH2O =
CH2O∆T
NH2O
= 0.1K ∗ 4187
J
L.K
3.34.1025 H2O
L
= 1.25.10−23 J = 0.08 meV/H2O (3)
At a concentration of 80 mM, there are 695 water molecules per solute, and with a photo-
excitation fraction of 0.026(2) determined from the t=5 ps analysis of ∆S0 [2], this leads
to a calculated prompt energy release per excited-state solute of 3.0 eV. Given the 3.1 eV
photon energy of the 395 nm excitation, this is quite significantly more than expected.
This observation, however, points to a resolution of the seeming discrepancy between the
0.018(2) excitation fraction concluded from the ∆S2 analysis and the 0.026(2) excitation
fraction from the ∆S0 analysis by suggesting that a relatively large fraction of the photoex-
cited PtPOP molecules have undergone two-photon excitation followed by fast relaxation
to the lowest-lying triplet state [8]. Transitions in the (quite unstructured) < 250 nm ab-
soprtion bands of PtPOP in general do not have transition dipole moments parallel to the
Pt-Pt axis as for the dσ∗pσ band centered at 370 nm [12, 13], and therefore the difference
signal arising from PtPOP molecules excited via this channel is not expected to have an
anisotropic component. Based on these considerations, one would therefore expect a pop-
ulation fraction of ∼ 0.01 to have undergone 2-photon excitation with a subsequent fast
release of E2γ − Etriplet = 2*3.1 eV - 2.4 eV = 3.6 eV per excited solute molecule. The
temperature increase due to energy release from the 2-photon excited population can be
calculated as
∆T =
NH2O∆EH2O
CH2O
=
3.34.1025 H2O
L
× (3.6 eV ∗ 0.01 ∗ 1/695 PtPOP/H2O ∗ 1.602.10−19 J/eV)
4187 J
L.K
= 0.07 K
(4)
-in reasonable agreement with the observed temperature increase on the ∼ 1 ps time scale.
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V. STRUCTURAL ANALYSIS WITH NO CONSTRAINTS ON dESPtPt
As a check that the dESPtPt = 2.77 A˚ constraint applied in the analysis presented in main
text does not impose a certain structural interpretation, Figure 10 shows the corresponding
analysis carried out without constrains on dESPtPt:
Figure 10. dESPtPt and d
hole
PtPt as a function of time with no constraints on d
ES
PtPt.
As evident from Figure 10, right panel, the main difference compared to the results shown
in the main text is an increase in the noise and it is interesting to note how the analysis
immediately converges on dESPtPt = 2.77 A˚ with essentially all dynamics contained in d
hole
PtPt.
VI. LINEARITY OF RESPONSE
To identify a regime with good difference signal from single-photon excited solute and
with little or no contamination from two-photon processes, several series of so-called power
titration scans were carried out. In these, the difference signal was acquired at t = 2 ps while
varying the laser fluence. The set of difference signals was subsequently analyzed and the
ratio between the components of the difference signal arising from solute and solvent was
calculated as a function of laser fluence. This allows an identification of when two-photon
processes begin to influence the signal under the given experimental conditions, as this
ratio will change when contributions from two-photon processes become appreciable as more
13
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energy is then transferred to the solvent per photoexcited solute. The estimated threshold
using this method was 5-10 µJ/pulse, with the measurements reported here carried out at
3 µJ/pulse and still showing some contributions from two-photon processes as discussed
above. Direct excitation of the aqueous solvent was observed around 40 µJ/pulse.
VII. SIMULATION DETAILS
The QM/MM Born-Oppenheimer Molecular Dynamics (BOMD) simulations were real-
ized using the implementation of electrostatic embedding QM/MM [14] in the Atomic Simu-
lation Environment (ASE) [15, 16] and the Grid-based Projector Augmented Wave (GPAW)
DFT code [17, 18]. In the simulations, the QM part comprised the PtPOP complex alone
and employed a representation of the Kohn-Sham orbitals in a basis of linear combination
of atomic orbitals (LCAO) [19]. Within the GPAW QM cell, the complex was described
with the BLYP functional [20, 21], while the basis functions were tzp [19] for Pt and dzp
[19] for the rest of the atoms. We employed a grid spacing of the GPAW cell of 0.18 A˚.
This choice of LCAO basis set and grid spacing ensured converged structural parameters,
as demonstrated in references [10, 22]. The MM part included water molecules at a density
of 1 g/cm3 modelled through the TIP4P force field [23].
Photoexcitation to the lowest-lying singlet excited state by the optical pump pulse and the
subsequent dynamics were described in a picture [24] of instantaneous promotion of ground-
state molecules from a 300 K equilibrium distribution of Pt-Pt distances and evolution of the
resulting nonequilibrium ground- and excited-state ensembles. The thermally equilibrated
QM/MM BOMD data for the ground state were collected in a previous work [14], where the
simulations are extensively described. Here, we sum up the main aspects of the QM/MM
BOMD simulation setup. We used a cubic QM/MM simulation box with a side length of 35
A˚. The box included 1383 classical TIP4P [23] water molecules and four K+ counter ions to
neutralize the total charge. Throughout the dynamics, the positions of the counter ions were
restrained as described in [14]. Non-bonded dispersion and exchange repulsion interactions
between the solute and the solvent were modelled through the standard Lennard-Jones (LJ)
potential, using for the atoms of the complex LJ parameters from the universal force field
(UFF) [25]. Thermalization at 300 K was realized by employing the Langevin thermostat
implemented in ASE, which was applied only to the solvent. Stability of the simulations
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while using a time step of 2 fs for the BOMD propagation was ensured by constraining all
OH bonds and hydrogen bonds in the complex with the ASE implementation of RATTLE
[26]. In total, the ground-state thermal equilibrium distribution included around 230000
QM/MM BOMD snapshots accounting for ∼460 ps of simulation time.
The initial conditions for the nonequilibrium dynamics following laser excitation were
drawn from the underlying ground-state thermal distribution of Pt-Pt distances P gs,eq(dPtPt)
using a spatial filtering (SF) approximation [10, 24, 27–30] of the pump-pulse transition. The
ultrashort pump pulse was assumed to have a Gaussian frequency profile (t) ∝ e− t
2
2τ2 e−iω1t,
where ω1 and τ are respectively the center frequency and temporal width of the pulse.
Under this assumption, the standard equation of the SF approximation giving the initial
(unnormalized) excited-state distribution is:
P es(dPtPt, t0) = F
2(dPtPt)P
gs,eq(dPtPt) (5)
in which the excitation window F (dPtPt) takes the following form:
F (dPtPt) = A exp
[
−τ
2 (∆V (dPtPt)− ~ω1)2
2~2
]
(6)
where ∆V (dPtPt) is the potential energy difference between the ground and excited states.
Following Fleming [24], we approximate the change in the ground-state distribution in-
duced by the laser, the ground-state hole distribution at time zero P gs,hole(dPtPt, t0), with
P es(dPtPt, t0), i.e. we assume that the hole burned in ground-state by the pulse has the same
form of the non-stationary distribution created in the excited state. To achieve the exper-
imental excitation fraction α, the parameter A in the expression of the excitation window,
Eq. 6, is increased until the desired value of α is obtained. However, this procedure can
lead to complete depopulation of the ground-state equilibrium ensemble at specific Pt-Pt
distances. Since the experiment employed a linearly polarized excitation pulse, the orienta-
tion dependence of the absorption probability [31] limits the number of molecules that can
be excited. Thus, in order to avoid the unphysical situation of depopulating entirely the
ground-state equilibrium distribution at a particular Pt-Pt distance, P es(dPtPt, t0) given by
Eq. 5, and hence P gs,hole(dPtPt, t0) were replaced by:
P es0 (dPtPt, t0) = P
gs,hole
0 (dPtPt, t0) =

1
B
P es(dPtPt, t0) if P
es(dPtPt, t0) >
1
B
P gs,eq(dPtPt)
P es(dPtPt, t0) if P
es(dPtPt, t0) ≤ 1BP gs,eq(dPtPt)
(7)
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with B > 1. The normalization factor of P es0 (dPtPt, t0), given by
∫
P es0 (dPtPt, t0)d(dPtPt),
represents the simulated excitation fraction. ∆V (r) was taken as the difference between two
harmonic potentials with force constants calculated from the reduced mass of Pt2 and the
vibrational frequencies obtained by van der Veen et al. using femtosecond transient absorp-
tion measurements in water solution [32], which in wavenumbers are 119 and 149 cm−1 for
the ground and excited states, respectively. For the position of the minima of the potentials,
the Pt-Pt distances of the ground- and excited-state gas-phase optimized geometries (3.00
and 2.80 A˚ [10], respectively) were used; finally, the two potentials were shifted relative to
each other such that the energy difference at the Pt-Pt distance of the optimized ground-
state geometry was equal to 3.35 eV (corresponding to a wavelength of ∼370 nm), i.e. the
transition energy at the maximum of the S0 → S1 band of the experimental absorption
spectrum in aqueous solution. The parameters for the excitation field were obtained from a
Gaussian fit to the spectral intensity profile of the pump pulse that was used in the exper-
iment. Under the assumption that the pulse is Fourier-transform limited, the fit delivered
a τ of 20 fs and an ~ω1 of 3.14 eV (∼370 nm). The parameters A and B defining the form
of P es0 (dPtPt, t0) were chosen such to give the estimated experimental excitation fraction and
most closely match the initial position of the ground-state hole as obtained from the fit of
the experimental data. The distributions used to sample initial conditions for the dynamics
in the ground and excited states are shown in Figure 11.
The dynamics in the excited state following laser excitation was modelled by propagat-
ing 50 excited-state QM/MM BOMD trajectories starting from ground-state configurations
reflecting the distribution P es0 (dPtPt, t0). These trajectories were collected with a time step
of 2 fs, and keeping the thermostat applied to the solvent molecules. The singlet excited-
state was described with a recent implementation of the ∆SCF method in GPAW [10, 22] in
conjunction with the spin unpolarized formalism [33, 34]. To ensure stable convergence of
the electronic density at each step in the dynamics the ∆SCF constrains on the occupation
numbers of the Kohn-Sham orbitals were smeared with Gaussian functions with a width of
0.01 eV, as explained in details in references [10, 22]. In total, around 200 ps of excited-state
QM/MM BOMD trajectories were collected.
The dynamics taking place in the ground state was described by the evolution of the hole
left in the ground-state distribution of Pt-Pt distances. The present model of ground-state
dynamics has been shown to give accurate results in the high temperature limit (T >> Θ,
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Figure 11. The photoexcitation event simulated within the classical SF approximation using the
ground-state equilibrium distribution of Pt-Pt distances obtained from around 460 ps of QM/MM
BOMD at 300 K [14]. A definition of the distributions used to set up initial conditions for the
nonequilibrium dynamics following laser excitation is provided in the text. The black curves are
Morse-potential fits to the potential of mean force (PMF) calculated using the pairwise Pt-Pt radial
distribution functions (RDF) obtained from the equilibrated QM/MM BOMD data for ground and
excited states, respectively. All distributions were smoothed with a cubic smoothing spline.
where Θ = hν/kb is the vibrational temperature), as more vibrational levels of the ground
state are initially populated [24]. For PtPOP, this classical picture is applicable since the
Pt-Pt ground-state vibrational period of 285 fs provides a vibrational temperature of ∼170
K and, therefore [35], at room temperature the fraction of molecules in excited vibrational
states is exp(−Θ/T )∼0.6. Further considerations regarding the SF approximation and the
adequacy of the picture of ground-state hole dynamics for PtPOP can be found in [22].
VIII. SIMULATED ENSEMBLE DYNAMICS
Figure 12 shows the time evolution of the out-of-equilibrium excited-state (blue density
plot) and ground-state hole (red) distributions of Pt-Pt distances, together with their in-
stantaneous averages (black curves), as obtained from the QM/MM BOMD simulations.
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Both ground- and excited-state distributions describe coherent oscillations on the respective
potentials(for the hole, the coherent oscillations are a result of the remaining ground-state
molecules vibrating in phase following laser excitation). As is evident from the comparison
Figure 12. Density plots of the time-dependent Pt-Pt distance distributions from the nonequi-
librium ∆SCF-QM/MM trajectories in S1 (Top) and S0 nonequilibrium hole distributions (Bot-
tom)obtained following photoexcitation of PtPOP in water by an ultrashort pulse selectively de-
pleting the ground-state ensemble at short dPtPt. The distributions were smoothed with a cubic
smoothing spline. The superimposed black curves represent the instantaneous averages of Pt-Pt
distances.
in Figure 12, the amplitude of the ground-state hole oscillations are by far larger than the
amplitude of the coherent vibrations described by the excited-state ensemble of molecules.
This is shown more clearly in Figure 13 where the variation ∆dfullPtPt(t) of the average Pt-Pt
distance of the full simulated ensemble of PtPOP molecules (Left)and its Fourier transform
(FT)(Right) are plotted. ∆dfullPtPt(t) was computed from:
∆dfullPtPt(t) =< dPtPt(t) > − < dPtPt(t0) >
=
∫
dPtPt
[
P es0 (dPtPt, t) + P
gs,eq(dPtPt)− P gs,hole0 (dPtPt, t)
]
d(dPtPt)
−
∫
dPtPtP
gs,eq
GS d(dPtPt) (8)
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Figure 13. Evolution of the Pt-Pt average distance computed from the ground- and excited-state
time-dependent distributions of Pt-Pt distances (Left), and its Fourier transform (FT) (Right)
showing peaks at the two vibrational periods characteristic of motion in S0 (276 fs) and S1 (227
fs).
where the ground- and excited-state distributions of Pt-Pt distances and their normalizations
have been defined in the previous section. The peak of the FT associated to the period
of vibrations in S1 ( 227 fs) has a significantly smaller intensity than the peak of the S0
period ( 276 fs). The classical picture of the photoexcitation event described in the previous
section permits us to gain a qualitative understanding of the predominance of the ground-
state vibrational signature in the outcome dynamics: as shown in Figure 11, and detailed
extensively in the main text, the photon energy of the excitation pulse ensures that the
excited-state distribution is created very close to the equilibrium Pt-Pt distance of the S1
state. Thus, while the photoexcited molecules experience a small gradient along the Pt-Pt
coordinate, the hole starts its motion on the ground-state potential from a position far from
the equilibrium ground-state Pt-Pt distance. Accordingly, the amplitude of the coherent
vibrations in the excited-state are comparatively much smaller than those described by the
ground-state hole.
We note that the classical picture used here to describe the dynamics following photoexci-
tation neglects the motion of ground-state molecules during the pulse, which would lead to a
broadening of the initial excited- and ground-state hole distributions, and hence to a smear-
ing of the coherent oscillations [22, 24]. Since the oscillations in the Pt-Pt distance are faster
in S1 than S0, we expect that the smearing due to the finite duration of the pulse is more
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significant for the excited state than for the ground-state hole. This could be a plausible
explanation of why the experimental data contain no trace at all of excited-state dynamics,
while the simulations predict the presence of a (comparatively very small) contribution.
IX. ANIMATIONS
Movie of the Pt-Pt bond length distributions can be found here:
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Time-resolved X-ray scattering patterns from photoexcited molecules in
solution are in many cases anisotropic at the ultrafast time scales accessible at
X-ray free-electron lasers (XFELs). This anisotropy arises from the interaction
of a linearly polarized UV–Vis pump laser pulse with the sample, which induces
anisotropic structural changes that can be captured by femtosecond X-ray
pulses. In this work, a method for quantitative analysis of the anisotropic
scattering signal arising from an ensemble of molecules is described, and it is
demonstrated how its use can enhance the structural sensitivity of the time-
resolved X-ray scattering experiment. This method is applied on time-resolved
X-ray scattering patterns measured upon photoexcitation of a solvated di-
platinum complex at an XFEL, and the key parameters involved are explored. It
is shown that a combined analysis of the anisotropic and isotropic difference
scattering signals in this experiment allows a more precise determination of the
main photoinduced structural change in the solute, i.e. the change in Pt—Pt
bond length, and yields more information on the excitation channels than the
analysis of the isotropic scattering only. Finally, it is discussed how the
anisotropic transient response of the solvent can enable the determination of
key experimental parameters such as the instrument response function.
1. Introduction
Time-resolved X-ray diffuse scattering (XDS) experiments
give insight into the photoinduced structural dynamics of
solvated molecules. In these experiments, a laser pulse initi-
ates the dynamic process, which is subsequently probed by an
X-ray probe pulse arriving at specific time delays after the
pump event. If the laser pulse is ultra-short, the ensuing
structural dynamics are coherently initiated in the molecular
ensemble (Zewail, 2000), and the scattering signal can be used
to retrieve structural changes occurring in the molecule after
the electronic excitation (Borfecchia et al., 2013; Biasin et al.,
2016; Haldrup et al., 2012; Kim et al., 2015a; van Driel et
al., 2016; Chergui & Collet, 2017; Kong et al., 2008). Such
experiments are of fundamental importance for understanding
the structure–function relationship of, for instance, transition
metal complexes whose photochemical and photophysical
properties can be applied in technologies such as solar energy
conversion and photocatalysis (Takeda et al., 2017; Esswein &
Nocera, 2007; White, 1982).
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In typical time-resolved XDS experiments, laser pump and
X-ray probe pulses are focused onto a thin liquid jet, which is
produced by pumping the liquid sample through a nozzle. The
diffuse X-ray scattering is collected on a two-dimensional
(2D) detector placed after the sample on the plane perpen-
dicular to the propagation direction of the X-ray beam (Fig. 1).
The measured scattering signal contains information about all
the inter-nuclear distances of the sample at a specific time
delay and it is usually dominated by the scattering from the
solvent. The sensitivity to the solute is enhanced in the
difference scattering signal, which is constructed by
subtracting the signal collected without photoexciting the
sample from the signal collected after photoexcitation. In
this way the unchanging background contributions cancel out,
and the difference scattering signal arises from the changes
in the inter-atomic distances in the probed sample volume
(Borfecchia et al., 2013; Ihee et al., 2010). The established
procedure for analysing scattering data from liquid samples
consists of an azimuthal integration of the 2D difference
scattering patterns, since the signal is usually assumed to arise
from an isotropically distributed ensemble of molecules (Ihee
et al., 2010; Haldrup et al., 2010). If the sample is isotropic, the
azimuthal integration allows for an improvement of the signal-
to-noise (S/N) without loss of information. This procedure was
first established with synchrotron data and it is justified when
the time resolution is longer than the
molecular rotational correlation time in
solution, which ranges in the 10–100 ps
time scale for transition metal
complexes (Lakowicz, 2006; Kim et al.,
2015b).
At X-ray free-electron lasers
(XFELs), that can deliver femtosecond
X-ray pulses, the photoinduced struc-
tural changes in the sample can be
captured at the time scale of atomic
motions. This enables the observation
of vibrational and rotational molecular
dynamics in, for instance, solvated
transition metal complexes (Biasin et
al., 2016; Kim et al., 2015b; Lemke et al.,
2017; Chergui & Collet, 2017). If the
photoselection process (illustrated in Fig. 2 and further
described below) creates an aligned excited-state ensemble of
molecules, anisotropic 2D scattering patterns can be observed
on time scales shorter than the rotational correlation time of
the molecules (Kim et al., 2011; Kim et al., 2015b; Yang et al.,
2016a,b; Glownia et al., 2016). Anisotropic scattering patterns
contain information on the molecular preferred orientation,
and thus can add sensitivity to spatial degrees of freedom
compared with isotropic patterns (Hensley et al., 2012; Burger
et al., 2010; Ku¨pper et al., 2014). The theoretical foundation for
interpreting anisotropic scattering contributions from aligned
ensembles of molecules in time-resolved experiments has
been laid out in some detail over the past ten years (Baskin &
Zewail, 2006; Lorenz et al., 2010; Brinkmann & Hub, 2015;
Penfold et al., 2012). However, quantitative structural analysis
of anisotropic scattering data from molecular ensembles
where a photoselected sub-population has been promoted to
an electronic excited state has been demonstrated only in a
very few cases in the gas phase (Yang et al., 2016a,b; Glownia
et al., 2016), and a robust methodology for such cannot yet be
said to have been fully established as the debate surrounding
the work of Glownia et al. shows (Bennett et al., 2017; Glownia
et al., 2017). Specifically with respect to solution-state mole-
cular systems, only qualitative analysis of time-resolved
anisotropic scattering data have been reported, and the
anisotropic contributions to the observed scattering patterns
have been mostly used only to obtain the rotational correla-
tion time of the molecules in solution (Kim et al., 2011; Kim et
al., 2015b).
In this article, we revisit the formalism derived by Lorenz
et al. (2010) for analysing scattering from a photo-aligned
ensemble of molecules. We use this formalism to extract the
isotropic and anisotropic contribution from 2D scattering
patterns measured at an XFEL upon photoexcitation of a
transition metal complex in solution and we explore a few of
the key parameters involved in this procedure. We show that,
in the presence of anisotropic scattering, the separation of
the two contributions can, and should, replace the standard
azimuthal integration in the data reduction procedures. As a
key point, we demonstrate that the anisotropic contribution
research papers
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Figure 1
Experimental setup for a standard time-resolved XDS experiment.  is
the angle between the direction of propagation of the X-ray beam and the
laser polarization axis E; 2 is the scattering angle, i.e. the angle between
the incoming (k) and outgoing (k0) momentum of the X-ray beam; ’ is the
angle between the projection of the laser polarization and the scattering
vector Q = k0  k on the detector surface.
Figure 2
Illustration of the photoselection process. Before the arrival of the laser pump (t< 0), the molecules
are randomly oriented in solution. The laser pulse preferentially excites the molecules with the
transition dipole moments parallel to the laser polarization axis. Thus, the excited-state population
is created as an aligned ensemble (at t = 0 the distribution of the transition dipole moment in
molecules being excited is a cosine-squared distribution with respect to the laser polarization axis)
yielding anisotropic difference scattering patterns. After the excitation event (t> 0), the rotation of
both the excited and unexcited populations causes rotational dephasing of the alignment.
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can be quantitatively analysed in order to extract structural
information about the photoexcited ensemble of molecules.
These results are discussed in the framework of how the
information extracted from a combined analysis of the
isotropic and anisotropic contributions to the measured
difference scattering signals can potentially help disentangle
the many inter- and intra-nuclear degrees of freedom involved
in photoinduced structural dynamics of molecules in solution.
The method is exemplified on scattering data collected
at the X-ray Pump Probe (XPP) instrument (Chollet et al.,
2015) at the Linac Coherent Light Source upon photoexcita-
tion of the tetrakis--pyrophosphitodiplatinate(II) ion
[Pt2(P2O5H2)44, here abbreviated as PtPOP. Fig. 3 shows the
molecular structure of PtPOP: a Pt–Pt dimer is held together
by four pyrophosphito ligands. The compound belongs to the
C4h point group, with approximately fourfold symmetry along
the Pt–Pt axis (Zipp, 1988; Gray et al., 2017). Thus, the Pt–Pt
axis has higher rotational symmetry than the other two axes,
and the molecule is a symmetric top (i.e. two principal
moments of inertia have the same value and the third has a
unique value). This compound was first synthesized in 1977
and has been the subject of a vast amount of studies, due to
its characteristic photophysical properties and activity as a
photocatalyst (Roundhill et al., 1989; Stiegman et al., 1987). In
the last decades, PtPOP has become a model compound for
time-resolved X-ray studies, due to its high scattering power,
its long singlet excited-state lifetime, and its high symmetry
(Christensen et al., 2009; van der Veen et al., 2009). For this
experiment, an 80 mM aqueous solution of PtPOP was
circulated through a nozzle producing a 50 mm round liquid
jet. Each photocycle was initiated by a 3 mJ laser pulse at
395 nm and with 50 fs pulse width (FWHM), focused onto a
150 mm-diameter spot. The scattering from the 9.5 keV X-ray
probe pulses was detected by the Cornell–SLAC Pixel Array
Detector (CSPAD) (Philipp et al., 2011) covering scattering
vectors up to 4.5 A˚1. The time delay t between the laser and
the X-ray pulses was determined for every pump–probe event
with 10 fs (FWHM) resolution using the XPP timing-tool
(Minitti et al., 2015). The detector signal was corrected
according to the procedure described by van Driel et al.
(2015), including corrections for the detector geometry and
the horizontal polarization of the X-ray beam. The corrected
scattering signal was scaled to the liquid unit cell reflecting the
stoichiometry of the sample (Haldrup et al., 2010), yielding
the acquired signal in electron units per solute molecule
(e.u. molec1). Individual 2D difference scattering patterns
were then time-sorted and averaged. Movie S1 of the
supporting information shows averaged measured difference
scattering patterns upon photoexcitation of PtPOP as a
function of increasing time delay: a strongly anisotropic
difference scattering signal is visible at an early time delay and
decays on a 100 ps time scale. The signal is expected to arise
predominantly from the shortening of the Pt–Pt distance since
the 395 nm transition, which has polarization along the Pt—Pt
bond, involves the promotion of an electron from the anti-
bonding d to the bonding p orbital (Stiegman et al., 1987).
Christensen et al. investigated the structure of the excited state
of PtPOP in water with time-resolved XDS and obtained a
Pt—Pt contraction of 0.24  0.06 A˚ with respect to the ground
state of the molecule (Christensen et al., 2009). van der Veen et
al. concluded a 0.31  0.05 A˚ Pt—Pt contraction upon exci-
tation of the complex in ethanol, with X-ray absorption
spectroscopy (van der Veen et al., 2009). The well defined
transition dipole moment and the strong scattering signal
arising from the contraction of the Pt—Pt bond makes PtPOP
an ideal model system to benchmark the formalism required in
order to interpret anisotropic difference scattering patterns.
2. Methods
In time-resolved XDS experiments, the molecules in solution
are randomly oriented before the arrival of the laser pump. If
the linearly polarized ultrashort laser pulse interacts with a
single transition dipole moment l of the molecule, the angular
distribution D of this transition dipole moment in molecules
being excited displays cylindrical symmetry with respect to
the laser polarization E. Therefore, this distribution can be
expressed through an expansion in Legendre polynomials
PnðcosÞ of only the angle  between the laser polarization
axis and the transition dipole moment (Baskin & Zewail,
2006),
Dð; Þ ¼ DðÞ ¼
X1
n¼ 0
cnPnðcos Þ; ð1Þ
where  and  are the polar and azimuthal angles, respectively,
in a spherical coordinates system with polar axis E, and cn are
expansion coefficients. In the case of one-photon absorption
of linearly polarized radiation by an isotropic molecular
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Figure 3
Molecular structure of PtPOP and relevant angles. PtPOP is a symmetric
top molecule with the main axis of symmetry parallel to the Pt–Pt axis
(Zipp, 1988; Gray et al., 2017). In the molecular fixed frame (black
arrows): ij is the angle between the internuclear displacement rij and the
transition dipole moment l of the molecule, which is parallel to the main
axis of symmetry of the molecule. In the laboratory frame (blue arrows):
 is the angle between the laser polarization axis E and the transition
dipole vector l of the molecule, Q is the angle between the laser
polarization axis and the scattering vector.
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ensemble in thermal equilibrium, the distribution of the
transition dipole moment in molecules being excited is a
cosine-squared distribution with respect to the laser polar-
ization axis (Møller & Henriksen, 2012; Baskin & Zewail,
2006). Cast into the generic form of equation (1), the distri-
bution of excited-state molecules immediately after the exci-
tation event can be expressed as a sum of two terms,
DðÞ ¼ c0P0ðcos Þ þ c2P2ðcosÞ; ð2Þ
where P0ðxÞ = 1 and P2ðxÞ = ð3x2  1Þ=2, with c2 = 2c0. Prop-
erly normalizing (Kleef & Powis, 1999) the angular distribu-
tion in equation (1) on unit sphere gives
1 ¼ 1
2
Z	
0
DðÞ sin  d ¼ c0; ð3Þ
where the last equality is a consequence of the orthogonality
of the Legendre polynomials.
Assuming ultrashort laser pump and X-ray probe pulses,
the differential scattering cross section from an ensemble of
excited molecules, at a specific pump–probe delay time t, can
be expressed by weighting the squared molecular form factor
with the instantaneous distribution 
 of nuclear geometries
(Lorenz et al., 2010),
d
d
ðQ; tÞ ¼ T
Z
dR 
ðR; tÞ FmolðQ;RÞ
 2; ð4Þ
where R has dimensions 3N and describes the nuclear coor-
dinates in the laboratory frame, T is the Thomson scattering
cross section and Q is the scattering vector. After assuming
that rotational and vibrational degrees of freedom of the
molecule are uncoupled (Lorenz et al., 2010), we express the
rotational part of the distribution through DðÞ in equation (1)
and the vibrational distribution as a -distribution. Under
these assumptions, the scattering from an ensemble of mole-
cules with their transition dipole moments aligned with respect
to the laser polarization axis can be calculated through
d
d
ðQ; tÞ ¼ 2	T
Z	
0
d sin Dð; tÞ Fmol½Q; ; rðtÞ
 2; ð5Þ
where r is the vector of inter-nuclear distances. Furthermore,
this expression [equation (5)] can be simplified by utilizing the
fact that the molecule is a symmetric top with the transition
dipole moment parallel to the unique axis of symmetry. Under
this assumption, as detailed by Baskin & Zewail (2005), the
angular distribution of each intra-molecular distance rij with
respect to the laser polarization axis can be expressed through
the angle ij between rij and the main axis of symmetry of the
molecule. These parameters are illustrated in Fig. 3: PtPOP
is a symmetric top molecule with the main axis of symmetry
parallel to the Pt—Pt bond, which is also the direction of the
transition dipole moment photoselected in this experiment
and therefore meets the above assumptions. As described by
Lorenz et al. (2010), under the described assumptions, the
integral in equation (5) has the analytical form
d
d
Q; Q; t
  ¼ 2ð2	Þ2T X
n
Pn cos Q
 
SnðQ; tÞ; ð6Þ
where Q is the angle between the laser polarization axis and
Q (see Fig. 3) and
SnðQ; tÞ ¼ ð1Þn=2 cnðtÞ
XN
i; j
fiðQÞ fjðQÞPn cos ijðtÞ
 
jn QrijðtÞ
 
;
ð7Þ
where jn are the spherical Bessel functions and fi is the atomic
form factor of atom i, which is used to express the molecular
form factor within the independent atom model (Møller &
Henriksen, 2012). Assuming one-photon absorption [and thus
the angular distribution in equation (2)], only the n = 0 and n =
2 terms contribute in equation (6) (Lorenz et al., 2010) and the
scattering signal can be written as
d
d
Q; Q; t
  / S0ðQ; tÞ þ P2 cos Q S2ðQ; tÞ: ð8Þ
Since j0ðxÞ = ðsin xÞ=x, S0 is recognized as the Debye formula
for isotropic ensembles,
S0ðQ; tÞ ¼
XN
i; j
fiðQÞ fjðQÞ
sin QrijðtÞ
 
QrijðtÞ
; ð9Þ
while S2 contains information about the orientation of the
single bond rij with respect to the transition dipole moment of
the molecule,
S2ðQ; tÞ ¼ c2ðtÞ
XN
i; j
fiðQÞ fjðQÞP2 cos ijðtÞ
 
j2 QrijðtÞ
 
; ð10Þ
with j2ðxÞ = ½ð3=x2Þ  1½ðsin xÞ=x  3½ðcos xÞ=x2. From here,
S0 and S2 will be referred to as the isotropic and anisotropic
part of the scattering signal, respectively. c2 decays from its
initial value of 2 to 0 according to the rotational correlation
time of the molecules in solution.
The excitation will leave a hole in the ground-state distri-
bution of the same rotational anisotropy as the excited-state
ensemble (Baskin & Zewail, 2006; Jonas et al., 1995). Starting
from equation (8), the difference scattering signal S
including both excited-state and ground-state contributions
can, therefore, be decomposed as (Lorenz et al., 2010)
S Q; Q; t
  / S0ðQ; tÞ þ P2 cos Q S2ðQ; tÞ; ð11Þ
where S0ðQ; tÞ and S2ðQ; tÞ are, respectively, the isotropic
and anisotropic difference scattering signals arising from the
photoinduced structural changes in the sample at a specific
pump–probe time delay t.
With respect to equation (11), S0 and S2 depend only on
internal coordinates of the molecule, while P2ðcos QÞ depends
only on the geometry of the experiment. Specifically, as
detailed by Baskin & Zewail (2006), cos Q can be expressed
as a function of the angles ,  and ’, as defined in Fig. 1,
cos Q ¼ sin  cos  cos  cos ’ sin : ð12Þ
In the case of most standard XDS experiments, and for the
PtPOP experiment presented here, the laser beam is nearly
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collinear to the X-ray beam. This is one of the
possible configurations that yields a 90 angle
between the laser polarization axis and the
direction of propagation of the X-ray beam
( in Fig. 1), and equation (12) simplifies to
cos Q ¼  cos  cos ’: ð13Þ
Since ’ is the azimuthal angle on the detector
surface, cos Q maps P2 anisotropically onto
the detector surface. The second-order
Legendre polynomial, and hence the aniso-
tropic contribution to the scattering, vanishes
when Q in equation (12) is equal to the magic
angle. However, as extensively described by
Baskin & Zewail (2006), it is not possible to
simultaneously remove anisotropic contribu-
tions from the entire scattering pattern for a
given choice of . The linear relation between
scattering intensity and P2 in equation (11) can be used to
retrieve, for a specific Q value, the isotropic and anisotropic
difference scattering signal, as described in the following.
Fig. 4 illustrates the extraction of the isotropic and aniso-
tropic difference scattering signals from a difference scattering
pattern measured 4.5 ps after the photoexcitation of PtPOP in
water. The scattering pattern is shown in Fig. 4(b) and it is
an average of 50 difference scattering patterns collected in a
40 fs-wide time bin centred at 4.5 ps after the arrival of the
laser pump pulse. As introduced above, such a signal arises
mainly from the photoinduced contraction of the Pt atoms
along their connecting vector. In the excited-state ensemble,
this vector has a cosine-squared distribution with respect to
the laser polarization axis, since the transition dipole moment
is parallel to the Pt–Pt axis. Fig. 4(a) shows P2 [P2 =
ð3 cos2 Q  1Þ=2 and cos Q as in equation (13)] mapped onto
the CSPAD, with ’ = 0 along the direction of the projection of
the laser polarization axis on the detector surface, which was
found to be inclined by 20 with respect to the vertical for the
experiment described here.
For the analysis, the scattering pattern in Fig. 4(b) was
divided into 500 radial bins and 45 azimuthal bins, and the
signal in each bin was calculated as the average value of the
pixels. The difference scattering signal corresponding to the
radial bin centred at Q = 2 A˚1 (black circle) is plotted in
Fig. 4(d) as a function of P2ðcos QÞ at the same Q value. The
red line is a least-squares fit of a straight line to the data points.
This fit, according to equation (11), yields S2 (Q = 2 A˚
1) as
the slope andS0 (Q = 2 A˚
1) as the intercept with the P2 = 0
axis. Repeating the procedure for all the radial bins yields the
one-dimensional isotropic and anisotropic difference scat-
tering curves for the full Q range at this specific time delay,
as Fig. 5 shows.
3. Results and discussion
Fig. 5 shows the isotropic and anisotropic difference scattering
signals extracted from the scattering pattern measured at
4.5 ps as a function of Q. The uncertainty estimates for S0
and S2 at each Q point are calculated from the covariance
matrix of the coefficients of the straight-line fit. Since the
difference scattering signal is usually of the order of 0.1–1% of
the total scattering signal [see comparison between Fig. S1 of
the supporting information and Fig. 4(b) for this experiment],
averaging several difference scattering patterns acquired at
the same nominal time delay allows the improvement of the
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Figure 4
(a) P2ðcos QÞ, with Q as in equation (13), mapped on the CSPAD. The
azimuthal angle (’) is defined to be zero at the projection of the laser
polarization axis on the detector surface. A radial bin corresponding to
Q = 2 A˚1 is selected. (b) Averaged difference scattering pattern at 4.5 ps
after photoexcitation of PtPOP in water. For comparison, a full scattering
pattern is shown in Fig. S1 of the supporting information. (c) Value of P2
for the specific radial bin selected in panel (a) as a function of azimuthal
angle ’, corresponding to Q = 2 A˚1. (d) Difference scattering signal S
at Q = 2 A˚1 versus P2 (black dots) and straight line fit (red). The
intercept with P2 = 0 yields the isotropic scattering signal and the slope
yields the anisotropic scattering signal, according to equation (11). The
uncertainties (S0 and S2 ) are also estimated from the fit and further
described in the text.
Figure 5
S2 (left, blue points) and S0 (right, red points) extracted from the pattern in Fig. 4(b)
through equation (11). The black line shows the simulated difference scattering signal
through equations (9) and (10) using as parameters the best-fit results obtained by a
combined fit ofS2 andS0. The magenta line in the left panel shows the azimuthal average
of the anisotropic signal [hP2ðcos QÞS2i’].
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S/N ratio before the extraction of the isotropic and anisotropic
contributions. Experimental parameters such as the magni-
tude of the differential scattering cross section and the X-ray
photon flux, as well as the number of radial bins considered for
each 2D pattern, determine the optimum number of images to
be averaged for a specific experiment. The number of radial
bins should be higher than the number of independent data
points in the Q range [ tens of points (Haldrup et al., 2010)]
and can be chosen arbitrarily high since re-binning can be
done at a later stage of the analysis. For the present experi-
ment, we set the number of radial bins to 500 and, for each
time bin, we choose the number of images to be averaged by
inspection of the decreasing uncertainties  on the coefficients
of the straight-line fit [S0 and S2 in equation (11)] as a
function of number of averaged images. This is exemplified in
Fig. 6(a) for the signal extracted at 4.5 ps: up to 50 averaged
images, S decreases as the inverse square root of the number
of averaged images, as expected for Gaussian noise; after 50
images, S converges to a constant value (4 e.u. molec1)
since the noise is then dominated by systematic errors due to
contributions from a non-constant background and the non-
linear response of the detector rather than counting statistics
(van Driel et al., 2015). Therefore averaging more than 50
images will not further decrease the uncertainties on the
measured signal.
Fig. 6(b) shows the number of unique P2 values that are
sampled for a specific Q value as a function of the number of
azimuthal bins into which the 2D diffraction patterns is
divided. The plot shows that choosing an odd number of
azimuthal bins maximizes the number of unique points
available for the fitting of S versus P2. This behaviour arises
from the dependency of P2 on the azimuthal angle ’, as shown
in Fig. 4(c), and from choosing equi-angular azimuthal bins.
Moreover, since P2 is non-linear as a function of ’, we intro-
duce an error by calculating P2 as the central value rather than
the mean value in each azimuthal bin. This error can cause
a significant decrease of the magnitude of the anisotropic
difference scattering signal when decreasing the number of
azimuthal bins, as shown in Fig. 7(a). In order to calculate the
mean value of P2, we should use the following expression,
P2 cos Q
  
2’
¼ 1
2’
Z’þ’
’’
P2ðcos ; cos ’Þ d’
¼ 3
4
cos2  1  sin 2’
’
cos 2’
	 

 1
2
; ð14Þ
where ’ is half the size of the azimuthal bins. Fig. 7(b) shows
the difference between the values of P2 (red dots) and of the
magnitude of S2 (blue dots) obtained when calculating P2
either as the central or the mean value of the azimuthal bins.
From this observation, if the 2D scattering pattern is divided
into more than five azimuthal bins, such a difference is within
the uncertainty of the measurements (S, the dashed green
line) and can therefore be neglected, thus simplifying the
calculations.
Since the isotropic difference scattering signal arises from
the changes in the radial distribution functions (RDFs) of the
sample (Dohn et al., 2015), S0 in Fig. 5 comprises contribu-
tions arising from the changes in the structure of the solute
and of the solvation shells, as well as from the changes in
temperature and density of the bulk solvent (Haldrup et al.,
2010; Kjaer et al., 2013; Ihee et al., 2010; Cammarata et al.,
2006). The anisotropic scattering signal in Fig. 5 arises from
the changes in the structure of the solute and potentially
anisotropic changes in the solvation shell structure. The
anisotropic response of the bulk solvent is discussed at the end
of the section and, in the case of water, its contributions are
negligible at time scales longer than a few hundred femto-
seconds after excitation. In this experiment, the signal arising
from the changes in the structure of the solute (S solute) is
strongly dominated by the contraction of the Pt—Pt bond due
to the very electron-rich Pt atoms. As Fig. S2 shows, in the
limited Q-range available for this experiment, possible
contributions to S solute arising from intramolecular changes
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Figure 6
(a) Average of the uncertainties (Q) on S2 over the full Q-range (500
radial bins) as a function of number of images averaged in the time bin
centred at 4.5 ps. The uncertainties are estimated from the covariance
matrix of the straight-line fit [equation (11)]. The dashed line shows that
the magnitude of the uncertainties up to 50 averaged images follows the
behaviour of counting noise expected for a Gaussian distribution
( / N 1=2). (b) Number of different P2 values that are sampled as a
function of number of azimuthal bins. This parameter is maximized if the
number of azimuthal bins is odd.
Figure 7
(a) Anisotropic difference scattering signals extracted from the 2D
scattering patterns in Fig. 4(d) as a function of number of azimuthal bins.
A significant decrease in the intensity of the signal is observed when
decreasing the number of azimuthal bins below 5. (b) The red dots show
the difference () between P2 calculated as the central value in the
azimuthal bins or as in equation (14):  = hP2ðcos QÞi2’  P2ðcos QÞ =
ð3=4Þ cos2  cos 2’½1  ðsin 2’=2’Þ. With respect to this, the blue dots
show the resulting difference (") in the magnitude ofS2 (at Q = 2 A˚
1):
" = ðhS2i2’ S2Þ=hS2i2’. The dashed black line shows the averaged
experimental uncertainty S2 (divided by the measured signal).
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other than the Pt—Pt bond contraction are found within the
uncertainties of the measured signal. Based on these consid-
erations, we construct a modelling framework where the
photoinduced structural changes in the structure of the solute
are parametrized through a single structural parameter,
dPt-Pt, which describes the changes in the Pt–Pt distance
from the ground to the excited state of the molecule. Speci-
fically, S solute is simulated from a set of structures derived by
varying only the Pt–Pt distance of the density functional
theory (DFT) optimized ground-state geometry of PtPOP.
Details of the DFT calculations are provided in the supporting
information. The full model used to fit the difference scat-
tering signal measured at 4.5 ps after the photoexcitation of
PtPOP is
SmodelðQ;dPt-PtÞ ¼ S soluteðQ;dPt-PtÞ þ S cageðQÞ
þS solventðQÞ; ð15Þ
where the first term on the right-hand side is 0S
solute
0 , in the
case of the isotropic signal, and 2S
solute
2 , in the case of the
anisotropic signal. S solute0 and S
solute
2 are calculated using
equations (9) and (10), respectively; 0 and 2 represent
the fraction of excited-state molecules contributing to the
isotropic and anisotropic scattering, respectively. S cage
describes the changes in the structure of the solvation shells
and  is a scaling factor. For the isotropic case, S cage was
calculated from the RDFs of the solute–solvent atom pairs
(Dohn et al., 2015), as further described in the supporting
information, while it was not necessary to include this term in
the analysis of the anisotropic signal, given the good quality
of the fit without the inclusion. Finally, S solvent describes the
changes arising from the heating of the bulk water and its
calculation is detailed in the supporting information. We note
that, since the anisotropic signal is insensitive to the isotropic
changes of the bulk solvent, fewer degrees of freedom are
used in the description of the anisotropic data compared with
the isotropic contribution. Equation (15) was fit to the
measured difference scattering signal within a standard 2
minimization framework (Jun et al., 2010). From a simulta-
neous fit of the isotropic and the anisotropic scattering signal,
we find dPt-Pt = 0.24  0.04 A˚, 0 = 2.6  0.2%, 2 = 1.5 
0.2%. The black line in Fig. 5 shows the model constructed
from the best-fit results, which well describe the data (2 =
1.9). dPt-Pt is found in agreement with previous studies
(Christensen et al., 2009); the 1 confidence interval on this
parameter (0.04 A˚) is found to be smaller than that obtained
from fitting the isotropic and the anisotropic signals separately
(which gives 1 confidence intervals of 0.05 A˚ and 0.09 A˚,
respectively). Since changes in population fraction are not
expected on these single-ps time scales (Gray et al., 2017) and
taking into account the decay of the anisotropic signal, as
described below, we find that following the excitation event
2.6% of the molecules have been photoexcited and contri-
bute to the isotropic signal, and approximately 1.8 % contri-
bute to the anisotropic scattering. We interpret this difference
as an indication of multi-photon excitation of PtPOP, where
the multi-photon excitation takes place through transitions
where the dipole moment is not parallel to the Pt–Pt axis
(Stiegman et al., 1987). This combined analysis may further
allow the disentanglement of the contributions to the differ-
ence scattering signal arising from structural changes parallel
or perpendicular with respect to the transition dipole moment.
Specifically to PtPOP, the structural changes contributing to
S2 depend directly on their displacement with respect to the
Pt–Pt axis (ij in Fig. 3): equation (10) is maximum (and
positive) when ij = 0
 (i.e. when the structural change is
displaced parallel to the Pt–Pt axis) and minimum (and
negative) when ij = 90
 (i.e. when the structural changes occur
in the plane perpendicular to the Pt–Pt axis). However, as
detailed above, the difference scattering signal is mainly
dominated by the Pt–Pt contraction, and this hinders the
investigation of additional structural parameters in the
analysis described here.
The magenta line in Fig. 5 shows the signal obtained from
an azimuthal integration of the anisotropic contribution re-
projected onto the detector surface [hP2ðcos QÞS2i’].
According to equation (11), this trace corresponds to the
difference between the difference scattering signal obtained
from an azimuthal integration of the 2D scattering pattern and
the isotropic signal (hS  S0i’). For the PtPOP data, such
a difference is found to be 20% of the magnitude of the
isotropic contribution at time delays immediately after the
excitation event, where the anisotropy is most pronounced.
These observations show that the azimuthally integrated
signal, at time scales shorter than the rotational correlation
time of the solute, may not be a good approximation of the
scattering arising from an isotropic ensemble of photoexcited
molecules. This implies that at such time scales the use of
azimuthally integrated scattering signals in subsequent
analysis should be justified by comparing S0 and azimuthally
integrated signals.
Following the procedure described above, the anisotropic
difference scattering signals were extracted from measured
difference scattering patterns up to 1 ms after photoexcitation
of PtPOP (see Movie S1). Fig. 8 shows the decay of the
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Figure 8
Ratio between the magnitudes (calculated as averages of the absolute
values of the signal in the full Q-range) of the anisotropic and isotropic
difference scattering signals as a function of pump–probe time-delay, up
to 600 ps after the photoexcitation of PtPOP in water. A broadened bi-
exponential decay is fit to the data (black line), with time constants of
3 ps  2 ps and 60 ps  10 ps. The latter is interpreted as the rotational
correlation time of PtPOP in water.
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anisotropy as a function of increasing pump–probe time delay.
We find that 20% of the anisotropic contribution to the signal
decays with a time constant of 3 ps  2 ps; while 80% decays
with a time constant of 60 ps  10 ps. The latter is interpreted
as the rotational correlation time of the PtPOP molecule in
water. Using the Stokes–Einstein–Debye model (Horng et al.,
1997), the rotational correlation time of a sphere can be
described as
r ¼
4	r3
3kBT
; ð16Þ
where  is the viscosity of water, kB is the Boltzmann constant,
T is the temperature and r is the radius of the sphere.
Approximating the PtPOP molecule to a sphere, and taking r
as half the longest inter-atomic distance in the PtPOP mole-
cule (r = 4 A˚), the rotational correlation time at room
temperature can be estimated as 50 ps. This value is in
agreement with the 60 ps found in this analysis.
Finally, we note that the neat solvent may exhibit aniso-
tropic scattering independently of the photoexcited solute
molecules: the laser pulse weakly perturbs the equilibrium
structure of the solvent through non-resonant excitations
predominantly aligned with the polarization of the laser,
and the X-ray pulse probes the induced structural dynamics.
Optically, the sample becomes birefringent, with different
indices of refraction for light polarized parallel or perpendi-
cular to the laser polarization axis. From an X-ray point of
view, the scattering patterns are observed to be anisotropic
and the analysis described above can be applied to extract the
anisotropic scattering as a function of Q and time delay. The
time evolution of the anisotropic X-ray scattering signal can
be directly compared with the impulsive nuclear-coordinate
response measured through techniques such as Raman-
induced Kerr effect spectroscopy (Palese et al., 1994; Castner
et al., 1995). Since the time scales of this nuclear response are
known from optical Kerr effect studies, the anisotropic solvent
scattering signal can be used to estimate the time-zero (the
arrival time of the laser pulse at the sample) and the instru-
ment response function (IRF) of the experiment (Biasin et
al., 2016). The separate determination of these parameters
significantly improves the analysis of the isotropic part of the
scattering signal, by reducing the number of free parameters in
the model used to fit the data (Biasin et al., 2016). This method
of extracting the IRF and time-zero can be used as a diagnostic
for any time-resolved XDS experiment on solvated molecules
where the anisotropic solvent response can be clearly identi-
fied.
4. Conclusions
In summary, the formalism introduced by Baskin & Zewail
(2006) and expanded by Lorenz et al. (2010) has been applied
here to separate isotropic and anisotropic contributions from
2D difference scattering patterns measured upon photo-
excitation of the solvated PtPOP molecule at an XFEL. The
presented formalism has been directly implemented in quan-
titative structural analysis and we find that a combined
analysis of the isotropic and anisotropic difference scattering
signals helps the disentanglement of the many degrees of
freedom involved in the structural response of the sample to
photoexcitation and enhances the structural sensitivity. This
analysis approach is generally applicable for all molecular
systems with a well defined transition dipole moment and
asymmetric structural response to photoexcitation, provided a
time-resolution shorter than the rotational dephasing time.
Furthermore, we have discussed how the quantitative analysis
of the anisotropic scattering signal can provide access to
anisotropic solvent dynamics induced by the linearly polarized
pump pulse and how these measurements can lead to inde-
pendent determination of time-zero and the IRF of the
experiment. In conclusion, we have demonstrated a method
that allows quantitative interpretation of anisotropic scat-
tering signals measured at XFELs from aligned ensembles of
molecules. The information delivered by this method can
benefit the overall interpretation of high-content scattering
data from solution-state molecular systems.
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21. Additional Figures
Fig. S1. Full X-ray scattering pattern arising from a 80 mM water solution of PtPOP, after
corrections for X-ray polarization, solid angle coverage and masking. The magnitude of the
diﬀerence scattering signal shown in the main article (Fig. 4b) is found ∼ 1 % of total
scattering.
IUCr macros version 2.1.10: 2016/01/28
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3Fig. S2. top) Comparison between the isotropic (left) and anisotropic (right) diﬀerence scat-
tering signals arising from a 0.25 A˚ contraction of the Pt-Pt bond (blue line) and from this
contraction with an additional 0.04 A˚ contraction of the four-phosphorous planes (magenta
line). This additional deformation involves mostly changes of intra-molecular distances that
are parallel to the Pt-Pt axis and add a positive contribution to both the isotropic and
anisotropic diﬀerence scattering signal. bottom) Comparison between the isotropic (left)
and anisotropic (right) diﬀerence scattering signals arising from a 0.25 A˚ contraction of the
Pt-Pt bond (blue line) and from this contraction with an additional 0.02 A˚ contraction of
each Pt-ligand distance (green line). This additional deformation involves mostly changes
of intra-molecular distances that are perpendicular to the Pt-Pt axis and add a positive
contribution to the isotropic diﬀerence scattering signal and a negative contribution to the
anisotropic signal, accordingly to Eq.10.
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42. DFT calculations in vacuum
The set of molecular structures used to simulate the solute diﬀerence scattering signal
(∆Ssolute) was obtained from a DFT-optimized geometry of ground state PtPOP by
varying the Pt-Pt distance from 2.700 to 3.300 A˚ in steps of 0.001 A˚ while keeping all
the other atoms fixed.
The geometry optimization was performed in the Atomic Simulation Environment
(Bahn & Jacobsen, 2002; Larsen et al., 2017) and employing the Grid-based Projector
Augmented Wave (GPAW) DFT code (Mortensen et al., 2005; Enkovaara et al., 2010).
The exchange-correlation functional was BLYP (Becke, 1988; Lee et al., 1988), while
a linear combination of atomic orbitals (LCAO) with tzp basis for Pt and dzp for
the rest of the atoms was used to represent the Kohn-Sham wave functions (Larsen
et al., 2009). We employed a grid spacing of 0.18 A˚. The geometry was optimized until
the maximum force on all individual atoms was less than 0.02 eV/A˚. A vibrational
analysis using the finite diﬀerence method implemented in ASE was carried out on
the optimized geometry to confirm that it is a true minimum of the potential energy
surface. The resulting structure has approximate C4h symmetry, and features a Pt-
Pt distance of 3.005 A˚. In comparison, the values found from X-ray crystallographic
studies lie in the range 2.913-2.979 A˚ (Pinto et al., 1980; Che et al., 1983; Ozawa
et al., 2003; Yasuda et al., 2004), while previous X-ray diﬀraction measurements in
water solution delivered a Pt-Pt distance of 2.98 A˚ (Christensen et al., 2008).
3. Simulation of ∆Scage and ∆Ssolvent
∆Scage in Eq.15 is calculated from solute-solvent RDFs of QM/MM simulations per-
formed in the ground and excited states, as detailed in the next section, and following
the procedure described by Dohn et al. (Dohn et al., 2015). ∆Ssolvent in Eq.15 is
IUCr macros version 2.1.10: 2016/01/28
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5calculated as following:
∆Ssolvent(Q) = ∆T
∂S(Q)
∂T
∣∣∣∣
ρ
. (S1)
where ∆T is the change in temperature and ∂S(Q)∂T
∣∣∣∣
ρ
is the water solvent diﬀerential,
that was measured in separate experiment and archived (Kjær et al., 2013; Sørensen
& Kjær, 2013). The fit of Eq.15 to the isotropic scattering signal in Fig.5(right) yields
β ∼ 1.9 % and ∆T ∼ 0.28 K.
4. QM/MM MD simulations
The solute-solvent RDFs for PtPOP in water were obtained from a previous QM/MM
Born-Oppenheimer Molecular Dynamics (BOMD) investigation (Dohn et al., 2017).
The DFT level of theory and atomic orbital basis set used to the describe the complex
were the same as those utilized here for the geometry optimization in vacuum. The
ground state RDFs were calculated from 230000 MD frames spanning a total simula-
tion time of around 460 ps. A detailed account of the QM/MM interfacing strategy,
MM force field and MD protocol that were used in the QM/MM BOMD simulations is
provided in (Dohn et al., 2017). To compute the RDFs for PtPOP in the first singlet
excited state, 99 excited-state QM/MM trajectories were started from uncorrelated
frames of the equilibrium ground state trajectories collected in (Dohn et al., 2017).
In these simulations the excited state was described with a modified version of ∆SCF
(Ziegler et al., 1977) in the spin unpolarized formalism (Maurer & Reuter, 2011; Him-
metoglu et al., 2012). The method uses Gaussian smeared constraints of the orbitals
occupation numbers (Maurer & Reuter, 2011) to achieve stable convergence of the
density at each step of the dynamics and is implemented in a local version of GPAW.
Time step and thermostatting scheme were the same as those used for the ground
state equilibrium simulations in (Dohn et al., 2017). Equilibrium excited-state RDFs
were calculated from around 80000 MD snapshots, corresponding to 160 ps remaining
IUCr macros version 2.1.10: 2016/01/28
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6after having removed the non-equilibrated part of each trajectory.
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Q2Solvent control of charge transfer excited state
relaxation pathways in [Fe(2,20-bipyridine)(CN)4]
2†
Kasper S. Kjær, *abc Kristjan Kunnus,a Tobias C. B. Harlang,bc Tim B. Van Driel,d
Kathryn Ledbetter,a Robert W. Hartsock,a Marco E. Reinhard, a Sergey Koroidov,a
Lin Li,a Mads G. Laursen,b Elisa Biasin,b Frederik B. Hansen,b Peter Vester,b
Morten Christensen,b Kristoﬀer Haldrup,b Martin M. Nielsen, b Pavel Chabera,c
Yizhu Liu,ce Hideyuki Tatsuno,c Cornelia Timm,c Jens Uhlig,c Villy Sundsto¨m,c
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The excited state dynamics of solvated [Fe(bpy)(CN)4]
2, where bpy = 2,20-bipyridine, show significant
sensitivity to the solvent Lewis acidity. Using a combination of optical absorption and X-ray emission
transient spectroscopies, we have previously shown that the metal to ligand charge transfer (MLCT)
excited state of [Fe(bpy)(CN)4]
2 has a 19 picosecond lifetime and no discernable contribution from metal
centered (MC) states in weak Lewis acid solvents, such as dimethyl sulfoxide and acetonitrile.1,2 In the
present work, we use the same combination of spectroscopic techniques to measure the MLCT excited
state relaxation dynamics of [Fe(bpy)(CN)4]
2 in water, a strong Lewis acid solvent. The charge-transfer
excited state is now found to decay in less than 100 femtoseconds, forming a quasi-stable metal centered
excited state with a 13 picosecond lifetime. We find that this MC excited state has triplet (3MC) character,
unlike other reported six-coordinate Fe(II)-centered coordination compounds, which form MC quintet
(5MC) states. The solvent dependent changes in excited state non-radiative relaxation for [Fe(bpy)(CN)4]
2
allows us to infer the influence of the solvent on the electronic structure of the complex. Furthermore,
the robust characterization of the dynamics and optical spectral signatures of the isolated 3MC
intermediate provides a strong foundation for identifying 3MC intermediates in the electronic excited state
relaxation mechanisms of similar Fe-centered systems being developed for solar applications.
Introduction
Inorganic complexes are attractive candidates for solar energy
applications due to their tunable electronic properties, which
can be varied synthetically by changing the metal atom and
ligand composition or structure. Molecular photosensitizers
based on 4d and 5d transition metals, such as Ru and Ir, have
been successfully implemented in photovoltaic applications
due to their intense absorption, long-lived charge transfer
excited states, and their ability to undergo reversible redox
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processes.3 However, their cost and scarcity render them
impractical for large-scale development.
Transferring the functionality of 4d and 5d transition metal
complexes to the more abundant 3d transition metal centered
systems motivates wide-ranging investigations targeting solar
energy applications.4 Solar energy applications benefit from
long-lived metal-to-ligand charge-transfer (MLCT) excited
states, but the majority of optically generated MLCT excited
states in 3d transition metal complexes relax on the sub-ps
timescale. A central challenge to extending the charge transfer
excited state lifetimes in light harvesting complexes based on
3d transition metals is the weaker ligand field splitting of 3d
complexes, relative to their 4d or 5d counterparts. The smaller
ligand field splitting leads to ligand field excited states with
lower energies than the optically bright charge transfer excited
states that very eﬃciently quench the MLCT excited states. This
deactivation reduces the MLCT lifetime of 3d transition metal
complexes by orders of magnitude compared to their 4d and 5d
analogs. For instance, ruthenium(II)-centered polypyridyl com-
pounds are characterized by MLCT states with hundreds of
nanoseconds to microseconds lifetimes,5–9 the MLCT state of
similar complexes with an isoelectronic iron(II) center under-
goes spin crossover to a metal centered quintet (5MC) state
within hundreds of femtoseconds.10–24
Significant progress in the design of iron-centered molecu-
lar systems with extended MLCT lifetimes targeted at solar
energy applications has been made recently and demonstrates
the potential of suppressing internal conversion and intersys-
tem crossing.2,25–30 The synthetic strategy pursued with the
most success for octahedral iron(II) complexes has been ligand
selection for increased ligand-to-metal s-donation, beyond that
of typical polypyridyl ligands. Increased s-donation leads to
larger ligand field splitting and destabilization of the MC
excited states relative to MLCT excited states. A range of strong
s donating N-heterocyclic carbene ligands have provided Fe-
complexes with MLCT lifetimes ranging from B300 fs to B30
ps,2,25,27,30,31 long enough to allow transfer of the ligand-
localized electron for photovoltaic applications.27,28
The metal centered triplet (3MC) excited state has recently
been suggested to play a critical role in mediating the MLCT
decay pathway in the cases of both Fe(II)-centered spin cross-
over complexes (short-lived, B100 fs, MLCT states)21,22 and
MLCT complexes (long-lived, B20 ps, MLCT states),2,26,29,30
and has additionally been observed as a precursor for ligand
dissociation following excitation of [Fe(CN)6].
4–32 Although still
under debate,18 much experimental and computational evi-
dence supports the presence of a very short lived 3MC transient
state in the spin state transition dynamics to the relatively long
lived 5MC state.20–22,33,34 In the cases where MLCT lifetimes are
extended to the picosecond time scale, they decay without well
characterized intermediates, thus preventing experimental
identification of decay-mediating states. Quantum chemical
and dynamics calculations for several such complexes do
suggest that the MLCT lifetime is strongly influenced by the
relative positions of the potential curves of the MLCT and 3MC
excited states.2,26,29,35–38 Although the important role of the
3MC state in facilitating the excited state decay of hexacoordi-
nated Fe(II) complexes has been suggested, a metastable 3MC
state has yet to be cleanly isolated for these complexes. There-
fore, it is difficult to assess the capacity of experimental
methods to identify the role of 3MC intermediates in the excited
state dynamics of Fe-based systems.
A strong solvatochromic eﬀect has been well-established for
Fe- and Ru-centered cyano-polypyridyl complexes,39–44 and has
been ascribed to the interaction of high Lewis acidity solvents
(such as water) with the N lone pair of the CN ligand. Here, we
exploit the solvent-dependent electronic structure of
[Fe(bpy)(CN)4]
2, illustrated in Fig. 1, to vary the relative
energies of the MLCT and MC states with the intent of
generating a metastable 3MC. The choice of [Fe(bpy)(CN)4]
2
was motivated by previous transient optical measurements that
demonstrate the loss of characteristic MLCT features from the
excited state spectrum upon changing the solvent Lewis
acidity.45 This study clearly demonstrated the solvent depen-
dence of the non-radiative relaxation in this complex, but did
not have the time resolution to determine relaxation rates nor
the ability to determine the MC excited state intermediate
formed in water.45 The use of such a chemically amenable
system allows us to develop our current understanding of how
metal–ligand bonding controls the internal conversion and
intersystem crossing pathways in 3d transition metal com-
plexes. In this regard, the solvatochromic [Fe(bpy)(CN)4]
2
mixed ligand complex provides an excellent model for addres-
sing these fundamental questions in physical chemistry, as the
degree of metal–ligand s- and p-bonding interactions can be
varied with the solvent. Steady-state measurements have shown
this interaction to shift electron density on the cyanide ligand
and increase the metal-to-ligand p back-donation for the water-
solvated complex.39,40,46 The highest occupied molecular
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Fig. 1 Solvatochromism of [Fe(bpy)(CN)4]
2. The inset shows the
[Fe(bpy)(CN)4]
2 system, and the rest of the panel shows its optical
absorption spectrum in a series of solvents with varying Lewis acidity;
acetonitrile (MeCN) tetrahydrofuran (THF), dimethyl sulfoxide (DMSO),
methanol (MeOH), and water (H2O).
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orbitals (HOMO) of mixed Fe d (t2g) and cyano p* character are
therefore stabilized relative to the lowest unoccupied molecular
orbitals (LUMO) of bpy-ligand p* character, resulting in a net
destabilization of the respectiveMLCT excited state.47 Experimental
investigation of the solvent influence on the MC levels is signifi-
cantly more scarce, but one study finds the trend of solvent-
dependent excited state lifetimes for Ru cyano-polypyridyl com-
plexes can be qualitatively reproduced under the assumption that
the MC energy levels are unchanged relative to the ground state.44
To characterize the excited state dynamics of [Fe(bpy)(CN)4]
2
in water we have combined UV-visible pump–probe spectroscopy
measuring the transient optical absorption (TA) with transient K-
edge X-ray emission spectroscopy (XES), a combination which
have delivered key insights in the dynamics of 3d transition
metal centered systems before.1,21,48–52 The signal recorded by
TA arises from dipole-allowed transitions in the optical regime,
rendering it sensitive to charge transfer excited states involving
ligand-localized excited electrons. XES monitors the fluorescence
emitted during the 2p-to-1s or 3p-to-1s decay following 1s core–
hole ionization of the Fe metal center. The fluorescence intensity
and spectral features are sensitive to the total spin moment on
the iron center, and therefore, this method can distinguish MC
excited states differing in Fe spin moments, such as 3MC and
5MC states. The combination of the two techniques enables full
characterization of the excited state relaxation pathway of 3d
transition metal complexes. The present study has unambigu-
ously identified a metastable 3MC excited state with the transient
XES spectrum. This identification, in combination with the TA
measurements enables the assignment of transient absorption
features in the UV-visible spectrum to the 3MC excited state that
should prove valuable to the interpretation of electronic excited
state relaxation dynamics in other Fe(II) systems.
We report the excited state dynamics of [Fe(bpy)(CN)4]
2
solvated in water and identify a temporally isolated 3MC inter-
mediate for the first time. In contrast, we have previously
demonstrated a long lived MLCT excited state (19 ps) for
[Fe(bpy)(CN)4]
2 in weak Lewis acidic solvents (dimethyl sulf-
oxide (DMSO) and acetonitrile (MeCN)), with no discernable
contribution from metal centered states.1 In the present work,
we shift the bpy-localized MLCT state towards higher energy by
using a high Lewis acidity solvent results in a faster MLCT-to-
MC transition and slower MC-to-GS transition. The identifi-
cation of a metastable 3MC state provides further support for its
role in deactivating MLCT excited states in Fe(II) complexes,
and expands on the previously reported studies on Ru-centered
systems which were unable to distinguish the influence of the
solvent on the MC state energy levels.44
Experimental methods
X-ray emission
The time-resolved XES measurements were conducted at the X-
ray Pump–Probe (XPP)53 end station at the Linac Coherent
Light Source (LCLS). An aqueous solution of 55 mM
[Fe(bpy)(CN)4]
2 was pumped through a 50 mm diameter nozzle
producing a cylindrical liquid jet. The sample was excited with
400 nm optical laser pulses of 45 fs duration, 120 mm focus
diameter (FWHM), and 12.5 mJ per pulse, delivering a pulse
fluence of 3  1012 W cm2. The sample was probed by 8.5 keV
X-ray laser pulses of B30 fs duration. The Fe 3p-1s (Kb)
fluorescence XES signal was detected on a 140k Cornell-SLAC
Pixel Array Detector (CSPAD) area detector54 located above the
liquid jet using four dispersive Ge(620) crystal analyzers with a
central Bragg angle of 79.1 degrees.55 The Fe 2p-1s (Ka)
fluorescence XES signal was detected on a second 140k CSPAD
detector placed behind the sample, using a spherically bent
Ge(440) crystal analyzer, set to a Bragg angle corresponding to
the maximum signal of the iron Ka fluorescence of 6404 eV
(75.4 degrees).
The full 2D images of the XES detectors were read out for
each pump–probe event, normalized, and corrected as
described in the ESI.† Difference images were constructed by
subtracting a reference signal recorded from optical laser-off
probe events for every seventh X-ray laser pulse event through-
out the data collection. The difference images of each pump–
probe event were then sorted into 250 individual time bins (400
shots per bin) according to their individually recorded time
delay (see the ESI,† for a description of the timing tool
diagnostic). The Ka difference images for each time bin were
averaged and integrated, resulting in the kinetic trace pre-
sented in Fig. 5, while the Kb difference images of each time
bin were averaged and integrated along the nondispersive
detector axis, resulting in the difference spectra presented in
Fig. 6A.
The static Ka XES spectra of reference compounds were
measured at the Stanford Synchrotron Radiation Lightsource
(SSRL) beamline 6-2. Reference compounds were obtained from
Sigma-Aldrich and used as-is. Samples were measured as
powders (covered by Kapton tape) in a cryostat at 10 K. Samples
were excited with monochromatic incident X-rays at 7300 eV
(double-crystal Si(311) monochromator, 0.2 eV FWHM band-
width) and Fe Ka fluorescence was detected with a Rowland
geometry spectrometer utilizing (440) Bragg reflection from
bent Ge crystals with a 1 m radius of curvature (energy resolu-
tion 0.6 eV FWHM).56 X-rays were detected with a Si drift
detector and a correction for detector nonlinearity was applied.
The monochromator energy was calibrated with an Fe foil and
the spectrometer calibration and transmission correction was
done using elastic scattering. Each sample was checked for X-
ray induced damage by measuring the Fe X-ray absorption near-
edge structure (XANES) spectra at various incident fluxes using
filters installed in the beamline. Each sample was measured
multiple times at diﬀerent positions to reduce exposure.
Optical transient absorption
Femtosecond time-resolved UV-visible transient absorption
(TA) measurements were conducted on [Fe(bpy)(CN)4]
2 sam-
ples in H2O (7 mM) and DMSO (2 mM), prepared directly before
the experiments. Liquid sheet jets with 100 mm and 200 mm
thicknesses were used to deliver the sample into the pump–
probe overlap region, respectively. Continuous flow of the jet
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ensured that any accumulation of photo-damaged sample was
avoided.
Experiments were carried out using an amplified Ti:sapphire
laser system (Coherent Mantis with Coherent Legend Elite Duo)
with a 5 kHz repetition rate, 800 nm central wavelength, 2 mJ
pulse energy and 40 fs FWHM pulse duration. A portion of the
laser pumped an optical parametric amplifier (Spectra-Physics
OPA-800C) to generate near IR signal and idler via diﬀerence
frequency mixing. The output of the OPA was used to generate
500 nm pump pulses via sum-frequency generation of the
signal with 800 nm light, and to generate 700 nm pump pulses
via frequency doubling of the signal in a BBO crystal. The pump
pulse was directed to the sample through a delay stage, a 2.5
kHz chopper, and a lens, resulting in pump pulses with 100 mm
focus diameter (FWHM), 50 fs duration, and 1.6 mJ pulse energy
providing a pump fluence of 4  1011 W cm2. The pump was
overlapped with a white light probe pulse (via supercontinuum
generation in 4 mm of CaF2) at the sample position. The probe
was transmitted through the sample and imaged on a spectro-
meter (Horiba Jobin Yvon iHR320, grating 150 grooves per
mm). The probe spectrum was recorded at 5 kHz with a NMOS
linear image sensor (Hamamatsu, S8380-512Q) simultaneously
over the whole 300–700 nm spectral range. The differential
absorbance (DA) was calculated as DA = log(Ioff/Ion), where Ion
and Ioff are the pumped and unpumped intensity, respectively.
Overall time-resolution of the experiment was approximately
100 fs.
Results and discussion
Steady-state and transient optical absorption spectroscopy
The steady-state optical absorption spectrum of [Fe(bpy)(CN)4]
2
in a series of solvents is presented in Fig. 1. In weak Lewis acid
solvents (acetonitrile (MeCN, red), tetrahydrofuran (THF,
orange), and dimethyl sulfoxide (DMSO, green)) the visible
spectrum is characterized by two absorption features at roughly
450 nm and 700 nm assigned to MLCT excitations from orbitals
of mixed Fe d and cyano p and p* character to p* orbitals of the
bipyridine ligand.57 For high Lewis acidity solvents, such as the
hydrogen-bonding methanol (MeOH, blue) and H2O (purple),
these absorption features blue-shift. This solvatochromic eﬀect
has been extensively mapped for cyano-polypyridyl Fe and Ru
complexes and shown to be linear, both with respect to the
solvent acceptor number (a measure of the Lewis acidity) and the
number of cyano ligands present.39,40,42,57 This makes
[Fe(bpy)(CN)4]
2 in solution an archetypical system to character-
ize the influence of the solvent Lewis acidity on the properties of
these complexes.
The blue-shift of the MLCT absorption band clearly shows
that increasing solvent Lewis acidity strongly destabilizes the
MLCT state with respect to the ground state. To investigate how
the solvent influences the energy levels of the MC states, and to
determine how this modifies the MLCT deactivation pathways,
we turn to the solvent dependence of the excited state relaxa-
tion dynamics.
Fig. 2 shows the solvent-dependent diﬀerential absorption
spectra of [Fe(bpy)(CN)4]
2 obtained after excitation of the
lowest energy MLCT transition (700 nm in DMSO, 500 nm in
water). In DMSO (Fig. 2A), the diﬀerential spectra at all time
delays are characterized by the ground state bleach (GSB),
overlaid with a broad excited state absorption (ESA) feature
everywhere below 600 nm, peaking at 370 nm and 525 nm. In
bipyridine-containing complexes, the strong 370 nm ESA fea-
ture is typically associated with an excited electronic state
having an electron localized on the pyridyl ligand.1,2,23,58,59 In
previous work, we have complemented such TA measurements
by Kb XES, determining that the excited state dynamics are
well-described by a 19 ps single-exponential decay of a
bipyridine-localized MLCT state.1 In water (Fig. 2B), the diﬀer-
ence spectra at very early time delays (B100 fs) can also be
described by the GSB overlaid by a similar ESA feature
1
5
10
15
20
25
30
35
40
45
50
55
1
5
10
15
20
25
30
35
40
45
50
55
Fig. 2 Transient absorption spectra of [Fe(bpy)(CN)4]
2 at selected time delays in (A) DMSO with 700 nm excitation and (B) water with 500 nm excitation.
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everywhere below 600 nm, peaking at 370 nm and 525 nm.
However, within half a picosecond, the initial ESA features
decay completely. Diﬀerential spectra at time delays longer
than 0.5 ps are characterized by the GSB and a broad ESA
feature above 600 nm. These features decay together over the
following 50 ps as the ground state spectrum recovers. For
[Fe(bpy)(CN)4]
2 in water, the ultrafast appearance and decay of
the 370 nm ESA feature without the decay of the ground state
bleach indicates that the excitation of the MLCT band initially
populates a very short-lived bipyridine-localized MLCT state,
which decays to a secondary electronic excited state before
returning to the ground state on the tens of picosecond time
scale. As described in the ESI,† high excitation fluencies lead to
a longer lived absorption feature centered at 680 nm character-
istic of the solvated electron60 arising from multiphoton
ionization.
From the optical data presented in Fig. 2B, the excited state
cascade in aqueous solution can be formulated as an instanta-
neous generation of an MLCT state and a small fraction
(o0.01) of photoionization products. The MLCT state under-
goes ultrafast conversion to a second excited state which decays
on the picosecond timescale, while the photoionization pro-
duct remains. When this three-state model is implemented in a
global analysis framework and applied to the data, the species
associated spectra (SAS) shown in Fig. 3 are identified. SAS1,
which we associate with the MLCT state, decays with a 0.17 
0.03 ps lifetime. SAS2, which we associate with the second
excited electronic state, decays with a lifetime of 12.7  0.4 ps.
SAS3, which we associate with the solvated electrons remains
within the 1 ns time window of these measurements.
To facilitate the direct comparison of the excited state
dynamics measured with TA at low fluence to those measured
by XES at higher fluence, we have applied the same analysis to
additional TA measurements recorded at higher fluence, which
exhibit a significant contribution from solvated electrons. The
transient spectra and resulting SAS are shown in the ESI.† The
spectral features of the photoexcited states (SAS1 and SAS2) are
virtually identical between the high and the low fluence mea-
surements, and the variation in the extracted relaxation
dynamics lies within the uncertainties of the measurements.
This demonstrates that the decay pathway of the single-photon
MLCT non-radiative relaxation is independent of the excitation
conditions over a large range of pump fluence.
Assigning the nature of the second electronic excited state
associated with SAS2 in the global analysis is diﬃcult based on
optical TA data alone. The broad and relatively weak4600 nm
ESA is the only significant spectral feature outside the ground
state bleach. This ESA lacks significant or defining features that
might otherwise allow assignment of the associated species.
The short lifetime and complete ground state recovery rules out
ionization and degradation products as candidates for SAS2.
The lack of low-lying unoccupied ligand-centered electronic
states (other than the bipyridine p* states) suggests that SAS2
describes a secondary excited state with MC character. To
unambiguously determine the nature of this intermediate, we
turn to the transient Ka and Kb XES measured at the LCLS X-ray
free-electron laser.
Transient X-ray emission spectroscopy
Ka and Kb XES monitors the 2p-to-1s and 3p-to-1s fluorescence,
respectively, following 1s core–hole X-ray ionization. The strong
influence of the exchange interaction between the np and the
3d valence electrons make the XES spectra sensitive to the total
spin multiplicity on the iron center.56,61–64 The spin-sensitivity
of the two techniques is illustrated by the reference spectra
shown in Fig. 4A and B. The reference spectra are measured for
a series of Fe-centered compounds with ground state electronic
structure similar to those of the potential excited states of
[Fe(bpy)(CN)4]
2. By selecting reference compounds with ligand
bond covalency similar to [Fe(bpy)(CN)4]
2, good agreement
between the reference spectra and the measured data is
expected. By subtracting the reference signal of the ground
state compound, from the references for the potential excited
states, the reference difference spectra, illustrated in Fig. 4C
and D can be constructed.
The Kb spectra exhibit the clearest spectral shape variation
between diﬀerent electronic states, such that direct comparison
between transient Kb data and reference diﬀerence spectra
allows for robust identification of the excited electronic states.
Meanwhile, the Ka emission is roughly an order of magnitude
more intense than the Kb emission, which makes the Ka data
well suited to derive the time scales of the underlying relaxation
dynamics. Based on these considerations, we have measured
Ka single-energy kinetics to determine the characteristic time
scales of the experiment (time-zero, instrument-response func-
tion (IRF), and lifetimes), and measured full Kb transient
spectra for robust excited state identification. Since the Ka
and Kb data were recorded simultaneously, the time zero,
temporal resolution, and quantum yields of the two datasets
are identical. Therefore, the characteristic time constants of the
experimental parameters, as well as the excited state lifetimes,
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Fig. 3 Species associated spectra (SAS) from a global analysis of the
transient absorption data for [Fe(bpy)(CN)4]
2 dissolved in water and
shown in Fig. 2B.
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determined from the high signal-to-noise Ka kinetic data can
be used in a global analysis framework for the Kb spectral data.
The Ka kinetics shown in Fig. 5 were recorded at 6404 eV. As
reported elsewhere,62 and seen from the reference diﬀerence
spectra (Fig. 4C), the Ka diﬀerence intensity at 6404 eV allow us
to monitor the total spin increase on the Fe center. We observe
that the growth of the transient signal is delayed with respect to
a broadened Heaviside step function. This delay arises from an
excited state relaxation that results in a secondary increase in
the Fe spin-moment, delayed with respect to excitation of the
MLCT state. Overall, the growth is best described by the sum of
a Heaviside step function and exponential grow-in broadened
by a Gaussian representing the instrument-response function.
The step function accounts for the instantaneously populated
1MLCT and photoionization products.65,66 These species each
have a single unpaired electron on the Fe center, making them
formal doublets with respect to the Fe center, and therefore
they cannot be distinguished with the XES data. The exponen-
tial growth accounts for the transition from the MLCT to the
secondary excited state of higher spin-moment. The fact that
the Fe spin-moment increases for the secondary excited state
confirms the assumption, based on the optical TA data, that the
decay of the MLCT state leads to the population of an MC state
with higher spin. The decay of the transient Ka signal is
dominated by the single-exponential lifetime of the secondary
MC excited state, but also includes a weaker long time-scale
component for the recovery of the photoionization products.
In fitting the data to the kinetic model described above, a
time-zero and IRF (rms) of 54  4 fs and 34  2 fs are
recovered, with the uncertainty reflecting the standard devia-
tion. The exponential component of the growth accounts for a
40  4% increase of the total signal and has a time constant of
87  5 fs, which we assign to the MLCT-to-MC transition. The
decay is dominated by a component with a 13.1  0.4 ps
lifetime, readily assigned to the decay of the MC state and
recovery of the ground state accounting for 84% of the decay.
1
5
10
15
20
25
30
35
40
45
50
55
1
5
10
15
20
25
30
35
40
45
50
55
Fig. 4 Ka1 (A) and Kb (B) reference spectra measured for a series of Fe model complexes of similar spin state configuration as the potential excited states
in this study. Ka references are [Fe(bpy)(CN)4]
2 (singlet), [Fe(CN)6]
3 (doublet), Fe(phthalocyanine) (triplet), and [Fe(1,10-phenanthroline)2(NCS)2]
(quintet). Kb references are taken from Zhang et al.1 Reference diﬀerence spectra (C and D) constructed from the Ka and Kb references generated by
subtracting the ground state reference from each of the excited state references.
Fig. 5 Kinetics of the Ka1 peak emission intensity measured at 6404 eV
following MLCT excitation of [Fe(bpy)(CN)4]
2 in water. Blue data points
are binned in 10 fs steps and supplied with error bars indicating the
standard error. The red curve shows the fit of the data as described in
the main text. Insets (A) and (B) show fits to the late data points using first
and second order reaction kinetics, respectively. The second order reac-
tion kinetics (B), capture the evolution of the data better, illustrating that
the kinetics are due to charge-recombination of photoionized
[Fe(bpy)(CN)4]
 with solvated electrons, as described in detail in the ESI.†
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The remaining decay of the transient signal occurs on the
hundreds-of-nanoseconds to microsecond time scale. The
MLCT-to-MC transition observed by the XES is faster than the
lifetime associated with SAS1 in the TA analysis. This discre-
pancy likely reflects the challenge of diﬀerentiating intra-
molecular vibrational relaxation and population decay in TA,
combined with the challenges of properly subtracting out cross-
phase modulation artefacts.
The long time scale dynamics of the ground state recovery
matches the expected second-order kinetics (as described in the
ESI†) for the recovery from the photoionized [Fe(bpy)(CN)4]
.60
Comparative fits to the long time delay data using first- and
second order rate expressions for the decay are illustrated in
Fig. 5 as insets (A) and (B), respectively. A detailed discussion of
the mechanism and time scale of the recovery can be found in
the ESI.† The increased ratio of photoionization product (16%)
compared to the TA data is due to the increased laser power
used for the XES experiments.
In summary, the Ka decay kinetics can be described by the
same model used to interpret the TA data. Since the TA
experiment shows that the dynamics of the single-photon
excited state pathway is independent on the amount of two-
photon excitation, the XES data can be used to identify the spin
state of the 13 ps MC intermediate associated with SAS2 in the
TA analysis. For this excited state identification, we rely on the
Kb data recorded simultaneously with the Ka data.
Transient Kb diﬀerential spectra measured at multiple time
delays are presented in Fig. 6A. Qualitative comparison of the
data recorded at 0.5–5 ps (delays dominated by the MC inter-
mediate) with the reference spectra in Fig. 4D reveals that the
Kb0 shoulder at 7045 eV is very weak. This allows the high spin
5MC state to be eliminated as the dominant product of the
MLCT decay and makes a 3MC the most likely candidate for the
MC excited state. To explicitly identify the nature of the MC
state and derive excitation and speciation fractions, we have
conducted a global analysis of the transient Kb data using a
three-state model that includes the MLCT state, the MC state,
and the [Fe(bpy)(CN)4]
 photoproduct. Using the excited state
cascade and time scales from the Ka analysis, the species
associated spectra (SAS) for the excited states were extracted.
The extracted SAS are shown in Fig. 6B. SAS1 describes the
signal that is lost with the 85 fs time constant after the
excitation. SAS2 describes the signal that grows in as SAS1
decays, and has a lifetime of 13.1 ps. SAS1 was definitively
identified as an MLCT state from the optical TA, and could
therefore be used to establish a scaling factor between the SAS
and reference diﬀerence spectra by minimizing the chi-squared
between SAS1 and the MLCT (doublet–singlet) reference differ-
ence signal. Upon establishing this scaling factor, a quantita-
tive comparison of SAS2 (representing the MC excited state) can
be made against the triplet and quintet reference difference
spectra (all plotted in Fig. 6B). It is immediately apparent that
the signal shape, and in particular signal amplitude, of SAS2
matches the reference spectrum obtained for the 3MC state.
Taken together with the lack of additional fast time constants
in the excited state cascade, the agreement between SAS2 and
the 3MC reference difference spectrum definitively assigns the
ultrafast interconversion observed in the optical TA and Ka
data to an MLCT-to-3MC interconversion. Furthermore, the
spectral features of SAS2 in the optical TA analysis can now
be assigned as characteristic of the 3MC state. The ultrafast XES
measurements provide a robust assignment of the 3MC state,
which enables the interpretation of the ESA seen in the optical
pump–probe measurement. The most significant feature of the
spectrum is the excited state absorption feature at 570 nm, to
the red side of the ground state bleach. Similar, but somewhat
weaker, ESA features have been observed for 3MC states
assigned of Ru-centered polypyridyl complexes.67
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Fig. 6 Transient Kb spectra and analysis. (A) Transient Kb emission signal of [Fe(bpy)(CN)4]
2 in water. (B) Species associated spectra (SAS, red and blue)
from a global analysis, invoking the model useQ4 d for fitting the TA and Ka kinetics and the reference diﬀerence spectra of Fig. 2D scaled by mapping the
MLCT reference to SAS1.
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Solvent-dependent electronic structure
The solvent Lewis acidity strongly influences the excited state
dynamics of [Fe(bpy)(CN)4]
2. Increasing solvent Lewis acidity leads
to rapid excited state interconversion of the otherwise relatively long
lived MLCT state. Furthermore, the 3MC intermediate, which is
expected to govern the MLCT decay, is stabilized to the point where
it can be considered a well-isolated intermediate in the non-radiative
relaxation. These changes in excited state dynamics reflect the
solvent-dependent changes in the electronic structure of
[Fe(bpy)(CN)4]
2. A qualitative molecular orbital (MO) diagram of
[Fe(bpy)(CN)4]
2 in weak Lewis acid solvent is shown in Fig. 7A. Both
t2g and eg levels of the cyano-pyridyl complex increase upon sub-
stitution of bpy with CN ligands, as demonstrated by the reduction
in the metal oxidation potential, the reduction in the MLCT excita-
tion energy, and the elimination of the quintet state from the excited
state relaxation pathway.1,2,39,44 These energetic changes in the redox
potentials are readily explained by the s and p* energy levels of the
CN ligand being of higher than the s and p* levels of bpy, as
illustrated schematically in Fig. 7A. This MO picture is consistent
with the projected potential energy surfaces (PES), calculated for
[Fe(bpy)(CN)4]
2 in DMSO, which are illustrated in a schematic form
in Fig. 7B, based on the calculations in Zhang et al.1
Increasing solvent Lewis acidity leads to a blue-shift of the
MLCT absorption bands, as shown in Fig. 1. A similar solvation
response has also been observed for Ru-centered cyano-
pyridyls, where the solvent-dependent blue-shift has been
shown to increase linearly with both the number of CN
ligands and the Lewis acidity of the solvent.39 The blue-shift
is interpreted as a result of the high Lewis acidity solvent
shifting electron density of the CN orbitals away from the
metal center, decreasing the p(CN) - d(Fe) p-bonding and
increasing the d(Fe)- p*(CN) p-backbonding. Both of these
changes stabilize the Fe t2g levels relative to the (poly)pyridyl
centered p* levels (which are relatively unaﬀected by solvation).
The influence of lowering the t2g levels on the PES is
illustrated in Fig. 7C. The GS having 6 t2g electrons is stabilized
more than the MLCT and the 3MC states each having 5 t2g
electrons, which are in turn stabilized more than the 5MC state
having only 4 t2g electrons. Since the GS is stabilized the most,
all excited states undergo an apparent destabilization since the
PES in Fig. 7C are normalized relative to the ground state
energy. Since the 5MC state has two less t2g electrons than the
GS, and the 3MC and MLCT states have one less t2g electron
than the GS, the relative destabilization of the 5MC state is
twice that of the 3MC and MLCT states.
While the changes in the t2g energy levels can be addressed
by steady state measurements, the changes in eg levels are most
clearly addressed with transient measurements since the eg
levels only influence the metal centered electronic excited
states. To explain the significant shortening of the MLCT
lifetime of [Fe(bpy)(CN)4]
2 in water relative to DMSO, the
3MC state has to intersect the MLCT surface closer to its energy
minimum. Therefore, the 3MC state must be stabilized relative
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Fig. 7 (A) Schematic molecular orbital diagram for [Fe(bpy)(CN)4]
2. Green arrows indicate the shift in energy levels upon solvation in high Lewis acidity
solvents. (B) Schematic of the potential energy surfaces of [Fe(bpy)(CN)4]
2 in low Lewis acidity solvents.1 (C–E) Effect of variable t2g and eg orbital
stabilization on the MLCT and MC excited state PES.
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to the MLCT state, which indicates that the eg levels also decrease
in energy with increasing solvent Lewis acidity. This stabilization of
the s-bonded eg orbitals is rationalized by the same argument for
the p-bonded t2g orbital stabilization discussed above. Stabilization
of the eg orbitals will shift down the
3MC and 5MC states relative to
the illustration in Fig. 7C, which only accounts for the t2g orbital
stabilization. Two cases accounting for both t2g and eg stabilization
are illustrated in Fig. 7D and E.
Stabilization of the eg orbitals is consistent with the solvent
dependence of the MLCT lifetimes in Ru-centered cyano-pyridyls.44
For these Ru complexes, the relationship between MLCT lifetime
and solvent acceptor number (ameasure of the solvent Lewis acidity)
could be described by assuming that the 3MC energy was unchanged
relative to the GS, requiring identical stabilization of the t2g and the
eg levels. Interestingly, our experiments show that the
3MC lifetime,
which is too short to be clearly observed in low Lewis acidity
solvents,1 is significantly extended in high Lewis acidity solvents,
meaning that a reaction barrier for the inter-system crossing and
internal conversion back to the GS is required. This reaction barrier
can only arise by stabilizing the eg levels by a smaller amount than
the t2g levels, such that the MC states are destabilized relative to the
GS (Fig. 7D). If the eg levels are destabilized equal to ormore than the
t2g levels, then the MC states are stabilized with respect to the GS, as
illustrated in Fig. 7E. In this case, it becomes impossible to arrange
the potential energy surfaces such that there is a reaction barrier to
the ground state, while maintaining a significant reaction barrier to
the 5MC state consistent with the stabilization of the 3MC and 5MC
states being proportionally with their number of eg electrons. Since
we observe no signature of the 5MC state in the excited state cascade,
we conclude the ordering of the potential energy surfaces of
[Fe(bpy)(CN)4]
2 in high Lewis acidity solvents match the illustration
in Fig. 7D. In summary, the observation that the MLCT lifetime
decreases with increasing solvent Lewis acidity shows that the eg
levels are stabilized in strong Lewis acid solvents, but not as strongly
as the t2g levels.
To support our interpretation of the solvent influence on the
excited state energy levels, we have performed preliminary DFT
calculations with a polarizable continuum description of both
water and DMSO, and by including explicit water molecules at
the N lone-pair site of the CN groups. The eﬀects of implicit
and explicit solvent interactions on the excited state energy
levels are summarized in Table S1 in the ESI.† It is observed
that there is virtually no diﬀerence between the energy levels
calculated for water and DMSO when representing the solvents
with continuum models. However, upon inclusion of the expli-
cit waters at the N lone pair sites of the CN groups, the DFT
calculations shows a destabilization of 3MLCT, 5MC, and 3MC
states with respect to the ground state, in parallel to our
experimental observations. In accordance with our interpreta-
tion of the experimental results, the calculations also show that
the 3MLCT state is destabilized the most, and the 3MC state is
destabilized the least. The minimum energy structures of our
calculations (presented in Fig. S5, ESI†) shows that the water
orients to form hydrogen bonds between to the cyanide N lone-
pairs, supporting our interpretation of the experimental results
that the reordering of the excited state level arises from explicit
electronic interactions between solute and solvent.
Closing remarks
Combined ultrafast optical and XES measurements provide a clear
picture for the MLCT excited state relaxation dynamics in
[Fe(bpy)(CN)4]
2. In high Lewis acidity solvents, coordination of
the CN ligands to the solvent significantly changes the lifetimes of
the MLCT and the 3MC excited states relative to their lifetimes in
low Lewis acidity solvents. The influence of the solvent on the
excited state relaxation dynamics arise from inequivalent solvent
stabilization of the CN and bpy energy levels, shifting the CN-
influenced t2g and eg orbitals down relative to the bpy p* levels,
which in turnmodifies the relative energies of theMLCT, 3MC, and
5MC excited state potential energy surfaces. Our study presents a
clear identification and characterization of a metastable Fe-
centered 3MC state in a hexacoordinated Fe centered complex.
Extracting this level of detail about the excited state relaxation
mechanism has been made possible by the combined applica-
tion of time resolved UV-visible TA and XES. Combining these
techniques has allowed us to address not only the MLCT state
dynamics, but also to identify the role of MC excited states in the
electronic excited state relaxation, obtaining a more detailed
picture of the excited state potential energy surfaces involved in
the relaxation process. The increased robustness of the relaxa-
tion mechanisms extracted from the combined analysis of XES
and TA measurements make them more amenable targets for
computational quantum dynamics studies. Moreover, the rela-
tive simplicity of the Fe cyano-pyridyl compounds, and the fact
that their potential energy landscape can be extensively modified
by the choice of solvent, enabled a systematic exploration of the
relationship between the potential energy landscape and the
excited state lifetime and relaxation pathways.
These experiments also act as a stepping stone towards the
investigation of Fe-centered photoactive molecular systems.
With regards to future XES measurements, the good agreement
with our reference spectra and the diﬀerence signal extracted
from global analysis, provide further support for using the XES
technique to identify the excited state species in 3d transition
metal centered systems. With regards to future TA measure-
ments, the clearly identified and isolated 3MC state presented
here exhibit significant excited state absorption features
throughout the visible spectrum. This should significantly help
the assignment of excited state absorptions in future TA mea-
surements on chemically related Fe coordination complexes.
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Sample preparation
Samples of K2[Fe(bpy)(CN)4] (Schilt 1960) and TBA2[Fe(bpy)(CN)4] (Toma 1983) were prepared according to 
literature procedures. K2[Fe(bpy)(CN)4] was used for aqueous solution experiments, TBA2[Fe(bpy)(CN)4] was 
used for experiments in DMSO.
High fluence TA measurements 
TA measurements of 500 nm excitation in water were conducted at excitation pulse energies of 1.6 μJ and 6.4 
μJ and fluences of approximately of 4x1011 W/cm2 and 2x1012 W/cm2, respectively. The recorded data is 
presented in the Figure S1A,B respectively. It is seen that the amplitude of all transient features below 550 nm 
increase by around a factor of four, while the long-lived positive feature at 680 nm becomes significantly more 
pronounced. 
 
Figure S1. Transient absorption spectra of [Fe(bpy)(CN)4]2- at selected time delays in H2O excited at 500 nm with 1.6 μJ 
(A) and 6.4 μJ (B) pulse energy.
Global analysis of the data allows us to retrieve the amplitude and time scales of the dynamic processes 
observed in the data. We find that the positive feature of SAS1 and the negative feature of SAS2 both increase 
by a factor of 3.6, slightly below the factor of four excitation fluency increase. Meanwhile the positive feature 
of SAS3 increases by a factor of 15 (from a ΔO.D. of 0.0014 to 0.021), very close to the expected factor of 16 
increase from a 2-photon process.
Electronic Supplementary Material (ESI) for Physical Chemistry Chemical Physics.
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Figure S2. Species associated spectra returned from the global analysis of the [Fe(bpy)(CN)4]2- transient absorption in 
H2O, excited at 500 nm with 1.6 μJ (A) and 6.4 μJ (B) excitation pulse energy.
It is also seen that the shape of SAS1 and SAS2 from the two measurements are practically identical, and that 
the extracted time scales are well within the error of each other: SAS14mj 171 ± 32 fs, SAS24mJ 12.7 ± 0.4 ps 
SAS116mj 179 ± 38 fs, SAS216mJ 13.2 ± 0.3 ps
The yield of photoionization can be estimated by comparing the amplitude of the GSB and solvated electron 
absorption, to their molar extinction coefficients at their absorption maximum (2500 M-1cm-1 and 20000 M-1cm-
1 (Lenchenkov 2001)), respectively). For the low fluence data in Figure S2A, the amplitude of these features 
(0.029 and 0.0014 O.D. respectively) shows that the photoionization quantum yield is 0.006 ± 0.001, well below 
1%. The low quantum yield of photoionization for these low fluence measurements means that the influence of 
the photoionization on the excited state cascade is negligible.
Laser fluence measurements for XES experiments
For the XES measurements conducted at 400 nm excitation in water the laser flounce was scanned to ensure 
that experiments were conducted before the onset of higher order excitation events asides from the first order 
excitation and second order photoionization events observed by the TA experiments. The integrated XES 
difference signal intensity at 5 ps time delay as a function excitation fluence is presented in Figure S3. A linear 
177
fit of the difference signal intensity as a function of fluence (red line) shows weak deviation above 8 μJ, and 
significant deviation above 15 μJ. The, transient experiments were conducted at 12.5μJ, before the onset of 
significant deviation from a linear relationship between excitation fluence and difference signal.  
Figure S3, XES difference signal intensity at 5 ps time delay as a function excitation fluence is (black circles), and 
linear fit at low fluence (red line).
Identifying the slow time scale in the XES ground state recovery 
Previous work that monitored signatures of the bipyridine radical anion demonstrated that solvated electrons 
are scavenged by ground state [Fe(bpy)(CN)4]2- to form [Fe(bpy)(CN)4]3-, and that ground state recovery is a 
recombination of [Fe(bpy)(CN)4]3- and [Fe(bpy)(CN)4]- to from [Fe(bpy)(CN)4]2- (Horváth 1991). Horváth et al. 
determined the rate constant of the scavenging of solvated electrons (e-(aq) + [Fe(bpy)(CN)4]2-  
[Fe(bpy)(CN)4]3-) is k = 1.3x1010 M-1s-1, while the rate constant of charge recombination ([Fe(bpy)(CN)4]- + 
[Fe(bpy)(CN)4]3-  [Fe(bpy)(CN)4]2-) is k = 1.8x1010 M-1s-1. (Horváth 1991) Given the concentrations used in the 
present study, this translates to a few nanosecond characteristic timescale for the formation of [Fe(bpy)(CN)4]3- 
and a hundreds-of-nanosecond timescale for the secondary charge recombination. For the reduced species, 
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[Fe(bpy)(CN)4]3-, the electron resides on the bipyridine ligand, such that the iron center is a formal Fe(II) species 
and the XES signal is expected to be extremely similar to that of the ground state. Thus, both Kα and Kβ 
measurements are expected to be insensitive to the [Fe(bpy)(CN)4]3-, as indicated by the lack of dynamics on 
the few nanosecond time scale where the species is formed. Thus, the long time scale dynamics only tracks the 
loss of [Fe(bpy)(CN)4]- upon reformation of ground state. 
The time evolution of the decay kinetic describing recombination is a 2nd order reaction (involving 
[Fe(bpy)(CN)4]- and [Fe(bpy)(CN)4]3- , formed in equal amounts after few nanoseconds), expressed as 
 . Comparative fits to the long time delay data using first and second order rate expressions for 
[𝐴] = 11
[𝐴]0 + 𝑘𝑡
the decay are illustrated in Figure 5 as inserts (A) and (B), respectively. Second order decay kinetics provide an 
overall better description of the data and captures the incomplete recovery observed within the 3 μs time 
window of the experiment. From the fit shown in Figure 5b we obtain a rate constant of 1.1 ± 0.8x1010 M-1s-1 
and an initial concentration of [Fe(bpy)(CN)4]- of 1.8 ± 1 mM. The fitted rate constant matches the literature 
value of 1.8 ± 0.4x1010 M-1s-1, and the initial [Fe(bpy)(CN)4]- concentration is in good agreement with the total 
excitation fraction, as we will be show in the following. 
Figure S4 The time-evolution of the [Fe(bpy)(CN)4]2- species in the excited state cascade as derived from the analysis of 
the Kα and optical TA data (A), and their respective SAS derived from global analysis of the Kβ data (B). 
SAS3, associated with the long lived third species, is compared to SAS1 and SAS2 in Figure 7c. Since SAS1 and 
SAS3 describe a very similar species with respect to the Fe center, the scaling factor that yields the best 
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agreement between the two can be used to calculate the photoionization yield. The best-fit scaling factor is a 
multiplication of SAS3 by 6.3. This indicates that 84% of the photoinitiated cascade progresses through the 
MLCT and 3MC state before returning to the ground state, and 16% undergoes photoionization and eventual 
recombination with [Fe(bpy)(CN)4]3-. Using this model for the excited state cascade, the excitation fraction can 
be retrieved as the scaling factor between the MLCT reference and the sum of SAS1 and SAS3. Alternatively, it 
can be retrieved as the sum of the scaling factor between the MLCT reference and SAS3 plus the scaling factor 
between the 3MC reference and SAS2. Both estimates return an excitation faction of 33%. With an 
[Fe(bpy)(CN)4]2-  concentration of 50 mM, an excitation fraction of 33%, and a 16% photoionization fraction, 
the initial absolute concentration of [Fe(bpy)(CN)4]3- is calculated to be 2.3 mM. This is in good agreement with 
the 1.8 ± 1 mM retrieved from the recombination time quantified in the Kα kinetics.
As a final note, we stress that, neither e-(aq) nor [Fe(bpy)(CN)4]3- contribute to the total difference signal 
measured by (Kα and Kβ) XES. Therefore, only the oxidized [Fe(bpy)(CN)4]- photoproduct is included in the 
analysis of the K and Kβ data.
Timing diagnostics
The shot-to-shot x-ray-optical relative time of arrival fluctuations were measured for every x-ray-optical pulse 
pair with a timing diagnostic tool based on optical detection of x-ray generated carriers in a Si3N4 thin film 
(Harmand). This experimental measure of the relative timing was used to sort each experimental shot by the 
relative time of arrival. Thus, the final time resolution of the experiment results from the convolution of the 
optical and x-ray pulse durations, the difference group velocity of the x-ray and optical pulses in the sample, 
and the error in the relative time of arrival measurement. These set the resolution to roughly 80 fs FWHM.
XES Data Treatment
The CSPAD detectors recording the Kα and Kβ fluorescence were calibrated through a pixel dependent dark 
current (pedestal) subtraction, a common mode off-set subtraction, and an experimentally determined gain 
map. The gain map was built from histograms of the response of each pixel in all datasets used in the analysis, 
after dark current and common mode subtraction. Gaussians were fit to the zeroth, first, second, and third 
photon peaks of the histograms, enabling fine-tuned dark and gain corrections directly from the data. The zero-
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photon peaks were centered at zero analog-to-digital units (ADU) and the separation between photon peaks 
were scaled to unity for all pixels. To remove the zero-photon read-out noise, all ADU values below a threshold 
of 3σ of the zero-photon peak were set to zero. 
At this stage in the data analysis, each pump-probe event is associated with a Kα and a Kβ detector image 
which reflects the number of photons seen by each pixel. For both the Kα and Kβ signal, difference images are 
constructed by scaling each image to the incident photon energy, and subtracting the average signal recorded 
for the optical laser-off x-ray exposures associated with the nominal time step from which each individual 
pump-probe event was recorded.
Average difference images are then constructed from all pump-probe events belonging to the same time-bin as 
sorted by the nominal time-delay and the timing tool correction value. The Kα difference signal of each time 
bin is then given by the integrated average difference image of that time bin. The Kβ difference signal of each 
time bin is obtained by integrating the difference image along the nondispersive axis of the detector. 
Kβ XES data correction
Misalignment of one of the four analyzer crystals of the multicrystal spectrometer during the LCLS experiment 
resulted in distorted Kβ XES spectra. In order to remove this distortion the spectra were corrected with a 
following formula
𝑆𝑐𝑜𝑟𝑟= 𝐹𝑇 ‒ 1{𝐹𝑇{𝐷 ∗ }𝐹𝑇{𝑆𝑢𝑛𝑐𝑜𝑟𝑟}𝐹𝑇{𝐷 ∗ }𝐹𝑇{𝐷} }
Scorr is the corrected spectrum, Suncorr is uncorrected (measured) spectrum and D is the function describing the 
distortion defined by two delta peaks whose relative height and position correspond to misalignment of the 
fourth crystal. Note that direct application of the deconvolution theorem would result in singularities and 
therefor before the division is carried out both nominator and denominator are multiplied by . The 𝐹𝑇{𝐷 ∗ }
correction procedure includes finding the suitable relative height and shift of the two delta peaks in D.
Computational Chemistry
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The ground state (S0), 3MLCT, 3MC, 5MLCT, and 5MC geometries of the complex were fully reoptimized from 
recently presented DFT structures (Zhang 2016) without symmetry constraints using the B3LYP* hybrid DFT 
functional (Reiher 2001) together with the standard triple-ζ 6-311G(d,p) basis set (Dunning 1977), and with a 
complete acetonitrile or water polarizable continuum model (PCM) (Tomasi 2005) in Gaussian G09. (Frish 2016) 
A secondary series of calculations estimating the effects of specific solvation interactions in water were 
conducted by also including four explicit water molecules, arranged with a hydrogen pointing towards each of 
the nitrogen lone-pairs of the CN- ligands, and with the full system comprising the complex plus explicit water 
molecules immersed in a PCM water solvent model. The fully optimized excited state local minima of the 
respective state multiplicities were identified and could be clearly distinguished on the basis of the spin density 
on the Fe atom, and bpy ligand. The following table presents the energies of the different excited states with 
respect to the ground state energy for the three different solvent environments. 
ESI Table 1. Calculated optimized state energies in different solvent environments.  
State* DMSO(s) H2O(s) (H2O)4/H2O(s) ΔESp.Solv**
S0 0.00 0.00 0.00 0
3MLCT 1.04 1.07 1.32 +0.25
3MC 1.03 1.03 1.16 +0.13
5MC 1.41 1.41 1.58 +0.17
* State energies for different solvent environments are given (in eV) relative 
to the respective S0 energy for that solvent environment. 
** Energy change arising from specific solvation interactions ΔESp.Solv is defined 
as the energy difference between PCM water, and PCM water + 4 H2O
The explicit energy change upon specific solvation (ΔESp.Solv) for the S0, 3MLCT, 3MC, and 5MC states qualitatively 
reproduce the experimental assignment illustrated in Figure 7D: All states are destabilized relative to the ground 
state, the 3MLCT is destabilized the most, and the 3MC state is destabilized the least. The relaxed energy 
minimum structures shows that the explicit waters form hydrogen-like bonds to the cyanide nitrogen lone pairs. 
This is illustrated for the ground state structure in Figure S5. 
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Figure S5 Relaxed ground state energy minimum structure of [Fe(bpy)(CN)4]2- with 4 explicit water molecules resulting 
from the DFT calculations.
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Revealing the Ultrafast Dynamics and Hidden Symmetries During Ion-Release from 
a Transition-Metal Complex 
 
Studied with Time-Resolved X-ray Scattering and Cross-Correlation Analysis 
 
 
1) Expected results and their impact in relevant scientific area(s) 
 
The high X-ray flux and sub-100 femtosecond pulse duration at the European XFEL facility present a novel 
opportunity to study photo-excited molecular dynamics with X-ray scattering. Ultrafast X-ray scattering 
directly measures distance changes in between pairs of atoms, making the technique a direct structural 
probe of molecular dynamics, independent of the details of the vibrational structure as in optical studies. This 
has potential to change how we access structural dynamics. 
 
This proposal is related to an earlier study of Ir2(dim)4 at LCLS in 2013 [1] (Figure 1) but with an Ag+-ion 
encapsulated between the two Ir atoms [8]. A key goal of the experiment is to study the influence on the 
dynamics by the addition of the Ag+-ion and resolve the ultrafast coherent excited state dynamics we were 
not able to confirm in our earlier study due to the limitations in time-resolution (Figure 2).  
 
During an experiment at the ESRF synchrotron we confirmed the photo-induced Ag+ detachment of 
AgIr2(dim)4 from a substantial decrease in low-Q scattering at 100 ps. It is expected that the Ag+-ion is 
“squeezed” out of the molecule when the Ir-Ir distance contracts significantly in the excited state of Ir2(dim)4. 
We propose to measure the ultrafast dynamics during this process and map out the escape path of the Ag 
atom through the molecule. The system will be a prototype for a larger class of ion-release systems in e.g. 
biology, one example being the transport in ion channels. 
 
As the detachment involves 
breaking of an Ir-Ag bond and 
subsequent formation of an Ir-Ir 
bond it represents an excellent 
opportunity to study dynamics 
related to breaking and 
formation of metal-metal bonds. 
The system will also serve as a 
model system for method 
development of X-ray Cross 
Correlation Analysis (XCCA) [2]. 
 
The Ir2(dim)4 host molecule 
consists of two Ir[I] ions bridged 
by four diisocyanomenthane 
ligands. Each isocyano group 
ligates a different Ir[I], leading to a D4h symmetry on each metal center [6] 
 
When electronically excited an electron is promoted from an Ir-Ir antibonding orbital (dσz*) to a bonding 
orbital (pσz), causing a significant reduction of the Ir-Ir bondlength of ~1 Å and twisting about the Ir-Ir bond by 
~20 degrees in the otherwise weakly interacting Ir 
atoms [7]. The large structural change generates a 
photo-catalytically active complex and a very clear 
difference scattering signal. When analyzing the 
stimulated emission and comparing with QM/MM 
simulations [5], excitation leads to fundamental 
vibrational wave packets assigned predominantly 
to Ir-Ir bond stretching (~420 fs) and dihedral 
twisting (~280 fs). 
 
Our earlier experiments at LCLS (Figure 1,2) 
confirmed this general picture, but lacked sufficient 
time-resolution to resolve the coherent oscillations. 
We did however provide evidence of the 
Figure 1: A sketch of four dynamics in Ir2(Dim)4 (left) and their difference 
scattering contributions (middle) giving rise to the previously measured 
difference scattering signals in a 2013 LCLS experiment (right).  
Figure 2: The measured Ir-Ir contraction (red) and 
the N-Ir-Ir-N dihedral twist (blue) determined from 
the XDS analysis (left) compared to QM/MM 
simulations (right). 
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coordination of the Ir atoms by the acetonitrile solvent molecules upon photo-excitation and directly probed 
this solvation effect. 
 
AgIr2(dim)4 is formed when Ag+ is added to solutions of Ir2(dim)4, and has been shown to be expelled upon 
photoexcitation with UV light [8]. This reaction thus offers an excellent opportunity to measure some 
fundamental processes in chemistry: i) the Ag+-ion dissociation pathway from the center of the molecule until 
Ag/Ir2(dim)4 separation and formation of a new solvent shell around Ag+, ii) The breaking and making of 
chemical bonds, through the subsequent change from two intermolecular Ir-Ag bonds to a single contracted 
Ir-Ir bond in the excited state. It is e.g. currently unknown whether both bonds are broken simultaneously. 
 
With a tri-nuclear chain of strong scatterers, it is an ideal system for a direct structural study of this kind. It 
also gives a picture of the ultrafast excited state dynamics of the Ir2(dim)4 system to increase our 
understanding of the structure-function relationship in inorganic photo-catalysis and benchmarking of 
computer simulations. 
 
The femtosecond laser/X-ray pump/probe pulses at XFEL are much shorter than the ~50 ps rotational times 
of solvated Ir2(dim)4, which ensures that the exact instantaneous orientation distribution is captured by the X-
ray scattering. As these molecules have a transition dipole moment along the Ir-Ir axis, the molecules will 
predominantly be excited with an Ir-Ir bond orientation parallel to the polarization of the laser pulses. This 
creates non-isotropic detector scattering images. Such data are very suitable for XCCA, which uses Cross-
Correlation Functions (CCFs) to analyze the non-isotropic part of the scattered intensities, and extract fine-
structure information, going beyond radially integrated intensity analysis [2]. The Fourier analysis of the 
CCFs allows revealing hidden structural information about the system, particularly symmetries and their 
lifetimes. Therefore, we expect that XCCA will significantly improve the information content accessible in the 
experiment. At the same time, we also expect that by varying such parameters as sample concentration and 
laser power we will explore the capabilities of XCCA, which is crucial for method development. 
 
We recently performed an experiment at LCLS on the structural related PtPOP system, which exhibits a 
similarly well-defined transition dipole moment along the Pt-Pt axis (connected by four ligand structures) and 
symmetric Pt-Pt bond contraction. The 
dominant n=2 Fourier component of the 
images were successfully compared to 
scattering simulations confirming the 
validity of our structural model (Figure 3). 
Two otherwise hidden timescales were 
revealed by model-independent XCCA, 
later associated to rotational dephasing 
and internal dynamics respectively. These 
studies illustrate the potential of XCCA as 
a tool to enhance the structural and 
temporal information from a scattering 
experiment. As the technique is still in its 
infancy it will benefit greatly from a 
dedicated study. 
 
Ag/Ir2(dim)4 represents an excellent model 
system to further develop the XCCA 
method and investigate fundamental 
chemical processes, due to several 
reasons: i) the significant structural 
changes in the Ir-Ir bondlength/ligand 
twisting, ii) the strong scatters (Ir-Ag-Ir) 
along the excitation axis of the molecules, iii) the destruction of 2-fold symmetry in AgIr2(dim)4 due to Ag+ 
dissociation, iv) solvent coordination in Ir2(dim)4 
 
One question is e.g. if the solvation dynamics (desolvation/coordination) in the Ir2(dim)4 experiment, which 
were primarily visible at low-Q (Figure 1), can be more easily distinguished at higher Q-values by considering 
the higher order CCF components. Directly showing the additional 2-fold symmetry in solvent coordination by 
XCCA would significantly enhance the evidence for the effect compared to the previous experiments at 
LCLS, which only relied on comparison with 1D scattering curves calculated from QM/MM simulations. This 
could pave the way for future experiments. The data quality of the early versions of the CSPAD detector at 
LCLS in 2013, did not allow for XCCA. 
Figure 3: Top: Averaged difference scattering detector images at 
two time intervals from a previous LCLS experiment on PtPOP, 
Bottom: Fourier components of the CCFs. The insert highlights the 
dominant and temporally decreasing n = 2 contribution on top of 
the isotropic scattering signal. Right: Comparison of the n=2 
component with our simulations. 
189
Experiment description 
16/11/2017 
2) Description of the planned experiment  
The experiment will be carried out at the FXE instrument, designed to perform time-resolved femtosecond 
experiments. The setup will be conceptually identical to the previously performed experiment at LCLS on 
Ir2(dim)4 [1], where the collinear laser and X-ray beam intersect a thin fast flowing liquid film with the 
scattered X-rays collected on an area detector in a pump-probe scheme. 
 
In order to probe the ultrafast coherent dynamics of the systems a sub-100 fs time revolution would be 
beneficial, but even the jitter-limited resolution of 500 fs will be sufficient for the method development of 
XCCA and probing of the structural transformations. The 9.00 keV photon energy provided in early user 
mode is well suited for the experiment and allows measurements of momentum transfers up to 4-5 Å-1. This 
will allow for sufficiently accurate refinement of the key structural parameters in Ag/Ir2(dim)4. If possible, it 
could be interesting to additionally record a few data sets with the fundamental SASE radiation of 14 keV. 
This would allow us to determine the structures with even higher resolution and would demonstrate the state-
of-the-art capability of the European XFEL. 
 
Pump laser pulses at 400 nm will be used to trigger the dissociation process in AgIr2(dim)4, which is sufficient 
based on the previous experiment at ESRF. The laser will be focused collinearly with the X-rays on a 50 μm 
thickness flat jet. Using a jet with a thickness well below 0.1 mm will significantly reduce the group velocity 
mismatch between the optical laser and X-rays and will eliminate significant contributions to the overall time-
resolution of the experiment. 
 
The solution of Ir2(dim)4 will be made onsite by direct mixing of 1,8-diisocyano-paramenthane (dimen) and 
Ir2Cl2(COD)2 (COD=1,5-cyclooctadiene) in a 4:1 ratio in degassed acetonitrile in a glovebox [3-4]. AgIr2(dim)4 
will be made by slow infusion of AgPF6. This reaction scheme and the purity of the resulting compounds 
have been tested in-house. A helium chamber is needed to protect from oxidation and reduce X-ray 
scattering by the air during the experiment. 
 
[1] Driel et al. Nature Communications (2016) 7:13678 
[2] Kurta et al. Advances in Chemical Physics (2016) 161. 
[3] Mann et al. Advances in Chemistry Series (1979) 173, 225-235 
[4] Rhodes et al. Inorganic Chemistry (1984) 23, 2053-2058 
[5] Dohn et al. J. Phys. Chem. Lett. (2014) 5, 2414-2418. 
[6] Coppens et al. Chemical Communications (2004) 2144-45. 
[7] Haldrup et al. Inorganic Chemistry (2011) 50, 9329-9336 
[8] Sykes et al. Journal of American Chemical Society (1988) 110, 8252-8253  
 
3) Justification for the use of an X-ray free-electron laser facility and motivation for the selected 
instrument 
To resolve structural changes in the molecule and surrounding solvent cage on sub-ps to ps timescale, we 
require a high-brilliance beamline equipped with optical lasers and capable of performing time-resolved 
pump-probe X-ray scattering measurements with sufficient time-resolution. The FXE beamline at the 
European XFEL offers all these conditions. 
 
4) Justification for the number of shifts requested 
We expect that each shift will need a significant number of hours for diagnostics and alignment prior to the 
measurements due to the start-up of XFEL/FXE. Based on experience with similar experiments at the XPP 
beamline of the LCLS, collection of high-quality data requires around 5 hours of beamtime (120 pulses/s and 
around 5*10^11 photons/pulse). We estimate that in terms of data collection, three-four 12-h shifts will be 
sufficient for measurements up to 5-10 ps (50 fs steps) and up to 50 ps (1 ps steps) with sufficient quality to 
analyze the non-isotropic part of the signal. Allowing for the early user start-up the likelihood of success is 
higher if five shifts are available with a tentative schedule as presented: 
 
Shift 1: Setup of the detector, reference measurements and establishing temporal overlap. Measure the 
characteristic heating response of the solvent. Measure Ir2(dim)4 signal. 
Shift 2+3: Setup and alignment, good quality data collection from AgIr2(dim)4 at 400 nm. 
Shift 4+5: Measurements at different laser power and sample concentrations – in order to investigate the 
potential of XCCA. Supplementary measurements based on the analysis of the acquired data.  
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