The newly developed lifting collocation penalty (LCP) formulation for conservation laws is extended to solve the Navier-Stokes equations on 2D mixed meshes. The LCP formulation is an extension of the flux reconstruction (FR) method. Like the FR method, it can unify several popular high order methods including the discontinuous Galerkin and the spectral volume methods into a more efficient differential form. For the discretization of viscous fluxes, two compact formulations are employed, including the 2 nd approach of Bassi and Rebay (BR2) and the I-continuous approach recently introduced by Huynh (2009). Several test cases are conducted with the implicit LU-SGS scheme to demonstrate the capability of the LCP formulation.
I. Introduction
While 2 nd order methods are dominant in most compressible flow simulations on unstructured meshes, many types of problems, such as computational aeroacoustics, vortex-dominant flows and large eddy simulation (LES) of turbulent flows, call for higher order accuracy. Various high order methods have been developed in the last two decades, including the discontinuous Galerkin (DG) method [1] [2] [3] [4] [5] , the spectral volume (SV) method [6] [7] [8] [9] [10] , and the spectral difference (SD) method [11] [12] [13] . The above-mentioned methods have a common feature: they achieve high order accuracy by locally approximating the solutions as a high order polynomial inside a cell or element. Therefore the solution space is piecewise discontinuous polynomials of degree k, with a (k+1)th order of accuracy. The difference between these methods lies in the definition of degrees of freedom (DOFs) and how the DOFs are updated. Huynh (2007) [14] unified all the above methods in 1D with the introduction of the flux reconstruction (FR) method. Wang and Gao (2009) [15] extended the idea to 2D triangular and mixed meshes with the lifting collocation penalty (LCP) formulation, and applied this formulation to solve the 2D Euler equations. The LCP formulation resulted in a highly efficient differential scheme without involving numerical integrations for almost arbitrary meshes. The present study aims at further extending the formulation for the solution of the Navier-Stokes equations. The central issue of this study is the discretization of the viscous terms in the LCP formulation.
Numerous studies have been performed for the treatment of the diffusion terms in high order methods. The first [5] and second [16] approaches of Bassi and Rebay (BR1 and BR2) are the first successful ones solving the Navier-Stokes equations. However, although the BR2 approach is compact, the BR1 approach is not. Later the LDG approach [17] was developed to address the disretization of viscous terms. The LDG approach demonstrated uniform accuracy, but the approach is not compact on general unstructured meshes. The non-compact property was remedied with the developed of the compact DG (CDG) approach [18] . Van Leer and Nomura [19] developed a very accurate recovery approach for the DG method, but it is more expensive computationally than the other approaches in multiple dimensions, because a reconstruction across two adjacent cells is needed for each interface. Huynh (2009) [20] unified several approaches into the FR formulation, and also proposed the I-continuous approach based on a continuous local reconstruction at each interface.
If the residual of the DOFs inside one cell is only dependent on the solution of this cell and its face neighbors, the spatial scheme is said to be compact. Being compact is a highly desirable property for implicit time integration and for parallel computing. Therefore in the present study, two compact approaches for viscous terms-the BR2 and I-continuous approaches -are adapted to the LCP formulation.
Hybrid meshes provide the most flexibility in handling a complex geometry. In addition, they are also more suitable in tackling viscous boundary layers. Liang et al [21] developed an SD solver for the N-S equations on
II. Numerical Formulations

Governing Equations
The 2D Navier-Stokes equations can be written in the following conservation form:
where Q is the vector of conserved variable, and F and G include both the inviscid and viscous flux vectors, i.e.,
,
Pr 
(2.4)
The ratio of specific heats  is assumed to be a constant, 1.4 for air.  is set to -2/3 according to the Stokes hypothesis.
Review of the Flux Reconstruction (FR) Method
This review presents the essential idea of the flux reconstruction developed by Huynh [14] . This method is extended to 2D quadrilateral cells with a tensor product approach.
1D FR Method
Consider the following scalar conservation law
where Q is the state variable and F is the flux. The computational domain [a, b] is discretized into N elements, with the ith element defined by ] ,
. Each element can be transformed into the standard element [-1, 1] using a linear transformation. The DOFs at the ith element are the nodal values of the state variable Q i,j at k+1 solution points, x i,j , j = 1, ..., k+1. Then the solution is approximated by the following degree k Lagrange interpolation polynomial
is the Lagrange polynomial or shape function. Given this numerical solution, the flux at every point is
Since we do not explicitly enforce continuity at element interfaces, the state variable is discontinuous across the interfaces. In order to update the DOFs, a new flux function ) ( x F i is reconstructed, which must satisfy the following criteria:
is a degree k+1 polynomial, i.e., one degree higher than the solution polynomial;
in some sense. In other words, some norm of the difference ) ( ) (
x F x F i i  is minimized;  At both ends of the element, the flux takes on the value of the Riemann fluxes, i.e.,
is a well-defined common face flux given the two discontinuous solutions at the left and right of the interface (such as any Riemann flux for inviscid flow). Once this flux function is found, the DOFs are updated using the following differential equation , ,
Obviously the above criteria do not uniquely define ) ( x F i , since only the two end conditions are prescribed. The reconstructed flux is first re-written as
9)
American Institute of Aeronautics and Astronautics 4 where ) (x i  is a correction flux polynomial, which should be as close as possible to 0. The correction is then further expressed to satisfy the two end conditions
where g L (x) and g R (x) are both degree k+1 polynomials called correction functions, and they satisfy
Because of symmetry, we only need to consider g L (x), or simply g(x). It is more convenient to consider the correction function in the standard element g(ξ) on [-1, 1]. Using special polynomials such as the Radau and Legendre polynomials, Huynh [14] successfully recovered ) ( x F i for the DG, staggered grid (SG) [22] (or SD/SV) methods, at least for linear conservations laws. In the present study, only the correction corresponding to the DG method is used.
2D FR Method for Quadrilateral Cells
It is very straight-forward to extend the FR method to quadrilateral cells, first any arbitrary quadrilateral cell is transformed to a standard square element  ) , Figure 2 . The transformation can be written as
where K is the number of points used to define the physical element, ) , ( 
For a non-singular transformation, its inverse transformation must also exist, and the Jacobian matrices are related to each other according to
Therefore the metrics can be computed according to
The governing equations in the physical domain are then transformed into the computational domain (standard element), and the transformed equations take the following form
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, are stored at the solution points. Within the ith element, the solution polynomial is a tensor product of 1D Lagrange polynomials, i.e.,
are the state variables at the solution point (j,l), with j the index in  direction and l the index in  
. Again, one can also choose to represent the fluxes with Lagrange interpolation polynomials in the following form:
(2.21b)
Again common face fluxes are computed at all four element interfaces in the normal directions, which are the same or opposite directions of  S
Therefore the Riemann flux corresponding to  F is computed according to
Finally the DOFs are updated using the following equation
Note that the correction is done in a "one dimensional" manner, thus the 1D approach can be followed.
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Review of the LCP Formulation for Conservation Laws
For more general 2D elements like triangular ones, a direct implementation of the FR method is quite involved. The LCP formulation is developed for this purpose, with exceptionally good properties for triangular elements. Let's express the hyperbolic conservation law as 
Let h i Q be an approximate solution to Q at element i. We assume that the solution belongs to the space of polynomials of degree k or less, i.e., 
Since the solution is discontinuous across element interfaces, the surface integral in Eq. (2.26) is not well-defined.
To remedy this problem, a common flux is used to replace the normal flux to provide element coupling, i.e.,
Applying integration by parts to the last term on the LHS of Eq. (2.28), we obtain
The last term in Eq. (2.29) can be viewed as a penalty term, i.e., penalizing the normal flux differences. Introduce a "correction field" k i P   , which is determined from a "lifting operator" 
. And for a specific set of solution points and flux points, the correction at SPs can be derived to take the following form.
, 
It can be shown that the location of SPs does not affect the numerical scheme for linear conservation laws. For efficiency, the solution points are always chosen to coincide with the flux points. For 2D faces (or edges), the flux points are the Legendre Lobatto points for both triangular and quadrilateral cells to minimize the complexity of the interface treatment.
Inviscid Flux Discretization
With the formulations for quadrilateral and triangular elements defined in Section 2.2 and 2.3, we still need to discretize the numerical flux. This includes two parts: find the internal flux divergence F  ; evaluate the common flux at the interface. Let's first start with the inviscid terms. Instead of approximating the inviscid flux by a Lagrange polynomial, the flux divergence is computed "exactly" by a chain rule (CR) approach
The common inviscid flux at the interfaces can be obtained with any Riemann solver. In the present study, Roe flux [23] is used for all the cases presented later.
Viscous Flux Discretization
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Eq. (2.37) is solved in the weak DG formulation, and in our LCP framework, this will result in a collocation formulation   , , , 
And with the fluxes at solution points, Besides those interior derivatives, common viscous fluxes at the interfaces are also needed for the LCP formulation
This means we also need to define a common gradient   , , , ,
The definition also depends on the approach to discretize the viscous terms. In the following sections, the ways to define com Q and com Q  in both the BR2 and I-continuous approaches are described.
BR2
The common solution in BR2 is simply the average of solutions at two sides of the face 
I-continuous
The I-continuous approach in 1D was proposed in Huynh (2009) [20] . Its basic idea is: instead of prescribing a common solution com Q at the interfaces, com Q is solved so that the corrected derivative 
The only unknown in (2.46) is 
If both sides of the face are triangular cells, the corrected gradients is
[ ] 
Eq. (2.51) is also a linear system. The solved , com fl Q are then put into (2.47) for com Q  .
It may seem quite expensive to solve the linear system for each face, but the matrices are constant for fixed meshes, so they only need to be inverted once during the initialization. Therefore, the I-continuous approach can be made almost as efficient as the BR2 approach.
III. Numerical Tests
Couette Flow -Accuracy Test
Compressible Couette flow between two parallel walls is used to evaluate the accuracy of the method on irregular mixed grids. The computational domain is a 4X2 rectangular.
The exact solution for this case is
The following parameters are chosen: the speed of the upper wall U=0.3, the temperature of the lower wall T 0 =0.8, the temperature of the upper wall T 1 =0.85, viscosity µ=0.01, domain size in y direction H=2. The LCP scheme is used for triangular elements while the FR scheme is used for quadrilateral elements. Both BR2 and I-continuous methods are tested for accuracy. The flow variables at boundary faces are simply fixed to the exact solution. All the tests cases presented below are obtained with a LUSGS implicit time integration approach [24] , and all cases converge to machine zero. Density errors are used for the accuracy evaluation.
First, three meshes shown in Figure 4 are used for a mesh refinement study for 2 nd --4 th order schemes. The meshes are generated independently, rather in an h-refinement manner. The order of accuracy is calculated by     The results for the BR2 and I-continuous approaches are shown in Table 1 and Table 2 respectively. There is no significant difference either in the error magnitude or in the order of accuracy. The BR2 approach performs better for the 3 rd order cases while the I-continuous approach slightly outperforms BR2 for the 4 th order cases. Although the achieved order of accuracy is slightly less than the optimal, one should note that these results are achieved with highly irregular and mixed meshes of poor quality.
Then, a p-refinement study is performed on a 10X5 mesh (Figure 4a ), from k = 1 to 5. Figure 5 shows the convergence of both the BR2 and I-continuous approaches in L 2 norm. The two approaches show almost no difference in terms of accuracy.
Laminar Flow around a NACA0012 Airfoil
Viscous laminar flow around an NACA 0012 airfoil is then simulated with the LCP method, using both the BR2 and I-continuous approaches for viscous terms. 2 nd , 3 rd , and 4 th order schemes are tested. The flow conditions are Mach = 0.5 and Re = 5000, with an angle of attack of 1 degree. Under such conditions, steady laminar separations are expected for both upper and lower surfaces of the airfoil.
Adiabatic no-slip wall condition is prescribed at the airfoil surface, and subsonic characteristic far field condition is used at the outer surface of the computational domain. The curve boundary is represented by piecewise cubic polynomials.
The computational domain extends 20 chord lengths away from the center of the airfoil. The mesh of 2692 cells, as is shown in Figure 6 , is composed of regular quadrilateral elements near the airfoil and irregular mixed elements elsewhere, with some refinement at the trailing edge. A LUSGS solver is used for time integration and all cases are converged to machine zero.
The computed Mach number contours of 2 nd -4 th order schemes are shown in Figure 7 (a-c). Only the BR2 results are shown, since the I-continuous results are very similar. Due to the coarse mesh, the 2 nd order results are not so smooth, especially at the wake. Note that for the 3 rd and 4 th order cases, the contour lines are smooth across the interfaces between regular cells and irregular ones, and also between triangular cells and quadrilateral ones. Visually, 3 rd and 4 th order results are very close to each other.
The skin friction coefficient C f is defined as
where the shear stress at wall is computed by
, with its sign chosen to be the same as u n  
.
The C f distribution near the separation point is shown in Figure 8 . The 3 rd and 4 th order results are very close, showing a convergence of the p-refinement study. Besides, BR2 and I-continuous yield almost identical results for 3 rd and 4 th order cases.
The computed pressure drag coefficients C D,p , friction drag coefficients C D,f , and the separation points on the upper wall are shown in Table 3 . All the data converges as the polynomial degree increases, and again, there is no significant difference between BR2 and I-continuous.
In order to estimate the efficiency of the BR2 and I-continuous approaches, the convergence history of the 4 th order case is shown in Figure 9 (a,b) . The same time step is used for both approaches, which is also the largest allowed. It can be seen that BR2 was able to converge with less iterations and CPU time for this case. Note that it takes 2,555 seconds to complete 3,000 iterations for BR2, and 2,654 seconds for I-continuous, showing the fact that the computational cost per one iteration of the two approaches is almost the same.
Unsteady Flow around a Circular Cylinder
The unsteady laminar flow around a cylinder is simulated with the LCP method, with 2 nd -4 th order BR2 approach. The Reynolds number Re = 75, and the free stream Mach number M = 0.2. A vortex street is expected to form in the wake of the cylinder. The frequency of the vortex shedding is often denoted by the Strouhal number, defined by
The length scale L c here is just the diameter of the cylinder. In an experimental study by Williamson [25] , St was found to be 0.148.
The spatial discretization is the same: LCP for triangular elements and FR for quadrilateral elements. Subsonic far field boundary condition is used at the outer boundary of the domain, and adiabatic wall condition is used for the cylinder surface. A 2 nd order unsteady LUSGS solver is used for time integration.
The mesh is shown in Figure 10 . It contains 2,028 cells, with regular quadrilateral cells near the cylinder and in the wake region, and irregular mixed cells elsewhere. The effects of domain size, time step and convergence criteria of inner iterations are carefully studied, in order to make sure the true numerical solution is approached.
The instantaneous Mach number contours are shown in Figure 11 (a-c). 2 nd order contours are not smooth, due to the relatively low resolution away from the cylinder. 3 rd and 4 th order results are similar, with 4 th order contours obviously smoother at 20 diameters downstream. Table 3 shows the average drag coefficient D C and computed St for p=1-3. Both converge as p increases, and the computed St is within the error range of known experimental data.
IV. Conclusions
The LCP method is extended to 2D Navier-Stokes equations on mixed meshes, with up to 6 th order accuracy. Two approaches are adopted in the LCP formulation for the discretization of the viscous flux, including the BR2 and recently proposed I-continuous approaches. This is the first attempt to extend the I-continuous approach for unstructured 2D simulations, and it is shown that it is an accurate and efficient approach for the 2D Navier-Stokes equations. Several test cases are presented for both steady and unsteady laminar flows, and BR2 and I-continuous show no significant difference in accuracy, efficiency or robustness. Future studies include the extension to 3D Navier-Stokes equations as well as the use of a p-multigrid technique for convergence acceleration. Figure 1 . Solution points for the 3 rd order LCP scheme on hybrid meshes 
