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Předmětem této diplomové práce je rozšíření funkcionality existujícího systému pro dolování z dat. 
Systém bude rozšířen o modul pro dolování dat z časových řad. Práce se skládá z obecného úvodu do 
problematiky dolování z dat a pokračuje pojednáním o časových řadách. Práce obsahuje rozbor 
některých současných úloh a popis algoritmů, používaných při dolování dat z časových řad. Následuje 
koncepce implementace nového modulu a popis konkrétní dolovací metody. V závěru práce jsou 
navržena i další možná rozšíření aktuálního systému.
Abstract
The subject of this master's thesis is extension of existing data mining system. System will be 
extended by the module for the time series data mining. This thesis consists of common introduction 
to data mining issues and continues with time series analysis. Thesis then also contains some of the 
current tasks and algorithms used in time series data mining, follows by the concept of the 
implementation and description of the choosen mining method. Possible future system's improvments 
are disscused at the end of the paper.
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Informační technologie patří mezi nejvíce a nejrychleji se rozvíjející oblasti lidského života. Mezi 
klíčové  prvky  informačních  technologií,  jak  samotný  název  naznačuje,  patří  pojem  informace. 
Informace  se  stala  jedním z  nejdůležitějších  a  nejpoužívanějších  pojmů  současné  doby.  S  tímto 
pokrokem, ale také vyvstávají problémy, jako například jakým způsobem informace ukládat a jakým 
způsobem získávat zcela nové informace, a také užitečnější informace z velkého objemu dat. 
Nároky na ukládání  informací  a  jejich následné uchovávání  jsou čím dál  komplikovanější, 
jelikož jejich objem stále roste. Převážně od počátku 90. let dochází k enormnímu nárůstu objemu 
sbíraných a ukládaných dat.  Typickým úložištěm informací  jsou v této době převážně databáze.  
V posledních letech se začínají prosazovat tzv.  datové sklady a analytické technologie OLAP, které 
umožňují jednodušší uchovávání dat a jejich následné zpracování, například v podobě analytického 
nebo statistického vyhodnocení. 
V současné době se nacházíme ve stavu, kdy disponujeme obrovským množstvím dat, ale na 
druhou  stranu  nedostatkem  informací.  Získávání  užitečných  informací  z  dat  je  kompletně 
samostatnou disciplínou soudobé informatiky.  V souladu se získáváním informací se často mluví  
o  tzv.  dolování  z  dat (z  angl.  data  mining)  nebo  také  o  získávání  znalostí  z  databází (z  angl. 
knowledge  discovery).  Dolování  z  dat  se  zabývá  získáváním  užitečných   a  nových  informací  
z velkého objemu nasbíraných dat.  Získávání  znalostí  z  databází  se nejčastěji  prakticky používá  
v marketingu, finanční sféře, ale také při předpovídání určitých jevů. Typickým příkladem může být 
analýza prodejů pro obchodníky, kteří se zajímají, jaké produkty si zákazníci kupují po koupi jiného 
produktu.
V reálném světě se často data vyvíjí a mění v čase. Vznikají tak časové řady dat, které nabývají 
obrovského  objemu.  Hlavní  náplní  této  práce  je  pojednání  o  dolování  dat  v  časových  řadách, 
porovnání  existujících  metod  a  implementace  vybrané  metody  v  rámci  Dolovacího  systému 
vyvíjeného na Fakultě informačních technologií VUT v Brně. 
Následující kapitola se zabývá obecným popisem a definicí dolování dat. Uvádí některá typická 
využití  dolování z dat v praxi a popisuje dolování z dat jako proces skládající se z několika fází. 
Obsahuje také ukázky možné vizualizace výsledků dolování. Vzhledem ke kvalitě a různorodosti dat 
v reálném světě je nutné data před samotným dolováním předzpracovat. Předzpracování dat je další 
oblastí dolování z dat, kterými se zabývá druhá kapitola této práce. Tato kapitola také uvádí vybrané 
metody a principy předzpracování dat a účel jejich použití.
Ve stejné kapitole jsou také zmíněny klasické metody dolování dat, a to klasifikace, predikce, 
shlukování a dolování asociačních pravidel. Podrobněji je probrána predikce, včetně regrese, která se 
pro potřeby predikce používá nejčastěji.
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Jak již bylo řečeno, náplní této práce je dolování v časových řadách. Právě touto problematikou 
se  zabývá  kapitola  číslo  tři.  V  této  kapitole  je  možné  se  dočíst  o  jejich  praktickém  využití  
a typických modelech, které časové řady reprezentují.  Kapitola také obsahuje rozbor jednotlivých 
oblastí  získávání  znalostí  z  časových  řad  a  konkrétní  metody.  Obsahuje  popis  typických  metod 
předzpracování dat v časových řadách a rozdíly či úpravy oproti metodám, používaným u klasických 
dat.  Dále  se  zabývá  typickými  úlohami  dolování  dat  z  časových  řad  a  uvádí  některé  vybrané 
algoritmy.
Pro účely dolování z dat je na fakultě několik let vyvíjena aplikace na platformě  NetBeans 
a  v  jazyce  Java.  Tato  aplikace  také  využívá  dokumentu  DMSL,  který  slouží  k  popisu  procesu 
dolování,  a  podpory  dolování  databázového  serveru  Oracle.  Stručný  popis  této  aplikace,  jádra 
systému a vybraných komponent je náplní čtvrté kapitoly této práce.
Pátá  kapitola  se  zabývá  samotnou  implementací  vybraného  algoritmu  pro  dolování  i  pro 
předzpracování  časových  řad.  Nechybí  také  návrh  na  případné  změny  dokumentu  DMSL.  Tato 
kapitola obsahuje podrobnější popis a definice vybraných metod a algoritmů. 
Šestá  kapitola  obsahuje  popis  a  ukázku  práce  s  novým dolovacím modulem  systému  pro 
dolování z dat. Je zde podrobně popsáno správné zapojení komponenty do grafu dolovacího procesu, 
správný formát  vstupních  dat  a  správné  nastavení  dolovací  metody.  V závěru  této  kapitoly jsou 
zobrazeny také dosažené výsledky dolování.
Předposlední kapitola této práce obsahuje výčet možných dalších rozšíření a změn, jak celého 
existujícího systému,  tak  i  konkrétního implementovaného modulu  pro dolování  z  časových řad. 
Poslední kapitola shrnuje celý průběh tvorby této práce a splnění vstupních požadavků. 
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2 Dolování z dat
Jedná se o automatizovaný proces extrakce informací často z poměrně velkých zdrojů dat. Důležité 
je, že se snažíme získat potřebné a užitečné informace, které nelze získat triviálním dotazem nad daty 
v databázi. Jedná se v podstatě o získání informací, které jsme přímo neukládali, ale jsou v datech 
nepřímo obsažena. Typickým příkladem může být elektronický obchod, který primárně ukládá údaje 
o prodeji zboží a statické informace o zákazníkovi.  Pomocí  dolování je ale možné zjistit chování 
zákazníka a předpovědět jeho další nákupy.
2.1 Proces dolování
Jak již bylo řečeno, dolování z dat není jednoduchá operace, ale komplexní proces, který prochází 
několika fázemi. Během tohoto procesu se vstupní data zpracovávají, transformují a pomocí různých 
algoritmů se z nich získávají potencionálně užitečné informace.
Z předchozího  obrázku jsou  patrné  základní  fáze  procesu  dolování  z  dat.  První  fáze  patří 
obecně do tzv. předzpracování dat. Jedná se např. o čištění a integraci dat. Tento proces je podrobněji 
popsán v následující  kapitole.  Dále  následuje  fáze  samostatného dolování  z  dat,  pomocí  zvolené 
metody dolování. Poslední fází je hodnocení a prezentace výsledků dolování koncovému uživateli. 
Fáze  dolování  z  dat  je  poté  podrobněji  popsána  v  kapitole  č.  2.5,  kde  jsou  
i popsané vybrané úlohy dolování.
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Obrázek 2.1: Proces dolování z dat, převzato z [13]
2.2 Vizualizace výsledků dolování
Poslední fází procesu dolování z dat je samotná prezentace výsledků dolování. Výsledky dolování 
jsou prezentovány v podobě různých typů grafů, jako například v podobě sloupcových, koláčových, 
krabicových  nebo  bodových  grafů.  Některé  z  těchto  vizualizací  výsledků  jsou  popsány  
v následujících odstavcích.
Histogram patří mezi nejčastěji používané grafy pro znázornění rozložení pravděpodobnosti. 
Histogram  se  používá  pro  kvantitativní  atributy,  jejichž  hodnoty  se  předem  diskretizují.  Další 
možností pro zobrazení rozložení hodnot konkrétního atributu může být kvantilový graf. Na ose x je 
možné vidět percentil dané hodnoty na ose y, tedy kolik % hodnot je menších, než hodnota bodu na 
průsečíku os x a y. Výpočet hodnoty percentilu se provádí podle vzorce
fi= i−0.5
n ,
kde i označuje index hodnoty atributu v seřazeném souboru hodnot a n označuje počet hodnot 
atributu. Z kvantilového grafu je odvozen další typ grafu, tzv. Kvantil – kvantil graf. Výše popsané 
grafy jsou znázorněny na obrázku č.2.2.
2.3 Praktické využití
Dolování z dat skýtá mnohé možnosti využití v praxi. Používá se v mnoha odvětvích a činnostech 
reálného  světa.  Mezi  časté  příklady  využití  dolování  z  dat  patří  využití  ve  finanční  sféře  
a v marketingu. V marketingu se dolování z dat nejčastěji využívá pro analýzu konkrétního trhu.  
Při této činnosti je užitečné zjistit prodejnost konkurenčních produktů, typ zákazníků, kteří produkty 
kupují, proč je kupují a kdy, popřípadě s návazností na co, je kupují.
Pomocí dolování z dat je možné také odhalit neobvyklé chování nebo i podvody. Příkladem 
podvodu může být zneužití platební karty nebo neoprávněný pokus a získání přístupu k bankovnímu 
účtu. Často se pro detekci neobvyklého chování využívá dolování odlehlých hodnot,  tedy hodnot, 
které se liší od hodnot obvyklých. Populární metodou pro získávání užitečných znalostí je i predikce. 
Ta se často používá pro odhad cash flow, vývoje cen, nákupů a prodejů v budoucím čase. Tento 
odhad je  užitečný pro celou řadu optimalizací,  jako např.  optimalizaci  skladování  a  zásobování  
a změnu cenové politiky podniku.
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Obrázek 2.2: Histogram, kvantilový graf
2.4 Předzpracování dat
Data,  která máme  v reálném světě k dispozici,  jsou často nedostatečně připravená pro provedení 
procesu dolování. V datech se často nacházejí odlehlé či extrémní hodnoty nebo hodnoty chybějí.  
Z těchto důvodů je nutné data nejprve zpracovat a podobné nesrovnalosti napravit či odstranit. Tento 
proces je součástí fáze zvané předzpracování dat. 
Předzpracování  dat  je  velice  důležitá  fáze  v průběhu dolování,  která  má  za  cíl  zkvalitnění 
vstupních dat. Obecně platí, že čím jsou data kvalitnější, tím kvalitnější je následné dolování z těchto 
dat. Kvalita dat se často posuzuje podle kritérií:  přesnost,  úplnost,  konzistence,  aktuálnost,  důvěra, 
dostupnost a interpretovatelnost.
2.4.1 Charakteristika dat
Data jsou charakterizována mírou jejich středu, jejich variací nebo kvantily. Pro určení míry středu 
numerických dat lze využít průměr, medián a modus. Průměr hodnot je náchylný na extrémní odlehlé 
hodnoty, proto se pro přesnější určení středu využívají ostatní metody. Rozdělení pravděpodobnosti 
hodnot je charakterizováno rozptylem.
Kvantily se  použijí  pro rozdělení  hodnot  do pravidelných intervalů.  Obecně tedy q-kvantil 
znamená, že hodnoty rozdělíme do q intervalů s q-1 hraničními hodnotami intervalů. Kvantil s q=4 
se nazývá kvartil, q=10 se označuje jako decil.  Pomocí kvantilu s q=4 lze vyjádřit tzv.  IQR,  neboli 
mezikvartilovou vzdálenost. 
2.4.2 Čištění dat
Vstupní  data jsou typicky nekonzistentní,  zašumělá,  obsahují  odlehlé hodnoty nebo často některé 
hodnoty  chybí.  Pro  zkvalitnění  výsledků  dolování  je  nutné  nejprve  tyto  neduhy  odstranit  
nebo napravit.
2.4.2.1 Odstranění šumu a odlehlých hodnot
Ve vstupních datech se mohou nacházet náhodné hodnoty nebo odchylky. Tyto nečistoty nazýváme 
šumem. K odstranění šumu z dat se používají metody popsáné dále.
• Regrese  –  šum  v  datech  je  vyhlazen  pomocí  regresní  funkce.  Hodnoty  jsou  nahrazeny 
hodnotami ležícími na regresní křivce.
• Bining  –  hodnoty  jsou  rozděleny  do  tzv.  košů  podle  vzájemné  vzdálenosti.  Jedná  se  
o dvoufázový proces, kdy v první fáze jsou hodnoty rozděleny do košů a ve druhé fázi jsou 
hodnoty v každém koši nahrazeny např. průměrem nebo mediánem hodnot v koši.
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• Shlukování  –  obecně  lze  říci,  že  po  provedení  shlukování  jsou  hodnoty  mimo  shluky 
označeny jako odlehlé. Tyto hodnoty jsou poté odstraněny nebo vyhlazeny.
Samotná analýza a identifikace odlehlých hodnot (z angl. Outliers) nemusí být nutně součástí 
předzpracování dat. Někdy může být užitečné právě takové hodnoty získat. Z tohoto důvodu patří 
analýza odlehlých hodnot, jak do procesu předzpracování dat, tak do dolování dat. 
2.4.2.2 Nahrazení chybějících hodnot
Tento proces je poměrně důležitý pro přesnost následné dolovací metody.  Výsledky dolování bez 
předchozího  nahrazení  chybějících  hodnot  mohou  být  velmi  zkreslené.  Více  informací  
o předzpracování dat lze najít v [2]. Možná řešení tohoto problému jsou následující:
• použití nejfrekventovanější hodnoty
• použití průměrné (střední) hodnoty – tato možnost je častá pro numerické hodnoty, střední 
hodnota atributu se určuje pomocí průměru, mediánu nebo modu.
• manuální doplnění – nepříliš vhodné řešení, hlavně při velkém množství hodnot
• vynechání celé proměnné – možné řešení, pokud nedojde při vynechání atributu k zkreslení 
výsledku celého dolování
• predikce  nejpravděpodobnější  hodnoty  –  pravděpodobně  nejlepší  řešení  z  pohledu 
přesnosti nahrazení, avšak náročnější na algoritmus
• použití globální konstanty
2.4.3 Integrace dat
Proces spojení dat z více různých zdrojů dat je znázorněn na obrázku č. 2.3. Při řešení integrace dat 
z několika různých zdrojů dochází často k problémům, které jsou popsány dále.
• Konflikt schématu – struktura a pojmenování metadat se mohou v každém zdroji lišit.
• Konflikt hodnot – lišící se hodnoty jednoho atributu v každém zdroji.
• Konflikt identifikace – rozdílná identifikace stejného objektu v každém zdroji dat.
• Redundance – duplicitní informace o jednom atributu v různé podobě v každém zdroji dat.
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2.4.4 Transformace dat
Každá dolovací metoda má svá specifika s ohledem na formát vstupních dat. Z tohoto důvodu se  
při předzpracování dat provádí transformace dat do takové podoby, která nejvíce vyhovuje zvolené 
dolovací metodě. Vybrané metody používané pro transformaci dat jsou popsány dále.
• Generalizace – nahrazení atributem, který se nachází výše v hierarchii atributů.
• Agregace  -  agregace hodnot do podoby vhodnější pro analýzu a zpracování.
• Normalizace  –  kvantitativní  data  jsou  mapována  do  intervalů.  Příkladem  normalizace 
můžeme být metoda min-max nebo z-score. 
2.4.5 Redukce dat
V předchozí kapitole bylo řečeno, že dolování z dat je obecně získávání informací z velkého objemu 
dat. Redukce velkého objemu dat vede k výraznému zrychlení dolovací metody. Redukce však nesmí 
ovlivnit  výsledky dolování,  je  tedy  nutné,  aby při  redukci  nebyly  odstraněny atributy  relevantní 
vzhledem  k  typu  dolování.  Mezi  techniky  používané  pro  redukci  dat  patří  např.:  Redukce 
dimensionality,  agregace  datové  kostky,  výběr  podmnožiny  atributů,  redukce  počtu  hodnot  
a diskretizace hodnot.
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Obrázek 2.3: Integrace dat, převzato z [5]
2.5 Metody dolování z dat
Existuje několik metod dolování z dat. Volba metody pro dolování závisí převážně na výsledném 
modelu dat,  který požadujeme.  Metody se často charakterizují  jako deskriptivní  nebo prediktivní. 
Deskriptivní metody  charakterizují  obecné  vlastnosti  dat.  Prediktivní metody  provádí  predikci 
budoucích hodnot na základě analýzy dat současných nebo minulých.
2.5.1 Klasifikace
Klasifikace  patří  mezi  klasické  a  často  používané  metody  v  oblasti  dolování  z  dat.  Jedná  se  
o prediktivní metodu. Při použití této metody se data dělí na třídy. Cílem klasifikace je predikce třídy 
pro  objekt,  u  kterého  jeho  zařazení  neznáme.  Klasifikace  se  používá  pro  určení  kategorických 
(diskrétních) hodnot.
Proces klasifikace se skládá z fáze trénování (učení), testování a aplikace. V první fázi se podle 
dostupných dat  vytváří  pravidla  a  klasifikační  model.  V  následující  fázi  se  tento  model  testuje  
a ohodnocuje a v poslední fázi je tento model použit na klasifikaci objektu. Pro klasifikaci hodnot lze 
použít  například  metod  rozhodovacího  stromu,  neuronových  sítí,  Bayesovského  klasifikátoru  
a dalších.
2.5.2 Predikce
Stejně jako klasifikace,  tak i  predikce je  prediktivní  typ  dolovací  metody.  Predikce má  podobný 
charakter  jako  klasifikace  při  použití  v  klasických  typech  dat.  Na  rozdíl  od  klasifikace  se  však 
predikce využívá pro určení spojité hodnoty. Společnou vlastností klasifikace a predikce jsou fáze 
trénování,  testování  a aplikace pravidel.  K predikování  hodnot  se často používá regrese,  a to jak 
lineární, tak nelineární. 
2.5.2.1 Lineární jednoduchá regrese 
Základem je lineární regresní funkce, která na vstupu očekává data ve formátu  xi, yi  pro všechna 
i=1...n, kde xi označuje vstupní hodnotu spojitého atributu X a yi výstupní hodnotu predikce. Hodnoty 
atributu X  jsou aproximovány podle funkce
Y =aX b ,
kde  parametry  a,  b musejí  být  vhodně  určeny pro  daná  vstupní  data.  Pro  výpočet  těchto 
parametrů lze použít např. metody nejmenších čtverců.
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2.5.2.2 Lineární vícenásobná regrese 
Metoda uvedená v předchozí kapitole skýtá jeden podstatný nedostatek. Vstupní data jsou očekávána 
pouze jako jedna hodnota  daného atributu,  což  může  vést  k  málo  přesným výsledkům predikce. 
Pokud je možné pro zpřesnění predikce použít více vstupních hodnot pro jednu výstupní hodnotu 
predikce pro daný atribut, pak je možné použít metodu vícenásobné regrese. 
Tato metoda  je  zobecněním jednoduché regrese.  Očekává data  ve  tvaru  (x11,x12,...,x1n,y1),...,  
(xk1,xk2,...,xkn,yk). Jedná se tedy v podstatě o matici. Data lze poté aproximovat podle přímky funkce
Y =a 0a1 X 1a2 X 2...an  X n .
Nyní je nutné správně určit  parametry  a0 … an.  Zadaná vstupní  data můžeme přepsat  jako 
matice X a Y. Potřebné parametry lze získat jako matici A po aplikaci následujícího vzorce
A= X T  X −1  X T Y .
2.5.2.3 Nelineární regrese
Nelineární regrese je poměrně složitější a jejím řešením je nejčastěji transformace na lineární regresi. 
Po transformaci se poté počítá podle postupu uvedeného v předchozí kapitole o lineární vícenásobné 
regresi. Podrobnější popis využití regrese pro účely predikce lze nalézt v práci [6]. 
2.5.3 Asociační pravidla
Asociační pravidla jsou obecně určena z tzv. frekventovaných vzorů. Frekventovaný vzor je množina 
vzorů, která se v daných datech vyskytuje často. Asociační pravidla jsou značena jako implikace a 
příkladem může  být  pravidlo  koupi(X,  „holící  strojek“)  →  koupí(X,  “baterie”),  které  vyjadřuje 
pravidlo, zda si zákazník při nákupu strojku koupí i baterie. 
Důležitými pojmy  pro  určení  zajímavosti  asociačního  pravidla  jsou  minimální  podpora  
a minimální spolehlivost.  Minimální podpora určuje v kolika procentech případů byly splněny obě 
strany pravidla.  Minimální spolehlivost určuje v kolika procentech případů byla splněna druhá část 
pravidla, pokud již byla splněna část první.  Mezi nejznámější algoritmy pro dolování asociačních 
pravidel patří algoritmus Apriori a jeho odvozeniny a optimalizace. 
2.5.4 Shlukování
Tato  metoda  se  na  rozdíl  od  ostatních  někdy  používá  i  jako  metoda  pro  předzpracování  dat. 
Konkrétně pro identifikaci  odlehlých hodnot.  Podstatou této metody je seskupování hodnot  podle 
jejich podobnosti, přesněji podle jejich vzájemné vzdálenosti v prostoru. 
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3 Časové řady
V  předchozích  kapitolách  byly  popsány  modely  a  metody  z  oblasti  „klasického“  dolování 
z   jednodušších  a  strukturovaných  dat.  Tyto  techniky  se  často  používají  nad  daty  v  relačních  
a  transakčních databázích.  Avšak  s  rozmachem nových technologií  (například world wide web)  
v informatice je nutné získávat informace z komplexnějších dat. Mezi komplexní typ dat patří časové 
řady a dolování ze sekvenčních dat, kterými se zabývá tato kapitola.
Časové  řady  a  temporální  databáze  obsahují  posloupnosti  a  sekvence  hodnot,  které  byly 
získány opakovaně v průběhu určitého časového období.  Tato data se obecně mění  v čase a jsou 
velice objemná. Časové řady obsahují spousty nepravidelností, ale i pravidelně se opakujících vzorců. 
3.1 Příklady použití
Dolování v časových řadách je poměrně populární a často využívané hlavně ve finanční sféře. Mezi 
typické příklady oblastí lze uvést použití v obchodování s akciemi a na burze. V takových případech 
se dolování používá nejčastěji k určení trendů a sezónnosti prodeje určitého zboží, dále k předpovědi 
prodejů a v neposlední řadě k analýze podobnosti prodejů a nákupů.
Mezi další příklady patří použití ve vědě a technice, kde se často využívají různé senzory,  
které  v  reálném čase  zachytávají  a  detekují  obrovské  množství  dat,  které  se  následně  ukládají.  
V těchto datech je poté nutné dolovat a získávat z nich užitečné informace. Dolování v časových 
řadách je také potencionálně prospěšné pro vědecké účely, kde můžeme jako příklad uvést sledování 
a analýzu počasí a klimatologických vlivů v průběhu času.
3.2 Modely časových řad
Časové  řady  jsou  poměrné  různorodé  a  odlišné.  K  změnám  může  docházet  v  relativně  malém 
časovém úseku,  a  proto  také  lze  časové  řady reprezentovat  celou  řadou modelů  reprezentujících 
stochastické procesy. Některé z nich jsou uvedené v následujících kapitolách. Analýzu časových řad 
lze poté rozdělit do dvou hlavní častí, které časové řady reprezentují z pohledu frekvenční domény 
nebo  časové  domény.  Typickými  příklady  konkrétních  metod  mohou  být  spektrální,  korelační  a 
vlnovkové analýzy.
3.2.1 ARIMA (Box – Jenkins model) 
Zkratka ARIMA je odvozena z angl. názvu Auto Regressive Integrated Moving Average. Jedná se 
model časových řad, využívaný převážně pro potřeby predikce (forecastingu). ARIMA je zobecněním 
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modelu ARMA. Obecně se značí jako ARIMA(p,d,q), kde p, d, q ≥ 0 a definují řád auto-regresivních 
(AR), integrovaných (I)  a pohyblivých (MA) částí  modelu.  Při  položení libovolné složky modelu 





 i1−Ld  X  t=1∑i=1 
q
i  L
it  , Rovnice 3.1.
kde  L je tzv. “Lag” operátor, který vyjadřuje předchozí prvek časové řady,  θ je parametrem 
pohyblivého průměru,  ε značí  chybovou  podmínku  a  ϕ  označuje  parametr  auto-regresivní  složky 
modelu. ARIMA model je velice vhodný pro identifikaci trendu a sezónnosti. Při  d = 1 se jedná o 
trend konstantní,  d = 2 značí lineární trend a d = 3 trend kvadratický. Jako příklad lze uvést model 
ARIMA(0,1,0), který je označován jako náhodný průchod časovou řadou X a lze definovat jako 
X t −X t−1= , Rovnice 3.2.
kde μ určuje průměrnou diferenci v časové řadě X.
Existuje celá řada odvozenin modelu ARMA a ARIMA, například ARFIMA, která přidává 
složku fractionality. Dalším příkladem je model ARVIMA, který přidává složku vektorovou. 
3.2.2 Lineární aproximace po částech (Piecewise linear 
approximation)
Pro  reprezentaci  časové  řady  T o  délce  n je  použita  aproximace  k přímkami.  Tento  způsob 
reprezentace je vhodný zejména pro podobnostní vyhledávání, shlukování, klasifikaci a detekci změn. 
Převod časové řady do podoby modelu Piecewise lineární aproximace lze provést pomocí některého 
z algoritmů pro segmentaci časových řad. Tyto algoritmy jsou blíže popsané v kapitole 3.3.2.
3.2.3 Další reprezentace časových řad
Jak již  bylo  v této  kapitole  řečeno,  modelování  časových řad lze  rozdělit  na  analýzu frekvenční 
domény a časové domény. V posledních letech se objevují také kombinace těchto praktik a vznikají 
analýzy frekvenčně-časových domén.  Mezi spektrální analýzy časových řad patří  techniky DFT a 
DWT,  které  jsou  popsané  v  následující  kapitole.  Většina  modelů  je  lineárních,  ale  existují  
i  nelineární  tzv.  chaotické modely.  Mezi  takové modely patří  model  ARCH a jeho odvozeniny  
a optimalizace.
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3.3 Úlohy a metody pro dolování v časových 
řadách
Při dolování dat z relačních tabulek a klasických typů dat se nejčastěji využívají metody shlukování, 
klasifikace,  predikce  a  dolování  asociačních  pravidel.  Také  v  časových  řadách  a  temporálních 
databázích  se  využívají  převážně  tyto  metody.  Jsou  však  často  založeny  na  jiných  nebo  mírně 
upravených principech. Více o specifikách metod používaných pro dolování v časových řadách je 
uvedeno v následujících kapitolách. Většina úloh se využívá pro dolování pouze v jediné časové řadě, 
jedná se např. o predikci, avšak existují i metody, které se využívají pro dolování ve více časových 
řadách. Jako příklad lze uvést podobnostní vyhledávání v časových řadách, které je blíže popsáno v 
kapitole č. 3.3.4.
3.3.1 Předzpracování
Metody procesu předzpracování dat byly již obecně popsány v kapitole č. 2.4. V této kapitole jsou 
stručně popsány nové metody a metody pozměněné, které se používají pro předzpracování časových 
řad pro potřeby dolovacích metod.
3.3.1.1 Redukce (komprese) dat
Časové řady jsou obecně velice objemné. Redukce dat je tedy velice významnou částí předzpracování 
časových řad.  Redukce dat  umožňuje  nejenom zmenšení  velikosti  dat,  ale také zrychlení  procesu 
dolování a analýzy dat. V případě časových řad jsou data obecně n-dimenzionální, proto je hlavním 
úkolem redukce dimenzí těchto dat. Metody pro redukci dimenzí jsou popsány dále v této kapitole.
3.3.1.2 Redukce dimenzí
Každá časová řada o délce n lze vyjádřit jako bod v n-rozměrném prostoru. Při příliš vysoké hodnotě 
n je  složité  využít  klasické  úlohy  dolování  na  tyto  časové  řady.  Z  těchto  důvodů  je  nutné  při 
předzpracování  dat  množství  dimenzí  redukovat.  K typickým metodám pro redukci  dimenzí  patří 
diskrétní Fourierova transformace a diskrétní vlnkové transformace, které jsou popsané dále v této 
kapitole. Více o tomto tématu je uvedeno v [10].
Diskrétní Fourierova transformace (DFT)
Tato metoda transformuje časovou řadu na frekvenční doménu. Nejprve je časová řada T o délce  n 
převedena na  n numerických hodnot  ve frekvenční  doméně.  Tyto  hodnoty jsou označovány jako 
Fourierovy koeficienty. Výsledkem transformace je redukce dimenzí z  n na  k dimenzí, kde  k  <  n. 
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Výhodou  této  metody  je,  že  koeficienty  jsou  neměnné  vzhledem k  možným posunům a  fázím  
v časových řadách. 
Vlnková transformace (DWT)
DWT  (z  angl.  discrete  wavelet  transformation)  je  metoda  podobná  Fourierově  transformaci  a  je 
jistým  vylepšením  DFT.  Časová  řada  je  převedena  na  časově-frekvenční  doménu  koeficientů. 
Výhodou této metody je, že lze vybrat určitý úsek koeficientů pro výslednou redukci dimenzí.
3.3.1.3 Indexace hodnot
Vyhledávání, ale i jiné úlohy, v obecně n-rozměrné časové řadě je výpočetně a časově velice náročné. 
Jistou optimalizací výpočtů je redukce dimenzí v průběhu předzpracování dat v první fázi dolování 
z  dat.  Další  možností  pro  optimalizaci  následného  dolování  je  indexace  dat  v  průběhu  fáze 
předzpracování. Existuje několik přístupů a možností jak data indexovat. Klasický způsob, který je 
podobný indexování dat v relačních databázích, je použití obecně  n-rozměrné stromové struktury. 
Mezi takové struktury patří například R-stromy a kd-stromy. 
R-strom je  n-rozměrným rozšířením klasických B-stromů. Jedná se o vyváženou stromovou 
strukturu,  kde  uzly  jsou  obdélníky,  pokrývající  nižší  úrovně  uzlů.  Na  binárních  stromech  jsou 
založeny kd-stromy.  Tyto  struktury jsou velice  efektivní  při  indexování  bodů.  Oproti  R-stromům 
ovšem zaostávají v indexování celých skupin uzlů.
3.3.1.4 Chybějící hodnoty
V některých případech může nastat situace, kdy data pro dolování nejsou spojitá. Jedná se tedy o 
deformovanou časovou řadu, kterou nelze využít pro dolování. Tato časová řada neobsahuje hodnoty 
k  určitému  časovému  údaji.  Jako  příklad  lze  uvést  časovou  řadu  s  údaji  za  poslední  měsíc 
seskupenými podle dne v měsíci. Pokud by byla časová řada validní a spojitá obsahovala by údaje ke 
všem dnům v daném měsíci. V opačném případě je nutné hodnoty pro dané časové údaje doplnit.
Nejjednodušším řešením je doplnit všude nulové hodnoty, avšak tímto způsobem může dojít k 
zkreslení výsledků dolování. Lepší variantou je doplnit hodnoty tak, že použijeme průměr hodnot, 
které se nacházejí v přímém okolí dané chybějící hodnoty. Počet těchto hodnot může být různý v 
celých číslech, které jsou násobkem čísla dva. Čím více hodnot je pro průměr použito, tím přesnější je 
správné doplnění chybějící hodnoty. 
Tato varianta má ovšem jeden nedostatek, nerespektuje možnou sezónnost a trend časové řady. 
Z tohoto důvodu je lepší použít hodnoty, které se na časové ose nacházejí v periodických intervalech 
v obou směrech od chybějící hodnoty. Tímto způsobem lze respektovat sezónnosti a trend, ovšem v 
praxi je tento způsob často nepoužitelný pro nedostatek dat.
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3.3.2 Segmentace
Shlukování neboli segmentace časových řad je typ metody, která má za cíl seskupení úseků časové 
řady nebo časových řad do segmentů (shluků) podle jejich vzájemné podobnosti a vzdálenosti. Pro 
výpočet používá každý z algoritmů aproximaci časové řady.  Nejčastěji se pro aproximaci používá 
lineární  regrese  a  interpolace.  Více o tomto  tématu  může  být  nalezeno v [11].   V následujících 
kapitolách jsou popsány základní algoritmy pro segmentaci časové řady.
3.3.2.1 Linearní interpolace
Aproximace  pomocí  přímek  probíhá  v  konstantním čase.  Jednoduše  se  spojují  jednotlivé  body  
na časové ose. Výsledný model má vyhlazený charakter. Jedná se o poměrně málo náročnou metodu 
na výpočet a implementaci, ale na druhou stranu z hlediska přesnosti výsledku a následného použití 
modelu je lepší použití regresní funkce.
3.3.2.2 Lineární regrese
Pro výpočet přímky podle regresní funkce se využívá metoda nejmenších čtverců. Podrobnější popis 
lineární regrese je uveden v kapitolách 2.5.2.1. a 2.5.2.2.
3.3.2.3 Klouzavé okno (z angl. Sliding window)
Segment (shluk) narůstá,  dokud není překročena určitá stanovená chybová hranice. Algoritmus se 
opakuje v několika cyklech, kdy jsou data postupně dělena do segmentu. Začíná se tak, že se označí 
nejlevější bod časové řady jako  S a poté se aproximují hodnoty postupně směrem vpravo v časové 
řadě.  Tím  se  zvětšuje  délka  segmentu.  Jakmile  počet  aproximovaných  dat  překročí  uživatelem 
stanovený limit  N, pak se první běh algoritmu zastaví. Část časové řady od nejlevějšího místa  S  
po hranici určenou vztahem S + (N – 1) se transformuje na segment. Bod S + N  se označí jako nový 
nejlevější  bod  S  a  algoritmus  pokračuje  dalším  cyklem,  dokud  nejsou  vyčerpána  všechna  data  
v časové řadě.
Tento  algoritmus  se  poměrně  často  využívá  pro  svoji  nenáročnost  na  výpočetní  a  časové 
prostředky a na nízkou složitost implementace. Za určitých podmínek však může docházet k zkreslení 
výsledků, např. vinou rapidně se měnící časové řady.
3.3.2.4 Top-down 
Časová řada je rekursivně dělena, dokud není splněna předem stanovená podmínka. Algoritmus se 
pokouší  najít  všechny možné  způsoby dělení  časové řady a  dělí  časovou řadu  podle  nalezených 
možností. Všechny výsledné segmenty testuje na velikost jejich aproximační chyby. Pokud tato chyba 
převyšuje uživatelsky stanovenou hranici, pak je algoritmus rekurzivně opakován.
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Algoritmus dosahuje nejlepších výsledků,  pokud jsou nejlepšími  body pro dělení  segmentů 
jejich vlastní středy. V tomto případě je algoritmus schopen pracovat s lineární časovou složitostí. 
Nejhorší  případ  nastane,  pokud  jsou  segmenty  děleny  v  krajních  bodech,  pak  má  algoritmus 
kvadratickou složitost.
3.3.2.5 Bottom-up 
Tento  algoritmus  je  přirozeným doplňkem algoritmu  Top-down,  který  je  popsán  v  předcházející 
kapitole č. 3.3.2.4. Algoritmus začíná od nejlepší aproximace a segmenty jsou postupně spojovány, 
dokud není splněna předem stanovená podmínka. Jedná se tedy o opačný proces oproti metodě Top-
down. Algoritmus nejprve použije segmenty délky n/2, kde n je délka časové řady, pro aproximaci 
segmentu  délky  n.  Jednotlivé  segmenty  jsou  poté  spojovány,  tak  že  jsou  přednostně  spojovány 
segmenty s nejnižší cenou. 
Dělení a spojování segmentů při použití tohoto algoritmu je poměrně jednoduché, je možné je 
provést s lineární složitostí. Naproti tomu vybírání a počítání spojení segmentů s nejlepší cenou je 
složitější a proto má tento algoritmus celkově logaritmickou složitost.
3.3.2.6 SWAB (Sliding window and Bottom-up)
Všechny předchozí algoritmy mají své klady i zápory. Jistým řešením jejich záporů a problémů je 
jejich optimalizace. Mezi optimalizované odvozeniny patří také algoritmus SWAB, který kombinuje 
algoritmy Sliding window a Bottom up, které byly popsány v předešlé kapitole.
Tento  algoritmus  využívá  pro  svoji  činnost  buffer.  Velikost  bufferu  se  inicializuje  podle 
velikosti dat a odhadovaného počtu segmentů. Metoda Bottom-up se aplikuje na segmenty uložené 
v bufferu a je vybrán nejlevější segment, který se zároveň z bufferu odstraní. Do bufferu jsou načtena 
nejvhodnější nová data. Výběr je proveden pomocí metody Sliding window. Tento proces se poté 
opět opakuje až do vyčerpání dat. 
3.3.3 Dolování periodických vzorů
V časových řadách se často vyskytují vzory nebo úseky, které se často a pravidelně opakují. Tyto 
vzory mohou být plně nebo částečně periodické. Částečně periodické vzory jsou obecnější ve své 
podstatě. Jako příklad lze uvést zákazníka elektronického obchodu, který nakupuje pravidelně v 17:00 
hodin.  V tomto případě se jedná o částečnou periodičnost  případu,  kdy tento zákazník nakupuje  
v  17:00  hodin  každý  první  den  v  měsíci,  ale  ostatní  dny  nakupuje  v  18:00.  Většina  metod  
pro dolování těchto vzorů je založena na algoritmu Apriori.  Více o tomto tématu,  včetně metod  
pro dolování těchto vzorů, lze nalézt v [10].
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3.3.4 Vyhledávání na základě podobnosti
Mezi  další  oblasti  vývoje  dolování  z  časových  řad  patří  metody,  zabývající  se  vyhledáváním 
podobných časových řad nebo úseků časových řad. Pro určení podobnosti se jako měřítko používá 
vzdálenost jednotlivých bodů těchto řad. Pro určení vzdálenosti se dá použít  euklidovská vzdálenost 
nebo Dynamic time warping. Při podobnostním vyhledávání se snažíme vyhledat podobné řady jako 
celky nebo řady,  které obsahují  podobné úseky.  Rozlišujeme metody pro vyhledávání  také podle 
toho,  zda  vyhledáváme  obecně  dvě  libovolné  podobné  řady  v  obecně  n  časových  řadách  nebo 
vyhledáváme časovou řadu podobnou řadě nebo úseku, který byl zadán jako vzor.
Efektivitu vyhledávání v časových řadách lze pozitivně ovlivnit vhodným indexováním dat. 
Více o indexování dat v časových řadách je napsáno v kapitole 3.3.1.4. Nyní následuje stručný popis 
metod pro podobnostní vyhledávání. Více o podobnostním vyhledávání v časových řadách je možné 
také nalézt v  [10].
3.3.4.1 Euklidovská vzdálenost
Jako  nejčastější  měřítko  podobnosti  se  při  vyhledávání  využívá  euklidovská  vzdálenost 
porovnávaných  časových  řad  nebo  jejich  úseků  či  bodů.  Tato  metrika  je  poměrně  jednoduchá  
na použití a má nízké nároky na výpočetní výkon.
Za předpokladu, že máme dvě časové řady T1 a  T2, které lze popsat jako  T1={x1,..,xn} a 
T2={y1,...,yn}. Poté jejich euklidovská vzdálenost lze vyjádřit jako
d=[x1− y 1
2... xn− y n
2]1 /2  . Rovnice 3.3.
Z této rovnice  vyplývá,  že  čím je  výsledné  d nižší,  tím jsou si  řady podobnější.  Složitost 
implementace  tohoto  výpočtu  je  poté  lineární  a  tedy  vhodná  s  ohledem  na  výpočetní  nároky. 
Nevýhodou  této  metriky  je,  že  některé  časové  řady mohou  obsahovat  posuny a  skoky v  časové 
rovině, v tomto případě je použití euklidovské vzdálenosti prakticky nepoužitelné a využívají se jiné 
metriky, které jsou popsány v následujících kapitolách.
3.3.4.2 DTW (Dynamic time warping)
V předchozí kapitole byla popsána jedna z nejpoužívanějších metrik pro určení podobnosti na základě 
vzájemné  vzdálenosti.  V některých případech je však použití  euklidovské vzdálenosti  zkreslené,  
a proto je nutné využít  jiné metriky.  Jednou z nich může tzv. DTW metrika. Více o této metrice 
vzdálenosti je také uvedeno v [10].
V případě,  že  máme  dvě  časové  řady  T1 a  T2,  které  lze  popsat  funkcí  jako  T1=cos(t) 
a  T2=cos(t+n),  kde je n libovolné celé číslo,  např.  číslo 10,  pak mají  obě časové řady stejný 
průběh,  ale  liší  se  pouze  ve  fázi.  Jestliže  použijeme  euklidovskou  vzdálenost  pro  porovnání 
19
podobnosti  T1 a  T2, pak výsledné d bude poměrně velké a časové řady budou vyhodnoceny chybně 
jako rozdílné. V tomto případě je nutné použít jiné metriky jako například DTW.
 Z časových řad T1={x1,..,xn} a T2={y1,...,ym} nejprve sestavíme matici M[n,m], kde 
prvek matice m(i,j) odpovídá euklidovské vzdálenosti prvku xi z T1 a yj z T2. Každý element z T1 je 
tedy namapován na příslušný element z T2. Nyní vznikne v matici cesta W, která je reprezentována 
jednotlivými prvky matice jako W=w1,...,wk, kde k  je určeno jako maximum(m,n) ≤ k ≤ m + 
n – 1 a wl=m(i,j). Cesta W musí splňovat monotónnost, spojitost a jednotlivé prvky matice musí 
být správně mapovány, tedy např. m(1,1) musí odpovídat x1 z T1 a y1 z T2. Ohodnocení cesty W lze 
popsat vztahem 
C W =w1 ...w k 
1 /2/k , Rovnice 3.4.
poté tedy lze říci, že podobnost časových řad T1 a T2 je vyjádřena vztahem
 DTW T1 ,T2=minimum C W  . Rovnice 3.5.
3.3.4.3 LCSS (Longest common subsequences)
Další metodou určenou pro vyhodnocení podobnosti časových řad je technika založená na využití 
nejdelší  společné sekvence.  Metoda vyhodnocuje  podobnost  časových řad porovnáním nejdelších 
společných sekvencí při dodržení uspořádání hodnot v sekvencích. Pro porovnání sekvencí hodnot 
využívá tato metoda aproximaci a jedná se o velmi robustní metodu vzhledem k možnému šumu  
v datech. 
Hlavním rozdílem a  výhodou oproti  ostatním metodám je,  že  některé  hodnoty mohou  být 
vynechány.  Oproti  tomu  DTW  a  euklidovská  vzdálenost  pro  porovnání  využívají  všech  hodnot 
daných časových řad i případných odlehlých hodnot, které mohou výsledek vyhledání znehodnotit.
Máme-li časové řady T1={x1,..,xn} a T2={y1,...,ym}, pak podobnost pomocí metody 
LCSS určíme vztahem
LCSS T 1 , T 2 =mn2l /mn , Rovnice 3.6.
kde l je délka nejdelší společné sekvence hodnot z obou časových řad.
3.3.5 Analýza trendu
V časových řadách se mohou vyskytovat data, které se opakují v určitých časových intervalech. Tento 
případ nazýváme sezónnost.  Při  podrobné analýze těchto dat  je  možné najít  přesné vzorce, podle 
kterých je možné tuto sezónnost identifikovat. Sezónnost je typická například pro data představující 
historii  prodejů  nějakého  produktu.  Konkrétním případem může  být  lyžařské  vybavení,  které  se 
prodává mnohem častěji v zimě než v létě. Sezónnost je jedním z několika trendů v časových datech, 
které se při dolování snažíme analyzovat a identifikovat [1]. Mezi trendy řadíme:
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• Dlouhodobý trend (T) – vývoj hodnot po dlouhý časový interval, na určení dlouhodobých 
trendů se nejčastěji používají metody nejmenších čtverců a váženého pohyblivého průměru
• Cyklické pohyby (C) – vývoj hodnot v dlouhodobých nebo krátkodobých časových cyklech
• Sezónnosti (S) – vývoj hodnot v určitém kalendářním období, který se opakuje vždy v daném 
období opakuje, typický příkladem může být nárůst prodeje zboží před Vánocemi
• Náhodné pohyby (B) – sporadický vývoj hodnot nepravidelného charakteru
Výše uvedené trendy, resp. kategorie pohybu časové řady se obecně označují jako  Y. Podle 
těchto kategorií se definují dva modely časových řad.
• Multiplikativní – Y = T * C * S * N
• Aditivní – Y = T + C + S + N
Analýza sezónnosti a jeho identifikace je úlohou nejen dolovací metody, ale také samotného 
předzpracování dat. Sezónnost může mít špatný vliv na výsledky dolovací metody. Vyhlazení nebo 
odstranění sezónnosti, tak může vést k zlepšení výsledku dolovací metody. Odhad sezónnosti může 
být i užitečnou informací, příkladem může být prodej zboží, kdy obchodník má zájem zjistit, kdy se 
jeho zboží prodává nejlépe nebo naopak nejhůře.
Jak při dolování, tak při předzpracování, má analýza trendu stejnou počáteční fázi. Nejprve je 
nutné trend identifikovat. Pro identifikaci trendu se nejčastěji používají metoda pohyblivého průměru 
nebo  metoda  nejmenších  čtverců.  Pomocí  výše  uvedených  metod  je  poté  sestaven  index,  který 
charakterizuje např. sezónnost. V této fázi končí úloha dolování a je zobrazen sezónní index, např. 
ve formě histogramu, jako výsledek. Avšak při použití analýzy trendu v procesu předzpracování dat 
je nutné ještě pomocí zjištěného indexu vyhladit a očistit časovou řadu od sezónnosti. Tato operace se 
provede tak, že hodnotu z řady dělíme příslušným indexem. Více o analýze sezónnosti a trendu je 
možné nalézt v [1].
3.3.6 Predikce (forecasting)
Typickou úlohou v dolování z časových řad je predikce hodnoty v budoucnosti. Tato úloha se často 
nazývá jako forecasting (z angl.  slova forecast).  Při této operaci se snažíme předpovědět hodnotu 
obecně v čase t + n, a to na základě hodnot, kterých proměnná nabývala obecně v intervalu <t-m; t>. 
V  praxi  se  často k predikci  využívá regrese a neuronové sítě.  Predikovat  hodnoty v čase  
lze také pomocí vhodným modelů, jako například modelem ARIMA, který je popsán v kapitole 3.2.1.  
Dále také existuje několik verzí predikce založené na exponenciálním vyhlazení časové řady. Mezi 
takové  metody  patří  například  Wintersovo,  Holtovo  lineární,  Brownovo  lineární  a  Kvadratické 
exponenciální vyhlazování. Tyto metody jsou často poměrně podobné, a proto zde budou popsány 
podrobněji jen některé z nich.
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Všechny metody predikce v časových řadách se  potýkají  s  problémem sezónnosti,  trendu  
a cyklů. Některé metody s těmito vlivy počítají a není nutné v tomhle ohledu data předzpracovávat, 
jiné metody naopak předzpracování dat v podobě odstranění cyklů a sezónnosti pro přesnost výsledků 
predikce vyžadují. Obecně lze říci, že existují dva typy výpočtu předpovědi průběhu časové řady. 
Prvním z nich je jednokrokový výpočet (z angl. single-step), kdy je možné vypočítat předpověď pouze 
na  další  navazující  časový interval  (např.  den).  Pro  předpověď obecně  n-tého intervalu  je  nutné 
iterativně výpočet opakovat, proto se tento způsob také označuje jako otevřena smyčka (z angl. Open-
loop).   Druhým je  vícekrokový výpočet (z  angl.  Multi-step),  kdy predikuje na základě dostupných 
současných dat všechny chybějící. Tento způsob je také označován jako  uzavřená smyčka (z angl.  
Closed-loop).
3.3.6.1 Jednoduché pohyblivé průměry 
Nejjednodušším  a  nejméně  přesným  způsobem  predikce  vývoje  časové  řady  je  použití  některé 
odvozeniny pohyblivého průměru. Granularita výsledné časové řady odpovídá délce historických dat 






 x i , Rovnice 3.7.
Na rovnici č. 3.7. odpovídá F predikci pro čas t, dále je x je aktuální hodnota v čase t a N je 
celkový počet historických hodnot, které byly použity pro výpočet průměru. Výsledná predikce tedy 
čistě závisí na na předchozích hodnotách, které jsou použity bez přidělení jakýchkoliv vah.  Stejnou 
váhu pro  predikci  mají  tedy,  jak  hodnoty  nejblíže  k  těm predikovaných,  tak  hodnoty,  které  se 
nacházejí dále do historie časové řady. Metoda také nebere v úvahu trend a sezónnost časové řady. 
Proto se jedná o poměrně nepřesnou metodu predikce, kterou lze použít pouze na krátkodobé odhady 
u časových řad bez výrazného trendu, sezónnosti a náhodných jevů. 
Více o metodách založených na jednoduchých pohyblivých průměrem může být nalezeno v 
[16].
3.3.6.2 Jednoduché exponenciální vyhlazování
Stejně jako metody pohyblivých průměrů, tak i tato metoda nebere v potaz trend a sezónnosti časové 
řady, přesto se jedná o přesnější metodu v porovnání s metodou pohyblivých průměrů. Tato metoda, 
totiž přiděluje hodnotám, které jsou použity k výpočtu, různé váhy podle vzdálenosti  hodnoty do 
historie časové řady. Čím blíž jsou hodnoty na časové ose k bodu předpovědi, tím větší váhu mají. 
Naproti tomu předcházející hodnoty na časové ose mají váhu nižší, a proto tolik neovlivňují výpočet 
predikce. Výpočet predikce metodou exponenciálního vyhlazování je znázorněn rovnicí č. 3.8.
F  t1= x t1− F t  Rovnice 3.8.
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V  rovnici  označuje  Ft   předchozí  hodnotu predikce,  s  tím,  že  v  nultém bodě predikce,  lze 
počáteční hodnotu vypočítat metodou jednoduchého pohyblivého průměru, který je uveden v kapitole  
č.  3.3.6.1.  Konstanta   řeckého písmena  α označuje  váhu pro  danou hodnotu  xt a  pro  předchozí 
predikci Ft, tato konstanta nabývá hodnot v intervalu <0;1>.
3.3.6.3 Dvojité exponenciální vyhlazování
Tato metoda vyhází  z předchozí metody jednoduchého exponenciálního vyhlazování  časové řady, 
avšak  navíc  počítá  s  trendovou složkou časové  řady.  Při  výpočtu  této  metody  se  použije  rozdíl 
dvojitého a jednoduchého exponenciálního vyhlazení, ke kterému se přičte výsledek jednoduchého 
exponenciálního vyhlazení,  upravený váhou  α,  která již byla popsána v předchozí kapitole. Tímto 
způsobem, lze získat predikci, které více odpovídá trendu časové řady. Princip výpočtu je ilustrován 
na rovnicích 3.9. až 3.11.
a=2Ft 
1−F t 






F  t p=abp Rovnice 3.11.
Proměnné F1 a F2 určují výpočet predikce jednoduchým exponenciálním vyhlazením pro čas t. 
Konstanta v podobě řeckého písmena α určuje váhu právě počítané hodnoty predikce. Parametr p je 
počet period ve zvolené časové řadě. 
Více o této metodě lze nalézt v [16].
3.3.6.4 Metoda Winters
Tato metoda  byla  původně navržena C.  Holtem pro časové řady bez sezónnosti.  Poté ji  C.  Holt 
přepracoval pro použití na časové řady, které obsahují trendy. Nakonec byla tato metoda zobecněna 
Wintersem a byla přidána podpora sezónnosti. V literatuře se tato metoda také uvádí pod názvem 
Holt-Winters. Metoda Winters spadá mezi metody exponenciálního vyhlazování časových řad.
Metoda  Winters  pracuje  se  dvěma  modely  sezónnosti.  S  multiplikativním  a  aditivním 
modelem. Rozdíl mezi těmito modely je popsán v předchozí kapitole zabývající se analýzou trendu v 
časových  řadách.  Metoda  je  založena  na  třech  aktualizujících  se  komponentách,  které  nabývají 
hodnot od 0 do 1. Komponenty dávají větší váhu současným hodnotám oproti těm z minulosti. Váhy 
jsou  postupně  geometricky  snižovány  konstantním  poměrem.  První  komponenta  představuje 
vyhlazenou  řadu,  tedy  řadu,  ze  které  byla  odstraněna  sezónnost  a  cykly.  Druhá  komponenta 
představuje  sezónní  index časové řady.  Poslední  komponenta  popisuje  změnu dat  během periody 
času. Jedná se tedy v podstatě o metodu trojité exponenciálního vyhlazování časové řady.
Tato  metoda  byla  vybraná  pro  samotnou  implementaci  predikce  časových  řad  a  bude 
podrobněji rozebrána v kapitole č. 5.7. Více o této metodě lze také nalézt v [16][17].
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3.3.6.5 Neuronové sítě
Rozmach neuronových sítí v posledních letech je opravdu velký. Neuronové  sítě se využívají stále 
ve více oborech informatiky. Co se dolování z dat týče, tak se často využívají pro potřeby klasifikace, 
predikce a poměrně často v populární oblasti sociálních sítí. Pro dolování dat v časových řadách  
lze využít odvozeninu známého algoritmu Back propagation zvaná Recurrent back propagation. Více 
informací o neuronových sítích lze nalézt v [1].
3.3.6.6 Regrese
Predikce pomocí lineární a nelineární regrese byla již popsána v kapitole č. 2.5.2. jako typický způsob 
pro  predikování  v  klasických typech  dat.  Regrese  je  možné  využít  i  v  časových řadách.  V této 
kapitole uvedeme jeden z možných algoritmů nelineární regrese, a to SVM algoritmus, který je také 
možné použít i pro klasické typy dat.
Support Vector Machines je algoritmus založený na statistickém učení. Modely SVM fungují 
na  podobných  principech  jako  neuronové  sítě.  Tento  algoritmus  lze  využít  nejenom  
na  klasická  relační  data,  ale  i  na  data  komplexní,  jakými  jsou  dolování  z  textů,  obrázků  nebo 
časových řad. Výhodou tohoto algoritmu je jeho použitelnost a rozšiřitelnost. 
Algoritmus se učí v průběhu fáze trénování, kdy tento proces probíhá iterativně, dokud není 
splněna  podmínka  konvergence.  Existuje  celá  řad  odvozenin  a  optimalizací  tohoto  algoritmu  
pro různé modely jako např.  SVM regrese,  kernel-based SVM nebo active  learning SVM. SVM 
regrese hledá spojitou funkci,  tak aby co nejvíce bodů leželo v prostoru o vzájemné  vzdálenosti 
epsilon.  Hodnota  epsilon  je  zadaná  uživatelem před  samotným  zahájením výpočtu.  Více  o  této 
metodě predikce lze také nalézt v [1][6].
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4 Systém pro dolování z dat
Na Fakultě informačních technologií Vysokého učení technického v Brně je v rámci bakalářských 
a  diplomových  prací  vyvíjen  systém  pro  dolování  z  dat.  Tento  systém je  vyvíjen  na  platformě 
NetBeans v jazyce Java a využívá databázového systému Oracle prostřednictvím jazyka PL/SQL. 
Tento systém již obsahuje hotové jádro a několik modulů implementujících konkrétní dolovací úlohy. 
Pro definici dat a operací nad nimi je určen jazyk DMSL. Tato aplikace má charakter klient – server, 
kde klient  v  podobě aplikace na platformě  NetBeans se  připojuje  na  databázový server  Oracle.  
Na straně klienta dochází  k definici  dat,  předzpracování  dat  a nastavení dolování,  zatímco server 
Oracle  s  podporou  dolování  Oracle  Data  Mining  (dále  jen  ODM) kompletně  zajišťuje  dolovací 
proces. Více informací o postupném vývoji tohoto systému lze nalézt v [2][3][4][6][7][13].
4.1 Platforma NetBeans
Firma Sun microsystems produkuje projekt NetBeans jako open source. Platforma je produkována 
pod  licencí  CDDL,  která  umožňuje  i  komerční  využití  této  platformy.  Hlavní  částí  je  vývojové 
prostředí  NetBeans  IDE,  které  je  určené  pro  vývojáře  a  podporuje  celou  škálu  programovacích 
jazyků,  jako  například  C++,  PHP,  Ruby,  ale  hlavní  je  podpora  programovacího  jazyka  Java,  
ve  kterém je  i  celá  aplikace  vytvořena.  NetBeans  podporuje  všechny Java  platformy,  jmenovitě 
mobilní platformu J2ME, standardní J2SE a enterprise platformu J2EE. 
Další  součástí  je  také  vývojová  platforma  NetBeans.  Tato  platforma  umožňuje  vytváření 
rozsáhlejších  aplikací  na  již  rozšiřitelném  základu.  Platforma  poskytuje  dále  také  správu 
uživatelského  rozhraní,  prezentaci  dat,  správu  nastavení,  grafický  a  textový  editor  a  různé  další 
komponenty. Kompletní dokumentace pro vývojáře je dostupná na [12].
4.2 ODM (Oracle Data Mining)
Systém pro dolování z dat využívá jako databázový systém relační databázi Oracle. Tento databázový 
systém  obsahuje  podporu  dolování  z  dat  označovanou  jako  ODM.  Je  zde  zabudována  a 
implementována podpora několika dolovacích úloh a metod pro předzpracování dat před samotným 
dolováním. Všechny tyto metody jsou zabudovány v jádře systému databáze a je tedy možné veškeré 
funkce využít  přímo nad daty v databázi.  Z vývojářského hlediska je možné veškeré zabudované 
metody používat pomocí jazyka PL/SQL a JDM (Java data mining API). 
 Mezi metody a algoritmy, které jsou zabudované v ODM patří například transformace dat  
při předzpracování dat, implementace algoritmu Apriori pro dolování asociačních pravidel, metody 
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pro  shlukování,  textové  a  prostorové  dolování.  Implementovány  jsou  také  algoritmy  pro  typické 
úlohy dolování jako například rozhodovací strom, bayesovský klasifikátor a SVM pro klasifikaci, 
regrese pro potřeby predikce. Kompletní dokumentace je dostupná v [9].
Výhodou  použití  ODM je,  že  zajišťuje  kompletní  dolovací  funkcionalitu  a  je  tedy možné 
proces dolování provádět na serveru. Data tedy zůstávají v databázi a nemusí být nikam přesouvána, 
s  čímž  souvisí  nízká  zátěž  přenosového  pásma.  ODM také  podporuje  více  platforem a  řetězení 
výsledků dolování. V neposlední řadě Oracle nabízí celou řadu zabezpečení a optimalizací výkonu 
databázového serveru.
4.3 DMSL
Pro  definici  dat  a  operací  nad  nimi  slouží  v  systému  pro  dolování  z  dat  jazyk  Data  Mining 
Specification  Language  (dále  jen  DMSL),  který  je  založen  na  široce  rozšířeném  jazyku  XML. 
Výhodou  jazyka  XML je  jeho  snadná  rozšiřitelnost,  deskriptivnost  a  obecnost.  Jedná  se  tedy  o 
dokument určený pro popis dolování z dat. Více o tomto jazyku a jeho specifikaci je možné nalézt v 
[8].
Dokument  v  jazyce  DMSL  se  skládá  z  modelu  dat,  dolovacího  modelu,  dolovací  úlohy, 
znalostí o dolovací úloze a ze znalostní domény.  Struktura dokumentu je znázorněna na obrázku č.  
4.1.  Model  dat (DataModel) definuje  vstupní  data.  Dolovací  model  (DataMiningModel) popisuje 
data, která budou použita pro dolování.  Element  znalosti  o dolovací doméně (DomainKnowledge) 
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Obrázek 4.1: Struktura dokumentu DMSL, převzato z [8]
definuje například vztahy mezi  daty,  integritní omezení atd.  Dolovací úloha (DataMiningTask) je 
element,  který  uchovává  operace  prováděné  nad  vstupními  daty.  Element  znalosti  (Knowledge) 
obsahuje  získané  znalosti  z  dolování.  Hlavní  element  dokumentu  DMSL  je  poskládán  z  výše 
uvedených elementů je definován jako:  <!ELEMENT DMSL (Header?, (FunctionPool | 
DataModel  | DataMiningModel  | DomainKnowledge  | DataMiningTask  | 
Knowledge)+)>
4.4 Komponenty a jádro systému
V systému existuje několik základních modulů, které jsou umístěny v jádře systému a modulů, které 
implementují  určité  dolovací  úlohy.  Základní  částí  systému  je  však  jádro  a  grafické  uživatelské 
rozhraní. Základní třídou jádra systému je třída Kernel.java. Jádro systému přímo pracuje s DMSL 
dokumentem a definuje data a operace nad nimi, dále také obsahuje moduly pro předzpracování dat, 
umožňuje nastavení systému a dolovacího procesu. Schéma základních tříd jádra systému je možné 
vidět na obrázku č. 4.2. 
Grafické uživatelské rozhraní je rozděleno do několika části. V levé části se nachází seznam 
projektů. V prostřední části  se poté nachází hlavní pracovní plocha, kde je umožňoje sestavování 
grafu dolovacího procesu. Dolovací proces se v systému specifikuje v podobě grafu, který se skládá 
komponent dolovacího procesu a přechodů mezi nimi. Komponety jsou v systému rozděleny do dvou 
palet a jsou umístěny v pravé části rozhraní. První paleta reprezentuje komponenty jádra, které slouží 
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Obrázek 4.2: Diagram tříd jádra systému, převzato z [13]
převážně pro výběr a předzpracování dat. Druhá paleta obsahuje komponenty představující konkrétní 
dolovací  moduly.  Rozložení  hlavního  okna  aplikace  je  zobrazeno  na  obr.  č.  4.3.  Všechny 
komponenty systému jsou  popsány dále.
4.4.1 Insight 
Komponenta umožňující náhled do existujících tabulek, které vznikání např. po spuštění výběru nebo 
předzpracování dat. Tuto komponentu lze připojit pouze na podporované komponenty a zobrazení 
náhledu do tabulky s daty je možné vyvolat volbou explore z kontextového menu této komponenty.
4.4.2 Select data  
Komponenta  pro  výběr  vstupních  dat.  Vstupní  data  mohou  být  vybrána  
z dostupné ORACLE databáze nebo souborů ve formátu .csv. Data ze souborů *.csv je nutné nejprve 
naimportovat   do příslušné databáze.  Komponenta  dále  umožňuje  upravovat  reference vybraných 
atributů a vytvářet složitější spojení více tabulek pomocí klauzule JOIN. Více o všech komponentách 
jádra systému je napsáno v [2].
28
Obrázek 4.3: Hlavní okno aplikace s grafem a paletou
4.4.3 Transformations 
Komponenta pro předzpracování dat v podobě diskretizace, normalizace, vyhlazení hodnot pomocí 
tzv. košů a eliminace odlehlých hodnot.  Tyto metody mohou být prováděny pouze na uživatelem 
vybrané  atributy vstupních dat.  Všechny tyto  metody předzpracování  dat  jsou stručně popsané v 
kapitole č. 2.4. této práce a podrobně v [2]. 
4.4.4 VIMEO 
Další  komponenta  pro  předzpracování  dat  před  samotným procesem dolování.  Tato  komponenta 
implementuje  základní  metody  předzpracování  dat,  jako  například  eliminace  odlehlých  hodnot, 
doplnění chybějících hodnot nebo náprava nevalidních dat. O činnosti této komponenty již vypovídá 
její název, který je zkratkou anglických názvů jednotlivých úloh (Valid, Invalid, Missing, Empty, 
Outliers).  Metody  a  úlohy  předzpracování  dat  pro  potřeby  dolování  jsou  podrobněji  popsány  v 
kapitole č. 2.4.
4.4.5 Reduce 
Tato komponenta umožňuje redukce vstupních dat pouze na potřebná data, popřípadě redukci dat 
podle zvoleného měřítka v procentech k celkovému počtu záznamů. Dále tato komponenta umožňuje 
dělení vstupních dat na více sad pro účely trénování, testování a aplikace úloh klasifikace a predikce.
4.4.6 Report 
Komponenta pro zobrazení výsledků dolování. Jedná se o komponentu, která figuruje na konci grafu 
dolovacího procesu a  patří  do poslední  fáze dolování,  tedy do fáze vyhodnocení  dolovací  úlohy. 
Obsah této komponenty se liší s ohledem na připojený dolovací modul. Obsah této komponenty je 
tudíž generovaný samotným dolovacím modulem. Jako příklad lze uvést Report pro modul predikce v 
časových řadách, který je zobrazen na obrázcích v kapitole č. 6.
4.4.7 Regression 
Jedná se komponentu, která představuje predikční dolovací úlohu. Tato dolovací úloha je v systému 
řešena  implementací  lineární  a  nelineární  regrese  a  algoritmu  SVM.  Ukázka  práce  s  touto 
komponentou je již popsána v [6].
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4.4.8 Naive Bayes Classification a Decision Tree 
Tyto komponenty shodně reprezentují klasifikační dolovací úlohu. Každý z nich ovšem reprezentují 
jiný použitý algoritmus klasifikace. První z nich implementuje metodu Bayesovské klasifikace a druhá 
metodu Rozhodovacího stromu. Popis těchto komponent je uveden v [7], resp. v [4].
4.4.9 Asociační pravidla 
Jedná  se  o  konkrétní  dolovací  modul,  který  implementuje  dolování  asociačních  pravidel  pomocí 
algoritmu Apriori. Popis práce s tou komponentou je popsán v [3].
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5 Implementace
V rámci této práce je úkolem implementace nového modulu v systému dolování z dat na platformě 
NetBeans.  Nový  modul  bude  založen  na  predikční  dolovací  metodě,  konkrétně  na  algoritmu 
exponenciálního vyhlazování Winters. Dále bude modul obsahovat metodu předzpracování časových 
řad. Pro implementaci byla vybrána analýza sezónnosti časových řad a jejich následné vyhlazení. S 
těmito rozšířeními stávajícího systému na dolování z dat souvisí i nutné změny ve struktuře DMSL 
dokumentu  a  ve  vizualizaci  výsledků  dolování.  Implementace  nové  modulu  je  popsána  v 
následujících podkapitolách.
5.1 Integrace modulu do aplikace
Jak již bylo napsáno v předchozí kapitole celý systém pro dolování dat je postaven na  NetBeans 
platform. Z tohoto důvodu je nutné pro vývoj tohoto systému využít vývojového prostředí NetBeans. 
Při  přidání  nového modulu  do  aplikace  byla  zachována konvence v  pojmenování  modulů.  Nový 
modul  dostal  název  dm-module-es,  kde  es  odpovídá  angl.  výrazu  Exponential  smoothing,  tedy 
pojmenování použité statistické metody predikce. 
Nový modul v aplikaci NetBeans lze přidat jako nový projekt Module  možností Add to module  
suit, která se nachází v záložce  NetBeans Modules. Volbu Add to module suit lze použít pouze v 
případě, že máme již hotový systém a k dispozici zdrojové soubory, což je náš případ. V opačném 
případě by bylo nutné vyvíjet modul samostatně, zaškrtnutím volby Stand-alone module. Při integraci 
modulu  do  aplikace  je  nutné  přidat  závislosti  na  další  moduly  systému  a  předponu  modulu.  V 
prostředí  NetBeans je možné závislost zadat na položce Libraries volbou Add Module Dependency. 
Pro správný běh modulu je nutné přidat závislosti na moduly Dialogs API, UI utilities, API utilities a 
moduly  jádra  aplikace  dataminer  dm-api,  dm-core-wrapper a  dm-editor.  Pokud  jsou  v  modulu 
použity grafy je nutné přidat i závislost na příslušné jfreeChart moduly jfreechart-wrapper a jmath-
wrapper. Předponu modulu neboli Code Name Base je nutné pojmenovat jako cz.vutbr.fit.dataminer, 
tak jak je uvedena u všech ostatních modulů aplikace dataminer.
V neposlední řadě je  nutné upravit  soubor  layer.xml ve  složce  modulu.  Jelikož  jednotlivé 
moduly o sobě navzájem neví  a nemohou navzájem využívat  vlastní  metody,  je  nutné vytvoření 
instancí  tříd  a  jejich  vzájemné  propojení  pomocí  FileSystem.  Takto  upravený  soubor  layer.xml 
zaručuje umístění modulu v paletě dolovacích komponent systému. Následuje vzorový obsah souboru 
layer.xml a vytvoření instance hlavní třídy nového modulu.
<folder name="MiningPieceRegistry">




      </file>
    </folder>
  </folder>
V tomto souboru je dále možné definovat vazby na další komponenty systému  dataminer. V 
následujícím konkrétním příkladu nového modulu je patrné, že modul může být napojen pouze na 
komponenty  SelectData a  Reduce.  Komponenta  SelectData slouží výběru vstupních dat z různých 
zdrojů Komponenta Reduce slouží k redukci vstupních dat. Dále je z uvedeného vzoru patrné, že na 
daný modul lze napojit komponentu Report, která slouží pro zobrazení výstupu dolování.
  <folder name="MiningPieceConfig">
    <folder name="cz-vutbr-fit-dataminer-forecastesmodule-ForecastEsModule">
      <folder name="accept">
        <file name="cz-vutbr-fit-dataminer-editor-palette-items-Select"/> 
        <file name="cz-vutbr-fit-dataminer-editor-palette-items-Reduce"/>
      </folder>
    </folder>
    <folder name="cz-vutbr-fit-dataminer-editor-palette-items-Report">
      <folder name="accept">
        <file name="cz-vutbr-fit-dataminer-forecastesmodule-
ForecastEsModule"/>
      </folder>
    </folder>
  </folder>
5.2 Implementace modulu
V systému  dataminer je  vytvořena  abstraktní  třída  MiningPiece.  Pro správnou funkčnost  nového 
modulu je nutné, aby hlavní třída tohoto modulu implementovala tuto abstraktní třídu. Modul je poté 
možné zobrazit  v paletě dolovacích  modulů a zařadit  do grafu dolovacího procesu.  Pro správnou 
funkčnost  je  nutné  v konstruktoru  třídy  vyplnit  následující  parametry  modulu:  DisplayName, 
Description,  PaletteIcon,  EditorIcon,  tedy  zobrazovaný  název  modulu,  popis  modulu,  který  se 
zobrazí  jako popisek ikony modulu  a cesta  k ikoně modulu.  Název a popis  jsou poté  uloženy v 
lokalizačním  balíku  modulu  zvaném  Bundle.properties.  Pro  nastavení  těchto  parametrů  existují 
předdefinované metody. Vzorový kód konstruktoru pro nastavení parametrů nového modulu je možné 
vidět v v následujícím kódu.
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Abstraktní  třída  MiningPiece obsahuje  dále  několik  užitečných metod,  které  je  potřebné  v 
novém  modulu  využít.  Jedná  se  zejména  o  metody  run(),  openCustomizingDialog(), 
getOutputPanel() a další. Všechny metody a atributy abstraktní třídy MiningPiece je možné vidět na 
obr. 5.1., kde je zobrazen návrh diagramu tříd. 
Metoda  openCustomizingDialog()  slouží  k zobrazení  dialogu,  který obsahuje formulář  pro 
nastavení parametrů dolovací metody a určení zdroje vstupních dat. Tento dialog je vyvolán dvojitým 
kliknutí  na  ikonu  dolovacího  modulu  v  grafu  dolovacíh  procesů.  Oproti  tomu  metoda 
getOutputPanel() je plně funkční pouze v případě, je-li daný dolovací modul připojen na komponentu 
systému Report. Metoda poté umožňuje zobrazení panelu, který obsahuje výsledky dolování např. v 
podobě sestav a grafů. Metoda  run() spouští běh daného dolovacího procesu. V GUI aplikace lze 
dolovací  proces  spustit  kliknutím pravým tlačítkem myši  na  ikonu dolovacího modulu  v grafu a 
vybráním volby run z kontextového menu. Vybráním této volby se spustí právě metoda run(). 
Metody  AfterAcceptEvent() a  BeforeAcceptEvent() provedou  nadefinované  akce  po  přijetí 
komponenty do grafu, resp. před přijetím komponenty do grafu dolovacích procesů. Těchto metod lze 
například využít k uložení výchozích elementů modulu do dokumentu DMSL. Oproti tomu metody 
BeforeRemoveEvent() a  AfterRemoveEvent() slouží  k  provedení  akcí  před,  resp.  po  odebrání 
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Obrázek 5.1: Abstraktní třída MiningPiece, převzato z [7]
komponenty z grafu dolovacích procesů. Tyto metody lze využít  například pro odebrání elementů 
daného modulu z dokumentu DMSL nebo např. ke smazání již nepotřebných databázových tabulek.
5.3 Dokument DMSL
Časové řady jsou specifická data, která se liší od dat dosud používaných v systému pro dolování. 
Obecně se očekává, že vstupní data jsou klasická data obohacená o časovou složku, která je klíčová 
pro následné dolování. Z těchto faktů bylo nutné vycházet při návrhu DMSL dokumentu, kterého 
nový  modul  využívá.  Modul,  který  byl  implementován,  stejně  jako  ostatní  dolovácí  moduly, 
nevytváří  v  DMSL  element  DataMiningModel,  tento  element  je  do  DMSL  přidán  komponenty 
předzpracování dat. V případě, že tyto komponenty nejsou v grafu procesu dolování, je použit pouze 
DataModel, který vytváří komponenta SelectData. 
V dokumentu DMSL existuje element DataMiningTask, který je definován velmi obecně, což 
umožňuje dodržení univerzality a možnost využití u různých dolovacích úloh, které mohou mít různé 
požadavky  na  data  a  nastavení.  V  této  kapitole  je  nastíněn  návrh  vytvoření  elementu 
ExponentialSmoothing pro potřeby predikce pomocí  metody  Winters.  Tento element byl  vytvořen 
podle obecného elementu DataMiningTask, který je zobrazen níže.
<!ELEMENT DataMiningTask ANY >
<!ATTLIST DataMiningTask name CDATA #REQUIRED
language CDATA #REQUIRED
languageVersion CDATA #IMPLIED
type CDATA #IMPLIED >
5.3.1 DataMiningTask
V definici  obecného elementu  DataMiningTask jsou povinné pouze parametry  name a  language. 
Nově vytvořená entita ExponentialSmoothing bude uchovávat elementy InputDataType a Parameters 
reprezentující  zdroj  vstupních  dat  a  parametry  pro  dolování.  Element  InputDataType  obsahuje 
povinné  atributy  dateColumn určující  identifikaci  časové  složky  vstupních  dat  a  valueColumn 
představující název atributu, který obsahuje data pro predikci.
<!ELEMENT ExponentialSmoothing (InputDataType, Parameters)>
<!ATTLIST ExponentialSmoothing algorithm CDATA #REQUIRED>
<!ELEMENT InputDataType>
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<!ATTLIST InputDataType dateColumn CDATA #REQUIRED
  valueColumn CDATA #REQUIRED >
Pro  výpočet  budou  zapotřebí  parametry  určující  hodnotu  počáteční  váhy úrovně,  trendu  a 
sezónnosti  časové řady,  dále  časová jednotka predikce a  vstupních dat  (den,  měsíc,  rok,  minuta, 
hodina), počet období v časové jednotce pro predikci budoucích hodnot a délka sezónní periody opět 
ve zvolené časové jednotce. 
<!ELEMENT  Parameters (LevelWeight, TrendWeight, SeasonalityWeight, 










Dalším základním elementem dokumentu  DMSL je  element  Knowledge.  Tento  element  slouží  k 
uchování znalostí získaných dolováním z dat. Obsahuje tedy informace sbírané v průběhu procesu 
dolování. Element Knowledge bude obsahovat tři elementy BuildTask, PreprocessTask a ApplyTask. 
<!ELEMENT Knowledge ANY>
<!ATTLIST Knowledge name CDATA #REQUIRED
    language CDATA #REQUIRED
    type CDATA #IMPLIED
    languageVersion CDATA #IMPLIED>
Element BuildTask obsahuje informace z první části běhu procesu dolování, kdy jsou získávána 
a upravována vstupní data pro dolování. V této fázi dochází k sestavení modelu dat, který bude použit 
pro  dolování.  Atributy  vytvořeného  modelu  poté  popisuje  vnořený  element  Model.  Element 
BuildTask obsahuje  povinné  atributy  name (název  operace),  input (název  databázové  tabulky  se 
vstupními daty),  output (název databázové tabulky,  kde jsou uložena data zpracovaná v  Build fázi 
procesu), start a end (čas začátku a konce průběhu Build fáze), status (určuje stav fáze).
<!ELEMENT BuildTask (Model)>  
<!ATTLIST BuildTask name CDATA #REQUIRED
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    model CDATA #REQUIRED
    input CDATA #REQUIRED
    output CDATA #REQUIRED
    start CDATA #REQUIRED
                    end CDATA #REQUIRED 
    status CDATA #REQUIRED>  
<!ELEMENT Model (Attribute)>
<!ATTLIST Model name CDATA #REQUIRED>
<!ELEMENT Attribute>
<!ATTLIST Attribute name CDATA #REQUIRED>
    type CDATA #REQUIRED>
Další element PreprocessTask obsahuje informace z průběhu fáze předzpracování dat pro účely 
dolování z dat. Tento element obsahuje stejné atributy jako předchozí element BuildTask. Jedná se o 
atributy name, input, output, start, end a status. Oproti předchozímu elementu navíc obsahuje vnořené 
elementy SeasonalIndex a SeasonalAnalysis. Tyto elementy obsahují pouze jeden atribut table, který 
slouží  pro  uložení  názvu tabulky,  ve  které  je  uložen  sezónní  index  jednotlivých  období  v  délce 
zvolené periody a výsledek sezónní analýzy.
<!ELEMENT PreprocessTask (SeasonalIndex | SeasonalAnalysis)>
<!ATTLIST PreprocessTask name CDATA #REQUIRED
        model CDATA #REQUIRED
        input CDATA #REQUIRED
    output CDATA #REQUIRED
    start CDATA #REQUIRED
                    end CDATA #REQUIRED 
    status CDATA #REQUIRED>
<!ELEMENT SeasonalIndex>
<!ATTLIST SeasonalIndex table CDATA #REQUIRED>
<!ELEMENT SeasonalAnalysis>
<!ATTLIST SeasonalAnalysis table CDATA #REQUIRED>
Element  ApplyTask obsahuje opět stejné parametry, jako jeho dva předchůdci. Tento element 
slouží k ukládání informací o průběhu samotné fáze dolování z dat. Tento element také obsahuje 
vnořený element  Metrics.  Element  Metrics slouží  k uchování  metrik  a statistik  výpočtu predikce 
časové  řady.  Konkrétně  element  obsahuje  metriky  MAD,  MAE,  MAPE  a  statistiky  průměrná 
sezónnost s trendem a samotný průměrný absolutní trend výsledné predikce.
<!ELEMENT ApplyTask (Metrics)>
<!ATTLIST ApplyTask name CDATA #REQUIRED
    model CDATA #REQUIRED
    input CDATA #REQUIRED
    output CDATA #REQUIRED
    start CDATA #REQUIRED
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              end CDATA #REQUIRED 
    status CDATA #REQUIRED>
<!ELEMENT Metrics EMPTY>
<!ATTLIST Metrics mae %REAL-NUMBER; #REQUIRED
  mad %REAL-NUMBER; #REQUIRED
  mape %REAL-NUMBER; #REQUIRED
  seasonality %REAL-NUMBER; #REQUIRED
            trend %REAL-NUMBER; #REQUIRED>
5.3.3 Příklad dokumentu DMSL




 <InputDataType  date="DATE" value="SALE"></InputDataType>
 <Parameters >
 <LevelWeight >0.1 </LevelWeight>
 <TrendWeight >0.1 </TrendWeight>
 <SeasonWeight >0.8 </SeasonWeight>
 <PeriodLength >12 </PeriodLength>
 <ForecastLength >6 </ForecastLength>
 <ForecastUnit >Day </ForecastUnit>
 <SeasonalAnalysis >true </SeasonalAnalysis>




<Knowledge  language="XML" name="DM764_ForecastEsModule1" 
type="ExponentialSmoothing"> 
<BuildTask  end="28.4.2010 15:41:45" model="DM764_Model" 







<PreprocessTask  end="28.4.2010 15:41:46" model="DM764_Model" 
input="DM764_BuildData" name="DM764_PreprocessTask" 




<ApplyTask  end="28.4.2010 15:41:46" model="DM764_Model" 
input="DM764_Select1" name="DM764_ApplyTask" output="DM764_Forecast" 
start="28.4.2010 15:41:46" status="true">




</Knowledge>    
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5.4 Vstupní data
Časové řady jsou specifická data. Tudíž i vstupní data pro tento modul jsou více specifická než pro 
ostatní  moduly  systému  dataminer.  Vstupní  data  musí  povinně  obsahovat  časovou  složku,  která 
jednoznačně určuje pozici dat na časové ose. Tento časový atribut musí být buď typu Date nebo typu 
Time  nebo Varchar,  cokoliv  jiného  je  nepovolené  a  proces  dolování  na  tomto  typu  dat  nebude 
pokračovat, ale skončí chybou. V případě, že je atribut času zadán jako řetězec, je nutné aby byl 
uveden ve formátu yyyy-mm-dd hh:mm:ss. Správná vstupní data reprezentující spojitou formu časové 
řady jsou zobrazena na obr. č. 5.2.
Vstupní  data  dále  mohou  obsahovat  časovou složku v  neunikátní  podobě.  Tedy pro  jeden 
časový údaj více hodnot stejného atributu. V takovém případě jsou hodnoty sečteny a je vytvořena 
suma těchto hodnot.  Při výskytu více hodnot pro stejný časový údaj se nabízí několik řešení této 
situace. Hodnoty lze např. zprůměrovat nebo vybrat libovolnou z nich a ostatní ignorovat. Toto řešení 
lze použít na hodnoty, které jsou vzhledem k časovému údaji duplicitní, např. z důvodu chyby při 
ukládání, měření a tak dále. 
Další možností je právě použití sumy těchto hodnot. Toto řešení vychází z předpokladu, že více 
hodnot pro stejný časový údaj se vyskytuje z důvodu příliš vysoké hrubosti časové řady vzhledem ke 
zvolené jednotce času.  Jako příklad lze uvést  časovou řadu,  které popisuje měření  přenosu dat  v 
počítačové síti. Přenos je měřen každou minutu, ale při predikci vývoje této řady je jako jednotka 
času zvolena  hodina.  V tomto  případě  dojde  správně k  sečtení  všech  hodnot  posbíraných danou 
hodinu v minutových intervalech.
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Obrázek 5.2: Ukázka vstupních dat
5.5 Předzpracování dat 
5.5.1 Chybějící hodnoty 
Ve vstupních datech se mohou vyskytnout chybějící hodnoty. V takovém případě není časová řada 
spojitého charakteru a není možné přesně provádět predikci budoucích hodnot. Je tedy nutné hodnoty 
pro  chybějící  časové  údaje  doplnit.  V  tomto  případě  nelze  použít  klasické  metody  doplnění 
chybějících hodnot, které jsou již v systému dataminer implementované. Tyto metody totiž neberou v 
potaz časovou složku datové řady. 
Všechny chybějící časové složky časové řady musejí být doplněny, tak aby časová řady byla 
spojitého  charakteru.  K  doplněným časovým údajům je  také  zapotřebí  odpovídajícím  způsobem 
doplnit hodnoty tak, aby neměnily trend, sezónnost a celkový charakter časové řady. Nejjednodušší je 
všude doplnit nulové hodnoty. To však způsobí zkreslení výsledku predikce, a také zkreslení trendu a 
sezónnosti. 
Nejlepším řešením je  použít  průměr  předchozí  periodické hodnoty a  následující  periodické 
hodnoty. Pokud není některá z těchto dvou hodnot dostupná, poté použijeme jen tu, která dostupná je. 
Příkladem může být časová řada s časovou jednotkou měsíc, kde chybí hodnota pro měsíc leden / 
2008 a délka periody byla  zvolena na 12 jednotek,  tedy na 12 měsíců,  resp.  jeden rok. V tomto 
případě se snažíme doplnit lednovou hodnotu v roce 2008, průměrem hodnot z ledna 2009 a z ledna 
2007. 
V případě, že nemáme k dispozici ani jednu z periodických hodnot, poté použijeme průměr 
předchozí a následující hodnoty v časové řadě. Případně, že neznáme některou z těchto dvou hodnot, 
použijeme jen tu, které je k dispozici. Ukázka neúplné časové řady je patrná na obr. č. 5.3, zatímco 
řádně doplněná stejná časová řada je zobrazena na obr. č. 5.2.
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Obrázek 5.3: Ukázka neúplné časové řady
5.5.2 Analýza sezónnosti 
Analýza trendu a sezónnosti byla již obecně popsána v předchozí kapitole č. 3.3.5. Tato analýza bude 
také implementována jako metoda pro předzpracování dat při dolování z časových řad. V aktuální 
verzi systému jsou všechny moduly pro předzpracování implementovány jako součást jádra systému. 
Tím  je  umožněna  určitá  univerzalita  použití  těchto  komponent.  Vzhledem  k  tomu,  že  analýza 
sezónnosti  je  metoda  předzpracování  dat  použitelná  pouze  pro  potřeby  časových  řad,  bude  tato 
metoda předzpracování umístěna přímo do nového modulu. Pro analýzu sezónnosti časových řad byla 
vybrána metoda pohyblivého průměru. Pomocí této metody bude vypočítán index sezónnosti, který 
bude následně použit pro vyhlazení časové řady.
5.5.2.1 Pohyblivý průměr
Pro výpočet pohyblivého průměru je nutné zvolit jakého řádu průměr je. Obecně platí, že pohyblivý 
průměr  řádu  k  počítá průměr  k hodnot.  Výhodou pohyblivého průměru je vyhlazení  dat  a z toho 
plynoucí  odstranění  extrémních  hodnot,  jakými  mohou být  cykly,  odlehlé  hodnoty nebo hodnoty 
ovlivněné sezónností.  
Jako  příklad  výpočtu  lze  uvést  časovou  řadu  prodejů  libovolného  zboží  za  12  měsíců.  
Po agregování hodnot těchto prodejů a seskupení jako sum pro jednotlivé měsíce vyjde řada hodnot 
odpovídající  celkovým prodejům zboží  za  jednotlivé  měsíce.  Tato  řada  může  vypadat  jak  např. 
T={21, 22, 23, 15, 14, 14, 15, 18, 19, 20, 20, 21} pro měsíce leden až prosinec a perioda je rovna 
jednomu roku, tedy dvanácti měsícům. Jedná se o pohyblivý průměr, jelikož se postupně pohybujeme 
řadou a počítáme průměr v délce periody. Výpočet pohyblivého průměru  bude poté vypadat, tak jak 
je zobrazeno v tabulce č. 5.1., kde x odpovídá vstupním hodnotám a y výsledným hodnotám průměru. 
Následně  se  provede  centralizace  pohyblivého  průměru,  tak  že  se  provede  průměr  vždy  dvou 
okolních hodnot. Tato operace je zobrazena v tabulce č. 5.2.
x 21 22 23 15 14 14 15 18 19 20 20 21
y 21 21,5 22 20,25 19 18,17 17,71 17,75 17,89 18,1 18,28 18,5
Tabulka 5.1: Výpočet pohyblivého průměru
x 21 22 23 15 14 14 15 18 19 20 20 21
y 21,25 21,75 21,13 19,63 18,59 17,95 17,73 17,82 18 18,17 18,39 18
Tabulka 5.2: Centralizovaný pohyblivý průměr
5.5.2.2 Sezónní index 
Sezónní index časové řady bude vypočítán pomocí pohyblivého průměru, který je popsán v předešlé 
kapitole.  Tento  průměr  poté  bude  aplikován  na  hodnoty  proměnné  v  každém sezónním období. 
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Výsledný sezónní index je soubor relativních hodnot variabilních v průběhu sledovaného sezónního 
období. Vyjadřuje poměr hodnot za danou část období vzhledem k průměrné hodnotě za období jako 
celek.
Výsledky  pohyblivého  průměru  z  předchozího  příkladu  aplikujeme  na  všechny  původní 
hodnoty a získáme sezónní index viz. následující tabulka č. 8.3., kde x odpovídá vstupním hodnotám 
a y výslednému sezónnímu indexu. Z tabulky je na první pohled patrné, že zboží se prodává nejčastěji 
v zimním období. Na  obr. č. 5.4. je poté zobrazen sezónní index v podobě histogramu pro celou 
časovou řadu, zatímco výše uvedený příklad byl ilustrován pouze na první periodě časové řady.
x 21 22 23 15 14 14 15 18 19 20 20 21
y 1 1,02 1,09 0,77 0,75 0,78 0,85 1,01 1,06 1,1 1,09 1,17
Tabulka 5.3: Výpočet sezónního indexu
5.5.2.3 Vyhlazení časové řady sezónním indexem
Konečnou fází analýzy sezónnosti je vyhlazení časové řady pomocí sestaveného sezónního indexu. 
To se provede jednoduchým dělením odpovídající hodnoty časové řady sezónním indexem. V našem 
případě  počítá  se  sezónností  a  trendem  přímo  metoda  Winters.  Časová  řada,  na  kterou  nebyla 
aplikována sezónní analýza je zobrazena na  obr. č. 5.5. Oproti  obr. č. 5.6. zobrazuje vývoj stejné 
časové řady po vyhlazení sezónní analýzou. 
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Obrázek 5.4: Sezonní index časové řady
5.6 Predikce v ODM
ODM  obsahuje  zabudovanou  podporu  pro  predikci  hodnot.  Existuje  zde  implementace  lineární  
i  nelineární  regrese.  Pro dolování  v  časových řadách lze využít  podpory regrese  v podobě SVM 
algoritmu a několika algoritmů pro vyhlazení časové řady. Některé metody vyhlazování časové řady 
jsou obecně popsány v předchozí kapitole v části zabývající se predikci. V této kapitole dále bude 
podrobně popsána metoda Winters, která byla vybrána pro implementaci. Hlavní důraz v ODM je 
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Obrázek 5.5: Původní časová řada
Obrázek 5.6: Časová řada vyhlazená sezónním indexem
však kladen na implementaci  algoritmu SVM, který je zde možné využít  i  pro lineární regresi,  a 
existuje  zde  podpora  celé  řady  možností  předzpracování  dat  vhodných  pro  tento  algoritmus. 
Algoritmus  SVM je  již  implementován v  systému  dataminer  a  tato  implementace  právě  využívá 
podpory ODM.
5.7 Winters 
Jak již bylo obecně řečeno v  kapitole č.  3.3.6.4.,  tato metoda patří  mezi  metody exponenciálního 
vyhlazování  časových  řad.  Umožňuje  práci  aditivním  a  multiplikativním  modelem  sezónnosti. 
Obecně lze popsat rovnice pro predikci časové řady vztahem
F  t1=L t T t S t1− s , Rovnice 5.1.
pro predikci jedné následující periody a 
F  t1n = L t nT  t S  t1−s  , Rovnice 5.2.
pro predikci obecně n následujících period,
kde Ft+1  označuje hodnotu predikce v čase t+1,  L je odhadovaná úroveň periody v čase t, T je 
odhadovaný trend v čase  t,  S je odhadovaná sezónnost  v čase  t  a  s  označuje periodu sezónnosti. 
Pokud je s=4 se jedná o kvartální data, při s=12 se jedná o měsíční data. Tato rovnice popisuje vliv 
trendu  a  sezónnosti  na  predikci  v  multiplikativním  modelu  sezónnosti.  V  aditivním  modelu 
sezónnosti by tato rovnice obecně vypadala takto
F  t1=Lt T  tS  t1  Rovnice 5.3.
Metoda  Winters  vytváří  tři  neustále  se  aktualizující  komponenty.  První  komponenta 
představuje vyhlazenou řadu, tedy řadu, ze které byla odstraněna sezónnost a cykly. Tato komponenta 
je popsána  rovnicí č. 5.4. Druhá komponenta představuje sezónní index časové řady a je popsána 
rovnicí č. 5.5. Poslední komponenta popisuje změnu dat během periody času a lze vyjádřit rovnicí č.  
5.6. Každá komponenta vyžaduje vyhlazovací konstantu jako parametr. 
L t=0
F t 
S  t− s
1−0Lt−1 T t−1 Rovnice 5.4.




1−2S  t−s  Rovnice 5.6.
Konstanty (α0), (α1), (α2) nabývají hodnot od 0 do 1. Nastavení těchto konstant a hodnot tří 
komponent  rovnice  je  u  této  metody  stěžejní  pro  úspěšnost  a  přesnost  výsledků.  Výše  uvedené 
rovnice se aplikují na multiplikativní sezónní model. Pro aplikaci na aditivní model je nutné pozměnit 
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rovnice  úrovně  a  sezónnosti,  zatímco  rovnice  trendu zůstává  nezměněna.  Upravené  rovnice  jsou 
uvedeny jako č. 8.4. a 8.5.
L t=0F t −S t−s 1−0 L t−1T  t−1 Rovnice 5.7.
S t =2F  t −Lt 1−2S  t−s  Rovnice 5.8.
Nastavení  počátečních hodnot  bylo  diskutováno často v literatuře a  jako nejlepší  nastavení 
hodnot  bylo  ustanoveno  nastavení  podle  rovnic,  které  uvedli  matematici  Chatfield  a  Yar.  Tyto 
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, kde k nabývá hodnot 1,2,..,s. Rovnice 5.11.
Při výpočtu předpovídané hodnoty metodou Winters je nutné brát v úvahu možnou chybu resp. 
odchylku výpočtu v závislosti na kvalitě dostupných dat z minulosti a současnosti a samozřejmě také 
na charakteru trendu časové řady.  Prostředky pro hodnocení  chybovosti  a  výpočet  odchylek  této 
prediktivní metody budou popsány dále v této práci. Více o Wintersově metodě lze najít v [15].
5.8 Vizualizace
V  aktuální  verzi  systému  se  pro  vizualizaci  využívají  knihovny  jFreeChart  a  jMathPlot.  Tyto 
knihovny  jsou  volně  distribuovány  a  umožňují  vykreslování  mnoha  druhů  grafů  a  křivek.  Pro 
vizualizaci výsledků dolování v časových řadách budou použity tyto prostředky. Jako příklad grafu, 
který  může  být  použít  pro  vizualizaci  predikce  časových  řad  lze  uvést  graf  z  obrázku  č.  5.7. 
Vizualizace sezónního index je provedena pomocí histogramu, který již byl popsán v kapitole č. 2.2. 
Více o této knihovně lze nalézt v [14].
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5.9 Hodnocení dolování
Poslední fází procesu dolování z dat je validace a hodnocení výsledků dolování. Není tomu jinak ani 
při  dolování  v  časových  řadách.  Mezi  klasické  metriky  určující  chybovost  a  naopak  správnost 
dolovacích  metod  patří  MAE  (Mean  absolute  error),  MSE  (Mean  squared  error),  MAD  (Mean 
absolute  deviation),  MPV (Mean  predicted  value)  a  jejich  další  odvozeniny.  Rovnice  popisující 
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Obrázek 5.7: Ukázka grafu vytvořeného pomocí jFreeChart knihovny
6 Ukázka a použití modulu 
V této kapitole je popsáno využití nového dolovacího modulu systému dataminer pro dolování z dat. 
Dolovací proces provedeme pro ilustraci postupně na dvou časových řadách. První z nich je  reálná 
časová řada, která popisuje prodeje výrobku v čase, konkrétně v období leden 2009 až březen 2010 
(dále jen reálná data A). Druhou sadou dat je syntetická časová řada prodejů fiktivního produktu v 
rozmezí leden 2008 až březen 2009 (dále jen syntetická data B). Obrázky vždy obsahují pohled na 
reálná data A, pokud není uvedeno jinak. Stejná data B byla již využita při znázornění sezónního 
indexu a vyhlazení časové řady sezónní analýzou v kapitole č. 5.5.2.3., resp. v kapitole č. 5.5.2.2. V 
této kapitole bude také popsáno nastavení celé aplikace, založení nového projektu a sestavení grafu 
dolovacího procesu z dostupných komponent. 
Na přiložením DVD se nachází skript pro vytvoří tabulek v databázi, které mj. obsahují data 
použitá  v  následujících  ukázkách.  Dále  se  na  přiloženém DVD  nachází  DMSL  dokument  s  již 
správně vytvořeným a nastaveným grafem procesu dolování z dat.
6.1 Nastavení aplikace a vytvoření nového 
projektu
Aplikaci dataminer není nutné nijak složitě nastavovat. Pouze, pokud využíváme proxy server pro 
připojení, je nutné proxy správně nastavit v sekci  Tools > Options. Pro představu o rozvržení okna 
aplikace  můžeme  využít  obr.  č.4.3. v  kapitole  č.4.4.  Hlavním  úkolem  po  spuštění  aplikace  je 
vytvoření nového projektu a dokumentu DMSL. Nový projekt založíme vybráním volby File > New 
Project.  V následném v dialogu vybereme  možnost  Data Mining Project ze  záložky  Knowledge 
Discovery.  Nyní  můžeme  zvolit  název projektu a  jeho umístění  na disku pro uložení  potřebných 
souborů.  V  poslední  řadě  musíme  zadat  nezbytné  informace  k  připojení  na  databázový  server 
ORACLE volbou New Oracle database connection. 
6.2 Výběr komponent
Po vytvoření nového projektu a otevření DMSL dokumentu s nastavením se zobrazí prázdná plocha 
pro  sestavení  grafu  procesu  dolování.  Komponenty  lze  vybírat  ze  dvou  palet.  První  obsahuje 
komponenty  jádra  aplikace  a  druhá  konkrétní  dolovací  moduly.  Všechny  komponenty  systému 
dataminer jsou popsané v kapitole č. 4.4. Každý graf dolovacího procesu musí obsahovat minimálně 
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komponenty Select Data, Report a samotný dolovací modul. Možné sestavení komponent do grafu je 
znázorněno na obr. č. 6.1. 
K modulu je dále možné připojit komponenty VIMEO a Transformations. Tyto komponenty 
ovšem nebyly navrhovány pro předzpracování  časových řad a jejich použití  však může pozměnit 
charakter časové řady, a proto je nutné tyto komponenty řádně nastavit vzhledem k charakteru časové 
řady. Více o těchto komponentách a jejich nastavení bylo již napsáno v [2]. 
Po odstranění komponenty Exponentialn Smoothing z grafu procesu dolování dojde ke smazání 
databázových tabulek, které byly vytvořeny během spuštění této komponenty.  V databázi zůstane 
pouze zdrojová tabulka a tabulky případných dalších komponent v grafu dolovacího procesu.
6.3 Výběr vstupních dat
Výběr vstupních dat pro potřeby dolování je umožněn komponentou Select Data. Tato komponenta 
byla již podrobněji popsána v kapitole č. 4.4.1. V našem případě je nutné, aby data obsahovala časový 
atribut, jak je např. znázorněno na obr. č. 6.2. Data je možné importovat z *.csv souborů nebo přímo 
vybrat sloupce z tabulky v databázi. 
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Obrázek 6.2: Výběr dat
Vždy musejí být vybrány alespoň dva sloupce, jeden obsahující časový údaj a druhý numerické 
hodnoty pro predikci. Případně je možné vybrat i více sloupců s hodnotami pro predikci, ale predikce 
bude vždy prováděna pro jeden konkrétní sloupec tabulky, který bude vybrán v nastavení predikční 
metody.
6.4 Nastavení dolování
Po  úspěšném výběru  vstupních  dat  pro  dolování  je  nutné  správně  nastavit  dolovací  metodu.  Po 
otevření dialogu pro nastavení dolovací metody je formulář již vyplněn výchozími údaji,  které je 
možné pro dolování využít. V každém případě je ovšem nutné správně vybrat atribut určující čas a 
atribut, pro který chceme predikci provést. Atribut obsahující čas musí být databázového typu DATE 
nebo VARCHAR.  Pokud je atribut typu  VARCHAR, pak musí být uvedené datum ve formátu yyyy-
mm-dd  a  čas  ve  formátu  hh:mm:ss.  Pokud  není  některá  podmínka  splněna,  pak  nebude  možné 
dolování provést a metoda bude ukončena neúspěšně chybovým hlášením. Výběr atributů je označen 
jako Key Column a Target Column. 
Dalším velice  důležitým parametrem je  jednotka  predikce  (Forecast  Unit).  Toto  nastavení 
udává v jaké časové jednotce se bude predikce provádět a jak jemná, resp. hrubá, má být výsledná 
časová řada. V podstatě tedy toto nastavení určuje granularitu použité časové řady. Pokud je klíčový 
atribut typu  Time je možné zvolit možnost Minute, Hour nebo Second naproti tomu, pokud je klíčový 
atribut typu  Date, pak může uživatel vybrat jednotky času Date, Month a Year. Uživatel musí brát v 
potaz kromě granularity časové řady, také množství dat pro jednotlivé časové jednotky. 
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Parametry Trend, Seasonality a Period jsou váhy jednotlivých složek časové řady pro samotný 
výpočet predikce. Uživatel musí zadat reálná čísla od 0 do 1, v opačném případě bude upozorněn 
chybovým hlášením.  Váhy těchto složek časové řady určují,  jak  moc  bude  brát  metoda  v  potaz 
aktuální hodnotu konkrétní složky oproti hodnotě z předchozího výpočtu.
Parametr Period Length určuje délku periody vybrané časové řady. Například, pokud je časová 
řada seskupena podle měsíců v roce, může být perioda délky 12, tedy celý jeden rok nebo např. 3, 
tedy jeden kvartál. Délka periody je libovolné celé číslo, závisí na potřebách uživatele a na charakteru 
vstupní časové řady.  Délka periody musí  být minimálně o jedna menší  než délka časové řady ve 
zvolené  časové  jednotce  predikce.  Pokud  nastane  opačný  případ,  nebude  predikce  dokončena  a 
uživatel bude upozorněn na chybu.
Parametr  Forecast Length určuje délku časové řady do budoucna pro výslednou predikci. Je 
opět udáván jako celé číslo ve zvolené jednotce času. Délka predikce může být maximálně totožná s 
délkou historických dat. V opačném případě je uživatel upozorněn chybovým hlášením.
Posledním nastavením metody je Seasonal Analysis, tedy sezónní analýza časové řady. Pokud 
je tato volba zvolena, pak je původní časová řady vyhlazena sezónní analýzou v podobě sezónního 
indexu, který je spočítán pomocí  pohyblivého průměru.  Pokud není tato možnost  zvolena, pak se 
uplatňuje sezónnost časové řady při výpočtu predikce. Sezónní analýza časové řady je podrobněji 
popsána v kapitole č. 5.5.2.
Poslední  možností  nastavení  je  zapnutí  výpočtu  predikce  pomocí  jednoduchého 
exponenciálního vyhlazování. Pokud je takto zvoleno, pak je predikce vypočítána i touto metodou a 
je možné následně obě metody porovnat. V opačném případě je spočítána predikce pouze pomocí 
metody Winters. Na posledním řádku okna s nastavením je jako pomůcka zobrazena aktuální délka 
časové řady, vždy přepočítána pro aktuálně vybranou časovou jednotku.
6.5 Výsledky dolování
Po  úspěšném  provedení  dolování  je  možné  zobrazit  výsledky  a  statistiky  dolování  pomocí 
komponenty report. Okno reportu je rozděleno do tří hlavních sekcí BuildTask, ApplyTask a Seasonal  
Analysis. Tyto sekce jsou podrobněji popsané v následujících podkapitolách.
6.5.1 BuildTask
První  fází  procesu  dolování  je  fáze  zpracování  vstupních  dat.  Výsledky této  fáze  dolování  jsou 
zobrazeny v sekci BuildTask. V této fázi dochází k sestavení dolovacího modelu. Jsou zde zobrazena 
data v původní podobě před všemi dalšími úpravami, a to v podobě přehledové tabulky a grafu. Jak 
již bylo popsáno v kapitole č. 5.5., data jsou před samotným dolováním předzpracována, konkrétně 
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jsou  doplněny  chybějící  hodnoty  tak,  aby  časová  řada  byla  kompletní  a  spojitého  charakteru. 
Výsledek tohoto předzpracování je v této sekci opět uveden v podobě grafu a přehledové tabulky v 
podsekcích Preprocess – data a Preprocess – graph. 
Jednou z podsekcí je  Settings,  která obsahuje statistiky vstupních dat, jako např. maximum a 
minimum, průměrnou hodnotu, či směrodatnou odchylku. Jsou zde také zobrazena nastavení metody, 
spolu s informacemi o průběhu této fáze dolování. V neposlední řadě tato sekce obsahuje pohled na 
vstupní model dat. Ukázka této sekce je zobrazena na obr. č. 6.4.
6.5.2 SeasonalAnalysis
Sekce zabývající se předzpracováním vstupních dat. Konkrétně se jedná o sezónní analýzu časové 
řady.  V této sekci  se  nacházejí  podsekce  SeasonalIndex –  data a  SeasonalIndex – graph,  kde je 
zobrazen sezónní index časové řady. Sezónní index je spočítán pro každou časovou jednotku v délce 
periody. Pokud je tedy nastavena časová jednotka na měsíc a délka periody na 12, pak je sezónní 
index zobrazen pro  kalendářní  měsíce  leden  až  prosinec,  tak že  jsou jednotlivé  časové  jednotky 
očíslované od 1 do délky periody. Sezónní index časové řady je spočítán a zobrazen vždy. Histogram 
zobrazující sezónní index časové řady je uveden v kapitole č. 5.5.2.2. Výsledný sezónní index je také 
podrobně zobrazen na obr. č. 6.5. 
Naproti  tomu  předzpracování  dat  v  podobě  vyhlazení  časové  řady  sezónním  indexem,  je 
použito a v reportu zpřístupněno, pouze v případě, že uživatel při nastavení metody tuto volby zvolil. 
Více o nastavení dolovací metody je popsáno v  kapitole č. 6.4.  Výsledek sezónní analýzy je opět 
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zobrazen  v  podobě  přehledové  tabulky  a  grafu.  Poslední  sekcí  této  části  reportu  je  porovnání 
jednotlivých  časových  řad.  Porovnání  je  zobrazeno  v  podobě  grafu,  který  obsahuje  křivky 
odpovídající  časové řadě původní,  dále časové řadě po předzpracování a nakonec časové řadě po 
vyhlazení sezónním indexem. 
6.5.3 ApplyTask
Tato sekce slouží  k zobrazení  výsledné predikce v podobě tabulky,  grafu a příslušných metrik a 
statistik. Obsahuje podsekce Data, Graph a Stats. Sekce Data obsahuje tabulku s výsledky predikce, 
kde  sloupec  Seasonality zobrazuje  sezónnost  predikovaných  hodnot  a  sloupec  Value je  právě 
predikovaná hodnota. Tabulka dále obsahuje sloupce  Relative error a  Absolute error,  které určují 
absolutní a relativní odchylku predikce pro daný záznam. Klíčovou položkou tabulky je první sloupec 
Date/Time, ve kterém je uvedena časová identifikace hodnoty predikce na časové ose. V této sekci je 
také zobrazen čas začátku a konce výpočtu predikce viz obr. č. 6.8. 
Při pojmenování predikovaných hodnot a statistik je často místo pojmu predikce uveden výraz 
forecast (v češtině předpověď). Tento výraz se v oblasti predikce časových řad v literatuře vyskytuje 
velmi často a nahrazuje klasický název predikce. Výraz byl použit i pro odlišení klasické predikce a 
predikce v časových řadách.
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Obrázek 6.5: Sezónní index časové řady
Další sekcí je sekce  Graph,  ve které jsou zobrazeny výsledky predikce v přehledném  Time 
Series grafu z knihovny jfreechart. Osa x určuje časovou osu predikce a osa y konkrétní predikované 
hodnoty.  Ukázka grafu je zobrazena na  obr. č. 6.6.   Sekce  Stats obsahuje výpis metrik predikční 
metody,  které  jsou  uvedeny  v  kapitole  č.  5.9.,  dále  informace  o  běhu  predikce  a  použitých 
databázových  tabulkách.  Zároveň  tato  sekce  obsahuje  charakteristiky  časové  řady,  jako  např. 
sezónnost, trend, maximální a minimální hodnoty časové řady.
Záložka Simple ES obsahuje obsahuje stejné informace jako záložka Data. Opět se zde nachází 
tabulka  s  predikovanými  hodnotami  a  jejich  odchylkami.  Tyto  hodnoty  ovšem byly  vypočítány 
metodou  jednoduchého exponenciálního  vyhlazování.  Tato  sekce tedy slouží  hlavně  k  porovnání 
výsledků obou metod a je přístupná pouze, pokud uživatel povolil výpočet predikce touto metodou v 
nastavení dolování. Více o nastavení dolování se nachází v kapitole č. 6.4.
Nakonec se v této sekci  nachází  porovnání  obou metod v podobě přehledného grafu.  Tato 
sekce  je  opět  přístupná  pouze  při  povoleném  výpočtu  metodou  jednoduchého  exponenciálního 
vyhlazování. Z obrázku č. 6.7. je jasně patrné, že metoda jednoduchého exponenciálního vyhlazování 
nebere  v  úvahu  trend  a  sezónnost  časové  řady.  Jedná  se  v  podstatě  o  odvozeninu  váženého 
pohyblivého průměru. Více o této metodě je napsáno v kapitole 3.3.6.
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Obrázek 6.6: Časová řada obsahující vstupní hodnoty a hodnoty predikované
6.5.4 Vyhodnocení predikce
Metody používané pro predikci  časové řady jsou hodnoceny pomocí  metrik.  Tyto  metriky určují 
přesnost predikce. Přesnost predikce závisí na použité metodě a také na charakteristice časové řady, 
na které je predikce prováděna. V reálném světe obsahují časové řady mnoho náhodných jevů a chyb. 
Těmito jevy může být například chyba měření, ekonomická krize nebo přírodní katastrofa. Tyto jevy 
nelze předvídat ani zahrnout do výpočtu predikce.
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Obrázek 6.7: Porovnání metody Winters a metody jedn. exp. vyhlazování
Obrázek 6.8: Výsledek predikce na syntetických datech
Obrázek  č.  6.8.  zobrazuje  predikci  na  synteticky  vytvořených  datech,  které  obsahují  jen 
minimum náhodných jevů. V tomto případě tedy metoda dosahuje dobrých výsledků v podobě nízké 
odchylky predikce. Relativní odchylka se v průměru pohybuje kolem 5%. Obecně tedy platí, že čím 
více  náhodných jevů řada obsahuje,  tím větší  je  následná odchylka  predikce.  Další  metriky jsou 
popsány v kapitole č. 5.9. a jsou v aplikaci dostupné v reportu dolování v sekci, která je zobrazena na 
obr. č. 6.9.
V reálném světě data obsahují mnohem více náhodných hodnot a jejich predikce je mnohem 
méně přesnější. Obecně lze říci, že čím více do budoucnosti je predikce prováděna, tím větší je její 
odchylka. Nejedná se ovšem o lineární zvýšení odchylky, jak je patrné z obr. č. 6.8. a 6.10. Predikce 
na reálných datech je zobrazena na  obr. č. 6.10., kde je patrné, že zde predikce dosahuje již vyšší 
odchylky, která dosahuje v průměru 25%.
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Obrázek 6.9: Statistiky predikce syntetické časové řady
Obrázek 6.10: Predikce reálné časové řady
7 Návrh rozšíření modulu a aplikace
V této kapitole je nastíněn možný další vývoj a rozšíření systému pro dolování z dat dataminer. Jedná 
se pouze o hypotetický neformální návrh rozšíření systému.
7.1 Refaktorizace systému
Systém pro dolování z dat se na fakultě FIT VUT v Brně vyvíjí  již několik let  zejména v rámci 
diplomových prací. Vzhledem k tomu, že se na vývoji podílelo několik studentů v rámci několika 
ročníků  mohlo  docházet  k  určité  drobné  duplicitě  funkčnosti  a  podobným  jevům  spojeným  s 
postupným vývojem.  Bylo by proto dobré před samotným nasazením aplikace provést  důkladnou 
analýzu kódu v rámci souvislé refaktorizace systému včetně dolovacích modulů.
Námět pro refaktorizaci aplikace může být i  lepší správa vyjímek a jejich následné hlášení 
uživateli, podpora širšího spektra souborů pro import dat a další vylepšení, která by byla dostupná z 
jádra systému pro všechny dolovací moduly.
7.2 Testovací provoz
Jak již bylo řečeno v předešlé kapitole, systém byl vyvíjen několik let několika studenty. Zatímco 
jednotlivé součásti systému byly individuálně testovány právě samotnými studenty, celý systém jako 
celek dosud nebyl  testován koncovými  uživateli  v  určitém testovacím období.  Jak z praxe často 
vyplývá, nejlepšími testery softwaru jsou právě koncoví uživatelé nebo obecně lidé, kteří se přímo 
nepodíleli na samotném vývoji systému. Bylo by proto dobré, před samotným veřejným spuštěním 
aplikace  provést  podrobné  testování  na  skupině  vybraných  uživatelů.  Průběh  testu  by  měl  být 
podroben podrobné analýze a všechny chyby a nedostatky by měly být následně opraveny.
7.3 Využití dalších databázových serverů
V současné době je systém postavený výhradně na databázovém serveru  ORACLE.  Výhodou této 
databáze je určitě podpora dolování v podobě ODM (více o ODM v kapitole č. 4.2.). Tuto podporu 
využívá  doposud většina  implementovaných dolovacích modulů.  Přesto by bylo  užitečné,  i  když 
pracné, rozšířit podporu aplikace i na jiné databázové systémy, jako např. na MySQL databázi, jejíž 
bezespornou výhodou je open source vývoj a široká podpora komunity uživatelů, ale také často lepší 
výkonnost na objemově malých databázích.
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7.4 Čištění databáze
V aplikaci často dochází k situaci, kdy po skončení běhu dolování nebo při odebrání komponenty z 
grafu  dolovacího  procesu,  se  nevyčistí  a  neodstraní  již  nepotřebné tabulky,  které  vznikly během 
procesu dolování. Tento jev často souvisí s faktem, že není v současné verzi aplikace možné reagovat 
na smazání některého projektu. Na tento fakt již upozornil ve své práci Ing. Havlíček [6].
7.5 Implementace dalších modulů
V  současné  době  existuje  v  aplikaci  dataminer  několik  dolovacích  modulů,  které  implementují 
základní  dolovací  metody  a  algoritmy.  Patří  mezi  ně  dolovací  úlohy  klasifikace  v  podobě 
Neuronových  sítí,  Bayesovské  klasifikace  a  Rozhodovacího  stromu,  predikce  v  podobě  SVM 
algoritmu a dolování asociačních pravidel v podobě algoritmu Apriori. V současné době se vyvíjí 
moduly pro dolování víceúrovňových asociačních pravidel, shlukování a predikci časových řad. 
Aplikace je tedy již poměrně bohatá na možnosti  v oblasti  dolování z dat,  přesto je možné 
aplikaci dále rozšířit o další dolovací úlohy. Některé jsou zmíněny v následujících kapitolách.
7.5.1 Dolování z textu
Mezi dolovací úlohy patří také získávání znalostí z dokumentů a textů. Jedná se o úlohu náročnou na 
zpracování  často  velmi  objemných  dat.  Tato  oblast  získávání  znalostí  skýtá  mnoho  řešených 
problémů a je poměrně zajímavá z hlediska dalšího vývoje této informační oblasti. Právě o tuto úlohu 
by mohla být v budoucnu rozšířena funkčnost aplikace dataminer. Více o dolování v dokumentech a 
textu může být nalezeno v [1].
7.5.2 Proudy dat
Další  netradiční  dolovací  úlohou je  získávání  znalostí  z  proudu dat.  Proudy dat  jsou neustále  se 
vyvíjející datové toky, které přenáší velké množství dat. Typicky se jedná o data z různých senzorů a 
čidel, která mohou být například umístěné v počítačové síti.
7.5.3 Sekvence dat
Jedná se o podobný typ dat, jakými jsou časové řady. U sekvenčních dat však nemusí být klíčovým 
prvkem čas. Jedná se o uspořádanou množinu hodnot podle nějakého specifického klíče. Příkladem 
algoritmu pro dolování ze sekvenčních dat může být algoritmus GSP. Více o dolování v sekvenčních 
datech může být nalezeno v [1].
7.5.4 Časové řady
Tato diplomová práce se zabývala dolováním dat  v časových řadách.  Výsledkem této práce byla 
implementace predikční metody dolování. Časové řady však skýtají mnoho dalších úloh, které byly 
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mj. popsány v kapitole č. 3.,  jako např. shlukování,  podobnostní vyhledávání  a další.  Tyto úlohy 
mohou být  také námětem dalšího rozšíření aplikace dataminer.
7.6 Rozšíření modulu
Vyvíjený  modul  implementuje  predikci  časových řad  v  podobě  metody Winters  a  jednoduchého 
exponeciálního vyhlazování, která patří mezi metody vyhlazování časových řad. Existuje však celá 
řada predikčních metod a algoritmů, které lze v oblasti časových řad využít a jedná se tak o jednu z 
možností  rozšíření  aktuálního  modulu.  Příkladem  těchto  metod  může  být  Holtovo  dvojité 
exponenciální vyhlazování, neuronové sítě a evoluční algoritmy. Některé tyto metody byly stručně 
popsány v kapitole č. 3. Další možností je rozšíření v podobě předzpracování časových řad, např. v 
podobě redukce, která zachovává spojitost časové řady.
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8 Závěr
Úkolem této práce bylo obecně a stručně shrnout oblast dolování z dat a dále se zaměřit na definování 
časových řad a  popsání  vybraných  úloh a  metod,  které  se  zabývají  problematikou dolování  dat  
v časových řadách.  Tato část  zadání  byla  splněna a zabývají  se jí  první  dvě kapitoly této práce. 
Dalším úkolem této práce bylo navrhnout rozšíření stávajícího systému pro dolování z dat o modul, 
který bude zajišťovat dolování v časových řadách a tento modul následně implementovat. Touto částí 
zadání se zabývá především pátá a šestá kapitola této práce, které popisují výběr konkrétní dolovací 
úlohy a algoritmů k tomu potřebných. V rámci této práce byl i navržen a implementován tento modul 
a byly nastíněny možné změny a rozšíření stávajícího systému pro dolování z dat. 
Vybranou dolovací úlohou pro implementaci byla predikce. Predikce vývoje časových řad patří 
mezi  populární dolovací úlohy a skýtá celou řadu možností  využití.  Jako algoritmus pro výpočet 
predikce byla vybrána metoda Winters, která oproti většině ostatních statistických algoritmů bere v 
úvahu trend a sezónnost časové řady. Další výhodou této metody je její osvědčenost a četné praktické 
použití převážně ve statistické a ekonomické sféře.
Z  výsledků  testů  úspěšnosti  a  příkladů různých  metod  a  algoritmů  pro  predikci  vývoje 
časových řad, které jsou dostupné např. v [16][18][19][20], je patrné, že zvolená metoda Winters patří 
mezi ty úspěšnější metody predikce časových řad, co se průměrné chyby a odchylky predikce týče. 
Např. neuronové sítě a genetické algoritmy sice často dosahují  řádově mnohem lepších výsledků, 
avšak jejich úspěšnost je značně kolísavá a často i při predikci doslova selhávají. V průměru se tak 
jejich úspěšnost snižuje a přibližuje se metodám používaným ve statistice. V dostupných testech v 
literatuře dosahovala metoda průměrných relativních odchylek v rozmezí 5% -  40% v závislosti na 
zvolené časové řadě. Podobných výsledků dosahovala metoda také v implementovaném modulu.
Predikce časové řady je dolovací  úloha,  která má vysoký potenciál  v praktickém využití  v 
reálném světě. Předpovídání budoucnosti je také oblastí, která odjakživa přitahuje lidskou pozornost a 
zájem. Algoritmy a metody, které se v současné době používají pro tuto predikci, však často dosahují 
vysokých chyb a odchylek z nejrůznějších důvodů. Častým důvodem jsou náhodné vlivy,  které v 
reálném  světě  vývoj  časové  řady  ovlivňují,  ale  lze  je  jen  těžko  zakomponovat  do  současných 
algoritmů.  Nejen  z  těchto  důvodů  se  jedná  o  oblast  dolování,  která  skrývá  spoustu  dosud 
nevyřešených nebo nedostatečně efektivně řešených problémů. 
Nově implementovaný modul také obsahuje některé metody předzpracování časových řad, jako 
například sezónní analýzu, která je v modulu použita pro vyhlazení vlivů sezónnosti na časovou řadu. 
Implementována byla také metoda jednoduchého exponenciálního vyhlazování pro možné porovnání 
úspěšnosti obou metod.
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Tato práce navazuje na diplomové práce z minulých let a využívá již existujících poznatků  
o vyvíjeném systému, které lze najít v [2][3][4][6][7]. Na systému pro dolování z dat dále pokračuje 
vývoj a souběžně s touto prací se na jeho dalším vývoji podílí několik dalších diplomantů. Závěrem 
lze říci, že tato diplomová práce splnila požadavky zadání a že je možné na tuto práci jednoduše 
navázat v rámci dalších diplomových prací.
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