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We continue the study (initiated in [17]) of the spectral theory of the fourth-
order eigenvalue problem
[a(x) u"(x)]"=*\(x) u(x), &<x<,
where the functions a and \ are periodic and strictly positive. This equation models
the transverse vibrations of a thin straight (periodic) beam whose physical
characteristics are described by a and \.
The equality of the algebraic and geometric multiplicities of the periodic and
antiperiodic eigenvalues is established. Also a spectrum-like set, that we called
‘‘pseudospectrum’’ or ‘‘-spectrum,’’ is introduced (or, rather, discovered). This
-spectrum is shown to lie on the negative real axis and have a band-gap structure.
Various open questions and conjectures are mentioned at the end of the paper.
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1. INTRODUCTION
The term ‘‘periodic EulerBernoulli equation’’ refers to the eigenvalue
problem
[a(x) u"(x)]"=*\(x) u(x), &<x<, (1)
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where a(x) and \(x) are strictly positive and periodic with a common
period b. Furthermore, it is assumed that the functions a and \ belong to
C4(R) and that they are (without loss of generality) normalized so that
|
b
0 _
\(x)
a(x)&
14
dx=b. (2)
The study of (1) was initiated by the first author in [17]. There are
theoretical as well as practical reasons for studying (1). As it will be
demonstrated, the Floquet (spectral) theory of (1) is richer than its second-
order counterpart (namely the SturmLiouville problem with periodic coef-
ficients, also known as Hill’s equation, or one-dimensional Schro dinger
equation with a periodic potential). All the main second-order properties
continue to hold, while new interesting phenomena arise which are non-
existent in the second-order case. On the practical side, we notice that a
typical application of (1) is that it models the transverse vibrations of a
thin straight beam with periodic characteristics (see, e.g., [21] or [8]).
Elastic structures consisting of many thin elements arranged periodically
are quite common. Although there are some authors that have studied such
problems numerically (see for example [15]), as far as we know, [17] is
the only theoretical work on (1).
The present work continues the investigation on the (direct) spectral
theory of (1). In particular we establish one conjecture, in the spirit of [7],
that appeared in [17] regarding the equality of the algebraic and geometric
multiplicities of the periodic and antiperiodic eigenvalues (Theorem 2 of
Section 2). We also put in concrete grounds the analysis of a spectrum-like
structure which we call ‘‘pseudospectrum,’’ that appears on the negative
*-axis. On the other hand, many questions related to the inverse problem
remain open (for results on the inverse periodic or higher order problem
the reader may see, e.g., [1, 2, 4, 6, 8, 12, 13, 14, 17, 18, 20]).
We start by recalling certain general facts related to (1) (see [5],
Sect. XIII.7) and some of the main results established in [17] (other
references for Floquet or periodic spectral theory are, e.g., [3, 4, 7, 9, 10,
11, 19]). The problem is self-adjoint (with no boundary conditions at
\). The corresponding Hilbert space is denoted by L2\(R). Topologically
speaking L2\(R) and L
2(R) are identical, but the inner product of L2\(R) is
given by
( f, g)\=|
R
f (x) g(x) \(x) dx.
For any fixed * the ‘‘shift’’ transformation
(Tu)(x)=u(x+b)
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maps solutions of (1) to solutions. Thus T=T(*) is a well-defined linear
transformation on the fourth-dimensional vector space of the solutions of
(1). As a basis of this space we take the solutions uj (x; *), j=1, 2, 3, 4, such
that (primes refer to derivatives with respect to x; $jk is the Kronecker
delta)
u (k&1)j (0; *)=$jk , k=1, 2,
a(0) uj"(0; *)=$j3 , [au j"]$ (0; *)=$ j4 .
We refer to uj as the j th fundamental solution. Each uj (x; *) is entire in *
of order 14. We identify T with its matrix representation with respect to
the above basis (called Floquet matrix), namely
T=_
u1(b)
u$1(b)
a(b) u"1(b)
[au"1]$ (b)
u2(b)
u$2(b)
a(b) u"2(b)
[au"2]$ (b)
u3(b)
u$3(b)
a(b) u"3(b)
[au"3]$ (b)
u4(b)
u$4(b)
a(b) u4"(b)
[au4"]$(b)],& ,
where the dependence in * is suppressed for typographical convenience. In
[17] it was shown that the eigenvalues r1 ,r2 ,r3 ,r4 of T (called Floquet
multipliers) appear in pairs of inverses, namely
r1r4=r2r3=1 (3)
(in fact this is true for any self-adjoint ordinary differential operator with
real, periodic coefficients). It follows that the characteristic equation of T
has the form
r4&A(*) r3+B(*) r2&A(*) r+1=0, (4)
where
A(*)=u1(b; *)+u$2(b; *)+a(b) u"3(b; *)+[au"4]$ (b; *)
and
B(*)= } u1(b)u$1
u2(b)
u$2(b) }+ }
u1(b)
a(b) u"1(b)
u3(b)
a(b) u"3(b) }
+ } u1[au"1]$ (b)
u4(b)
[au"4]$ (b) }+ }
u$2(b)
a(b) u"2(b)
u$3(b)
a(b) u"3(b) }
+ } u$2(b)[au"2]$ (b)
u$(b)
[au"4]$ (b) }+ }
a(b) u"3(b)
[au"3]$ (b)
a(b) u"4(b)
[au"4]$ (b) } .
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Except for a discrete set of *’s, T is similar to a diagonal matrix and its
eigenvectors correspond to the Floquet solutions, namely to the solutions
fj , j=1, 2, 3, 4, of (1) such that
fj (x+b)=rj fj (x). (5)
There are four linearly independent Floquet solutions if and only if T is
similar to a diagonal matrix. We also notice that (5) implies
fj (x)=ewj xpj (x), where r j=ewj b, and pj (x+b)= pj (x).
The L2\(R)-spectrum S(a, \) of (1) can be characterized as the set
S(a, \)=[* # C : |r j (*)|=1, for some j]. (6)
It can be shown that S(a, \) is real, nonnegative, and furthermore
inf S(a, \)=0, sup S(a, \)=.
In the unperturbed case, i.e., when a(x)#\(x)#1, we have
S0 =
def S(1, 1)=[0, )
(the index 0 indicates that a quantity belongs to the unperturbed case).
Next, for a fixed real number k, we consider the corresponding Floquet
eigenvalue problem on (0, b), namely
[a(x) u"(x)]"=*\(x) u(x), u( j)(b)=e ikbu( j)(0), j=0, 1, 2, 3. (7)
Let [*n(k)]n=1 be the spectrum of (7). Since the problem is self-adjoint,
*n(k) # R. The eigenvalues can be indexed so that *n(k)*n+1(k). Then
*n(k)tCn4. We also notice that, since *n(k+2?b)=*n(k), one only needs
to consider k in [0, 2?b). Furthermore, (3) implies that *n(2?b&k)=
*n(k). The set [*n&1=*n(0)]n=1 is the periodic spectrum, while
[*$n=*n(?b)]n=1 is the antiperiodic spectrum. The n-th band of S(a, \) is
the closed interval
Bn= .
0k?b
*n(k)
and it is well known that S(a, \)=n=1 Bn . In [17] it was shown that (as
in the Hill’s equation)
B2m+1=[*2m , *$2m+1], B2m+2=[*$2m+2 , *2m+1], m=0, 1, 2, ... .
In fact, as * moves, say with constant velocity, from *2m to *$2m+1 (resp.
from *$2m+2 to *2m+1) two Floquet multipliers, say r1 and r4=r1 move
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smoothly on the unit circle, with nonvanishing speed, starting at 1 and
arriving at &1 (resp. starting at &1 and arriving at 1). The other two
multipliers, r2 and r3 , stay real. In particular *n(k) is strictly monotone in
k, on [0, ?b], hence the interior of Bn is never empty. Another interesting
implication is that two bands can ‘‘touch’’ each other (when *2m+1=*2m+2
or *$2m+1=*$2m+2), but they cannot overlap (i.e., they have disjoint
interiors). The gaps of the spectrum S(a, \) are
I2m&1=(*$2m&1 , *$2m), I2m=(*2m&1 , *2m), m=1, 2, 3, ... ,
and empty gaps are traditionally called ‘‘closed’’. If *2m&1<*2m (resp.
*$2m&1<*$2m), then r1 (and r4) has square root branch points at
*=*2m&1 , *2m (resp. at *=*$2m&1 , *$2m). If on the other hand *2m&1=*2m
(resp. *$2m&1=*$2m), i.e., if the corresponding gap is closed, then r1 (and r4)
are analytic about *=*2m&1 (resp. about *=*$2m&1). The value *=*0=0
is very special since all Floquet multipliers have a fourth root branch point
there and T has only one eigenvector.
If *{0, then the characteristic equation of T can only have simple or
double roots. Now let *{0 be such that (1) has a double root, say rj . Then
there is one Floquet solution fj (x+b)=r j fj (x) and a solution gj (x)
( fj and gj are linearly independent) such that gj (x+b)=r j g j (x)+cj f j (x),
where the constant cj may be 0 (in this case we say that we have
coexistence, i.e., two linearly independent Floquet solutions corresponding
to the same multiplier). If cj{0, we can say that, for this particular *, T
has a Jordan anomaly (this terminology is due to Professor Barry Simon)
and that gj (x) is a generalized Floquet solution of (1).
The rest of the paper is organized as follows: In Section 2 we prove the
equality of the algebraic and geometric multiplicities of the Floquet spec-
trum (including the periodicantiperiodic cases). In Section 3 we introduce
the pseudospectrum or -spectrum of (1) and we examine its structure. In
particular, we show that it is real and negative. The main ingredients in our
analysis are continuity arguments and large |*| asymptotics, since many
standard techniques for the Hill’s equation do not extend to (1). Section 4
contains a necessary condition for the periodic beam operator to be a
‘‘perfect square.’’ Finally, in Section 5 we propose some open questions
and conjectures.
2. THE FLOQUET SPECTRUM
For a fixed real number k, Eq. (4) implies (by setting r=e ikb) that the
Floquet eigenvalues of (7) are the zeros of the entire (with respect to *)
function
f (*; k)=B(*)&2A(*) cos(kb)+2 cos(2kb). (8)
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In the unperturbed case, this function becomes
f0(*; k)=4[cosh(*14b)&cos(kb)][cos(*14b)&cos(kb)]. (9)
This expression implies easily that, if 0<k<?b, the zeros of f0(*; k) are
*n, 0=[2wn2x ?b&(&1)nk]4, n=1, 2, 3, ...
(where w } x is the greatest integer function) and they are all simple.
Furthermore, *n, 0 lies in the interior of the n th band Bn, 0 , for every n.
Theorem 1. Let 0<k<?b. Then the zeros [*n(k)]n=1 of f (*; k) are
simple, *n(k) # Bn , and to each *n(k) corresponds a unique eigenfunction
,n(x; k) of (7), i.e., the geometric multiplicity of *n(k) is also 1.
Proof. The geometric multiplicity of *n(k) is 1 since, for *=*n(k) there
are four distinct Floquet multipliers and only one of them is equal to eikb
(see the previous section).
Now f0(*; k) has simple zeros, one in the interior of each band. To prove
that the same is true for the general case, we deform (in a continuous
fashion) the unperturbed equation u$$$$=*u until we reach the general case
[a(x) u"(x)]"=*\(x) u(x).
More precisely, we set a~ (x)=a(x)&1, \~ (x)=\(x)&1 and introduce
at(x)=1+ta~ (x), \t(x)=1+t\~ (x), 0t1. (10)
If ft(*; k) is the entire function corresponding to at(x), \t(x), whose zeros
*n, t(k) are the Floquet eigenvalues, then ft(*; k) and *n, t(k) depend con-
tinuously in t. Furthermore each *n, t(k) is real and always lies strictly
between a periodic and an antiperiodic eigenvalue. Thus *n, t(k) is confined
in the interior of the n-th band Bn, t , for all t, and it cannot change its mul-
tiplicity, since it cannot meet any other *m, t(k), m{n. K
Remark. The deformed coefficients at(x) and \t(x) in the above proof
do not satisfy the normalization condition (2), but this does not affect the
proof. One example of a deformation for which the coefficients a(x; t) and
\(x; t) satisfy (2) is
a(x; t)=at(x), \(x; t)=c(t)4 \t(x), 0t1, (11)
where at(x) and \t(x) are given by (10) and
c(t)=
1
b |
b
0 _
at(x)
\t(x)&
14
dx.
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The two extreme cases k=0, k=?b correspond to periodic and
antiperiodic boundary conditions. We use the notation
f +(*)= f (*; 0), f &(*)= f (*; ?b),
with zeros [*n]n=0 (the periodic eigenvalues) and [*$n]

n=1 (the anti-
periodic eigenvalues) respectively. The next theorem establishes Conjecture
1 of [17].
Theorem 2. The multiplicity of any zero of f +(*) can be only 1 or 2.
A zero ** of f +(*) is double if and only if **=*2m&1=*2m , for some n1
(i.e., the corresponding gap is closed). Furthermore, (7) has two (linearly
independent) periodic eigenfunctions corresponding to ** (coexistence) if and
only if **=*2m&1=*2m . We can thus say that the algebraic multiplicity of
any periodic eigenvalue is equal to its geometric multiplicity. The same things
also hold for the antiperiodic case.
Proof. We will prove the theorem only for the periodic case, since the
antiperiodic case has a practically identical treatment.
The facts that the multiplicity of any zero of f +(*) can be only 1 or 2
and that a zero ** of f +(*) is double if and only if **=*2m&1=*2m , for
some m1, were established in [17], but they also follow easily from
Theorem 1, by letting kz0. To prove the equality of the algebraic and
geometric multiplicities, we use again a continuity argument, but this time
we move k.
The Green’s function G(x, y; *; k) associated to (7) satisfies
[a(x) Gxx(x, y; *; k)]xx=*\(x) G(x, y; *; k)+$(x& y),
together with the Floquet boundary conditions (in the x-variable). It can
be shown that G(x, y; *; k) is jointly continuous in * and k (in fact it is
analytic), as long as *{*n(k), for all n. We also have the eigenfunction
expansion
G(x, y; *; k)=:
n
,n(x; k) ,n( y; k)
*n(k)&*
,
where [,n(x; k)]n=1 are the \-orthonormal eigenfunctions of (20). Let 1
be a (positively oriented) circle in the complex *-plane with center
(*2m+*2m&1)2 and radius =+(*2m&*2m&1)2, so that the two real
points of 1 lie in the interiors of B2m and B2m+1 . We take k close enough
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to 0 so that *2m&1(k) and *2m(k) lie inside 1 (this can be done since
limkz0 *2m(k)=*2m&1 and limkz0 *2m+1(k)=*2m). Then
&
1
2?i 1 |
b
0
G(x, x; *; k) \(x) dx d*=2,
since 1 encloses exactly two Floquet eigenvalues (each of which has
geometric multiplicity 1, by Theorem 1). Letting kz0 one gets (by
continuity)
&
1
2?i 1 |
b
0
G(x, x; *; 0) \(x) dx d*=2. (12)
If **=*2m&1=*2m , then 1 encloses only one periodic eigenvalue, namely
**, and (12) implies that its geometric multiplicity is 2. If *2m&1<*2m , then
1 encloses two periodic eigenvalues, namely *2m&1 , *2m , and (12) implies
that each one must have geometric multiplicity 1. K
The above results are the exact analogs of the results for the Hill’s
equation regarding algebraic and geometric multiplicities (see [7]).
3. THE PSEUDOSPECTRUM
In this section we introduce a concept that, as far as we know, does not
have a counterpart in the second order case. As we will see (in Theorem 3
and its corollary), there is a physical motivation for studying it:
The equation of motion for the vibrating beam is
2v
t2
=&
1
\(x)
2
x2 _a(x)
2v
x2& .
If we set v(t, x)=ei|tu(x), then u(x) satisfies (1) with *=|2. Now * is
negative if and only if | is pure imaginary. Thus, *<0 is the only case
where the beam does not vibrate at all (i.e., does not oscillate about the
equilibrium position).
Definition. Let r1 and r2 be two Floquet multipliers of (1). For a fixed
k # (0, ?b) we call the set
9k(a, \)=[* # C : r1=r2=|r1 | eikb, |r1 |>1]
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the Floquet pseudospectrum (or Floquet -spectrum) of (1), corresponding
to k. We, furthermore, call the set
9(a, \)= .
0<k<?b
9k(a, \)
the pseudospectrum (-spectrum) of (1) on the line (here D denotes the
topological closure of D).
It follows from the definition that, if * # 9k(a, \), then * is in the
L2-spectrum of the Borg system associated to (1). This system is a linear
non-self-adjoint problem whose solutions are products of pairs of linearly
independent solutions of (1). For more details, including how one can
construct this system, see [2].
If r1=r2 =|r1 | eikb, then r3=r&12 =|r1 |
&1 eikb and r4=r&11 =
|r1 |&1 e&ikb. Hence (4) implies
A(*)=r1+r2+r3+r4=2 \ |r1 |+ 1|r1 |+ cos(kb)
and
B(*)=r1r2+r1 r3+r1r4+r2 r3+r2 r4+r3r4
=\ |r1 |+ 1|r1 |+
2
+2 cos(2kb)
(in particular A(*), B(*) are real, and B(*)>2). Eliminating |r1 |+ |r1 |&1
we get
A(*)2&4B(*) cos2(kb)+8 cos2(kb) cos(2kb)=0.
If one defines
g(*; k) =def A(*)2&4B(*) cos2(kb)+8 cos2(kb) cos(2kb) (13)
(or, equivalently, g(*; k)=A(*)2&4[B(*)+2] cos2(kb)+16 cos4(kb)), then
& # 9k(a, \) implies g(&; k)=0.
Since
g(*; k)= g(*; ?b&k),
the zeros of g(*; k) also include 9?b&k(a, \). The value k=?2b is
somehow special since
g(*; ?2b)=A(*)2.
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Notice that g(*; k), as defined in (13), makes sense for all k # C (in fact it
is entire in *,k). In particular
g(*; 0)=A(*)2&4B(*)+8.
This function was introduced in [17] (it is denoted by E(*) there). It was
shown there that 0 is always a simple zero of g(*; 0) and that &{0 is a zero
of g(*; 0) if and only if r1(&)=r2(&){\1.
For the unperturbed case we have
A0(*)=2[cosh(*14b)+cos(*14b)],
B0(*)=2+4 cosh(*14b) cos(*14b).
Using these formulas in (13) one gets
g0(*; k)=4[cos[*14b(1+i)]&cos 2kb][cos[*14b(1&i)]&cos 2kb].
(14)
The zeros of g0(*; k) are
&n, 0(k) and &n, 0(?b&k), n=1, 2, 3, ...,
where
&n, 0(k)=&4[2wn2x ?b&(&1)n k]4.
Thus the zeros of g0(*; k) are simple if k{?2b and double if k=?2b,
since in the latter case they are the zeros of A0(*)2 (A0(*) has simple zeros).
It follows that the set of zeros of g0(*; k) is 9k(1, 1) _ 9?b&k(1, 1).
Next we set
&n&1, 0=&n, 0(0)=lim
kz0
&n, 0(k), &$n, 0=&n, 0(?b)= lim
kZ?b
&n, 0(k).
Thus &0, 0=0 and, for m=1, 2, 3, ...,
&2m&1, 0=&2m, 0=&4 \2m?b +
4
, &$2m&1, 0=&$2m, 0=&4 _(2m&1) ?b &
4
.
These numbers are the zeros of
g0(*; 0)=4[cos[*14b(1+i)]&1][cos[*14b(1&i)]&1]
=4[cosh(*14b)&cos(*14b)]2.
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One can introduce the ‘‘pseudobands’’ (or ‘‘-bands’’)
C2m+1, 0=[&2m, 0 , &$2m+1, 0],
C2m+2, 0=[&$2m+2, 0 , &2m+1, 0], m=0, 1, 2, ... ,
so that &n, 0(k) lies in the interior of the n-th -band Cn, 0 .
Suppose now that we deform continuously the unperturbed case, i.e., we
consider the one-parameter family of equations (primes denote derivatives
with respect to x)
[a(x; t) u"(x)]"=*\(x; t) u(x), 0t1, (15)
where a(x; t) and \(x; t) are given by (11). We use the following notation:
A quantity Q( } ) associated to (15) is either indexed by t, i.e., we write
Qt( } ), or is denoted by Q( } ; t).
The question we want to address is whether, as t is moving away from
0, any of the zeros of gt(*; k) can become nonreal. There are two ways for
this to happen: Either these nonreal zeros will come from infinity, or real
zeros will leave the real axis, immediately after their multiplicity becomes
2 (or more), since they have to leave the axis in complex conjugate pairs.
Let us be more concrete. For a fixed k # (0, ?b), all the zeros of g0(*; k)
are real. Thus it makes sense to define
{=sup[t # [0, 1] : all zeroes of gs(*; k) are real, for all s # [0, t]]
(16)
({0). Since gt(*; k) is entire in * (and there is no t for which it is identi-
cally zerosee the remarks following the lemma below) and depends
continuously in t, it follows that all the zeros of g{(*; k) must be real. If
{<1, then, as tz{, the nonreal zeros of gt(*; k) move, in conjugate pairs,
either to infinity or to the (negative) real axis.
Lemma 1. Let k # (0, ?b). Then, as t z {, no nonreal zero of gt(*; k)
can go to infinity.
Proof. Assume gt(&; k)=0 and let rj=rj (&; t), j=1, 2, 3, 4, be the
Floquet multipliers of (15), at *=&, with r4=r&11 and r3=r
&1
2 . Since
A=r1+
1
r1
+r2+
1
r2
and
B=\r1+ 1r1+\r2+
1
r2++2,
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formula (13) yields (after some algebra) that gt(&; k)=0 is equivalent to
(including multiplicities)
r2+
1
r2
=r1 e\2ikb+
1
r1e\2ikb
,
namely
r2(&; t)=r1(&; t)e\2ikb or r2(&; t)=
1
r1(&; t) e\2ikb
. (17)
Next, we recall that, if a, \ # C4(R), there is a Liouville-type transformation
(see [1] for the details) that transforms (1) to a canonical fourth-order
eigenvalue equation, namely
v$$$$(!)&[q1(!) v$(!)]$+q2(!) v(!)=*v(!), (18)
where
!=|
x
0 _
\( y)
a( y)&
14
dy, v(!)=\(x)38 a(x)18 u(x),
and q1(!), q2(!) are expressions involving a and \ (in particular,
qj (!+b)=qj (!), j=1, 2). Then one can use in (18) the asymptotic
estimates of [16], Part I, Sect. 4.5, to conclude that, if |*|4, there are
four linearly independent solutions ,j (x; t), j=1, 2, 3, 4, of (15) such that,
given M>0,
|,j (x; t)&
e=j *14S(x; t)
\(x; t)38 a(x; t)18
|K
|e=j *14S(x; t)|
|*|14
, 0xM, (19)
where
S(x; t)=|
x
0 _
\( y; t)
a( y; t)&
14
dy,
while *14 stands for the principal branch of the fourth root (Re(*14)0,
Im(*14)0), =j=\1, \i, and the constants 4 and K depend on a, \, and
M, but not on t.
Now let fj (x; t), j=1, 2, 3, 4, be the Floquet solutions of (15). The
dependence of fj (x; t) in * is suppressed for typographical convenience.
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There is a set N/C of measure zero (in fact N is a countable union of
arcs) such that, if *  N, we can assume fj (0; t)=1. Then (19) implies
} f j (x; t)&
4j=1 cj e
=j *
14S(x; t)
\(x; t)38 a(x; t)18 }K
maxj |cj e=j*
14S(x; t)|
|*|14
,
0xM,
where |*|4. Choosing M=4b and taking x=0, b, 2b, 3b, 4b in the above
equation we can conclude that
}
rj (*; t)
e=j *14b
&1 }
K
|*|14
, j=1, 2, 3, 4, |*|4, (20)
where the restriction *  N is not needed, if we assume that the labelling of
rj (*; t) and e=j *
14b=r j (*; 0) is so that |r1(*; t)||r2(*; t)||r3(*; t)|
|r4(*; t)|.
It follows that, if |&| is large (where gt(&; k)=0), one can use (20) in (17)
and get
|(1\i) &14b&(\2ikb+2?in)|
K
|&| 14
, for some n # Z.
This formula implies that for the large zeros & of gt(*; k) we have
|&&&n, 0(k)|K |&| 12 or |&&&n, 0(?b&k)|K |&|12.
Hence
|&&&n, 0(k)|Kn2 or |&&&n, 0(?b&k)|Kn2. (21)
But for m{n
|&m, 0(k)&&n, 0(k)|Cn3,
while for all m, n=1, 2, 3, ..., and k{?2b
|&m, 0(?b&k)&&n, 0(k)|Cn3,
i.e., the zeros of g0(*; k) are well separated. Therefore, the estimates in (21)
imply that, as tz{, & cannot move continuously to  since eventually it
will be trapped near a &n, 0(k) or a &n, 0(?b&k).
If k=?2b, then the zeros of g0(*; k) become double, but otherwise well
separated. Thus the proof remains valid. K
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Remarks. (a) The asymptotic formula (21) implies that g(*; k) is
never identically zero, thus 9k(a, \) is a discrete set.
(b) A side result of (17) is that, if k # (0, ?b),
9k(a, \) _ 9?b&k(a, \)=[* # C : r1=r2e\2?ikb, |r1 |{1].
Notice also that, if any one of the four equations in (17) is true, then
|rj |{1, j=1, 2, 3, 4 (if |r j |=1 for some j, then |r j |=1 for all j, which is
impossible).
We are now ready to present the main theorem of the section.
Theorem 3. Let 0<k<?b. If k{?2b the zeros of the entire function
g(*; k), defined in (13), are all real, strictly negative, and simple. The zeros
of g(*; ?2b) are all real strictly negative and double. Each zero &n(k) of
g(*; k) is (as a function of k) strictly monotone on the interval (0, ?2b) and
on (?2b, ?b).
Proof. First observe that, if 0k1<k2?2b, then gt(*; k1) and
gt(*; k2) cannot have any common real zero, which means that, when t is
moving, as long as the zeros &n(k1) and &m(k2), of gt(*; k1) and gt(*; k2)
respectively, stay real, they cannot cross each other. Hence, if for all
t # [0, t0] the zeros of gt(*; 0) and gt(*; ?2b) are real, then all the zeros of
gt(*; k)= gt(*; ?b&k), 0<k<?2b, are real and simple for 0tt0 .
Suppose that gt(*; ?2b)=At(*)2 has a nonreal zero. Then At(*) has one
too, thus there is a t for which At(*) has a multiple real zero. But all zeros
of A0(*) are simple, hence, in order to become multiple, as t is moving,
they have to cross real zeros of gt(*; k), 0<k<?2b, which is impossible.
Thus the zeros of gt(*; ?2b)=At(*)2 are always real and double.
Finally suppose that gt(*; 0) has a nonreal zero. Then there is a t for
which gt(*; 0) has a real zero of multiplicity at least 4 (see [17], Proposition 5).
But all zeros of g0(*; 0) are double (except for &0, 0=0 which is simple),
hence, in order to become of multiplicity 4 (or more), as t is moving, they
have to cross real zeros of gt(*; k), 0<k<?2b, which again is impossible.
Finally, since 0 is always a simple zero of g(*; 0), no zero of gt(*; k)
can ever cross 0 and become positive. We have thus established the
theorem. K
Corollary. The nonzero zeros of g(*; 0) are all real, strictly negative,
and simple or double. If we denote them by
0=&0>&$1&$2>&1&2>&$3&$4> } } } ,
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we have a pseudobandpseudogap structure on the negative *-axis. Each
-band [&0 , &$1], [&$2 , &1], [&2 , &$3], ... contains exactly one point of the
Floquet -spectrum 9k(a, \).
Remarks. (a) Suppose that, for some * # C, *{0, we have
(af j")"=*\fj and (af l")"=*\f l
where fj and fl are two Floquet solutions whose Floquet multipliers rj and
rl satisfy
rj rl =1. (22)
Then
|
b
0
(af j")" f l=* |
b
0
\f j f l and |
b
0
(af l")" f j=* |
b
0
\ f j f l .
Using integration by parts and (22) we obtain
|
b
0
af j" f l"=* |
b
0
\fj f l and |
b
0
af l" f j"=* |
b
0
\f j fl .
These two equations imply that
* is real or |
b
0
af j" f l"=|
b
0
\fj f l=0.
(b) If a(x)\(x)#1 (in this case the beam operator is a ‘‘perfect
square’’see the next section), then all the nonzero zeros of g(*; 0) are
double, i.e., *g(*; 0) is the square of an entire function.
4. WHEN IS THE BEAM OPERATOR A PERFECT SQUARE?
In this section we prove the following proposition:
Proposition. If the beam operator
Lu=a21(x)[a
2
2(x) u"]",
where aj (x+b)=aj (x)>0, j=1, 2, is the square of a second-order operator,
namely if
Lu=H2u, where Hu=:(x) u"+;(x) u$+#(x) u,
then a1(x)#Ca2(x), where C>0 is a constant.
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Notice that we have set \(x)=a&21 (x) and a(x)=a
2
2(x). The normaliza-
tion (2) will force the constant C to be 1. Before giving the proof, we need
a lemma.
Lemma 2. Consider the (nonlinear) ordinary differential equation
u$$$=_(x)(u$)2&2_(x) uu", _(x)>0. (23)
If u(x) is a C3(R) solution, it is not possible to find numbers x1<x2 such
that
u$(x1)=u$(x2)=0 and u$(x)>0, for all x # (x1 , x2).
Proof. Assume we can find such x1 and x2 . Suppose first that there is
a unique z # (x1 , x2) such that u"(z)=0. Then the assumptions for u$ imply
that it is increasing on (x1 , z) and decreasing on (z, x2). Thus u"(x)>0 on
(x1 , z) and u"(x)<0 on (z, x2). It follows that u$$$(z)0. But (23) gives
u$$$(z)=_(z) u$(z)2>0, contradiction.
Similarly, if there are at least two z’s in (x1 , x2) such that u"(z)=0, we
must have that, at each such point z, u" changes sign from negative on the
left of z to positive on the right of z (since, by (23), u$$$(z)>0). Let (a, b)/
(x1 , x2) be such that u"(a)>0 and u"(b)<0, and introduce
z0=inf[z>a : u"(z)=0].
Then a<z0<b, u"(z0)=0, and u" changes sign from positive on the left of
z0 to negative on the right of z0 , contradiction. K
Proof of the Proposition. Suppose Lu=H2u. Then, after some algebraic
manipulations we obtain
:=a1 a2>0,
;=a1 a$2&a$1a2 ,
2#=a"1a2&a1a"2 ,
and
:#"+;#$+#2=0.
Since the second and third equation imply that ;$=&2#, the fourth
equation can be written as
;$$$=
1
2:
(;$)2&
1
:
;;".
39THE PERIODIC EULERBERNOULLI EQUATION
Thus ;(x) satisfies (23), with _=(2:)&1. Furthermore, since
;=a1a$2&a$1a2 , we must have ;(x+b)=;(x) and
|
b
0
;$(x) dx=0.
Thus, Lemma 2 implies that the only possibility is ;$(x)#0, i.e., a1 and a2
are linearly dependent. K
5. SOME CONJECTURES AND OPEN QUESTIONS
Conjecture 1. If &2m&1<&2m , m1, then the Floquet matrices
T(&2m&1) and T(&2m) are similar to the matrix
\
r1
0
0
0
1
r1
0
0
0
0
r&11
0
0
0
1
r&11 + , r1>0
(thus there are only two linearly independent Floquet solutions when
*=&2m&1 , or *=&2m).
If **=&2m&1=&2m , then the Floquet matrix T(**) is similar to the
diagonal matrix
diag(r1 , r1 , r&11 , r
&1
1 ), r1>0
(thus there are four linearly independent Floquet solutions when *=**).
A similar statement holds for & $n . The only difference is that now r1<0.
Conjecture 1 can be easily verified in the case a(x) \(x)#1.
Conjecture 2. If all zeros of *g(*; 0) are double, then \(x) a(x)#1
(equivalently: if all the -gaps are closed then the beam operator is a
perfect square).
An interesting question is whether the -spectrum can be extended to
more general a(x) and \(x), by, say, a limiting procedure. The meaning of
9(a, \) in the nonperiodic case is still not clear. Another question is
whether one can characterize the functions a(x) and \(x) for which the
-spectrum has one, or more generally, finitely many -gaps. Finally, one
can ask whether there is a pseudospectral structure for the (periodic)
vibrating plate equation, namely
2[a(x) 2u]=*\(x) u, x # R2.
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