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FORMULAS OF SZEGO˝ TYPE FOR THE PERIODIC SCHRO¨DINGER
OPERATOR
BERNHARD PFIRSCH & ALEXANDER V. SOBOLEV
Abstract. We prove asymptotic formulas of Szego˝ type for the periodic Schro¨dinger operator
H = − d
2
dx2
+ V in dimension one. Admitting fairly general functions h with h(0) = 0, we study
the trace of the operator h(χ(−α,α)χ(−∞,µ)(H)χ(−α,α)) and link its subleading behaviour as
α→∞ to the position of the spectral parameter µ relative to the spectrum of H .
1. Introduction
The classical Szego˝ formula (see [30]) describes the determinant of the truncated Toeplitz
matrix as the truncation parameter tends to infinity, we refer to survey [14] for discussion and
further references. Our interest is closer to the continuous variant of this problem, i.e. to
truncated Wiener-Hopf operators. Let I ⊂ R be a finite (open) interval, and let a = a(ξ), ξ ∈ R
be a bounded, in general complex-valued function, which we call symbol. By the truncated
Wiener-Hopf operator we understand the operator of the form
W (a; I) = χIF
∗aFχI ,
where F : L2(R) 7→ L2(R) is the unitary Fourier transform, and χI is the indicator of the interval
I. There is a vast literature studying the behaviour of the trace
trh(W (a;αI))
with a test function h, as the scaling parameter α tends to infinity. Assuming for simplicity that
h is continuous, one can claim that the above trace is finite if h(0) = 0 and the function a decays
sufficiently fast at infinity. We do not intend to give an extensive survey of known results, but
only mention that, under the assumption that the functions a and h are smooth, one can find a
complete asymptotic expansion of this trace in powers of α−1, see e.g. [3], [33]. Limited to two
terms only, this expansion has the form
trh(W (a;αI)) =
α
2π
|I|
∫
h
(
a(ξ)
)
dξ +B+O(α−1), α→∞, (1.1)
with an explicitly computable coefficient B = B(a;h), independent of the interval I. Note that
[33] contains even the multidimensional version of the result.
In this paper we do not need the precise value of B, since our main concern is the case of a
non-smooth symbol a. Assume for the sake of discussion that a = χJ where J ⊂ R is a bounded
interval, and that h is a C∞-function such that h(0) = 0. Then the results of [16], and [32] imply
the asymptotic formula
tr h(W (χJ ;αI)) =
α
2π
h(1)|I||J | + log(α)W(h) + o(log(α)), α→∞, (1.2)
with a coefficient W(h) independent of the intervals I and J , see (3.1) for the definition. Thus,
one observes that the first term on the right-hand side is the same as in (1.1), but the second
one exhibits a behaviour different from (1.1). The multidimensional generalization of this result,
even with more general discontinuous symbols a was obtained in [23], [24]. Further extension to
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non-smooth functions h was done in [18], [26], [27]. The formula (1.1) is a continuous analogue
of the second-order Szego˝ limit theorem, see [30], so we loosely refer to (1.1) and (1.2) as Szego˝
formulas, or formulas of Szego˝ type. It is clear that under the condition h(0) = h(1) = 0 the
leading term in (1.2) vanishes, and the formula takes the form
trh(W (χJ ;αI)) = log(α)W(h) + o(log(α)), α→∞, if h(0) = h(1) = 0. (1.3)
The increased recent interest in the asymptotic results of the described type with possibly non-
smooth functions h is partly due to their connection with the study of the bipartite entanglement
entropy (EE), see e.g. [9], [10], [18], [19]. For instance, the formula (1.2), used with the function
η1(t) = −t log t− (1− t) log(1− t), t ∈ [0, 1], (1.4)
which is not differentiable at the endpoints of the interval [0, 1], would describe the scaling
asymptotics of the von Neumann EE for free fermions in the Fermi sea J at zero temperature,
see [13], [9]. The function (1.4) is just one representative of the family
ηγ(t) =
1
1− γ
log
[
tγ + (1− t)γ
]
, t ∈ [0, 1], (1.5)
with γ > 0, where η1 is defined as the limit of ηγ as γ → 1, γ 6= 1. Picking h = ηγ one
obtains from (1.2) the asymptotics of the γ-Re´nyi EE, see e.g. [18]. Due to the condition
ηγ(0) = ηγ(1) = 0, formula (1.3) applies and the EE behaves as log(α) as α→∞.
Let us remark at this point that there is an extensive physics literature on the topic of EE.
However, we do not enter a detailed discussion of it in the context of this paper. For the
interested reader we refer to general reviews [5], [1], [4], [17], [15], on the importance of EE in
the study of black holes, condensed matter systems and quantum information theory.
Having in mind the application to EE, a natural generalization of discussed questions is to
move from free fermions to fermions in an external field. In mathematical terms that amounts
to studying the trace of the operator
h
(
χαIa(H)χαI
)
, (1.6)
where H is some general self-adjoint one-particle Hamiltonian. Such an analysis for ergodic
Hamiltonians H was conducted in [12], [20], [6], including multidimensional results. In this
new setting a number of new and rather unexpected effects emerge. To give just one example,
as follows from [6], the EE for Fermions at zero temperature in a disordered one-dimensional
medium remains bounded as α→∞, in contrast to the free case, mentioned above.
Our objective in the present paper is to obtain formulas of Szego˝ type for the operator (1.6)
with the function a = χ(−∞,µ), and with H being the Schro¨dinger operator with a periodic
potential in dimension one, i.e. H = −d2/dx2 + V , where V is a real-valued periodic function.
Without loss of generality we assume that the period equals 2π. The parameter µ is naturally
interpreted as the Fermi energy.
In order to describe the results on an informal level, assume for simplicity that h is a function
such that h(0) = h(1) = 0. As stated in the the main theorem (see Theorem 3.2), the asymptotics
depend on the position of the Fermi energy relative to the bands of the spectrum σ(H). If µ is in
a spectral gap then the trace remains bounded as α→∞. If however, µ is inside a spectral band,
then, somewhat surprisingly, the asymptotics are exactly as in the case V ≡ 0, i.e. described by
the formula (1.3). The multi-dimensional case will be addressed in a subsequent publication.
The methods used to prove Theorem 3.2 may be seen as an extension of those presented in
[16], with some non-trivial modifications due to the presence of the periodic potential V . One
important difference is that the reflection symmetry and continuous translational invariance of
the Hamiltonian, central for the argument in [16], are replaced with the invariance with respect
to the lattice translations. Here we rely on the properties of Bloch functions associated with the
operator H. Another new element is the extended choice of the test function h, see Condition
3.1. In our paper the function h = h(t), t ∈ [0, 1], is allowed to be piece-wise continuous,
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although we require h to be Ho¨lder-continuous at the endpoints t = 0, 1. This is made possible
by adjusting the Schatten-von Neumann class estimates for pseudo-differential operators with
discontinuous symbols, obtained in [25]. Consequently, functions such as (1.5) are covered by
our result.
A few comments on the structure of this paper are in order. We begin with recalling some
fundamental properties of one-dimensional periodic Schro¨dinger operators (cf. Section 2) and
afterwards state our results in Section 3. The very first step of the proof is to obtain an approxi-
mation of the kernel of the spectral projection Pµ in terms of Bloch eigenfunctions corresponding
to the Fermi energy µ, see Section 4. Section 5 contains some elementary trace class estimates,
similar to the ones obtained in [16]. Here we also introduce an averaging procedure for a par-
ticular type of integral operators (see sub-Section 5.4) that allows us to average out the precise
dependence on the Bloch eigenfunctions at Fermi energy µ. This is sufficient to prove Theorem
3.2 for polynomial functions h, see Section 7 and sub-Section 8.1. As mentioned earlier, the
extension to non-smooth functions calls for more advanced bounds in Schatten-von Neumann
classes. These bounds are collected in Section 6. The extension to non-smooth h, i.e. the closure
of the asymptotics from the polynomial h, is implemented in sub-Section 8.2.
To conclude the introduction let us fix some general notation. If f , g are non-negative
functions, we write f ≪ g if f ≤ Cg for some constant C ≥ 0. This constant may depend on the
potential V but does not depend on the dilation parameter α. To avoid confusion we sometimes
make explicit comments on the nature of (implicit) constants in the bounds.
For a set I ⊂ R the notation I◦ is used for the set of all interior points of I and its Lebesgue
measure is denoted by |I|. In many situation (e.g. for the intervals I, J , K in Section 5) it will
not matter whether considered intervals are open, semi-open or closed. Whenever this is the
case we shall use open intervals only.
Acknowledgement. The authors are grateful to E. Korotyaev for his advice on periodic
Schro¨dinger operators.
2. Preliminaries
We consider a periodic Schro¨dinger operator
H = −
d2
dx2
+ V (x), dom(H) = H2(R),
in dimension 1. More precisely, let the potential V be a real-valued 2π-periodic L2
loc
-function,
so that the operator H is self-adjoint on H2(R). For µ ∈ R, we introduce the notation Pµ :=
χ(−∞,µ)(H) for the spectral projection of H. We shall use α > 0 as a dilation parameter
and write χI for the indicator function of the interval I ⊂ R as well as for the corresponding
multiplication operator on L2(R). For an appropriate choice of the function h, we are interested
in an asymptotic formula for the trace
trh(Bα,µ), Bα,µ = χ(−α,α)Pµχ(−α,α), (2.1)
as α→∞.
We heavily rely on the standard Floquet-Bloch theory for periodic operators, see e.g. [21],
[31]. In particular, we make use of the Floquet-Bloch-Gelfand transform
U : L2(R) −→ L2
(
T,L2(0, 2π)
)
,T = R/Z.
For Schwartz class functions or L2(R)-function with compact support, it is given by
(Uψ)(x, k) :=
∑
γ∈2πZ
e−ikγψ(x+ γ), k ∈ T, x ∈ [0, 2π].
The operator U is easily checked to be isometric, and hence it extends by continuity as a unitary
operator to the entire L2(R). Under U the periodic Schro¨dinger operator H transforms into the
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direct integral
UHU∗ =
⊕∫
T
H(k)dk,
with self-adjoint fibres
H(k) = −
d2
dx2
+ V (x),
dom
(
H(k)
)
= {f ∈ H2(0, 2π) : f(2π) = e2πikf(0), f ′(2π) = e2πikf ′(0)}, (2.2)
that are well-defined for k ∈ T. It is well-known that each fibre operator H(k) has compact resol-
vent and, therefore, a discrete spectrum that consists of eigenvalues λj(k), j = 1, 2, . . . , labelled
in ascending order counting multiplicity. Denote the corresponding normalized eigenfunctions
by φj(k) = φj( · , k) ∈ H
2(0, 2π), j = 1, 2, . . . .
It is clear that for all k ∈ R the functions
ej(x, k) := e
−ikxφj(x, k) (2.3)
and their derivatives dej/dx can be extended to all x ∈ R as 2π-periodic functions, which
induces a corresponding extension of φj( · , k). Using the eigenfunctions φj(k) we can write out
the kernel Pµ(x, y) of the projection Pµ:
Pµ(x, y) =
∑
j
∫
T
χ(−∞,µ)(λj(k))φj(x, k)φj(y, k)dk. (2.4)
In the next proposition we summarize the properties of the functions φj(k) and eigenvalues λj(k)
that we use further on. The points k = 0 and k = 12 will play a special role, so it makes sense
to introduce temporarily the notation
T0 = T \
(
{0} ∪
{
1
2
})
.
Proposition 2.1. Let H(k), k ∈ T, be as defined above. Then
(1) For every k ∈ T the operators H(k) and H(−k) are antiunitarily equivalent under com-
plex conjugation. In particular, λj(k) = λj(−k) for all j = 1, 2, . . . .
(2) The eigenfunctions φj( · , k), j = 1, 2, . . . , can be chosen to be analytic in k ∈ T0, and
such that φj(−k) = φj(k), k ∈ T0.
(3) The eigenvalues λj(k), j = 1, 2, . . . , are even continuous functions of k ∈ T. These
eigenvalues are simple and analytic on T0.
(4) For j odd (resp. even) each λj( · ) is strictly increasing (resp. decreasing) on (0,
1
2).
Let
kj =


0, j odd,
1
2 , j even.
(2.5)
Denote
µj = λj(kj), νj = λj
(
kj +
1
2
)
, σj = [µj, νj ], j = 1, 2, . . . .
The spectrum σ(H) of H is represented as the union of spectral bands σj:
σ(H) =
∞⋃
j=1
σj.
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It follows from Proposition 2.1(4) that the bands σj are non-degenerate, i.e. |σj | > 0 for every
j = 1, 2, . . . . Introduce the counting function of H(k):
N(µ, k) = #{j : λj(k) < µ}, µ ∈ R, k ∈ T,
and the (integrated) density of states:
N(µ;H) =
1
2π
∫
T
N(µ, k) dk. (2.6)
In view of Proposition 2.1(4) again, the function (2.6) is continuous. The definition (2.6) agrees
with the standard definition of the density of states which is given via the Hamiltonian with
Dirichlet boundary condition on a large cube, see e.g. [29, Theorem 4.2] or [21, Ch. XIII].
Note also that the spectral bands cannot overlap, but they may touch. This situation is our
main concern in the next proposition.
Proposition 2.2. Let λj = λj(k), φj = φj(k) be as described in Proposition 2.1. Then
(1) If for some j the bands σj−1 and σj are separated from each other, i.e. νj−1 < µj , then
the eigenvalues λj−1( · ), λj( · ) and eigenfunctions φj−1(x, · ), φj(x, · ) are analytic
in k in a neighbourhood of kj , for each x ∈ R. Furthermore, the functions φj−1( · , kj)
and φj( · , kj) are real-valued.
(2) If for some j we have νj−1 = µj, i.e. λj−1(kj) = λj(kj), then in a neighbourhood of
kj , the eigenvalues λj−1 and λj, and the eigenfunctions φj−1(x, · ) and φj(x, · ) are
analytic continuations of each other. Moreover, λ′l(kj±) 6= 0, φl(kj−) = φl(kj+) , and
the limits φl(kj−) and φl(kj+) are mutually L
2-orthogonal for l = j − 1, j.
Although Propositions 2.1 and 2.2 are well-known, we need to make some comments. The
analyticity on T0 in Proposition 2.1 is a straightforward consequence of the analytic perturbation
theory, see [11] or [21]. The analyticity of φj(k) and λj(k) in the vicinity of points kj in
Proposition 2.2 is a more subtle fact, and it follows from abstract theorems [11, Ch. II, Theorems
1.9, 1.10] and [21, Theorems XII.12, XII.13]. In the context of the periodic operators the analytic
properties of eigenfunctions φj are described in [7] and [8]. Also, the relation λ
′
l(kj±) 6= 0 from
Proposition 2.2(2) can be found e.g. in [8, formula (3.1)].
Assume again that νj−1 = µj , i.e. the bands σj−1 and σj have one common point. Since
φj−1(k) and φj(k) are orthogonal for all k ∈ T0, and φj−1(kj±) = φj(kj∓), the functions φj(kj−)
and φj(kj+) are mutually orthogonal, as claimed in Proposition 2.2(2). In view of the identity
φj(kj−) = φj(kj+), this implies that
2π∫
0
φj(x, kj±)
2dx = 0, if νj−1 = µj. (2.7)
It is natural to group the bands that have common points (i.e. touch) together. Suppose that
the bands σj , σj+1, . . . , σj+n−1 are of this type and that σj−1 ∩ σj = ∅, σj+n−1 ∩ σj+n = ∅.
Thus the interval
S =
n−1⋃
l=0
σj+l = [µj , νj+n−1], (2.8)
is a “genuine” spectral band. Sometimes we informally use this term, “genuine”, to distinguish
the bands {σj} and S. Using this construction, we can somewhat simplify the description of the
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spectral structure of H inside S. Indeed, define on [kj − n/2, kj + n/2] the real-valued function
Λ(k) = λj+l(k), k ∈
[
kj +
l
2
, kj +
l + 1
2
]
, l = 0, 1, . . . , n− 1,
Λ(k) = Λ(2kj − k), k ∈
[
kj −
n
2
, kj
]
.
According to Propositions 2.1 and 2.2, the above function is analytic on the circle nT = R/nZ,
monotone increasing in k ∈ [kj , kj + n/2], and symmetric in k = kj . Note also that
Λ(kj) = µj > νj−1, Λ(kj + n/2) = νj+n−1 < µj+n. (2.9)
In the same way, one defines the eigenfunction Φ(x, k) that incorporates all of the φj+l’s, l =
0, 1, . . . , n − 1:
Φ(k) = φj+l(k), k ∈
[
kj +
l
2
, kj +
l + 1
2
]
, l = 0, 1, . . . , n− 1,
Φ(k) = Φ(2kj − k), k ∈
[
kj −
n
2
, kj
]
. (2.10)
Similarly to Λ( · ), the function Φ(x, · ) is analytic on the circle nT. The functions Φ( · , kj)
and Φ( · , kj + n/2), associated with the ends of the band S, are real-valued. It is also useful to
define the function
E(x, k) = e−ixkΦ(x, k), (2.11)
built out of the functions (2.3) in the same way as Φ(k) is built out of φj(k)’s. The functions
E(x, k) are analytic in k ∈ R, and 2π-periodic in x ∈ R.
Of course, it may happen that all bands starting with σj, touch. In this case the above
construction still works and yields analytic functions Φ, Λ, and E on R. To keep the notation
simple we shall allow in the following n =∞ and use the convention ∞T = R.
Using the functions Λ and Φ we can write the spectral representation of the operator H as
follows. Let P [S] be the spectral projection of H corresponding to a band S defined as in (2.8).
Then
UHP [S]U∗ =
∫
nT
Λ(k)P [Φ(k)] dk,
where P [ψ] is the orthogonal projection in L2(0, 2π) on the span of the function ψ ∈ L2(0, 2π).
As a consequence, the formula (2.4) leads to the following formula for the kernel Pµ[S](x, y) of
the projection Pµ[S] := PµP [S]:
Pµ[S](x, y) =
∫
k∈nT:Λ(k)<µ
Φ(x, k)Φ(y, k) dk. (2.12)
Given the properties of the eigenfunction Φ( · , k), j = 1, 2, . . . , for every k ∈ nT, it belongs
to the algebra CAP(R) of continuous almost-periodic functions on R, which is defined as the
closure of the span of exponentials eixξ, ξ ∈ R, in the L∞-norm. For any f ∈ CAP(R) the
almost-periodic mean
M(f) := lim
T→∞
(2T )−1
T∫
−T
dt f(t)
is well-defined. For an introduction to almost periodic functions and their properties we refer
to [29] or [28].
For the future use we need to evaluate some means for the eigenfunctions Φ(k).
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Lemma 2.3. Let Φ = Φ( · , k) be the eigenfunction associated with the band S, see (2.8). Then
M(|Φ|2) =
1
2π
, ∀k ∈ nT, (2.13)
and
M(Φ2) = 0, ∀k 6= kj , k 6= kj + n/2. (2.14)
Proof. The function Φ is normalised in L2(0, 2π), whenceM(|Φ|2) = (2π)−1, as claimed in (2.13).
To prove (2.14), suppose first that 2k 6≡ 1 mod Z, so that k 6= kj ± l/2, l = 0, 1, . . . , n. We
use the representation (2.11), so
M(Φ2) = M(e2ikxE2).
The function w = E( · , k)2 is continuous and 2π-periodic. Picking an ε > 0 we can approximate
w by trigonometric polynomials
p(x) =
N∑
s=−N
pse
isx,
so that w = p + p˜, where p˜ is a continuous periodic function such that |p˜| < ε. Let us find the
mean for each component of the polynomial p separately:
T∫
−T
e2ikx+isxdx =
ei(2k+s)x
i(2k + s)
∣∣∣∣∣
T
−T
,
which is bounded uniformly in T for all s = −N,−N+1, . . . , N . ThusM(e2ikxp) = 0, and hence
|M(Φ2)| = |M(e2ikxp˜)| ≤ ε.
As ε > 0 is arbitrary, this entails that M(Φ2) = 0, as required.
The points k = kj ± l/2, l = 1, 2, . . . , (n − 1) are exactly those, where the bands σj+l−1 and
σj+l touch. Thus the equality M(Φ
2) = 0 for these values of k follows from (2.7). This leads to
(2.14) again. 
3. Results
Our main result concerns the trace defined in (2.1) with a test-function which satisfies the
following condition.
Condition 3.1. The function h : [0, 1] 7→ C is piece-wise continuous, it is Ho¨lder continuous at
t = 0 and 1, and h(0) = 0.
For a function h satisfying Condition 3.1, define the integral
W(h) :=
1
π2
1∫
0
[h(t) − th(1)]
t(1− t)
dt. (3.1)
The next theorem contains a Szego˝ type formula for the operator Bα,µ (see (2.1)), and it con-
stitutes the main result of the paper.
Theorem 3.2. Suppose that V ∈ C∞(R). Assume that the function h satisfies Condition 3.1.
Then for any µ ∈
(
σ(H)
)◦
we have the asymptotic formula
tr[h(Bα,µ)] = 2αh(1)N(µ,H) + log(α)W(h) + o(log(α)), as α→∞. (3.2)
If µ /∈
(
σ(H)
)◦
, then
tr[h(Bα,µ)] = 2αh(1)N(µ,H) + O(1), as α→∞. (3.3)
Here, N(µ,H) denotes the integrated density of states for the operator H, defined in (2.6).
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Remark 3.3. (1) The two terms in (3.2) are of different nature: the first one (linear in α)
depends on both the potential V and the parameter µ, but the second one (log-term) is
independent of V or µ, as long as µ remains an interior point of the spectrum σ(H).
(2) The ways in which one finds the main term and the log-term in (3.2) are completely
different. To explain this, represent the function h as the sum
h(t) = th(1) + h1(t), (3.4)
so that the function h1 satisfies Condition 3.1 and, in addition, h1(1) = 0. The function
th(1) is responsible for the first term in (3.2). Indeed, according to (2.4),
‖Bα,µ‖S1 = trBα,µ =
∑
j
α∫
−α
∫
k∈T:λj(k)<µ
|φj(x, k)|
2 dkdx.
Assume for simplicity that α is a multiple of 2π. Since the φj ’s are normalized on (0, 2π),
by the definition (2.6), we have
trBα,µ =
α
π
∑
j
∫
k∈T:λj(k)<µ
dk = 2αN(µ,H).
If α is not a multiple of 2π, then one easily checks, using the monotonicity of the trace
in α, that
4π
⌊ α
2π
⌋
N(µ,H) ≤ trBα,µ ≤ 4π
⌈ α
2π
⌉
N(µ,H), ∀α > 1. (3.5)
Consequently, we conclude that
trBα,µ = 2αN(µ,H) + O(1), α→∞.
The study of trh1(Bα,µ) is much more difficult, and the rest of the paper is focused on
this task.
(3) We point out that the function h in Theorem 3.2 is not required to be smooth, not even
at the endpoints t = 0, 1. If we do assume that h is differentiable at the endpoints,
then the conditions on the potential V can be reduced to V ∈ L2
loc
(R), as in Section 2.
This can be observed at the first step of the proof of Theorem 3.2, see Subsection 8.2.
The increased smoothness of V , i.e. the condition V ∈ C∞(R) is required to handle the
functions h that are Ho¨lder-continuous at t = 0, 1. To be precise, a finite smoothness of
V , depending on the Ho¨lder exponent, would have been sufficient, but we do not go into
these details to avoid excessive technicalities.
4. An Expansion of the Integral Kernel of the Spectral Projection
Let us temporarily assume that µ ∈ S where S is a “genuine” band of σ(H) defined in (2.8).
Inspecting the formula (2.12), we observe that the set {k : Λ(k) < µ} is the interval (2kj − δ, δ)
where δ = δ(µ) ∈ [kj , kj + n/2] is the uniquely defined value such that Λ(δ) = µ. The following
lemma provides a convenient expansion of Pµ[S] in powers of |x− y|
−1.
Lemma 4.1. Let µ ∈ S, where S is the band defined in (2.8), and let δ = δ(µ) be as defined
above. Then for all x, y ∈ R we have
Pµ[S](x, y) = Πµ(x, y) +Rµ[S](x, y), (4.1)
where
Πµ(x, y) =
Φ(x, δ)Φ(y, δ) −Φ(x, δ)Φ(y, δ)
i(x− y)
, (4.2)
and
Rµ[S](x, y) = O
(
(1 + |x− y|2)−1
)
, ∀x, y ∈ R. (4.3)
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Moreover, Rµ[S](x, y), Pµ[S](x, y) and Πµ(x, y) are continuous functions of x, y ∈ R, and
|Pµ[S](x, y)| + |Πµ(x, y)| = O
(
(1 + |x− y|)−1
)
, ∀x, y ∈ R. (4.4)
If µ /∈ S◦, then Pµ[S](x, y) is a continuous function of x, y ∈ R, and it satisfies the bound
Pµ[S](x, y) = O
(
(1 + |x− y|2)−1
)
, ∀x, y ∈ R. (4.5)
Proof. Let us deduce the bound (4.5) first. Observe that if µ /∈ S◦, then either Pµ[S] = 0 (if µ
is below S◦), or Pµ[S] = Pµ0 [S] where µ0 = νj+n−1, i.e. δ(µ0) = kj + n/2 (if S is bounded). In
the first case the bound (4.5) is trivial. In the second case the function Φ(δ) is real-valued, so
that Πµ0(x, y) = 0, and hence the bound (4.5) follows from (4.1) and (4.3).
It remains to prove the continuity and the bounds (4.3) and (4.4) for µ ∈ S. Note that the
kernel Pµ[S] (cf. (2.12)) is bounded uniformly in x, y, as Φ(x, k) is uniformly bounded due to
(2.11). It is also continuous in x, y. Furthermore, since E(x, k) are continuous and periodic
in x, the kernel (4.2) is continuous and bounded by |x − y|−1 for all x, y : |x − y| ≥ 1. Due
to the continuity of the derivative Φx, the kernel (4.2) is continuous and uniformly bounded
for |x − y| < 1. As a consequence, Πµ(x, y) satisfies (4.4), and the remainder Rµ[S](x, y) is
continuous and uniformly bounded. Thus it remains to prove the bounds (4.3) and (4.4) for
Pµ(x, y) with |x− y| ≥ 1.
Using (2.11), we rewrite
Pµ[S](x, y) =
δ∫
2kj−δ
eik(x−y)E(x, k)E(y, k)dk, (4.6)
and integrate by parts to arrive at
Pµ[S](x, y) =
eiδ(x−y)
i(x− y)
E(x, δ)E(y, δ) −
ei(2kj−δ)(x−y)
i(x− y)
E(x, 2kj − δ)E(y, 2kj − δ) +Rµ[S](x, y)
with
Rµ[S](x, y) = −
δ∫
2kj−δ
eik(x−y)
i(x− y)
∂k
(
E(x, k)E(y, k)
)
dk.
Due to (2.11) and the symmetry property (2.10) one obtains the representation (4.1). Another
integration by parts for Rµ[S] gives
Rµ[S](x, y) =
eik(x−y)∂k
(
E(x, k)E(y, k)
)
(x− y)2
∣∣∣∣∣
δ
2kj−δ
−
δ∫
2kj−δ
eik(x−y)
(x− y)2
∂2k
(
E(x, k)E(y, k)
)
dk. (4.7)
Hence, estimate (4.3) follows from the fact that the functions E, ∂kE, and ∂
2
kE are uniformly
bounded. 
Now Lemma 4.1 may be used for each “genuine” spectral band separately to get the corre-
sponding expansion of the kernel Pµ(x, y).
Lemma 4.2. Let µ ∈ S, where S is the band defined in (2.8), and let δ = δ(µ) be as in Lemma
4.1. Then for all x, y ∈ R we have
Pµ(x, y) = Πµ(x, y) +Rµ(x, y), (4.8)
where Πµ is as defined in (4.2), and
Rµ(x, y) = O
(
(1 + |x− y|2)−1
)
, ∀x, y ∈ R. (4.9)
Moreover, Rµ(x, y), Πµ(x, y) and Pµ(x, y) are continuous functions of x, y ∈ R, and
|Pµ(x, y)|+ |Πµ(x, y)| = O
(
(1 + |x− y|)−1
)
, ∀x, y ∈ R. (4.10)
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If µ /∈
(
σ(H)
)◦
, then Pµ(x, y) is a continuous function of x, y ∈ R, and it satisfies the bound
Pµ(x, y) = O
(
(1 + |x− y|2)−1
)
, ∀x, y ∈ R. (4.11)
Proof. The continuity of the projection kernel Pµ(x, y) follows immediately from Lemma 4.1. If
µ /∈
(
σ(H)
)◦
, then (4.11) follows directly from (4.5).
Assume now that µ ∈ S. Let S1, S2, . . . , SN , be “genuine” spectral bands lying below the
band S. Using Lemma 4.1, we can write
Pµ(x, y) =
N∑
l=1
Pµ[Sl](x, y) + Pµ[S](x, y)
= Πµ(x, y) +Rµ(x, y),
where
Rµ(x, y) =
N∑
l=1
Pµ[Sl](x, y) +Rµ[S](x, y).
By Lemma 4.1, the kernel Rµ[S] and each term Pµ[Sl], l = 1, 2, . . . , N satisfy (4.9), whence
(4.8). The bound (4.10) for the kernel Pµ[S](x, y) follows from (4.4). 
5. Elementary Trace Norm Estimates
Throughout the proof of Theorem 3.2 we need various trace class bounds for operators in-
volved. It is interesting that for most of our needs we can get away with rather elementary
bounds, as in [16]. This fact is due to the specific form of the operators studied. As we see in
the next few pages, many of the technical issues that we come across, boil down to trace class
bounds for the operators of the form
χIPµχJPµχK , (5.1)
where I, J,K ⊂ R are some intervals that may depend on the parameter α > 0.
5.1. Schatten-von Neumann Classes. Throughout this paper, we make use of the standard
notation for the Schatten - von Neumann classes of operators Sq, q > 0 in a Hilbert space, see
e.g. [2], [22]. The class Sq consists of all compact operators A whose singular values (sk(A))k∈N
are q-summable, i.e. ∑
k∈N
sk(A)
q <∞.
For A ∈ Sq we denote by
‖A‖q :=
(∑
k∈N
sk(A)
q
) 1
q
,
the norm (for q ≥ 1) or quasi-norm (for q ∈ (0, 1)) on Sq. Note the “Ho¨lder’s inequality”
‖AB‖1 ≤ ‖A‖p‖B‖q,
1
p
+
1
q
= 1,
which holds for any A ∈ Sp and B ∈ Sq. While in this section we limit ourselves to estimates
in the trace class S1, Section 6 treats operators in the classes Sq for q ∈ (0, 1].
The next elementary trace class estimate (see [16, formula (12)]) plays a central role in our
paper. We provide a proof for the reader’s convenience.
Lemma 5.1. Let M ⊂ R be a Borel-measurable set. Consider (weakly) measurable mappings
f, g :M 7→ L2(R), such that ∫
M
‖f(z)‖L2‖g(z)‖L2 dz <∞.
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Then the operator A : L2(R)→ L2(R) which is defined via the form
〈u,Av〉L2 :=
∫
M
〈u, f(z)〉L2〈g(z), v〉L2 dz, u, v ∈ L
2(R),
is of trace class with
‖A‖1 ≤
∫
M
‖f(z)‖L2‖g(z)‖L2 dz
Proof. Let (dn)n and (en)n be orthonormal bases (ONB’s) of L
2(R) and denote by 〈·, ·〉 and ‖ · ‖
the scalar product and the norm respectively, on L2(R). Then we have∑
n
∣∣〈dn, Aen〉∣∣ ≤∑
n
∫
M
∣∣〈dn, f(z)〉〈g(z), en〉∣∣ dz
=
∫
M
∑
n
∣∣〈dn, f(z)〉〈g(z), en〉∣∣ dz.
The Cauchy-Schwartz inequality and Parseval’s identity yield∑
n
∣∣〈dn, f(z)〉〈g(z), en〉∣∣ ≤ (∑
n
∣∣〈dn, f(z)〉∣∣2) 12(∑
n
∣∣〈g(z), en〉∣∣2) 12
= ‖f(z)‖ ‖g(z)‖.
This implies that ∑
n
∣∣〈dn, Aen〉∣∣ ≤
∫
M
‖f(z)‖ ‖g(z)‖ dz.
The supremum of the left-hand side over all ONB’s coincides with the trace norm, whence the
claimed estimate. 
Equipped with these basic trace norm estimates, we can start now our investigation of the
operator (5.1).
5.2. Replacing the Spectral Projection by its Approximation. Let us recall the following
general notation. If f , g are real-valued functions we shall write f ≪ g if and only if |f | ≤ C|g|
for some constant C ≥ 0 which might depend on the potential V but does not depend on the
dilation parameter α. Let Πµ be as defined in Lemma 4.1.
Lemma 5.2. Let I, J , K ⊂ R be intervals such that I ∩ J = ∅ and K ∩ J = ∅. Then we have∥∥χIPµχJPµχK − χIΠµχJΠµχK∥∥1 ≪ 1, (5.2)
where the integral kernel of Πµ is defined in (4.2).
Proof. With the notation of Lemma 4.2 we may write
χIPµχJPµχK = χIΠµχJΠµχK + χIΠµχJRµχK + χIRµχJPµχK .
Let us then estimate the trace norm of the operator χIRµχJPµχK , which has the integral kernel
χI(x)χK(y)
∫
J
Rµ(x, z)Pµ(z, y) dz.
We apply Lemma 5.1 with
f(x, z) = χI(x)Rµ(x, z), g(y, z) = χK(y)Pµ(z, y) = χK(y)Pµ(y, z),
leading to
‖χIRµχJPµχK‖1 ≤
∫
J
‖Rµ(·, z)‖L2(I)‖Pµ(·, z)‖L2(K) dz.
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Thus estimates (4.9) and (4.10) yield
∥∥χIRµχJPµχK‖1 ≪
∫
J
[∫
I
(1 + |x− z|)−4 dx
] 1
2
[∫
K
(1 + |z − y|)−2 dy
] 1
2
dz
≪
∫
J
(
1 + dist(z, I)
)− 3
2
(
1 + dist(z,K)
)− 1
2 dz
≪
∫
J
[(
1 + dist(z, I)
)−2
+
(
1 + dist(z,K)
)−2]
dz ≪ 1.
The operator χIΠµχJRµχK satisfies the same bound. Hence, the claim follows. 
5.3. Uniform Trace Norm Bounds. Under particular assumptions on the intervals I, J and
K the operator (5.1) is of trace class with uniformly bounded trace norm. We list some of these
conditions in the following proposition.
Proposition 5.3. Let I, J , K ⊂ R be intervals such that one of the following condition holds:
(i) |J | ≪ 1,
(ii) Either
(a) |J | ≪ max{dist(I, J), dist(J,K)}, or
(b) |K| ≪ dist(J,K), |I| ≪ dist(I, J), or
(c) |K| ≪ dist(J,K), |J | ≪ dist(I, J).
(iii) J is finite, and I and K lie on opposite sides of J , i.e.
x ≤ y ≤ z or z ≤ y ≤ x, for all (x, y, z) ∈ I × J ×K. (5.3)
(iv) |I| ≪ 1 and I ∩ J = ∅,K ∩ J = ∅.
Then the operator χIPµχJPµχK is uniformly bounded (independently of α) in trace norm, i.e.
‖χIPµχJPµχK‖1 ≪ 1. (5.4)
In the free case, i.e. for V ≡ 0, Proposition 5.3 with assumptions similar to ((i)) and (iii) has
been obtained in [16, Lemma].
Proof of Proposition 5.3. According to Lemma 5.2 and bound (4.10),
‖χIPµχJPµχK‖S1 ≪
∫
J
[∫
I
(1 + |z − x|)−2 dx
] 1
2
[∫
K
(1 + |z − y|)−2 dy
] 1
2
dz. (5.5)
Let us estimate this integral under the conditions of the lemma.
Assume condition (i). i.e. |J | ≪ 1. Both integrals inside (5.5) are uniformly bounded, even
if I and K are unbounded. Thus the trace norm does not exceed |J | ≪ 1, as required.
Assume now condition (ii). Using the Cauchy-Schwarz inequality, we estimate the right-hand
side of (5.5) by [∫
J
∫
I
(1 + |z − x|)−2 dxdz
] 1
2
[∫
J
∫
K
(1 + |z − y|)−2 dydz
] 1
2
.
The first integral is bounded by
|J |
(
1 + dist(I, J)
)−1
or |I|
(
1 + dist(I, J)
)−1
.
The second integral is bounded by
|K|
(
1 + dist(J,K)
)−1
or |J |
(
1 + dist(J,K)
)−1
.
Thus, under any of the conditions (ii), the right-hand side of (5.5) is uniformly bounded, as
required.
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Assume that the first of the conditions (5.3) holds. Let
I = (s1, t1), J = (s2, t2),K = (s3, t3) (5.6)
with
−∞ ≤ s1 < t1 ≤ s2 < t2 ≤ s3 < t3 ≤ ∞.
Using (5.5), we get the bound
‖χIPµχJPµχK‖1 ≪
t2∫
s2
[ t1∫
s1
|z − x|−2 dx
] 1
2
[ t3∫
s3
|z − y|−2 dy
] 1
2
dz
≪
t2∫
s2
(z − t1)
− 1
2 (s3 − z)
− 1
2 dz
≤
t2∫
s2
(z − s2)
− 1
2 (t2 − z)
− 1
2 dz =
s∫
0
z−
1
2 (s− z)−
1
2 dz,
with s = t2 − s2. By rescaling, the last integral equals
1∫
0
z−
1
2 (1− z)−
1
2 dz ≪ 1,
which leads to (5.4) again.
Finally, assume that (iv) holds. The right-hand side of (5.5) is bounded by
|I|
1
2
∫
J
(
1 + dist(z, I)
)−1(
1 + dist(z,K)
)− 1
2 dz
≪
∫
J
(
1 + dist(z, I)
)− 3
2 dz +
∫
J
(
1 + dist(z,K)
)− 3
2 dz ≪ 1.
The proof is complete. 
5.4. Replacing Almost Periodic Functions by their Mean Value. Looking at the formula
(4.2) we see that the kernel of χIΠµχJΠµχK contains kernels of the form
SI,J,K(x, y; f) = χI(x)χK(y)
∫
J
f(z)
(z − x)(z − y)
dz, (5.7)
where f is a product of functions such as Φ( · , δ) and Φ( · , δ). The following lemma gives
conditions for the intervals I, J , K under which we may replace f in SI,J,K(x, y; f) by its almost
periodic mean value while the resulting error is uniformly bounded in trace norm.
Lemma 5.4. Let Θ ⊂ R be a countable set, and let (aθ)θ ⊂ C be such that∑
θ∈Θ
θ 6=0
|aθ|
(
1 + |θ|−1
)
<∞. (5.8)
Let the function f ∈ CAP(R) be defined by
f(x) =
∑
θ∈Θ
aθe
iθx.
Assume that the intervals I, J , K ⊂ R satisfy dist(I, J), dist(J,K) ≫ 1 and consider the
operator SI,J,K(f) in L
2(R) with the integral kernel (5.7). Then we have
‖SI,J,K(f)− SI,J,K
(
M(f)
)
‖1 ≪ 1. (5.9)
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Proof. Without loss of generality we may assume that M(f) = 0, i.e. 0 /∈ Θ. (otherwise consider
f −M(f)). Consider the primitive F (x) :=
∫ x
0 f(t)dt of f . Then the assumption (5.8) implies
that F is uniformly bounded:
|F (x)| =
∣∣∣∣∣
∑
θ∈Θ
aθ
x∫
0
eiθtdt
∣∣∣∣∣ ≤
∑
θ∈Θ
∣∣∣aθ
iθ
(eiθx − 1)
∣∣∣≪ 1, ∀x ∈ R.
Let J = (s, t), so integrating by parts gives
SI,J,K(x, y; f) = χI(x)χK(y)
F (z)
(z − x)(z − y)
∣∣∣∣
t
z=s
+ χI(x)χK(y)
∫
J
[
F (z)
(z − x)2(z − y)
+
F (z)
(z − x)(z − y)2
]
dz. (5.10)
The first term in (5.10) constitutes the kernel of a rank two operator, whose norm, and hence
trace norm as well, is easily estimated by a constant times dist(I, J)−1/2 dist(J,K)−1/2. The
second term on the right-hand side of (5.10) is treated with the help of Lemma 5.1, as in the
proof of Lemma 5.2. Thus (5.9) follows. 
6. Schatten-von Neumann Class Estimates for Pseudo-differential Operators
with Periodic Amplitudes
So far our main tool for getting trace-class estimates has been Lemma 5.1. At the final stages
of the proof, however, when we pass to non-smooth functions h, we also need some estimates
in more general Schatten-von Neumann classes Sq with q ∈ (0, 1]. Lemma 5.1 is not applicable
any longer, and we have to appeal to other results available in the literature.
We use the formalism of pseudo-differential operators (ΨDO). For a complex-valued function
p = p(x, y, ξ), x, y, ξ ∈ R, that we call amplitude, we define the ΨDO Op(p) that acts on Schwartz
class functions u as follows:
Op(p)u(x) =
1
2π
∫∫
eiξ(x−y)p(x, y, ξ)u(y) dydξ. (6.1)
This integral is well-defined, e.g. for any amplitude p which is uniformly bounded and compactly
supported in the variable ξ.
The main result of this section is the following proposition that implies Schatten-(quasi)norm
estimates for the operator
Aα,µ = Bα,µ(1−Bα,µ) (6.2)
(see Corollary 6.3).
Lemma 6.1. Let I, Ω ⊂ R be bounded intervals, and let the function p be C∞ in all three
variables, 2π-periodic in x and y, and such that p(x, y, ξ) = 0 for all x, y ∈ R, and |ξ| ≥ R with
some R > 0. Denote
p[Ω](x, y, ξ) = p(x, y, ξ)χΩ(ξ).
Then, for any q ∈ (0, 1] we have
‖χαI Op(p)(1− χαI)‖q ≪ 1, (6.3)
and
‖χαI Op
(
p[Ω]
)
(1− χαI)‖q ≪ (log α)
1
q . (6.4)
The implicit constants in (6.3) and (6.4) depend on the amplitude p, number R and also on the
intervals I and Ω.
Our proof relies on similar results from [25]. We state these results in the form adjusted for
our purposes.
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Proposition 6.2. Let I, Ω ⊂ R be bounded intervals, and let the function p = p(ξ) be C∞0 (R)
with p(ξ) = 0 for |ξ| ≥ R with some R > 0. For q ∈ (0, 1] denote
Nq(p) := max
0≤m≤⌊2q−1⌋+1
sup
ξ
|p(m)(ξ)| <∞. (6.5)
Then
‖χαI Op(p)(1 − χαI)‖q ≪ Nq(p), (6.6)
and
‖χαI Op
(
p[Ω]
)
(1− χαI)‖q ≪ (log α)
1
qNq(p). (6.7)
The implicit constants in (6.6) and (6.7) depend on the intervals I, Ω and number R, but are
independent of the amplitude p.
Thus, our task is to extend Proposition 6.2 to amplitudes, that are periodic in x and y.
A few remarks are in order. Proposition 6.2 is a direct consequence of [25, Corollary 4.4,
Theorem 4.6]. At this point it is important to emphasize that the main focus of [25] was the quasi-
classical asymptotics, whereas our objective in the current paper is the scaling asymptotics. In
the context of pseudo-differential operators, these two types of asymptotics are equivalent if the
amplitude p is x, y-independent.
Proof of Lemma 6.1. We prove only the bound (6.4). The bound (6.3) can be derived in a
similar way.
Performing translations, dilations and renormalization of α, one may assume that I = Ω =
(0, 1). Since p is 2π-periodic in x and y, we can represent it as
p(x, y, ξ) =
∑
nl
einx+ilyanl(ξ),
where anl( · ) are C
∞
0 in ξ with supports in (−R,R), and decay in n and l faster than any
reciprocal polynomial, uniformly in ξ ∈ (−R,R). Precisely, a straightforward integration by
parts shows that
|a
(m)
nl (ξ)| ≪ (1 + |n|)
−s(1 + |l|)−t
2π∫
0
2π∫
0
|∂sx∂
t
y∂
m
ξ p(x, y, ξ)| dxdy, n, l ∈ Z,
for arbitrary t, s = 0, 1, . . . , so that
Nq(anl)≪ (1 + |n|)
−s(1 + |l|)−t, n, l ∈ Z,
with a constant independent of n, l, but depending on s, t, q (see (6.5) for the definition of Nq).
Consequently, the operator Op(p[Ω]) can be represented as follows:
Op(p[Ω]) =
∑
nl
einxAnle
ily, Anl = Op(anlχΩ).
Using (6.7), we immediately obtain the bound
‖χαIAnl(1− χαI)‖
q
q ≪ (1 + |n|)
−sq(1 + |l|)−tq logα.
Employing the q-triangle inequality for the ideals Sq (see [2, p. 262]), we arrive at the bound
‖χαI Op
(
p[Ω]
)
(1− χαI)‖
q
q ≤
∑
nl
‖χαIAnl(1− χαI)‖
q
q
≪ log α
∑
nl
(1 + |n|)−sq(1 + |l|)−tq.
The sum on the right-hand side is finite if sq, tq > 1. This completes the proof. 
Corollary 6.3. Assume that V ∈ C∞(R). Let Aα,µ be as defined in (6.2).
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(1) Let I ⊂ R be an interval. If µ ∈
(
σ(H)
)◦
, then for any q ∈ (0, 1],
‖χαIPµ(1 − χαI)‖
q
q ≪ log(α). (6.8)
If µ /∈
(
σ(H)
)◦
, then for any q ∈ (0, 1],
‖χαIPµ(1− χαI)‖
q
q ≪ 1. (6.9)
(2) For any q ∈ (0, 1],
‖Aα,µ‖
q
q ≪


1, µ /∈ (σ(H))◦,
log(α), µ ∈ (σ(H))◦.
(6.10)
Moreover, assume that h satisfies Condition 3.1. Then h(Bα,µ) is of trace class and
‖h(Bα,µ)‖1 ≪


α|h(1)| + 1, µ /∈ (σ(H))◦,
α|h(1)| + log(α), µ ∈ (σ(H))◦.
(6.11)
(3) If µ /∈ (σ(H))◦, then (3.3) holds.
The implicit constants in the inequalities (6.8), (6.9), (6.10) and (6.11) are independent of α.
Proof. It suffices to prove (6.8) and (6.9) for the projections Pµ[S] under the conditions µ ∈ S
◦
and µ /∈ S◦ respectively, for any “genuine” band S of the type (2.8).
Suppose that µ ∈ S◦. By virtue of (4.6), the operator Pµ[S] has the form Op
(
p[Ω]
)
with
p(x, y, ξ) = E(x, ξ)E(y, ξ) and Ω = (2kj − δ, δ),
where kj is as defined in (2.5), and δ ∈ (kj , kj + n/2) is the unique solution of the equation
Λ(δ) = µ. The function E(x, ξ) is 2π-periodic in x, and due to the C∞-smoothness of V , it is
also C∞-smooth in x. Now (6.8) follows from (6.4).
Suppose that µ /∈ S◦. According to (2.12), either Pµ[S] = 0, in which case (6.9) is trivial, or
Pµ[S](x, y) =
∫
nT
Φ(x, k)Φ(y, k)dk.
Using a straightforward partition of unity on the circle nT one can represent Pµ[S] as a finite
sum of operators of the form Op(p) with
p(x, y, ξ) = E(x, ξ)E(y, ξ)ζ(ξ), ζ ∈ C∞0 (R).
Therefore, (6.9) is a consequence of (6.3).
From ‖Pµχ(−α,α)‖ ≤ 1 we get that
‖Aα,µ‖q = ‖χ(−α,α)Pµ(1− χ(−α,α))Pµχ(−α,α)‖q ≤ ‖χ(−α,α)Pµ(1− χ(−α,α))‖q,
and (6.10) follows from (6.9).
To prove (6.11) we use the representation (3.4): h(t) = th(1)+h1(t), so that h1(0) = h1(1) = 0
and |h1(t)| ≪ t
q(1 − t)q, where q ∈ (0, 1] is the Ho¨lder parameter of the function h. The first
term on the right-hand side of (6.11) follows from the bound (3.5). For the second term write:
‖h1(Bα,µ)‖1 ≪ ‖A
q
α,µ‖1 = ‖Aα,µ‖
q
q,
and hence the required bounds follow from (6.10). Together with Remark 3.3, this also implies
Part (3) of the corollary. 
7. Proof of Theorem 3.2: symmetric polynomial functions
By virtue of Corollary 6.3(3), the formula (3.3) is already proved. Thus it remains to prove
Theorem 3.2 for µ ∈ (σ(H))◦. From now on we assume that µ is an interior point of a band
S of the type (2.8). As before, define δ ∈ (kj , kj + n/2) as the unique solution of the equation
Λ(δ) = µ. For simplicity we abbreviate Φ = Φ( · , δ).
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7.1. Polynomial Classes. We begin the proof of (3.2) with studying polynomial functions.
The following classes of polynomials on the interval [0, 1] will be relevant:
P := {p : [0, 1] 7→ C, polynomial},
P0 := {p ∈ P : p(0) = p(1) = 0},
Ps := {p ∈ P : p(t) = p(1− t) for all t},
Ps,0 := Ps ∩P0. (7.1)
As explained in Remark 3.3, it suffices to prove (3.2) for the functions h1 satisfying Condition
3.1, such that h1(0) = h1(1) = 0. Thus we need to study polynomials p ∈ P0. In fact, it is
enough to consider a basis of P0. As in [16] we choose the basis
{(pn, qn) : pn(t) = (t(1− t))
n, qn(t) = t(t(1− t))
n, n = 1, 2, . . . },
and start by considering the symmetric elements pn(t), which form a basis of Ps,0. So, we study
the operators
pn(Bα,µ) = A
n
α,µ, Aα,µ = Bα,µ(1−Bα,µ).
In so doing, we follow the strategy of [16], where a similar problem was analysed in the unper-
turbed case V = 0. In fact, our objective is to reduce the calculations to the unperturbed case,
by using Lemmas 2.3 and 5.4.
7.2. Trace Class Calculus for the Operator Aα,µ. Rewrite the operator Aα,µ in the form
Aα,µ = A
−
α,µ +A
+
α,µ
with 

A−α,µ : = χ(−α,α)Pµχ(−∞,−α)Pµχ(−α,α),
A+α,µ : = χ(−α,α)Pµχ(α,∞)Pµχ(−α,α).
(7.2)
Now we perform various transformations with each of these operators that constitute “small”
perturbations in S1. Thus, it is natural to adopt the following notational convention:
Definition 7.1. Let A and B be bounded operators on L2(R). We write A ∼ B if ‖A−B‖S1 ≪ 1,
uniformly in α≫ 1. We write A ≈ B if A and B are trace class and | trA−trB| ≪ 1 uniformly
in α≫ 1.
Clearly, for trace class operators A,B the relation A ∼ B implies A ≈ B, but not the other
way round. Note also, that A ∼ B implies An ∼ Bn for any n = 1, 2, . . . .
To begin with, by virtue of Proposition 5.3(i),
A+α,µ ∼ χ(−α,α)Pµχ(α+1,∞)Pµχ(−α,α). (7.3)
and
A−α,µ ∼ χ(−α,α)Pµχ(−∞,−α−1)Pµχ(−α,α). (7.4)
7.2.1. Operators D±α . The next step is to replace A
±
α,µ with operators that do not contain any
information on the function Φ(x, k). These are the operators D±α : L
2(R) 7→ L2(R), defined via
their integral kernels
D+α (x, y) :=
1
4π2
χ(−α,α)(x)χ(−α,α)(y)
∞∫
α+1
1
(z − x)(z − y)
dz,
D−α (x, y) :=
1
4π2
χ(−α,α)(x)χ(−α,α)(y)
−α−1∫
−∞
1
(z − x)(z − y)
dz.
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Note that D+α and D
−
α are unitarily equivalent via the change x 7→ −x. The crucial fact is that
the asymptotic formulas for the traces of powers (D±α )
n can be easily deduced from the results
of [16]:
Lemma 7.2. Let pn(t) = t
n(1− t)n, n = 1, 2, . . . . Then
tr(D±α )
n =
1
4
log α W(pn) + o(log α), α→∞, (7.5)
where W( · ) is as defined in (3.1).
Proof. Since D+α and D
−
α are unitarily equivalent, we show (7.5) for Dα := D
+
α only. By
translation and reflection, the operator Dα is unitarily equivalent to the operator with kernel
1
4π2
χ(1,2α+1)(x)χ(1,2α+1)(y)
∞∫
0
1
(z + x)(z + y)
dz,
This is the kernel of the operator which is denoted by Kc in [16, p. 476]. Thus the formula (7.5)
immediately follows from [16, formula (19), p. 477]. 
A useful way to write D±α is
D±α = (Z
±
α )
∗Z±α ,
where Z±α have kernels
Z+α (x, y) =
χ(α+1,∞)(x)χ(−α,α)(y)
2π(x− y)
, and Z−α (x, y) =
χ(−∞,−α−1)(x)χ(−α,α)(y)
2π(x− y)
(7.6)
respectively. Now we need to establish a few facts for operators D±α and Z
±
α . Recall that we
abbreviate Φ = Φ(x, δ), δ = δ(µ), remembering that µ is strictly inside the band S.
Lemma 7.3. Denote by Y ±α any of the two operators Z
±
α or (Z
±
α )
∗. With the notation as above,
Y ±α |Φ|
2(Y ±α )
∗ ∼
1
2π
Y ±α (Y
±
α )
∗, Y ±α Φ
2(Y ±α )
∗ ∼ 0.
Proof. We prove the lemma for the “+” sign and for the case Y +α = Z
+
α only. The remaining
cases are treated in the same way. For brevity we omit the superscript “+” and write Zα instead
of Z+α .
The operator ZαfZ
∗
α coincides with the operator (4π
2)−1SI,J,K(f) with
I = K = (α+ 1,∞), J = (−α,α),
see the definition (5.7). Thus by Lemma 5.4,
ZαfZ
∗
α ∼M(f)ZαZ
∗
α.
In view of (2.13) and (2.14), M(|Φ|2) = (2π)−1 and M(Φ2) = 0, whence the claimed result. 
Corollary 7.4. Let
K±α,n = 2π
[
Φ(D±α )
nΦ+Φ(D±α )
nΦ
]
, n = 1, 2, . . . . (7.7)
Then for all n = 1, 2, . . . , we have
(K±α,1)
n ∼ K±α,n, (7.8)
and
(K±α,1)
n ≈ 2(D±α )
n, α→∞. (7.9)
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Proof. For brevity we omit the superscript “±” and write Kα,1,Dα instead of K
±
α,1,D
±
α etc.
The powers of Kα,1 contain terms of the form DαfDα with f = |Φ|
2, Φ2 or Φ
2
. The operator
DαfDα, is written as
Z∗αZαfZ
∗
αZα.
Thus by Lemma 7.3,
Knα,1 ∼ (2π)
n
[
(ΦDαΦ)
n + (ΦDαΦ)
n
]
∼ 2π
[
ΦDnαΦ+ΦD
n
αΦ
]
,
as claimed.
In order to prove (7.9), use the cyclicity of the trace. If n = 1, then, again by Lemma 7.3,
ΦDαΦ ≈ Zα|Φ|
2Z∗α ∼
1
2π
ZαZ
∗
α ≈
1
2π
Dα.
If n ≥ 2, then, in the same way,
ΦDnαΦ ≈ ZαD
n−2
α Z
∗
αZα|Φ|
2Z∗α ∼
1
2π
ZαD
n−2
α Z
∗
αZαZ
∗
α ≈
1
2π
Dnα
The same is done with the component containing Φ and Φ in the other order. This implies (7.9).
Thus the proof is complete. 
7.2.2. Approximating Operators A±α,µ. Assume that µ is as before and K
±
α,n are as defined in
(7.7).
Lemma 7.5. Let S be a band of the spectrum of H, and let µ ∈ S◦. Let δ ∈ (kj , kj + n/2) be
the unique solution of the equation Λ(δ) = µ. Then we have
(A±α,µ)
n ∼ (K±α,1)
n, (7.10)
and
Anα,µ ∼ (A
+
α,µ)
n + (A−α,µ)
n ∼ (K+α,1)
n + (K−α,1)
n. (7.11)
for every n = 1, 2, . . . .
Proof. To prove (7.10) it suffices to consider the case n = 1. As before, we do it for A+α,µ only,
omitting the superscript “+”. From (7.3) and Lemma 5.2 it follows that
A+α,µ ∼ χ(−α,α)Πµχ(α+1,∞)Πµχ(−α,α).
By (4.2) and (7.6),
χ(α+1,∞)Πµχ(−α,α) = − 2πi
(
ΦZαΦ −ΦZαΦ
)
,
χ(−α,α)Πµχ(α+1,∞) = 2πi
(
ΦZ∗αΦ −ΦZ
∗
αΦ
)
,
so that
A+α,µ ∼ 4π
2
(
ΦZ∗α|Φ|
2ZαΦ+ ΦZ
∗
α|Φ|
2ZαΦ
)
− 4π2
(
ΦZ∗αΦ
2
ZαΦ+ΦZ
∗
αΦ
2ZαΦ
)
.
Consequently, by Lemma 7.3,
A+α,µ ∼ 2π
(
ΦZ∗αZαΦ +ΦZ
∗
αZαΦ
)
= Kα,1,
as required.
Proof of (7.11). By the definition (7.2),
A−α,µA
+
α,µ = χ(−α,α)Pµ
(
χ(−∞,−α)Pµχ(−α,α)Pµχ(α,∞)
)
Pµχ(−α,α).
By Proposition 5.3((iii)), the trace norm of the operator in the middle is uniformly bounded,
and hence A−α,µA
+
α,µ ∼ 0. In the same way one checks that A
+
α,µA
−
α,µ ∼ 0. Thus
Anα,µ ∼ (A
+
α,µ)
n + (A−α,µ)
n,
and (7.11) is now a consequence of (7.10). 
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7.3. Proof of Theorem 3.2 for Symmetric Polynomials. By (7.11), (7.9) and (7.5),
trAnα,µ = tr(K
+
α )
n + tr(K−α )
n +O(1)
= 2 tr(D+α )
n + 2 tr(D−α )
n +O(1)
= log(α)W(pn) + o(log(α)), n = 1, 2, . . . . (7.12)
Hence, Theorem 3.2 for polynomials p ∈ Ps,0 follows from the identity pn(Bα,µ) = A
n
α,µ. 
8. Proof of Theorem 3.2: conclusion
As above, we assume that µ ∈ S◦, where S is a band of the type (2.8).
8.1. Arbitrary Polynomials. So far we have proved Theorem 3.2 for polynomials p ∈ Ps,0
(cf. (7.1) for notation). To extend this result to arbitrary p ∈ P0 it remains to treat basis
elements of the form qn(t) = t[t(1 − t)]
n, n = 1, 2, . . . . Following [16] for the free case, this is
done by a symmetry argument that reduces tr
[
Bα,µA
n
α,µ
]
to trAnα,µ.
Lemma 8.1. For every n = 1, 2, . . . , we have
Bα,µ
(
Aα,µ
)n
≈
1
2
tr
(
Aα,µ
)n
, (8.1)
as α→∞.
Compared to [16], the proof requires some extra work. The main difference is that instead
of the reflection symmetry used in [16], we use the translation symmetry of the operators. The
operators A+α,µ and A
−
α,µ(see (7.2)) are considered separately. Applying Proposition 5.3 ((ii)b),
we get
A+α,µ ∼ χ(−α,α)Pµχ(α,3α)Pµχ(−α,α). (8.2)
Let U±α be the unitary shift operators defined by
U±α f(x) = f(x∓ α0), α0 = 2π
⌊ α
2π
⌋
.
The equivalence (8.2) implies that
(U+α )
∗A+α,µU
+
α ∼ χ(−2α,0)Pµχ(0,2α)Pµχ(−2α,0). (8.3)
Indeed, (8.2) yields:
(U+α )
∗A+α,µU
+
α ∼ χ(−α−α0,α−α0)Pµχ(α−α0,3α−α0)Pµχ(−α−α0,α−α0),
since (U+α )
∗PµU
+
α = Pµ. Now, to get (8.3), one needs to use repeatedly Proposition 5.3(i), (iv).
We denote
χ+α = χ(0,2α), χ
−
α = χ(−2α,0)
and
T±α,µ := χ
∓
αPµχ
±
αPµχ
∓
α .
Thus one can write
(U±α )
∗A±α,µU
±
α ∼ T
±
α,µ. (8.4)
This relation with the “+” sign coincides with (8.3), and for the “−” sign it is proved in the
same way. The proof of Lemma 8.1 begins with the following observation.
Lemma 8.2. For any n = 1, 2, . . . , we have
Pµ(T
±
α,µ)
n ≈ (1− Pµ)(T
∓
α,µ)
n, as α→∞. (8.5)
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Proof. For brevity we write χ± = χ±α , T
± = T±α,µ, P = Pµ, and Q = 1− P . We have
P (T+)n = Pχ−Pχ+Pχ−(T+)n−1 = −Pχ−Qχ+Pχ−(T+)n−1
= P (1− χ−)Qχ+Pχ−(T+)n−1
= Pχ+Qχ+Pχ−(T+)n−1 +R1 +R2, (8.6)
with
R1 = Pχ(2α,∞)Qχ
+Pχ−(T+)n−1,
R2 = Pχ(−∞,−2α)Qχ
+Pχ−(T+)n−1.
We notice that Q = 1− P can be replaced by −P in R1. By Proposition 5.3(iii),
χ(2α,∞)Pχ
+Pχ− ∼ 0,
so that R1 ∼ 0. To handle R2, observe that
χ+Pχ−(T+)n−1 = (T−)n−1χ+Pχ−, (8.7)
and hence, by cyclicity of the trace,
R2 ≈ Qχ
+(T−)n−1χ+Pχ−Pχ(−∞,−2α).
Applying Proposition 5.3(iii) to the factor χ+Pχ−Pχ(−∞,−2α) we infer that R2 ≈ 0.
Apply (8.7) to the first operator on the right-hand side of (8.6) and use again the cyclicity:
Pχ+Qχ+Pχ−(T+)n−1 = Pχ+Q(T−)n−1χ+Pχ−
≈ Q(T−)n−1χ+Pχ−Pχ+ = Q(T−)n.
Together with (8.6) this yields (8.5) for the “+” sign. The relation (8.5) for the “−” sign is
obtained in the same way. 
Proof of Lemma 8.1. We shall use the simplified notation as in the proof of Lemma 8.2 and also
write A = Aα,µ, A
± = A±α,µ, and B = Bα,µ. First observe that BA
n ≈ PAn. Thus by (7.11)
and (8.4),
BAn ≈ P (A+)n + P (A−)n ≈ P (T+)n + P (T−)n.
By Lemma 8.2,
2P (T±)n ≈ P (T±)n + (1− P )(T∓)n,
so that
2P (T+)n + 2P (T−)n ≈ P (T+)n + (1− P )(T−)n + P (T−)n + (1− P )(T+)n
= (T+)n + (T−)n.
Using (8.4) and (7.11) again, we get
2BAn ≈ An,
which leads to (8.1), and hence completes the proof. 
As a consequence of Lemma 8.1, Theorem 3.2 can be proved for arbitrary p ∈ P0.
Proof of Theorem 3.2 for arbitrary polynomials. It remains to prove the theorem for polynomi-
als of the form qn(t) = tpn(t), n = 1, 2, . . . . From Lemma 8.1 and (7.12) we deduce that
tr
[
Bα,µ
(
Aα,µ
)n]
=
1
2
log(α)W(pn) + o(log(α)), α→∞. (8.8)
To convert W(pn) into W(qn) we perform a very elementary calculation:
π2W(qn) =
∫ 1
0
tpn(t)
t(1− t)
dt =
∫ 1
0
pn(t)
1− t
dt =
∫ 1
0
pn(t)
t
dt.
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Therefore
2π2W(qn) =
∫ 1
0
pn(t)
(
1
1− t
+
1
t
)
dt =
∫ 1
0
pn(t)
t(1− t)
dt = π2W(pn).
Together with (8.8) this leads to Theorem 3.2 for arbitrary polynomials p ∈ P0. 
8.2. Closure of the Asymptotics. Throughout this final section we assume that h satisfies
Condition 3.1. The proof splits into three steps.
Step 1. First we prove the theorem for continuous functions h such that h(0) = h(1) = 0
that are differentiable at t = 0 and t = 1. Without loss of generality we may assume that h is
real-valued (otherwise treat real and imaginary part separately). The differentiability condition
at t = 0 and t = 1 implies that h(t) = t(1 − t)g(t) for a continuous real-valued function g. Fix
ǫ > 0. Due to the Stone-Weierstrass theorem, there exist a real-valued polynomial p ∈ P with
‖p− g‖∞ < ǫ. Denoting p˜(t) := t(1− t)p(t) we estimate
h(t) ≤ t(1− t)(p(t) + ǫ) = p˜(t) + ǫt(1− t), (8.9)
and
h(t) ≥ t(1− t)(p(t)− ǫ) = p˜(t)− ǫt(1− t). (8.10)
The monotonicity of the trace in combination with (8.9) gives
tr
[
h(Bα,µ)
]
≤ tr
[
p˜(Bα,µ)
]
+ ǫ tr
[
Bα,µ(1−Bα,µ)
]
.
From Theorem 3.2 for polynomials from P0, we get
lim sup
α→∞
tr
[
h(Bα,µ)
]
log(α)
≤W(p˜) + ǫW(t(1− t)) = W(p˜) +
ǫ
π2
,
where we have used that W(t(1 − t)) = π−2, see (3.1). Moreover, we notice that∣∣W(h)−W(p˜)∣∣ = ∣∣W(h− p˜)∣∣ ≤ ǫ
π2
,
and hence,
lim sup
α→∞
tr
[
h(Bα,µ)
]
log(α)
≤W(h) +
2ǫ
π2
.
In the same way (8.10) implies
lim inf
α→∞
tr
[
h(Bα,µ)
]
log(α)
≥W(h)−
2ǫ
π2
,
and as ǫ > 0 was chosen arbitrarily we deduce (3.2) for our choice of h.
Step 2. Now let h be a continuous function, which is Ho¨lder-continuous at 0 and 1 with
exponent q ∈ (0, 1], so that
|h(t)| ≪ tq(1− t)q, t ∈ [0, 1].
Fix again ǫ > 0 and choose a smooth function ζǫ such that 0 ≤ ζǫ ≤ 1 and
ζǫ(t) =
{
1, t ∈ [0, ǫ/2] ∪ [1− ǫ/2, 1],
0, t ∈ [ǫ, 1− ǫ].
In view of the estimate
|(ζǫh)(t)| ≪ [t(1− t)]
qζǫ(t)≪ ǫ
r[t(1− t)]r, r =
q
2
,
we have
‖(ζǫh)(Bα,µ)‖1 ≪ ǫ
r‖Bα,µ(1−Bα,µ)‖
r
r.
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By Corollary 6.3, the right-hand side does not exceed log(α), α ≥ 2. Consequently,∣∣ tr [(ζǫh)(Bα,µ)]∣∣
log(α)
≪ ǫr, α ≥ 2. (8.11)
On the other hand, hǫ = (1− ζǫ)h vanishes in a vicinity of 0 and 1 and, therefore, by Step 1, we
have
tr
[
hǫ(Bα,µ)
]
= log(α)W(hǫ) + o(log(α)), α→∞. (8.12)
It is clear that
W(h)−W(hǫ)≪
(∫ ǫ
0
+
∫ 1
1−ǫ
)
tq−1(1− t)q−1 dt≪ ǫq. (8.13)
Combining (8.11), (8.12), and (8.13) gives
lim sup
α→∞
∣∣∣ tr(h(Bα,µ))
logα
−W(h)
∣∣∣≪ ǫr.
Since ǫ > 0 is arbitrary, this yields the claim.
Step 3. Suppose that h satisfies Condition 3.1. Let t0 ∈ (0, 1) be a point such that h is
continuous on [0, t0] and [1 − t0, 1]. Fix an ǫ > 0. Then one can find two continuous functions
h1, h2 as at Step 2, such that
h1(t) = h2(t) = h(t), t ∈ [0, t0] ∪ [1− t0, 1], h1(t) ≤ h(t) ≤ h2(t), t ∈ [0, 1],
and ‖h2 − h1‖L1 < ǫ. This implies that
|W(h1)−W(h)|, |W(h2)−W(h)| ≪ ǫ.
Now, in view of monotonicity, we have
trh1(Bα,µ) ≤ trh(Bα,µ) ≤ trh2(Bα,µ).
Thus, by Step 2,
lim sup
α→∞
∣∣∣∣trh(Bα,µ)log(α) −W(h)
∣∣∣∣≪ ǫ.
Since ǫ > 0 is arbitrary, the required result follows.
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