Introduction and Motivation
Recent computational challenges in image segmentation are due to image guided surgery, in particular brain surgery. In a preoperative phase high resolution images, e.g., magnet-resonance images (MRIs), of a patient are taken, enhanced (denoised, deblurred,...) and then used for a 3D rendering of the region of interest which includes a segmentation phase for giving a precise account of tumor boundaries. Based on this reconstruction the surgeon plans the operative intervention. In brain surgery, where high precision is required, any intervention changes the local situation, e.g., the tumor location. Therefore, in modern regimes [8, 19, 20] a correction of the segmented image is attempted intraoperatively by taking new MRI scans and re-doing the image processing part. This should ideally reduce the operation time and accurately guide the surgeon. Besides certain modelling aspects, on the computational side this poses several challenges such as the fast and reliable segmentation.
In image segmentation, which is the task of identifying boundary curves (contours) of regions of approximately homogeneous features, there are several paradigm models such as edge detectors, Mumford-Shah model, shape-based approaches, discrete approaches ... which address different aspects in the segmentation. 
where Γ ∈ D denotes the contour and D a set of shapes, g is a given edge detector defined on the image domain D ⊂ R 2 , Ω ⊆ D is the set of homogeneous features with boundary Γ, and ν ∈ R acts as a regularization parameter. In Figure 1 , for the contrast agent based kidney image (left plot) we provide a standard Gaussian-type edge detector (right plot). In general, at ideal edges we have g = 0; otherwise g > 0.
However, due to rest noise in the image, we can usually only expect g ≈ 0. Let us mention that more sophisticated edge detectors compared to the one presented here are available.
Figure 1. Image (left) and corresponding edge detector (right).
Active contour approaches in image segmentation consider Γ as the optimization variable which is adjusted iteratively. Earlier accounts for solving (1) were based on parameterizations of Γ, like in [10] . A particular choice was given by the arc length parameterization; see, e.g., [21] . These techniques, however, have several drawbacks including the need of expensive re-parameterizations in case of topological changes. Borrowing a concept due to Osher and Sethian [13] and with the aim of devising a geometrically intrinsic, i.e., parameter independent approach, Caselles et al. [4] proposed the representation of Γ as the zero-level set of a function φ and the approximation of the desired contour by means of an iterative time-marching process. Based on some initial estimate Γ 0 , the evolution towards the solution contour is embedded in the propagation of the continuous level-set function φ : D × [0, T ] → R as Γ(t) = {x ∈ D : φ(x, t) = 0}.
For this reason φ is sometimes called geometrical implicit function, since it implicitly contains the information of interest [12] . Let us assume that the components of Γ(t)
are closed curves, and let Ω(t) denote the domain with boundary Γ(t). Then, in order to have a well-conditioned representation of Γ(t) one usually requires
In this case, the outward unit normal n(x, t) to Γ(t) at x ∈ Γ(t) is given by
whenever φ is sufficiently smooth. A popular choice satisfying (2) is given by signed distance functions. In this case we have ∇φ(x, t) 2 = 1 almost everywhere and, hence, n(x, t) = ∇φ(x, t). Since φ is usually defined on D, these definitions and properties naturally extend to D. Now, let us assume that the velocity of the above mentioned evolution in normal direction to Γ(t) is given by F (x(t), t) with F a scalar-valued function defined on Γ(t). Then it is well-known that the transport of φ is governed by the level-set equation
see [12, 15] . Here F ext denotes some suitable extension of F to D.
The level-set method is celebrated for its numerical robustness, flexibility w.r.t. topological changes, wide applicability and many more. In connection with velocity fields F coming from shape sensitivity analysis [5, 18] , as for instance F being the negative shape gradient of J or the corresponding Newton direction [9] , it is a versatile tool for shape optimization including image segmentation via (1). While the merging or splitting of existing contours can be handled easily by level-set based shape optimization algorithms [2, 9] , the creation of new components is in general hard (if not impossible) to accomplish by using classical shape sensitivity concepts only. As a remedy we propose the blending of shape sensitivity information with topological sensitivity. The latter concept goes back to [7, 17] and allows to create holes in a domain, rather than perturbing existing boundaries. For a given function J : D → R, where D is an appropriate set of shapes, the topological derivative (or topological gradient) at x ∈ D is defined as
where
, and |B ρ (x)| the volume of B ρ (x). In the case of 2D-image segmentation we have n = 2.
In this paper, we study edge-detector based image segmentation algorithms which utilize both shape as well as topological sensitivity information. Our technique is a phase-I-phase-II-type approach, which means that the shape sensitivity phase and the phase using the topological derivative are employed in a serial fashion, i.e., no synchronous blending of information takes place. This is similar to [3] . Typically, the algorithm is started by the topological phase for computing initial guesses. Then, if necessary, shape sensitivity is used to drive the contour. After this phase stopped, one may again enter the topology optimization phase, and then continue altering the phases until some stopping rule is satisfied.
An additional benefit of the new approach is given by the fact that the segmentation becomes fully automatic as opposed to state-of-the-art techniques which require a (more or less) manual selection of an initial contour.
The rest of the paper is organized as follows: In section 2 we derive a model for reconstructing topological information in a given image. The corresponding minimization problem involves a geometrically regularized least-squares objective function subject to a linear elliptic partial differential equation. Further, the topological gradient for the objective in the model problem is computed. The section finishes with the phase-I algorithm. First and second order shape sensitivity analysis and the phase-II algorithm, which is a shape Newton method, are the subjects of section 3. In the final section 4 we address aspects of an efficient numerical realization and report on results obtained by the new method. It turns out that the topology optimization phase-I can act as a segmentation algorithm in its own right.
Notation 
, denotes the standard L 2 (S)-norm; analogously for w H 1 (S) . Further, the measure of a set S is denoted by |S|.
Model and its topological sensitivity
In this section we study the segmentation of an image by means of the topological derivative. Here we assume that images are given in terms of their intensity map I, which is also at the core of computing suitable edge detectors. We start by establishing an appropriate minimization problem and compute the topological derivative of its objective functional afterwards. We conclude this section by specifying the phase-I algorithm for topology optimization. 
A simple model
which can be interpreted as the convolution of the intensity map I with a Gaussian kernel. Our aim is now to find a function u
* is an approximation to the intensity map I. A natural choice realizing this objective is given my
where J 0 : D → R, and β 1 , β 2 ∈ R + 0 , with β 1 + β 2 > 0. The right hand side of the governing equation is defined as
Since the presence of noise in I may adversely affect the minimization of (6), we propose to add a regularization term in form of a volume penalty to the objective function. Then the resulting model for recovering u * is as follows:
where µ ∈ R + 0 is fixed. The state equation (6b) admits a unique solution u = u(Ω). This fact can be used in problem (7) to derive a corresponding reduced problem:
We consider (8) as our model problem for the topology optimization phase. Before addressing topological sensitivity issues of J (Ω), let us point out that different, more sophisticated approaches and models are possible.
Topological derivative
Now we compute the topological derivative of J . For this purpose note that we are not only interested in creating holes in Ω but also in adding components in D \ Ω. This is accomplished by considering for
Notice the difference to (4) . In (9) we do not "subtract material", rather we "add material" with the aim of changing the topology in D \ Ω. Strictly speaking, we have to consider
Let us first recall a result from [3, Proposition 2.2] which is useful in the proof of our main result, Theorem 2. 
respectively. Then there exists a constant C > 0 such that (8) is given by
Proof. We consider first x ∈ Ω and (4). Then
where we used (12) in the next to the last inequality and the governing equation for the last identity. Using Proposition 1, we obtain
From the localization theorem we infer
and thus
For x ∈ D \ Ω and (9) we obtain in a similar way According to (11) the topological gradient has a simple structure since-up to an additive constant-it coincides with the adjoint. In general, the computational effort is related to the solution of (12) which can be obtained efficiently by, e.g., multigrid methods or FFT-techniques. In the special case β 1 = 0 and β 2 > 0 we have
\ Ω, which shows that for computing T only the state equation has to be solved.
As it is the case for classical gradient techniques, the objective function J can be decreased if there exists a search (update) direction δ T such that for some sufficiently small δ t > 0
where the new domain Ω(t + δ t ) is given by
It remains to address how (11)- (12) can be used if the geometry Γ is represented by a geometrical implicit function φ and such that (13) is realized. Throughout we assume that φ satisfies the sign convention (2). We further point out that the evolution of Γ(t), resp. Ω(t), is related to a time-dependent process via (3) resp. (14) . As a consequence we write T (x, t) for the topological derivative of J (Ω(t)) at x ∈ D. Following a reasoning similar to the one in [3] , we find:
• For x ∈ Ω(t), i.e., for φ(x, t) < 0 a reduction of J (Ω(t))(x) is expected if T (x, t) < 0 which means that the topology should change, i.e., a hole should be created. Since φ(x, t) < 0, creating a hole can be accomplished by adding a positive quantity to φ(x, t). Since T (x, t) < 0, the search (update) direction can be chosen as
• For x ∈ D\Ω(t), i.e., for φ(x, t) > 0 we again expect a reduction if T (x, t) < 0. Changing the topology can now be achieved we subtracting a positive quantity from φ. This suggests
From (11), (15), and (16) we infer
where p solves the adjoint problem (12) with u = (−∆) 
Phase-I algorithm for topology optimization
In sections 2.1 and 2.2 we gathered all the tools needed for devising the algorithm for phase-I, i.e., the optimization w.r.t. the topology. Before we state the method we briefly discuss a strategy for adjusting the step length δ t in (13) . We propose a technique very similar to classical line search methods [11] .
As a descent measure we propose
where χ S denotes the characteristic function of a set S, and (·) + = max(0, ·),
Then starting with δ 0 t > 0 and setting l = 0 we check whether
where 0 < ω < 1 is fixed. If (19) (19) is checked again. For this procedure to work well, the initial δ 0 t has to be chosen sufficiently large in order to achieve a topological change.
The algorithm is as follows.
Algorithm 2.1 Phase-I algorithm for topology optimization.
(i) Choose an initial contour Γ 0 , with associated domain Ω 0 , and the corresponding φ(x, 0), x ∈ D; set t 0 = 0 and k = 0.
(ii) Solve for (19) is satisfied. Denote this step-size by δ t,k . (v) Update φ according to (14) with time step δ t,k ; set t k+1 := t k +δ t,k , k := k +1, and go to (ii).
Several remarks concerning the algorithm are in order. To ease the notation we subsequently use J k = J (Ω(t k )) and Ω k = Ω(t k ).
• Numerically we stop the algorithm if δ t,k ≤ 1 , or if the difference of two successive function values is small: |J k+1 − J k | ≤ 2 . Here 1 , 2 are user specified tolerances which typically depend on the mesh size of the discretization.
• In our numerical tests we found that a stopping rule solely based on m(t) is not adequate.
"
• There is no need for sophisticated initializations.
Step (i) merely serves the purpose of computing a reasonably scaled φ which contains geometrical information and can be used in the updating process. One may choose φ to be a signed distance function initially. However, we point out that different choices satisfying (2) are possible.
• In contrast to level-set based shape optimization methods there is no need to maintain φ to be a signed distance function in all iterations.
• In our tests we choose the line search parameters δ 
Shape sensitivity
Now we collect some results concerning the shape sensitivity of the objective functional of (1), and devise a level-set based shape Newton algorithm for solving (1) . In connection with Algorithm 2.1 this provides the phase-II method for shape optimization.
Shape gradient and shape Hessian
Suppose that we are given an open set Ω ⊂ R n with boundary Γ = ∂Ω, and we would like to compute the sensitivity of
w.r.t. small perturbations of Ω and, hence, Γ. Further we assume that these perturbations are due to a sufficiently smooth vector-field V : R 2 → R 2 with compact support in R 2 . In a Lagrangian frame, the perturbations are given by
From this we define
We have Γ(0) = Γ and Ω(0) = Ω. Then the Eulerian semi-derivative of J at Γ in direction V is defined by 
where ·, · C (Γ),C(Γ) denotes an appropriate duality pairing. Then the quantity j 2 (Ω)n is called the shape gradient of J 2 . Note that the structure theorem asserts that the shape gradient always admits a representation as a distribution on Γ. Since this is generically true for J 1 , the shape gradient of J can be written as
with j 1 (Γ) the shape gradient of J 1 .
In a similar fashion one defines the second order Eulerian semi-derivative of J at Γ in direction W ∈ B:
where Γ(τ ) = P W (Γ; τ ). In [9] the first and second order Eulerian semi-derivatives of the function in (20) were computed. We only provide the formulas and refer to [9] for details. The first order Eulerian derivative is given by
where κ denotes the mean curvature of Γ; see [5] . Thus, we identify
The second order Eulerian derivative, or shape Hessian, is found to be
Above we used velocity fields
with the properties
analogously for V G . Above, φ denotes a geometrical implicit function satisfying (2). Therefore,
This choice is motivated by two facts: (i) Analytically it makes non-symmetric terms in the shape Hessian vanish; for details see [9, p.454] .
(ii) Extensions of velocities originally defined only on Γ to a neighborhood are frequently chosen to be constant in normal direction; see [1, 9] . Further, ∇ Γ v denotes the tangential gradient of v and is defined by
The term (∇ Γ F, ∇ Γ G) Γ for all G denotes the weak form of the Laplace-Beltrami operator applied to F which is sometimes written as −∆ Γ F . 
Newton-type flow and descent properties
Using the shape gradient and the shape Hessian at Γ = Γ(t) we can specify the system satisfied by a Newton-type velocity field N (Γ(t)). Observe that, for instance, for computing the shape sensitivity information required for obtaining the Newton direction at Γ(t), in (22) the set Γ(τ ) has to be replaced by Γ(τ + t). The Newton equation is given by
In general the bilinear form related to d 2 J need not be coercive. In our particular example (20) we have that the Laplace-Beltrami operator implies only positive semi-definiteness properties, and the first term in (24) may be negative on subsets of Γ(t), which is true especially far away from the optimal shape. Therefore, it is of interest to consider coercive modifications S(
Here we consider

S(Γ(t); V
with
whenever the first term in the max-expression is smooth enough; otherwise we set s(Γ(t)) = s for small s > 0. Notice that we replaced g by g g with g g ≥ g for small g > 0.
As a result there exists > 0 such that
Let N S (Γ(t)) denote the solution of
Further assume that N S (Γ(t)) is sufficiently smooth and that N S
ext (Γ(t)) is an extension satisfying (26). Further we assume that V N S (Γ(t)) ∈ B satisfies
Plugging V N S (Γ(t)) in (21) (replacing V (X(t))), and applying the chain rule to φ(X(t), t) = 0 (recall that the Γ(t) is required to be the zero-level set of the geometrical implicit function φ at all times t), we get Now suppose that Γ(t + δ t ), with δ t > 0 sufficiently small, is obtained by evolving φ via (32). From our shape sensitivity analysis and (31) we infer
where we used (30) for the last inequality. Thus, if δ t > 0 is sufficiently small we have
for some fixed satisfying 0 < < . This proves that the Newton-type flow is a descent flow, i.e., if Γ(t) (resp. Ω(t)) is not optimal, then there exists a small positive time step in (32) such that the objective value is sufficiently reduced. We summarize this result in the following proposition. 
Phase-II algorithm for shape optimization
Now we specify the shape-Newton algorithm for solving (1) . Here the method is presented on the continuous level. Details for its discrete counterpart are subject of section 4. For ease of notation, below subscript k refers to quantities at time t k . (ii) Solve the Newton-type equation
(iii) Extend N k to a neighborhood of Γ k to obtain N k,ext .
(iv) Compute φ k+1 by using (32) with velocity N k,ext and a time step δ t,k > 0 such that (33) is satisfied. A few words on details and the realization of the steps of the algorithm are in order.
• Compared to our phase-I Algorithm 2.1 the initialization of Γ is more delicate.
In fact, depending on the sign of the parameter ν, see (1), the initial contour has to be a closed curve which is either completely contained in the region of interest (ν < 0), or the region of interest is a subset of Ω 0 (ν > 0). A poor initial choice results in a segmentation failure.
• Choosing φ k to be a signed distance function has several implications: -Flatness in the implicit function is avoided, which allows a numerically stable identification of Ω(t). -Geometric information can be easily computed; e.g.,
n(Γ(t), t) = ∇φ(Γ(t), t), κ(Γ(t), t) = div(n(Γ(t), t)) = ∆φ(Γ(t), t).
-If the aforementioned relations are used to simplify geometrical expression, then it is essential that φ remains a signed distance function for all times t; otherwise the geometrical terms are inaccurate. -Numerically, the latter aspect requires a reinitialization, i.e., if φ deviates sufficiently from being a signed distance function, then it has to be "reshaped" to a signed distance function.
• There are several options for the reinitialization process; see [12, 15] . We focus on solving the Eikonal equation
The solution of (34) is called φ k+1 again.
• We propose the following extension:
Numerical realization and results
In this section we discuss several aspects of the implementation of our phase-Iphase-II algorithm. Especially phase-II requires some care in its numerical realization. This is necessitated by the discretization of the shape gradient and shape Hessian. We close the section by a report on extensive test runs.
Numerical realization
The Laplacian operators in the state equation (7b) and the adjoint equation (12) are discretized by the standard five-point stencil. The solution of these Poission problems is achieved by a multigrid technique with a Gauss-Seidel-type smoother.
Phase-I. Compared to the phase-II method, Algorithm 2.1 is rather easy to implement.
• We initialize the method by some easy to generate shape Γ 0 like a circle, ellipse, or {x ∈ D : x − x m= r}, 1 ≤ q < +∞, r > 0, and
In our experience the method behaves robustly w.r.t. the initialization of the geometry.
• As described earlier, we stop the method if δ t,k or |J k+1 − J k | are smaller than some prescribed tolerances 1 , 2 > 0. In our test runs we typically choose 1 = √ M , with M the machine precision, and 2 = (τ 0 /(n x 1 n x 2 ))J 0 , where τ 0 > 0 (typically τ 0 = 0.01 in our tests) and n x 1 , n x 2 the numbers of pixels in x 1 -and x 2 -direction.
Phase-II. The challenges in the discretization of Algorithm 3.1 for shape optimization are primarily related to the shape gradient and the shape Hessian. In level-set based front propagation one typically avoids the resolution of the interface Γ k . While in many cases this may lead to satisfactory evolution (see [12] and the references therein), in the case of optimization techniques one encounters the following troubles: An inaccurate shape Hessian approximation, as long as it induces a coercive bilinear form, may yield no improved convergence speed compared to a pure shape gradient flow. This is in contrast to one of the aims for employing higher order derivatives in optimization. Inaccurate shape gradients typically cause the algorithm to get stuck away from the (discrete) solution. Then the distance to the optimal solution depends on the condition of the problem and the size of the error.
One way to overcome these difficulties is to resolve the interface which allows to compute more accurate approximations to normals, curvatures, function values, and other geometry dependent information and, thus, yields rather accurate shape gradients and shape Hessians. Below we provide some details of the numerical realization of Algorithm 3.1.
• The level set equation (3) is discretized on a fixed Cartesian grid. Since it is a PDE of Hamilton-Jacobi-type, one has to be careful in selecting spatial and time discretizations. With respect to time we use a first order explicit Euler scheme (in our tests it appears that spatial accuracy is more important than accuracy in time). For the spatial discretization we use a second order essentially non-oscillatory scheme (ENO-scheme); see [12, 15, 16] .
• The interface is resolved in the following way. In a first sweep we detect interior and exterior interface neighbors among the grid points. An interior neighbor is considered to be in the discrete analogue of Ω k , and an exterior neighbor is an element of the discrete version of D \ Ω k ; see Figure 2 where the black nodes correspond to interior and the the white nodes to exterior interface neighbors. Based on this information, then for every cell with an interface transition a local bilinear interpolation model is established. The function values of the model are given by the signed distance values at the grid points, i.e., the corners of the cell. Then discrete approximations of the intersection points (crosses in Figure 2 ) are given by the roots along grid lines of the interpolation polynomial.
• We choose a locally linear approximation of the interface. For instance, in the case of the exemplary cell in Figure 2 , the portion of an interface in a cell is approximated by connecting the interface points. From this we can easily compute the outward normal direction of the interface model. Since we are interested in the outward unit normal at an intersection point, which is not unique due to the kinky structure of the piecewise linear model, we use a linear combination of the normals of neighboring linear pieces. The weights are given by the lengthes of the interface in the respective cell. Normal derivatives and curvature values are computed as follows: Standard finite difference models are used for computing the gradient of a function on the fixed grid points. At the intersection point the gradient of a function is computed by weighted averages. Then the normal derivative is obtain as the inner product of the gradient times the normal. The curvature at regular grid points is computed by discretizing ∆φ. At intersection points again weighted averages are used.
• For the discretization of the Laplace-Beltrami operator we refer to [6, 9] . In the case of a 1D interface in form of a closed curve, it is closely related to a non-uniform discretization of the Laplacian operator on an interval with periodic boundary conditions. • The (re)initialization of φ is based on (34). On the numerical level we employ a fast marching technique for solving the Eikonal equation; see [14] for details.
• In order to reduce the computational effort a narrow band approach is used, i.e., φ and all related quantities and equations are only considered on a band around the actual interface (contour).
Numerical results
In this section we report on numerical results obtained from applying our algorithm. Phase-I is initialized by φ 0 = (x 1 − 0. 
with θ > 0 a user-defined threshold. An alternative is to use I =Ĩ, but, of course, more sophisticated choices are possible.
Phase-I as an initialization procedure
We first focus on results where phase-I is used as an (re)initialization procedure for phase-II. To this end note that the second integral in (1), depending on the sign of ν, either minimizes or maximizes the area of Ω. If ν > 0, then Ω is intended to be small; otherwise, if ν < 0, then Ω should be large. Thus, depending on the sign of ν the initialization of phase-II is either a contour within the feature of interest (ν < 0), or Ω 0 contains the feature of interest (ν > 0). Here we focus on the first case. In this situation phase-I should provide a geometry which is contained in the region of interest. Then phase-II should drive the contour to its optimal location w.r.t. (1) . This requires ν > 0, and µ > 0 relatively large. Note that if µ is large, then |Ω| is supposed to be small. In Figure 3 we show the result of phase-I (right plot) when applied to the image in the left plot. For this run the parameters had values β 1 = 1, β 2 = 1.0E4, µ = 50, θ = 0.45 and the algorithm terminated after 9 iterations. The initialization of the contour is displayed in the right plot of Figure 7 . The corresponding solutions (1) , upon termination of phase-I is smaller than the optimal set. In Figure 5 we present the result for a smaller parameter µ = 25 as compared to the previous run. Now the algorithm took 14 iterations. Due to the reduction in µ the area of Ω h * is larger. Still, Ω h * is smaller than the optimal solution. However, the contour in Figure 5 is an excellent initial guess for phase-II with ν < 0. If we use the result of Figure 5 as the initial guess for phase-II with ν = 1.25 (φ 0 for phase-II is depicted in the right plot of Figure 5 ), then after 14 phase-II iterations the segmentation result shown in Figure 6 is obtained. Observe that there is no change of the initial topology. This reflects the general fact that a levelset based method using shape sensitivity, except for merging and splitting existing components, is unable to create new topological information. On the other hand, phase-I provides an excellent automatically produced initial guess for phase-II.
Phase-I as a segmentation algorithm
In our numerical tests we found that our new phase-I algorithm for topology optimization has the potential to serve as a segmentation algorithm even without applying phase-II. Then, of course, µ has to be adjusted adequately. But let us mention that in our test runs no "sophisticated" selection strategies appeared to be necessary.
In Figure 7 (left plot) we show the segmentation result for the contrast agent based kidney image in Figure 3 (left plot) together with the initial contour (right plot in Figure 7 ) . We chose the parameters β 1 = 1, β 2 = 1.0E4, µ = 1.0E − 2, and θ = 0.45. The algorithm required 34 iterations. Compared to segmentation runs using the phase-II method with a simple manual initial choice (> 60 iterations) and level-set based methods using the shape gradient as a descent flow (> 100 iterations), the iteration count is in favor of our phase-II method. The optimal state and optimal adjoint state for the run documented in Figure 7 are shown in Figure 8 .
In Figure 9 we demonstrate that the method is able to detect rather complicated topologies. The initial guess for our topology optimization algorithm is similar to the one shown in Figure 7 . We ran phase-I with β 1 = 1, β 2 = 1.0E4, µ = 1.0E − 2, and θ = 0.55. The algorithm stopped after 78 iterations. The difference between u h * , the state upon termination, and u male chest. The image contains many small components as well as comparatively large ones. Our simple initial guess is depicted in the right plot of Figure 11 . It is completely different from the segmentation result shown in the left plot of Figure 12 .
The parameter values were the same ones as for the results in Figure 9 . The algorithm stopped after 53 iterations. The algorithm stopped after 53 iterations. In the right plot of Figure 12 we show the zero-level set without the image in the background. As can be seen, our phase-I algorithm combined with our thresholding strategy allows to detect complex topologies with components of quite different sizes. In Figure 13 we show the signed distance function whose zero-level set is displayed in the right plot of Figure 12 . Also, we show the convergence behavior of {J h (Ω 
Conclusion
We have presented a phase-I-phase-II concept for real time image segmentation. Phase-I is based on topological sensitivity information in a given image, and phase-II uses shape sensitivity for computing descent flows for a shape functional. Both phases rely on geometrical implicit functions for representing the geometry and utilize line search techniques for computing adequate time step sizes for updating the geometry. In addition, phase-II utilizes a level-set framework for updating the geometry.
