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We report on a detailed neutron diffraction and 1H-NMR study on the frustrated spin-1/2 chain
material linarite, PbCuSO4(OH)2, where competing ferromagnetic nearest neighbor and antiferro-
magnetic next-nearest neighbor interactions lead to frustration. From the magnetic Bragg peak
intensity studied down to 60 mK, the magnetic moment per Cu atom is obtained within the whole
magnetic phase diagram for H ‖ b axis. Further, we establish the detailed configurations of the
shift of the SDW propagation vector in phase V with field and temperature. Finally, combining
our neutron diffraction results with those from a low-temperature/high-field NMR study we find an
even more complex phase diagram close to the quasi-saturation field suggesting that bound two-
magnon excitations are the lowest energy excitations close to and in the quasi-saturation regime.
Qualitatively and semi-quantitatively, we relate such behavior to XY Z exchange anisotropy and
contributions from the Dzyaloshinsky-Moriya interaction to affect the magnetic properties of linar-
ite.
PACS numbers: 75.10.Jm, 75.30.Gw
I. INTRODUCTION
In quantum spin systems the interplay of low dimen-
sional magnetic exchange paths, quantum fluctuations
and magnetic frustration often leads to unconventional
and exotic magnetic properties which have attracted at-
tention in recent years1–11. As a result of this interplay,
in real materials conventional long range magnetic or-
der can be suppressed down to very low temperatures,
possibly leading to novel magnetic states such as spin
liquids1,3,7,12. As well, they may display a variety of ex-
otic in-field behavior such as unusual spin density wave
(SDW) or spin nematic phases6,8,9,11,13–23.
In particular, regarding the latter issue, one essen-
tial model, that has been studied intensively, is the one-
dimensional spin-1/2 chain, where frustration occurs due
to competing nearest neighbor and next-nearest neigh-
bor magnetic exchange. Correspondingly, this model is
described by the Hamiltonian
H = J1
∑
i
Si Si+1 + J2
∑
i
Si Si+2 − h
∑
i
Szi , (1)
with Si being the spin-1/2 operator at chain site i.
The parameters J1 and J2 correspond to the near-
est neighbor (NN) and next-nearest neighbor (NNN)
interaction between spins Si, Si+1 and Si+2, respec-
tively. For this model, complex phase diagrams in ap-
plied magnetic fields have been predicted, including the
above mentioned spin density wave and spin-multipolar
phases. The appearance of these states sensitively de-
pends on the frustration ratio α = J2/J1
11,13,14,16,18,20,22.
Experimental studies on materials such as LiCuVO4,
LiCu2O2, PbCuSO4(OH)2, LiCuSbO4, β-TeVO4 or
NaCuMoO4(OH)
6,8,9,17,19,21,24–29 have verified some of
these predictions, while neither a full experimental char-
acterization of the various in-field phases nor understand-
ing of the observed phenomena has been achieved.
Conceptually, the materials considered as model com-
pounds for the frustrated J1-J2 chain belong to the
class of edge-sharing Cu2+ or V4+ (both carrying spin
S = 1/2) chain systems. Here, because of a nearest-
neighbor magnetic exchange J1 between spins on a chain
provided by an oxygen bond with a bond angle close
to 90◦ and a next-nearest neighbor exchange J2 via a
stretched O–O bond, J1 may be ferro- or antiferromag-
netic, while J2 is antiferromagnetic, leading to frustration
between J1 and J2.
For most of the materials considered as realizations of
the frustrated J1-J2 chain, experimental studies are ham-
pered because (large) single crystals are often lacking,
crystallographic disorder affects the magnetic properties,
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2high fields are needed to reach saturation30, or a combi-
nation of all these factors. In this respect, the natural
mineral linarite, PbCuSO4(OH)2, which has been mod-
eled as a frustrated isotropic spin-1/2 chain system6,31–44,
appears to be the most accessible for experiments.
Linarite crystallizes in a monoclinic structure (space
group: P21/m)
31,33,35 of buckled, edge-sharing Cu(OH)2
units aligned along the crystallographic b axis. Modeling
with linear spin wave theory indicates that the exchange
parameters most likely are J1 = −114 K and J2 = 37 K
corresponding well to values observed from bulk property
measurements42. A consistent model also requires an in-
terchain interaction Jinterchain = 4 K, i.e., ∼ 5% of J1.
Its quasi-saturation field45 of the order of 10 T allows for
experiments to be performed within a very wide range
of the magnetic phase diagram, which has been shown
to consist of at least five regions/phases I–V for H ‖ b
axis (see Fig. 12)39,40,44. Recently, phase V has been
proposed to represent a longitudinal spin-density wave
phase with the SDW propagation vector ~q shifting with
the magnetic field39. In addition, a phase separation be-
tween this SDW phase and a non-dipolar ordered phase
was suggested in high magnetic fields39. So far, the SDW
phase has not been fully characterized and an alternative
proposal has been put forward explaining phase V as a
so-called fan state43. In addition, evidence has been given
that, for crystal directions away from the b axis, phase V
is also existent36,44 while the relationship of phase V to
the other thermodynamic phases is not fully understood
at present.
Here, we present a combined detailed neutron diffrac-
tion and NMR study on linarite. Compared to our previ-
ous studies6,35,39, with our present experiment we cover
the magnetic phase diagram H ‖ b axis up to mag-
netization saturation and down to lowest temperatures.
This way, we substantially expand our characterization
of phase V, and in particular establish the temperature
and field dependence of the SDW propagation vector ~q
beyond the limits of our previous study39 and far be-
yond the experimental characterization realized for any
other J1-J2 chain material
46. From our measurements
the mapping of the magnetic moment per Cu atom was
derived within the whole magnetic phase diagram, re-
vealing the nature of the transitions from phases I, III,
IV and V into each other. The quasi-saturation field
was precisely identified from NMR measurements per-
formed at 160 mK. By combining the results from neu-
tron diffraction, the NMR spectra and NMR relaxation
rate measurements a highly unusual behavior was ob-
served at low temperatures close to the quasi-saturation
field, which might be related to the realization of a spin
nematic state.
II. EXPERIMENTAL DETAILS
A. Neutron diffraction
Neutron diffraction measurements were carried out
at the single-crystal diffractometer D10 of the Insti-
tute Laue-Langevin in Grenoble, France, at the flat-
cone diffractometer E2 of the Helmholtz-Zentrum Berlin
fu¨r Materialien und Energie, Germany, and by using
the high-intensity diffractometer WOMBAT at ANSTO,
Australia. At D10, the measurements were carried out
on a 26 mg single-crystalline mineral sample (origin: Blue
Bell Mine, San Bernadino, USA) which had already been
used for previous neutron diffraction6,39 and NMR stud-
ies34. The linarite crystal has a mosaic spread of a few
degrees leading to broadened reflections in the neutron
diffraction experiment.
For the D10 experiment a 3He/4He dilution cryostat
was used in order to carry out measurements in the tem-
perature range between 50 mK and 1.5 K (PG monochro-
mator, neutron wavelength λ = 2.36 A˚). The sample was
aligned in an external magnetic field such that the field
pointed along the crystallographic b axis, with a max-
imum field of 10 T. In order to perform a mapping of
the neutron scattering intensity of the magnetic Bragg
peaks appearing within the different magnetically or-
dered phases, scans in reciprocal space were carried out
along (0 k 1/2), (h 0 1/2) and (h 0.186 1/2). This way, all
phases reported to be magnetically ordered were covered
(see Fig. 12 for the magnetic phase diagram of linarite
for H ‖ b axis). For the measurements, µ0H-T mesh
scans were carried out. The magnetic field was set and,
first, scans of (0 k 1/2) with varying k were performed
for different temperatures in the high field region of the
magnetic phase diagram, i.e., mainly the SDW phase V
and part of phase IV. The temperature was swept at con-
stant magnetic field, starting at the lowest temperature
point studied for the respective field. Next, scans in the
intermediate field region (3 to 7.5 T) were carried out for
wide ranges of phase IV as well as parts of phase V. In
phase IV, the commensurate magnetic Bragg peak at (0
0 1/2) was scanned along (h 0 1/2) by varying h. In
phase V, again k scans were performed. Finally, phase I
was investigated by h scans along (h 0.186 1/2).
The linarite sample from the D10 experiment was stud-
ied in the same geometry at E2, here using a 3He cryostat
for the intermediate temperature range (0.4 – 2.2 K) of
the magnetic phase diagram of linarite for H ‖ b axis.
Further, an additional neutron diffraction experiment fo-
cused on the high temperature region of the magnetic
phase diagram (temperatures > 1.5 K) was carried out
at E2, this time using a 4He cryostat in combination
with a specialized sample stick with a temperature sta-
bility of 0.5 mK. At E2, for both experiments, the max-
imum magnetic field was 6.5 T aligned along the b axis.
Again, thermal neutrons with a neutron wavelength of
λ = 2.38 A˚ were used.
WOMBAT was set up with the graphite monochroma-
3tor for a wavelength of λ = 4.22 A˚. The single-crystalline
27 mg mineral sample (origin: Grand Reef Mine, Graham
County, USA) was mounted in the 3He/4He dilution stick
within the 12 T magnet. The measurements were carried
out in applied fields up to 10 T.
At E2, the magnetic phases were studied by performing
ω-scans of the magnetic Bragg peaks (0 0 1/2) in phase
IV and (0 ky 1/2) in phase V. For the determination of
the ky value, where (0 ±ky 1/2) is the incommensura-
bility vector of the SDW, also the (0 0.186 1/2) peak in
phase I was scanned, serving as reference point for the
ky determination. Similarily, the WOMBAT measure-
ments were conducted on a sample aligned within the
(h 0 l) scattering plane such that the incommensurate
part of the wave vector (0 ky 1/2) could be observed as
out of plane scattering. Independent field and tempera-
ture scans were performed. The large position sensitive
detector bank of WOMBAT allowed us to observe the
change in the incommensurate wave vector with applied
field and temperature in phase V. Further, the hysteretic
behavior of the magnetic Bragg peaks in region II below
∼ 500 mK in fields between ∼ 2 − 3.5 T were studied by
field scans.
B. Nuclear magnetic resonance (NMR)
A 12.4 mg single crystal from the Grand Reef Mine,
Graham County, Arizona, USA, was used for the 1H-
NMR experiment. The sample quality was checked by
magnetization measurements and found to be in full
agreement with the samples used in the neutron study.
The 1H-NMR experiment was performed in a dilution
refrigerator with temperatures from 60 mK up to 1.1 K
in magnetic fields up to 11 T. The NMR spectra were
collected by field scans at constant frequency ν0 using
a pi/2-τ -pi Hahn spin-echo pulse sequence. The dilution
refrigerator and the sample holder contain hydrogen in
amorphous or molecular form, which results in a sharp
peak at zero NMR shift in the NMR spectrum, but which
does not interfere with the intrinsic signal from the sam-
ple due to the NMR shift of linarite at high magnetic
fields. The 1/T1 relaxation rate measurements were per-
formed using the saturation recovery method.
III. THE PRESENT LEVEL OF MODELING
AND UNDERSTANDING OF LINARITE
Linarite PbCuSO4(OH)2 has been known as a natural
mineral for more than two hundred years47–51, and for
more than 120 years its more than 40 localities around
the world have been described by mineralogists. The
physical and chemical period of the linarite research his-
tory started about 70 years ago when its unit cell and the
low-symmetry lattice structure became partially known
step by step beginning from the 1950’s52. Presently, to
improve the refinement of experimental elastic and in-
elastic neutron scattering data larger single crystals as
compared to available natural ones are highly desirable.
This issue has been addressed recently by growing the
first synthetic crystalline samples53.
After the discovery of CuGeO3 as a frustrated spin-
Peierls system it became clear that all edge-sharing chain
cuprates exhibit a non-negligible frustrating antiferro-
magnetic (AFM) NNN intrachain coupling J2 irrespec-
tive of the sign of J1, and so does linarite. Fitting sus-
ceptibility data within an isotropic J1-J2 model Kame-
nienarz et al.32 arrived at a ferromagnetic, but small J1
value of −30 K and a frustration ratio α = 0.5. After the
discovery of magnetic ordering below about 2.8 K and es-
pecially the elucidation of a very complex magnetic phase
diagram6,39 it became clear that the knowledge of rela-
tively weak interchain interactions and anisotropic ex-
change couplings is very important to understand quan-
titatively its details.
After the prediction of multipolar phases at high mag-
netic fields slightly below saturation in frustrated J1-
J2 chains
14,15 the search for exotic field induced novel
quantum states became one of the central issues in frus-
trated quantum magnetism. Thereby the important role
of interchain exchange and spin anisotropy in real com-
pounds may play a decisive role for the very existence
of such states. The magnetic phase diagram of linar-
ite displays marked anisotropies35,38–41,43 and requires
to account for these small anisotropic interactions. The
monoclinic symmetry of linarite allows for anisotropic ex-
change, for the bilinear intra- and interchain couplings,
but also antisymmetric staggered Dzyaloshinsky-Moriya
interactions (DMI) do exist, e.g. for the intrachain NN-
and diagonal interchain exchange, which modify the basic
spin model of Eq. (1).
At present, there is no consensus about such refined
anisotropic spin models. Different simplified models have
been adopted, which are difficult to compare. In Ref.43,
a very strong exchange anisotropy only for the NN-
bonds along the chain has been hypothesized to account
for the anisotropy of the spin-system in linarite alone.
This proposal, however, requires specific cancellations of
the DMIs which are allowed by the low symmetry and
usually are expected to contribute the most important
anisotropic spin-lattice coupling effects in a spin system
of Cu2+ ions. A rigorous analysis of a realistic XY Z
spin-model including vital DM couplings of linarite has
not been performed so far due to its mathematical diffi-
culty.
A first step in the study of anisotropic exchange has
been undertaken recently39 with the help of DMRG.
Here, we extend this type of analysis by describing
low temperature magnetization data for a model with
anisotropic terms (see Fig. 11 and discussion in section
IV.c.). High-field aspects including the role of a staggered
DM interaction will be discussed in Ref.30. Finally, the
knowledge of these couplings including also weak inter-
chain interactions is necessary for a theoretical analysis of
the rich phase diagram especially at high magnetic fields
4close to the quasi-saturation, where the role of novel dipo-
lar22,43 and multipolar states is currently under debate.
In this context, the elucidation of the numerous very sub-
tle couplings represents the task at hand for a deeper
understanding of the properties of linarite. The experi-
mental data given here define the framework of possible
sophisticated scenarios.
IV. RESULTS
A. Neutron diffraction
The main focus of the present set of neutron diffrac-
tion experiments is the field and temperature dependence
of the (integrated) neutron scattering intensity of the
magnetic reflections present within the different magnetic
phases/regions for H ‖ b axis – with special emphasis on
the high-field phase V. As examples, in the Figs. 1 and
2 we present plots of the raw data from the D10 and E2
experiments. First, for the D10 study, in Fig. 1 scans of
(0 k 1/2) with varying k are presented for various tem-
peratures between 0.1 and 1.2 K in a magnetic field of
7.5 T (the dashed gray line in Fig. 3 denotes the scan in
the magnetic phase diagram). For all examined temper-
ature points up to 0.8 K, a magnetic Bragg peak at (0
0 1/2) is observed, which corresponds to the commen-
surate antiferromagnetic spin alignment in phase IV, in
accordance with the magnetic phase diagram established
previously39. The peak looses intensity abruptly at 0.9 K
and vanishes at 1.0 K where two incommensurate mag-
netic Bragg peaks appear instead at (0 ±ky 1/2) cor-
responding to the incommensurate longitudinal SDW in
phase V39.
In Fig. 2, detector images of the magnetic reflections
recorded at the instrument E2 are presented for selected
temperatures between 1.80 and 2.05 K in an external
magnetic field of 6 T (the dashed blue line in Fig. 3 indi-
cates the scan in the magnetic phase diagram). Here, the
vertical axis of each image is scaled as k axis. The scaling
factor has been determined via the reference scan carried
out in phase I, with its ordering vector ~q = (0 0.186 1/2)6.
At 1.80 K, the commensurate magnetic Bragg peak at (0
0 1/2) is observed, which has vanished at 1.85 K. Here,
instead, two incommensurate magnetic Bragg peaks ap-
pear at (0 ±ky 1/2). The peak intensity decreases to-
wards 2.05 K, at which point no further neutron scatter-
ing intensity is observed.
Again, this change in the appearance of the magnetic
Bragg peaks represents the phase borderline IV–V. The
(dis)appearance of the magnetic Bragg peaks is consis-
tent with the phase diagram shown in Fig. 12. However,
from Fig. 2, a significant shift of ky with temperature is
observed at 6 T which is not present at 7.5 T (see Fig. 1).
This observation will be discussed in more detail later in
this section.
For the determination of the peak position as well as
the integrated intensity of the magnetic Bragg peaks the
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FIG. 1: Scans in reciprocal space along (0 k 1/2) with vary-
ing k recorded for several temperatures in a field of 7.5 T at
the instrument D10, ILL. The phase boundary IV–V can be
identified by the change in the appearance of the magnetic
Bragg peaks. The peaks are broadened due to a slight mosaic
spread within the linarite crystal. The data for T > 0.1 K are
shifted along the vertical axis for clarity. As example, for the
scans at 0.1 and 1.0 K a Gaussian fit curve is added to the
data.
data were fitted using a Gaussian function (see Fig. 1
for example fits to the scans performed at D10). From
the integrated intensities I of all magnetic Bragg peaks
scanned the magnitude of the magnetic momentm within
the whole magnetic phase diagram for H ‖ b axis was
obtained. For an absolute scaling, the magnetic mo-
ment per Cu atom within the different phases had been
determined before by a refinement of neutron diffrac-
tion data collected in phases I (µy = 0.833(10)µB and
µxz = 0.638(15)µB at 1.8 K, 0 T), III, IV (0.79(1)µB at
1.7 K, 4 T) and V (0.44(1)µB at 1.9 K, 6 T)
6,39. Since the
magnetic moment m2 ∼ I, the square rooted integrated
intensities were scaled linearly onto the magnetic moment
values given above. For the data collected within the el-
liptical helix phase I, the magnetic moment along the b
axis, µy = 0.833(10)µB, was used. Within the coexis-
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FIG. 2: Detector images of the magnetic Bragg peaks recorded at E2 for selected temperatures in an external magnetic field
of 6 T ‖ b axis. The direction out of the scattering plane was scaled as k in units of r.l.u. The change in the appearance of the
magnetic Bragg peaks represents the phase borderline IV–V. The dashed red lines indicate k = 0, ±0.1 r.l.u.
tence phase III, the commensurate magnetic Bragg peak
at (0 0 1/2) was scanned.
The mapping of the magnetic moment per Cu atom is
depicted in Fig. 3 in form of a contour plot. Generally,
within the low and intermediate magnetic field regions,
the essential features of the magnetic phase diagram of
linarite can be seen in the contour plot of the magnetic
moment. Here, the phase boundaries, which were added
to the contour plot in Fig. 3 by copying them from the
phase diagram in Ref.39, separate the regions where neu-
tron diffraction ”sees” a different magnetic behavior. Es-
pecially, the phase transitions I–V and IV–V occur by
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FIG. 3: The contour plot of the magnetic moment m per
Cu atom for the different magnetic phases. On passing the
phase boundaries I–V and IV–V there is an abrupt drop of the
magnetic moment. The dashed grey and blue lines denote the
scans from the Figs. 1 and 2. In the black-and-white striped
low temperature area no neutron diffraction scans were car-
ried out. The phase borderlines were added to the contour
plot by copying them from the phase diagram in Ref.39.
an abrupt drop of the magnetic moment leading to a
red coloring of the phase I and IV regions whereas the
surrounding phase V is colored in orange representing a
reduction in the moment by about a factor of two. As the
scans were carried out by setting the magnetic field and
then varying temperature stepwise, the region II, where
magnetization hysteresis has been observed in previous
measurements6, is not seen in the neutron diffraction
measurements at E2 and D10.
Instead, the measurements at WOMBAT were carried
out by stabilizing the temperature and varying the ap-
plied field. These neutron diffraction data show that in
region II is not a new magnetic phase but a coexistence
of phase I and IV. Further, here, a hysteretic behavior of
the incommensurate and commensurate magnetic Bragg
peaks was observed, i.e., at T = 50 mK for applied fields
from 2 to 3.5 T and at T = 300 mK from 2.25 to 3 T. In
Fig. 4 (a) the field dependence of the commensurate mag-
netic (0 0 1/2) peak at 50 mK is shown with increasing
and decreasing magnetic field between 2 and 4 T. Corre-
spondingly, in Fig. 4 (b) the field dependence is shown for
the incommensurate (0 0.186 1/2) reflection. In contrast
to phase III, the strong hysteresis observed in region II
indicates a pinning of spins at this low temperature.
To further illustrate the field and temperature behavior
of the magnetic moment m, cuts through the contour plot
of the magnetic moment in Fig. 3 along the temperature
and the field axis are presented in Fig. 5 for four selected
magnetic fields (4, 6, 7, and 8 T) and four selected tem-
peratures (0.1, 0.5, 1.3 and 1.5 K). Within phase IV, for
all magnetic fields studied, the magnetic moment, i.e.,
the intensity of the magnetic Bragg peaks, stays almost
constant when increasing temperature. However, when
passing the phase boundary IV–V, there is always a sud-
den drop of the magnetic moment resulting in a step-
like appearance of the magnetic moment when varying T
(with a maximum magnetic moment change by a factor
of ∼ 2). This, in return, means that the magnetic mo-
ment does not change continuously at the phase bound-
6ary IV–V, which indicates that this phase transition is of
first order nature. The cut along T at 8 T is completely
within phase V.
When cutting the magnetic moment map along the
field axis, m(µ0H) continuously decreases with field, and
somewhat more slowly in the low magnetic field region
of phase IV (µ0H < 4 T) than in the high field region
(µ0H > 4 T). During a previous neutron diffraction study
on phase IV, also a decrease of the antiferromagnetic
magnetic moment with increasing magnetic field has been
observed, together with additional scattering intensity on
top of nuclear Bragg peaks. This indicated that the spins
are driven into field-induced polarization6. From phase
IV into phase V, again a step-like decrease is observed,
especially for the cuts at 1.3 and 1.5 K, consistent with
the phase transition IV–V being of first order.
In addition to the magnitude of the magnetic moment,
the position of the incommensurate magnetic Bragg peak
at (0 ky 1/2) in phase V was studied. In a previous
neutron diffraction experiment it has been observed that
ky shifts significantly when varying the magnetic field
39.
Only, the shift is clearly different from theoretical pre-
dictions for the isotropic frustrated J1-J2 chain in Ref.
14.
Starting from these early observations, from the present
neutron diffraction experiment, we have set out to fully
establish the field and temperature dependence of ky in
phase V. In order to correct for a possible experimental
offset in the ky determination, the absolute values for the
two incommensurate Bragg peaks at ±ky obtained from
0
1 0 0
2 0 0
3 0 0
4 0 0
5 0 0
6 0 0
2 . 0 2 . 5 3 . 0 3 . 5 4 . 00
1 0
2 0
3 0
4 0
5 0
6 0
T  =  5 0  m KInt. 
inte
nsit
y (a
rb. u
.) ( a )
( 0  0  0 . 5 )
Int. 
Inte
nsit
y (a
rb. u
.)
 0 H  ( T )
( b )
T  =  5 0  m K
( 0  0 . 1 8 6  0 . 5 )
FIG. 4: Hysteretic behavior of (a) the commensurate (0 0
1/2) peak and (b) the incommensurate (0 0.186 1/2) peak
in region II at 50 mK for increasing (red)/decreasing (black)
magnetic field; solid lines are guides to the eye.
the Gaussian fits to the D10 neutron diffraction data (see
Fig. 1) were averaged. For the E2 data, the reference
point recorded in phase I was used for the determination
of the ky value from the peak center.
From our analysis, we observe an even more complex
behavior of ky(T, µ0H) where ky does not only show a
field but also temperature dependence (see Fig. 6). The
temperature dependence of ky basically separates the
phase V into three regions (see Fig. 12): (1) The low
magnetic field region (µ0H < 3.2 T) where ky decreases
when increasing temperature, (2) the intermediate field
region (3.2 to 6.5 T) where ky increases when increas-
ing temperature and (3) the high magnetic field region
(µ0H > 6.5 T) where no significant change of ky(T ) with
temperature is observed. The magnetic field µ0H ∼ 3.2T
acts as a ”turning point” between (1) and (2), with ky
essentially being temperature independent.
Qualitatively, the behavior of ky(T ) in phase V relates
to the adjoining ordered phase within the respective mag-
netic field region: In low fields, the incommensurability
vector component ky in phase V increases as temper-
atures decreases towards the incommensurability of the
helical phase with a magnetic propagation vector (0 0.186
1/2). In intermediate fields, for decreasing temperature
the incommensurability ky closes in onto the commensu-
rate state in phase IV. Finally, in the high-field region,
the incommensurability of ky appears to be independent
from adjoining phases. We stress that this evolution of ky
is much more complex than stated in Ref.43 where only
a single field dependence of ky at 60 mK (and without
reporting the experimental error) was given.
B. Nuclear magnetic resonance (NMR)
The low temperature NMR spectra are presented in
Fig. 7 (a) and (b) for different magnetic fields applied
along the b axis. They were measured as a function of
the magnetic field at a constant frequency ν0 and are
plotted as function of the relative field µ0H − 2piν0/γ,
where γ represents the gyromagnetic ratio and ν0 is the
frequency of the oscillating field. For all data sets there
is a NMR signal at zero frequency shift stemming from
the experimental set-up.
At µ0H = 8.5 T and T = 500 mK, in phase V, in addi-
tion to the zero shift signal the NMR spectrum shows a
broad peak resulting from the sample at µ0H−2piν0/γ =
0.068 T. Previous measurements in phase V at lower
magnetic field and higher temperature (µ0H ≤ 7 T and
T ≥ 1.7 K) showed a superposition of the SDW signal and
a broad peak similar to a paramagnetic signal, which be-
comes more pronounced with increasing magnetic field39.
The measurement reported here at a higher magnetic
field of µ0H = 8.5 T thus probably only shows the broad
peak corresponding to the non-dipolar ordered part of
the sample. This peak with a full width at half maximum
(FWHM) of about 200 Oe is broader than in the previ-
ous measurements at T = 1.7 K and µ0H = 7.5 T, which
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FIG. 5: First row: Cuts through the magnetic moment map in Fig. 3 at various fields. At the phase boundary IV–V, a step-like
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size. Second row: Cuts through magnetic moment map at various temperatures. Note that the cut at 1.5 K passes through
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FIG. 6: Temperature dependence of the SDW propagation
vector component ky in magnetic fields H ‖ b axis. The tem-
perature behavior of ky separates phase V into three different
regions: (1) the low field region where ky decreases when in-
creasing T , (2) the intermediate field region with ky increasing
when increasing T and (3) the high field region where there
is no significant T dependence of ky.
showed a FWHM of 0.4 MHz corresponding to 100 Oe.
The signature of the SDW appears to be smeared/wiped
out. This might arise from a small T2 or a diminution of
the volume fraction of the SDW state.
Next, at µ0H = 9.1 T and T = 160 mK, a broad NMR
signal is observed with a finite intensity from zero to
0.11T NMR shift. This spectrum does not show a clear
peak resembling a paramagnetic signature. Magnetiza-
tion, magnetocaloric effect and polarization current mea-
surements do not show any signature of this change6,35,41.
At µ0H = 9.35 T and T = 160 mK, in addition to the
broad NMR signal an asymmetric peak is observed at a
shift of 0.075 T. This peak becomes the dominant fea-
ture, with an increase of the NMR signal by more than
an order of magnitude, as the field is further increased
to 9.6 T. The strong increase together with a constant
shift (within our resolution) and a decrease of the line
width indicates the quasi-saturation of the magnetiza-
tion. The NMR peak at µ0H = 9.6 T shows a shoulder
and evolves into a double peak at µ0H = 9.9 T, which is
unchanged at least up to µ0H = 10.8 T again supporting
the notion of magnetic quasi-saturation. The two-peak
structure stems from the two inequivalent hydrogen sites
H(4) and H(5) with slightly different hyperfine couplings
for H ‖ b axis, as previously discussed from measure-
ments at higher temperature34,38.
The NMR shift for both hydrogen sites and the FWHM
for the hydrogen site H(4) at T = 160 mK are represented
as a function of field in Fig. 8 for H ‖ b axis. This mi-
8croscopic measurement at a low temperature of 160 mK
enables us to finally determine the quasi-saturation field
with a much higher accuracy than previous magnetiza-
tion measurements performed at 1.8 K34. The obser-
vation of a constant NMR shift together with a nar-
row NMR line above µ0Hsat = 9.64 ± 0.10 T is indica-
tive of the quasi-saturation field. In the field interval
9.35 T<µ0H < 9.64 T, the absence of the SDW signature
in both NMR and neutrons together with a narrow NMR
line plus a non-constant NMR shift indicates the possi-
ble realization of a multipolar state in this field interval
as it was proposed by similar NMR studies on the J1-J2
Heisenberg chain systems LiCuVO4
54 and LiCuSbO4
55.
This result is in contradiction with the theoretical pro-
posal of a direct phase transition from phase V into mag-
netic saturation43 and with the interpretation of recent
torque magnetometry measurements localizing this tran-
sition at µ0H = 9.3 T for T = 0.2 K
44.
The study of the NMR spin lattice relaxation rate in
the region close to magnetic (quasi-)saturation allows us
to probe the existence and nature of bound magnons,
which could be responsible for the formation of a multi-
polar state. Indeed, at the magnetic saturation, a spin
gap ∆ opens and this gap becomes larger when the field
is increased further above the saturation field. In the
particular case of a J1-J2 Heisenberg chain, the slope
d∆/dµ0H is given by d∆/dµ0H = pgµB/µ0kB where p
is an integer number such that p-bound magnon excita-
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FIG. 7: (a) NMR spectra for different magnetic fields ap-
plied along the b axis as a function of the relative field
µ0H − 2piν0/γ. (b) NMR spectra for fields at 9.6 T and
above represented on a different scale. The background signal
around µ0H − 2piν0/γ = 0 T is expected to vary slowly with
field and was determined separately only for µ0H = 9.9 T.
The two other peaks are associated with the hydrogen sites
H(4) and H(5)38.
tions are the lowest energy excitations in the saturated
regime16. Thus, the study of the field dependence of
the spin gap at the magnetic saturation from NMR spin
relaxation rate measurements allows us to identify and
characterize the bound magnons.
In addition, the study of NMR spin relaxation rates
below the magnetic saturation in a J1-J2 Heisenberg
chain was proposed as a way to identify the multipolar
state22,25,56. Taking into account the monoclinic symme-
try, the relaxation rate in a magnetic field along the b axis
(1/T1)b can be expressed in an orthorhombic coordinate
system a⊥, b, c17,57 as
(1/T1)b =
γ2
2N
∑
q
Ca⊥(q)Sa⊥a⊥(q, ω) + Cb(q)Sbb(q, ω)
+Cc(q)Scc(q, ω) + Ca⊥c(q)Sa⊥c(q, ω), (2)
where γ and N stand for the gyromagnetic ratio and the
number of Cu atoms in the system respectively. Ca⊥(q),
Cb(q), Cc(q) and Ca⊥c(q) are the geometrical form fac-
tors in momentum space. The dynamical spin correlation
function Sµν(q, ω) for the crystallographic axis µ and ν
is defined as
Sµν(q, ω) =
∫ +∞
−∞
dt eiωt(Sµ(q, t)Sν(−q, 0)
+Sν(−q, 0)Sµ(q, t))/2. (3)
Here, S(q, t) is the Fourier transform of the surrounding
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FIG. 8: NMR shift and FWHM as a function of the applied
magnetic field H ‖ b axis. The full and open symbols rep-
resent the H(4) and H(5) sites, respectively. The lines are
guides to the eye and indicate the (quasi-)saturation field at
µ0Hsat = 9.64±0.10 T. The light grey area indicates the field
interval where the occurrence of a multipolar state is possible.
At 9.1 T the broad NMR spectrum has been observed. The
measurements were carried out at 160 mK except for the 8.5 T
data which were taken at 500 mK and serve as reference.
9electron spins S(ri, t) located at the Cu site ri with
S(q, t) =
1√
N
∑
i
S(ri, t)e
−iqiri . (4)
While the transverse dynamical spin correlation Sa⊥a⊥ ,
Scc and Sa⊥c were predicted to show an exponential spin
gap in the bound magnon state13,16,18,58 the longitudinal
dynamical spin correlation Sbb was predicted to follow
a power law behavior in temperature25,56,59. The NMR
relaxation rate was also studied theoretically in the low-
temperature limit and a step at the multipolar ordering
from the longitudinal spin fluctuations was predicted22.
However, the contribution from longitudinal spin fluctu-
ations to the spin-lattice relaxation rate is proportional
to the form factor
Cb(q) = (|Aa⊥b(q)|2 + |Abc(q)|2)g2bb, (5)
where A(q) and g stand for the hyperfine coupling tensor
in Fourier space and the g tensor, respectively. In linarite,
for H ‖ b axis, the hyperfine coupling coefficients Aa⊥b
and Abc are suppressed by the symmetry of the crystal
structure38 and, as a consequence, the form factor Cb(q)
vanishes. In this particular case, the relaxation rate in
the multipolar state depends only on the gapped trans-
verse fluctuations and must follow the Arrhenius law
(1/T1)b ∝ e−∆/T , (6)
where ∆ represents the spin gap. This gap would arise
from the condensation of bound magnons and harbor sin-
gle magnons as lowest energy excitations13. As a conse-
quence, the field dependence of the spin gap would be less
steep than in the (quasi-)saturated regime d∆/dµ0H =
gµB/µ0kB = 1.41 K/T, using a g factor gb = 2.10 ob-
tained by previous ESR experiments on linarite34.
The field and temperature dependence of the NMR
spin-lattice relaxation rate 1/T1 was measured at the
summit of the peak of H(4) to be compared with these
predictions. The nuclear magnetization m at this hydro-
gen site is represented in Fig. 9 as a function of time t
after the saturation pi/2 pulses for µ0H = 9.57 T for dif-
ferent temperatures. Down to T ∼ 300 mK, it can be
well fitted according to the equation
m = m∞(1− fe−t/T1), (7)
where m∞ is the value in equilibrium state and f is a fit
parameter to account for a non-perfect suppression of the
nuclear magnetization of this hydrogen site. Below T ∼
300 mK, however, a clear deviation from this behavior is
observed indicating a distribution of T1 relaxation times.
Therefore, the magnetization of the hydrogen nuclei m
was fitted according to
m = m∞(1− fe(−t/T1)β ), (8)
where the stretching exponent β < 1 is related to the
distribution of T1 times
60. Using Eq. (8) it was possible
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FIG. 9: Normalized magnetization recovery m/m∞ of the hy-
drogen nuclei H(4) as function of time t after its suppression
by pi/2 pulses at µ0H = 9.57 T and different temperatures.
The dashed and solid lines are fits to Eqs. (7) and (8), respec-
tively. The inset shows the fit parameter β as a function of
temperature. The solid line in the inset is a guide to the eye.
to fit the curves in Fig. 9 down to the lowest tempera-
tures. The best fit parameter β is included as a function
of temperature in the inset of Fig. 9. It increases with
temperature and saturates at a value close to the one
at T ∼ 300 mK. The distribution of T1 relaxation times
at low temperatures may arise from intrinsic local ex-
citations as it was already proposed for another J1-J2
Heisenberg chain system LiCuSbO4, although in linar-
ite this behavior occurs at a temperature one order of
magnitude lower than in the latter system23,55.
The resulting relaxation rate 1/T1 is represented as
a function of temperature in Fig. 10(a) and of the in-
verse temperature 1/T , together with fits to Eq. (6) in
Fig. 10(b). At µ0H = 9.35 T and for temperatures above
the magnetic transition TV(µ0H = 9.35 T)∼ 400 mK,
1/T1 is constant in temperature up to 1 K. At µ0H =
9.57 T, 1/T1 increases with temperature over two orders
of magnitude between 60 mK and 1 K. This tempera-
ture dependence cannot be fitted by Eq. (6) within the
whole temperature range but it can be fitted by Eq. (6)
for T ≥ 300 mK, where no broad distribution of T1 is
observed61. At µ0H = 9.9 T and µ0H = 10.19 T, i.e.,
above the (quasi-)saturation field, where a full polariza-
tion of the electronic spins is already expected from the
study of the NMR shift, the temperature dependence of
the relaxation rate 1/T1 can also be well fitted by Eq. (6)
down to 300 mK.
The extracted gap values are represented in the in-
set of Fig. 10 (b). Despite our limited statistics, one
can see a clear increase of the gap values as function
of the field following a linear behavior with a slope of
d∆/dµ0H = (2.6 ± 0.5) K/T. The expected slopes for
one- and two-magnon excitations, i.e., 1.41 K/T and
10
FIG. 10: (a) Spin-lattice relaxation rate 1/T1 as a function of
temperature T and magnetic field H ‖ b axis. The lines are
guides to the eye. (b) Relaxation rate 1/T1 as a function of the
inverse temperature 1/T . The lines are linear fits to Eq. (6)
in the temperature range 300 mK<T < 1 K. The inset shows
the field dependence of the gap ∆ extracted from the fits.
The blue and red dashed lines correspond to the expected
behavior for a one-magnon gap (p = 1) and a bound two-
magnon gap (p = 2), respectively. The solid black line in
the inset is a linear fit to our experimental data and gives
d∆/dµ0H = (2.6± 0.5) K/T.
2.82 K/T, are represented in the inset of Fig. 10 (b) to-
gether with the experimentally extracted values. The
experimental slope d∆/dµ0H = (2.6± 0.5) K/T is much
closer to the two-magnon value, indicating that two-
bound magnon excitations are indeed the lowest energy
excitations. Actually, while the occurrence of three-
bound magnons was first proposed for the frustration ra-
tio α = J2/J1 ∼ −0.33 of linarite14 the predominance of
two bound-magnon in the vicinity of the magnetic sat-
uration was theoretically predicted as a consequence of
the XY Z exchange anisotropy39. As a consequence, the
spin multipolar state of linarite, if it exists, would be
a spin quadrupolar (nematic) state. It should be em-
phasized that the two-bound magnon gap seems to open
around µ0H ' 9.35 T, i.e., already below the magnetic
(quasi-)saturation (µ0Hsat = 9.64 T), but where no dipo-
lar magnetic order is observed.
We note that the exact meaning and the nature of these
magnetic excitations remains unclear due to the non-
conservation of Sz in low-symmetry systems, to which
linarite belongs (i.e., XY Z anisotropy and DMI). In this
context one-, two- etc. magnons might be an approxi-
mate description, only. This consideration might be help-
ful to interpret the somewhat anomalous g-dependence
or the missing one-magnon spin-gap especially if a dipo-
lar component derived from fan-states and/or a special
coexisting hypothetical spiral-like incommensurate new
phase as proposed in Ref.22 for BaCdVO(PO4)2 would
be present in the nematic state.
Overall, our findings show strong similarities to previ-
ous results on another J1-J2 Heisenberg chain compound,
that is LiCuVO4 in a magnetic field along the c axis. In-
deed, while the realization of a multipolar state was pro-
posed in the field interval 42.41 T < µ0H < 43.55 T in
LiCuVO4 from the study of the NMR spectrum
54, a pre-
vious NMR relaxation rate study shows a gap opening for
µ0H ≥ 41 T with a slope corresponding to a two-magnon
gap8. Thus, this feature could be a rather general be-
havior of J1-J2 Heisenberg chains. In contrast, the ob-
servation of a single magnon gap was reported in another
J1-J2 Heisenberg chain system, LiCuSbO4, between 13 T
and 16 T by NMR measurement on a powder sample and
proposed as a signature of a multipolar state23. How-
ever, NMR measurements on oriented powder55 with the
magnetic field along the hard magnetization axis showed
the magnetic saturation at 13 T. Thus the single magnon
gap observed in Ref.23 must be an average gap of the
different field directions including directions in the satu-
rated regime and NMR measurements on single crystals
or oriented powder of LiCuSbO4 would be valuable to
confirm the observation of a single magnon gap.
C. Theoretical aspects
It is well known that the peculiarities of the crystal
structure, especially the Cu–O–Cu bond angle in edge-
sharing CuO2 chains, are of crucial relevance for the size
of the exchange integrals. Several studies62,63 have shown
that also the exact H-positions of the O–H ligands of Cu
are of great importance for the strength of the magnetic
couplings. Therefore, we have re-investigated the influ-
ence of the H-positions in linarite on the electronic struc-
ture and the main exchange interaction regarding the new
single crystal neutron refinements and optimization of its
two H-positions applying DFT calculations.
Using the structural parameters of Scha¨pers et al.38
and fixing the internal coordinates of all positions except
the H atoms (the heavier atoms are well determined from
previous XRD and neutron diffraction experiments31,35),
we find almost perfect agreement between the experimen-
tal and the calculated H-positions (Hexp(4): [0.8667(4),
1/4, 0.6166(8)] vs. Hcalc(4): [0.8646, 1/4, 0.6169];
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Hexp(5): [0.0586(4), 1/4, 0.4537(7)] vs. Hcalc(5): [0.0548,
1/4, 0.4535]). The reliability of the DFT optimized H-
positions has already been demonstrated studying the
related Cu2+ mineral malachite64, with the most precise
atomic coordinates resulting from the general gradient
approximation for the exchange-correlation potential as
applied here. The deviations of the O–H bond length
between the neutron refinement and the DFT procedure
are less than 0.02 A˚, the Cu–O–H bond angle differs by
less than 3◦.
Using these new structural parameters, the DFT de-
rived values (applying a typical Coulomb repulsion Ud =
7 eV) for the exchange parameters yield J1 = −121 K,
J2 = 38 K and J2/J1 = 0.31, differing only slightly from
the previously published DFT values34 (J1 = −133 K,
J2 = 42 K and J2/J1 = 0.32. Considering the error bars
of the calculational procedure, given for instance the un-
known exact value of Ud in the DFT+U approach
38, the
crystal structure related aspect for the size of the ex-
change integrals in linarite can now be considered as fully
settled. Of course, beyond the equilibrium H-position, its
quantum fluctuations and thermal fluctuations at higher
temperatures could be still of importance and should be
studied in future investigations.
To provide a first reasonable explanation for the exper-
imentally observed magnetic phases and magnetization,
we introduce frustrated XY Z Heisenberg chains coupled
by diagonal interchain exchange interaction (see Fig. 11
(a)). The Hamiltonian is given by
H =
∑
ij,γ=x,y,z
Jγ1 S
γ
i,jS
γ
i+1,j + J2
∑
ij
Si,j · Si+2,j
+ Jic
∑
ij
Si,j · Si+1,j±1 + h
∑
ij
Szi,j , (9)
where Jγ1 and J2 are the NN FM and the NNN AFM
intrachain exchange couplings, Jic is the diagonal inter-
chain exchange coupling, and Sγi,j is the γ-component of
spin-operator Si,j at i-th site on j-th chain.
Fig. 11 (b) shows the magnetization M curve mea-
sured at T = 1.8 K, where the external magnetic field
H is applied along the b axis. In spite of a fairly low
experimental temperature that should prevent a signif-
icant finite-temperature effect, the magnetization satu-
rates only asymptotically in the limit T = 0 K with in-
creasing H following a power-law ∝ 1/H2 in the limit
H → ∞30. Such an unusual behavior reflects the pres-
ence of strong quantum fluctuations. It is in sharp con-
trast with the behavior of typical isotropic 1D and 2D
spin systems which exhibit a divergent increase of M near
the saturation at very low temperature. This asymptot-
ical saturation of M can be explained by assuming an
XY Z anisotropy of the NN intrachain exchange coupling
J1
23,30.
To estimate a possible parameter set, we performed
an approximate fit of the experimental data using the
density-matrix renormalization group method with clus-
ter size Lx × Ly = 40 × 4. Note that the DMRG re-
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FIG. 11: (a) Cluster used in our DMRG calculations. (b)
Calculated magnetization curve by DMRG method with
(Jx1 , J
y
1 , J
z
1 ) = (−91.1,−86.6,−88.4), J2 = 28.3 (J2/|J˜1| ∼
0.32), and Jic = 2.7. (c) Integrated weight of S(qx, pi) as a
function of field (H ‖ b), where the results using anisotropic
and isotropic NN exchange couplings are compared. For the
isotropic case we set Jx1 = J
y
1 = J
z
1 = −88.4 K. (d)–(g) Field
dependence of static spin structure factor S(qx, pi).
sults shown in this paper are for zero temperature. As
shown in Fig. 11 (b), we have found an optimal descrip-
tion of the experimental data by setting (Jx1 , J
y
1 , J
z
1 ) =
(−91.1,−86.6,−88.4), J2 = 28.3 (J2/|J˜1| ∼ 0.32), and
Jic = 2.7 in units of K. These values reasonably agree
with those estimated by fitting the inelastic neutron scat-
tering data42.
In this context, we note that Eqs. (7) and (8) might be
refined/generalized by adding the asymptotical field de-
pendence skipped for the sake of simplicity. The presence
of a staggered DM vector D ⊥ to the b axis allowed by
the monoclinic symmetry of linarite may affect the field
induced local transverse polarization which also exhibits
12
an asymptotical power-law and this way also the spin-
gap and the stretching behavior considered in Eq. (8).
A more detailed quantitative consideration of this diffi-
cult problem is postponed to a future investigation of the
corresponding XY Z+DM-model.
In order to investigate the magnetic structure, we cal-
culated the static spin structure factor defined by
S(qx, qy) =
1
LxLy
∑
ijkl
〈Si,jSk,l〉 exp[iq·(ri,j−rk,l)], (10)
where ri,j is the position of the spin at the i-th site on
the j-th chain. We could make a rough assessment of
the observed magnetic moment by integrating the struc-
ture factor S(qx, pi) over qx, i.e., the integrated weight
w =
∫ pi
−pi S(qx, pi)dqx. In Fig. 11 (c) w is plotted as a
function of µ0H. Assuming XY Z anisotropy of NN cou-
pling, only, the tendency seems to be qualitatively in ac-
cord with the value of the magnetic moment measured
by neutron diffraction at T = 0.1 K. This result provides
further support for the importance of XY Z exchange
anisotropy in linarite.
From the spin structure factor S(qx, pi) shown in
Fig. 11 (d)–(g), we found four different magnetic phases
as a function of the field µ0H, and which are also visi-
ble as fine structure in the calculated magnetization: At
0 T≤µ0H . 3.2 T two peaks are seen at qx = ±qx,incomm
indicating an incommensurate ordering along the chain
direction (phase I). The intensity of the peaks and the
value of qx,incomm are slightly reduced by µ0H. At
3.2 T.µ0H . 6.1 T a single peak appears at qx = 0,
which corresponds to a commensurate AFM spin align-
ment (phase IV). This is consistent with the neutron
diffraction scans at low temperature (see Fig. 1). At
6.1 T.µ0H . 9.6 T, surprisingly, incommensurate peaks
are re-emergent, in line with the spin-density wave phase
in phase V. The peak position roughly agrees with the
predicted periodicity of the spin-density wave with inher-
ent nematic correlations: qx/pi = (1 −M/Ms)/2, where
Ms is the saturation magnetization. In fact, a nematic
(two-magnon bound type) state at high magnetization
has been suggested in the presence of XY Z exchange
anisotropy23. At µ0H & 9.6 T the spins are (almost) fully
saturated. The calculated phase boundaries somewhat
deviate from the observed ones. Perhaps, the DM cou-
plings and further smaller exchange interactions should
be taken into account for more quantitative considera-
tions.
V. DISCUSSION
From our present study, and taking account of recent
investigations on linarite43,44, the experimental case of
the phase diagram appears to be even more complex than
believed so far. In the Refs.43,44 it has been demonstrated
that in order to understand linarite it will be necessary
to tackle the issue of magnetic anisotropy. At present, it
still has not been finally resolved what role such aspects
as exchange anisotropy, (staggering of) the g tensor or
the Dzyaloshinsky-Moriya interaction play with respect
to linarite in particular, and for the frustrated J1-J2 spin
chain in general. But even if we limit our view to a
particular crystallographic direction of linarite – like in
our study the b axis – again and again new features and
anomalies show up upon lowering temperature and in-
creasing the magnetic field.
As we already noted, the case made in Ref.43 for a par-
ticular field dependence of the incommensurability ky in
phase V for fields H ‖ b axis is incomplete. Our data
do not support the scenario of a slight increase of ky
with field at lowest temperatures, while the anomalous
field/temperature dependence in low and intermediate
fields is unaccounted for. On a qualitative level, it ap-
pears as if phase V is governed by various and coexisting
but competing sub-components. In result, it leads to a
situation where phase V is probably not a magnetically
homogeneous phase in the same way as the other phases I
and IV but may contain more or less hidden ”sub-phases”
or different regimes separated by crossovers. Correspond-
ingly, in Fig. 12 we draw a modified phase diagram for
H ‖ b axis. In the figure we include the transition tem-
peratures/fields obtained from neutron diffraction. For
the borderlines from phases I and III the neutron data
points are in good agreement with those obtained by
other techniques. For the borderline between IV and V
there is some scatter, which likely reflects the hysteretic
first order nature of this transition, with a narrow coex-
istence region of phases IV and V.
In addition, in phase V we distinguish three different
regions: (1) The low field region (µ0H < 3.2 T) is de-
fined by a decreasing ky for increasing temperature. As
well, the transition V–PM shifts down to ∼ 2.4 K. (2)
At intermediate fields (3.2 to 6.5 T) ky increases with in-
creasing temperature, while the transition V–PM shifts
even further down to ∼ 2.2 K and shows hardly any field
dependence between 4 and 6 T. From 6 T on the upper
transition temperature is further pushed towards lower
temperatures. (3) In the high field region of the magnetic
phase diagram (µ0H > 6.5 T), phase V is phase sepa-
rated into an incommensurate magnetic component with
ky(µ0H,T ) without a significant temperature or field de-
pendence and a component of unknown microscopic na-
ture. The transition V–PM is suppressed to zero with
magnetic field.
Especially, the low temperature/high field section from
phase V to magnetic quasi-saturation exhibits an even
more intricate behavior. To illustrate this, in Fig. 13 we
zoom into the corresponding phase region. In the figure,
we include the thermodynamic data points signaling a
phase transition, the neutron diffraction data points in-
dicating the borderline between phases IV and V, as well
as the suppression of phase V magnetic order, and the
positions of the present NMR experiments in the phase
diagram. Moreover, we include the position of the quasi-
saturation field µ0Hsat = 9.64 T.
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FIG. 12: Updated magnetic phase diagram of linarite for
H ‖ b axis. The red diamonds represent the (T , µ0H) points
where a change of the magnetic behavior is observed in the
neutron diffraction experiments. The solid black lines rep-
resenting the phase borderlines were drawn from the ther-
modynamic measurements. The green dotted lines highlight
the magnetic fields where a change of the behavior of the in-
commensurability vector ~q = (0 ky 0.5) in phase V has been
observed in neutron diffraction measurements (see Fig. 6).
These regions are therefore named phase V (1), (2) and (3).
From the figure, we find a good matching of the
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FIG. 13: Enlarged high-field section of the updated magnetic
phase diagram of linarite for H ‖ b axis; labels as in Fig. 12.
The blue stars indicate the points within the magnetic phase
diagram where the NMR measurements from Fig. 7 have been
carried out. The solid black lines representing the phase bor-
derlines were drawn from the thermodynamic measurements.
The gray line indicates the lower border for a possible nematic
state as observed by NMR.
phase borderline IV–V from thermodynamic techniques
and neutron diffraction. Evidently, the disappearance
of commensurate magnetic order is equally well reflected
in the neutron diffraction experiment as by thermody-
namic probes. For the upper borderline of phase V,
at least below ∼ 300 mK the neutron diffraction data
are slightly lower than the magnetocaloric/magnetization
data. From the data, it is unclear if this just reflects an
experimental uncertainty or if it is an intrinsic feature.
Notably, however, the upper boundary of phase V for
T → 0 K obtained either from thermodynamics (9.5 T)
or neutron diffraction (9.4 T) is distinctly lower than the
quasi-saturation field determined from NMR. Therefore,
there is a finite high field/low temperature phase range
without long-range dipolar magnetic order.
In terms of our NMR study, in fact the regime 9.1 T
≤ µ0H ≤ 9.64 T is a rather peculiar one: The broad dis-
tribution of the NMR signal at 9.1 T and also at 9.35 T
would imply a broad local field distribution static on the
time scale of NMR. This is neither in accordance with
a strongly field-polarized paramagnetic phase nor with a
(quasi-)saturated or SDW state. The evolution of 1/T1
shows that the lowest energy excitation in the saturated
regime µ0H ≥ 9.64 T are two-magnon excitations point-
ing possibly to the formation of bound-magnon pairs.
The condensation of these bound-magnon pairs into a
spin quadrupolar order may occur within the field in-
terval 9.35 T≤µ0H ≤ 9.64 T, where a relatively narrow
NMR line was observed. Only, the temperature depen-
dence of the relaxation rate in this field interval shows a
rather unusual character and neither proves nor disproves
the realization of a spin multipolar state.
The presence of a temperature dependent NMR signal
in the low temperature/high field regime might indicate
the presence of a coexisting competing dipolar compo-
nent, pointing to a crossover region or to a specific dipo-
lar phase directly related to hidden multipolar order in
the spirit of Ref.22. Thermal excitations over a highly
anisotropic or even nodal one- or two magnon gap might
also cause unusual T -dependencies. From this we con-
clude that a narrow ”nematic” phase, called phase VI
(or a region with dominant, strongly field induced ne-
matic correlations) is nearby. The identification of a spin
multipolar state from the field and temperature depen-
dence of the NMR relaxation rate is not straightforward
because the physical properties of linarite change rapidly
with field just below the magnetic quasi-saturation and
near or slightly above the inflection point of the longitu-
dinal magnetization. Measurements (like Raman scatter-
ing) which directly probe the tensorial character of the
supposed corresponding nematic order parameter would
be helpful to elucidate this challenging issue. Similarly,
a novel resonance mode to be detected in ESR or INS
studies in this experimentally difficult-to-access region
at very low temperature and relatively high fields, would
be helpful to resolve this puzzle. In addition, theoreti-
cal studies on a more realistic model, taking for example
into account Dzyaloshinsky-Moriya interactions or inter-
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chain coupling are also needed to confirm the prediction
of a single magnon spin gap in such anisotropic J1-J2
Heisenberg chain systems.
In summary, for linarite with H ‖ b axis, the experi-
mental case of the magnetic phase diagram appears to be
far more complex than initially proposed. From neutron
diffraction and NMR measurements, there appears to be
a field range just below quasi-saturation (∼ 9.1 – 9.64 T)
containing rather unusual physics. If this can be associ-
ated to multipolar states will have to be further tested
in the future.
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