Memory Subsystem Simulator by Holášek, Petr
VYSOKÉ UCˇENÍ TECHNICKÉ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNÍCH TECHNOLOGIÍ
ÚSTAV INTELIGENTNÍCH SYSTÉMU˚
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF INTELLIGENT SYSTEMS
SIMULÁTOR PAMEˇTˇOVÉHO PODSYSTÉMU
DIPLOMOVÁ PRÁCE
MASTER’S THESIS
AUTOR PRÁCE Bc. PETR HOLÁŠEK
AUTHOR
BRNO 2014
VYSOKÉ UCˇENÍ TECHNICKÉ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNÍCH TECHNOLOGIÍ
ÚSTAV INTELIGENTNÍCH SYSTÉMU˚
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF INTELLIGENT SYSTEMS
SIMULÁTOR PAMEˇTˇOVÉHO PODSYSTÉMU
MEMORY SUBSYSTEM SIMULATOR
DIPLOMOVÁ PRÁCE
MASTER’S THESIS
AUTOR PRÁCE Bc. PETR HOLÁŠEK
AUTHOR
VEDOUCÍ PRÁCE Dr. Ing. PETR PERINGER
SUPERVISOR
BRNO 2014
Abstrakt
Tato práce popisuje problematiku zpracování paměťových stop, jejich využití v simulaci a
vývoj modulárního simulátoru paměťového podsystému založeného na paměťových stopách.
Simulátor podporuje také využití pro výukové účely díky vestavěné vizualizaci, pomocí které
lze sledovat přístupy na adresy v paměťové hierarchii.
Abstract
This theses describes aspects of memory traces processing, its applications in simulation
and development of modular memory subsystem simulator based on memory traces. The
simulator also supports use for educational purposes thanks to built-in visualization which
can be used to track address accesses in memory subsystem hierarchy.
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Kapitola 1
Úvod
Ústředním tématem této diplomové práce je simulace přístupů aplikací do paměti a vytvo-
ření modulárního simulátoru použitelného mimo jiné i pro výukové účely. Navzdory tomu, že
přístup do paměti je téma poměrně široce zkoumané, hardware počítačů se neustále vyvíjí
a zvyšující se rychlosti procesorů a kapacity pamětí přinášejí mnoho problémů a kompli-
kací. Také v oblasti programování aplikací dochází k neustálým změnám, ačkoli základní
principy používané při práci s pamětí jsou stále stejné. Tato diplomová práce si klade za cíl
popsat a zhodnotit dosavadní vývoj na poli paměťových simulátorů a tyto informace dále
použít při implementaci simulátoru paměťových stop. Přehledová část práce je věnována
popisu základních pojmů, komponent paměťové hierarchie a popisu získání a zpracování pa-
měťových stop, které tvoří vstup simulátoru. Jsou zde také popsány existující implementace
simulátorů pamětí a diskutovány možnosti jejich využití. Přehledová kapitola je zakončena
podkapitolou o teorii modelování simulace. Pozornost je zde věnována hlavně diskrétní si-
mulaci, která je dále využita v návrhu a implementaci simulátoru. V kapitole návrhu budou
diskutovány vhodné možnosti redukce paměťových stop a bude zde za pomocí objektově
orientované notace navržen simulační model paměťové hierarchie a struktura simulátoru.
V následující kapitole bude podrobně popsán způsob implementace simulátoru a simulač-
ního modelu pomocí knihovny Qt. V závěru práce budou dosažené výsledky zhodnoceny
a budou zde představeny možnosti dalšího pokračování práce.
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Kapitola 2
Přehled současného stavu a vývoje
simulace přístupů do paměti
V následující kapitole bude podrobně popsán pojem paměťové hierarchie a jejich součástí,
budou zde představeny dosavadní výsledky výzkumu na poli simulace paměťové hierarchie
a nakonec bude popsána teorie simulace, která bude dále využita při návrhu a implementaci
simulátoru a simulačního modelu.
2.1 Paměťová hierarchie
Různé typy paměťových úložišť jsou charakterizovány dvěma hlavními vlastnostmi cenou
a rychlostí, které jsou zpravidla nepřímo úměrné. V oblasti přístupů do paměti programů
běžících na procesoru jsou definovány následující dva pojmy časová lokalita a prostorová
lokalita. Časová lokalita se zakládá na vysoké pravděpodobnosti opakovaného přístupu apli-
kace na stejnou adresu v čase běhu aplikace. Data z naposledy navštívených adres je tedy
výhodné ukládat do rychleji dostupné paměti. Platí zde pravidlo 90/10, kdy se 90% vyko-
naných instrukcí nachází v 10% kódu programu [15]. Prostorová lokalita popisuje vysokou
pravděpodobnost přístupu na sousední adresy paměti [15]. Většina aplikací po spuštění na-
čítá potřebná data z úložišť umístěných v hierarchii nejníže (pevný disk, páskové mechaniky,
...). Poté již obvykle přístupy s využitím výše definovaných pojmů směřují do rychlejších
úložišť umístěných v paměťové hierarchii blíže procesoru (hlavní paměť, vyrovnávací pa-
měť), viz obrázek 2.1.
2.2 Typy pamětí RAM
V průběhu vývoje se objevilo mnoho různých typů paměti, v dnešních počítačích se ale
jedná téměř vždy o paměti SRAM (Static Random Access Memory) a DRAM (Dynamic
Random Access Memory). Liší se od sebe zejména rychlostí a cenami výroby a použití [10].
SRAM
Buňka paměti SRAM je tvořena šesti tranzistory. Pro udržení informace je třeba mít buňku
stále připojenou k napájení, nicméně není třeba informaci periodicky obnovovat. Její hlavní
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Obrázek 2.1: Paměťová hierarchie, stav k r.2011 (zdroj: Hennessy, Patterson [10])
nevýhoda je výrobní cena. Z tohoto důvodu je SRAM použitá pouze pro vyrovnávací paměť
a registry CPU [15].
DRAM
Paměť DRAM potřebuje k uchování jednoho bitu informace pouze jeden tranzistor. V prů-
běhu času byla kapacita pamětí postupně zvětšována, což způsobilo problém s jednoduchým
adresováním tak vysokého počtu paměťových buněk. Problém pomohlo vyřešit zavedení
maticového uspořádání buněk. Polovina adresy se použije pro adresování sloupce, druhá
polovina pro řádek. Při zápisu se na adresový vodič přivede hodnota logická 1, která ote-
vře tranzistor a nabije kondenzátor na hodnotu datového vodiče. Naopak, při čtení obsahu
buňky se hodnota nabitá na kondenzátoru převede na datový vodič. Tím pádem dojde ke
zničení informace na kondenzátoru a je nutné ji na kondenzátor opět zapsat. Kondenzá-
tor se však vybíjí průběžně a je nutné informaci uloženou na něm periodicky obnovovat bez
ohledu na čtení dané buňky. Dle normy JEDEC (Joint Electron Device Engineering Council)
je nutné znovu nabít DRAM buňku každých 64ms [10]. Tato činnost je automaticky vyko-
návána po jednotlivých řádcích paměti pomocí hardware obsaženého v paměťovém řadiči
a software nad ní nemá žádnou kontrolu. Paměť typu DRAM se v současné době používá
v hlavní paměti počítače.
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2.3 Vyrovnávací paměť
V průběhu vývoje procesorů a pamětí se začal zvětšovat rozdíl mezi jejich rychlostmi tako-
vým způsobem, že paměťová sběrnice začala omezovat celkovou rychlost systému. Použití
SRAM pro hlavní paměť by však bylo ekonomicky neúnosné, protože DRAM paměť je řá-
dově levnější. Z těchto důvodů se přistoupilo k zavedení SRAM vyrovnávací paměti, která
omezuje nutnost přístupů do pomalejší hlavní paměti. Na běžných počítačích je v součas-
nosti její velikost zhruba tisícinová oproti velikosti hlavní paměti. Důvodem, proč může být
velikost vyrovnávací paměti o několik řádů menší než velikost hlavní paměti, jsou časová
lokalita a prostorová lokalita.
2.3.1 Základní vlastnosti vyrovnávacích pamětí
Vyrovnávací paměť je rozdělena do bloků (angl. cache lines) o stejné velikosti. Jde o nejmenší
adresovatelné jednotky vyrovnávací paměti, jejichž velikost se pohybuje v řádech desítek
bytů. Pokud je blok při přístupu do vyrovnávací paměti nalezen, nastává událost cacheHit,
která trvala časový úsek hitTime. Pokud nebyl hledaný blok ve vyrovnávací paměti nalezen
a je nutné přistoupit do nižších částí hierarchie vyrovnávacích pamětí nebo do hlavní paměti
pomocí události memAcc, nastala událost cacheMiss. Zpoždění získané tímto neúspěšným
hledáním se nazývámissPenalty. Poměr neúspěšných vyhledání bloků ve vyrovnávací paměti
ke všem přístupům se nazývámissRate [15]. Z výše uvedených údajů a zpoždění jednotlivých
komponent paměťové hierarchie lze vypočítat další údaje, jako např. průměrný čas přístupu
do paměti nebo průměrný počet cacheMiss na 1 instrukci [15].
memAccTavg = hitT ime+missRate×missPenalty
cacheMissperNInst = missRate× memAcc
N
2.3.2 Adresování přístupů do vyrovnávací paměti
Typické adresovací schéma dat ve vyrovnávací paměti spočívá v rozdělení adresy na 3 části
tag, index a offset. Jak lze vidět na příkladu na obrázku 2.2, pomocí 8-bitového offsetu lze
adresovat 256 B uvnitř bloku vyrovnávací paměti, dále pomocí 16 kB indexu celé 4 MB
paměti a nakonec pomocí tagu celé 4 GB paměti.
2.3.3 Asociativita
Asociativita vyrovnávací paměti udává uspořádání a adresování položek. U plně-asociativní
vyrovnávací paměti není třeba používat index, protože blok může být uložen kdekoli ve
vyrovnávací paměti. Při vyhledávání musí být každý tag porovnáván, ale umístění bloků
je velice flexibilní. Má tedy nejnižší missRatio, ale nejvyšší hitTime pro vyhledání prvku.
U přímo-mapované vyrovnávací paměti může patřit jeden blok do právě jednoho možného
místa ve vyrovnávací paměti. Tento typ má nejnižší čas vyhledání prvku hitTime, ale umisťo-
vání bloků není flexibilní. Kompromisem mezi těmito dvěma typy jsou n-cestné vyrovnávací
paměti, obsahující množiny n-bloků. Index je použit k nalezení správné množiny bloků, tag
poté k určení správného bloku uvnitř paměti. Toto řešení přináší dobrý kompromis mezi
rychlostí a flexibilitou umístění bloků ve vyrovnávací paměti, viz obrázek 2.3.
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Obrázek 2.2: Adresování přístupů do vyrovnávací paměti
2.3.4 Úrovně vyrovnávací paměti
Cache v moderních procesorech je víceúrovňová, což znamená, že existují typicky 3 úrovně
různých vyrovnávacích paměti, které mají se vzrůstající úrovní menší rychlost a větší kapa-
citu. Pokud procesor nenalezne hledanou adresu ani v jedné z nich, pokračuje poté v hledání
v hlavní paměti. Každé jádro CPU má typicky vlastní L1 a L2 vyrovnávací paměť. Cache
první úrovně L1 je typicky rozdělena na nezávislé L1-instrukční a L1-datovou. Nadřazená L2
již sdružuje paměti dat a instrukcí. Nejvyšší a nejpomalejší vyrovnávací paměť třetí úrovně
L3 již bývá společná všem jádrům [15].
2.3.5 Inkluze vyrovnávacích pamětí a její implementace
Mnoho moderních procesorů využívá k redukci zpoždění na spojovacích obvodech a zkrácení
časů missTime inkluzi více úrovní vyrovnávacích pamětí. Znamená to, že každá úroveň hie-
rarchie vyrovnávací paměti je podmnožinou úrovně vyrovnávací paměti dále od procesoru.
Pouze některé menší L1 cache s rozdílnými velikostmi bloků nespadají do inkluze. Pokud
jsou bloky vyrovnávacích pamětí stejně velké, nezpůsobuje inkluze žádné větší problémy.
Každý cacheMiss v L1 způsobí buď cacheHit v L2 nebo způsobí cacheMiss v L2, způso-
bující, že je třeba tuto změnu propagovat i zpět do L1. Pokud je velikost bloků rozdílná,
je nutné zneplatnit celou paměť ve vyrovnávací paměti nižší úrovně, která se mapuje na
bloky ve vyšších úrovních. Pokud tedy má L1 bloky velikosti b a L2 bloky velikosti 4b, je
při cacheMiss v L2 pro adresu x nutné zneplatnit v L1 bloky x,..,x+3, nikoli jen x. V opač-
ném případě by byla porušena vlastnost inkluze vyrovnávací paměti zaručující, že všechny
zanořené úrovně mají stejný obsah [15].
2.3.6 Režimy zápisu do vyrovnávací paměti
Při zápisu do vyrovnávací paměti můžou nastat tyto dvě možnosti:
write-through Data jsou zapsána zároveň do bloku vyrovnávací paměti i do bloku paměti
na nižší úrovni.
write-back Data jsou zapsána pouze do bloku vyrovnávací paměti. Tento modifikovaný
blok je zapsán do hlavní paměti až při jeho výměně.
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Obrázek 2.3: Typy asociativity vyrovnávacích pamětí. Zvýrazněné bloky ukazují možné
umístění dat.
Pro redukci zpětného zapisování bloků při write-back se používá dirty bit určující zda
je blok modifikovaný nebo ne. Write-back pomáhá také zmenšit počet zápisů v paměťové
hierarchii vzhledem k tomu, že ne všechny zápisy je do ní nakonec třeba zapisovat. Vede tedy
i k energetickým úsporám a je tím zajímavý např. pro vestavěné systémy. Write-through je
naopak jednodušší na implementaci než write-back a udržuje data stále koherentní1, což je
důležité například pro I/O operace nebo multiprocesory [16].
Pokud se zapisuje do bloku umístěného v paměťové hierarchii níže než je vyrovnávací paměť,
jsou dvě možnosti chování při writeMiss:
Write-allocate Blok je načten do vyrovnávací paměti a poté zapisován, výpadek zápisu se
tedy chová stejně jako výpadek čtení.
No-write-allocate Výpadek čtení nemá vliv na vyrovnávací paměť a zápis je proveden
pouze do nižší vrstvy paměťové hierarchie. Jde o méně obvyklou možnost [15].
2.3.7 Typy výpadků vyrovnávací paměti
Výpadky vyrovnávací paměti cacheMiss můžeme rozdělit do následujících třech kategorií
podle důvodů a okolností vzniku:
nutné První přístupy do paměti po spuštění aplikace směřují vzhledem k prázdným vyrov-
návacím pamětem do hlavní paměti a data je nutné teprve propagovat výše směrem
k procesoru.
1ve shodě se stejným blokem paměti v různých vrstvách
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kapacitní Pokud není ve vyrovnávací paměti dostatek prostoru pro všechny bloky potřebné
během vykonávání programu, kapacitní výpadky znamenají zpoždění a pozdější zno-
vunačítání bloků do vyrovnávací paměti.
konfliktní Tento typ výpadků se vyskytuje u přímo-mapovaných a n-cestných pamětí, kdy
je do některých množin bloků přistupováno častěji než do jiných a dochází ke kolizím
[15].
2.3.8 Optimalizace vlastností vyrovnávacích pamětí
Základní motivace pro všechny optimalizační snahy u vyrovnávacích pamětí je redukce prů-
měrného času přístupu do paměti definovaného rovnicí 2.3.1. Je zřejmé, že jde hlavně o hle-
dání optima hodnoty součinu missRate×missPenalty.
Nejjednodušší cesta pro snížení hodnoty missRate je zvýšení velikosti bloku vyrovnávací
paměti. Větší bloky využívají více principu prostorové lokality a snižují missRate během
prvotního načítání dat do „studené“2 vyrovnávací paměti na začátku běhu aplikace, kdy
dochází k nutným výpadkům. Na druhou stranu ale větší bloky paměti zvyšují missPenalty.
Vzhledem k tomu, že snižují množství bloků ve vyrovnávací paměti, vedou k více kapacitním
a konfliktním výpadkům.
Další možností, jak snížit kapacitní výpadky ve vyrovnávací paměti, je zvýšení celkové ka-
pacity paměti. Nevýhodou tohoto přístupu je delší hitTime, vyšší cena a spotřeba energie.
Nezanedbatelné rozdíly panují také mezi různě n-cestnými paměťmi. Platí zde přímá úměra
mezi zvyšováním asociativity a zvyšováním hitTime [15].
2.4 Virtuální paměť
Virtuální pamětí nazýváme koncept, který umožní každému běžícímu procesu využívat lo-
gický lineární adresový prostor. Jde však jen o abstrakci založenou na faktu, že všechna
paměť, která je k dispozici aplikaci, nemusí být nutně umístěna v hlavní paměti, nýbrž také
na disku nebo jiných pomalejších úložištích. Tento mechanismus zajišťuje automatické ří-
zení dvou vrstev paměťové hierarchie, hlavní paměti a sekundárního úložiště. Každá běžící
aplikace používá lineární prostor virtuálních adres, které jsou bez účasti programátora auto-
maticky mapovány do prostoru fyzických adres v hlavní paměti, popř. sekundárního úložiště.
Tento děj je před programátorem aplikace skryt. Před zavedením virtuální paměti museli
programátoři sami zajistit, aby paměťové požadavky aplikace nepřekročily dostupnou fyzic-
kou paměť a paměť různých aplikací byla navzájem vyloučena. Zavedení virtuální paměti
také velice zjednodušilo sdílení paměti mezi jednotlivými procesy a relokaci kódu, tedy běh
stejného programu na různých adresách fyzické paměti. Systémy používající virtuální paměť
mohou být rozděleny do dvou hlavních kategorií podle použití segmentů nebo stránek [15].
Segmentovaná virtuální paměť
Paměť je rozdělena do bloků proměnné velikosti nazývaných segmenty. Nejmenší možný
segment má velikost 1 byte, největší může dosahovat velikosti 4GB v závislosti na typu
procesoru. V 64-bitovém režimu je segmentace automaticky vypnuta [16]. Adresování vyu-
žívá dvě slova ve tvaru <segment>:<offset>. Mezi nevýhody patří hlavně složitost výměny
bloků z důvodu nutnosti vyhledání spojitého volného prostoru v novém umístění [15].
2pozn.: dosud prázdné
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Stránkovaná virtuální paměť
Adresový prostor je rozdělen do bloků stejné velikosti nazývaných stránky. Pokud dotazovaná
stránka není k dispozici v hlavní paměti, je vyvolán výpadek stránky (page fault) a operační
systém přesune v případě nalezení požadovanou stránku ze sekundárního úložiště do hlavní
paměti. Po dobu tohoto přesunu obvykle jádro OS přepne provádění na jiný proces. Není-li
v hlavní paměti místo na požadovanou stránku, je na základě pravidel určených OS vyřazena
z hlavní paměti nejméně potřebná3 stránka a přesunuta na disk [15]. Pokud požadovaná
stránka není nalezena na sekundárním úložišti, je vyvolána výjimka, kterou operační systém
musí ošetřit. Existuje také hybridní přístup, kdy uvnitř paměťového podsystému existuje
více různých velikostí stránek4. Pro překlad virtuálních adres na adresy fyzické je použit
hardware Memory Management Unit obsluhující požadavky CPU na překlad. K překladu
MMU používá buď TLB (viz kapitola 2.4.2), nebo tabulku stránek (viz kapitola 2.4.1).
Proces překladu je zobrazen na obr. 2.4 [10].
Obrázek 2.4: Proces překladu virtuálních adres na fyzické
2.4.1 Tabulka stránek
Tabulka stránek je struktura udržovaná operačním systémem obsahující informaci o ma-
pování virtuálních adres, které používá aplikace, na fyzické adresy, které určují konkrétní
místa ve fyzické paměti počítače. Vzhledem k rozdílným mapováním pro každý proces musí
operační systém udržovat tabulky stránek pro každý proces v paměti. Po přepnutí kontextu
procesu předává operační systém ukazatel na počátek tabulky stránek dalšího vykonávaného
procesu MMU jednotce. Záznamy tabulky stránek obsahují vedle fyzické adresy také údaje
o přístupových právech a informace používané paměťovým systémem (např. dirty bit) [15].
Vzhledem k počtu záznamů v každé tabulce není možné mít záznamy seřazené lineárně za
sebou v seznamu. Existuje několik druhů implementací tabulek stránek popsaných dále [24].
3podle stanovené politiky systému virtuální paměti
4o velikostech druhých mocnin nejmenší velikosti stránky
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Invertovaná tabulka stránek
Invertovaná tabulka má podobu asociativního pole (angl. hash table), kde klíčem jsou části
virtuální adresy. Asociativní pole se skládá z n-prvků, kde n je rovno počtu fyzických rámců
v systému. Část překládané virtuální adresy hashovací funkce převede na index do asocia-
tivního pole, tedy na jeden z fyzických rámců na systému. Zbytek virtuální adresy je poté
použit jako offset do stránky. V záznamech asociativního pole je uložen vedle údajů o přístu-
pových právech dané virtuální adresy také záznam o PID (process identifier). Pomocí údaje
o PID se řeší kolize v hodnotách hashovací funkce procházením dalších prvků tabulky, dokud
není nalezen záznam se stejným PID jako právě spuštěný proces. Pokud není záznam v ta-
bulce nalezen, dochází k výpadku stránky. Úspěšně nalezený záznam je uložen v TLB (viz
2.4.2). Výhodou invertované tabulky stránek je její globálnost pro všechny procesy spuštěné
na systému. Nevýhodou je použití hashovací funkce, u které nelze příliš určovat referenční
lokalitu výsledných indexů v tabulce. Výsledkem je poté dlouhá doba získání překladu pro
adresy, které hashovací funkce zobrazila na kolizní indexy. Tento problém mnohem lépe řeší
hierarchické tabulky stránek [15].
Hierarchická tabulka stránek
Nejjednodušší varianta tohoto typu tabulky stránek je jednoúrovňový adresář stránek, kde
je část virtuální adresy použita jako index do pole odkazů na fyzické rámce, a zbytek jako
offset do výsledného fyzického rámce. Tento přístup je však nepraktický pro větší množství
paměti, na 32-bitovém systému se stránkami o velikosti 4KB by pole obsahovalo 220 odkazů,
což při velikosti ukazatele 4B znamená 4MB pro tabulku každého procesu v systému [10].
Řešením je tedy vytvoření hierarchické tabulky stránek, kde je virtuální adresa rozdělena
na několik části a offset, jak lze vidět na obrázku 2.5. Každá z částí adresuje index jiné
úrovně adresáře stránek, referenční lokalita pro po sobě jdoucí adresy je tedy velice dobrá
a není třeba vytvářet záznamy pro nenamapované virtuální adresy [15]. V současné době se
nejčastěji objevují 4-úrovňové tabulky stránek [16].
Obrázek 2.5: Dvouúrovňová hierarchická tabulka stránek
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Vnořená tabulka stránek
Jde o speciální typ tabulky stránek používaný při hardwarové virtualizaci. Při virtualizaci
je uvnitř hostovaného systému udržován OS, který si udržuje vlastní tabulku stránek. Pro
přístup do paměti je tedy nutné, aby nejprve hostovaný OS přeložil virtuální adresu na fyzic-
kou adresu a poté hostitelský systém ještě přeložil tuto fyzickou adresu (ve skutečnosti opět
virtuální) na adresu výsledného fyzického rámce. Technologie Extended Page Tables spo-
lečnosti Intel umožňuje MMU hostitelského počítače přímý přístup ke vnořeným tabulkám
stránek uvnitř hostovaných OS. Při přístupu z hostovaných OS tedy hardware přímo převádí
přeložené fyzické adresy hostovaných OS na reálné adresy fyzických rámců. Tímto odpadá
veškerá režie hostitelského OS pro překlady adres. Podobnou technologii vyvíjí společnost
AMD pod názvem Rapid Virtualization Indexing [26].
2.4.2 TLB
Vzhledem k umístění tabulky stránek v hlavní paměti je v ní vyhledávání drahé a po-
malé. Optimalizace načtením tabulky stránek do vyrovnávací paměti nemá valného vý-
znamu, vzhledem k závislosti jednotlivých kroků procházení tabulky. Byl tedy zaveden TLB
(Translation lookaside buffer), obsahující určitý počet nejpoužívanějších překladů adres. Na
moderních systémech je TLB podobně jako vyrovnávací paměti víceúrovňová, první úroveň
je obvykle rozdělena na překlady stránek obsahujících instrukce a stránek obsahující ostatní
data. Vzhledem k faktu, že TLB je globální zdroj, musí být TLB při každém přepnutí kon-
textu OS vyprázdněna. To je také důvodem, proč mají TLB v dnešních procesorech řádově
jen stovky záznamů, více se jich vzhledem k rychlému přepínání procesů obvykle nepoužije.
Vyprázdnění TLB je drahý proces a v případě, že se pouze přepíná kontext procesu s napl-
něnou TLB například kvůli systémovému volání, také velice neefektivní.
Jedním z řešení je smazat z TLB při přepnutí kontextu pouze adresy uživatelské aplikace
nebo jádra, které náleží do předem známého rozmezí. Tento přístup je použitelný například
při zmiňovaném systémovém volání. Další možností je rozšířit sadu příznaků u záznamů
v TLB určující proces nebo typ procesu, kterému záznam patří. Lze tak například elimi-
novat zbytečné vyprázdnění TLB při přepnutí dvou vláken stejného procesu. V obvyklém
případě je totiž TLB vyprázdněno při vstupu do kontextu jádra během přepínání vláken,
ačkoli vlákna procesu sdílí stejný paměťový prostor.
Další možností jak snížit missRate TLB je zvětšení velikosti stránek. Na fixní velikosti
stránky však bohužel závisí mnoho fundamentálních komponent operačního systému, jako
například formát ELF binárních souborů. Alokace větších stránek je tedy možné řešit spoje-
ním mnoha menších stránek fixní velikosti. Nicméně, pro stránku velikosti 2MB je po určité
době běhu systému obvykle problém najít 512 stránek o velikosti 4KB nacházejících se v ad-
resovém prostoru za sebou. Navíc alokace velkého počtu po sobě jdoucích stránek zákonitě
přináší větší externí fragmentaci5 adresového prostoru. V současné době většinu těchto pro-
blémů řeší například implementace hugepages na OS Linux, která alokuje stránky o větší
velikosti na úplném startu systému, vyhýbá se tedy výše uvedeným problémům [10].
5Jde o fragmentaci prostoru mezi celými stránkami, nikoli uvnitř stránek.
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2.5 Paměťové stopy
Paměťová stopa (memory trace) je záznam o přístupech aplikace do paměti ve tvaru
I 39dae78fe0,2
S 39db1b1400,4
I 39dae78fea,4
L 39db1b13a8,8
I 39dae78fee,3
I 39dae78ff1,6
kde má každý řádek následující význam:
• I addr,s značí čtení instrukce z adresy addr o délce s
• S addr,s značí zápis dat na adresu addr o délce s prováděný poslední instrukcí
• L addr,s značí čtení dat z adresy addr o délce s prováděné poslední instrukcí
Pro dosažení přesných výsledků simulace by měla paměťová stopa obsahovat co nejpřes-
nější záznam přístupů aplikace do paměti systému a ideálně splňovat následující vlastnosti:
úplnost, podrobnost a být co nejméně zkreslená.
Úplnost znamená pokrytí všech přístupů do paměti, tedy nejen aplikací v uživatelském pro-
storu, ale také jádra OS a různých démonů běžících na pozadí.
Vhodně podrobná paměťová stopa by měla obsahovat kromě záznamů o přistupovaných ad-
resách také informace o stavu tabulky stránek pro zachycení překladu adres virtuální paměti,
označení přepnutí kontextu procesů, časovou značku, typ přístupu a velikost přistupované
paměti. Pokud paměťová stopa obsahuje všechny tyto informace, lze ji považovat za ideálně
podrobnou. Pokusem o ideální podrobnost jsou WET (Whole Execution Traces), které repre-
zentují statickou reprezentaci aplikace s označením dynamického chování každého příkazu.
Příkaz je chápán buď na úrovni zdrojového kódu, mezikódu nebo asembleru. Dynamické
chování označuje datové a řídící závislosti, časovou značku, údaje o překladu adresy a zpra-
covávané hodnoty [28].
Paměťová stopa je zkreslená tehdy, obsahuje-li informace o přístupech neuspořádané nebo
obsahuje-li redundantní přístupy. Tyto problémy se obvykle netýkají paměťových stop jedné
aplikace běžící v jednom procesu, ale spíše záznamu přístupů více aplikací běžících najednou
nebo operačního systému [25].
2.5.1 Zachytávání paměťových stop
Přístupy do paměti mohou být zachytávány na různých úrovních systému a v každé z nich
je nutné použít odlišný přístup.
Zachytávání pomocí HW sond
Sledování přístupů do paměti na paměťové sběrnici zaručuje úplnost paměťové stopy vzhle-
dem k tomu, že snímací sondu nelze nijak fyzicky obejít. Je však nutné mít externí zachytá-
vací zařízení s dostatečně velkým bufferem (vyhrazenou pamětí) na výsledky. Pokud se buffer
během sledování naplní (což je vysoce pravděpodobné), je nutné z něj data přesunout na
větší záložní úložiště. Tento přesun obvykle způsobí určitou pauzu ve snímání a paměťová
stopa je tedy určitým způsobem zkreslená [25]. Modernější obdobou tohoto přístupu jsou
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Obrázek 2.6: Zachytávání přístupů do paměti na různých úrovních
hardwarové čítače zabudované přímo v procesoru, ze kterých lze požadované informace číst.
Možnosti využití této metody jsou podrobně popsány v kap. 2.6.4.
Úpravy mikrokódu procesoru
Mikrokód procesoru je programovatelná volatilní paměť, do které lze ukládat programy
v kódu atomických mikroinstrukcí, pomocí jejichž sekvencí jsou vykonávány standardní in-
strukce procesoru. I v současné době někteří výrobci konstruují procesory jako RISC, aby
s pomocí mikrokódu simulovali chování CISC [16]. Je tedy možné do mikrokódu zabudovat
pro instrukce přístupu do paměti dodatečný kód, který zapíše záznam o přístupu do ex-
terního bufferu podobně jako u HW sondy (viz kapitola 2.5.1). Nevýhody tohoto přístupu
jsou téměř nulová přenositelnost a typ zkreslení nazývaný dilatace času projevující se delším
prováděním instrukcí, což způsobí více přerušení časovače v jeho průběhu. To vyvolá častější
volání kódu pro obsluhu přerušení časovače a dochází k abnormálnímu chování vyrovnávací
paměti a TLB. Mikrokód také není schopen zachytit přístupy do paměti, které se vyhýbají
procesoru, jako například DMA (Direct memory access).
Emulace instrukční sady
Emulace instrukční sady je svým přístupem podobná úpravě mikrokódu, ovšem s tím roz-
dílem, že k úpravě provádění instrukcí dochází na straně SW systému. Výhodou je vysoká
flexibilita, kdy lze simulovat i běh více vláknových aplikací a emulovat přístupy do paměti
i pro I/O podsystémy [9]. Nevýhoda spočívá ve velkém zpomalení provádění (obvykle v řádu
několika stovek až tisíců procent) [25] a vysoké paměťové náročnosti.
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Instrumentace kódu
Tento přístup spočívá ve statické úpravě programu před jeho během. Může probíhat na
zdrojové, objektové nebo binární úrovni. Nejjednodušší přístup instrumentace na úrovni
zdrojového kódu je prováděn během sestavovací a linkovací fáze kompilace, nevýhodou může
však být nedostupnost zdrojového kódu aplikace. Mírně složitější je instrumentace na úrovni
objektového kódu, vzhledem k tomu, že relokační tabulky a tabulky symbolů jsou stále
přítomny. Nejsložitější, ale naopak nejjednodušší z hlediska uživatele, je instrumentace na
úrovni spustitelných binárních souborů, zde je však třeba netriviálně zpětně doplnit tabulku
symbolů a analýzu relokovaných symbolů. Mezi první široce použitelné aplikace patřilo
Pixie[23] pro procesory MIPS. V současnosti lze pro po pokročilou instrumentaci kódu
použít například framework Valgrind [20].
Krokování aplikace
Většina OS podporuje deguggery, pomocí kterých lze krokovat aplikaci po jednotlivých in-
strukcích a postupně sestavovat paměťovou stopu (např. aplikace gdb používající systémové
volání ptrace vyskytující se v operačních systémech s unixovým základem). Výhodou to-
hoto přístupu je nízká náročnost, vysoká přenositelnost a jednoduchost použití. Nicméně
tento přístup se dále nerozvíjel vzhledem k vyšší efektivitě výše popsaných přístupů [25].
2.5.2 Redukce paměťových stop
Velikost paměťových stop je pro většinu déle běžících aplikací velice rychle rostoucí a v prů-
běhu času bylo vyvinuto mnoho metod, jak jejich velikost zredukovat. Kompletní paměťovou
stopu lze bezztrátově zredukovat například při optimalizovaném generování pouhých dife-
rencí v přistupovaných adresách a následnou komprimací. Tento přístup však vyžaduje čas
na dekomprimaci a komprimační poměry nejsou tak vysoké jako u paměťových stop redu-
kovaných ztrátově [17][25]. Bezztrátová komprese má využití pokud je třeba mít zachyceny
všechny reference a je třeba se vyhnout simulačním chybám. Principy ztrátové redukce se
zaměřují na redukci, při které jsou vynechány méně relevantní reference, které nemají velký
vliv na zkoumané děje v paměťovém podsystému. U tohoto přístupu však může simulace
skončit chybou. Pro simulace virtuální paměti zaměřující se na stránkování je základní me-
todou redukce blocking, spočívající ve sloučení referencí přistupující do jedné jednotky jako
je blok vyrovnávací paměti nebo stránka. Tato redukce je však použitelná pouze k simula-
cím, kde nerozhoduje čas a pořadí přístupů [17]. Mezi další způsoby redukce patří například
metoda mazání zásobníku, která vylučuje D prvních referencí na LRU6 zásobníku z důvodu,
že jejich částečná redukce neovlivní stálé umístění ve vyrovnávací paměti nebo v hlavní pa-
měti. Dalším přístupem je samplování stopy buď v čase nebo prostoru, kdy jsou do stopy
vybírány pouze reference objevující se v opakujících se ohraničených časových intervalech
nebo rozmezích adres [21] [25].
2.5.3 Zpracování paměťových stop
Hlavní otázka v oblasti zpracování paměťových stop je, zda zpracovávat při jednom průchodu
paměťovou stopou všechny možné paměťové konfigurace, které chceme zkoumat, nebo je
procházet a měřit postupně. Pro paralelní měření více konfigurací existuje například zásob-
níkový algoritmus, který umístí jednotlivé řádky zkoumané vyrovnávací paměti do zásobníku
6pozn. překl.: naposledy použité
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a udržuje si pole zásahů pro jednotlivé řádky. Úspěšně zasáhnutý řádek se poté přesunuje
na vrchol zásobníku a jeho místo se zaplní posunutím spodní části. Ze statistiky zásahů
jednotlivých řádků je možné poté vypočítat počet zásahů a tedy missRatio pro jednotlivé
plně asociativní vyrovnávací paměti s různými počty řádků [25]. Tento postup lze použít
jen pro jednodušší konfigurace, kdy se sledují pouze vyrovnávací paměti o jediné úrovni.
V ostatních případech se musí simulovat každý model paměťového podsystému zvlášť.
2.6 Existující simulátory paměťových podsystémů
2.6.1 Cachegrind
Nástroj Cachegrind je součástí frameworku pro instrumentaci kódu Valgrind schopný simu-
lovat instrukční a datové L1 cache a obecnou cache L2. Pro moderní procesory se třemi
úrovněmi vyrovnávací paměti Cachegrind simuluje cache L1 a L3, nazvanou LL (last-level)
cache. Důvodem výběru L1 je její obvykle nízká asociativita, lze tedy dobře sledovat situace,
kdy je vykonáván kód špatně optimalizovaný pro přístup do vyrovnávací paměti a počet vý-
padků je vysoký. LL je vybrána z důvodu nejvýznamnějšího překrývání přístupů s hlavní
paměti vzhledem k obvykle největší velikosti. Součásti funkcionality Cachegrindu je i profi-
ler předvídání skoků, kterému se však v následujícímu textu nebudeme věnovat [20].
Zde lze vidět ukázkový výstup pro quicksort na poli náhodně generovaných 10000 prvků:
==9471== I refs: 18,321,256
==9471== I1 misses: 814
==9471== LLi misses: 808
==9471== I1 miss rate: 0.00%
==9471== LLi miss rate: 0.00%
==9471==
==9471== D refs: 6,219,587 (3,828,621 rd + 2,390,966 wr)
==9471== D1 misses: 3,723 ( 2,754 rd + 969 wr)
==9471== LLd misses: 1,494 ( 635 rd + 859 wr)
==9471== D1 miss rate: 0.0% ( 0.0% + 0.0% )
==9471== LLd miss rate: 0.0% ( 0.0% + 0.0% )
==9471==
==9471== LL refs: 4,537 ( 3,568 rd + 969 wr)
==9471== LL misses: 2,302 ( 1,443 rd + 859 wr)
==9471== LL miss rate: 0.0% ( 0.0% + 0.0% )
Na rozdíl od běžného použití valgrindu, kdy se používá překlad s parametrem -g, je pro
simulaci v Cachegrindu aplikace přeložena naopak i s optimalizačními přepínači z důvodu
sledování chování reálného binárního kódu. Pomocí přidruženého nástroje cg_annotate lze
získat detailní statistiky o zásazích vyrovnávací paměti v rámci jednotlivých funkcí programu
nebo dokonce jeho jednotlivých řádků. Na následujícím příkladu výstupu cg_annotate lze
vidět, že Cachegrind správně diagnostikoval vyrovnávací paměti na testovacím stroji a jak
přiřadil statistiky k jednotlivým řádkům kódu. Typy simulované vyrovnávací paměti lze
také zadat pomocí parametrů příkazového řádku.
I1 cache: 32768 B, 64 B, 8-way associative
D1 cache: 32768 B, 64 B, 8-way associative
LL cache: 2097152 B, 64 B, 8-way associative
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...
Dr D1mr DLmr Dw
. . . . void quicksort(int list[],int m,int n)
0 0 0 53,460 {
. . . . int key,i,j,k;
26,730 0 0 0 if( m < n)
. . . . {
13,364 0 0 13,364 k = choose_pivot(m,n);
26,728 0 0 6,682 swap(&list[m],&list[k]);
20,046 0 0 6,682 key = list[m];
6,682 0 0 6,682 i = m+1;
6,682 0 0 6,682 j = n;
...
Charakter simulace
Simulovaná vyrovnávací paměť je write-allocate, což znamená, že v případě writeMiss je
zapisovaný blok načten také do vyrovnávací paměti. Jde o vlastnost většiny moderních
modelů cache. S instrukcemi měnícími obsah paměti je zacházeno stejně jako s instrukcemi
pro čtení, což zjednodušuje implementaci. Je to možné vzhledem k faktu, že čtení původního
obsahu zaručuje umístění modifikované paměti do vyrovnávací paměti. Dále je LL cache
inkluzivní ve smyslu, že obsahuje všechny záznamy L1 a obě z nich používají algoritmus
LRU pro nahrazování bloků. Pokud paměťová reference zasahuje přes dva bloky vyrovnávací
paměti, nastává výpadek i pokud je jeden z nich v cache [19].
Implementace simulátoru a instrumentace kódu
Během svého běhu Cachegrind uchovává 3 hlavní datové struktury:
Global Cache State obsahující stavy Li1, Ld1 a LL. Neobsahuje přímo jejich obsahy,
které jsou pro určení zásahů nepotřebné, ale pouze adresy umístěných bloků.
Cost Centre Table je 3-úrovňová tabulka udržující statistiky pro každý zdrojový soubor,
funkci a řádek kódu.
Instr-info Table je tabulka obsahující informace o každé prováděné instrukci neměnné
v čase instrumentace. Jde o optimalizaci, aby při samotném provádění bylo nutné
volat simulační funkce s co nejméně argumenty a zvýšila se rychlost provádění instru-
mentovaného programu.
Valgrind začíná zpracování všech binárních souborů nebo interpretovaných skriptů analýzou
x86 instrukcí, jejich uložením do pole instr_info a převedením do RISC bytekódu UCode,
který je dále zpracováván pluginem, v tomto případě Cachegrindem. Ten poté zařadí UCode
instrukce do následujících kategorií a provede odpovídající instrumentaci původní instrukce
movl přidáním UCode instrukcí ve tvaru:
0x3A965CEF: movl (%ecx),%eax
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MOVL t0, t14 # přidáno uložení adresy
LDL (t0), t4
PUTL t4, %EAX
MOVL $0xB01E8748, t16 # přidáno uložení adresy instr_info pro daný řádek
CCALLo 0xB101992B(t16, t14) # přidáno volání C callbacku s uloženými adresami
INCEIPo $2
Nakonec se kód přeloží pomocí JIT (just-in-time) zpět do x86 instrukcí a instrumentovaný
kód je spuštěn ve stejném adresovém prostoru s valgrindem a použitým pluginem [19].
Získávání paměťových stop pomocí frameworku valgrind
Framework Valgrind standardně obsahuje plugin lackey [5], který lze použít k získání pamě-
ťové stopy libovolného programu. Získaná paměťová stopa je ve tvaru 2.5, což znamená, že
obsahuje jak typy přístupů, tak i jejich délky. Kromě paměťové stopy je plugin také schopen
zobrazit
• počet volání zadané funkce
• počet podmíněných skoků a jejich cenu v taktech procesoru
• počet superbloků (bloků kódu s jedním možným vstupem a více možnými výstupy),
do kterých program vstoupil
• počet vykonaných nativních instrukcí procesoru a počet vykonaných intrumentačních
instrukcí (UCode, viz výše)
• poměry výše uvedených hodnot
• návratovou hodnotu instrumentovaného programu
Nevýhodou získaných paměťových stop je mírná nepřesnost způsobená instrumentací
kódu a odlišné hodnoty získaných adres z důvodu rozdílného mapování do paměťového
prostoru. Nicméně, tato charakteristika paměťové stopy nezpůsobuje žádné problémy, pokud
je dostačující získání relativních adres, nikoliv absolutních.
Ukázka použití pluginu lackey k získání paměťové stopy programu:
$ valgrind --tool=lackey --trace-mem=yes ls
=5708== Lackey, an example Valgrind tool
==5708== Copyright (C) 2002-2012, and GNU GPL’d, by Nicholas Nethercote.
==5708== Using Valgrind-3.8.1 and LibVEX; rerun with -h for copyright info
==5708== Command: ls
==5708==
I 3997801420,3
I 3997801423,5
S 7fefff948,8
I 3997804920,1
S 7fefff940,8
I 3997804921,3
I 3997804924,2
...
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Omezení simulace
• Valgrind není schopen instrumentovat jaderný kód, není tedy možné sledovat kód
uvnitř systémových volání a jaderné obsluhy signálů.
• Neexistuje možnost sledovat paralelně běžící ostatní procesy na systému, takže nelze
modelovat chování celého systému.
• Simulace probíhá pouze na virtuálních adresách, ačkoli na reálných vyrovnávacích
pamětích se pracuje s fyzickými adresami.
• Rozvržení paměti je vlivem instrumentace kódu při simulaci v Cachegrindu odlišné od
reálného, což může způsobovat určité zkreslení.
• Jediný podporovaný algoritmus nahrazování bloků ve vyrovnávací paměti je LRU,
ačkoli reálná vyrovnávací paměť může používat i jiný.
I přes výše popsané nevýhody lze pomocí Cachegrindu poměrně jednoduše najít v pro-
filované aplikaci místa vhodná k další optimalizaci pro práci s vyrovnávací pamětí a získat
zajímavé statistiky o zkoumaném kódu. Díky jeho začlenění ve frameworku Valgrind je jeho
použití velice jednoduché a plugin může být snadno upraven.
2.6.2 Memory Trace Visualizer (MTV)
Tento simulátor je zaměřen na simulaci a vizualizaci paměťových stop. Obsahuje vlastní
simulátor vyrovnávací paměti postavený na instrumentaci kódu, podobně jako Cachegrind
(viz kapitola 2.6.1), který však je narozdíl od něj schopen simulovat děje ve vyrovnávací pa-
měti po krocích. MTV obsahuje funkci sledování „teploty“ jednotlivých řádků podle počtu
zásahů. Zkoumanou aplikaci lze také krokovat a vizualizovat obsah vyrovnávací paměti na
jednotlivých řádcích. Vedle vyrovnávací paměti obsahuje simulátor také vizualizaci přístu-
pových vzorů ve virtuálním paměťovém prostoru v čase. Simulátor je zaměřen hlavně na
vizualizaci, neobsahuje tedy žádné obsáhlé statistiky nebo parametrické studie [8].
Obrázek 2.7: Násobení matic v aplikaci Memory Trace Visualizer
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2.6.3 Dinero IV
Dinero IV je konfigurovatelný cache simulátor pracující s paměťovými stopami ve formátu
pixie [23]. Oproti Cachegrindu podporuje až pět úrovní vyrovnávací paměti, kde každá z nich
může mít jinak nastavené velikosti bloku a asociativity, algoritmy pro výměnu bloků, způ-
soby přednačítání instrukcí, pravděpodobnost selhání přednačítání a nastavení write-allocate
a write-back politik (viz kapitola 2.3.6). Paměťová hierarchie jsou modelovány jako stromové
struktury, kde jsou v listech umístěny zdroje paměťových referencí (procesory) a v kořenech
hlavní paměti. Simulace začíná umístěním všech referencí do nejvyšší úrovně vyrovnávací
paměti7, nižší úrovně jsou poté již plněny během simulace podle pořadí instrukcí a zvolené
konfigurace. [11]. Dinero není zaměřen na simulaci v čase, jeho vstupem jsou pouze refe-
rence a výstupem statistiky o missRate a hitRate nakonfigurovaných vyrovnávacích pamětí.
Nevýhodou Dinero je nutnost dodat paměťové reference a složitější ovládání, výhodou je
velmi vysoká konfigurovatelnost. Ukázka výstupu:
l1-I/Dcaches
Metrics Total Instrn Data Read Write Misc
----------------- ------ ------ ------ ------ ------ ------
Demand Fetches 266310 189397 76913 70449 6456 8
Fraction of total 1.0000 0.7112 0.2888 0.2645 0.0242 0.0000
Prefetch Fetches 259846 189397 70449 70449 0 0
Fraction 1.0000 0.7289 0.2711 0.2711 0.0000 0.0000
Total Fetches 526156 378794 147362 140898 6456 8
Fraction 1.0000 0.7199 0.2801 0.2678 0.0123 0.0000
Demand Misses 52751 121 52630 49476 3151
Demand miss rate 0.1981 0.0006 0.6843 0.7023 0.4881
Compulsory misses 1748 110 1638 31 1604
Capacity misses 10056 2 10054 9542 512
Conflict misses 40947 9 40938 39903 1035
Prefetch Misses 51568 602 50966 50966 0
PF miss rate 0.1985 0.0032 0.7234 0.7234 0.0000
PF compulsory misses 787 575 212 212 0
PF capacity misses 9296 2 9294 9294 0
PF conflict misses 41485 25 41460 41460 0
Total Misses 104319 723 103596 100442 3151
Total miss rate 0.1983 0.0019 0.7030 0.7129 0.4881
2.6.4 Precise Event Based Sampling (PEBS)
Precise Event Based Sampling je pokročilá vlastnost procesorů Intel, která umožňuje uklá-
dat v intervalu určité vzorkovací periody vzorky zachycující stavy vnitřních hardwarových
čítačů přímo do úseku paměti (bufferu) určeného jádrem OS. Poprve se objevila u proce-
sorů založených na mikroarchitektuře Intel R© NetBurstTM, dále byla rozšířena a vylepšena
u procesorů založených na Intel R© CoreTM[16]. Formát vzorků je předem určen procesorem
a každý z nich obsahuje stav procesoru v okamžiku, kdy přetekl nastavený čítač vzorkovací
periody.
7Obvykle L2-L5
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Hlavní přednosti použití PEBS jsou
• přesnost
• nízká zátěž pro operační systém
Přesnost vzorků je způsobena tím, že hodnota instrukčního čítače8 ve vzorku je nejvýše
o jedna odlišná od pozice instrukce, při níž přetekl čítač vzorkovací periody. Operační systém
je na naplnění paměti vzorků upozorněn přerušením, není tedy kromě obsluhy přerušení do
vzorkování nijak zapojen. Pokud je hodnota paměti vzorků nastavena na dostatečně velkou
hodnotu a v průběhu běhu aplikace nedojde k naplnění paměti vzorků, budou jádrem OS
zachyceny všechny vzorky. Úplná paměťová stopa bude zachycena také pokud aplikace ne-
přistupuje do paměti příliš intenzivně a jádro OS je schopné kopírovat vzorky do externího
úložiště před opětovným naplněním paměti vzorků. Nevýhodou u paměťových stop získa-
ných pomocí PEBS je nemožnost získat délku zapsaných dat a nemožnost rozlišit datové
a instrukční přístupy do paměti [3].
Pro práci s PEBS lze použít profilovací nástroj perf, dodávaný jako součást kódu linu-
xového jádra. Nástroj perf poskytuje textové interaktivní rozhraní využitelné pro získání
široké škály dat9, které jádro OS získává z hardware počítače. Pro získávání profilových dat
je použito rozhraní jádra perf_events [3].
2.7 Diskrétní simulace
Před započetím návrhu a implementace simulátoru popisovaných v dalších kapitolách je ne-
zbytné popsat teoretické pozadí použitých přístupů a metod, které se zde budou vyskytovat.
Na úvod této podkapitoly bude tedy definováno několik základních pojmů z teorie simulace
a modelování.
Systém
Systém je definován jako množina entit, které spolu navzájem spolupracují za účelem splnění
určitého logického cíle [18]. Stavem systému je nazýván stav množiny proměnných nutných
k popisu systému v určitém okamžiku [18]. Je třeba rozlišovat pojmy fyzický čas, měřený
podle reálného času, a modelový/logický čas, popisovaný na časové ose uvnitř modelu [27].
Systémy lze rozdělit do dvou kategorií, diskrétní a spojité. Stavové proměnné v diskrét-
ním systému se mění skokově v oddělených bodech v čase. U spojitého systému se stavové
proměnné mění spojitě v čase [18]. Pouze málo systémů je zcela spojitých nebo naopak
diskrétních. Nicméně u většiny systémů vždy převládá jedna z těchto charakteristik, podle
které poté můžeme systém klasifikovat.
Model
Model je definován jako reprezentace systému pro účely jeho zkoumání. V modelu jsou
reprezentovány pouze ty aspekty systému, které jsou předmětem zkoumání. Z toho plyne,
že model je zjednodušená reprezentace systému [6].
8pozn.: IP; instruction pointer
9viz man perf
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Modely mohou být klasifikovány podle následujících třech rozdílných kritérií:
• statický model
• dynamický model
Statický model je reprezentací systému v určitém čase, popř. reprezentací systému, ve kterém
čas nehraje žádnou roli. Dynamický model reprezentuje systém, jehož stav se v čase mění
[18].
• deterministický model
• stochastický model
Pokud model neobsahuje žádnou náhodnou komponentu a jeho výstup se pro dané vstupy
nemění, nazývá se deterministický. Pokud je některá z komponent modelu náhodná, což
následně vede k měnícím se výstupům, jde o model stochastický [18].
• spojitý model
• diskrétní model
Volně řečeno, spojitý a diskrétní model jsou definovány obdobně jako spojité a diskrétní
systémy v předchozí kapitole. Neplatí však obecně, že diskrétní model je použit k reprezen-
taci diskrétního systému a naopak. Vždy záleží na zkoumaných aspektech modelovaného
systému [18].
Modelování
Modelování je cyklický proces tvorby modelu [22]. Na začátku tohoto procesu je nutné ana-
lyzovat zkoumaný systém, klasifikovat, zda je diskrétní nebo spojitý, a stanovit zkoumané
vlastnosti systému. Za pomocí dat získaných během analýzy je formulován abstraktní mo-
del, což je zjednodušený popis zkoumaného systému [22]. Z abstraktního modelu následně
vznikne jeho implementací simulační model, se kterým je možné experimentovat a získávat
o něm znalosti. Tento děj se nazývá simulace. Diskrétní simulace popisuje chování modelu
v průběhu času reprezentované diskrétními změnami jeho stavových proměnných v čase [18].
Validace a verifikace
Verifikace simulačního modelu je proces, při němž se ověřuje správnost vytvoření simulač-
ního modelu a jeho korespondence s navrženým abstraktním modelem. Obecně složitější
proces je validace, který ověřuje shodné chování zkoumaného systému a vytvořeného simu-
lačního modelu [18].
2.7.1 Algoritmus next-event
Vzhledem k dynamickému charakteru diskrétních simulačních modelů je nutné uchovávat
a posouvat v průběhu simulace aktuální hodnotumodelového času uvnitř modelu. V průběhu
vývoje se objevily dva různé přístupy k posunu simulačního času: posun pomocí algoritmu
next-event a posun času s fixním inkrementem [18]. Dále se budeme věnovat pouze algoritmu
next-event. Klíčovou datovou strukturou používanou v algoritmu next-event je kalendář
událostí. Délka a obsah kalendáře událostí se v průběhu simulace neustále mění a efektivní
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správa prvků má významný vliv na výkonnost simulátoru modelu [6]. Struktura kalendáře
událostí může být implementována různými způsoby jako je lineární seznam, hashovací
tabulka, halda nebo Henriksenův algoritmus [13], což je lineární seznam, jehož položky jsou
indexovány pomocí binárního vyhledávacího stromu. Algoritmus next-event je popsán na
pseudokódu 2.8.
Time = 0; /* Nastaveni simulacniho casu na 0. */
stats.init(); /* Inicializace statistik */
calend.init(); /* Inicializace kalendare */
while (!calend.isEmpty()) {
ev = calend.get_next(); /* Vyber nejblizsi naplanovanou udalost */
Time = ev.get_t(); /* Posun simulacni cas */
if (Time > END_TIME) /* Over, zda jiz neni konec simulace */
break;
ev.do_event(); /* Vykonej naplanovanou udalost */
stats.update(); /* Aktualizuj simulacni statistiky */
}
Pseudokód 2.8: Algoritmus řízení simulace next-event. Zdroj: [18]
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Kapitola 3
Návrh modelu a simulátoru
V následující kapitole bude provedena analýza zkoumaného systému, na základě které bude
formulován abstraktní model. Pomocí abstraktního modelu bude vytvořen simulační model
popsaný pomocí UML diagramu tříd. Nakonec bude navržen a specifikován simulátor a jeho
uživatelské rozhraní.
3.1 Návrh simulačního modelu
Zkoumaným systémem je paměťová hierarchie jednoprocesorového počítače. Vstupem sys-
tému jsou paměťové stopy popisující sekvence přístupů do paměti, viz kapitola 2.5. I přesto,
že je možné získat paměťové stopy obsahující jak přístupy na virtuální adresy (viz kap.
2.6.1), tak i na adresy fyzické (viz kap. 2.6.4), nelze adresy vzájemně přiřadit. Jinými slovy,
nebylo zjištěno jak získat obsah tabulky stránek daného procesu včetně všech změn. Vstu-
pem simulátoru byly zvoleny paměťové stopy zachycené pomocí nástroje lackey, viz kap.
2.6.1. Narozdíl od paměťových stop získaných pomocí nástroje perf mem obsahují navíc typ
paměťového přístupu (Load, Store, Instruction).
Model lze rozdělit na dvě hlavní části, paměťovou hierarchii a virtuální paměť. Propojení
těchto dvou částí je popsáno na diagramu 3.2.
Abstraktní model paměťové hierarchie
Komponenty reálné paměťové hierarchie jsou namapovány na entity modelu na úrovni typů
jednotlivých zařízení a struktury. V modelu můžou být obsaženy až 3 úrovně vyrovnávací
paměti. První úroveň lze volitelně rozdělit na část instrukční a datovou, viz diagram 3.1.
Dále do paměťové hierarchie patří operační paměť, která je zároveň jediným vždy přítomným
prvkem. Všechny části paměťové hierarchie můžou být volitelně aktivovány, deaktivovány
a lze nastavovat jejich atributy. Aktivace prvku rozhoduje o jeho přítomnosti v simulačním
modelu.
Abstraktní model virtuální paměti
Komponenty použité pro překlad virtuálních adres na fyzické jsou zobecněny na entity ta-
bulka stránek a vyrovnávací paměť tabulky stránek (TLB). Do modelu není tedy zahrnut
žádný hardware používaný při překladu adres stránek na reálném systému, např. MMU
(Memory management unit, viz kap. 2.4). Vzhledem k tomu, že vstupem modelu jsou pa-
měťové stopy virtuálních adres a není známo jejich mapování na fyzické adresy, je nutné
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Obrázek 3.1: Model paměťové hierarchie
zjednodušit část modelu pro překlad adres. Adresy pro překlad jsou tedy v tabulce strá-
nek pouze vyhledávány, k samotnému překladu poté nedochází. Dochází však k výpadku
stránky, není-li hledaná adresa nalezena. Vzájemné propojení a uspořádání je oproti reál-
nému systému také zjednodušené. Např. překlad virtuální adresy v reálném systému probíhá
paralelně s vyhledáváním v cache [15]. V navrhovaném modelu se adresa postupně překládá
nejprve s pomocí vyrovnávací paměti tabulky stránek, po případném neúspěchu poté v ta-
bulce stránek a až po získání výsledné fyzické adresy je přistupováno do paměťové hierarchie
začínající u L1 vyrovnávací paměti, viz diagram 3.2. Ke zjednodušenému uspořádání modelu
bylo přistoupeno z důvodu nemožnosti sledování těchto dějů z uživatelského prostoru ope-
račního systému, a tím pádem obtížnější validace vytvořeného simulačního modelu, který by
obsahoval tyto typy optimalizací. Vyrovnávací paměť tabulky stránek a sekundární úložiště
nelze aktivovat bez přítomnosti tabulky stránek v modelu.
3.1.1 Simulační model
1. Struktura modelu
(a) Počet úrovní a typ vyrovnávací paměti
(b) Přítomnost tabulky stránek a TLB
(c) Přítomnost operační paměti
(d) Přítomnost sekundárního úložistě
2. Atributy entit modelu
(a) Latence, velikost a asociativita vyrovnávací paměti
(b) Latence a počet prvků TLB
(c) Latence sekundárního úložiště
(d) Latence operační paměti
(e) Velikost stránky paměti
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UML digram tříd se nachází na obr. 3.3. Všechny třídy entit paměťové hierarchie jsou
odvozeny ze základní třídy MemDevice. Vzhledem ke společným základním vlastnostem je
třída MemDeviceTlb odvozena ze třídy MemDeviceCache, která popisuje vyrovnávací paměť.
Každá třída zařízení obsahuje také implementaci abstraktní třídy MemDeviceStats, která
obsahuje statistické údaje nasbírané během simulace:
• počet všech přístupů do paměti
• počet neúspěšných přístupů do paměti
• počet všech přístupů do paměti pro jeden blok
Poslední údaj je dále využit pro vizualizaci přístupů do paměti, viz kapitola 4.4. Vzhledem
k tomu, že všechny entity modelu pracují pouze s paměťovými adresami, jsou obsahem prvků
modelu pouze paměťové adresy a k nim náležící data nejsou v modelu obsažena. Stejný
přístup se zaměřením na pouhé paměťové adresy se vyskytuje např. u nástroje cachegrind,
viz kap. 2.6.1. Všechna zařízení zapouzdřuje třída MemHierarchy, která zároveň poskytuje
rozhraní pro práci s modelem umožňující přidávat, odebírat a konfigurovat zařízení.
Obrázek 3.2: Vývojový diagram přístupu na paměťovou adresu
3.2 Návrh simulátoru
Vstupem simulátoru jsou paměťové stopy přístupů na virtuální adresy získané za běhu reál-
ných aplikací (viz kapitola 4.5). Simulátor postupně sekvenčně prochází jednotlivé záznamy
simulované paměťové stopy a pomocí algoritmu řízení simulace next-event (viz pseudokód
2.8) plánuje jednotlivé přístupy do paměti. V průběhu simulace simulátor poskytuje v tex-
tové nebo grafické podobě informace o stavu entit modelu. Simulátor umožňuje sekvenčně
odsimulovat více paměťových stop na jednom simulačním modelu paměti.
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Obrázek 3.3: UML návrh simulačního modelu
3.2.1 Simulace paměťových přístupů
Pokud při běhu simulace dojde k výpadku vyrovnávací paměti nebo výpadku stránky a bude
třeba přistoupit do entity modelu umístěné v hierarchii níže, simulátor vloží do kalendáře
událostí další událost naplánovanou s odpovídajícím zpožděním. Tento postup se opakuje
dokud není hledaná paměťová adresa nalezena v některé z entit modelu paměťové hierar-
chie. Každý přístup do paměti je úspěšný nejpozději při dosažení nejnižší aktivované entity
modelu paměťové hierarchie1. Po vykonání každé simulační události jsou také aktualizo-
vány statistiky daného paměťového zařízení. UML návrh simulátoru se nachází na obr.
3.5. Jádrem simulátoru je třída MemSimulation, pomocí které lze spouštět celou simulaci
paměťové stopy. Paměťové stopy jsou načítány přímo ze vstupních souborů a po zpracování
reprezentovány třídou MemTrace. Kalendář událostí je reprezentován třídou MemSimCalend
a naplánované události jsou v kalendáři uloženy jako objekty třídy MemSimCalendEvent.
Třída MemDeviceEvent zapouzdřuje parametry naplánované události. Simulační model je
v diagramu reprezentován třídou MemHierarchy a je blíže popsán v kap. 3.1. Hierarchicky
nejvýše zařazená třída MemSimulationObj poskytuje rozhraní simulátoru pro použití klienty
1typicky sekundární úložiště v podobě pevného disku, popř. operační paměť
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Obrázek 3.4: UML návrh TUI klienta simulátoru
popsanými níže. Využití rozhraní bude podrobněji popsáno v kapitole 4.3.
3.2.2 Uživatelské rozhraní simulátoru
Uživatelské rozhraní je navrženo v textové i grafické podobě. Textové uživatelské rozhraní
(dále TUI ) je ovládáno sadou příkazů pro práci se simulovanou paměťovou stopou. Zkou-
manou paměťovou stopu je možné načíst ze souboru, odsimulovat ji a zobrazit statistiky.
Také je možné odsimulovat postupně více paměťových stop na jednom simulačním modelu.
TUI také umožňuje modifikovat přítomnost entit v simulačním modelu a nastavovat jejich
jednotlivé atributy. Jádrem TUI je třída MemSimCli, zajišťujicí vstupně výstupní komuni-
kaci s uživatelem a komunikaci se simulátorem pomocí třídy MemSimulationObj popsané
na obrázku 3.5. Argumenty příkazové řádky jsou zpracovávány objektem třídy CmdParser.
Návrh TUI v podobě UML diagramu tříd se nachází na obr. 3.4.
Grafické uživatelské rozhraní
Grafické uživatelské rozhraní (dále GUI ) simulátoru poskytuje všechny potřebné pohledy
na simulaci najednou, tzn. paměťovou stopu, vizualizaci stavu jednotlivých entit modelu,
informace o simulaci a nastavení parametrů simulace. GUI také obsahuje řídící prvky pro
ovládání simulace, které jsou u TUI rozhraní řízené příkazy. Provádění naplánovaných pří-
stupů do paměti lze v GUI krokovat ve volitelném časovém intervalu. V každém kroku je
označena právě prováděná instrukce a stav entit modelu. Jádrem grafického uživatelského
rozhraní simulátoru je třída MemSimGui odvozená z třídy QMainWindow knihovny Qt. Je-
jími hlavními komponentami jsou rozhraní simulátoru MemSimulationObj (viz 4.3) a třída
Ui::MainWindow, obsahující objekty knihovny Qt tvořící samotné grafické rozhraní. Tato
třída byla navržená pomocí nástroje Qt Designer poskytovaného jako součást Qt knihovny
[4].
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3.2.3 Použité návrhové vzory
Návrhové vzory jsou efektivní řešení běžných problémů v objektově-orientovaném softwaro-
vém návrhu. Jde o vysokoúrovňové abstraktní šablony, které mohou být použity pro určité
návrhové problémy. Návrhové vzory mají širokou škálu použití. Většina z nich popisuje, jak
rozdělit kód v závislosti na jeho účelu. Jsou rozděleny do tří kategorií:
• Vzory týkající se tvorby objektů
• Vzory týkající se struktury objektů
• Vzory týkající se chování objektů
Vzory týkající se tvorby objektů popisují, jak organizovat kód, který řídí tvorbu objektů.
Strukturální vzory popisují struktury složené z objektů a jejich propojení. Vzory popisující
chování objektů popisují vzájemnou interakci mezi objekty [12]. V návrhu simulátoru je
použit návrhový vzor Singleton, který zajišťuje přítomnost právě jedné instance objektu
třídy MemSimulation po celou dobu běhu simulátoru. Dalším použitým návrhovým vzorem
je Model-View-Controller (MVC), který se skládá ze třech následujících objektů:
• Model
• View
• Controller
Model je aplikační objekt obsahující data. View popisuje jeho vizuální reprezentaci a Con-
troller definuje způsob, jakým uživatelské rozhraní reaguje na vstupy. Bez použití MVC
mají návrhy uživatelského rozhraní tendenci ke spojení všech těchto objektů do jednoho
monolitického. MVC je naopak ke zvýšení flexibility a znovupoužitelnosti udržuje oddělené
[14]. Knihovna Qt poskytuje skupinu již předpřipravených tříd použitelných pro konstrukci
MVR. Třídy reprezentující Model jsou odvozeny z abstraktní třídy QAbstractItemModel.
Pro View lze použít skupinu tříd odvozených z QAbstractItemView. Komponentu Controller
v Qt reprezentují třídy odvozené z abstraktní třídy QAbstractItemDelegate [4]. V návrhu
simulátoru je načtená paměťová stopa reprezentována jako QStringListModel a její vizuální
reprezentace je zobrazena pomocí třídy QListView.
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Obrázek 3.5: UML návrh simulátoru
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Obrázek 3.6: UML návrh GUI klienta simulátoru
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Kapitola 4
Implementace simulátoru
a simulačního modelu
V této kapitole bude popsána implementace simulačního modelu, simulátoru a přidružených
aplikací. Simulátor paměťových přístupů MemSim je implementován v jazyce C++ s vyu-
žitím Qt Toolkitu [4] podle návrhu vytvořeného v předchozí kapitole 3. Aplikace MemSim
je implementačně rozdělena do třech hlavních celků:
• knihovna memsimlib
• klient s textovým uživatelským rozhraním memsim-cli
• klient s grafickým uživatelským rozhraním memsim-gui
Knihovna memsimlib se skládá ze dvou oddělených částí, simulátoru a simulačního mo-
delu. Klientské aplikace memsim-cli a memsim-gui využívají knihovnu k simulaci vstupních
paměťových stop na daném simulačním modelu.
4.1 Implementace simulačního modelu
Knihovna memsimlib obsahuje simulátor a simulační model, které jsou oddělitelné, viz UML
diagramy 3.3 a 3.5. Rozhraní knihovny je tvořeno třídou MemSimulationObj. Všechny části
aplikace jsou automaticky překládány pomocí vestavěné překladové infrastruktury qmake
[4].
4.2 Paměťová zařízení
Všechny třídy popisující jednotlivé části paměťové hierarchie jsou odvozeny z abstraktní
třídy MemDevice, která poskytuje základní charakteristiky každého zařízení a definuje zá-
kladní virtuální metody, které potomci musí implementovat. Základní charakteristikou kaž-
dého zařízení je latence, udávaná v taktech procesoru. Hierarchie paměťových zařízení je
zapouzdřena do třídy MemHierarchy, která zároveň tvoří rozhraní simulačního modelu. Po-
mocí veřejných metod třídy MemHierarchy lze přidávat, odstraňovat a konfigurovat jednot-
livá zařízení simulačního modelu, viz obr. 3.3.
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Vyrovnávací paměť
Vyrovnávací paměť je v simulačním modelu reprezentována třídou MemDeviceCache. Zákla-
dem simulace vyrovnávací paměti je využití konceptu použitého ve frameworku Valgrind,
kdy jsou do modelové vyrovnávací paměti uloženy pouze adresy dat, viz kapitola 2.6.1. Vy-
rovnávací paměť je implementována jako dvojrozměrné pole 64-bitových ukazatelů (potažmo
bloků) o rozměrech (počet řádků × stupeň asociativity) a adresace konkrétních bloků
je prováděna pomocí bitových operací nad jednotlivými adresami následujícím způsobem:
set = (addr mod linesize) mod sets
Výsledná hodnota set označuje index řádku cache, kam je adresován blok obsahující hleda-
nou adresu. Dále se porovnává tag hledané adresy se všemi tagy bloků v řádku. V případě,
že je nalezena shoda, nastává zásah cacheHit, hledaná adresa je přesunuta na první pozici
v řádku a stávající bloky jsou posunuty o jedna. Poslední blok v řádku je tedy zahozen, což je
ve shodě s režimem LRU (Least Recently Used). V případě, že shodný tag tag není nalezen,
nastává událost cacheMiss a hledaná adresa je umístěna na první pozici stejně jako v před-
chozím případě. Modelová vyrovnávací paměť má charakter write-allocate, při writeMiss je
tedy zapisovaný blok paměti zároveň také načten do cache a toto sjednocení zpracování
čtecích a zápisových instrukcí značně zjednodušuje implementaci, viz kapitola 2.3.6. V kaž-
dém objektu MemDeviceCache je i druhé pole prvků quint64 o rozměrech (počet řádků ×
stupeň asociativity). Toto pole obsahuje namísto adres počty přístupů do jednotlivých
bloků, jež jsou při každém přístupu inkrementovány. Tato počítadla slouží jako vstupní data
pro vizualizační zobrazení, viz kap. 4.4.
Tabulka stránek a TLB
Třída popisující vyrovnávací paměť tabulky stránek (TLB) MemPageTlb je přímým potom-
kem třídy popisující vyrovnávací paměť. Její konfigurace je zjednodušena pouze na počet
prvků, viz kapitola 3.1.1. Pro aktivaci TLB v modelu je nutné mít aktivovanou i tabulku
stránek. Vzhledem k tomu, že v modelové tabulce stránek nedochází k překladu, ale pouze
k vyhodnocení přítomnosti fyzické stránky v paměti, je vynechána implementace samotných
stránek. Tabulka stránek v simulačním modelu se tedy skládá pouze ze seznamu adres na-
cházejících se v paměti. Pro implementaci je využit Qt kontejner QHash. Je možné nastavit
i koncept hugepages simulující větší velikosti stránek, viz [10].
Sekundární úložiště
Sekundární úložiště je v simulačním modelu implementováno jako zařízení MemDeviceSwap.
Pokud není v modelu aktivována tabulka stránek, nelze aktivovat ani sekundární úložiště.
4.3 Implementace simulátoru
Rozhraní simulátoru je tvořeno exportovanou třídou MemSimulationObj, která v sobě za-
pouzdřuje hlavní třídu simulátoru MemSimulation. Tato třída poskytuje metody a atributy
pro řízení simulace a konfiguraci parametrů simulačního modelu, ke kterému přistupuje po-
mocí objektu třídy MemHierarchy. Je implementována pomocí návrhového vzoru Singleton
[12], aby se předešlo existenci více než jedné instance v průběhu používání knihovny. Pamě-
ťové stopy zpracovávané simulátorem jsou ve tvaru popsaném v pseudokódu 2.5. Na vstupu
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jsou naparsovány do lineárního seznamu typu QList. Lineární seznam byl použit z důvodu
sekvenčního přístupu k paměťové stopě. Simulace je prováděna pomocí simulačního algo-
ritmu next-event, viz kapitola 2.7.1. Při běhu simulace simulátor prochází paměťovou stopu
a postupně plánuje události v kalendáři událostí reprezentovaného třídou MemSimCalend.
Tato třída obsahuje seznam naplánovaných událostí jako lineární seznam QList s instan-
cemi třídy MemSimCalendEvent. Pro implementaci událostí v kalendáři byl zvolen běžný
lineární seznam z toho důvodu, že kalendář neobsahuje v simulaci příliš mnoho prvků a není
tedy nutné strukturu nijak optimalizovat. Po každém naplánovaní nové události nebo ode-
brání už vykonané události je kalendář seřazen podle hodnoty naplánovaného času udá-
losti t. Vzhledem k průměrnému počtu naplánovaných události v kalendáři není toto řešení
o mnoho výpočetně náročnější než sofistikovanější přímé vkládání nebo odebírání1. Jednotka
modelového času simulace je jeden takt procesoru. Takt procesoru byl zvolen kvůli pozdější
validaci modelu pomocí nástroje perf mem (viz podkapitola 2.6.4, který zobrazuje výsledky
v taktech, tak i z důvodu lepší dohledatelnosti parametrů reálných paměťových zařízení
udávaných obvykle v taktech procesoru. Vzhledem k jednoprocesorové povaze modelu je
vždy nejprve dokončen přístup do paměti a až poté načten další řádek simulované paměťové
stopy.
4.4 Uživatelské rozhraní
Nastavení všech parametrů simulace představených v kapitole 3.1.1 je možné buď v ně-
kterém z uživatelských rozhraní nebo přímou editací konfiguračního souboru memsim.conf
v domovském adresáři uživatele. Pro implementaci platformně nezávislých nastavení je po-
užito vestavěné Qt třídy QSettings [4]. Pro používání knihovny memsimlib musí klientské
programy obsahovat hlavičkový soubor memsimlib.h. Pokyny pro pro překlad a spouštění
všech částí jsou uvedeny v přiloženém souboru README.
Textové uživatelské rozhraní
TUI rozhraní aplikace je implementováno jako interaktivní konzole ve tvaru memsim> oče-
kávající příkazy ze standardního vstupu. Zpracování vstupních argumentů implementuje
třída CmdParser. TUI je stejně jako GUI schopné postupně spustit více simulačních stop
na jednom simulačním modelu paměťové hierarchie. Textové uživatelské rozhraní podporuje
následující seznam příkazů:
• load [trace] - načtení souboru trace obsahujícího paměťovou stopu do paměti a při-
řazení id.
• config [dev] [attr] [val] - nastavení atributu attr zařízení dev na hodnotu val,
viz tabulka 4.1.
• add [dev] - aktivace zařízení dev v modelu.
• remove [dev] - deaktivace zařízení dev v modelu.
• show traces - zobrazení načtených paměťových stop a jejich id.
• show statsall - zobrazení statistik entit modelu.
1viz semilogitmická složitost quicksortu O(N logN) a logaritmická složitost vkládání do seřazeného se-
znamu O(N) pro malá N
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• show devices - zobrazení aktuální hierarchie zařízení.
• help - zobrazení nápovědy.
• quit - ukončení simulátoru.
Textové uživatelské rozhraní lze také ukončit pomocí Ctrl+D.
entita atributy poznámka
l1 size, assoc, lsize, latency size, lsize a assoc je nutné zadávat ve tvaru 2n
l2 size, assoc, lsize, latency size, lsize a assoc je nutné zadávat ve tvaru 2n
l3 size, assoc, lsize, latency size, lsize a assoc je nutné zadávat ve tvaru 2n
ram latency
tlb entries, assoc, latency entries a assoc je nutné zadávat ve tvaru 2n
pt latency
swap latency
Tabulka 4.1: Podporované atributy modelových entit.
Grafické uživatelské rozhraní
GUI rozhraní simulátoru poskytuje stejné možnosti nastavení a simulace jako textové roz-
hraní popsané v předchozí podkapitole. Navíc také umožňuje ve zvoleném čase krokovat
simulaci, resp. spouštět jednotlivé naplánované události simulačního kalendáře. Jednotlivé
prvky grafického rozhraní jsou spolu propojeny pomocí signálů a slotů. Jde o fundamentální
koncept knihovny Qt, který umožňuje spojovat objekty bez jakýchkoliv dalších vazeb mezi
nimi. Sloty jsou velice podobné metodám objektů, avšak s tím rozdílem, že je možné je pro-
pojovat se signály a tyto sloty jsou volány pokaždé, když se objeví daný signál. Jeden signál
může být připojen k více slotům, stejně jako více signálů může být připojeno k jednomu
slotu. Signály jdou také spojovat vzájemně. Podpora pro signály a sloty je implementována
pomocí meta-objektového systému, který předzpracovává zdrojové kódy před kompilací po-
mocí nástroje moc. Pokud je použit překladový systém qmake, jsou tyto nástroje volány
automaticky [7]. Konfigurace jednotlivých entit paměťového modelu je prováděna pomocí
prvků grafického rozhraní. Vzhledem k tomu, že některé z atributů je nutné zadávat pouze
v hodnotách 2n, bylo nutné reimplementovat třídu QSpinBox poskytující spin box. Výsled-
kem je odvozená třída PowerSpinBox, která umožňuje nastavit pouze hodnoty 2n a nelze jej
editovat jinak než s pomocí šipek.
Vizualizace přístupů do paměti
Grafické uživatelské rozhraní umožňuje vizualizovat frekvenci přístupů do vyrovnávacích
pamětí pomocí třídy MemSimVis. Tato třída umožňuje po každé simulační události graficky
zobrazit strukturu cache a obarvit bloky s intenzitou odpovídající dosavadnímu počtu pří-
stupů do nich. Údaje o počtu přístupů do bloků jsou získány z počítadel popsaných v kapitole
4.1.
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4.5 Ostatní části aplikace
Generování paměťových stop
Pro získání vstupních paměťových stop simulátoru je použit plugin frameworku valgrind
lackey (popis viz kap. 2.6.1), jehož výstupem je paměťová stopa virtuálních adres aplikace.
Výstupní paměťovou stopu je nutné upravit a zredukovat o nepoužívané údaje. Postupy
redukce a přípravy paměťových stop budou popsány v kapitole 5.
Demonstrační aplikace
Pro výukové účely je simulátor vybaven několika přednastavenými paměťovými stopami,
které demonstrují vybraný vzor přístupu do paměti. Jde o přístupy založené na manipulaci
s poli a maticemi, jako jsou násobení matic nebo řazení prvků v poli různými způsoby.
V příští kapitole budou použity k testování a validaci modelu.
Dokumentace
Dokumentaci zdrojového kódu simulátoru MemSim je možné získat vygenerováním pomocí
systému Doxygen[2], viz přiložený soubor README.
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Kapitola 5
Experimenty se simulačním modelem
V této kapitole bude provedeno testování simulátoru a validace simulačního modelu pa-
měťové hierarchie, jejichž implementace byla podrobně popsána v předchozí kapitole 4.
Testování simulátoru a validace modelu bude spočívat v porovnání výsledků při simulaci
vstupní stopy získané pomocí pluginu lackey na simulátoru MemSim s výsledky získanými
při profilování běhu aplikace pomocí nástrojů perf mem a perf stat.
Konfigurace cache v simulátoru byla nastavena na hodnoty odpovídající hardware testo-
vacího počítače. Hodnoty byly zjištěny pomocí příkazů dmidecode -t cache
a cat /proc/cpuinfo a ověřeny v katalogu procesorů [1].
parametr hodnota
procesor Intel R© CoreTMi5-2540M CPU
frekvence 2.6GHz
RAM 8GB
cacheline 64bit
velikost L1 64kB
latence L1 3 takty
associativita L1 8
velikost L2 256kB
latence L2 9 taktů
associativita L2 8
velikost L3 3072kB
latence L3 21 taktů
associativita L3 12
Tabulka 5.1: Hardware testovacího počítače.
Testovací aplikace byly kompilovány kompilátorem gcc s parametrem -O2. Měření hod-
not bylo prováděno v textovém uživatelském rozhraní simulátoru MemSim. Postup a skripty
použité k získání paměťových stop jsou připojeny v adresáři src/testing/ aplikace. Mezi
každým testem byly cache vyprázdněny jednoduchým programem používajícím volání memset()
nad polem o velikosti velikosti několika MB, což odstranilo všechny dosavadní reference ve
vyrovnávacích pamětech. Pomocí nástroje perf nebylo možné získat statistiky L2 cache,
nejsou tedy v následujících tabulkách uvedeny.
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5.1 Výsledky testování simulátoru
Testování simulátoru spočívalo v získání paměťových stop tří aplikací, které intenzivně pra-
cují s pamětí. Šlo o
• quicksort
• násobení matic
• násobení matic se záměrně nelineárními přístupy
Následující tabulky porovnávaji statistiky simulace paměťové stopy aplikace s daty získa-
nými za běhu aplikace na reálném systému. Co se týče validity časování přístupů do paměti,
simulátor pro všechny běhy vykazuje vyšší hodnoty taktů procesoru, jde však vždy o rozdíl
v řádu procent. Tento rozdíl je pravděpodobně způsobem přidanými instrukcemi použitými
během instrumentace, viz [20]. Rozdíly hodnot cache pro quicksort řazení jsou téměř mini-
mální s výjimkou L3 cache u řazení v poli se 10000 a 100000 prvky. Tento dvacetiprocentní
propad hitRatio u hardwarové L3 může být spojen s častým překryvem přístupů do L3
cache a do RAM, který se může procesor snažit určitým způsobem optimalizovat. U zbylých
výsledků získaných během násobení matic stojí za zmínku, že výkon hardwarových vyrovná-
vacích pamětí byl vyšší u optimálního algoritmu násobení matic, naopak simulace vykazovala
vyšší hodnoty u neoptimálního násobícího algoritmu. Rozdíly hodnot se však vždy pohybují
v řádu procent, můžeme tedy model vyrovnávacích pamětí prohlásit za validní.
cache memsim hitRatio [%] perf hitRatio [%]
l1 94,67 99,88
l2 92,48 -
l3 96,07 99,96
memsim [takty] perf [takty]
277,793 N/A
Tabulka 5.2: Quicksort nad polem o 100 prvcích.
cache memsim hitRatio [%] perf hitRatio [%]
l1 97,24 96,97
l2 99,58 -
l3 96,05 73,88
memsim [takty] perf [takty]
3,478,776 3,442,294
Tabulka 5.3: Quicksort nad polem o 10000 prvcích.
cache memsim hitRatio [%] perf hitRatio [%]
l1 97,24 97,02
l2 99,79 -
l3 95,11 74,98
memsim [takty] perf [takty]
33,888,012 29,484,886
Tabulka 5.4: Quicksort nad polem o 100000 prvcích.
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cache memsim hitRatio [%] perf hitRatio [%]
l1 95,43 99,46
l2 99,66 -
l3 98,60 99,96
memsim [takty] perf [takty]
1,975,639 1,722,109
Tabulka 5.5: Optimalizované násobení čtvercových matic dimenze 100.
cache memsim hitRatio [%] perf hitRatio [%]
l1 97,24 96,45
l2 99,42 -
l3 94,35 99,95
memsim [takty] perf [takty]
3,478,776 3,442,294
Tabulka 5.6: Optimalizované násobení čtvercových matic dimenze 150.
cache memsim hitRatio [%] perf hitRatio [%]
l1 97,28 98,76
l2 99,48 -
l3 95,50 99,02
memsim [takty] perf [takty]
5,012,689 4,731,664
Tabulka 5.7: Optimalizované násobení čtvercových matic dimenze 150.
cache memsim hitRatio [%] perf hitRatio [%]
l1 96,41 96,35
l2 99,23 -
l3 92,6 91,63
memsim [takty] perf [takty]
3,125,663 2,765,966
Tabulka 5.8: Neoptimalizované násobení čtvercových matic dimenze 100.
cache memsim hitRatio [%] perf hitRatio [%]
l1 96,11 97,45
l2 99,36 -
l3 96,19 93,86
memsim [takty] perf [takty]
4,136,897 3,868,741
Tabulka 5.9: Neoptimalizované násobení čtvercových matic dimenze 150.
cache memsim hitRatio [%] perf hitRatio [%]
l1 97,38 97,81
l2 99,50 -
l3 95,05 94,00
memsim [takty] perf [takty]
5,365,110 4,950,872
Tabulka 5.10: Neoptimalizované násobení čtvercových matic dimenze 200.
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Kapitola 6
Závěr
Výsledkem této diplomové práce je návrh a implementace modulárního simulátoru pamě-
ťových stop, pomocí kterého je možné simulovat modely široké škály paměťových hierarchií
používaných v dnešních počítačích. Součástí modelu může být až tříúrovňová vyrovnávací
paměť s nastavitelnými parametry. Pomocí tabulky stránek, TLB a swapu lze také mode-
lovat virtualizaci paměti. Simulátor disponuje kromě textového také grafickým rozhraním,
v němž je možné simulaci krokovat a sledovat vizualizaci přístupů do vyrovnávacích pamětí,
což lze využít například k výuce základních principů paměťové hierarchie. Simulační model
byl validován porovnáním s výsledky měření paměťových statistik na reálném hardware se
shodnými parametry za postupného běhu několika aplikací, které intenzivně pracovaly růz-
ným způsobem s pamětí. Validita modelu vyrovnávacích pamětí byla ověřena jak na úrovni
struktury modelovaného zařízení, tak i z hlediska časování přístupů do paměti. Validita mo-
delu virtuální paměti nemohla být dokázána z důvodu nepřístupnosti informací o překladu
paměťových adres mimo jádro operačního systému. Dalším přínosem práce je zpracování
přehledu problematiky simulace přístupů do paměti a shrnutí výsledků dosavadního vý-
zkumu. Největší možnosti rozšíření simulátoru do budoucna spočívají ve vyšší podrobnosti
modelu, který by zahrnoval více prvků reálného paměťového podsystému a v podpoře si-
mulace víceprocesorového zpracování. Simulátor by také bylo vhodné rozšířit o větší škálu
vizualizací použitých pro všechna zařízení paměťové hierarchie.
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