Globalization of group cohomology in the sense of Alvares-Alves-Redondo by Dokuchaev, Mikhailo et al.
ar
X
iv
:1
90
4.
07
30
0v
3 
 [m
ath
.R
A]
  1
2 N
ov
 20
19
GLOBALIZATION OF GROUP COHOMOLOGY IN THE SENSE
OF ALVARES-ALVES-REDONDO
MIKHAILO DOKUCHAEV, MYKOLA KHRYPCHENKO, AND JUAN JACOBO SIMO´N
Abstract. Recently E. R. Alvares, M. M. Alves and M. J. Redondo intro-
duced a cohomology for a group G with values in a module over the partial
group algebra Kpar(G), which is different from the partial group cohomology
defined earlier by the first two named authors of the present paper. Given
a unital partial action α of G on a (unital) algebra A we consider A as a
Kpar(G)-module in a natural way and study the globalization problem for
the cohomology in the sense of Alvares-Alves-Redondo with values in A. The
problem is reduced to an extendibility property of cocycles. Furthermore,
assuming that A is a product of blocks, we prove that any cocycle is globaliz-
able, and globalizations of cohomologous cocycles are also cohomologous. As
a consequence we obtain that the Alvares-Alves-Redondo cohomology group
Hn
par
(G,A) is isomorphic to the usual cohomology group Hn(G,M(B)), where
M(B) is the multiplier algebra of B and B is the algebra under the enveloping
action of α.
Introduction
In algebra 2-cocycles of groups appeared as factor sets in the study of group ex-
tensions, in the theory of projective group representations, and in the construction
of crossed products. Also 1-cocycles were already hidden in Kummers’ result, wide-
ly known as Hilbert’s Theorem 90. Exel’s idea of C∗-crossed products by twisted
partial group actions [24] stimulated the purely algebraic treatment of the notion
in [10], the foundation of the theory of partial projective group representations in
[17], [18], [19] and [22], as well as the definition and study of group cohomology
based on partial actions in [13] and related extensions in [14] and [15].
A G-module over a group G is an action of G on an abelian group, and the
starting point in [13] is the replacement of a G-module by a partial G-module. The
latter means a unital partial action of G on a commutative monoid. This fits nicely
the concept of a twisted partial group action in Exel’s crossed products and the
notion of the equivalence of twisted partial actions from [11]. The partial group co-
homology of [13] found applications to partial projective representations [13], [22],
to the construction of a Chase-Harrison-Rosenberg type seven terms exact sequence
[20], [21], associated to a partial Galois extension of commutative rings [12], and to
the study of ideals of (global) reduced C∗-crossed products in [27]. It also inspired
the treatment of partial cohomology from the point of view of Hopf algebras [4].
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Observe that the term “partial G-module”, where G is a group, is being under-
stood in two related but different senses. Initially it was used under the name of
a “partial G-space” in [23] when dealing with partial group representations. The
latter are closely related to partial actions (see [6]), and they are governed by the
partial group algebraKpar(G), whose purely algebraic version was introduced in [9].
So a partial G-space in [23] means a Kpar(G)-module, or equivalently, a K-module
M equipped with a partial representation G→ EndK(M). This is a natural point
of view and it was adopted in [2] giving an alternative approach to partial coho-
mology, with an appropriate notion of a trivial partial G-module. Despite the two
“partial cohomology” theories can be defined using rather similar formulas, there is
a significant difference between them due to the fact that the category of Kpar(G)-
modules is abelian, whereas the category of partial G-modules from [13] is not even
additive. A natural situation in which the two cohomologies can be compared is
the case of a Kpar(G)-module structure which comes from a unital partial action of
G on a commutative ring, and a relation between the two approaches occurs only
for 0-cohomology.
The present paper deals mainly with the globalization problem of the cohomolo-
gy from [2]. The technique worked out in [11] to deal with the globalization problem
of twisted partial group actions on rings was further developed in [16] to obtain a
globalization result for the partial group cohomology in the sense of [13], where
the partial G-module is not only a commutative semigroup but also a commutative
unital ring, which is a direct product of indecomposable rings (blocks). It turns
out, that our globalization technique can also be applied to the cohomology from
[2], assuming, that the base Kpar(G)-module comes from a partial action of G on
a product of (not necessarily commutative) blocks.
We begin by recalling some background in Section 1, and in Subsection 2.1 we
point out in Proposition 2.1 the only direct relation we found between the coho-
mologies in [13] and [2]. In the subsequent sections we deal only with cohomology in
the sense of [2]. Given a Kpar(G)-module M , the cohomology groups from [2] with
values in M are denoted by Hnpar(G,M). Partial derivations were introduced in [2]
as K-linear maps δ : Kpar(G) → M satisfying a certain Leibniz rule, and the co-
homology group H1par(G,M) was characterized as the quotient group of the partial
derivations by the subgroup of the principal partial derivations. In Subsection 2.2
we correct an overview in the definition of a partial derivation given in [2] and offer
one more interpretation of the elements of H1par(G,M) which involves some maps
f : G→M satisfying a kind of 1-cocycle identity (see Theorem 2.6). The commu-
tative subalgebra B of Kpar(G), defined in [8] in order to endow Kpar(G) with the
structure of a partial crossed product, can be naturally seen as a Kpar(G)-module,
which plays the role of trivial module in the definition of the cohomology in [2].
In Subsection 2.3 we construct a projective resolution of the Kpar(G)-module B
adapting some ideas of the free resolution from [13]. Theorem 2.21 asserts that
our projective resolution gives the cohomology from [2]. Independently, Dessisla-
va Kochloukova also produced a projective resolution of B exploring the crossed
product structure of Kpar(G). Dessislava’s notes were the starting point for a col-
laboration which resulted in the preprint [3].
GLOBALIZATION OF COHOMOLOGY IN THE SENSE OF ALVARES-ALVES-REDONDO 3
In Subsection 3.1 we begin our work with the globalization problem. Given a
unital partial action of G on a (not necessarily commutative) algebra A over a
(commutative) ring K, we obtain in a standard way a Kpar(G)-module structure
on A and study the globalization problem for the cohomology with values in such
a module. As a first step, we prove in Theorem 3.6 that a cocycle w ∈ Znpar(G,A)
is globalizable if and only if there exists a certain extension w˜ : Gn → A of w
which satisfies a “more global” n-cocycle equality. Our global (usual) cocycles take
values in the additive group of the multiplier algebra M(B) of B where B is the
algebra under the global action β of G, which is an enveloping action of α (i.e. a
globalization of α with a certain minimality condition). In order to construct w˜,
we assume, as in [10] and [16], that A is a product of blocks. Our main technical
work is done in Subsection 3.2 in which for an arbitrary cocycle w ∈ Znpar(G,A)
we construct an n-cocycle w′ ∈ Znpar(G,A) cohomologous to w and suitable for a
desired extension w˜′ (see Theorem 3.17). In Subsection 3.3 we use w˜′ to produce
an extension w˜ of w needed for the application of Theorem 3.6. This leads to
Theorem 3.20 which asserts that any cocycle from Znpar(G,A) is globalizable. Our
uniqueness result is Theorem 3.22 which says that globalizations of cohomologous
n-cocycles from Znpar(G,A) are also cohomologous. The two latter facts imply
our final result Corollary 3.23 which states that Hnpar(G,A) is isomorphic to the
classical cohomology group Hn(G,M(B)).
1. Preliminaries
In this section we recall some basic notions and facts used in the sequel. Our
algebras will be over a commutative unital ring K. A partial action α of a group G
on a non-necessarily unital algebra (or a ring) A is a family of two-sided ideals Dg
of A and algebra (or ring) isomorphisms {αg : Dg−1 → Dg | g ∈ G} such that
(i) α1 = idA,
(ii) ∃ αh(a), ∃ αg(αh(a)) ⇒ ∃ αgh(a) and αg(αh(a)) = αgh(a).
Here ∃ αg(a) means that a ∈ Dg−1 .
Replacing above the word “algebra” by “semigroup” we obtain the concept of a
partial action of G on a semigroup. A partial action α is called unital if each Dg is
unital, i.e. Dg = 1gA, where 1g is a central idempotent of A. If we replace “algebra”
by “set”, “ideal” by “subset” and “isomorphism” by “bijection”, we come to the
notion of a partial action of G on an abstract set.
Let α = {αg : Dg−1 → Dg | g ∈ G} and α
′ = {α′g : D
′
g−1 → D
′
g | g ∈ G} be
partial actions of a group G on algebras A and A′, respectively. Recall from [1, 18]
that a morphism of partial actions (A, α) → (A′, α′) is a homomorphism of al-
gebras ϕ : A → A′ such that ϕ(Dx) ⊆ D
′
x and ϕ ◦ αx = α
′
x ◦ ϕ on Dx−1 . Thus,
partial actions of a group G on algebras (rings, semigroups or sets) form a category.1
The partial group cohomology theory, as developed in [13], is based on the con-
cept of a unital partial G-module, which generally means a unital partial action
of G on a commutative monoid. On the other hand, the cohomology theory intro-
duced more recently in [2] deals with (usual) modules over Kpar(G). Recall that the
partial group algebra Kpar(G) of a group G over a commutative ring K can be seen
1Notice that isomorphic partial actions were called equivalent in [8].
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as the semigroup algebra KS(G), where S(G) is the monoid defined by R. Exel in
[25] for an arbitrary group G by means of generators {[g] | g ∈ G} and relations:
[g−1][g][h] = [g−1][gh],
[g][h][h−1] = [gh][h−1],
[g][1G] = [g],
where g, h ∈ G (consequently, [1G][g] = [g]). The elements eg = [g][g
−1] are
commuting idempotents in S(G), and one easily obtains the useful relations
[g]eh = egh[g], eh[g] = [g]eg−1h,
for all g, h ∈ G. According to [25, Proposition 2.5], each element s ∈ S(G) can be
written as
s = eh1 . . . ehk [g], (1)
for some k ∈ N, h1, . . . , hk, g ∈ G. One can assume that
(i) hi 6= hj for i 6= j,
(ii) hi 6= g and hi 6= 1G for all i.
Under (i) and (ii) the decomposition (1) is unique up to the order of the idempotents
ehi , and this was used by R. Exel to conclude that S(G) is an inverse semigroup
[25, Theorem 3.4] (see also [26]).
The defining relations of S(G) are designed to guarantee that the map
G ∋ g 7→ [g] ∈ S(G)
is a partial representation. More generally, we recall that a map π : G→ S, where
S is a monoid, is called a partial representation (or a partial homomorphism) if
(i) π(1G) = 1S ,
(ii) π(g−1)π(g)π(h) = π(g−1)π(gh),
(iii) π(g)π(h)π(h−1) = π(gh)π(h−1),
for all g, h ∈ G. There is an evident bijective correspondence between the par-
tial homomorphisms from G into a unital algebra A and the homomorphisms
Kpar(G)→ A.
The following fact, which is well known to the experts and whose verification is
a direct exercise, results in a situation in which both partial cohomology theories
are applicable.
Lemma 1.1. Let (A, α) be a unital partial action of a group G on an algebra A.
Then the map πα : G→ EndK(A), g 7→ π
α, given by
παg (a) = αg(1g−1a), (2)
is a partial representation of G.
It follows that (2) induces a Kpar(G)-module structure on A by means of
[g] · a = παg (a). (3)
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2. The Alvares-Alves-Redondo cohomology
2.1. The 0-th cohomology group. We begin with the situation of Lemma 1.1
with commutative A, so that we shall consider partial G-modules in a more re-
stricted sense than in [13]. More precisely, by a partial G-module we shall mean a
commutative partial G-module algebra2, i.e. a pair (A, α), where A is a commuta-
tive algebra over some fixed field K and α is a partial action of G on A. Moreover,
we shall assume that α is unital, which is also expressed by saying that the partial
G-module is unital.
Recall from [13] that, given a unital partial G-module (A, α), the 0-th partial
cohomology group H0(G,A) of G with values in (A, α) is
H0(G,A) = {a ∈ U(A) | ∀g ∈ G : αg(1g−1a) = 1ga}. (4)
For a left Kpar(G)-module M the 0-th cohomology group H
0
par(G,M) of G with
values in M was defined in [2] as
H0par(G,M) = {m ∈M | ∀g ∈ G : [g] ·m = eg ·m}, (5)
reminding that eg = [g][g
−1] ∈ Kpar(G).
Proposition 2.1. Let (A, α) be a unital partial G-module. Consider the induced
Kpar(G)-module structure on the underlying K-vector space of A. Then H
0
par(G,A)
is a unital K-subalgebra of A and
H0(G,A) = U(H0par(G,A)). (6)
Proof. Indeed, by (2), (3) and (5) an element a ∈ A belongs to H0par(G,A) if and
only if for every g ∈ G
αg(1g−1a) = αg(1g−1αg−1 (1ga)),
the latter being αg(αg−1(1ga)) = 1ga. Comparing this with (4), we obtain the
desired equality (6). 
2.2. The 1-st cohomology group. Observe that the commutative subalgebra B
of Kpar(G) considered in [2] (see also [8]) is exactly KE(S(G)), where E(S(G))
is the semilattice of idempotents of S(G). The action of S(G) on E(S(G)) by
conjugation
s · e = ses−1 (7)
extends by linearity to a homomorphism Kpar(G) → EndK(B), yielding thus a
Kpar(G)-module structure on B. Let ǫ : Kpar(G)→ B be the K-linear map defined
on s ∈ S(G) by
ǫ(s) = ss−1. (8)
Observe from (7) that ǫ is a morphism of Kpar(G)-modules, and it coincides with
the one defined in [2] before Lemma 3.2.
We now recall an interpretation ofH1par(G,M) obtained in [2]. Given a Kpar(G)-
module M , a K-linear map δ : Kpar(G) → M is called a partial derivation, if for
all s, t ∈ S(G)
δ(st) = s · δ(t) + ǫ(st) · δ(s). (9)
Notice that (9) is a corrected version of the definition given in [2].
2This is Hopf theoretic terminology (see [5]).
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The partial derivations of Kpar(G) with values in M form a K-space, which
will be denoted by Derpar(G,M). A partial derivation δ ∈ Derpar(G,M) is called
principal (or inner), if there exists m ∈M , such that for all g ∈ G
δ([g]) = [g] ·m− eg ·m.
TheK-subspace of the principal partial derivations will be denoted by PDerpar(G,M).
Theorem 3.4 from [2] states that there is an isomorphism of additive groups
H1par(G,M)
∼= Derpar(G,M)/PDerpar(G,M). (10)
We shall use the isomorphism (10) to give another interpretation of the elements
of H1par(G,M) in terms of certain maps f : G → M satisfying a kind of 1-cocycle
identity.
Lemma 2.2. Let δ ∈ Derpar(G,M). Then for any e ∈ E(S(G)) we have
δ(e) = 0. (11)
Proof. Indeed, as e2 = e, we obtain by (8) and (9)
δ(e) = e · δ(e) + e · δ(e) = 2e · δ(e). (12)
Multiplying the both sides of (12) by e, we obtain e · δ(e) = 2e · δ(e), which gives
e · δ(e) = 0. Then (12) implies (11). 
Lemma 2.3. For arbitrary δ ∈ Derpar(G,M) and s ∈ S(G), e ∈ E(S(G)) one has
(i) δ(es) = e · δ(s);
(ii) δ(se) = ses−1 · δ(s).
Proof. Indeed, applying (9) with s = e and t = s and then using (11) we obtain (i).
Similarly the application of (9) with t = e together with (11) gives (ii). 
Lemma 2.4. Let M be a Kpar(G)-module and d : G→M a map such that for all
g, h ∈ G
eg · d(gh) = [g] · d(h) + egh · d(g). (13)
Then the K-linear map δ : Kpar(G)→M defined by
δ(e[g]) = e · d(g), (14)
where e ∈ E(S(G)), is a partial derivation.
Proof. First of all, we show that δ is well defined. Applying (13) with g = h = 1G,
we obtain d(1G) = 0. Then substituting h = g
−1 into (13), we have d(g) =
−[g] · d(g−1), whence
d(g) = eg · d(g). (15)
Now in view of (1) notice that e[g] = f [h] in S(G) if and only if g = h and ege = egf .
In this case
e · d(g) = eeg · d(g) = feg · d(g) = f · d(g).
Consider two arbitrary elements e[g] and f [h] of S(G). Then their product is
e[g]f [g−1][gh], so by (14)
δ(e[g]f [h]) = e[g]f [g−1] · d(gh). (16)
Now we calculate using (13)
e[g] · δ(f [h]) + ǫ(e[g]f [h]) · δ(e[g]) = e[g]f · d(h) + ǫ(e[g]f [h])e · d(g)
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= e[g]f [g−1][g] · d(h) + e[g]f [g−1]eghe · d(g)
= e[g]f [g−1] · ([g] · d(h) + egh · d(g))
= e[g]f [g−1] · (eg · d(gh))
= e[g]f [g−1] · d(gh),
which in view of (16) shows that δ is a partial derivation. 
Let us denote by D(G,M) the K-vector space of the maps d : G → M which
satisfy (13).
Proposition 2.5. There is a bijective correspondence between the partial deriva-
tions of Kpar(G) with values in M and the elements of D(G,M).
Proof. Let δ ∈ Derpar(G,M). By (8) and (9) and Lemma 2.3. (i) we obtain
eg · δ([gh]) = δ(eg[gh]) = δ([g][h]) = [g] · δ([h]) + egh · δ([g]).
So if we define d : G→M by
d(g) = δ([g]), (17)
then d will satisfy (13). Conversely, if d ∈ D(G,M), then δ : Kpar(G) → M given
by (14) is a partial derivation as was proved in Lemma 2.4.
We now prove that the correspondence between δ and d given by (14) and (17)
is indeed bijective. If d 7→ δ 7→ d′, then
d′(g) = δ([g]) = δ(1S(G)[g]) = 1S(G) · d(g) = d(g).
And if δ 7→ d 7→ δ′, then
δ′(e[g]) = e · d(g) = e · δ([g]) = δ(e[g]).

Let us introduce one more notation:
PD(G,M) = {d : G→M | ∃m ∈M ∀g ∈ G : d(g) = [g] ·m− eg ·m}.
Clearly, PD(G,M) is a K-subspace of D(G,M).
Theorem 2.6. Let M be a Kpar(G)-module. Then H
1
par(G,M) is isomorphic to
the quotient of the additive group of D(G,M) modulo the subgroup PD(G,M).
Proof. This follows from (10) and Proposition 2.5 and the observation that the
principal partial derivations ofKpar(G) with values inM correspond to the elements
of PD(G,M). 
Corollary 2.7. Let (A, α) be a unital partial G-module. As in Proposition 2.1 we
consider the corresponding Kpar(G)-module structure on A. Then H
1
par(G,A) is
isomorphic to the quotient of the additive group of functions3
{f : G→ A | ∀g ∈ G : 1gf(gh) = αg(1g−1f(h)) + 1ghf(g)}
by the subgroup
{f : G→ A | ∃a ∈ A ∀g ∈ G : f(g) = αg(1g−1a)− 1ga}.
3Observe that such functions automatically satisfy f(g) ∈ 1gA in view of (15).
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Corollary 2.7 permits us to compareH1par(G,A) with the 1-st partial cohomology
group H1(G,A). Recall from [13] that, in the setting of Corollary 2.7, H1(G,A) is
the quotient of the multiplicative group of functions
{f : G→ A | ∀g ∈ G : f(g) ∈ U(1gA) and 1gf(gh) = αg(1g−1f(h))f(g)}
by the subgroup
{f : G→ A | ∃a ∈ U(A) ∀g ∈ G : f(g) = αg(1g−1a)a
−1}.
Thus, H1par(G,A) is an “additive” analogue of H
1(G,A).
2.3. A projective resolution of the Kpar(G)-module B. We are going to char-
acterize the elements of Hnpar(G,M) as classes of functions f : G → M satisfying
certain n-cocycle identity, as we did in Subsection 2.2 for n = 1. To this end, we
adapt some ideas from [13] to the case of Kpar(G)-modules.
Lemma 2.8. Let R be a unital ring and {ei}i∈I ⊆ E(R) a set of idempotents of
R. Then the left R-module
⊕
i∈I Rei is projective.
Proof. Indeed, each Rei is a projective left R-module, since Rei ⊕ R(1R − ei) is
isomorphic to R, a free R-module of rank 1. Now, a direct sum of projective
modules is projective (see, e.g., [29, Lemma 2.9 (iii)]). 
Let n ∈ N and g1, . . . , gn ∈ G. As in [13], we shall use the following notation:
e(g1,...,gn) = eg1eg1g2 . . . eg1...gn ∈ E(S(G)).
Definition 2.9. Define
P0 = Kpar(G),
Pn =
⊕
g1,...,gn∈G
Kpar(G)e(g1,...,gn), n ∈ N.
By Lemma 2.8 each Pn is a projective Kpar(G)-module. It would be convenient
to us to have an equivalent description of the modules Pn which reminds the free
resolution Rn from [13].
Remark 2.10. For each n ∈ N the module Pn is isomorphic, as a K-vector space,
to the vector space over K with basis
{s(g1, . . . , gn) | s ∈ S(G), g1, . . . , gn ∈ G, s
−1s ≤ e(g1,...,gn)}, (18)
where
s(g1, . . . , gn) = t(h1, . . . , hn)⇔
{
(g1, . . . , gn) = (h1, . . . , hn),
se(g1,...,gn) = te(h1,...,hn).
(19)
Proof. Indeed, the elements se(g1,...,gn), where s ∈ S(G) and g1, . . . , gn ∈ G, form
a basis of the K-vector space Pn. Clearly, such se(g1,...,gn) may be identified with
s(g1, . . . , gn), if (19) is assumed. It remains to observe that
∃s ∈ S(G) : t = se(g1,...,gn) ⇔ t = te(g1,...,gn) ⇔ t
−1t ≤ e(g1,...,gn). (20)

We extend the characterization of Pn from Remark 2.10 to n = 0 by identifying
P0 with the K-vector space with basis
{s( ) | s ∈ S(G)}.
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Definition 2.11. Define K-linear maps ∂0 : P0 → B and ∂n : Pn → Pn−1, n ∈ N,
as follows
∂0(s( )) = ss
−1, (21)
∂1(s(g)) = s([g]( )− ( )), (22)
∂n(s(g1, . . . , gn)) = s([g1](g2, . . . , gn)
+
n−1∑
i=1
(−1)i(g1, . . . , gigi+1, . . . , gn)
+ (−1)n(g1, . . . , gn−1)). (23)
Observe that ∂n, n ∈ N ∪ {0}, are morphisms of Kpar(G)-modules. Indeed, this
is trivial for n ∈ N, and for n = 0 one should remember that the Kpar(G)-module
structure on B comes from the action of S(G) on E(S(G)) by conjugation.
Our aim is to prove that Definition 2.11 gives a projective resolution of B
in the category of Kpar(G)-modules. To this end, we shall show that the se-
quence {Pn}n≥−1, where P−1 denotes B, admits a contracting homotopy similar
to {σn}n≥−1 from [13, Definition 4.7]. Let η : S(G) → G be the semigroup homo-
morphism which maps e[g] ∈ S(G) to g. As in [13, Lemma 4.8 (ii)], one can easily
prove that
s = ss−1[η(s)]. (24)
Definition 2.12. Define K-linear maps σn : Pn → Pn+1, n ∈ N ∪ {−1, 0}, as
follows
σ−1(e) = e( ), (25)
σ0(s( )) = ss
−1(η(s)),
σn(s(g1, . . . , gn)) = ss
−1(η(s), g1, . . . , gn), n ∈ N.
Since s ≤ [η(s)] by (24), we have that
ss−1 ≤ eη(s) (26)
for all s ∈ S(G), and if moreover s−1s ≤ e(g1,...,gn), then
ss−1 = s(s−1s)s−1 ≤ [η(s)]s−1s[η(s)]−1 ≤ [η(s)]e(g1,...,gn)[η(s)]
−1 = e(η(s),g1,...,gn).
Thus, σn, n ∈ N ∪ {−1, 0}, are well defined.
Lemma 2.13. We have that
∂0 ◦ σ−1 = idB, (27)
∂n+1 ◦ σn + σn−1 ◦ ∂n = idPn , n ∈ N ∪ {0}. (28)
Proof. It suffices to verify (27) and (28) on the K-basis (18) of Pn, n ∈ N∪{−1, 0}.
Equality (27) is a straightforward consequence of (21) and (25). To prove (28),
one can follow the proof of [13, Lemma 4.9], remembering that Γ(g) is now [g] for
all g ∈ G and removing the unnecessary idempotents ǫ(g1,...,gn), where g1, . . . , gn ∈
G. 
Proposition 2.14. The sequence
. . .
∂2→ P1
∂1→ P0
∂0→ B → 0 (29)
is a projective resolution of B in the category of Kpar(G)-modules.
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Proof. In view of Lemma 2.8 we only need to prove that (29) is exact. Exactness in
B is just (27). The inclusion ker∂n ⊆ im ∂n+1, n ∈ N∪{0}, is a trivial consequence
of (28). For the converse inclusion, one may prove by induction on n that ∂n◦∂n+1◦
σn = 0 (see, e.g., [28, p. 115]). This will guarantee that ∂n ◦ ∂n+1 = 0, if we show
that σn(Pn) generates Pn+1 as a Kpar(G)-module. Let s(g1, . . . , gn+1) ∈ Pn+1.
Consider t = [η(s)−1]s[g1] ∈ S(G). Since
seg1 = se(g1,...,gn+1)eg1 = se(g1,...,gn+1) = s
by (20), we obtain using (24) that
tt−1 = [η(s)−1]seg1s
−1[η(s)] = [η(s)−1]ss−1[η(s)] = s−1s. (30)
Furthermore, by (26)
eη(s)s = eη(s)ss
−1s = ss−1s = s,
whence
t−1t = [g−11 ]s
−1eη(s)s[g1] = [g
−1
1 ]s
−1s[g1] ≤ [g
−1
1 ]e(g1,...,gn+1)[g1] ≤ e(g2,...,gn+1).
(31)
Finally,
η(t) = η([η(s)−1]s[g1]) = η(s)
−1η(s)g1 = g1. (32)
Equalities (30) and (32) imply that
s(g1, . . . , gn+1) = s · s
−1s(g1, . . . , gn+1) = s · σn(t(g2, . . . , gn+1))
holds formally, and (31) is now used to show that t(g2, . . . , gn+1) ∈ Pn, so that
σn(t(g2, . . . , gn+1)) indeed makes sense. 
Definition 2.15. Let M be a Kpar(G)-module. Define the following additive
groups
C0par(G,M) = M,
Cnpar(G,M) = {f : G
n →M | f(g1, . . . , gn) ∈ e(g1,...,gn) ·M}, n ∈ N. (33)
Lemma 2.16. Let M be a Kpar(G)-module. Then
HomKpar(G)(Pn,M)
∼= Cnpar(G,M).
Proof. The case n = 0 is explained by the fact that P0 is a free Kpar(G)-module
of rank 1. Now let n ∈ N and observe using Definition 2.9 and the standard
isomorphism Hom(
⊕
Ai,−) ∼=
∏
Hom(Ai,−) (see, for example, [28, p. 25]) that
HomKpar(G)(Pn,M)
∼=
∏
g1,...,gn∈G
HomKpar(G)(Kpar(G)e(g1,...,gn),M)
∼=
∏
g1,...,gn∈G
e(g1,...,gn) ·M
∼= Cnpar(G,M).

Remark 2.17. With respect to the isomorphism from Lemma 2.16 any ϕ ∈
HomKpar(G)(Pn,M) is mapped to fϕ ∈ C
n
par(G,M), where
fϕ(g1, . . . , gn) = ϕ(e(g1,...,gn)(g1, . . . , gn)).
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Conversely, each f ′ ∈ Cnpar(G,M) corresponds to ϕ ∈ HomKpar(G)(Pn,M) defined
by
ϕ(s(g1, . . . , gn)) = s · f
′(g1, . . . , gn). (34)
Definition 2.18. LetM be aKpar(G)-module and n ∈ N∪{0}. Define theK-linear
map δn : Cnpar(G,M)→ C
n+1
par (G,M) as follows:
(δ0m)(g) = [g] ·m− eg ·m, m ∈ C
0
par(G,M), (35)
(δnf)(g1, . . . , gn+1) = [g1] · f(g2, . . . , gn+1)
+
n∑
i=1
(−1)ieg1...gi · f(g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+1eg1...gn+1 · f(g1, . . . , gn), n ∈ N, f ∈ C
n
par(G,M).
(36)
Lemma 2.19. For all n ∈ N ∪ {0} and f ∈ Cnpar(G,M) we have
δnf = f ◦ ∂n+1, (37)
where f and δnf are identified with the morphisms from HomKpar(G)(Pn,M) as in
Lemma 2.16. In particular,
C0par(G,M)
δ0
→ C1par(G,M)
δ1
→ . . .
is a cochain complex of abelian groups.
Proof. It suffices to verify (37) on the generators
{e(g1,...,gn+1)(g1, . . . , gn+1) | g1, . . . , gn+1 ∈ G} (38)
of Pn+1. We first consider the case n = 0. Let m ∈ C
0
par(G,M). Then, as an
element of HomKpar(G)(P0,M), m sends s( ) to s ·m. Using (22), (34) and (35),
we have
m ◦ ∂1(eg(g)) = m(eg([g]( )− ( ))) = m([g]( )− eg( ))
= [g] ·m− eg ·m = (δ
0m)(g)
= eg · (δ
0m)(g) = (δ0m)(eg(g)).
Now let n ∈ N and f be a function from Cnpar(G,M). By (23), (33), (34) and (36)
f ◦ ∂n+1(e(g1,...,gn+1)(g1, . . . , gn+1)) = e(g1,...,gn+1) · ([g1] · f(g2, . . . , gn+1)
+
n∑
i=1
(−1)if(g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+1f(g1, . . . , gn))
= e(g1,...,gn+1) · ([g1] · f(g2, . . . , gn+1)
+
n∑
i=1
(−1)ieg1...gi · f(g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+1eg1...gn+1 · f(g1, . . . , gn))
= (δnf)(e(g1,...,gn+1)(g1, . . . , gn+1)).

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Definition 2.20. Denote ker δn by Znpar(G,M), n ∈ N ∪ {0}, and im δ
n by
Bnpar(G,M), n ∈ N, where δ
n is given by (35) and (36).
Theorem 2.21. Let G be a group and M a Kpar(G)-module. Then H
0
par(G,M)
∼=
Z0par(G,M) and H
n
par(G,M)
∼= Znpar(G,M)/B
n
par(G,M).
Proof. This follows from Proposition 2.14 and Lemmas 2.16 and 2.19. 
Remark 2.22. For a Kpar(G)-module A coming from a partial G-module (A, α)
and n ∈ N we have in view of Lemma 1.1
Cnpar(G,A) = {f : G
n → A | f(g1, . . . , gn) ∈ 1(g1,...,gn)A},
where
1(g1,...,gn) = 1g11g1g2 . . . 1g1...gn ∈ A.
Then formulas (35) and (36) take the following form
(δ0a)(g) = αg(1g−1a)− 1ga, a ∈ C
0
par(G,A) = A, (39)
(δnf)(g1, . . . , gn+1) = αg1
(
1g−1
1
f(g2, . . . , gn+1)
)
+
n∑
i=1
(−1)i1g1...gif(g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+11g1...gn+1f(g1, . . . , gn), (40)
n ∈ N, f ∈ Cnpar(G,M).
3. Globalization
3.1. From globalization to an extendibility property. Throughout this sec-
tion α will be a unital partial action of a group G on a (unital) algebra A. We
regard A as a Kpar(G)-module in a natural way (see Lemma 1.1). We also fix
(B, β) an enveloping action of α (see [8, Definition 4.2]) with an injective morphism
ϕ : (A, α) → (B, β). The algebra B does not always have an identity element, and
for our technique we need to have a unital algebra. Instead of assuming that B has
1B, we shall work more generally with the multiplier algebra M(B) of B.
We recall that the multiplier algebra M(B) of an algebra B is the set
M(B) = {(R,L) ∈ End(BB)× End(BB) : (aR)b = a(Lb) for all a, b ∈ B}
with component-wise addition and multiplication (for more details see [7, 8]). Here
we use the right-hand side notation for left B-module homomorphisms, i.e. we write
b 7→ bγ for γ : BB → BB, while for a right B-module homomorphism γ : BB → BB
the usual notation is used: b 7→ γb.
For a multiplier γ = (R,L) ∈ M(B) and b ∈ B we set bγ = bR and γb = Lb.
Thus one always has (aγ)b = a(γb) for arbitrary a, b ∈ B.
The action β induces an action β∗ of G on M(B), where β∗g (u) = βguβ
−1
g for
u ∈ M(B) and g ∈ G. Denote by Cn(G,M(B)), Zn(G,M(B)), Bn(G,M(B))
and Hn(G,M(B)) the corresponding (abelian) groups of n-cochains, n-cocycles, n-
coboundaries and n-cohomologies of G with values in the additive group of M(B).
Definition 3.1. Given n ∈ N and u ∈ Cn(G,M(B)), define the restriction of u to
A to be the map w : Gn → A, such that
ϕ(w(g1, . . . , gn)) = ϕ(1(g1,...,gn))u(g1, . . . , gn), (41)
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where g1, . . . , gn ∈ G. If n = 0 and u ∈ C
0(G,M(B)) = M(B), then w is the
element of A, satisfying (41), in which 1(g1,...,gn) means 1A.
Notice that in (41) we could replace ϕ(1(g1,...,gn))u(g1, . . . , gn) by its “left ver-
sion” u(g1, . . . , gn)ϕ(1(g1,...,gn)). But in fact the two versions coincide. Indeed,
ϕ(A) is an ideal of B, so u restricted to ϕ(A) is a multiplier of ϕ(A). Since
ϕ(1(g1,...,gn)) is a central idempotent of ϕ(A), we have ϕ(1(g1,...,gn))u(g1, . . . , gn) =
ϕ(u(g1, . . . , gn)1(g1,...,gn)) by [14, Remark 5.2]. The observation that the multipliers
of B (and of ϕ(A) as well) “commute” with central idempotents of ϕ(A) will be
implicitly used several times in what follows.
We will write ρ(u) = w when w is a restriction of u. Clearly, ρ(u) ∈ Cnpar(G,A),
as the right-hand side of (41) is stable under the multiplication by ϕ(1(g1,...,gn)) on
the left.
Proposition 3.2. The restriction map ρ : Cn(G,M(B)) → Cnpar(G,A) induces a
homomorphism of the cohomology groups Hn(G,M(B))→ Hnpar(G,A).
Proof. It is readily seen by (41) that ρ is a homomorphism, so we only need
to show that ρ commutes with the coboundary operators. Let n = 0 and
u ∈ C0(G,M(B)) = M(B). Then for all g ∈ G by (41) and the fact that ϕ is
a morphism of partial actions we have
ϕ((δ0ρ(u))(g)) = ϕ(αg(1g−1ρ(u))− 1gρ(u))
= βg(ϕ(1g−1)ϕ(ρ(u))) − ϕ(1g)ϕ(ρ(u))
= βg(ϕ(1g−1)ϕ(1A)u)− ϕ(1g)ϕ(1A)u
= ϕ(1g)(β
∗
g (u)− u)
= ϕ(1g)(δ
0u)(g)
= ϕ(ρ(δ0u)(g)),
whence δ0ρ(u) = ρ(δ0u).
Consider now n ∈ N and u ∈ Cn(G,M(B)). For arbitrary g1, . . . , gn+1 ∈ G,
using (41) as above, one has
ϕ((δnρ(u))(g1, . . . , gn+1)) = ϕ
(
αg1
(
1g−1
1
ρ(u)(g2, . . . , gn+1)
)
+
n∑
i=1
(−1)i1g1...giρ(u)(g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+11g1...gn+1ρ(u)(g1, . . . , gn)
)
= βg1
(
ϕ
(
1g−1
1
)
ϕ(ρ(u)(g2, . . . , gn+1))
)
+
n∑
i=1
(−1)iϕ(1g1...gi)ϕ(ρ(u)(g1, . . . , gigi+1, . . . , gn+1))
+ (−1)n+1ϕ(1g1...gn+1)ϕ(ρ(u)(g1, . . . , gn))
= βg1
(
ϕ
(
1g−1
1
)
ϕ(1(g2,...,gn+1))u(g2, . . . , gn+1)
)
+
n∑
i=1
(−1)iϕ(1g1...gi)ϕ(1(g1,...,gigi+1,...,gn+1))u(g1, . . . , gigi+1, . . . , gn+1)
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+ (−1)n+1ϕ(1g1...gn+1)ϕ(1(g1,...,gn))u(g1, . . . , gn)
= 1(g1,...,gn+1)(β
∗
g1
(u(g2, . . . , gn+1))
+
n∑
i=1
(−1)iu(g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+1u(g1, . . . , gn))
= 1(g1,...,gn+1)(δ
nu)(g1, . . . , gn+1)
= ϕ(ρ(δnu)(g1, . . . , gn+1)),
so that δnρ(u) = ρ(δnu). 
Definition 3.3. Given w ∈ Znpar(G,A), by a globalization of w we mean u ∈
Zn(G,M(B)) satisfying (41). If w admits a globalization, then we say that w is
globalizable.
Recall that the enveloping action (B, β) for (A, α) was constructed in [8] as the
restriction of the global action (F , β) to the subalgebra
B =
∑
g∈G
βg(ϕ(A)). (42)
Here F is the ring of functions G→ A and
βg(f)|t = f(g
−1t) (43)
for all x, t ∈ G, where the notation f |t from [8] is used for the value f(t) of f ∈ F
at t ∈ G. The injective morphism ϕ : A → F is then defined by the formula
ϕ(a)|t = αt−1(1ta). (44)
Clearly, ϕ(A) ⊆ B, so ϕ is a morphism (A, α) → (B, β) too. Since all enveloping
actions of (A, α) are isomorphic [8] to each other, we may always assume that (B, β)
and ϕ are of this form.
Lemma 3.4. Any w ∈ Z0par(G,A) is uniquely globalizable.
Proof. Define u ∈ C0(G,F) = F to be the constant function taking the value
w ∈ A at any t ∈ G. Using (39) and (44), we obtain
ϕ(1A)|tu|t = 1t−1w = αt−1(1tw) = ϕ(w)|t,
yielding (41). The proof of the formula βg(ϕ(a))|tu|t = βg(ϕ(aw))|t from [16,
Remark 2.3] works here without any change, so βg(ϕ(A))u ⊆ ϕ(A). Hence Bu ⊆ B
by (42). In a similar way u|tβg(ϕ(a))|t = βg(ϕ(wa))|t, which implies uB ⊆ B, and
thus u ∈ C0(G,M(B)). To prove the 0-cocycle identity β∗g(u) = u for u, it suffices
to show that βg(uf) = uβg(f) for any f ∈ F . We have by (43)
βg(uf)|t = (uf)|g−1t = u|g−1tf |g−1t = u|tβg(f)|t,
whence u ∈ Z0(G,M(B)).
The uniqueness of u is proved the same way as in [16, Remark 2.3]. 
For the case w ∈ Znpar(G,A), n ∈ N, we shall need an “additive” version of [16,
Lemma 2.1].
GLOBALIZATION OF COHOMOLOGY IN THE SENSE OF ALVARES-ALVES-REDONDO 15
Lemma 3.5. Let w˜ ∈ Cn(G,A). Then u ∈ Cn(G,F), defined by
u(g1, . . . , gn)|t = (−1)
nw˜(t−1, g1, . . . , gn−1) + w˜(t
−1g1, g2, . . . , gn)
+
n−1∑
i=1
(−1)iw˜(t−1, g1, . . . , gigi+1, . . . , gn), (45)
is an n-cocycle with respect to the action β of G on F .
Proof. Observe by (45) that
u(g1, . . . , gn)|t = w˜(g1, . . . , gn)− (δ˜
nw˜)(t−1, g1, . . . , gn), (46)
where δ˜n : Cn(G,A)→ Cn+1(G,A) is the coboundary operator which corresponds
to the trivial G-module, i.e.
(δ˜nw˜)(g1, . . . , gn+1) = w˜(g2, . . . , gn+1)
+
n∑
i=1
(−1)iw˜(g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+1w˜(g1, . . . , gn).
Calculating the value of (δnu)(g1, . . . , gn+1) at t ∈ G, we obtain using (43)
u(g2, . . . , gn+1)|g−1
1
t +
n∑
i=1
(−1)iu(g1, . . . , gigi+1, . . . , gn+1)|t
+ (−1)n+1u(g1, . . . , gn)|t,
which in view of (46) equals
w˜(g2, . . . , gn+1)− (δ˜
nw˜)(t−1g1, g2, . . . , gn+1)
+
n∑
i=1
(−1)iw˜(g1, . . . , gigi+1, . . . , gn+1)
+
n∑
i=1
(−1)i+1(δ˜nw˜)(t−1, g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+1w˜(g1, . . . , gn) + (−1)
n(δ˜nw˜)(t−1, g1, . . . , gn).
The latter is readily seen to be (δ˜n+1δ˜nw˜)(t−1, g1, . . . , gn+1) = 0A. 
As in [16, Theorem 2.4], the existence of a globalization of w ∈ Znpar(G,A) is
equivalent to certain extendibility property. For any f ∈ Cn(G,A) define
(δ˜nf)(g1, . . . , gn+1) = αg1
(
1g−1
1
f(g2, . . . , gn+1)
)
+
n∑
i=1
(−1)i1g1f(g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+11g1f(g1, . . . , gn). (47)
Theorem 3.6. A cocycle w ∈ Znpar(G,A), n ∈ N, is globalizable if and only if there
exists w˜ ∈ Cn(G,A) such that
δ˜nw˜ = 0 (48)
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and
w(g1, . . . , gn) = 1(g1,...,gn)w˜(g1, . . . , gn), (49)
for all g1, . . . , gn ∈ G.
Proof. If w is globalizable and u ∈ Zn(G,M(B)) is its globalization, then as in the
proof of [16, Theorem 2.4] we define
ϕ(w˜(g1, . . . , gn)) = ϕ(1A)u(g1, . . . , gn) = u(g1, . . . , gn)ϕ(1A).
Clearly, w(g1, . . . , gn) ∈ A, since ϕ(A) is an ideal in B, and moreover (49) is satis-
fied. Using the formula
β∗g1(u(g2, . . . , gn+1))ϕ(1g1 ) = ϕ
(
αg1
(
1g−1
1
w˜(g2, . . . , gn+1)
))
,
which follows from (49) as in the proof of [16, Theorem 2.4], we obtain (48) by
applying both sides of the cocycle identity
β∗g1(u(g2, . . . , gn+1)) +
n∑
i=1
(−1)iu(g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+1u(g1, . . . , gn) = 0
to ϕ(1g1).
Conversely, given w˜ ∈ Cn(G,A) satisfying (48) and (49), define u ∈ Cn(G,F)
by (45). We immediately have u ∈ Zn(G,F) by Lemma 3.5. Now, using (44), (45)
and (49) and the cocycle identity for w, we obtain
ϕ(w(g1, . . . , gn))|t = αt−1(1tw(g1, . . . , gn))
= 1t−1w(t
−1g1, g2, . . . , gn)
+
n−1∑
i=1
(−1)i1t−1g1...giw(t
−1, g1, . . . , gigi+1, . . . , gn)
+ (−1)n1t−1g1...gnw(t
−1, g1, . . . , gn−1)
= 1t−11(t−1g1,g2,...,gn)w˜(t
−1g1, g2, . . . , gn)
+
n−1∑
i=1
(−1)i1t−1g1...gi1(t−1,g1,...,gigi+1,...,gn)w˜(t
−1, g1, . . . , gigi+1, . . . , gn)
+ (−1)n1t−1g1...gn1(t−1,g1,...,gn−1)w˜(t
−1, g1, . . . , gn−1)
= 1(t−1,g1,...,gn)u(g1, . . . , gn)|t
= ϕ(1(g1,...,gn))|tu(g1, . . . , gn)|t,
whence (41).
We have yet to prove that u(g1, . . . , gn) ∈M(B), i.e.
u(g1, . . . , gn)B,Bu(g1, . . . , gn) ⊆ B (50)
for all g1, . . . , gn ∈ G. Since by (45) and (48)
1t−1u(g1, . . . , gn)|t = 1t−1w˜(t
−1g1, g2, . . . , gn)
+
n−1∑
i=1
(−1)i1t−1w˜(t
−1, g1, . . . , gigi+1, . . . , gn)
+ (−1)n1t−1w˜(t
−1, g1, . . . , gn−1)
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= αt−1(1tw˜(g1, . . . , gn)),
it follows that
u(g1, . . . , gn)|tϕ(a)|t = αt−1(1tw˜(g1, . . . , gn))αt−1(1ta) = ϕ(w˜(g1, . . . , gn)a)|t,
whence
u(g1, . . . , gn)ϕ(A) ⊆ ϕ(A). (51)
Now u, being an n-cocycle with values in (F , β), satisfies
βt−1(u(g1, . . . , gn))ϕ(a) = u(t
−1g1, g2, . . . , gn)ϕ(a)
+
n−1∑
i=1
(−1)iu(t−1, g1, . . . , gigi+1, . . . , gn+1)ϕ(a)
+ (−1)nu(t−1, g1, . . . , gn−1)ϕ(a),
where the right-hand side is an element of ϕ(A) thanks to (51). Therefore,
βt−1(u(g1, . . . , gn))ϕ(A) ⊆ ϕ(A), so, applying βt, we obtain u(g1, . . . , gn)βt(ϕ(A)) ⊆
βt(ϕ(A)). Similarly, βt(ϕ(A))u(g1, . . . , gn) ⊆ βt(ϕ(A)), proving (50) in view
of (42). 
3.2. The construction of w′. From now on we assume that A =
∏
λ∈ΛAλ, where
each Aλ is an indecomposable unital ring, called a block of A. Our aim is to show
that every w ∈ Znpar(G,A) can be replaced by a more manageable w
′ ∈ Znpar(G,A)
which will be used in the construction of w˜ satisfying the conditions of Theorem 3.6.
As in [16], the identity 1Aλ of Aλ will be identified with an (indecomposable)
central idempotent of A, the block Aλ with the ideal 1AλA of A, and the canonical
projection prλ : A → Aλ with the multiplication by 1Aλ in A. We write a =∏
λ∈Λ1
aλ, where Λ1 ⊆ Λ and aλ ∈ Aλ for all λ ∈ Λ1, if
prλ(a) =
{
aλ, λ ∈ Λ1,
0A, otherwise.
Thus, each idempotent e of A is central and is of the form
∏
λ∈Λ1
1Aλ , so that
eA =
∏
λ∈Λ1
Aλ. Moreover, an isomorphism between two unital ideals eA and fA
maps a block of eA onto a block of fA (see [16, Lemma 3.1]).
A unital partial action α of a group G on A is called transitive, if for all λ′, λ′′ ∈ Λ
there exists x ∈ G, such that Aλ′ ⊆ Dx−1 and αx(Aλ′ ) = Aλ′′ . As in [16], we fix
λ0 ∈ Λ and denote by H the stabilizer of the block Aλ0 , i.e. the subgroup
H = {x ∈ G | Aλ0 ⊆ Dx−1 and αx(Aλ0 ) = Aλ0}
of G. Let Λ′ be a left transversal of H in G containing the identity element 1 of G.
Then Λ can be identified with a subset of Λ′, namely, λ0 is identified with 1 and
Ag = αg(A1) for g ∈ Λ ⊆ Λ
′.
Given x ∈ G, denote by x¯ the (unique) element of Λ′, such that x ∈ x¯H . We shall
use the following easy fact throughout the text.
Lemma 3.7 (Lemma 5.1 from [11]). Given x ∈ G and g ∈ Λ′, one has
(i) g ∈ Λ⇔ A1 ⊆ Dg−1 ;
(ii) if g ∈ Λ, then xg ∈ Λ⇔ Ag ⊆ Dx−1 , in which case αx(Ag) = Axg.
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It follows that
Ag ⊆ Dx ⇔ x−1g ∈ Λ⇔ A1 ⊆ Dg−1x. (52)
In particular,
Ax ⊆ Dx (53)
for all x ∈ G, such that x ∈ Λ.
As in [16], the definition of w′ will involve the homomorphism θg : A → Ag given
by
θg(a) = αg(pr1(a)) = prg(αg(1g−1a)), (54)
where g ∈ Λ and a ∈ A. It follows that
a =
∏
g∈Λ
θg(αg−1 (1ga)) (55)
(see formula (31) from [16]). Another fact that we shall use:
θg(a) = θg(1xa) (56)
for any x ∈ G, such that A1 ⊆ Dx. In particular, this holds for x ∈ H and for
x = g−1.
Lemma 3.8. Let n > 0 and w ∈ Znpar(G,A). Then
w(x1, . . . , xn) = 1(x1,...,xn)
∏
g∈Λ
θg[w(g
−1x1, x2, . . . , xn)
+
n−1∑
k=1
(−1)kw(g−1, x1, . . . , xkxk+1, . . . , xn)
+ (−1)nw(g−1, x1, . . . , xn−1)]. (57)
Proof. By (40) and (55)
w(x1, . . . , xn) =
∏
g∈Λ
θg(αg−1(1gw(x1, . . . , xn)))
=
∏
g∈Λ
θg[1g−1w(g
−1x1, x2, . . . , xn)
+
n−1∑
k=1
(−1)k1g−1x1...xkw(g
−1, x1, . . . , xkxk+1, . . . , xn)
+ (−1)n1g−1x1...xnw(g
−1, x1, . . . , xn−1)]
=
∏
g∈Λ
θg[1(g−1,x1,...,xn)(w(g
−1x1, x2, . . . , xn)
+
n−1∑
k=1
(−1)kw(g−1, x1, . . . , xkxk+1, . . . , xn)
+ (−1)nw(g−1, x1, . . . , xn−1))].
It remains to observe by (53) and (54) that
θg(1(g−1,x1,...,xn)) = prg(αg(1g−11(g−1,x1,...,xn))) = prg(1g1(x1,...,xn)) = prg(1(x1,...,xn)),
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so that ∏
g∈Λ
θg(1(g−1,x1,...,xn)) =
∏
g∈Λ
prg(1(x1,...,xn)) = 1(x1,...,xn). (58)

We recall here the notations from [16]. We denote by η the map G→ H which
sends x ∈ G to x−1x¯ ∈ H . For all n > 0 and g ∈ Λ′ we define ηgn : G
n → H by
ηgn(x1, . . . , xn) = η(x
−1
n x
−1
n−1 . . . x
−1
1 g) (59)
and τgn : G
n → Hn by
τgn(x1, . . . , xn) = (η
g
1(x1), η
g
2(x1, x2), . . . , η
g
n(x1, . . . , xn)). (60)
We notice here that
ηg1(x1)η
g
2(x1, x2) . . . η
g
n(x1, . . . , xn) = η(x
−1
n . . . x
−1
1 g) = η
g
1(x1 . . . xn). (61)
Furthermore, the functions σgn,i : G
n → Gn+1, n > 0, 0 ≤ i ≤ n, will be defined by
σgn,0(x1, . . . , xn) = (g
−1, x1, . . . , xn), (62)
σgn,i(x1, . . . , xn) = (τ
g
i (x1, . . . , xi), (x
−1
i . . . x
−1
1 g)
−1, xi+1, . . . , xn), 0 < i < n,
(63)
σgn,n(x1, . . . , xn) = (τ
g
n(x1, . . . , xn), (x
−1
n . . . x
−1
1 g)
−1). (64)
If n = 0, then we set
σg0,0 = g
−1 ∈ G. (65)
Definition 3.9. Given n > 0 and w ∈ Cnpar(G,A), define w
′ ∈ Cnpar(G,A) and
ε ∈ Cn−1par (G,A) by
w′(x1, . . . , xn) = 1(x1,...,xn)
∏
g∈Λ
θg ◦ w ◦ τ
g
n(x1, . . . , xn), (66)
ε(x1, . . . , xn−1) = 1(x1,...,xn−1)
∏
g∈Λ
θg
(
n−1∑
i=0
(−1)iw ◦ σgn−1,i(x1, . . . , xn−1)
)
. (67)
When n = 1, equality (67) should be understood as
ε =
∏
g∈Λ
θg(w(g
−1)) ∈ A. (68)
We introduce here an additive analogue of the notation used in [16]:
Σ(l,m) =
n−1∑
k=l,i=m
(−1)k+iw ◦ σgn−1,i(x1, . . . , xkxk+1, . . . , xn)
+
n−1∑
i=m
(−1)n+iw ◦ σgn−1,i(x1, . . . , xn−1), (69)
where 1 ≤ l ≤ n− 1 and 0 ≤ m ≤ n− 1 (n is assumed to be fixed).
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Lemma 3.10. For all w ∈ Z1par(G,A) and x ∈ G we have:
(δ0ε)(x)− αx(1x−1ε)− w(x) = 1x
∏
g∈Λ
θg(−w(g
−1x)). (70)
Moreover, for n > 1, w ∈ Zn(G,A) and x1, . . . , xn ∈ G:
(δn−1ε)(x1, . . . , xn)− αx1(1x−1
1
ε(x2, . . . , xn))− w(x1, . . . , xn)
= 1(x1,...,xn)
∏
g∈Λ
θg(−w(g
−1x1, x2, . . . , xn) + Σ(1, 1)). (71)
Proof. By (39), (57) and (68) the left-hand side of (70) equals
−1xε− w(x) = −1x
∏
g∈Λ
θg(w(g
−1))− 1x
∏
g∈Λ
θg(w(g
−1x) − w(g−1)),
proving (70).
Now by (40), (67) and (69)
(δn−1ε)(x1, . . . , xn)− αx1(1x−1
1
ε(x2, . . . , xn))
=
n−1∑
k=1
(−1)k1x1...xkε(x1, . . . , xkxk+1, . . . , xn) + (−1)
n1x1...xnε(x1, . . . , xn−1)
= 1(x1,...,xn)
∏
g∈Λ
θg
 n−1∑
k=1,i=0
(−1)k+iw ◦ σgn−1,i(x1, . . . , xkxk+1, . . . , xn)

+ 1(x1,...,xn)
∏
g∈Λ
θg
(
n−1∑
i=0
(−1)n+iw ◦ σgn−1,i(x1, . . . , xn−1)
)
= 1(x1,...,xn)
∏
g∈Λ
θg(Σ(1, 0)).
As in the proof of [16, Lemma 3.5], using (57) we conclude that the latter is
w(x1, . . . , xn) + 1(x1,...,xn)
∏
g∈Λ
θg(−w(g
−1x1, x2, . . . , xn) + Σ(1, 1)).

Lemma 3.11. For all n > 1, w ∈ Znpar(G,A), g ∈ Λ and x1, . . . , xn ∈ G:
1σgn,1(x1,...,xn)(−w(g
−1x1, x2, . . . , xn) + Σ(1, 1))
= −αηg
1
(x1)(1ηg1 (x1)−1w ◦ σ
x−1
1
g
n−1,0(x2, . . . , xn))
+ 1σgn,1(x1,...,xn)(−w(τ
g
1 (x1), (x
−1
1 g)
−1x2, x3, . . . , xn) + Σ(2, 2)
+
n−1∑
i=1
(−1)i+1w ◦ σgn−1,i(x1x2, x3, . . . , xn)). (72)
Proof. By (36), (59), (60) and (63)
0 = (δnw) ◦ σgn,1(x1, . . . , xn)
= (δnw)(g−1x1 · x
−1
1 g, (x
−1
1 g)
−1, x2, . . . , xn)
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= α
g−1x1·x
−1
1
g
(1
(x−1
1
g)−1x−1
1
g
w((x−11 g)
−1, x2, . . . , xn))
− 1
g−1x1·x
−1
1
g
w(g−1x1, x2, . . . , xn)
+ 1g−1x1w(g
−1x1 · x
−1
1 g, (x
−1
1 g)
−1x2, x3, . . . , xn)
+
n−1∑
k=2
(−1)k+11g−1x1...xkw(g
−1x1 · x
−1
1 g, (x
−1
1 g)
−1, x2, . . . , xkxk+1, . . . xn)
+ (−1)n+11g−1x1...xnw(g
−1x1 · x
−1
1 g, (x
−1
1 g)
−1, x2, . . . , xn−1).
Therefore,
−1ηg
1
(x1)w(g
−1x1, x2, . . . , xn) = −αηg
1
(x1)(1ηg1(x1)−1w ◦ σ
x−1
1
g
n−1,0(x2, . . . , xn))
− 1g−1x1w(τ
g
1 (x1), (x
−1
1 g)
−1x2, x3, . . . , xn)
+
n−1∑
k=2
(−1)k1g−1x1...xkw ◦ σ
g
n−1,1(x1, . . . , xkxk+1, . . . xn)
+ (−1)n1g−1x1...xnw ◦ σ
g
n−1,1(x1, . . . , xn−1).
Adding Σ(1, 1) and then multiplying both sides of the obtained equality by 1σgn,1(x1,...,xn) =
1ηg
1
(x1)1(g−1x1,x2,...,xn), we get (72) (for more details in the multiplicative case see
the proof of [16, Lemma 3.6]). 
Lemma 3.12. For all 1 < j < n, w ∈ Znpar(G,A), g ∈ Λ and x1, . . . , xn ∈ G:
1σg
n,j
(x1,...,xn)(−w(τ
g
j−1(x1, . . . , xj−1), (x
−1
j−1 . . . x
−1
1 g)
−1xj , xj+1, . . . , xn) + Σ(j, j))
= (−1)jαηg
1
(x1)(1ηg1 (x1)−1w ◦ σ
x−1
1
g
n−1,j−1(x2, . . . , xn))
+ 1σgn,j(x1,...,xn)(−w(τ
g
j (x1, . . . , xj), (x
−1
j . . . x
−1
1 g)
−1xj+1, xj+2, . . . , xn) + Σ(j + 1, j + 1)
+
n−1∑
i=j
(−1)i+jw ◦ σgn−1,i(x1, . . . , xjxj+1, . . . , xn)
+
j−1∑
s=1
(−1)s+jw ◦ σgn−1,j−1(x1, . . . , xsxs+1, . . . , xn)) (73)
(here by Σ(n, n) we mean 0A).
Proof. Our argument is analogous to that of the proof of Lemma 3.11 (for some
technical details see also the proof of [16, Lemma 3.7]):
0 = (δnw) ◦ σgn,j(x1, . . . , xn)
= αηg
1
(x1)(1ηg1 (x1)−1w ◦ σ
x−1
1
g
n−1,j−1(x2, . . . , xn))
+
j−1∑
s=1
(−1)s1ηg
1
(x1...xs)w ◦ σ
g
n−1,j−1(x1, . . . , xsxs+1, . . . , xn)
+ (−1)j1ηg
1
(x1...xj)w(τ
g
j−1(x1, . . . , xj−1), (x
−1
j−1 . . . x
−1
1 g)
−1xj , xj+1, . . . , xn)
+ (−1)j+11g−1x1...xjw(τ
g
j (x1, . . . , xj), (x
−1
j . . . x
−1
1 g)
−1xj+1, xj+2, . . . , xn)
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+
n−1∑
t=j+1
(−1)t+11g−1x1...xtw ◦ σ
g
n−1,j(x1, . . . , xtxt+1, . . . , xn)
+ (−1)n+11g−1x1...xnw ◦ σ
g
n−1,j(x1, . . . , xn−1).
It follows that
− 1ηg
1
(x1...xj)w(τ
g
j−1(x1, . . . , xj−1), (x
−1
j−1 . . . x
−1
1 g)
−1xj , xj+1, . . . , xn)
= (−1)jαηg
1
(x1)(1ηg1 (x1)−1w ◦ σ
x−1
1
g
n−1,j−1(x2, . . . , xn))
+
j−1∑
s=1
(−1)s+j1ηg
1
(x1...xs)w ◦ σ
g
n−1,j−1(x1, . . . , xsxs+1, . . . , xn)
− 1g−1x1...xjw(τ
g
j (x1, . . . , xj), (x
−1
j . . . x
−1
1 g)
−1xj+1, xj+2, . . . , xn)
+
n−1∑
t=j+1
(−1)t+j+11g−1x1...xtw ◦ σ
g
n−1,j(x1, . . . , xtxt+1, . . . , xn)
+ (−1)n+j+11g−1x1...xnw ◦ σ
g
n−1,j(x1, . . . , xn−1).
The addition of Σ(j, j) followed by the multiplication of both sides by the idempo-
tent
1σg
n,j
(x1,...,xn) = 1ηg1 (x1)1η
g
1
(x1x2) . . . 1ηg1 (x1...xj)1(g−1x1...xj ,xj+1,...,xn)
gives the desired equality (73). 
Lemma 3.13. For all w ∈ Z1par(G,A), g ∈ Λ and x ∈ G:
−1ηg
1
(x)w(g
−1x) = −αηg
1
(x)(1ηg
1
(x)−1w((x−1g)
−1))− 1g−1xw ◦ τ
g
1 (x). (74)
Moreover, for all n > 1, w ∈ Znpar(G,A), g ∈ Λ and x1, . . . , xn ∈ G:
− 1ηg
1
(x1...xn)w(τ
g
n−1(x1, . . . , xn−1), (x
−1
n−1 . . . x
−1
1 g)
−1xn)
= (−1)nαηg
1
(x1)(1ηg1(x1)−1w ◦ σ
x−1
1
g
n−1,n−1(x2, . . . , xn))
+ 1σgn,n(x1,...,xn)(
n−1∑
s=1
(−1)s+nw ◦ σgn−1,n−1(x1, . . . , xsxs+1, . . . , xn)
− w ◦ τgn(x1, . . . , xn)). (75)
Proof. We first prove (74):
0 = (δ1w)(ηg1 (x), (x
−1g)−1)
= αηg
1
(x)(1ηg
1
(x)−1w((x−1g)
−1))− 1ηg
1
(x)w(g
−1x) + 1g−1xw ◦ τ
g
1 (x).
To get (75), write the following:
0 = (δnw) ◦ σgn,n(x1, . . . , xn)
= αηg
1
(x1)(1ηg1 (x1)−1w ◦ σ
x−1
1
g
n−1,n−1(x2, . . . , xn))
+
n−1∑
s=1
(−1)s1ηg
1
(x1...xs)w ◦ σ
g
n−1,n−1(x1, . . . , xsxs+1, . . . , xn)
+ (−1)n1ηg
1
(x1...xn)w(τ
g
n−1(x1, . . . , xn−1), (x
−1
n−1 . . . x
−1
1 g)
−1xn)
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+ (−1)n+11g−1x1...xnw ◦ τ
g
n(x1, . . . , xn).
It remains to multiply both sides by 1σgn,n(x1,...,xn). 
Lemma 3.14. For all n > 0, w ∈ Znpar(G,A) and x1, . . . , xn ∈ G:
(δn−1ε)(x1, . . . , xn)− αx1(1x−1
1
ε(x2, . . . , xn))− w(x1, . . . , xn)
= 1(x1,...,xn)
∏
g∈Λ
θg ◦ αηg
1
(x1)
1ηg
1
(x1)−1
n−1∑
j=0
(−1)j+1w ◦ σ
x−1
1
g
n−1,j(x2, . . . , xn)

− w′(x1 . . . , xn). (76)
Proof. Let n = 1. Using (56), (58), (65), (66), (70) and (74), we have
(δ0ε)(x) − αx(1x−1ε)− w(x) = 1x
∏
g∈Λ
θg(−w(g
−1x))
= 1x
∏
g∈Λ
θg(−1ηg
1
(x)w(g
−1x))
= −1x
∏
g∈Λ
θg(αηg
1
(x)(1ηg
1
(x)−1w((x−1g)
−1)))
− 1x
∏
g∈Λ
θg(1g−1xw ◦ τ
g
1 (x))
= −1x
∏
g∈Λ
θg ◦ αηg
1
(x)(1ηg
1
(x)−1w(σ
x−1g
0,0 ))
− w′(x).
For n > 1 we use equalities (72), (73) and (75) multiplied by the idempotent
e =
n∏
i=1
1σg
n,i
(x1,...,xn) = 1(g−1,x1,...,xn)
n∏
i=1
1ηg
i
(x1,...,xi).
We have
e(−w(g−1x1, x2, . . . , xn) + Σ(1, 1))
= eαηg
1
(x1)
1ηg
1
(x1)−1
n−1∑
j=0
(−1)j+1w ◦ σ
x−1
1
g
n−1,j(x2, . . . , xn)

− e(w ◦ τgn)(x1, . . . , xn)
+ e
n−1∑
j=1
n−1∑
i=j
(−1)i+jw ◦ σgn−1,i(x1, . . . , xjxj+1, . . . , xn) (77)
+ e
n∑
j=2
j−1∑
s=1
(−1)s+jw ◦ σgn−1,j−1(x1, . . . , xsxs+1, . . . , xn). (78)
Introducing j′ = j − 1 in the sum (78), we rewrite it as
n−1∑
j′=1
j′∑
s=1
(−1)s+j
′+1w ◦ σgn−1,j′(x1, . . . , xsxs+1, . . . , xn).
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Switching the order of summation, we get
n−1∑
s=1
n−1∑
j′=s
(−1)s+j
′+1w ◦ σgn−1,j′(x1, . . . , xsxs+1, . . . , xn),
which is the opposite of the sum (77). Hence,
e(−w(g−1x1, x2, . . . , xn) + Σ(1, 1))
= eαηg
1
(x1)
1ηg
1
(x1)−1
n−1∑
j=0
(−1)j+1w ◦ σ
x−1
1
g
n−1,j(x2, . . . , xn)

− e(w ◦ τgn)(x1, . . . , xn). (79)
Since ηgi (x1, . . . , xi) ∈ H for all i, then after the application of θg to the both sides
of (79), we may remove
∏n
i=1 1ηgi (x1,...,xi) from e by (56). Moreover, using (58), we
obtain
1(x1,...,xn)
∏
g∈Λ
θg(−w(g
−1x1, x2, . . . , xn) + Σ(1, 1))
= 1(x1,...,xn)
∏
g∈Λ
θg ◦ αηg
1
(x1)
1ηg
1
(x1)−1
n−1∑
j=0
(−1)j+1w ◦ σ
x−1
1
g
n−1,j(x2, . . . , xn)

− 1(x1,...,xn)
∏
g∈Λ
θg ◦ w ◦ τ
g
n(x1, . . . , xn).
Then (76) follows by (66) and (71). 
The following lemma is [16, Lemma 3.10].
Lemma 3.15. For all x ∈ G and a : Λ′ → A one has
αx
1x−1 ∏
g∈Λ
θg(a(g))
 = 1x∏
g∈Λ
θg ◦ αηg
1
(x)
(
1ηg
1
(x)−1a
(
x−1g
))
. (80)
Lemma 3.16. For all n > 0, w ∈ Znpar(G,A) and x1, . . . , xn ∈ G:
1(x1...,xn)
∏
g∈Λ
θg ◦ αηg
1
(x1)
1ηg
1
(x1)−1
n−1∑
j=0
(−1)jw ◦ σ
x−1
1
g
n−1,j(x2, . . . , xn)

= αx1
(
1x−1
1
ε(x2, . . . , xn)
)
. (81)
Proof. Applying Lemma 3.15 with
a(g) =
n−1∑
j=0
(−1)jw ◦ σgn−1,j(x2, . . . , xn)
(where n, w and x2, . . . , xn are fixed and g ∈ Λ
′), we see that the left-hand side
of (81) equals
1(x1...,xn)αx1
1x−1
1
∏
g∈Λ
θg
n−1∑
j=0
(−1)jw ◦ σgn−1,j(x2, . . . , xn)
 .
Since 1(x1,...,xn) = αx1
(
1x−1
1
1(x2,...,xn)
)
, we obtain (81) by (67). 
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As a consequence of Lemmas 3.14 and 3.16 we obtain the next.
Theorem 3.17. Let n > 0 and w ∈ Znpar(G,A). Then w = δ
n−1ε + w′. In
particular, w′ ∈ Znpar(G,A).
3.3. Existence and uniqueness of a globalization. Our aim in this section is
to complete the construction of w˜ satisfying (48) and (49). We start recalling the
formulas from [16] which will be used here as well.
Lemma 3.18. Let g ∈ Λ′. Then
ηgn(x1, . . . , xn) = η
x−1
1
g
n−1 (x2, . . . , xn), n ≥ 2, (82)
ηgn(x1, . . . , xi, xi+1, . . . , xn) = η
g
n−1(x1, . . . , xixi+1, . . . , xn), 1 ≤ i ≤ n− 2, (83)
ηgn(x1, . . . , xn−1, xnxn+1) = η
g
n(x1, . . . , xn)η
g
n+1(x1, . . . , xn+1), n ≥ 1. (84)
Define w˜′ : Gn → A the same way as it was done in [16], i.e. by removing
1(x1,...,xn) from (66):
w˜′(x1, . . . , xn) =
∏
g∈Λ
θg ◦ w ◦ τ
g
n(x1, . . . , xn). (85)
Lemma 3.19. Let n > 0, w ∈ Znpar(G,A) and x1, . . . , xn ∈ G. Then
δ˜nw˜′ = 0. (86)
Proof. Using (47), (80) and (85), we rewrite the left-hand side of (86) as follows
1x1
∏
g∈Λ
θg ◦ αηg
1
(x1)
(
1ηg
1
(x1)−1w ◦ τ
x−1
1
g
n (x2, . . . , xn+1)
)
+ 1x1
∏
g∈Λ
θg
(
n∑
i=1
(−1)iw ◦ τgn(x1, . . . , xixi+1, . . . , xn+1)
)
(87)
+ 1x1
∏
g∈Λ
θg
(
(−1)n+1w ◦ τgn(x1, . . . , xn)
)
. (88)
Notice by (56) that one can multiply the i-th term of the sum in (87) by 1ηg
1
(x1...xi).
And similarly, the argument of θg in (88) can be multiplied by 1ηg
1
(x1...xn) without
changing the value of the map. Hence, for (86), it suffices to prove
0 = αηg
1
(x1)
(
1ηg
1
(x1)−1w ◦ τ
x−1
1
g
n (x2, . . . , xn+1)
)
+
n∑
i=1
(−1)i1ηg
1
(x1...xi)w ◦ τ
g
n(x1, . . . , xixi+1, . . . , xn+1)
+ (−1)n+11ηg
1
(x1...xn)w ◦ τ
g
n(x1, . . . , xn). (89)
As in the proof of [16, Lemma 4.2], one shows using (82)–(84) that (89) is an
expansion of the cocycle identity
(δnw) ◦ τgn+1(x1, . . . , xn+1) = 0.

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Now, for all n > 0 and x1, . . . , xn ∈ G, define w˜ : G
n → A as the sum
w˜ = w˜′ + δˆn−1ε, (90)
where
(δˆn−1ε)(x1, . . . , xn) = αx1(1x−1
1
ε(x2, . . . , xn))
+
n−1∑
i=1
(−1)iε(x1, . . . , xixi+1, . . . , xn)
+ (−1)nε(x1, . . . , xn−1). (91)
The existence of a globalization is established in the following theorem.
Theorem 3.20. Let A be a direct product of indecomposable unital rings and α =
{αg : Dg−1 → Dg | g ∈ G} a (non-necessarily transitive) unital partial action of G
on A. Then for any n ≥ 0 each cocycle w ∈ Znpar(G,A) with values in the induced
Kpar(G)-module is globalizable.
Proof. The case n = 0 is the existence part of Lemma 3.4, so let n > 0. As in
the proof of [16, Theorem 6.3], it is enough to consider transitive α. The map
w˜ : Gn → A defined in (90) satisfies (49), as
1(x1,...,xn)w˜(x1, . . . , xn) = 1(x1,...,xn)w˜
′(x1, . . . , xn) + 1(x1,...,xn)(δˆ
n−1ε)(x1, . . . , xn)
= w′(x1, . . . , xn) + (δ
n−1ε)(x1, . . . , xn)
= w(x1, . . . , xn).
for all x1, . . . , xn ∈ G by (40), (47), (66) and (85) and Theorem 3.17.
To apply Theorem 3.6, it remains to prove (48). Observe by (90) that
(δ˜nw˜)(x1, . . . , xn+1) = (δ˜
nw˜′)(x1, . . . , xn+1) + (δ˜
nδˆn−1ε)(x1, . . . , xn+1),
where the first summand is zero by Lemma 3.19. Comparing δ˜nδˆn−1ε with the
classical δnδn−1ε, we see that the difference is that instead of a global action one
has α, and all the terms to which α is not applied are multiplied by 1x1. The latter
terms cancel, and the remaining ones are
αx1
(
1x−1
1
(δˆn−1ε)(x2, . . . , xn+1)
)
(92)
and the first summands in each
(−1)i1x1(δˆ
n−1ε)(x1, . . . , xixi+1, . . . , xn+1), 1 ≤ i ≤ n, (93)
(−1)n+11x1(δˆ
n−1ε)(x1, . . . , xn). (94)
The terms of the expansion of (92) are
αx1
(
1x−1
1
αx2
(
1x−1
2
ε(x3, . . . , xn+1)
))
, (95)
αx1
(
(−1)i−11x−1
1
ε(x2, . . . , xixi+1, . . . , xn+1)
)
, 2 ≤ i ≤ n, (96)
(−1)nαx1
(
1x−1
1
ε(x2, . . . , xn)
)
, (97)
while the first summands in (93) and (94) are
− 1x1αx1x2
(
1x−1
2
x−1
1
ε(x3, . . . , xn+1)
)
, (98)
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(−1)iαx1
(
1x−1
1
ε(x2, . . . , xixi+1, . . . , xn+1)
)
, 2 ≤ i ≤ n, (99)
(−1)n+1αx1
(
1x−1
1
ε(x2, . . . , xn)
)
. (100)
Thus, (95) cancels with (98), (96) with (99), and (97) with (100). 
We recall the following result from [16].
Proposition 3.21. Let A be a direct product
∏
g∈ΛAg of indecomposable unital
rings, α a transitive unital partial action of G on A and (β,B) an enveloping action
of (α,A) with A ⊆ B. Then B embeds as an ideal into
∏
g∈Λ′ Ag, where Ag denotes
the ideal βg(A1) in B. Moreover, M(B) ∼=
∏
g∈Λ′ Ag, and β
∗ is transitive, when
seen as a partial action of G on
∏
g∈Λ′ Ag.
This permits us to obtain the uniqueness of a globalization.
Theorem 3.22. Let A be a direct product
∏
g∈ΛAg of indecomposable unital rings,
α a unital partial action of G on A and wi ∈ Z
n
par(G,A), i = 1, 2 (n > 0). Suppose
that (β,B) is an enveloping action of (α,A) and ui ∈ Z
n(G,M(B)) is a globaliza-
tion of wi, i = 1, 2. If w1 is cohomologous to w2, then u1 is cohomologous to u2. In
particular, any two globalizations of the same partial n-cocycle are cohomologous.
Proof. As in the proof of [16, Theorem 5.3], we consider only the transitive case
and assume, without loss of generality, that M(B) =
∏
g∈Λ′ Ag ⊇ A. Then we
define the homomorphism ϑg :M(B)→M(B) by
ϑg = βg ◦ pr1 (101)
and u′i ∈ C
n(G,M(B)) by
u′i(x1, . . . , xn) =
∏
g∈Λ′
ϑg ◦ ui ◦ τ
g
n(x1, . . . , xn), i = 1, 2. (102)
We infer that u′i ∈ Z
n(G,M(B)) and ui is cohomologous to u
′
i, i = 1, 2, because
the definition of u′i is totally analogous to that of w
′ (compare (102) with (66)
and (101) with (54), see also Theorem 3.17).
Suppose that w1 is cohomologous to w2. To prove that u1 is cohomologous to
u2, it is enough to establish the cohomological equivalence of u
′
1 and u
′
2. Observe
as in the proof of [16, Theorem 5.3] that
u′i(x1, . . . , xn) =
∏
g∈Λ′
ϑg ◦ wi ◦ τ
g
n(x1, . . . , xn), i = 1, 2. (103)
If w2 = w1 + δ
n−1ξ for some ξ ∈ Cn−1par (G,A), then by (103) one readily gets
u′2 = u
′
1 + (δ
n−1ξ)′, where
(δn−1ξ)′(x1, . . . , xn) =
∏
g∈Λ′
ϑg ◦ (δ
n−1ξ) ◦ τgn(x1, . . . , xn).
It is enough to prove that
(δn−1ξ)′ = δn−1ξ′, (104)
where
ξ′(x1, . . . , xn−1) =
∏
g∈Λ′
ϑg ◦ ξ ◦ τ
g
n−1(x1, . . . , xn−1).
28 MIKHAILO DOKUCHAEV, MYKOLA KHRYPCHENKO, AND JUAN JACOBO SIMO´N
Expanding (δn−1ξ)′(x1, . . . , xn), we see that the idempotents 1ηg
i
(x1...xi) which ap-
pear in the expansion may be removed, because the analogue of (56) holds for ϑg too
(compare (101) with (54)). Thus, due to the fact that ϑg is a homomorphism, (104)
reduces to
βx1
∏
g∈Λ′
ϑg ◦ ξ ◦ τ
g
n−1(x2, . . . , xn)

=
∏
g∈Λ′
ϑg ◦ βηg(x1) ◦ ξ(η
g
2 (x1, x2), . . . , η
g
n(x1, . . . , xn))
=
∏
g∈Λ′
ϑg ◦ βηg(x1) ◦ ξ ◦ τ
x−1
1
g
n−1 (x2, . . . , xn),
which follows from the global version of Lemma 3.15. 
Corollary 3.23. Let A be a direct product
∏
g∈ΛAg of indecomposable unital rings,
α a partial action of G on A and (β,B) an enveloping action of (α,A). Then
Hnpar(G,A) is isomorphic to the classical cohomology group H
n(G,M(B)).
Indeed, we know by Proposition 3.2 that for all n ≥ 0 there is a homomorphism
Hn(G,M(B))→ Hnpar(G,A) coming from the restriction map. By Theorems 3.20
and 3.22 this homomorphism is invertible, when n > 0. The case n = 0 is Lem-
ma 3.4.
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