In §2 we give the asymptotic equicontinuity condition required to prove convergence of empirical processes to limits that are infinitely divisible measures without Gaussian component and that are Radon in l°°(&~). As it was to be expected, one needs the following two conditions for the CLT to hold: eventual tightness of the sums of the row laws outside neighborhoods of zero and convergence in probability to zero of the sums of the truncated variables, uniformly in n, as the truncation levels tend to zero (recall, in connection with this, Theorem 2.10 in Mandrekar and Zinn (1980) ). Here, HofTmann-j0rgensen's (1984) theory of weak convergence of sums of random elements taking values in nonseparable space is quite useful.
§3 contains a generalization of an inequality for sums of positive random variables that allowed replacing entropy by majorizing measure conditions in Andersen et al. (1988) , and is used here for the same purpose.
In §4 we prove the main theorem, which is a CLT for the randomized empirical processes (5Z"=1 £njf(Xnj)/bn: / E^} where Xnj, j = l,...,n, are independent (S, J^)-valued random variables and &~ is a class of measurable functions on S. The method of proof is similar to that of Theorem 3.1 in Andersen et al. (1988) . Of course the majorizing measure and the local modulus conditions are quite different in the present situation. In §5 we specialize the result from §4 to i.i.d. Xi and p-stable limits, p E [1,2), with randomization replaced by centering at expectations for p > 1. The norming constants B(n) are a subset of all the possible ones in R. Our methods do not seem to allow for all the normings B(n) = n1'pL(n), L slowly varying, and the subset we can handle is related to the regularly varying functions used in Marcus (1987) for the study of infinitely divisible sample continuous processes whose Levy measures split. For reasons of expediency, in the case p = 1 only the norming n and the randomized sums J27=i £if(Xi) are considered. We also obtain results about stochastic boundedness and convergence to zero (in pr* and a.s.) of the normalized sums (n/B(n))(Pn -P)(f). In addition this section contains two instances of application of the general results, one to a slight extension and improvement of the CLT of for Lipschitzian processes, and one to the CLT in Co showing that these results are sharp.
In §6 we apply a recent result of Ledoux and Talagrand that essentially reduces the law of the iterated logarithm in separable Banach spaces to a law of large numbers, to obtain a LIL under bracketing that complements the one obtained in Andersen et al. (1988) and Ledoux and Talagrand (1986) . So, the unifying theme in this article is the use of majorizing measures combined with local conditions to prove convergence in probability to zero of randomized and suitably normalized empirical processes.
Finally, §7 contains Marcinkiewicz type laws of large numbers for weighted empirical processes and for the dual bounded Lipschitz norm between probability measures and their associated empiricals in the real line. Although our general theorems apply in these cases, they do not give the best results, which we obtain by other methods.
Notation and definitions are as in Andersen et al. (1988) . When we refer to triangular arrays Xnj of S-valued independent random variables and to independent Rademacher arrays {enj}, we mean that these variables are defined on a product probability space, the Xnj's being coordinate functions and the {enj} being defined License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use in another factor of the product, that is, (n,s,Pr) = (nn)J5,nn>J^,nnipni) x ([o,i],^,a), the Xnj are the coordinate functions UnjS -► S and the {£nj} are independent Bernoulli symmetric random variables defined on [0, 1] .
In a few instances we use the symbols >, S, -to denote inequalities that hold up to constant multipliers c E (10~6,106).
We recall the following two exponential inequalities, to be used in what follows: (a) Bernstein's inequality (e.g., Bennett (1962) ): if £, are independent centered real random variables with ess sup | ^ | < c < oo, i < n, then (1.1) i> jl>>t} <exPj-*2/ Uf^Eg + x)}' t>0-(b) Upper bound for binomial probabilities (Gine and Zinn (1984)): if Aj are independent events with pj = PAj, then (1.2) plf2lA3>l\< r^=lPM , l<!<n,neN.
The CLT with non-Gaussian limits in /°°(J^)
. In this section we show how the CLT in the non-Gaussian case reduces to conditions on the individual summands together with probability inequalities. Stochastic boundedness is also considered.
Let SF be an index set and let l°°(&~) be the Banach space of bounded real functions on S? with the sup norm || • ||y. A random element X in l°°(S?~) is a mapping X: (fi,E,Pr) -> l00^) such that limM->ooPr*{||X||^r > M} = 0. The following definition is taken from Hoffmann-J0rgensen (1984).
2.1. DEFINITION.
(1) {Xn}^! is an eventually tight sequence if for every e > 0 there is a compact set K El°° (OF) such that limsupPr*{X" e Gc) < £ n->oo for all open sets G D K. Since /°°(J?") is a Banach space K and G may be taken to be convex and symmetric in this definition.
(2) {Xn}"-! converges in law to a Radon limit if there exists a Radon probability measure q on l°°(&~) such that for all H:l°°(&~) -> R bounded and continuous, lim E*H(Xn)= I' Hd*i. Given a random element X in l°°(&~) define a set function S?*(X) on the subsets oilao(3r)by (2.1) 5?*(X)(A) = Pr*{XEA}, AEl°°(3r), and for any B C Vx'(3r), (2.2) y*(X)|B(A) = Pr*{X6AnB}, Acl°°(F). (ii) for all £ > 0, (2.4) limlimsupPr'i £xni/r||X ",,<«, > e 1 = 0.
Then the sequence of random elements {Y^=y^-nj}^Ly is eventually tight.
PROOF. We first show that for all 6 > 0 {£?=i xnj-f[||x"y||7->fi]}n'Li is an eventually tight sequence. For this we follow the proof of Lemma 2.4 in de Acosta, Araujo and Gine (1978 for some 6 > 6o-Then the sequence {$3?=1 xnj}£Li is stochastically bounded. For applications to empirical processes, the index set f? is a subset oiJ&o(S,S") with envelope F(s) := supy€5r |/(s)| finite for all s E S, and Xnj = 6xn]/bn or Xnj = £nj6xnj/bn, where {Xnj} is a triangular array of (S,J^-valued random variables, the 6n's are positive real constants, and {£nj} is a Rademacher array independent of {Xnj} (see the last paragraph of §1 for the precise set-up). Moreover the Xnj's are row-wise independent (i.e., for each n, the random variables Xny,... ,Xnn are independent; in fact, they are coordinates of a large product probability space). Actually our main interest is in the case Xnj = 6xjbn with X3 i.i.d. and bn | oo, that is, the p-stable limit case, in fact only for p E [1, 2) : the case p = 2 is considered in Andersen et al. (1988) and the case p < 1 is trivial in the sense that condition (ii) of Proposition 2.2 becomes superfluous (as bn/n -► oo) and condition (i) is also necessary for the CLT, at least in the measurable case. Another reason for not considering the case p < 1 is that it has no relevance regarding the law of large numbers. Since hi j 0 we can find lo > r such that hi0+y < ib(b) < hi0 by (iii). Then, using (ii) and the fact that tb is increasing, we have b < 1/^2°=1 hi < l/lohi0, i.e. 'o < I/bhi0 < l/bip(b). So, by inequalities (1.2) and (i) we obtain the following estimate for (II):
since c > 4d.
Now we estimate (I). Let fj = £tJ[£,<r/>(6)]
and let f*, 1 < i < n, be the nonincreasing order statistics of ft, 1 < t < ra, ?*+1 := 0. Put A = c/4bip(b). Then _1(?r) E f*^c/4' i<^<«, l<t<A and so we have
Now, A > r by (iv), so that (ii) and (iii) imply i max tb_1(hi) / /»» < max t/>_1(/ii) Va, < 1.
Hence, the above indicator is zero (c > 4d > 4). We apply inequality (1.2) to obtain (I) <p{ max ?,*//*, >l| E Hej[*>m>4
follows from the estimates (3.2), (3.3) and (3.4). □
Examples of sequences {hi} and functions tb are
(2) ht = r\ V(a:) = e/xe1/*, I E N, 0 < x < 1. See 4.1 and 5.1 for additional examples. (2) <p(x) = In x for x > e, <p(x) -x2/e2 for 0 < x < e; hi = l/l, I E N.
These examples include those at the end of §3.
The following is the main result of this paper:
THEOREM. Let <p(x), x E R+ and hk, k E N, satisfy the properties (4.1) to (4.4), and let bn, n E N, be positive finite constants. Let F C Fq(S,F') with envelope F(s) finite for all s E S. Let {Xnj■: j -l,...,n, n E N} be a triangular array of row-wise independent S-valued random variables and for each n let {£nj: j = 1,..., n} be a Rademacher sequence independent of the Xnj, j = 1,... ,n. Assume:
is eventually tight in l°°(F).
(ii) There is a pseudo distance p on F and a Borel probability measure p on (F,p) such that (iia) lim^_0 supye?-/0 tp(lnl/p{Bp(f,£)})d£ = 0 with supye^ finite for 6 = oo, and (iib) there are constants a > 0, no > 0 and Ly > 1 such that for all f E F, I > Ly, n > no and e > 0, (4.5) Y^ P*j \ e-1 sup
where Pnj = 2C(Xnj).
(iii) For each fc E N and fy,...,fk E F, the triangular array of Rk-valued random variables {(fy (Xnj),..., fk(Xnj))/bn: j = 1,..., ra, n E N} is infinitesimal and the sequence for all e > 0. That the limit is infinitely divisible without Gaussian component follows then by condition (iii): since the limit 7 is Radon, it is supported by a separable Banach subspace of l°°(F), and then 7 is infinitely divisible with only a degenerate Gaussian component by condition (iii) above, Theorem 7.9 of HoffmannJ0rgensen (1984) and Remark 5 there, with tb = {exp(z'^finite otkfk)' ctk E R, fk E F) (where £<**/*(>) :=£«**(/*). x E l°°(F)).
We now prove (4. Therefore, (4.14)
Pr* { EenJ'A^<««>nl(^nj) >6e6n> I J = 1 9 ) 6->0 n By (4.1) and (4.10) sup^e5r t/>(l/lg/) -► 0 as q -► oo. Hence ra(supy6^-cn,qf) = nbn2~qo(l) and we can choose gi(n) such that ra(supy€^-cnigi(n)/) < e&" (e.g., qy(n) ~ Inra). For such qy we obviously have (4.17) (III) = 0.
To estimate (IV) we make use of Theorem 3.1. With tqf = (iryf,... ,irqf) and taking into account that A3qf, iqf and cnqf depend on / only through tqf we have Letting raj = 2«&-1A^/[A,t<Cn ^(X^), we have E"=i P{Vj > hi) < */3-Let ly = ly(q) be defined by the inequality (4.19) fc|,+i<tf(l/Tf«*)<A|. where p is a pseudodistance on F for which there exists a probability measure p such that (4.22) ;^"p(h__L_)i£<00.
Then the sequence {YTj=y£njf(Xnj)/bn: f EF}%Ly is stochastically bounded.
We omit the proof, which is similar to that of Theorem 4.2 (and uses Remark 2.4 instead of Corollary 2.2; the main difference is that here cn,qf = M1l22-obntb(l/lqf)).
In the next section we apply these two theorems to p-stable convergence for empirical processes, but they may be useful in other situations as well. Here is an easy example. 5. The CLT with stable limits. We start by applying Theorem 4.2 to the CLT for i.i.d. random variables Xi and p-stable limits. We note that we cannot obtain a result for all normings B(n) = ra1/pM(ra) with M slowly varying at infinity, but only under a submultiplicativity property for B which is essentially the same that Marcus (1986) (i) // the sequence {e"} is bounded, then X Eco and X E BCLT(n1'p) (in c0).
(ii) // (cy,...,ck) E CLT(ra1/p) for all fc E N and if lim^oo en = 0, then XeCLT(ra1/p). (1988) . Details are omitted. Statement (iii) is a particular case of (ii) (with 60 as limiting measure), and the proof of (i) is similar to the proof of (ii), so we will only prove (ii). The proof is based on Theorem 5.2 and the following lemma, which explicitly construct majorizing measures for some simple ultrametric spaces (this lemma is known; it is only presented here for the readers' convenience). See Heinkel (1983) If i > rago and if qj, j > 0, is defined by the inequalities nqj_1 < j < nqj, we have (since V = oo for ff < ff.,, and p{V) = mO'} > p{nqi) for ff > ff,): (i) EX2(t) < oo for all t. G T (respectively, the random variables {X2(t): tET} are uniformly integrable),
(ii) \X(t,u) -X(s,u)\ <M(u)p(s,t) for all uEQ, s,tET, (iii) p is dominated by the .LVdistance of a sample bounded Gaussian process (respectively, sample continuous Gaussian process), (iv) E(M2/L2M) < oo. Then X satisfies the bounded law of the iterated logarithm (BLIL) (respectively, the compact law of the iterated logarithm-the CLIL).
A consequence of our result is that the condition on M can be weakened to suyOt>Q{t2/L2t)P(M >t) < oo.
(As usual, Lx = 1 V lnx and L2 = L o L. We refer to Andersen et al. (1988) for notation on the LIL for empirical processes, in particular for the meaning of expressions like F G CLIL(P) and F E BLIL(P).)
The additional ingredient for the proof of the following LIL will be the LedouxTalagrand (1986) LIL for B-valued random variables X, B a separable Banach space.
6.1. Theorem (Ledoux and Talagrand (1986) ). LetX be aB-valued random variable, B a separable Banach space. Then X E CLIL (resp. X E BLIL) if and only if the following three conditions hold:
(i) Ef(X) -0 and the random variables {f2(X): f E B', ||/|| < 1} are uniformly integrable (resp. Ef(X) = 0 and Ef2(X) < oo for all f E B').
(n)E(\\X\\*/L2\\X\\)<oo. Actually, the proof of this theorem goes through in the nonseparable case if enough measurability is assumed. So, Theorem 5.1 reduces the LIL to a weak law of large numbers, which is essentially the type of result we ended up proving in the previous sections.
6.2.
THEOREM. Let F C S?2(S,S?,P) with envelope F everywhere finite, and such that for all ra G N, the processes n f-J2f(Xi), fEF, t=i are separable (for SCy (P)). Assume:
and that there exists a Gaussian process G on F with bounded da-uniformly continuous sample paths (dG(f,g) = E(G(f) -G(g))2) (respectively, G has bounded sample paths) such that pq mpP{A!_srfJMM\<0O iJr IW-jlAM/.srill Then F E CLIL(P) (respectively, F E BLIL(P)).
PROOF. We will only prove the compact LIL. Since {G(f): f E F} is relatively compact in ^(5,^", P), the family of functions {(£ ctiG(fi))2: ftEF,Yl |«i| < 1} is uniformly integrable by Dini's lemma. So, by Theorem 6.1, we only need to
show that for all e > 0, (6.1) limPrj f>/(*«)K >e}=0.
I t=l 9 )
Now, by Talagrand's (1987) theorem on Gaussian processes, if tp(x) = x1!2 then there is a discrete probability measure p on F supported by {tt,/: q E N, / G F} such that (4.7) holds with p = do, and therefore (4.9) holds with tp~1(x) = x2. Define (where we let bt := l/l^f. and c := e/ABqo+2)
Now, for L2c > 2 and Z^rc > 2 (which we can assume), we have L2 I f^hfR^ j < i2(cn) = L(Lc + Ln) < L2c + L2n < (L2c)(L2n).
So, by (4.9) with p~1(x) = x2, 9l-l r j. .
Finally, to estimate (V) we must find a bound for P(-Kqf -7rg_i/)2/[Tj>g]. Noting that dQ(nqf,nq-yf) < 9 • 2"2q, that cn,qf/3 • 2~q < ra, and using hypothesis (ii) It is well known that ||Pn -P||bl--► 0 a.s. for all probability laws P on (R,&), and Gine and Zinn (1986) prove that BLX(R) G CLT(P,ra1/2) if and only if°1 _00[P(ZJ)]1/2 < oo, where Ij = [j -l,j). A natural question to ask is whether BLi(R) G CLT(P, n1/*'), p G (1,2), under weaker conditions on P. A first observation is that BLi(R) G CLT(P, n1/p) if and only if
because of boundedness of the envelope function F of BLi(R). We obtain below necessary and sufficient conditions for (7.1) to hold. We do not seem to be able to obtain this result in full from Proposition 5.7, but it gets close to it. As an illustration, here is how one applies this proposition. To apply Proposition 5.7 for a given P, it is enough to find a distance p satisfying conditions (iii) from Theorem 5.2 with B(t) = t1^ and F = BLi(R). For clarity of exposition, we will assume Pj := P(Ij) I and p} -0 for j < 0, and will only be interested in pj of power type. and this is bounded by epc for all e near to 0 if and only if supt>0 tT' X),->t Pj < °°-Thus, Proposition 5.7 shows that if pj < l/jr for some r > p, then (7.1) holds. Now we will obtain general necessary and sufficient conditions for (7.1) to hold; in particular we will see that if pj -l/jp then P does not satisfy (7.1) . Note that with extra care in the above arguments we would have obtained (7.1) for Pj = l//p(lnj')r for certain r's, but not much more, and this is not good enough as we see below.
7.1. THEOREM. Letpj = P(Ij), j G Z. Then Hence, from (7.6), (7.7) and (7.8) we conclude that conditions (7.2) and (7.3) are necessary and sufficient for n *=1 BL* By boundedness, Ly convergence is equivalent to convergence in probability for this sequence, and (as mentioned above), equivalent to convergence in probability of the sequence {ra1_1/p||Pn -P||bl-}£°=i-By de Acosta (1981, Theorem 3.1) (applied in the Banach space Li) this sequence converges a.s. if and only if it converges in probability. □ 7.2.
REMARK. (1) The same proof shows that uniform boundedness of the quantities in (7.1) and (7.2) is equivalent to stochastic boundedness of the sequence (7.1). In particular this holds if pj = l/|i|p.
(2) If £Pj/P < oo then (7.2) and (7.3) hold; they also hold if Pj = l/\j\"M(\j\)
with M | oo and is slowly varying; but {p3 = l/|i|p} does not satisfy (7.2) and (7.3). on (0,1) , that is, a nonnegative measurable function that is nonincreasing on (0,7) and nondecreasing on (7,1) for some 0 < 7 < 1/2. Let F = {w(t)I[0,t} '■ t E (0,1/2)}-by symmetry, it is enough to consider just half the [/-shape. Assume moreover 7 = 1/2. The Cibisov-O'Reilly theorem states that F E CLT(P, ra1/2) if and only if F is P-pre-Gaussian, which amounts to a certain integral condition for w. In particular if w't) = o((£lnlnl/£)-1/2) at zero then, F E CLT(P,ra1/2), but if w't) = 0((tlnlnl/t)-1/2) then F does not satisfy the CLT. The question is whether for these steeper weights convergence can be achieved if one divides by larger normings, say between ra1/2 and ra. w(t) is bounded for every t, so for normings B(n) such that B(n)/n1f2 -> 00 as ra -► 00, the finite dimensional distributions of {J27=i £iw(t)I[o,t]{Ui)/B(n)}, where Ui are i.i.d. uniform random variables, tends to zero in probability. So, as for BL*, if F E CLT(P, B(ra)) the limit is necessarily 0. We will only consider B'n) -n1lp, p E [1, 2) . As in the case of BL*, it is possible to obtain results from Proposition 5.7 about what weights w give that the sequence n (7.9) sup Y^WloMUij-V/n1/" t<i/2 i=1 converges to zero a.s. But Proposition 5.7 does not imply the complete answer, which is easy to obtain e.g. either by direct computation using order statistics and the law of iterated logarithm, or invoking a theorem of Pisier (1984) on VapnikCervonenkis classes. Pisier's result is as follows: let ? be a class of measurable subsets of (S,S^), let (J?, || • ||tv) be the set of measures on (S,F') of bounded total variation, with the total variation norm, and let \\Q\\& = supCeg> |Q(C)|, for
QeJ£. Then the identity map is routine to check then that the type 2 inequality allows for the use of the classical computations for the CLT in the line, the stable case, about dominating truncated second moments by tails, to obtain: supt>0 tpP{||Xi||Tv > t} < oo => the sequence (7.11) is stochastically bounded and <pP{||Xi||tv > t} -» 0 => the sequence (7.11) converge to zero in pr.
But <pP{||Xi||TV > t} = tpP{2w(Uy) > t} = tpw~1(t/2) where tiT-fa) = sup{i: w(t) > s}. Thus the direct implications in (1) and (2) are proved. For the converse in (1) and (2), note that, using Levy's inequality, Pl EX*W >cn1/p\>plmax\[Xy{t)\\00>cn1/p\ = p{maxu;((7l) >cra1/pl > raW-1(cra1/p)/(l + nW-1(cn1/p)).
y «<n J
