A non-linear extension of generalized hyperplane approximation (GHA) method is introduced in this letter. Although GHA achieved a high-confidence result in motion parameter estimation by utilizing the supervised learning scheme in histogram of oriented gradient (HOG) feature space, it still has unstable convergence range because it approximates the non-linear function of regression from the feature space to the motion parameter space as a linear plane. To extend GHA into a non-linear regression for larger convergence range, we derive theoretical equations and verify this extension's effectiveness and efficiency over GHA by experimental results.
Introduction
The motion parameter estimation problem in the applications of image alignment and object tracking has been heavily studied as an optimization problem to minimize the cost function represented by a squared error between present image and the template to track. One of the highly influential methods used to solve the motion parameter estimation problem is the inverse compositional algorithm [1] which releases the high computational cost in Jacobian calculation by using template instead of input image. Since the proposal of this method, real-time image alignment became possible owing to its low computational cost in tracking phase. However, very narrow convergence range of this method brought difficulties when applying to the situation of relatively large motion difference between two sequential image frames. To overcome such narrow convergence range, the 2 nd order minimization method [2] was proposed, where the linear approximation of the non-linear cost function of the inverse compositional algorithm [1] was extended into an approximated 2 nd order Taylor expansion by adding an additional Jacobian calculation. Thanks to the higher order derivative term, the convergence range of object tracking and facial feature localization applications was greatly improved [3] .
While the previously mentioned methods depend on the analytically calculated Jacobian, hyperplane approximation (HA) [4] is the first study on learning-based image alignment which uses numerical Jacobian and Hessian inverse calculation by supervised learning. In HA method, a regression matrix is learned from a number of training pairs consisting of a motion parameter deviation and the corresponding difference between input and template images in pixel intensity. After this supervised learning phase, a simple multiplication of the learned regression matrix to an image difference vector becomes the only operation necessary to predict the increment of motion parameter directed to the optimal solution. HA's supervised learning scheme changed Gauss-Newton-like optimization technique into the regression problem and made the optimization technique applicable even to the case of singular Hessian matrix. About 10 years later, generalized hyperplane approximation (GHA) [5] was proposed to extend HA into the nonlinear feature space beyond pixel intensity. Non-linear feature space has not been considered in Gauss-Newton-like optimization approaches because of its high discontinuity but instead, considered in voting or exhaustive searching for finding an optimal solution. After GHA was proposed, good properties, e.g., illumination invariance or pose invariance of the well-known non-linear features like HOG [6] could be used in optimization problem with the same or less computational complexity of HA. Despite of this improvement, GHA still uses linear regression. Because a real function is generally a highly non-linear function, GHA fits approximately in the real function within a narrow range of input space but does not work well with a large range of input space. In this letter, an extension technique of GHA into nonlinear regression is proposed to enlarge a stable convergence range. The proposed method utilizes non-linear kernel of feature space and GHA's linear regression. This concept of non-linear regression makes it possible not only to dramatically increase stable convergence range of the regression function but also to use GHA's learning and inferring framework. The remainder of this letter will present theoretical derivation of equations for the non-linear extension and then prove its effectiveness and efficiency by experimental results focused on stable convergence range, regression error, and processing speed.
Non-Linear Extension of GHA
Assume that we have a current m-dimensional motion parameter p, a n-dimensional feature vector of current image F I(x) , and the n-dimensional feature vector of template Copyright c 2016 The Institute of Electronics, Information and Communication Engineers F T (x) , where x is the pixel coordinate in the region of interest S, I(x) is the pixel values of the current image around x, and T (x) is the pixel values of template image around x. Then, from the inverse compositional algorithm [1] , the cost function for optimal increment of motion parameter Δp is depicted as the following squared error.
where w(x; p) is a warping function which changes the coordinate x in template image into the coordinate w in current image coordinate according to the motion parameter p. Linear approximation (3) of the feature template F T (w(x|Δp)) at Δp = 0 as the 1 st order Taylor expansion followed by differentiating (1) in terms of Δp makes the linear regression equation (4) with constant Jacobian J F(T (x)) . The Eqs. (2) and (4) are the main equations of GHA [5] .
where f i is i th element of the difference of feature vector ΔF. For more accurate approximation, we use a higher order Taylor expansion of (3) and this results in the following non-linear form:
where O(Δp 2 ) is a polynomial sum from 2 nd order to infinite order term of Δp with constant coefficients, and G(Δp) is a non-linear function of Δp. Equation (6) shows that ΔF is a non-linear function of Δp, especially, of its polynomials with constant coefficients. The inverse function of G can be partially represented as a non-linear explicit function as (7) . Here, the zero-initial condition at ΔF = 0 is added because there is no increment in motion parameter if the input feature has no difference from the template feature.
Equation (7) is the real non-linear regression form of (1) and each element of Δp can be represented as an infinite polynomial of ΔF as (8) by applying Taylor expansion at ΔF = 0.
where: a j represents the Jacobian vector, i.e., the 1 st order derivative of p j in regards to ΔF, H j represents the Hessian matrix which consists of 2 nd order derivatives of p j in regards to ΔF, h j is the vector made by raster scanning the elements of H j , and ΔF is the 2 nd ordered polynomial mapped vector of ΔF.
We can see that the linear regression of GHA in (4) is the 1 st order Taylor approximation of the non-linear equation (7) and this approximation is valid only in a very small range of input space. For a larger valid range, a more general regression with higher ordered terms in (8) is necessary, where the regression is not a linear hyperplane any more but a non-linear extension of the hyperplane. This is the philosophy of our non-linear extension of GHA.
For the non-linear regression learning of (7), we do not use any complex kernel function but interpret (8) as a linear regression of polynomial mapped data and use linear regression of the augmented higher dimensional space. This concept was tested in non-linear SVM learning and gave competitive results with lower degreed polynomial and linear SVM [7] . When we rearrange (8) up to 2 nd order term with the 2 nd ordered polynomial mapped vector ΔF in (9), we get the linear regression equation as (10).
Equations (2), (9), and (10) are the main equations of our method. (10) is learned in the least squares manner like GHA [5] by using the training data of the 2 nd order polynomial mapped vectors [
In training phase, the higher dimensional linear regression matrix [A T([H])] in
Inferring phase is same as the original GHA method. Equation (10) is applied to get the increment of motion parameters by a matrix multiplication and then Eq. (2) to get updated motion parameters.
Experimental Results
For the experiments, HOG was used as the non-linear feature of image and its configuration of [6] was slightly changed to a lower dimensional (128-dimensional) vector of 4 bins, 16x16 size of cells, and 2x2 blocks to clearly see the effectiveness of non-linear extension. And we used a single linear regression with HOG of the whole region of interest (ROI) instead of the segment-based multiple linear regression of [5] because the segment-based approach is only for dealing with partial occlusion and not directly related to convergence range. For the environment of experiments, In the training phase, we firstly selected a template ROI on a test image (dotted rectangle on Fig. 1) . Secondly, we gathered training data of incremental motion parameters Δp of 4-DOF (scale, rotation, and translations) and their corresponding feature differences ΔF by perturbing the ROI by a certain perturbing level (solid rectangle on Fig. 1 ). Then, a linear regression matrix was calculated as the least squares error solution of (4) for GHA or (10) for the proposed nonlinear extension of GHA. For the latter, L2 regularization term was used to prevent the inversion of high dimensional singular matrix.
In the inferring phase, based on the initially perturbed motion parameters according to the same motion model of the training phase, a calculation of (4) for GHA or (9), (10) and (2) for non-linear extension of GHA were executed.
We compared the regression results and the ground truth motion parameters by repeating the training and inferring phases with varying perturbing levels of training data. Here, the perturbing level is defined as the ratio of deviation along the parameter axis to the size of the ground truth.
More specifically, perturbation in scale is the ratio of scale deviation to the size of ground truth region, perturbation in translation is the ratio of deviation along each direction to the ground truth length, and perturbation in angle is the rotation angle in degree along the out-of-plane axis at the center of the round truth. Figure 2 shows how the regression results fit to the ground truth for each dimension of 4-DOF motion. After just the first iteration of the inferring phase ( Fig. 2 (a) ), while linear GHA roughly estimates the ground truth motion parameter with some level of fluctuation (solid blue lines), non-linear extension of GHA (solid red lines) estimates with a very small level of fluctuation. As the perturbation level increases from 10% to 30%, the fluctuation level also increases in linear GHA but does not in non-linear extension of GHA. After 30 iterations (Fig. 2 (b) ), linear GHA estimates motion parameters with smaller fluctuation compared to that of the first iteration with some exceptional peaks with 30% perturbation level. Nonetheless, non-linear extension of GHA still resulted in more accurate motion parameters (almost same to the ground truth) with no fluctuation.
To measure the accuracy and the stableness of the regressions simultaneously, we use the stable convergence rate calculated as (11). Here, the converged trial is defined as the trial with resultant motion parameter error less than 2% of the tracked object's length (or 2
• for rotation) from the first iteration to the 30 th iteration. With this measurement, we can measure the stableness, which indicates the level of the regression estimation error without diverging as well as estimation error itself.
SCR =
# of converged trials # of trials (11) Figure 3 shows the stable convergence rates of linear GHA and non-linear extension of GHA with varying perturbation level. The stable convergence rate of linear GHA decreases continuously and results in about 62% at 50% of perturbation level. In contrast, the stable convergence rate of non-linear extension of GHA keeps its high value over 98% through the perturbation levels from 5 to 50%. Based on this experimental result, we can conclude that the nonlinear extension increases the convergence range of GHA by the usage of non-linear regression, which is more similar to the real function mapping from feature space to motion parameter space. The performances of linear and non-linear extension of GHA in speed and error are presented in Table 1 . In the inferring procedure, each iteration should execute an image warping, an HOG feature extraction, and a matrix multiplication for regression. The time consumptions for those processes are measured as time per iteration. As shown in Table 1 , time consumptions of GHA and our method are not much different. For the average error between estimated motion parameters and ground truth, both of linear GHA and non-linear extension of GHA (ours) have very small error in the estimated motion parameter with a small perturbation (5%) of training data. However, with 50% of training data perturbation, the error of linear GHA increases up to 1.84% but the error of non-linear extension of GHA increases to the much smaller value of 0.49%.
Conclusion
We proposed a method to extend GHA to a general nonlinear regression. Our method utilizes a linear regression scheme with augmented feature vector of polynomial mapping to approximate non-linear regression up to a theoretically exact level. And it is flexible in the trade-off between complexity and accuracy by choosing what order of Taylor expansion to use. The experimental results with up to the 2 nd ordered term proved that our non-linear extension is superior to original linear GHA in stable convergence rate and accuracy for motion parameter estimation without loss much of processing speed.
