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1. Introduction
For more than 150 years, generations of mathematicians have been mesmerized
by and hard at work to muster/solve the Riemann zeta function and Riemann
Hypothesis-Weil Conjectures in various dimensions. The classic one, over Spec(Z)
is still unsolved. A. Weil successfully completed the task for curves over finite
fields Fq around mid 19-th century. Amazingly, in the past 15-20 years or so
yet another context has been provided for Riemann zeta function and Riemann
hypothesis: linear codes! While the weight distributions/enumerators of linear
codes are important in themselves, they give rise to analogous zeta functions
and Riemann Hypothesis. The connections between these different settings are
beautiful. The goal of this survey is to provide a short and gentle introduction to
zeta functions and the Riemann hypothesis for linear codes.
This survey is organized as follows: In section two we introduce the basics of
linear codes, and their their weight enumerators. Next, we provide an elementary
proof of MacWilliams’ identity for dual codes. Finally we discuss general solutions
of MacWilliams’ equations, and as a special case obtain the weight enumerator
of an MDS code.
In section three, we introduce and provide some historical background and
motivation for zeta functions of linear codes. Various functional identities for zeta
polynomials and zeta functions have been provided. Next, Riemann Hypothesis is
introduced for general virtual and formal weight enumerators - a straight forward
generalization of weight enumerators. Last, a discussion on (virtual) codes that
satisfy Riemann Hypothesis follows.
in section four, we introduce generalities of algebraic curves and algebraic
geometry (AG) codes that arise from them. Following Duursma [6], determining
the weight distribution of AG codes has been reformulated and discussed as the
problem of the effective divisors distributions over divisor classes where we can
take advantage of the group structure. Complete results follow for rational and
elliptic curves.
We have tried to address an audience of beginners, especially graduate stu-
dents. From this point of view, we have selected proofs that are accessible, and
whenever possible rather elementary. To the extent possible, the survey is self-
contained and a few open problems have been presented.
Notations: Throughout this paper Fq will denote a field of q elements. By a curve
Xg we denote an irreducible, projective, smooth algebraic curve of genus g over
Fq. The set of rational points of Xg over Fqr will be denoted by Xg(Fqr ). A linear
code will be denoted by C. The cardinality of a set S will be denoted by #S.
2. Codes and their weight enumerators
2.1. Codes
Let q be a prime power. A q-ary code C of length n is a subset of Fnq . Elements
of C are called codewords, those of Fnq are called words. The Hamming distance
between x = (x1, . . . , xn) and y = (y1, . . . , yn) is defined as
d(x, y) := #{i : xi 6= yi}.
The smallest of the distances between distinct codewords is called the minimum
distance of the code C. The weight of a word x = (x1, . . . , xn) is defined as
wt(x) := #{i : xi 6= 0}.
A code C is called linear if it is a linear subspace of Fnq . For such a code, the
minimum distance equals the smallest of the weights of nonzero codewords of C.
Fix a basis {r1, r2, . . . rk} of C. The maximal rank k × n matrix G whose rows
are r1, r2, . . . rk is called the generator matrix of C. Each codeword might be
identified with a vector
x = (x1, x2, . . . , xk) ∈ Fkq .
Encoding x via the code C means multiplying it to the right by G, i.e x is encoded
to
xG = x1r1 + · · ·+ xkrk,
which is an element of C. Instead of the k-string x, the encoded string xG is
transmitted. The quantity k/n is called the rate of the linear code C.
Let a · b = a1b1 + · · ·+ anbn be the standard dot product in Fnq . The dual of
C is defined as
C⊥ := {x ∈ Fnq | x y = 0 for all y ∈ C}.
It is a linear code of length n and dimension n−k. The generator matrix H of C⊥
is called the parity check matrix of C. It has dimensions (n− k)× n and satisfies
C = {x ∈ Fnq : H x = 0}.
A linear code C is called self-orthogonal if and only if C ⊂ C⊥. It is called self-
dual if and only if C = C⊥. Self-dual codes that arise from algebraic geometry
constructions, are of special importance for various reasons, one of them being
their use in quantum computing ([7], [8], [9]).
If a codeword x = (x1, . . . xn) is sent and a word y = (y1, . . . , yn) is received,
the error made during transmission is the word (e1, . . . , en) = e := y− x. Notice
that
d(x, y) = #{i : xi 6= yi} = #{i : ei 6= 0} = wt(e).
Nearest neighbor decoding of a received word y is the ”closest” codeword, i.e. the
codeword x such that the Hamming distance d(x, y) (or alternatively the error
weight wt(e)) is minimum. Note that x may not be unique. If d−1 or fewer errors
are made in transmitting a codeword x ∈ C, the received word y is no longer in
C (otherwise d(x, y) ≤ d− 1). Hence the receiver knows that errors have occurred
during this transmission. It is said that C detects up to d − 1 errors. For each
word y ∈ Fnq , there is only one codeword x ∈ C of distance up to ⌊(d− 1)/2⌋.
Indeed, if there were two, the distance between them would be less than d by the
triangle inequality. It follows that nearest neighbor decoding is successful if up
to ⌊(d− 1)/2⌋ errors have occurred. It is said that C corrects up to ⌊(d− 1)/2⌋
errors.
A q-ary linear code of length n, dimension k and minimum distance d is
denoted by [n, k, d]q. As established above, nearest neighbor decoding detects up
to d− 1 errors and corrects up to ⌊(d− 1)/2⌋ errors.
2.2. Distance and weight enumerators
For a subset S ⊂ Fnq and 0 ≤ i ≤ n, let
Ai := #{c ∈ S : wt(c) = i}, Bi := 1
#(S)
#{(c1, c2) ∈ S × S : d(c1, c2) = i}.
The vectors (A0, . . . , An) and (B0, . . . , Bn) are called respectively the weight dis-
tribution and the distance distribution of S.
Definition 1. (a) The Hamming weight enumerator of C is the generating function
WS(z) :=
n∑
i=0
Aiz
i
or its homogenization
AS(x, y) := x
nWS(y/x) =
n∑
i=0
Aix
n−iyi =
∑
c∈S
xn−wt(c)ywt(c) ∈ Z[x, y].
(b) The Hamming distance enumerator of C is the generating function
DS(z) =
n∑
i=0
Biz
i
or its homogenization
BS(x, y) := x
nDS(y/x) =
n∑
i=0
Bix
n−iyi
=
∑
c1,c2∈S
xn−d(c1,c2)yd(c1,c2) ∈ Q[x, y].
For linear codes the two notions coincide.
Proposition 1. If C is a linear code then WC(z) = DC(z).
Proof. Notice that d(x, y) = wt(x− y). Hence, if wt(a) = i then
∀c ∈ C, d(c, a + c) = i.
It follows that
#{(x, y) ∈ C × C : d(c1, c2) = i} = #(C)Ai
Now the proposition follows easily.
Example 1. Consider the repetition code i2 = {00, 11}. It is a binary self-dual
code with weight enumerator
Ai2 (x, y) = x
2 + y2.
Example 2. The [4, 2, 3]3 tetra code t4 generated by {1110, 0121} has
At4(x, y) = x
4 + 8xy3.
Note that the weight enumerator of an [n, k, d]q-code
AC(x, y) = x
n +
n∑
i=d
Aix
n−iyi
depends only on the parameters n, d and not on q.
Definition 2. Two codes are said to be formally equivalent if they have the same
weight distribution.
The following are natural problems in coding theory.
Problem 1. Given the weight enumerator A(x, y) of a code, how many non-
equivalent codes are there corresponding to A(x, y)?
Problem 2. Given a homogeneous polynomial with nonnegative integer coefficients
F (x, y) = xn +
n∑
i=1
fix
n−iyi,
under what conditions does there exists a linear code C such that AC(x, y) =
F (x, y)?
For examples of non-equivalent codes corresponding to the same weight enu-
merator the reader can check [12],[13], and [14].
2.3. Dual codes and their weight enumerators.
The weight distribution of the dual C⊥ can be recovered from the weight distri-
bution of C by applying a linear transformation.
Theorem 1 (MacWilliams’ Identity). For an [n, k, d]q-code C
WC⊥(z) =
[1 + (q − 1)z]n
qk
WC
(
1− z
1 + (q − 1)z
)
=
1
qk
n∑
i=0
Ai[1+(q−1)z]n−i(1−z)i.
Equivalently
AC⊥(x, y) =
1
qk
AC (x+ (q − 1)y, x− y)
Proof. There are many proofs of this theorem, we present an elementary approach
(see [10]). For any S ⊂ Fnq , define
US(z) := [1 + (q − 1)z]nWS
(
1− z
1 + (q − 1)z
)
.
It is often called the MacWilliams’ transform of WC(z). With this definition,
MacWilliams’ Identity reads:
WC⊥(z) =
1
qk
UC(z).
First, some preliminaries. Note that if S, T are disjoint then
WS∪T (z) =WS(z) +WT (z) and US∪T (z) = US(z) + UT (z).
If a code C is decomposable, i.e. if up to a permutation of coordinates, C is a
direct product C1×C2 of linear codes with positive length, then C⊥ = C⊥! ×C⊥2
and
WC(z) =WC1(z)WC2(z), UC(z) = UC1(z)UC2(z). (1)
Back to the proof of MacWilliams’ Identity. We use induction on the length n of
the code C. For n = 1 there are two cases:
(a) C = {0}, C⊥ = Fq, WC(z) = 1, WC⊥(z) = 1 + (q − 1)z.
(b) C = Fq, C
⊥ = {0}, WC(z) = 1 + (q − 1)z, WC⊥(z) = 1.
In each of these cases, MacWilliams’ Identity is easily verified directly. For
example, in case (b):
1
qk
UC(z) =
1
q
(1 + (q − 1)z)
(
1 + (q − 1) 1− z
1 + (q − 1)z
)
= 1 =WC⊥(z).
Assume that MacWilliams’ Identity hold for codes of length less than n > 1
and let C be a code of length n. If C is decomposable, the assertion follows
from the induction hypothesis and the multiplicativity Eq. (1) of WC and UC .
If C is indecomposable, neither C nor C⊥ contains a word of weight 1. Let
C0 = {c ∈ C | cn = 0}, C1 = C − C0 and
a := {a1, . . . an−1, 1) = (a′, 1) ∈ C (2)
such that C = C0 ⊕ Fq · a. The projection map
π : Fnq → Fn−1q , π(x1, . . . , xn−1, xn) = (x1, . . . , xn−1)
is injective on C, otherwise there will be two elements of C whose Hamming
distance is 1. It follows that π(C) is a disjoint union of π(C0 and π(C1), hence
Wpi(C)(z) =Wpi(C0)(z) +Wpi(C1)(z) =Wpi(C0)(z) +
WC1(z)
z
(3)
and in turn
Upi(C)(z) = Upi(C0)(z) +
[1 + (q − 1)z]n
1− z WC1
(
1− z
1 + (q − 1)z
)
= Upi(C0)(z) + (1− z)−1Upi(C1)(z).
(4)
Assume that (b1, b2, . . . , bn−1, bn) ∈ C⊥. If bn = 0 then (b1, . . . , bn−1) ∈ π(C)⊥. If
bn 6= 0 then
• For any (c1, . . . cn−1, 0) ∈ C0 we have b1c1 + · · ·+ bn−1cn−1 = 0. It follows
that b′ := (b1, b2, . . . , bn−1) ∈ π(C0)⊥.
• a1b1 + · · · + an−1bn−1 + bn = 0. Recall from Eq. (2) that a′ =
(a1, a2, . . . , an−1) and let a
′
b
′ is the standard dot product in Fn−1q . Then
bn = −a′b′. Since bn 6= 0 and a′ = π(a) ∈ π(C). It follows that b′ /∈ π(C)⊥.
It follows that C⊥ is a disjoint union of C′0 := {(b′, 0) | b′ ∈ π(C)⊥} and
C′1 := {(b′,−a′b′) | b′ ∈ π(C0)⊥ − π(C)⊥}
and therefore
WC⊥(z) =Wpi(C)⊥(z) + z
(
Wpi(C0)⊥(z)−Wpi(C)⊥(z)
)
= (1− z)Wpi(C)⊥(z) + zWpi(C0)⊥(z)
(5)
Notice that dim π(C) = k and dim π(C0) = k − 1. Applying the inductive
hypothesis in the last identity we obtain
WC⊥(z) =
1− z
qk
Upi(C)(z) +
z
qk−1
Upi(C0)(z).
We now use identity (4) and get
WC⊥(z) =
1
qk
(
[1 + (q − 1)z]Upi(C0)(z) + UC1(z)
)
=
1
qk
(UC0(z) + UC1(z)) =
1
qk
UC(z).
as desired.
Example 3. The binary repetition code i2 = {00, 11} is self-dual. Its weight enu-
merator A(x, y) = x2 + y2 is left unchanged when x, y are replaced by
x+ y√
2
and
x− y√
2
.
Example 4. The repetition code C over Fq has weight enumerator
AC(x, y) = x
n + (q − 1)yn.
Its dual code has weight enumerator
AC⊥(x, y) =
1
q
[(x+ (q − 1)y)n + (q − 1)(x− y)n].
Note that AC = AC⊥ when n = 2.
Definition 3. A linear code is said to be formally self-dual if
AC(x, y) = AC⊥(x, y).
Example 5. Let C be the binary code generated by
G =


1 1 1 1 0 0 0 0 0 0
0 0 0 0 1 1 1 1 1 1
1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 1 0 1 0 0
0 0 1 0 1 0 1 0 1 0

 . (6)
The weight distributions of C and C⊥ are the same:
(1, 0, 0, 0, 15, 0, 15, 0, 0, 0, 1),
yet, C 6= C⊥. So, this code is formally self-dual but not self-dual.
2.4. MDS codes and their weight enumerators
Let C be an [n, k, d]q code. By the Singleton’s bound, d ≤ n + 1 − k. The dual
code C⊥ has parameters [n, n− k, d⊥] with d⊥ ≤ k + 1.
Definition 4. The genus of an [n, k, d]q-code C is defined by
γ(C) = n+ 1− k − d.
Notice that for a self-dual code C, its length is even and its dimension is n/2,
hence
γ(C) = n/2 + 1− d.
Definition 5. An [n, k, d]q code C is called MDS (maximum distance separating)
if and only if its genus is 0, i.e. if and only if it achieves its Singleton bound.
In light of the above definition, the genus measures how far the code is from
being MDS. It is well known that if there exists an MDS code with parameters
[n, k, n− k + 1]q then n ≤ q + k − 1.
Proposition 2. A code C is MDS iff C⊥ is MDS, i.e. γ(C) = 0 iff γ(C⊥) = 0.
Proof. Let C be an MDS code of dimension k and minimum distance d = n−k+1.
The dimension of its dual C⊥ is n−k. Let d⊥ denote the minimum distance of C⊥.
By the Singleton bound, d⊥ ≤ n−(n−k)+1 = k+1. We will show that d⊥ ≥ k+1.
Assume by way of contradiction that there is a word c ∈ C⊥ with weight at most
k. Without loss of generality we assume that c = (c1, . . . , ck, 0, 0, . . . , 0). It follows
that for every word b ∈ C we have
c1b1 + · · ·+ ckbk = 0. (7)
Let π : Fnq → Fkq be the projection map that ”forgets” the last n− k coordinates.
Since the minimum distance of C is n− k+1, the map π is an isomorphism of C
onto Fkq . But then, Eq. (7) represents a non degenerate linear form that vanishes
on Fkq . This is a contradiction.
Notice that
γ(C) + γ(C⊥) = n+ 2− d− d⊥.
It follows from the proposition that d+ d⊥ = n+ 2 iff both C and C⊥ are MDS,
and d+ d⊥ ≤ n iff none of them is. For a linear code C, d+ d⊥ 6= n+ 1.
Theorem 2. (Solutions of MacWilliams equations.) Let C be a linear code of
length n and minimum distance d. Let d⊥ be the minimum distance of its dual
C⊥. If C is MDS, then its weight distribution is
A0 = 1, and Ai =
(
n
i
)
(q− 1)
i−d∑
m=0
(
i− 1
m
)
(−1)mqi−d−m, d = n− k+1 ≤ i ≤ n.
Otherwise, its weight distribution is determined by Ad, Ad+1, . . . An−d⊥ .
Proof. Let (A⊥0 , . . . , A
⊥
n ) be the weight distribution of the dual code C
⊥. Using
MacWilliams’ Identity we may write
n∑
i=0
A⊥i z
i =
1
qk
n∑
i=0
Ai[1 + (q − 1)z]n−i(1 − z)i.
Multiplying both sides by z−n and substituting z =
1
1 + t
yields
n∑
i=0
A⊥i (1 + t)
n−i =
1
qk
n∑
i=0
Ai(q + t)
n−iti.
Reverse the roles of C and C⊥ and compare the coefficients of powers of t in both
sides. We obtain
n−l∑
i=0
(
n− i
l
)
Ai = q
k−l
l∑
i=0
(
n− i
n− l
)
A⊥i , 0 ≤ l ≤ n. (8)
Notice that A0 = A
⊥
0 = 1 and A1 = . . . = Ad−1 = A
⊥
1 = · · · = A⊥d⊥−1 = 0.
Therefore, we get
n−l∑
i=d
(
n− i
l
)
Ai =
(
n
l
)
(qk−l − 1), l = 0, . . . d⊥ − 1.
This is a linear system with d⊥ equations and n+1−d unknowns Ad, Ad+1, . . . An.
Case 1: n+1−d⊥ = d− 1 or d+d⊥ = n+2. Both C and C⊥ are MDS codes
of length n. The l = d⊥ − 1 equation is a trivial identity. The remaining d⊥ − 1
equations form a linear system in n + 1 − d = d⊥ − 1 unknowns which can be
solved iteratively. For l = d⊥ − 2 we get
Ad =
(
n
d
)
(q − 1).
Substitute this into the l = d⊥ − 3 equation to find Ad+1, and so on. We obtain
Ai =
(
n
i
)
(q − 1)
i−d∑
m=0
(
i− 1
m
)
(−1)mqi−d−m, d ≤ i ≤ n. (9)
Case 2: n + 1 − d⊥ > d + 1 or d + d⊥ < n + 2. Neither C nor C⊥ is MDS,
therefore d+ d⊥ ≤ n. The linear system can be solved iteratively as follows. The
last equation with l = d⊥ − 1 is
n+1−d⊥∑
i=d
(
n− i
d⊥ − 1
)
Ai =
(
n
d⊥ − 1
)
(qk+1−d
⊥ − 1), l = 0, . . . d⊥ − 1.
We get An+1−d⊥ in terms of Ad, . . . , An−d⊥ . Substituting in the next to last
equation we obtain An+2−d⊥ , and so on. The weight distribution is determined
in terms of Ad, . . . , An−d⊥ .
3. Zeta Functions for Codes
In this section we study zeta function of a linear code. First, we discuss some
history and motivation.
3.1. Classic Riemann Zeta Function
In the middle of 19th century, Bernhard Riemann formulated the much important
and yet unsolved Riemann Hypothesis regarding the distribution of the zeros of
the Riemann zeta-function ζ(s). This function is defined via a series
ζ(s) =
∞∑
n=1
1
ns
which is convergent for {s ∈ C : Re(s) > 1}. By analytic continuation, Riemann
showed that ζ(s) extends to a meromorphic function on C with a simple pole at
s = 1 of residue one. It satisfies the functional equation
π−s/2Γ(
s
2
)ζ(s) = π(s−1)/2Γ(
1− s
2
)ζ(1 − s)
With
ξ(s) := π−s/2Γ(
s
2
)ζ(s),
the functional equation may be rewritten as
ξ(1 − s) = ξ(s). (10)
The Riemann zeta-function has zeros at even negative integers {−2,−4, . . .}.
These are referred to as trivial zeros. The classic Riemann Hypothesis states that
the nontrivial zeros of ζ(s) lie on the critical line Re(s) = 1/2.
3.2. Zeta functions of curves over finite fields.
Let X = Xg be a smooth, projective curve of genus g over Fq. Consider the
generating function of the numbers of points Nk := #X (Fqk ):
GX (T ) :=
∞∑
k=1
Nk
k
T k.
The zeta function of X is defined as
ζX (T ) := exp (GX (T )) .
For example, let X = P1. Then Nk = qk + 1, therefore for |qT | < 1 and |T | < 1
we get
GP1(T ) =
∞∑
k=1
qk + 1
k
T k =
∞∑
k=1
qk
k
T k +
∞∑
k=1
1
k
T k = − log(1− qT )− log(1− T ).
It follows that
ζP1(T ) = exp (GP1(T )) =
1
(1− T )(1− qT ).
It is known that the zeta function of X may be written as
ζX (T ) =
LX (T )
(1− T )(1− qT )
where LX (T ) is a monic polynomial of degree 2g with integer coefficients. LX (T )
is called the L-polynomial of X . It satisfies the functional equation
LX (T ) = q
qT 2gLX (1/qT ).
It follows that LX (T/
√
q) is a degree 2g, self-reciprocal polynomial, i.e. its coef-
ficients satisfy ai = a2g−i for i = 1, 2, . . . , g. Let
ξX (s) := q
sgLX (q
−s).
The functional equation of LX (T ) yields
ξX (s) = ξX (1− s).
The Riemann Hypothesis for finite fields, proven by Weil in the 1940’s, states that
the roots of LX (T ) lie on the circle |T | = 1/√q. Alternatively, the zeros of ξX (s)
lie on the critical line Re(s) = 1/2. The L-polynomial of X has a factorization
LX (T ) =
2g∏
i=1
(1− αiT )
where |αi| = √q for i = 1, 2, . . . , 2g.
3.3. Zeta Function for Linear Codes
Motivated by analogies with local class field theory, Duursma introduced the
zeta function of a linear code over a finite field. For d ≤ n, denote the weight
enumerator of an MDS code C of length n and minimum distance d byMn,d(x, y).
The dual C⊥ is also an MDS code of length n and minimum distance d⊥ =
n+ 2− d. Therefore, for d ≥ 2, the weight enumerator of C⊥ is Mn,n+2−d(x, y).
Let Mn,n+1 = x
n. The MDS code with weight enumerator Mn,1 has dimension
n − d + 1 = n − 1 + 1 = n, hence C = Fnq . It is easy to see that Mn,n+1 is the
MacWilliams transform of Mn,1. We may think of Mn,1 as the weight enumerator
of the zero code. The following proposition follows easily.
Proposition 3. The set {Mn,1,Mn,2, . . . ,Mn,n−1,Mn,n+1} is a basis for the vector
space of homogeneous polynomials of degree n in x, y. Furthermore, this set is
closed under MacWilliams transformations.
If C is an [n, k, d]q-code, then one can easily see that
AC(x, y) =
n+1∑
i=d
ai−dMn,i = a0Mn,d + . . .+ an+1−dMn,n+1.
Definition 6. The zeta polynomial of C is defined as P (T ) := a0 + a1T + · · · +
an−d+1T
n+1−d. The quotient
Z(t) =
P (T )
(1− T )(1− qT )
is called the zeta function of the linear code C
The zeta polynomial P (T ) of an [n, k, d]q-code C determines uniquely the
weight enumerator of C. The degree of P (T ) is at most n− d + 1; the following
theorem establishes the precise value of the degree.
Theorem 3 (Duursma [6]). Let [n, k, d] and [n, k⊥, d⊥] be the parameters of dual
codes C and C⊥. Denote by P (T ), Z(T ), P⊥(T ), Z⊥(T ) their zeta polynomials
and zeta functions. Let g = γ(C) = n−k−d+1, g⊥ = γ(C⊥) = n−k⊥−d⊥+1.
Then
(a) deg P (T ) = deg P⊥(T ) = g + g⊥ = n+ 2− d− d⊥,
(b) P⊥(T ) = P (1/qT )qgT g+g
⊥
,
(c) Z⊥(T ) = Z(1/qT )qg−1T g+g
⊥−2,
(d) P (1) = 1.
(e) The zeta polynomial of any MDS code is P (T ) = 1.
Proof. Assume that P (T ) is of degree r, hence
AC(x, y) = a0Mn,d(x, y) + a1Mn,d+1(x, y) + · · ·+ arMn,d+r(x, y).
Recall that if the weight enumerator of an MDS code is Mn,i(x, y), the weight
enumerator of its dual is Mn,n+2−i(x, y). Formulated in light of MacWilliams
Identity,
Mn,n+2−i(x, y) = q
i−n−1Mn,i(x− (q − 1)y, x− y).
This leads to
AC⊥ = q
−kAC(x+ (q − 1)y, x− y) = arqg−rMn,n+2−d−r + · · ·+ a0qgMn,n+2−d.
The minimum distance of C⊥ is d⊥, hence the basis expansion of AC⊥ starts with
Mn,d⊥ . It follows that n+ 2− d− r = d⊥ or r = n+ 2− d− d⊥, therefore
P⊥(T ) = arq
g−r + · · ·+ a0qgT r.
So, both P (T ) and P⊥(T ) are of degree r = g + g⊥ = n+ 2− d− d⊥. Now
P⊥(T ) = arq
g−r + · · ·+ a0qgT r
= arq
−g⊥ + ar−1q
−g⊥+1T + · · ·+ agT g⊥ + · · ·+ a0qgT r
= qgT r(a0 + · · ·+ agq−gT−g + · · ·+ arq−rT−r)
= qgT rP (1/qT ) = qgT g+g
⊥
P (1/qT ).
The equation for zeta functions follows easily. By comparing the coefficients of
xn on both sides we obtain
n+1∑
i=d
ai−d = 1, i.e. P (1) = 1. Part (e) of the theorem is
clear.
Corollary 1. The zeta function of an MDS code
1
(1− T )(1− qT ) =
∞∑
j=0
qj+1 − 1
q − 1 T
j
is the rational zeta function over Fq.
Corollary 2. The zeta polynomial and the zeta function of a self-dual code C
satisfies the following functional equation
P (T ) = qgT 2gP (1/qT ), Z(T ) = qg−1T 2g−2Z(1/qT ).
Notice that the zeta polynomial of a linear code and the L-polynomial of a genus
g curve over Fq satisfy the same functional equation.
Here is another characterization of the zeta polynomial of a linear code.
Proposition 4. Let C be a linear code C of length n and minimum distance d.
Assume that the minimum distance d⊥ of its dual C⊥ satisfies d⊥ ≥ 2. Then, the
zeta polynomial of C is the only polynomial P (T ) of degree n+ 2 − d − d⊥ such
that the generating function
[y(1− T ) + xT ]n
(1− T )(1− qT ) P (T )
has T -expansion
. . .+
AC(x, y)− xn
q − 1 T
n−d + . . . .
Proof. The proof presented here is due to Chinen [2]. Define ck(x, y) by
(y(1− T ) + xT )n
(1− T )(1− qT ) =
∞∑
k=0
ck(x, y)T
k (11)
First note that
1
(1− T )(1− qT ) =
∞∑
j=0
qj+1 − 1
q − 1 T
j
and
(y(1− T ) + xT )n =
n∑
i=0
(
n
i
)
yn−i(x− y)iT i.
Therefore,
ck(x, y) =
∑
i+j=k
qj+1 − 1
q − 1
(
n
i
)
yn−i(x− y)i. (12)
Note that n+2−d−d⊥ ≤ n−d since d⊥ ≥ 2. A polynomial P (T ) =∑n−di=0 aiT i
satisfies the identity
[y(1− T ) + xT ]n
(1− T )(1− qT )
n−d∑
i=0
aiT
i =
∞∑
k=0
ckT
k
n−d∑
i=0
aiT
i = . . .+
AC(x, y)− xn
q − 1 T
n−d+ . . . .
if and only if
n−d∑
i=0
aicn−d−i(x, y) =
1
q − 1
n∑
i=d
Aix
n−iyi. (13)
Expansion of c0(x, y), c1(x, y), . . . , cn−d(x, y) as homogeneous polynomials of x, y
yields:
c0(x, y) = b0,0y
n,
c1(x, y) = b1,1xy
n−1 + b1,0y
n,
. . . . . . . . . . . . . . .
cn−d(x, y) = bn−d,n−dx
n−dyd + bn−d,n−d−1x
n−d−1yd+1 + · · ·+ bn−d,0yn.
(14)
The coefficients are obtained by comparison with Eq. (12):
bk,l =
k∑
i=l
qk−i+1 − 1
q − 1 (−1)
i−l
(
n
i
)(
i
l
)
for 0 ≤ l ≤ k ≤ n− d, (15)
and bk,l = 0 otherwise. Consider the following matrices:
B := (bk,l)
t, a := (an−d, an−d−1, . . . , a0)
t,
and
A :=
1
q − 1(An, An−1, . . . , Ad)
t.
We write the equations Eq. (14) in the form
ck(x, y) =
k∑
l=0
bk,lx
lyn−l, k = 0, 1, . . . , n− d, (16)
and substitute them in Eq. (13). Comparing the coefficients of monomials on both
sides of the equation shows that Eq. (13) is equivalent to the system of n− d+ 1
linear equations in the n− d+ 1 variables a0, a1, . . . an−d:
Ba = A.
The diagonal entries of B are binomial coefficients bi,i =
(
n
i
)
, which are nonzero.
It follows that B is nonsingular. Therefore a, hence P (T ) exist and is unique.
Corollary 3. If the minimum distance d⊥ of the dual code C⊥ satisfies d⊥ ≥ 2,
then
P (0) = (q − 1)−1
(
n
d
)−1
Ad, and
Ad+1
q − 1 =
(
n
d+ 1
)
(P (0)(q − d) + P ′(0)).
Proof. See also Corollary 97 in [11]. The proof follows easily from the above linear
system Ba = A.
Remark 1. Let C be a linear code such that d⊥ = 1. Let e1, e2, . . . , er be all
codeword in C⊥ of weight one. For j = 1, 2, . . . , r, let ij be the only position
where ej has a nonzero coordinate. Then, every codeword of C has 0 in the these
ij-th positions. We say that the code C is degenerate. If we puncture/delete the
coordinates in positions ij , j = 1, 2, . . . , r, we get a new code C
′ of length n−r and
weight distribution (1, 0, 0, . . . , Ad, . . . , An−r). Note that x
rAC′(x, y) = AC(x, y).
This new code is non degenerate, hence d⊥ ≥ 2. The last theorem may be used as
a definition of zeta polynomials for non-degenerate codes.
Definition 7. A degree m polynomial f(x) = a0 + a1x + · · · + amxm is called
self-reciprocal if
f(x) = xmf(1/x),
i.e. if and only if the following equality of (m+ 1)-tuples holds
(a0, a1, . . . , am) = (am, . . . , a1, a0).
Formally self orthogonal codes lead to self-reciprocal polynomials.
Proposition 5. If P (T ) is the zeta polynomial of a formally self-orthogonal code,
then P (T/
√
q) is a self-reciprocal polynomial.
Proof. Let C be a formally self-orthogonal. Recall that this means
AC(x, y) = AC⊥(x, y).
It follows that C and C⊥ have the same zeta polynomial P (T ). It has degree 2g
and satisfies
P (T ) = qgT 2gP (1/qT ).
Define the degree 2g polynomial P s(T ) := P (T/
√
q). Then,
P s(T ) = qg(T/
√
q)2gP (1/T
√
q) = T 2gP s(1/T ).
3.4. Riemann zeta function versus zeta function for self-dual codes
We saw in Corollary 2 that for a self-dual code C,
Z(T ) = qg−1T 2g−2Z(1/qT ),
which for
z(T ) := T 1−gZ(T ),
may be written as
z(T ) = z(1/qT ).
Now let
ζC(s) := Z(q
−s), and ξC(s) := z(q
−s).
We obtain
ξC(s) = ξC(1− s),
which is the same symmetry equation as Eq. (10). We note that ζ(s) and ξ(s)
have the same zeros.
The zeroes of the zeta function of a linear code C are useful in understanding
possible values of its minimum distance d.
Proposition 6. Let C be a linear code with weight distribution vector (A0, A1, . . . , An).
Let α1, . . . , αr be the zeros of the zeta polynomial P (T ) of C Then
d = q −
∑
i
α−1i −
Ad+1
Ad
d+ 1
n− d.
In particular,
d ≤ q −
∑
i
α−1i .
Proof. The first statement follows from Corollary 3. The second statement is an
easy consequence of the first.
Definition 8. A self-dual code C is said to satisfy Riemann hypothesis if the real
part of any zero of ζC(s) is 1/2, or equivalently, the zeros of the zeta polynomial
PC(T ) lie on the circle |T | = 1/√q, or equivalently, the roots of the self-reciprocal
polynomial (see Proposition 5 above) PC(T/
√
q) lie on the unit circle.
Example 6. Consider the binary code generated by the following matrix:


1 0 0 0 0 1 1 1
0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 1 1 1 0

 . (17)
The code above is in fact the [8, 4, 4] extended Hamming code with |C| = 16
codewords. Then the Zeta function of this code is
Z(T ) =
2T 2 + 2T + 1
5(1− 2T )(1− T ) .
The roots of 2T 2+2T +1 = 0 are (−1/2)± (1/2)i, and they both lie on the circle
|T | = 1/√2.
While Riemann hypothesis is satisfied for curves over finite fields, in general
it does not hold for linear codes. A result that generates many counterexamples
may be found in [11]. There is a family of self-dual codes that satisfy the Riemann
hypothesis which we are about to discuss. The theory involved in this description
holds in more generality than linear codes and their weight enumerators, Namely,
it applies to the so called virtual weight enumerators.
3.5. Virtual Weight Enumerators
There is a straightforward generalization of the weight enumerator AC(x, y) of a
linear code C.
Definition 9. A homogeneous polynomial
F (x, y) = xn +
n∑
i=1
fix
n−iyi
with complex coefficients is called a virtual weight enumerator. The set
{0} ∪ {i : fi 6= 0}
is called its support. If
F (x, y) = xn +
n∑
i=d
fix
n−iyi,
with fd 6= 0, then n is called the length and d is called the minimum distance of
F (x, y).
Let C be a self-dual linear [n, k, d]-code. Recall that n is even, k = n/2 and
its weight enumerator satisfies MacWilliams’ Identity. A virtual generalization of
AC(x, y) is straightforward. A virtual weight enumerator F (x, y) of even degree
that is a solution to MacWilliams’ Identity
F (x, y) = F
(
x+ (q − 1)y√
q
,
x− y√
q
)
,
is called virtually self dual over Fq with genus γ(F ) = n/2 + 1 − d. Although
a virtual weight enumerator in general does not depend on a prime power q, a
virtually self-dual weight enumerator does.
Problem 3. Find the conditions under which a (self-dual) virtual weight enumer-
ator with positive integer coefficients arises from a (self-dual) linear code.
The zeta polynomial and the zeta function of a virtual weight enumerator are
defined as in the case of codes.
Proposition 7 ([3]). Let F (x, y) be a virtual weight enumerator of length n and
minimum distance d. Then, there exists a unique function PF (T ) of degree at
most n− d which satisfies the following
(y(1 − T ) + xT )n
(1− T )(1− qT ) PF (T ) = . . .+
F (x, y)− xn
q − 1 T
n−d + . . .
The polynomial PF (T ) and the function
ZF (T ) :=
P (T )
(1 − T )(1− qT ) ,
are called respectively the zeta polynomial and the zeta function of the virtual
weight enumerator F (x, y).
Definition 10. A virtual self-dual weight enumerator satisfies the Riemann hy-
pothesis if the zeroes of its zeta polynomial PF (T ) lie on the circle |T | = 1/
√
T .
There is a family of virtual self-dual weight enumerators that satisfy Riemann
hypothesis. It consists of enumerators that have certain divisibility properties.
Definition 11. Let b > 1 be an integer. If supp(F ) ⊂ bZ, then F is called b-divisible.
Theorem 4 (Gleason-Pierce). Let
F (x, y) = xn +
n∑
i=d
fix
n−iyi
be a b-divisible, virtually self-dual weight enumerator over Fq. Then either
I q = b = 2 or
II q = 2, b = 4 or
III q = b = 3 or
IV q = 4, b = 2 or
V q is arbitrary, b = 2, and F (x, y) = (x2 + (q − 1)y2)n/2.
Proof. We follow [1]. Let ǫ be a primitive b-th root of unity. Then,
F (x, ǫy) = F (x, y).
Let G✁ PGL(2,C) the subgroup generated by the following matrices
E :=
(
1 0
0 ǫ
)
, M =
(
1 q − 1
1 −1
)
.
The linear action of G on the projective space P1(C) descends into an action on
the zero locus
Z(F ) := {(x, y) ∈ P1(C) : F (x, y) = 0}.
We notice that (1, 0) /∈ Z(F ). There are no fixed points for the action of G,
therefore
#(Z(F )) > 1.
Recall that a linear action on P1(C) is determined by the image of three points.
It follows that if #(Z(F )) ≥ 3 then G is finite.
Case 1: b = 2 and F (x, y) has only two roots. Notice that when b = 2 both
(0, 1), (1, 0) /∈ Z(F ). Let (α, 1) and (−α, 1) be the roots of F (x, y), α 6= 0. Since
ǫ = −1, the matrix E permutes these two roots. On the other hand
M · (α, 1) = (α+ q − 1
α− 1 , 1)
must be either (α, 1) or (−α, 1).
If
α+ q − 1
α− 1 = α
then one can easily see that (α, 1), (−α, 1) and M · (−α, 1) are three roots of
F (x, y), violating the assumption that F has two roots. HenceM ·(α, 1) = (−α, 1),
i.e.
α+ q − 1
α− 1 = −α.
Hence α = ±i√q − 1, therefore (i√q − 1, 1), (−i√q − 1, 1) are the only roots of
F (x, y). Since b = 2, F (x, y) is a polynomial of x2, y2. It follows that
F (x, y) = [(x+ i
√
q − 1y)(x− i
√
q − 1y)]n/2 = [(x2 + (q − 1)y2]n/2.
This is case V in the theorem.
Case 2: b = 2 and F (x, y) has more than two roots, or b ≥ 3. Notice that if
b ≥ 3 then #(Z(F )) ≥ 3. Indeed, if α 6= 0 and (α, 1) ∈ Z(F ), then (αǫi, 1) ∈ Z(F )
for i = 0, 1, . . . , b − 1. If (0, 1) ∈ Z(F ), then M · (0, 1) = (1 − q, 1) ∈ Z(F ) hence
((1 − q)ǫi, 1) ∈ Z(F ) for i = 0, 1, . . . , b− 1.
It follows that in this case G is finite. Therefore every element of G has finite
order. Let k be the order of the matrix
ME =
(
1 ǫ(q − 1)
1 −ǫ
)
.
The eigenvalues λ1, λ2 of ME satisfy the characteristic equation
λ2 + (ǫ− 1)λ− ǫq = 0.
The equation (ME)k = cI implies that (λ1/λ2)
k = 1. Hence ǫ, λ1/λ2, λ2/λ1 are
algebraic integers, therefore
(
2 +
λ1
λ2
+
λ2
λ1
)
=
(λ1 + λ2)
2
λ1λ2
= − (ǫ− 1)
2
ǫq
is also an algebraic integer. It follows that
− (ǫ− 1)
2
ǫq
,
(ǫ− 1)2
q
∈ Z[ǫ].
If b is not a prime power then ǫ − 1 is a unit in Z[ǫ], therefore (ǫ − 1)
2
q
/∈ Z[ǫ]. If
b is a power of a prime number p, then in Z[ǫ] we have an equality of ideals
(1− ǫ)φ(b) = (p),
where φ denotes the Euler function. It follows that φ(b) = 1 or φ(b) = 2. If
φ(b) = 1 then b = 2. Therefore ǫ = −1, hence 4/q is an integer. In this case q = 2
or q = 4. If φ(b) = 2 then b = 3, 4, 6. But b 6= 6, otherwise −(ǫ − 1)/qǫ = 1/q,
would be an algebraic integer! If b = 3, then
−(ǫ− 1)2
ǫ
= 3. Therefore q = 3. If
b = 4 then ǫ = i and 2/q must be an integer. It follows that q = 2.
Definition 12. A b-divisible virtually self-dual weight enumerator F (x, y) over Fq
is called
Type I if q = b = 2, 2|n.
Type II if q = 2, b = 4, 8|n.
Type III if q = b = 3, 4|n.
Type IV if q = 4, b = 2, 2|n.
Theorem 5 (Mallows-Sloane-Duursma). If F (x, y) is a b-divisible self-dual virtual
enumerator with length n and minimum distance d, then
d ≤


2
[n
8
]
+ 2, if F is Type I,
4
[ n
24
]
+ 4, if F is Type II,
3
[ n
12
]
+ 3, if F is Type III,
2
[n
6
]
+ 2, if F is Type IV.
See [11] for details of the proof.
Definition 13. A virtually self-dual weight enumerator F (x, y) is called extremal
if the bound in Theorem 5 holds with equality.
Definition 14. A linear code C is called b-divisible, extremal, Type I, II, II, IV if
and only if its weight enumerator has the corresponding property.
The zeta functions of all extremal virtually self-dual weight enumerators are
known; see [5]. The following result can be found in [5].
Proposition 8. All extremal type IV virtual weight enumerators satisfy the Rie-
mann hypothesis.
For all other extremal enumerators, Duursma has suggested the following conjec-
ture in [4].
Problem 4. Prove that any extremal virtual self-dual weight enumerators of type
I-III satisfies the Riemann hypothesis.
3.6. Formal weight enumerators
Fomal weight enumerators are introduced by Chinen in [2]. They are similar to
virtual weight enumerators of type II. In this section we discuss the zeta poly-
nomials and its fundtional equation, as well as Riemann hypothesis for extremal
formal weight enumerators. All the definitions and the results may be found in
[2][3].
Definition 15. (Chinen ([2]) A homogeneous polynomial W (x, y) =
n∑
i=1
Wix
n−iyi
is called a formal weight enumerator if the following two conditions are satisfied:
(a) If Wi 6= 0 then 4|i, and
(b) W
(
x+ y√
2
,
x− y√
2
)
= −W (x, y).
Let C[x, y] be the polynomial ring in two variables and PGL2(C) acting on
C[x, y] by a linear change of coordinates, i.e., for a matrix M =
(
a b
c d
)
, we have
fM (x, y) = f(ax+ by, cx+ dy).
Let G8 be the subgroup of PGL2(C) generated as follows:
G8 =
〈
σ1 =
1− i
2
(
1 −1
1 1
)
, σ2 =
(−i 0
0 1
)〉
with i2 = −1. Weight enumerators of type II curves and formal weight enu-
merators lie in the invariant polynomial ring C[x, y]G8 . For the later ones, the
invariance under the action of
σ2(σ
2
1σ
3
2)
2 =
(
1 0
0 i
)
explains condition (a).
Lemma 1. The following statements hold true:
i) The invariant ring C[x, y]G8 is generated by the polynomials
W8(x, y) = x
8 + 14x4y4 + y8, and W12(x, y) = x
12 − 33x8y4 − 33x4y8 + y12
ii) A formal weight enumerator is a symmetric polynomial, i.e., W (x, y) =
W (y, x).
iii) A formal weight enumerator W (x, y) can be written as W (x, y) = g(x¯, y¯),
where x¯ = x4 and y¯ = y4 and g ∈ C[x¯, y¯].
Proof. It is easy to check that W8 and W12 are fixed by the generators of
G8. To show that C[x, y]
G8 = C[W8,W12] we have to show that the extension
C[x, y]/C[W8,W12] has degree |G8|. We leave this as an exercise.
Part ii) is an immediate consequence of Part i), since any formal weight
enumerator is generated by W8 and W12 which are both symmetric in x and y.
The same can be said for Part iii).
Notice that W8 is the weight enumerator of the extended Hamming code,
which is a type II code. The generator W12 is formal weight enumerator. In
general, a formal weight enumerator is W8
sW 2t+112 for positive integers s, t, and
linear combinations of such. It follows that a formal weight enumerator has degree
4(mod 8) and consists of an even number of terms.
If W (x, y) = xn +
∑n
i=dWix
n−iyi with Wd 6= 0, then n is called the length
and d the minimum distance of W (x, y). Set q = 2 and define
W⊥ =W
(
x+ y√
2
,
x− y√
2
)
Just as with virtual weight enumerators, there exists a zeta polynomial P⊥(T )
for W⊥(T ) which satisfies
P⊥(T ) = P (1/2T )2gT 2g,
where g = n/2 + 1 − d. From the definition, P⊥(T ) must coincide with the zeta
polynomial of −W (x, y). We obtain the following
Proposition 9. The zeta polynomial of a formal weight enumerator W (x, y) sat-
isfies
P (T ) = −P (1/2T )2gT 2g
Recall that weight enumerators of type II curves also lie in C[x, y]G8 . In
contrast to formal weight enumerator, the zeta polynomial of a type II curve
satisfies
P (T ) = P (1/2T )2gT 2g
The last proposition can be used to find the roots of the zeta polynomial for
a formal weight enumerator. They are α1, 1/2α1, . . . αs, 1/2αs for some s and
αj 6= ±1/
√
2, as well as ±1/√2 which occur in odd multiplicity. The proof is
similar to [16, Thm V.1.15].
Theorem 6. For any formal weight enumerator of length n and minimum distance
d, we have
d ≤ 4
[
n− 12
24
]
+ 4.
A formal weight enumerator is called extremal if the above holds with equality.
Problem 5. Prove that any extremal formal weight enumerator satisfies the Rie-
man hypothesis, i.e. all roots of the zeta polynomial have absolute value 1/
√
2.
4. Algebraic Geometry Codes and their weight distributions
4.1. Divisors on algebraic curves
Let X be an algebraic curve defined over Fq, F = Fq(X ) its function field of
rational functions, and PF the set of places of X . An integral linear combination
G :=
∑
imiQi, Qi ∈ PF is called a divisor. The set supp(G) := {Qi | mi 6= 0} is
called the support of G. If all ai ≥ 0, we call G effective and write G ≥ 0. The sum
of all integer coefficients
∑
imi of the divisor G is called the degree of the divisor
G. Denote by D(F) the abelian group of divisors and by E(F) the semigroup of
effective divisors. The set of principal divisors (f) for 0 6= f ∈ F forms a subgroup
of D(F). The quotient D(F)/P (F) is the divisor class group C(F), it is finitely
generated of the form C(F) = Γ × Z. The finite torsion subgroup Γ consists of
degree zero divisor classes. Let E be a degree one divisor. A divisor class [G] may
be represented as ([G] − degG · [E], degG). For a divisor G, denote
L(G) := {f ∈ F∗ : (f) +D ≥ 0} ∪ {0}.
the vector space of rational functions with pole divisor bound by G. It is well
known (Riemann) that
i(G) := degG− dimL(G) + 1 ≥ 0,
for any divisor G. The number i(G) is called the index of speciality of G. The
maximum of these indexes for all divisors is called the genus g of the curve X .
4.2. Algebraic Geometry Codes
Let P1, . . . , Pn be pairwise different rational places, and D = P1 + · · ·+ Pn. Let
G =
∑
imiQi be a divisor such that supp(G) ∩ supp(D) = ∅.
The following algebraic geometry codes have been introduced by Goppa in
the eighties:
1. CL(D,G) := {(f(P1), ..., f(Pn)) | f ∈ L(G)} ⊂ Fnq .
2. CΩ(D,G) := {(resP1 (ω) , ..., resPn (ω)) | ω ∈ ΩF (G−D)} ⊂ Fnq .
3. If P /∈ supp(D) and m is an integer, CL(D,mP ) is called one point code
of level m.
Consider the evaluation map
ϕ : L(G)→ Fnq , f 7→ (f(P1), ..., f(Pn)).
The function f ∈ L(G) has poles only on the support of the divisor G. But
supp(G) ∩ supp(D) = ∅, therefore f(Pi), i = 1, 2, . . . , n belong to some extension
of Fq. This extension has degree one since P1, . . . , Pn are rational places. It follows
that f(Pi) ∈ Fq, ϕ is a well-defined map and
CL(D,G) = ϕ(L(G)).
One can easily see that
ker ϕ = {f ∈ L(G) : f(Pi) = 0, i = 1, 2, . . . , n} = L(G−D),
therefore
dim L(D,G) = dim L(G)− dim L(G−D).
It follows that CL(D,G) is a linear [n, k, d] code of dimension
k = dim L(G) − dim L(G −D).
Proposition 10. CL(D,G)
⊥ = CΩ(D,G) under the standard Euclidean pairing in
Fnq . There exists a Weil differential η such that CΩ(D,G) = CL(D,D−G+(η)).
The reader can check the details of the proof at [16, Prop II.2.10]. Now we
are ready to define various algebraic geometry codes.
Definition 16. A code C = [n, k, d] is called weakly algebraic geometry code
(WAG) of genus g if it can be represented as CL(D,G) for some curve Xg of
genus g. If degG < n then C is called simply an AG code. The code C is called
strongly algebraic geometry code (SAG) if 2g − 2 < degG < n.
It can be shown that very linear code is a WAG code, but not all linear codes
are AG codes; see [17].
Proposition 11. If C is an [n, k, d]q-AG code then k = dimL(G) ≥ degG+ 1− g
and d ≥ n − degG, hence n + 1 − g ≤ k + d ≤ n + 1. If C is a SAG code then
k = degG+ 1− g.
Proof. If C = CL(D,G) is WAG, then deg(G−D) < 0, hence dimL(G−D) = 0.
It follows that ϕ : L(G)→ CL(D,G) is injective and CL(D,G) has dimension
k = dimL(G) ≥ degG+ 1− g.
If C is SAG, then 2g − 2 < degG < n and by the Riemann-Roch theorem
k = degG+ 1− g.
Let G = G1 − G2 with G1 ≥ 0, G2 ≥ 0. A non-zero function f ∈ L(G) has at
most deg(G1) poles and at least deg(G2) zeros on supp(G). It follows that the
number of its zeros outside supp D is at most degG1−degG2 = degG. Therefore
φ(f) has at least n − degG > 0 non-zero coordinates, and thus d ≥ n − degG.
The double inequality follows from the Singleton bound.
The numbers kc = degG+1−g and dc = n−degG are called respectively the
designed dimension and the designed minimum distance of the AG code CL(D,G).
Notice that dc + kc = n − g + 1, therefore the genus of the curve measures how
far the WAG code is from being an MDS code. If g = 0 then k+ d = n+1, hence
every rational AG code is MDS.
Proposition 12. CΩ(D,G) is an [n, k
′, d′] code with parameters
k′ = i(G)− i(G−D), d′ ≥ degG− (2g − 2).
If in addition, degG > 2g− 2 then k′ ≥ n+ g− 1− degG. If, moreover, 2g− 2 <
degG < n then k′ = n+ g − 1− degG.
Details of the proof can be found at [16, Thm II.2.7].
4.3. Weight distributions of AG codes
Computing the weight distribution of a linear code is generally a difficult problem.
However, the extra structure of AG codes allows he weight distribution problem
to be reformulated as one of the distribution of effective divisors over divisor
classes, and here the group structure of the divisor classes may be employed. We
follow closely Duursma [6].
Proposition 13. ([6]) Let C = CL(D,G) be an [n, k, d]q-AG code with weight
distribution (A0 = 1, Ad, Ad+1, . . . An). For i ≤ n, let ai = An−i be the number of
codewords with precisely i zeros. Then
ai = (q − 1)#{H : H ∼ G,H ≥ 0,#(supp(H) ∩ supp(D)) = i}
Proof. The evaluation map
ϕ : L(G)→ CL(D,G), f 7→ (f(P1), ..., f(Pn)).
is bijective since C = CL(D,G) is an AG code. As G and D have disjoint
support, the codeword (f(P1), ..., f(Pn)) has i zeros iff the support of H =
(f) + G has i places from supp D. The function f ∈ L(G), hence the codeword
(f(P1), ..., f(Pn)), is determined by the divisor H = (f) + G up to a non-zero
scalar.
It follows that to determine the weight distribution of an AG code CL(D,G),
one must study the effective divisors in the class of G that have a precise number
of places from supp D.
As in Section 4.1, the divisor class group is finitely generated of rank one,
i.e. it is isomorphic to Γ × Z via the choice of a degree one divisor E. Here Γ is
the finite torsion subgroup of degree zero divisor classes. The divisor G may be
identified with ([G] = G− degG ·E, degG · E) ∈ Γ× Z. Let
L(T ) :=
∑
r≥0
∑
h∈Γ
#((h+ rE) ∩ E(F))XhT r
be the generating function for the number of effective divisors in the divisor class
h+ rE. It should be considered as an element of C[Γ][[T ]], i.e. a power series of T
with coefficients in the complex group algebra C[Γ] of the torsion group Γ. The
characteristic functions {Xh : h ∈ Γ} form a basis of C[Γ] as a C-vector space.
Another basis of C[Γ] may be obtained using Γˆ, the characters of Γ. For χ ∈ Γˆ,
define
eχ =
1
#(Γ)
∑
h∈Γ
χ(−h)Xh
It is straightforward to show that Xheχ = χ(h)eχ, and using basic character
theory
Xh =
∑
χ∈Γˆ
χ(h)eχ.
It follows that {eχ : χ ∈ Γˆ} is a basis of orthogonal idempotents for C[Γ]. We get
the coordinates of L(T ) in these two bases
L(T ) =
∑
g∈Γ
L(T, h)Xh =
∑
χ∈Γˆ
L(T, χ)eχ.
The coordinate L(T, h) is clear from the definition of L(T ). We notice that
∑
h∈Γ
L(T, h) = Z(T )
where Z(T ) is the zeta function of the function field F. The other coordinate has
the following form
L(T, χ) =
∏
P∈P(F)
1
1− χ([P ])T degP ∈ C[[T ]]
After the substitution T = q−s, L(T, χ) is a Dirichlet L-series for the function
field F.
Let P be a rational place. Write it in the form [P ] + E with [P ] ∈ Γ. For a
subset P of rational places, define
ΛP(T ) =
∏
P∈P
(1 +X [P ]T ) ∈ C[Γ][T ]
with its coordinate functions
ΛP(T ) =
∑
h∈Γ
ΛP(T, h)X
h =
∑
χ∈Γˆ
ΛP(T, χ)eχ.
Theorem 7. The distribution over divisor classes of effective divisors that contain
precisely a given number of places from P is given by
AP(U, T ) = L(T )ΛP(U − T ) ∈ C[Γ][U ](T )
Its coordinate function AP (U, T, h) is the generating function for the number of
effective divisors in the divisor class h+ (i + j)E with precisely i places of P in
its support.
Proof. The Euler product decomposition of the distribution L(T ) is
L(T ) =
∏
P∈P(F)
(
1
1−X [P ]T degP
)
The contribution of a rational place P ∈ P in AP (U, T ) is
1 +X [P ](U − T )
1−X [P ]T =
X [P ]U
1−X [P ]T = 1 +X
[P ]U +X2[P ]UT +X3[P ]UT 2 + . . .
Hence the variable U keeps track of the precise number of places P that contribute
to a term of AP(U, T ).
Corollary 4. The coordinate function Asupp D(U, T, [G]) determines the weight
distribution of the AG code CL(D,G).
One computes the coordinate functions Asupp D(U, T, χ) and then applies an
inverse Fourier transform to recover the functions Asupp D(U, T, g). If the zeta
function of the function field F is known, then estimates of the weight distribution
of an AG code may be obtained via their average.
Theorem 8. If the zeta function of the function field F is Z(T ) then the average
weight distribution
1
#(Γ)
∑
h
AsuppD(U, T, h) =
1
#(Γ)
Z(T )(1 + U − T )n.
MacWilliams’ identity for the dual of an AG code may also be intrinsically
expressed via the generating function A(U, T ). Define an involution on C[Γ] via
Xh = X−h. Let W denote the canonical divisor class on X .
Proposition 14. (MacWilliams Identity) The distribution A(U, T ) satisfies a func-
tional equation
A(U, T ) = A(1/(U − T ) + 1/qT, 1/qT )X [W+D](U − T )n(qT 2)g−1
If G = h+aE andG′ = h′+a′E are divisors with G+G′ =W+D, then weight
distributions of CL(D,G) and CL(D,G
′) are given by the coefficients Aa−j,j,h
and Aa′−j,j,h′ of U
a−jT jXh and Ua
′−jT jXh
′
in A(U, T ). They are related via
the above proposition as in Eq. (8). This can be used for AG codes since the dual
of CL(D,G) is of the form CL(D,G
′ = W +D − G) and G + G′ = W +D. We
get
Proposition 15. The weight distributions of the dual codes CL(D,G) and
CL(D,G
′) are determined by the combined set of coefficients Aa−j,j,h and
Aa′−j,j,h′ for j = 0, 1, . . . g − 1. The remaining coefficients can be computed via
the MacWilliams’ identity.
4.3.1. Rational AG codes
Let C = CL(D,G) be an [n, k, d]q-AG code of genus g = 0. Since there are q + 1
rational places on a genus zero curve over Fq, we get n ≤ q + 1. The dimension
k = 0 iff degG < 0, and k = n iff degG > n− 2. For 0 ≤ degG ≤ n− 2 we have
k = 1 + degG and d = n − degG. Therefore k + d = n + 1 hence C is an MDS
code. It follows that the weight enumerator of any rational AG code is known
explicitly. Rational AG codes are described explicitly in [16, Sec 2.3]. They are
known as Generalized Reed Solomon codes.
4.3.2. Elliptic AG codes
Let C = CL(D,G) be an [n, k, d]q-AG code of genus g = 1. It follows from Weil-
Serre estimations for the number of rational points that the maximal length n of
elliptic codes is q+1 ≤ n ≤ q+1+ [2√q]. Since n+1− g ≤ k+ d ≤ n+1, either
d = n− k, or d = n− k + 1.
(a) [n, k, n−k+1]q-elliptic codes. These codes are MDS, and as we have seen
before, their weight enumerators are known explicitly.
(b) [n, k, n− k]q-elliptic codes. The dual of an elliptic code is also an elliptic
code, and the dual of an MDS code is also an MDS code. It follows that if C is
an elliptic [n, k, n− k]q-code, then C⊥ is an elliptic [n, n− k, k]q-code.
Proposition 16. Let C be a [n, k, n− k]q-elliptic code with weight enumerator
AC(x, y) = x
n +
n∑
i=n−k
Aix
n−iyi.
Let
AC⊥(x, y) = x
n +
n∑
i=k
A⊥i x
n−iyi,
be the weight enumerator of C⊥.
1. AC(x, y) is completely determined by An−k as follows
An−k+l =
(
n
k − l
) l−1∑
i=0
(−1)i
(
n− k + l
i
)
(ql−i − 1) + (−1)l
(
k
k − l
)
An−k,
for all 0 ≤ l ≤ k.
2. A⊥k = An−k, i.e. C and C
⊥ have the same number of minimum weight
codewords.
3. If n = 2k then AC(x, y) = AC⊥(x, y), i.e. C and C
⊥ are formally self-dual.
Proof. Recall from Prop 15 or Eq. (8) the MacWilliams relation
n−l∑
i=0
(
n− i
l
)
Ai = q
k−l
l∑
i=0
(
n− i
n− l
)
A⊥i , 0 ≤ l ≤ n. (18)
But A0 = A
⊥
0 = 1 and A1 = · · · = An−k−1 = A⊥1 = · · · = A⊥k−1 = 0, which for
l = k yield (2). Otherwise, we get get
n−l∑
i=n−k
(
n− i
l
)
Ai = q
k−l
(
n
l
)
(qk−l − 1), l = 0, 1, . . . , k − 1.
If An−k is known, then the equation with l = k − 1 yields An−k+1, the equation
with l = k−2 yields An−k+2 and so on. All numbers Aj can be found. The formula
for An−k+l in (1) is found by using induction. Statement (3) follows easily from
(1) and (2).
Thus, for the computation of the weight distribution of an [n, k, n−k]q-elliptic
code it is sufficient to compute the number of minimum weight codewords An−k.
We present this number in a few special cases when the elliptic code is of maximal
length n = |X (Fq)|, the general case is much more complicated and will not be
addressed here.
Proposition 17. Let X (Fq) = {P1, P2, ..., Pn}, and D = P1 + P2 + ...+ Pn. Let G
be a divisor such that X (Fq) ∩ supp G = ∅, 0 < degG < n, and CL(D,G) is not
MDS. If k = degG and n are co-prime, then
An−k =
q − 1
n
(
n
k
)
.
For the second result, recall that there is a bijection from the Jacobian of X
onto the set of rational points X (Fq). This gives rise to an algebraic operation ⊕
on X (Fq) such that (X (Fq),⊕) is an abelian group. Denote the identity of this
group by P . Let X (Fq) = {P, P1, P2, ..., Pn}, and D = P1 + P2 + ...+ Pn.
Proposition 18. Let 0 < k < n and G := kP1. Assume that k! and n+1 = |X (Fq)|
are coprime, and that CL(D,G) is not MDS. Then
An−k =
q − 1
n+ 1
[(
n
k
)
+ (−1)kn
]
The proofs of these last two results can be found in [15].
4.3.3. Higher genus AG codes
Let C = CL(D,G) be an [n, k, d]q-AG code of genus g ≥ 2. Denote m =: degG.
Since d ≥ n−m, we can re-write the weight enumerator of C as follows:
AC(x, y) = x
n +
m∑
i=0
An−ix
iyn−i = xn +
m∑
l=0
Bl(x− y)l,
where
Bl =
n−l∑
i=n−m
(
n− i
m
)
Ai ≥ 0.
Using MacWilliams identity (Prop 15), we get
Theorem 9. (Theorem 2, [6],[17]) Let C be an AG code of genus g. Then for
0 ≤ l ≤ m− 2g + 1 we have
Bl =
(
n
l
)
(qm−l−g+1 − 1),
and for m− 2g + 2 ≤ l ≤ m we have
max
{
0,
(
n
l
)
(qm−l−g+1 − 1)
}
≤ Bl ≤
(
n
l
)
(q⌊(m−l)/2⌋+1 − 1).
Thus, there are 2g−1 unknown parameters Bl, m−2g+2 ≤ l ≤ m in the weight
enumerator of an AG code of genus g.
Problem 6. Compute the parameters Bl, m − 2g + 2 ≤ l ≤ m in the case of
hyper-elliptic or super-elliptic curves.
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