This paper places the data revision model of Jacobs and van Norden (2011) within a class of trend-cycle decompositions relating directly to the Beveridge-Nelson decomposition. In both these approaches identifying restrictions on the covariance matrix under simple and realistic conditions may produce a smoothed estimate of the underlying series which is more volatile than the observed series.
Introduction
The dynamics of measurement errors in data revisions can be cast in a statespace framework, as recently in Jacobs and van Norden (2011) (JvN henceforth). In providing this richer analysis, they employ restrictions on the covariance matrix of the state equation to identify revisions from previously unknown information (known in the data revision literature as 'news' ) from those due to a forecastable process ('noise').
Related parameter restrictions on the covariance matrix of the state equation are also employed in the Beveridge-Nelson (1981) trend-cycle decomposition literature (henceforth BN), see e.g. Morley (2002) and the single source of error approach of Anderson, Low and Snyder (2006) . For a recent overview on parameter restrictions in state-space models see Jun et al. (forthcoming) . Morley, Nelson and Zivot (2003) show that the difference between unobserved components models (UC) and Beveridge-Nelson (BN) decompositions stems from the restrictions on the correlation between innovations to trends and cycles.
Data revisions occur to an underlying series, until the final series value is reached. These final values are denoted as the 'truth' in JvN. They are interested in how the entry of previously unknown information and forecastable processes influences the evolution of this 'truth'. To identify the model, shocks to the previously unknown information and the 'truth' are assumed to be negatively correlated. The consequence of this is that the smoothed 1 underlying 'truth' can become more volatile than the observed data. This is true even for stationary time series. Proietti (2006, p76) similarly noted that the trend may be more volatile than the observed data for BN trendcycle decompositions. This issue is also evident in the discussion of weighting patterns and smoothing in Koopman and Harvey (2003) .
All computations in this paper are done in Oxmetrics 6.20, using the SsfPack libraries.
The JvN model in the case of one release
For simplicity we confine our attention to the case where we observe an original data release for a variable y t , without a subsequent revision. The only source of measurement error is the new information. Then, the measurement equation for the observed variable becomes
Assuming an AR(1) process for the truth, the state equation becomes
where
so the truth and new information shocks (given by η et and η νt ) are negatively correlated, and the ratio 3 Filtering and smoothing Figure 1 shows the smoothed and filtered truth together with the standardized simulated series from the model of Section 2 for (ρ, σ e , σ ν ) = (0.25, 0.5, 0.5).
We observe that the filtered truth is exactly the same as the simulated series, whereas the smoothed truth is very close to the observed series.
[ Figure 1 about here.]
In Figure 2 we assume that disturbance of the new information is ten times larger than the disturbance of the truth (ρ, σ e , σ ν = 0.25, 0.5, 2.5). The filtered truth is still exactly the same as the simulated series, but now the smoothed truth is much more volatile than the simulated series. 
Conclusion
The JvN data revision model is related to trend-cycle decompositions in a way 
