The spatial quantile regression model is a useful and flexible model for analysis of empirical problems with spatial dimension. This paper introduces an alternative estimator for this model. The properties of the proposed estimator are discussed in a comparative perspective with regard to the other available estimators. Simulation evidence on the small sample properties of the proposed estimator is provided. The proposed estimator is feasible and preferable when the model contains multiple spatial weighting matrices. Furthermore a version of the proposed estimator based on the exponentially tilted empirical likelihood could be beneficial if model misspecification is suspect.
Introduction
Spatial models are quickly gaining prominence in areas such as economics, sociology environmental studies and economic geography building on a long standing tradition in regional studies, real estate and geographical analysis. The popularity of such methods is partially due to the realisation that 'space' need not be only geographical, but alternative distance metrics, such as economic and social distances can be employed instead resulting in wide applicability of 'spatial' analysis methods. As a result whenever one is concerned with analysis of issues such as social interaction, social norms, social capital, neighbourhood effects, peer group effects, strategic interaction, reference behaviour or yardstick competition theoretical models applying to such concepts are very likely to be susceptible to investigation involving 'spatial' methods.
Some examples of theoretical models explicitly considering such issues include the models of increasing returns, path dependence and imperfect competition that underline much of the new economic geography literature (see Fujita et al. 1999 for an overview), neighbourhood spillover effects (Durlauf 1994; Borjas 1995; Glaeser et al. 1996 ) macroeconomic interaction models (Aoki 1996 and Durlauf 1997) and the interaction framework of Brueckner (2003) . 
Spatial quantile regression
Here we will consider the so called spatial quantile regression model. Since this particular term has been used to denote two very different specifications it is important to clarify which one we are referring to. In this paper we follow the definition provided in Kostov (2009) 
Recently Reich et al. (2011) proposed a totally different model which they also called spatial quantile regression. Their model is a quantile regression with Bernstein polynomial basis representation for the coefficients in which the basis functions are allowed to vary over space.
The model of Reich et al. (2011) is a compromise between (Bayesian) non-parametric and parametric approaches to the quantile reression problem. The model of Kostov (2009) on the other hand is fully parametric (frequentist) quantile regression, characterised by endogeneity.
The spatial quantile regression model, proposed by Kostov (2009) 
It is a straightforward quantile regression extension of the widely used in spatial econometrics linear spatial lag model. The quantile of the dependent variable y is modeled as a function of its spatial lag s W y (obtained using some predetermined exogenous spatial weighting matrix s W ) and explanatory variables X. Hereafter we will treat the spatial weighting matrix as given. It is worth noting that the latter can be viewed as a combination of 'spatial' connectedness (neighbourhood structure) and weighting scheme, and defines an interaction pattern amongst the units of analysis. Although discussing the way such interaction pattern is to be determined falls outside the scope of the present paper, the actual metrics system for doing so does not need to be geographical, as the term 'spatial' implicitly suggests. Indeed wide range of alternative distance metrics, such as economic, social, technological, cultural etc. can be employed to produce such 'spatial' weighting matrices and the implications of the spillovers represented by these can be analysed by this model.
The same model has been studied in Su and Yang (2011) under the name spatial quantile autoregression, a name that makes the link to the mean model that is being generalised, much more explicit. Since in essence the spatial quantile regression is a straightforward generalization of the (mean) spatial lag model, in empirical analysis similarly to the latter, the main point of interest will be the partial derivatives
, rather than the raw coefficients     . Hereafter, in order to simplify discussion we will ignore this and will focus on estimation issues, concerned with the raw coefficients.
In contrast to the standard (linear) spatial lag model the spatial lag parameter   (1). Here however we will ignore such possibilities and will focus on the original specification for the spatial quantile regression.
Since the spatial lagged variable is present on the right hand side of (1) then, similarly to the mean case, the conventional quantile regression estimator of Koenker and Bassett (1978) will in general be inconsistent. To solve the exogeneity problem Kostov (2009) proposed instrumental quantile regression estimation. In particular two different estimators could be implemented. The first is the two-stage quantile regression estimator of Kim and Muller (2004) , implemented in a spatial setting by Zietz et al. (2008) . The other is the instrumental variable quantile regression method of Chernozhukov and Hansen (2006) , adapted to spatial models in Kostov (2009 
Empirical likelihood estimator
The empirical likelihood (EL) method (Owen 1988 (Owen , 1990 (Owen , 1991 ) is a nonparametric analogue of likelihood estimation and can be applied to inference of distribution functionals. Its asymptotic variance is the same as that of the efficient GMM (meaning that it is asymptotically efficient). The empirical likelihood (EL) estimator is studied in some detail in Owen (1988) , Qin and Lawless (1994) and Imbens (1997) . Newey and Smith (2004) showed that the EL estimator and some other related methods, such as the continuous updating estimator (CUE) of Hansen et al. (1996) , and the exponential tilting (ET) estimator of Kitamura and Stutzer (1997) and Imbens et al. (1998) all belong to the same family of generalised empirical likelihood (GEL) estimators (although strictly speaking they extend the earlier result of Smith (1997) with regard to the EL and ET). Furthermore Newey and Smith (2004) have proven some interesting theoretical results. These include the fact that in addition to being robust to the number of moment restrictions, the higher order bias of GEL equals the asymptotic bias of the infeasible GMM (i.e. the GMM constructed using the optimal (asymptotic variance minimizing) linear combination).
A major obstacle to the more widespread usage of the above EL type of estimators is the fact that direct optimisation of their objective function can be numerically complicated. This has precluded full-blown Monte Carlo studies of their presumably better finite sample properties.
Ramalho (2005) is one of few exceptions with empirical results demonstrating the better performance of the EL type of estimators over the GMM estimators.
To facilitate the discussion consider the following alternative representation of the spatial quantile regression model of Kostov (2009) : In principle the parameters are varying by quantile and should be indexed by it in Eq. (2) above. Here however for simplicity we will focus our attention on a single (unspecified) Before introducing our approach, consider the quantile regression model with no endogeneity, i.e.
To estimate the model in Eq. (3) we can use the unconditional moment conditions implied by quantile restrictions which are given by:
or the conditional (on the exogenous variables) moment conditions:
where I(.) is the indicator function.
Using any set of moment conditions above GMM type of estimators can be constructed. Note that the most popular linear quantile regression estimator, due to Koenker and Bassett (1978) can be viewed as a GMM type of estimator based on a set of unconditional moment restrictions given in Eq. (4) For a model with endogeneous variables, it is more natural to consider conditional moment restrictions, since conditioning upon the endogeneous variables is necessary to eliminate their influence (in term of the residuals). On the other hand, using instruments to account for endogeneity leads to instrument orthogonality conditions, which have the same form as the unconditional moment conditions.
The estimator of Hansen (2006, 2008) can be viewed as an unconditional restrictions GMM type of estimator. They exploit the conventional unconditional moment restriction and the instruments orthogonality restriction:
where i Z is a vector with some instruments, employed to control for endogeneity. Typically these instruments will be i i Z WX  , i.e the spatial lags of the independent variables. In the literature GMM estimation often uses higher (normally second order spatial lags. For simplicity here we will restrict ourselves to the first order spatial lags. Since both Kostov (2009) and Su and Yang (2011) use this set of instruments, this would be consistent with previous work in this area. The latter is however by in no way restrictive, since the methods discussed here can use any other alternative set of instruments. Hansen (2006, 2008) consider a model with single endogenous variable and by applying a grid search for the values of the parameter of the endogenous variable (  which in this case is a scalar) effectively eliminate its influence. Then for each value of  they apply the quantile regression estimator of Koenker and Bassett (1978) , which amounts to using Eq. (6). Finally for the range of  values they construct they construct a matrix norm that effectively measures the extent to which the orthogonality condition in Eq. (7) is met and select the value of  which best achieves this. In the notation of Eq. (6) and Eq. (7) above  is fixed and as a consequence the endogeneity issues disappear. In essence the approach of Hansen (2006, 2008) implicitly conditions the otherwise unconditional moment restrictions given in Eq. (6) and Eq. (7) on the endogenous variable d . This conditioning is evaluated over a grid of values for  . We suggest to implement this conditioning explicitly, by replacing the unconditional moment restrictions by their conditional counterparts.
We can rewrite Eq. (6) and Eq. (7) in the following form:
In contrast to the unconditional moment restrictions in Eq. (6) and Eq. (7), here we condition on the endogenous variable(s). This allows us to explicitly consider the endogenous variables in the construction of the moment conditions, rather than 'excluding' them as in Hansen (2006, 2008) . This amounts to evaluating the conditional moment conditions globally. The above moment conditions as given in Eq. (8) and Eq. (9) can also be viewed as estimating equations to be used to estimate the quantile regression model under endogeneity. The validity of such an approach would in general require identification, which in this particular case can be established with regard to the results of Hansen (2006, 2008) since they are using a constrained version of the same moment conditions and therefore the model specified by Eq. (8) and Eq. (9) is properly identified. See
Otsu (2003) for detailed condition of this why using the conditional moment conditions identifies the same model specified by the unconditional conditions and increases and is more efficient.
Since the theoretical work concerning EL estimation typically assumes smooth functions of random variables, the indicator function in Eq. (8) and Eq. (9) presents a problem. This can however be overcome by replacing it with a smooth function in such a way that the resulting problem is asymptotically equivalent to the original one (see e.g. Kitamura et al., 2004) .
Given some bounded, compactly supported (over [-1,1] ) and integrated to unity kernel
, a smoothed versions of Eq. (8) and Eq. (9) can be obtained by:
and
To simplify notation let us denote by  the overall parameter vector (i.e. (10) and Eq. (11) above and omit the conditioning operator. This allows us to write the moment conditions in the following compact form:
In general the above set of moment restriction could be estimated by:
Using Eq. (13) 
and i p are the so called implied probabilities associated with the i th observation with
Introducing another n (n being the sample size) unknowns in the system of equations (14) results in a case where there are more unknowns that equations, resulting in multiple possible solutions. The EL selects among these the one for which the distance between the vector of probabilities p and the empirical density 1/n is minimised. In the more general Generalised Empirical Likelihood (GEL) type of estimators this distance is represented by a Cressie-Read family of discrepancies. The EL approach, which a particular case of the above mentioned GEL family uses the likelihood ratio to measure this distance.
Then the (smoothed) empirical log likelihood ratio function (also referred to as profile empirical (log) likelihood) would be defined as:
where
is a vector on non-negative weights, summing up to 1.
The Empirical Likelihood estimator can be obtained as a constrained optimisation program, The standard Langrage Multiplier method allows one to derive the optimal weights and replacing them back into the empirical log likelihood ratio expression one can obtain:
where   t  is a vector of Lagrange multipliers.
Then the smoothed empirical likelihood estimator can be defined as:
We also need confidence intervals for the smoothed empirical likelihood (SEL) estimates.
Different methods to obtain such confidence intervals are discussed in Whang (2006) Similarly to the parametric likelihood we can obtain confidence intervals by simply contouring the empirical likelihood ratio.
Given the point estimates for each parameter we can apply the following to find the confidence limits at a given confidence level. Here we only describe this for the upper boundary, but the same algorithm is used to obtain the lower boundary.
(i) Take some starting value for the upper boundary.
(ii) Then estimate a restricted quantile regression model in which the value for this parameter is fixed at the current upper boundary.
(iii) Calculate the smoothed empirical likelihood ratio for the restricted model with regard to the full model. Compare with the desired probability level (the ELR follows asymptotically This is pre-print of an article published in Journal of Geographical Systems. The final publication is available at www.springerlink.com or at http://dx.doi.org/10.1007/s10109-012-0162-3 chi-square distribution, see Owen, 1990) . Adjust the value for the upper boundary if necessary.
Steps (ii)-(iii) are iterated through until the desired probability level is achieved. This procedure is then repeated for both the upper and lower boundary for each coefficient. In principle step 2 involves repeatedly solving problems like Eq. (17). One can however greatly reduce the computational load and use simpler to calculate estimator, such as the linear programming estimator of Koenker and Bassett (1978) instead in step 2. As for the starting values, these are not crucial, but values that are closer to the reality will reduce the number of search iterations. Therefore one may use the standard errors estimates from a conventional quantile regression routine. Taking into account that the EL intervals can be expected to be more conservative and therefore wider it would be desirable to increase the starting intervals.
For example while adding (or subtracting for the lower boundary) two standard errors to the parameter value, could be considered a workable strategy, one may want to increase this to say 3 standard errors (or 2.5 as in the present application) in order to get closer to the final results.
Contouring the empirical likelihood ratio however depends on it being (asymptotically) chisquare distributed. When considering model with dependent data however, although the empirical likelihood estimates remain consistent, the dependency in the data may cause the empirical likelihood ratio to lose it chi-square distribution. (see Kitamura, 1997 for details).
Several alternatives to produce confidence intervals could be used. Spatial bootstrap (both parametric and non-parametric) could be employed, but this would in general be undesirable due to the high computational costs. Alternatively the block empirical likelihood approach of Kitamura (1997) can be used.
The blocking idea amounts to treating dependence in a fully nonparametrical way. It is easier to explain it in the time series setting where it was originally introduced. One uses blocks of consecutive observations to provide a nonparametric evaluation of the dependence in the data. The time series blockwise empirical likelihood was first proposed by Kitamura (1997) and Kitamura and Stutzer (1997) . It proceeds as follows. First one forms blocks of observations. The aim of forming such blocks is to retain the dependence pattern within each block. At the same time, similarly to the block bootstrap, the dependence structure between the blocks is destroyed. Then one simply applies the 'standard' EL estimation treating the block as if they were i.i.d. observations. The only difference is that the moment conditions i.e. Eq. (10) and Eq. (11) 
in our representation) are replaced by what Kitamura and Stutzer
This is pre-print of an article published in Journal of Geographical Systems. The final publication is available at www.springerlink.com or at http://dx.doi.org/10.1007/s10109-012-0162-3 (1997) call the 'smoothed moment function', which is simply the averaged over each block moment function. Kitamura (1997) suggests that more general weighting schemes (in place of simple averaging) could be employed but virtually all related research uses averaging.
The block empirical likelihood estimator has been shown to achieve the same asymptotic efficiency as an optimally weighted GMM for the dependent data case (see Kitamura, 1997 for details). Although the standard and the block empirical likelihood are both consistent and can be used for obtaining point estimates, in the case of weakly dependent data the block EL can be used to provide valid confidence intervals. For weakly dependent quantiles, Chen and
Wong (2009) Note however that here we deal with spatial data. Since the latter is typically characterised by two dimensions, constructing blocks of data that preserve spatial dependence is slightly more involved than in the time series case. Nordman (2008) 
2). It is a heuristic based
on the premise that although some block sizes could be too small or too large, one may expect a whole range of values for the block size to yield an asymptotically correct inference. This is translated into visual inspection of the EL confidence intervals for a range of block sizes to establish a stability region.
The EL estimation proposed here will be valid under the same set of assumptions as in Su and Yang (2011). One important difference is that the method suggested here depends on instrument identification (i.e. their assumption 4(iii)), while for the IVQR this assumption is not necessary, because under weak identification the method is still valid, and efficient inference can be obtained by inverting the Wald type statistic, as suggested in Chernozhukov and Hansen (2008) . The cost of dispensing of the above assumption is that the alternative approach will produce wider confidence intervals (see Kostov 2009 for an empirical illustration of this point). For the EL approach outlined here however instrument validity is crucial. Kim and Muller's (2004) The latter two approaches seek to actively impose the orthogonality conditions for the instruments. In the case of weak identification for example, this would be preferable. In the latter case for the instrumental quantile regression estimator (IVQR) the indirect approach of Chernozhukov and Hansen (2008) based on inverting the Wald test statistic could be employed to ensure valid finite sample inference as demonstrated in Kostov (2009) . For the SEL estimator, the general EL higher order asymptotic efficiency arguments apply leading to better finite sample performance, although inference is dependent on the right choice of block size. It is worth mentioning that there is a third approach to endogeneity, namely the 'control function' (CF) approach. For a (non-spatial) quantile regression application of the latter, see Lee (2007) .
Comparison with alternative estimators
In the 2SQR and CF approaches, it is required that a reduced-form equation of the endogenous variable (used to produce correspondingly the 'fitted values' and the 'control variable') is valid, and the estimation of the reduced-from equation is consistent. Then the This is pre-print of an article published in Journal of Geographical Systems. The final publication is available at www.springerlink.com or at http://dx.doi.org/10.1007/s10109-012-0162-3 asymptotic distributions of the 2SQR and CF estimators will depend on the method used in the estimation of reduced-form equation of the endogenous variable. In contrast, the instrumental variable estimators (such as the IVQR or the ELQR) are robust to the method of obtaining the estimated instrument. They do not require reduced-form equation of the endogenous variable. In the homoscedastic case all the above estimators could be used to provide consistent estimates. Under heterogeneous effects however the 2SQR estimates could be biased (see Chernozhukov and Hansen, 2006 for the theoretical argument and Kwak, 2010 for simulation evidence). Since in the spatial quantile regression the potential spatial dependence in the data could create such heterogeneity and the conditions under which the 2SQR remains consistent under such circumstances (e.g. constant effect of the endogeneous variable(s) across quantiles) are rather restrictive, we will not pursue the 2SQR in this paper.
Of course a quantile regression model with constant spatial lag effect could in some circumstances be a desirable approach, but the model pursued here is much more general.
Another point to consider is the number of endogenous (spatially lagged in this case)
variables. The method used in Kostov (2009) 
Simulation study
In order to investigate the finite sample performance of the proposed estimator, we carried out a small simulation study. In this study we consider the direct estimates of Eq. (1). Note that in real word problems analysis correct interpretation of the model parameters would require computation of the partial derivatives, as suggested in LeSage and Fischer (2008) . For the spatial quantile regression such a computation can be done similarly to the linear spatial lag model. In order to simplify matters here we will treat these partial derivatives as unknown.
In principle we follow the simulation design of Su and Yang (2011) with some modifications.
In addition to the empirical likelihood estimator we considered the instrumental variable quantile regression estimator of Hansen (2006, 2008) as well as the exponentially tilted empirical likelihood (ETEL) estimator of Schennach (2007), adapted to quantile regression in the same way as the proposed estimator. Since the ETEL estimator is in principle robust to misspecification, it would be interesting to look at its finite sample performance for the spatial model. Although in the simulation design we do not consider misspecification, it is nevertheless useful to consider the cost that such robust estimators pay whenever misspecification is absent. Additionally we also consider two mean estimator, namely the spatial two-stage least squares (STSLS) of Kelejian and Prucha (1998) and the (quasi) Maximum Likelihood (QML) estimator.
The STSLS is probably the simplest, least computationally expensive estimator for spatial lag type of models, while the QML is still the most widely applicable such estimator.
The specific DGP used in the simulations follows Su and Yang (2011):
where i w is the spatially lagged dependent variable,
is a probability distribution function. In the first set of simulations we use the standard normal distribution, while in the next one we use a Student-t distribution with 3 degrees of freedom. We denote the former as DGP1 and the latter as DGP2. The above setup simulates a quantile regression process in which the linear quantile restriction is met (see Su and Yang, 2011 for details) and we will not discuss it here. We simulate the spatial weighting matrix under rook contiguity again following Su and Yang (2011) . This is implemented as follows:
(i). Generate randomly n integers (n is the sample size) from 1 to n without replacement.
(ii). Arrange the above numbers in a matrix with ten rows (Su and Yang, 2011 use only five rows).
(iii).
Regarding the matrix created in step 2 above as a spatial locations grid and the numbers populating it as the corresponding observation numbers create a neighbourhood matrix according to rook contiguity (iv). Row standardise the spatial weighting matrix created in step 3 above.
We simulate samples with size of 100, 200 and 500 observations. A different spatial weighting matrix is simulated within each iteration. Each set of results is based on evaluating 1,000 Monte Carlo replications. Note that in the above simulation design the median and the mean for each of the parameters coincide. This allows one to compare the median quantile regression results with the two mean regression estimators employed in this study. 
Simulation Results
Following similar simulation design to that of Su and Yang (2011) allows for comparison with their results. The results presented here seem to show slightly higher empirical bias, as well as standard deviation and RMSE. This is due to on the one hand the slightly different design for the rook contiguity matrix with ten rather than five rows, which results in a slightly 'denser' interaction pattern. The other reason (the random number generation notwithstanding) for such differences could be the fact that we simulate different spatial weighting matrix in each iteration. (Su and Yang (2011) are unclear about whether they use the same spatial weighting matrix in their replications). In general the RMSE decreases across all estimators, as the sample size increases, which is to be expected.
The first point of interest is the comparative performance of the EL type of estimators for the 0.5 th quantile with regard to the conventional mean regression estimators. Although, the median-based quantile estimators generally perform better than the mean regression estimator, interestingly they are more dispersed (higher standard deviation and RMSE) than the QML for the small sample size (n=100). The additional variability introduced by simulating different spatial weighting matrices could have contributed to such a slower convergence when the sample size is smaller. The overriding conclusion from this comparison is that the quantile estimation methods are comparable to the mean regression method for spatial lag models.
The other, more important issue, to consider is the relative performance of the suggested estimator against the IVQR at different quantiles. In general the EL estimator performs very similarly to the IVQR in terms of both bias and RMSE. The ETEL estimators seems to be slightly worse than the EL one in terms of empirical bias, but tends to perform slightly better This is pre-print of an article published in Journal of Geographical Systems. The final publication is available at www.springerlink.com or at http://dx.doi.org/10.1007/s10109-012-0162-3 in terms of RMSE under non-normal heteroscedastic errors (i.e. DGP2). This suggests that in some cases the additional computational costs associated with EL estimators may not bring in sufficient advantages to justify their usage over the IVQR estimator. Yet, as already discussed, whenever the IVQR is difficult to implement, as e.g. in models with multiple spatial weighting matrices, it is preferable, and given that it has similar properties to the IVQR estimator, it can be a more effective alternative.
Another interesting conclusion from the simulation results, that may require further investigation is the fact that although being outperformed by the other quantile estimators, the ETEL estimator is still performing reasonably well. Given that it is robust with regard to misspecification, it looks like that it pays a relatively small price for such robustness. It could therefore be interesting to consider the issue of misspecification and the comparable performance of the alternative estimators in such circumstances. We can nevertheless tentatively suggest the when a misspecification is suspect, it might be warranted to undertake ETEL estimation, i.e. to consider the additional computational costs as a trade-off for limiting its implications on the results. The exact consequences of such a choice will need to be investigated separately and is beyond the scope of the present study.
Conclusions
This paper suggested an alternative smoothed empirical likelihood estimator for the spatial quantile regression model. Although this estimator can be computationally demanding for larger sample sizes, it is feasible and practical for small and medium size samples typical for spatial dependence problems, where the parametric rate of convergence of the quantile regression estimators can be most beneficial. The main computational cost of the proposed procedure lies in contouring the empirical likelihood in order to obtain confidence intervals.
Therefore alternative methods for achieving this task, outlined in the methodology section, could reduce its computational costs and increase its appeal.
One of the main advantages of our proposal however lies in establishing a general estimation framework in which the empirical likelihood can be substituted by alternative estimation criteria (most notably those of the generalised empirical likelihood family) resulting in a range of estimators that should be able to achieve higher order improvements compared to more standard (generalised) method of moments approaches. 
