Abstract -The traditional kernel two-dimensional principal component analysis (K2DPCA) method did not take full advantage of the class information for face images and there are both "outer class" problem and "hard classifier" problem on face recognition. Therefore, a new face recognition method based on fuzzy kernel two-dimensional principal component analysis (FK2DPCA) is presented . Firstly, it introduces fuzzy concept into K2DPCA. Secondly, the class separability of criterion will be extended to high dimensional feature space by the use of kernel method. Furthermore, we select the eigenvectors that betweenclass scatter is greater than within-class scatter after projection as optimal projection axis. Finally, it uses the nearest neighbor classifier for face recognition . The experiment results on ORL and YALE face databases show that the FK2DPCA is better than other traditional methods.
I. INTRODUCTION
Face recognition has become an important research direction of biometrics, face feature description is one of the key steps [1] , mainly by extracting the effective face identification and the design of complex classifier [2] . Principal component analysis (PCA) [3] and two dimensional principal component analysis of (2DPCA) [4] are both the linear feature extraction method of minimum square error sense. However face space is a nonlinear manifold structure, they cannot effectively extract nonlinear face structure feature for classification. Kernel techniques can effectively to the traditional subspace methods for nonlinear improvement. Hui Kong et proposed a two-dimensional kernel principal component analysis (K2DPCA) method [5] , which uses the kernel learning method not only to extract nonlinear features of human face but also to map the nonlinear inseparable face image into the high-dimensional feature space H , establishing the optimal hyper plane in H to realize the linear separable [6] . But PCA, 2DPCA and K2DPCA methods all do not make full use of class information of training samples [7] . So Li Yong zhi et proposed a combination of class information kernel principal component analysis method [8] , where the training samples of known classification information are put into the feature extraction of face. But there are still two problems: one hand when the sample is far away from the average of itself by virtue of illumination, expression and accessories etc, the edge of class problem [9] will appear, in which case the sample classification is not scientific any more and there is a hard classification problem [10] ; on the other hand, the method that only choose the eigenvectors corresponding to the lager eigenvalues as the optimal projection axis [11] , discards some face information easy to identify. So the selection of the optimal projection axis is not accurate.
This paper proposed a face recognition method based on fuzzy two-dimensional kernel principal component analysis (FK2DPCA). First we introduce the fuzzy concepts in K2DPCA, using fuzzy K nearest neighbor algorithm to each category of membership calculation of sample the class center in H and definite fuzzy scatter matrix H based on the membership information for the categories and distribution information of samples being fully integrated into the facial feature extraction. Some improvements aiming are made for the edge problem in face recognition produced by face illumination, facial expressions and so on. Secondly, the use of nuclear learning class separability criterion will be extended to high-dimensional feature space H . Then, we select the eigenvectors that between-class scatter is greater than withinclass scatter after projection as optimal projection axis, in order to obtain the optimal discriminant features of face. At the same time the nearest neighbor classifier is used for classification and recognition.
II. TWO-DIMENSIONAL FUZZY KERNEL PRINCIPAL COMPONENT ANALYSIS METHOD
There are two fundamental problems on K2DPCA method. One is to select only the relatively larger eigenvectors as the optimal projection axis, disregarding the relatively small nonzero eigenvalues and the corresponding eigenvectors which contains face information beneficial to recognition [11] . On the other hand it does not fully utilize the face training samples of known category information.
A. Two-Dimensional Fuzzy Basic IDEA of Kernel Principal Component Analysis Method
For hard classification problems and edge issues of K2DPCA method existing in face recognition, Similar method is used in the literature [12] . First of all, we introduces the fuzzy concept into K2DPCA, using the corresponding membership functions to put the class information and the sample distribution information into feature extraction. Then we build the class separability criterion for samples in high dimensional space. Finally, we use the nearest neighbor classifier to classify recognition. The sample membership functions can be got by the rule of fuzzy neighbour [10] : First of all we make up the distance matrix 1 D by the distance between the training samples. Second, we set the second diagonal matrix 1 D to infinity; then by size order matrix of each line, we can get the matrix 2 D , by which K nearest neighbor points and the corresponding category information can be obtained. Finally by (1), the corresponding membership degree matrix P is the priori probability of i th class sample, which is defined as follows:
Definition 1: the fuzzy within-class scatter matrix for the sample in H is:
Definition 2: the fuzzy between-class scatter matrix for the sample in H is:
Fu is the overall sample average. m is the fuzzy index.
Definition 3: the fuzzy total scatter matrix for the sample in H is: 
B. Class Separability Criterion in High Dimensional Feature
Space From the perspective of selecting the optimal projection axis, the kernel-based learning method is introduced into the class separability criterion [13] forming the high dimensional feature space H class separability criterion, to improve the accuracy of selecting the optimal projection axis.
Different face samples in the original image in the feature space is not necessarily linear separable, but is linearly separable in high dimensional feature space. In order to achieve the non-linear separate original face image in the feature space and the linearly separable in the high dimensional feature space H , K2PDCA face recognition methods, first of all, use the nuclear method to map face image into H by nonlinear transformation. Then we can get the corresponding optimal projection axis, which is used to establish the most optimal projection space. Finally when face image feature can be represented by a point on the H ,we compute the distance between two points in the twodimensional space method to calculate the difference between two samples, and the size of the difference can be measured by the size of the available distance as class separability criterion in high dimensional feature space.
Therefore, putting the class separability criterion into highdimensional feature space can get available class separability criterion in high dimensional feature space.
Definition 4: the between-class scatter matrix for the sample in H is:
Definition 5: the within-class scatter matrix for the sample in H is:
Definition 6: the overall scatter matrix for the sample in H is
 A is the ith sample average in H and ( )  A is the average of all the training samples in H . The trace of overall scatter matrix trace available is :
So the trace J of the total scatter matrix t  S can be treated as class separability criterion in sample H .The greater J stands for the more dispersed samples.
C. Feature Vector Selection and Face Recognition
Due to the relatively smaller non-zero eigenvalues and the corresponding eigenvectors in K2DPCA method does not participate in the optimal projection axis, which leads to lose a part of the face information for identification [11] . So this paper makes some improvements.
Firstly, according to the high dimensional feature space separability criterion in H , we can get all non-zero eigenvalue projection space { } Secondly, we choose the one the between class scatter being larger than the within class scatter after projection as the optimal projection axis.
so the optimal discriminant features of face can be expressed as:
represents the optimal projection space, and i w is an optimal projection axis in the optimal projection space. d is the optimal projection axis number, d h  , and ( )  A represents a collection of the corresponding training samples of H . By the formula (10), we can obtain the optimal characteristics of the k i A face image of the p individual identification:
By using the same method, we can also get the corresponding optimal identifying characteristics test Y . Then, the nearest neighbor classifier is used for classification and recognition, i.e.
We can get that when p Y belongs to the i class samples, test sample test Y belongs to the i class of face images.
III. EXPERIMENTAL RESULTS AND ANALYSES In order to verify the effectiveness of the algorithm for PCA, 2DPCA, K2DPCA, FK2DPCA face recognition methods are in ORL face database and YALE comparative experiments carry out on.
In order to make the experiment more comparable, 1,2,…,9 face images are selected as a training sample by order, and we make tests using the remaining samples. To reduce the calculation amount, the image dimensions ORL and YALE face image database were normalized to 28 × 24 and 61 × 80, and the kernel function is Gaussian kernel function:    , and the nearest neighbor classifier is used for face classification and recognition.
From table 1. and table 2., figure 1. and Figure 2 . can see, the FK2DPCA method is more stable and efficient than PCA, 2DPCA and K2DPCA on the overall performance face recognition. This is because that the fuzzy membership information of the sample class information and the distribution of information is completely integrated into the final feature extraction in FK2DPCA method and we make effective improvement on the edge and hard classification problem existing in face recognition. Then we select the between class scatter being larger than the within class scatter as the optimal projection axis after projection, which may be smaller feature selection with face identification features of the value of the eigenvectors corresponding to participate in the optimal projection axis. IV. SUMMARY Theory analysis and experimental results show that the algorithm in this paper, compared to many of the traditional algorithm, has certain advantages on the face recognition. First of all, face recognition method of fuzzy two-dimensional kernel principal component analysis inherit the advantages from the K2DPCA. Then, the fuzzy concept is introduced into face recognition method of K2DPCA. We make effective improvements in this paper, defining the samples in the high dimensional feature space fuzzy scatter matrix and testing center by membership information, putting the distribution information of samples and the categories of information completely into the feature extraction in the last class. What is more, we take the edge of the class of problems and the presence of the hard classification for Face vulnerable illumination, expression and other factors into consideration. Finally, we establish separability criterion of face samples in the high dimensional space and select the eigenvectors that between-class scatter is greater than within-class scatter after projection as optimal projection axis, to improve the accuracy of the method and the expression ability for facial features. The experiments demonstrate the effectiveness of this algorithm.
