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複数カメラを用いる空間走査手法 









A space scanning method was proposed for detecting 
an object or a person in a region of interest (ROI) by using 
multiple cameras without the stereo matching process. 
The proposed method determined whether the object 
exists in an area by using the pre-focusing technique. The 
technique provided transformed stereo pair images, and 
the object in the ROI gave us no disparity between the 
images. The object was detected by evaluating the 
disparities between them. The pre-focusing was realized 
by applying a perspective transformation to the stereo 
pair images. In order to scan the ROI, the proposed 
method theoretically derived two sets of coefficients for 
the perspective transformation by using calibration 
parameters. Considering the relative rotation among 
camera axes, the object in the ROI was detected with the 
theoretical accuracy. The proposed method was 
successfully applied to detect and to track a person 










































































図 1 平面状対象物の重ね合わせ 
 
2.1. 3台のカメラを用いる事前固定焦点法 






𝑎1𝑢 + 𝑎2𝑣 + 𝑎3
𝑎7𝑢 + 𝑎8𝑣 + 1
𝑡 =
𝑎4𝑢 + 𝑎5𝑣 + 𝑎6
𝑎7𝑢 + 𝑎8𝑣 + 1
 . (1) 
 





領域で交差する 2 つの平面状対象物が 3 次元空間内に存
在するとき，図 2(a)のように左と中央のカメラ画像上，
および図 2(b)のように右と中央のカメラ画像上で重なる
射影変換の係数 aiをそれぞれ求める．求めた 2 種類の係
数を用いて左カメラ画像と右カメラ画像にそれぞれ射影






(a) 左画像の重ね合わせ (b) 右画像の重ね合わせ 




図 3 2つの平面が交差する対象物検出領域 
 
2.2. 3次元から 2次元への射影変換 
空間を自由に走査するため，あらかじめカメラごとに






𝑏1𝑥 +  𝑏2𝑦 + 𝑏3𝑧 + 𝑏4
𝑏9𝑥 + 𝑏10𝑦 + 𝑏11𝑧 + 1
𝑡 =
𝑏5𝑥 + 𝑏6𝑦 + 𝑏7𝑧 + 𝑏8
𝑏9𝑥 + 𝑏10𝑦 + 𝑏11𝑧 + 1
 . (2) 
 
 (x, y, z)は 3次元空間内の点の 3次元座標であり，(s, t)は
その点を 2 次元平面上に投影した画像座標である．bj(j = 





し，3 次元から 2 次元への射影変換の係数 bjをそれぞれ
求める． 
図 2 と図 3 に示すように，走査を行いたい領域で交差
する二つの平面が存在すると仮定し，平面上の点の 3 次




象物を各画像上で重ね合わせる 2 次元から 2 次元への射
影変換の係数 ai を求める．この処理を繰り返すことで，
対象物の有無を判別したい領域で事前固定焦点法を行う












する．図 4 のように，使用する 3 台のカメラには，手動









cos 𝛾 sin 𝛾 0
− sin 𝛾 cos 𝛾 0
0 0 1
) ∗ (
cos 𝛽 0 −sin 𝛽
0 1 0





0 cos 𝛼 sin 𝛼









) .        (3) 
 
(X’, Y’, Z’)はカメラ座標系の座標であり，(X, Y, Z)は世界
座標系の測定座標である．X軸周り，Y軸周り，Z軸周り
にそれぞれ角度(α, β, γ)だけ回転し，X 軸方向，Y 軸方向，
Z 軸方向にそれぞれ(Wx, Wy, Wz)だけ平行移動することで，














(a) 現フレーム (b) 次フレーム 















する実験を行った．使用カメラは Logicool HD WEBCAM  
















ことで，回転角(α, β, γ)[度]を求めた．表 1 に計算結果を
示す． 
 
表 1 各カメラ座標系への座標変換のための回転角[度] 
 α β   
左カメラ −0.01 1.1 −0.31 
中央カメラ −0.07 2.1 −0.61 
右カメラ −0.10 2.5 −0.71 
 
3.2. 3次元から 2次元への射影変換係数の導出 
図 6のように撮影空間内(x = −150 ~ x = 150，z = 300 ~ z 





て 3次元から 2次元への射影変換の係数を求めた．表 2に
導出結果を示す． 
求めた係数の精度評価を行うため，チェッカーボード
を用いて新たに 3 次元座標を 210 点測定した．表 2 に示
す係数を用いて測定座標から画像座標(?̂?, ?̂?)を求め，実際
に撮影し取得した画像座標(𝑢, 𝑣)との差を RMSE (Root 
 Mean Square Error)(4)式を用いて評価した． Nは使用する
点の個数である． 
 





 .            (4) 
 
 
図 6 3次元座標の測定環境 
 
表 2 3次元から 2次元への射影変換の係数 
 左カメラ 中央カメラ 右カメラ 
𝑏1 −25.0 −20.9  −27.1 
𝑏2 0.858 0.155 0.421 
𝑏3 −0.170 0.00813 0.184 
𝑏4 31.8 −34.4 −82.1 
𝑏5 −0.00153 0.557 0.246 
𝑏6 −24.9 −20.9 −27.0 
𝑏7 −0.198 −0.165 −0.179 
𝑏8 84.6 74.7 86.0 
𝑏9 0.000515 0.000751 0.000046 
𝑏10 0.00116 0.00157 0.00115 







表 3 RMSEを用いた求めた係数の精度評価[画素] 
 左カメラ 中央カメラ 右カメラ 































図 8 と図 9 より，理論的に導出した 2 次元から 2 次元
への射影変換の係数を用いて，指定領域に存在する対象 
 




(c) 実行結果 𝑄3 (d) 実験結果 𝑄5 
(e) 実行結果 𝑄6 (f) 実行結果 𝑄8 








(a) 指定領域に対象物が存在する場合, 図 8(b) 
 
(b) 指定領域に対象物が存在しない場合, 図 8(d) 






画素未満である範囲を ROI サイズとした．ROI サイズを
測定するため，ランダムドットパターンを 350[cm]から
450[cm]まで 10[cm]間隔で設置し撮影した画像に対し，(x 







示している．図 10 より，指定距離がカメラから 400[cm]
であるのに対して，水平方向では 480 画素から 800 画素
の間で位置ずれが 0.5 画素未満である領域が多い．また，
奥行方向では 400[cm]を中心として 390[cm]から 410[cm]
の間で位置ずれが 0.5 画素未満である領域が多いことが
分かった．この結果より，カメラ間距離 19.9[cm]におけ
る ROIサイズは 100×20[cm2]とした． 
 
 




図 5のように水平方向 30[cm]，奥行方向 30[cm]の間隔で
撮影空間を格子状に分割した．そして，各領域で事前固
定焦点法を行うための 2 次元から 2 次元への射影変換の













表 4 2次元から 2次元への射影変換の係数 
注目領域 (x, z) [cm] 
 Q1(14, 313) Q3(−68, 438) Q6(116, 506) 
 左画像 右画像 左画像 右画像 左画像 右画像 
a1 0.923 1.04 0.968 1.04 0.950 1.06 
a2 −0.000583 −0.00715 0.00114 −0.00740 0.000437 −0.00809 
a3 107 −62.2 62.9 −61.1 80.8 −58.0 
a4 −0.0287 0.00619 −0.0255 0.00458 −0.0268 0.0000201 
a5 0.962 1.01 0.983 1.02 0.974 1.03 
a6 20.7 4.55 14.0 3.51 16.7 0.570 
a7 −0.0000240 0.0000756 −0.0000127 0.0000708 −0.0000173 0.0000571 
a8 −0.0000266 −0.0000352 −0.0000264 −0.0000348 −0.0000265 −0.0000335 
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