Abstract. We study basic geometric properties of some group analogue of affine Springer fibers and compare with the classical Lie algebra affine Springer fibers. The main purpose is to formulate a conjecture that relates the number of irreducible components of such varieties for a reductive group G to certain weight multiplicities defined by the Langlands dual groupĜ. We prove our conjecture in the case of unramified conjugacy class.
Introduction 0.1. Background and motivation. The "generalized affine Springer fibers" in the title refers to sets of the following form
where • G is a split connected reductive algebraic group over a field k;
• F = k((̟)) is the field of Laurent series with coefficients in k and O = k[ [̟] ] is the ring of power series; • γ ∈ G(F ) is a regular semisimple element;
• λ : G m → T is a cocharacter of a maximal torus T of G and
When k is a finite field, the set X λ γ arises naturally in the study of orbital integrals of functions in the spherical Hecke algebra H(G(F ), G(O)), which consists of G(O)-biinvariant locally constant functions with compact support on G(F ).
It turns out that X λ γ can be realized as the set of k-rational points of some algebraic variety over k. This kind of variety has previously been studied by Kottwitz- Viehmann in [KV12] and Lusztig in [Lus15] . The adjective "generalized" refers to the fact that the varieties X λ γ could be viewed as group analogue of some affine Springer fibers for Lie algebras studied by Kazhdan and Lusztig in [KL88] :
Here g is the Lie algebra of G, γ ∈ g(F ) is a regular semisimple element and "ad" denotes the adjoint action of G on g. Basic geometric properties of these Lie algebra affine Springer fiber X γ (dimension, irreducible components etc.) has been well understood through the works of Kazhdan and Lusztig [KL88] , Bezrukavnikov [Bez96] , Ngô [Ngô10] . A key ingredient in their approach is the symmetry on X γ arising from the centralizer G γ (F ). More precisely, X γ has an action of a commutative algebraic group P γ locally of finite type over k, which is defined as a quotient of the loop group G γ (F ). There is an open dense subset X reg γ of X γ (the "regular locus") on which P γ acts simply transitively. Hence the dimension of X γ equals the dimension of P γ , the latter of which has been calculated by Bezrukavnikov in [Bez96] . Moreover, X γ is equidimensional and its set of irreducible components is in bijection with π 0 (P γ ), the set of connected components of P γ .
We would like to generalize the above picture for Lie algebras to the group analogue X λ γ . In this case, one can still construct an action of a commutative algebraic group P γ and define an open subset X λ,reg γ (the "regular locus") which consists of open P γ -orbits and has the same dimension as P γ . However, there are the following notable differences from the Lie algebra case:
• In general the action of P γ on X λ,reg γ is not transitive.
• A more serious problem is that in general the "regular locus" X λ,reg γ is not dense in X γ and there might be irreducible components disjoint from X λ,reg γ . Thus X λ γ may have more irreducible components than P γ and to calculate its dimension, it is not sufficient to calculate the dimension of P γ .
Main results.
The first goal of this paper is to establish some basic geometric properties of X λ γ . We prove a dimension formula of X λ γ when γ is unramified. For general γ, we establish the dimension formula for the regular open subset X λ,reg γ . We leave the proof of the dimension formula in full generality to [BC17] . We remark that a previous attempt on dimension formula has been made in [Bou15] , but there are some gaps there, see the discussion in [BC17] . This is done in joint work with Alexis Bouthier in [BC17] . We remark that the argument of Kazhdan-Lusztig in [KL88] does not generalize to our situation since otherwise it would imply that the complement of the regular open subset has strictly smaller dimension (see [Ngô10, Proposition 3.7 .1]), which in our situation may not be true due to the possible existence of irregular components. In general, actually most components of X λ γ will be irregular, see Remark 4.5.4. This natually leads to the question of determining the number of irreducible components of X λ γ , which is our second goal. We will formulate a conjecture on the number of irreducible components of X λ γ and prove the conjecture in the case where γ is split conjugacy class. We use the Newton point ν γ ∈ (X * (T ) ⊗ Q)
+ of γ, which is an element in the dominant rational coweight cone. For the precise definition, see § 2.1.1. We show in 2.1.8 that X λ γ is nonempty if and only if ν γ ≤ Q λ in the sense that λ − ν γ is a Q linear combination of positive coroots with non-negative coefficients. Then there exists a unique smallest dominant integral coweight µ such that ν γ ≤ Q µ and µ ≤ λ. See § 4.4 for more details.
Conjecture (Conjecture 4.4.8). Let µ be as above. Then the number of G γ (F )-orbits on the set of irreducible components Irr(X λ γ ) equals to m λµ , the dimension of µ-weight space in the irreducible representation V λ ofĜ with highest weight λ.
We remark that there is a similar conjecture made by Miaofen Chen and Xinwen Zhu on the irreducible components of affine Deligne-Lusztig varieties, see [XZ17] and [HV17] . Besides the similarities, there is a subtle difference between our formulation and the one of Chen-Zhu, see Remark 4.4.9 for details.
In fact we will also give a better formulation this Conjecture using the Steinberg quotient of G ("space of characteristic polynomials"). See Conjecture 4.4.8 for more details.
Theorem. The Conjecture is true if either λ = 0 or γ ∈ G(F ) rs is unramified (i.e. split).
Proof. If λ = 0, then one can adapt the argument of Kazhdan-Lusztig to show that there is only one G γ (F )-orbit on Irr(X Remark 0.2.1. Although we restrict to equal characteristic local field, the results in this paper also generalize to mixed characteristic generalized affine Springer fibers, which could be defined after the work of Xinwen Zhu [Zhu17] . However, the dimension formula in full generality still remains open in mixed characteristic case since in [BC17] , we used the group version of Hitchin fibration which does not have a mixed characteristic analogue yet. 0.3. Organization of the article. In § 1, we review certain facts needed from the theory of reductive monoids. We follow the exposition of [Bou15] with certain modifications. In § 2, we define the ind-scheme structure on X λ γ and provide criterions for its nonemptiness. Also we study the natural symmetries on X λ γ . In § 3 we prove dimension formula and the conjecture on irreducible components in the unramified case. In § 4, we prove that X λ γ is a finite dimensional scheme locally of finite type and formulate precise conjectures on its irreducible components.
Notations and conventions.
0.4.1. Group theoretic notations. Assume throughout the paper that k is an algebraically closed field.
We let G be a (split) connected reductive group over k. Assume that either char(k) = 0 or char(k) does not divide the order of Weyl group of G. Let G 0 be the derived group of G, a semisimple group of rank r. We assume that G 0 is simply connected throughout the paper. Let Z be the connected center of G and Z 0 the center of G 0 . In particular, Z 0 is a finite abelian group.
Fix a maximal torus T of G and a Borel subgroup B containing G. Let ∆ = {α 1 , . . . , α r } be the set of simple roots determined by B. LetΛ := X * (T ) (resp. Λ := X * (T )) be the weight (resp. coweight) lattice. LetΛ + (resp. Λ + ) be the set of dominant weights (resp. dominant coweights). Also let T 0 = T ∩ G 0 , B 0 = B ∩ G 0 and Z 0 be the center of G 0 . Moreover, ∆ is also viewed as a set of simple roots for G 0 .
We have the canonical abelian quotient
Let W be the Weyl group of G and S ⊂ W the set of simple reflections associated to the simple roots ∆. There is a unique longest element w 0 of W under the Bruhat order determined by S. Then w 0 is a reflection and −w 0 defines a bijection on the sets ∆, Λ + andΛ + . LetĜ be the Langlands dual group of G, viewed as a complex reductive group. For each λ ∈ Λ + , viewed as a dominant weight forĜ, let V (λ) be the irreducible representation ofĜ with highest weight λ. For any µ ∈ Λ + with µ ≤ λ, let m λµ be the dimension of µ weight space in V (λ). 0.4.2. Scheme theoretic notations. For any scheme X over O, we let L + n X be its n-th jet space. In other words, L + n X is the k-scheme such that for any k algebra R, L + n X(R) is the set of morphisms Spec R[̟]/̟ n → X whose composition with the structure morphism X → Spec O corresponds to the canonical k-algebra
n X be the arc space and LX its loop space. More precisely, LX is the k-functor such that for any k-algebra R, LX(R) is the set of morphisms Spec R((̟)) → X whose composition with the structure morphism X → Spec O corresponds to the canonical k-algebra
If X is a k-scheme, we define L + n X, L + X, LX using the O-scheme X ⊗ k O. For any scheme X, we let Irr(X) be the set of its irreducible components.
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Recollection on reductive monoids
We keep the notations and assumptions in §0.4. In particular, G is a connected (split) reductive group over k whose derived group G 0 is simply connected. 
For each 1 ≤ i ≤ r, we also extend the simple roots α i to α
. Altogether, we get the following homomorphism
which is easily seen to be a closed embedding. 
Let α : V G0 → A G0 be the quotient map. Then α is smooth and there exists a canonical section of α:
whose image is the closure of the diagonal torus It is proved by Vinberg in characteristic 0, and extended to positive characteristic by Rittatore, that any reductive monoid M whose unit group has derived group isomorphic to G 0 is pulled back from V G0 by a homomorphism
where A M is the abelianization of M , see [Rit01, Theorem 9] . Applying this result to the case where M = G and A = G ab , we obtain a map G ab → A G0 which factors through the unit group T ad 0 of A G0 . Thus we obtain the following Catesian diagram
The map θ induces the identity map on G 0 and a canonical homomorphism θ Z : Z → T 0 which restricts to identity on the finite group Z ∩ G 0 . Note that in general the map θ ab (and hence θ) is not unique. We fix one such map from now on.
The map θ induces group homomorphisms
1.1.6. The natural quotient homomorphism T 0 → T 
Using this description, for each 1 ≤ i ≤ r we define ω 1.2. The adjoint quotient.
1.2.1. Recall that the Steinberg base is the GIT quotient
where Ad(G) denotes the conjugation (or adjoint) action of G on itself. Also we have the Steinberg base C G0 := G 0 //Ad(G 0 ) for the derived group G 0 . Denote by χ G : G → C and χ G0 : G 0 → C G0 the canonical quotient maps.
Under the assumption that G 0 is simply connected, Steinberg shows in [Ste65] that the conjugation invariant functions Trρ i define an isomorphism C G0 ∼ − → A r . We can extend Steinberg's result to G as follows. For each 1 ≤ i ≤ r, the composition ρ 
W defined by restriction of functions, hence an isomorphism C G ∼ = T //W . 1.2.2. The extended Steinberg base for G 0 is defined to be the GIT quotient
where G 0 acts by conjugation. Let χ + : V G0 → C + be the canonical map. The functions α + and Tr(ρ + i ) are regular functions on C + and under our assumption that G 0 is simply-connected they define an isomorphism
W and hence
On T (and hence T 0 ) we have the discriminant function
which is clearly W -invariant and descends to a regular function on the Steinberg base C = T //W (and hence its subspace
The extended discriminant D + is W -invariant and extends further to a regular function on V T0 . Hence we view
The zero locus of D + is a principal divisor on C + , which we call the discriminant divisor. The regular semisimple open subset C rs + is the complement of the discriminant divisor in C + . Similarly, on C we have the regular semisimple locus C rs defined as the complement of the principal divisor D. We denote G rs := χ −1 (C rs ).
Definition 1.2.4. For any γ ∈ G(F ) rs , we define its discriminant valuation to be
Clearly d(γ) is (stable) conjugation invariant. To compute it, after conjugating by G(F ) we may assume that γ ∈ T (F ), then we see that
(1.5) 1.3. Steinberg sections and regular centralizers.
0 by left and right multiplication. Moreover, this action extends to V G0 . Define the centralizer group scheme I over V G0 by
is smooth of relative dimension equal to rank(G) when restricted to V reg G0 . Similarly, we can define a group scheme I 0 by considering the G 0 action on V G0 and we have
Coxeter elements. Let S = {s 1 , . . . , s r } be the set of simple reflections in W corresponding to our choice of simple roots ∆. Let l : W → N be the length function determined by S. For each w ∈ W , let Supp(w) ⊂ S be the subset consisting of those simple reflections which occurs in one (and hence every) reduced word expression of w.
Definition 1.3.3. An element w ∈ W is called an S-Coxeter element if it can be written as products of simple reflections in S, each occuring precisely once. In particular, l(w) = r and Supp(w) = S. Denote by Cox(W, S) the set of S-Coxeter elements in W .
In general, an element w ∈ W is called a Coxeter element if it is conjugate to an S-Coxeter element in W .
1.3.4. Steinberg section for G 0 . Recall that G 0 is simply connected. For each SCoxeter element w ∈ Cox(W, S), and each choice of representativesṡ i ∈ N G (T ) of the simple roots s i , Steinberg defines a section ǫ
Moreover, it is shown that the equivalence class of ǫ w G0 depends neither on w nor the choicesṡ i , see [Ste65, 7.5 and 7.8]. Here we say that two sections ǫ, ǫ ′ are equivalent if for all a ∈ C G0 , ǫ(a) and ǫ ′ (a) are conjugate under G 0 .
From the Cartesian diagram (1.2) we get a Cartesian diagram:
where the bottom arrow is Id A r × θ ab . Thus any section ǫ + of χ G + 0
will induce a section of χ G . If moreover, the image of ǫ + is contained in G
, then the image of ǫ is contained in G reg . In fact, we can even define a section for χ + : V G0 → C + . . The other statements are [Bou15, Proposition 2.7,2.9,2.10] where they are deduced from results in [He06] and [Lus04a] , [Lus04b] .
Remark 1.3.9. Recall that in the Lie algebra case, the fibers of the map g reg → c are irreducible and consist of a single adjoint G-orbit.
1.3.10. Universal centralizer. It is proved in [Bou15] that there exists a smooth commutative group scheme J 0 over C + and a canonical homomorphism χ * + J 0 → I 0 which becomes an isomorphism when restricted to V reg G0 . Moreover, for each w ∈ Cox(W, S), there is an isomorphism
Then there is a canonical homomorphism χ * + J → I which is an isomorphism when restricted to V reg G0 and we also have an isomorpihsm (ǫ
Moreover, the morphism Proof. The first statement follows from (1.6). The second statement is in Proposition 1.3.8. 1.3.14. Galois description of J . Let VT 0 /C+ (T × V T0 ) be the restriction of scalar which associates to any C + -scheme S the set
) and consider its fixed point subscheme
The following is proved in [Bou17, Proposition 11].
Proposition 1.3.15. J 1 is a smooth commutative group scheme over C + . There exists a canonical homomorphism J → J 1 which is an open embedding. In particular, we have a canonical isomorphism
In fact, the image of J in J 1 can be described explicitly in loc. cit.
1.4.
A special class of reductive monoids. We construct a special class of reductive monoids over O from Vinberg's universal monoid. These monoids will be used to describe the generalized affine Springer fibers.
1.4.1. Recall that G 0 is simply connected. Let λ ∈ Λ + be a dominant coweight of G. We define a monoid V λ G over Spec O by the following Cartesian diagram
where the bottom arrow is defined by the element
( 
be the base change of χ + . Then the canonical map
is finite flat and generically a W -torsor. It is ramified along the divisor
1.4.4. Letλ be the image of λ in X * (T ad 0 ) + and consider the element
By definition, we have
In particular, there is a canonical embedding
LG + 0 and we would like to describe its image. For this we consider the element
where we use description of X * (T + 0 ) as in (1.3). Then we have
where s is the canonical section of α, cf. (1.1).
Lemma 1.4.5. With notations as above, we have
As the image of the section
G (O) and hence the first equality. Next we prove the second equality. It is clear that both sides are stable under
, it suffices to show that for allμ ∈ X * (T 
Generalized affine Springer fiber in the affine Grassmanian
Let λ ∈ Λ + be a dominant coweight. For any regular semisimple element γ ∈ G(F ) rs , we are interested in the following set
which we refer to as "generalized affine Springer fiber". In this section we will first give criterions for nonemptiness of X λ γ and then equip X λ γ with the structure of ind-scheme and study its basic geometric properties.
2.1. Nonemptiness. We give two criterions for non-emptiness of the set X λ γ . 2.1.1. Newton Points. The first criterion uses the Newton point of γ which we now recall. For details, see [KV12, §4] .
Since γ ∈ G(F ) rs is regular semisimple and the derived group G 0 is simply connected, the centralizer G γ is a maximal torus defined over F . Choose an isomorphism G γ,F ∼ = TF over an algebraic closureF . Then γ defines a Z-linear map
which can also be viewed as an element ev γ ∈ Λ Q . The W orbit of ev γ is independant of the choice of the isomorphism G γ,F ∼ = TF . We let ν γ ∈ Λ + Q be the unique element in the W -orbit of ev γ that lies in the dominant coweight cone and call it the Newton point of γ.
In fact, ν γ actually lies in the subset
Using the Newton point, we get an alternative expression for the valuation of discriminant d(γ) (cf. Definition 1.2.4) as follows:
rs and ν γ ∈ Λ + Q its Newton point. After conjugation by G(F ) we may assume that γ ∈ T (F ) rs and val(α(γ)) ≥ 0 for all positive root α.
Proof. In (1.5), separate the sum over Φ according to whether α, ν γ = 0 or not, then we get
(2.1) By our assumption that val(α(γ)) ≥ 0 for α ∈ Φ + , the first term in (2.1) equals to 2
while the second term of (2.1) equals to
Hence the lemma follows.
2.1.3. The element γ λ . Recall that the homomorphism θ :
. Using the description (1.3), we can write
whereλ is the image of λ in X * (T ad 0 ) and λ 0 ∈ X * (T ad 0 ) satisfies λ 0 +λ ∈ X * (T 0 ). Then we have θ * (w 0 (λ)) = (λ 0 , w 0 (λ)) and in particular λ 0 + w 0 (λ) ∈ X * (T 0 ).
Consider the element
where we view
. Notice that multiplying γ by an element in Z(O) does not change X λ γ . Hence we may assume that det(γ) = det(̟ λ ).
Lemma 2.1.5. Under the assumption det(γ) = det(̟ λ ), the element γ λ belongs to V λ G (F ). In other words,
Proof. By the definition of the abelianization map α, we have
By the commutative diagram (1.2) and the assumption that det(γ) = det(̟ λ ), we get
The following Proposition provides an alternative description of the set X λ γ :
where λ + is defined in 1.4.4. Consequently g ∈ X λ γ if and only if
where the equality follows from 1.4.5.
2.1.7. For each λ ∈ Λ + , we define the set
where χ : G → C is the Steinberg quotient. Under the isomorphism (1.4) we have an identification
where C λ + is defined in 1.4.3. Now we can state the nonemptiness criterions.
Proposition 2.1.8. The following are equivalent: (2)⇒(3): By condition (2) we have det(γ) ∈ det(̟ λ )G ab (O). We may multiply γ by an element in Z(O) and assume that det(γ) = det(̟ λ ). By Lemma 2.1.5, we have γ λ ∈ V λ G (F ). Let F ′ /F be a finite extension of degree e so that γ is split in G(
. Moreover, condition (2) implies that e(λ − ν γ ) is an integral linear combination of simple coroots with nonnegative coefficients and hence γ λ is G(
After multiplying γ by an element in Z(O) we may assume that det(γ) = det(̟ λ ) and obtain the element γ λ ∈ V λ G (F ) as in Lemma 2.1.5. Let a = χ λ (γ λ ). Then a ∈ C λ + (O) by condition (3). Then for any w ∈ Cox(W, S) we have ǫ
. We see that h ∈ X λ γ by 2.1.6. In particular, X λ γ is nonempty.
2.2. Ind-scheme structure. We will equip the set X λ γ with an ind-scheme structure. We present two approaches, one based on the original definition, the other based on the description of X λ γ via the monoid V λ G as in 2.1.6.
Let Gr G := LG/L
+ G be the affine Grassmanian for G, which is known to be an ind-projective ind-scheme over k. The positive loop group L + G acts by left multiplication on Gr G . Let (LG) λ := L + G̟ λ L + G be the k-scheme whose set of k-points is the double coset
Definition 2.2.2. The generalized affine Springer fiber X λ γ is the k-functor that associates to any k-algebra R the set
γ is a locally closed sub-indscheme of Gr G . The following alternative moduli interpretation of X λ γ is a direct consequence of 2.1.6. Lemma 2.2.3. For any k-algebra R, the set X λ γ (R) is equivalent to the discrete groupoid classifying pairs (h, ι) where h is the horizontal arrow in the following commutative diagram
and ι is an isomorphism between the restriction of h to Spec R((̟)) and the composition Remark 2.2.4. The ind-scheme as defined above are non-reduced in general. However, we are only interested in their underlying reduced ind-scheme, which we use the same notations.
Later in §4.1 we will see that the ind-scheme X λ γ is actually a k-scheme locally of finite type under our assumption that γ is regular semisimple.
2.3. Symmetries. Similar to the Lie algebra case, there are natural symmetries on the generalized affine Springer fiber X λ γ . We recall the construction and emphasize the difference from the Lie algebra case.
Assume X λ γ is nonempty and without loss of generality we also assume that det(γ) = det(̟ λ ). Then by Proposition 2.1.8 we have
. 2.3.1. Let J a be the commutative group scheme over Spec O obtained by pulling back J λ along a :
rs is generically regular semisimple, there is a canonical isomorphism LJ a ∼ = LG γ which allows us to identify the positive loop group L + J a as a subgroup of LG γ . Consider the quotient group
In other words, P a is the affine Grassmanian of J a classifying isomorphism classes of J a -torsors on Spec O with a trivialization of its restriction to Spec F .
The loop group
LG γ acts naturally on X λ γ and this action factors through P a . Using the alternative modular interpretation of X Proof. This is a consequence of 1.4.7.
Remark 2.3.4. Unlike the Lie algebra case, X λ,reg γ may not be a P a -torsor in general. See the discussion in § 4.5.
2.3.5. Galois description of P a . Let A be the finite free O-algebra defined by the Cartesian diagram Corollary 2.3.7.
is an open subgroup of P a . Hence we have isomorphism of O modules
On the other hand, by 1.3.15, we have
and by 2.3.6,
Hence the Corollary follows.
Geometry in the unramified case
In this section we assume that γ ∈ G(F ) rs is an unramified regular semisimple element. Since k is algebraically closed, after conjugation we may assume that γ ∈ ̟ µ T (O) ∩ G rs (F ), where µ ∈ Λ + is a dominant coweight. In other words, µ = ν γ is the Newton points of γ. Then by Lemma 2.1.2 the discriminant valuation for γ is
For later convenience, we also define
Fix a dominant coweight λ ∈ Λ + such that µ ≤ λ. By Proposition 2.1.8, this implies that X λ γ is nonempty. 3.1. Admissible subsets of loop spaces.
Let LU and L
+ U be the loop space and arc space of U . For each integer n ≥ 0, let
A subset of L + U is admissible if it is the pre-image of a locally closed subset of L + n U for some n. A subset Z of LU is admissible of there exists a dominant coweight µ 0 such that ̟ µ0 Z̟ −µ0 is an admissible subset of L + U .
Consider the map
Since µ is dominant, we have
Lemma 3.1.3. Let V be an admissible subset of L + U . Let n be a positive integer such that
• V is right invariant under U n and
0 (V ) is admissible and right invariant under U n . Moreover, f 0 induces a smooth surjective map
n U the map induced by f 0 . Since V is right invariant under U n by assumption, a straightforward calculation shows that f −1 0 (V ) is also right invariant under U n . Denote V := V /U n . Then we have f
It remains to show that it is smooth with fiber isomorphic to A r(γ) .
Choose an isomorphism (of schemes) U ∼ = A s where s is the number of positive roots. For u ∈ U (O/̟ n O), let (u α ) α∈Φ + be its coordinates with u α ∈ O/̟ n O. Thenf
Since n ≥ r α := val(α(γ) − 1), this condition is equivalent to u α ∈ ̟ n−rα O/̟ n O. Such an element is determined by the first r α coefficients (in k) of its Taylor expansion. Hencef The following lemma is analogous to [GHKR06, Proposition 2.11.2 (2)].
Lemma 3.1.5. Let n be a positive integer such that n ≥ val(α(γ) − 1) for every positive root α.
Proof. Consider the right action of L + U on itself defined by v * u := u
Next proceed in the similar way, we find u 2 ∈ L + U such that x * u 1 * u 2 ∈ U [3](O) ∩ U n and so on. In other words, we obtain a sequence u 1 , . . . ,
+ U and we get x * u = 1 as desired.
The proof of the following lemma is inspired by [KV12, Lemma 3.8].
Lemma 3.1.6. For any n ≥ r(γ), we have f
Proof. Let u ∈ U (F ) with f γ (u) ∈ U n . We will show by induction that
The case i = 1 says u ∈ U [1](F ) = U (F ) which is clear and the case i = s + 1 gives the lemma since 
from which it follows that
After passing to the quotient U i we get
Under the isomorphism U i ∼ = G a , the set U i n− j<i rj is identified with ̟ n− j<i rj O.
and the same is true for u = u i v. So we're done with the induction step. Proof. Let n 0 ≥ r(γ) be a positive integer. In particular we have n 0 ≥ val(α(γ)− 1) for all positive roots α. Choose a dominant regular coweight µ 0 such that
Then by Lemma 3.1.6 we have 
where the horizontal arrows are induced by f γ and the vertical arrows are isomorphisms induced by Ad(̟ µ0 ). By Lemma 3.1.5,
Therefore we can apply Lemma 3.1.3 to conclude that the lower horizontal map is surjective smooth whose fibers are isomorphic to A r(γ) . Hence the same is true for the upper horizontal map. Let N be a positie integer such that for all n ≥ N ,
The two vertical maps are smooth surjective with fibers isomorphic to the irreducible scheme U n /U −µ0 n ′ and the upper horizontal map is smooth surjective with fibers isomorphic to A r(γ) as we have just seen. Hence the lower horizontal map is smooth surjective with irreducible fibers of dimension r(γ).
A study of
γ is a locally closed sub-indscheme of X λ γ and we also denote its underlying reduced structure by the same symbol. In particular, its set of k-points is
Relation with MV-cycles.
To understand the structure of Y λ γ , we recall the map (3.2) f γ : LU → LU defined by f γ (u) = u −1 γuγ −1 . In the following, to ease notation, we let
Recall the Mirkovic-Vilonen cycles in the affine Grassmanian:
From this description we get an isomorphism
In summary, we have the following diagram
where the left vertical arrow is an L + U -torsor and the right vertical arrow is a torsor under the group Proof. Apply Proposition 3.1.7 to the admissible subset Z = K̟ λ K̟ −µ ∩ LU of LU , we see that there exists a large enough positive integer n such that in the following diagram
(1) All schemes are of finite type; (2) The mapf γ induced by f γ is smooth surjective whose geometric fibers are irreducible of dimension r(γ), where we recall that r(γ) is defined in (3.1);
The left vertical map is smooth surjective with fibers isomorphic to the irreducible scheme L + U/U n ; (5) The right vertical map is smooth with fibers isomorphic to the irreducible scheme
Since Y λ γ is of finite type, it is a locally closed subscheme of a closed Schubert variety. In particular, Y λ γ is quasi-projective since closed Schubert varieties are projective.
Since the MV-cycle
Moreover, by [Sta17, Tag 037A] the 3 maps in the diagram above induces a canonical bijections between set of irreducible components
Hence the number of irreducible components of Y λ γ equals to the number of irreducible components of the MV-cycle S µ ∩ Gr λ , which is known to be m λµ .
is a scheme locally of finite type, equidimensional of dimension
Moreover, the number of G γ (F )-orbits on its set of irreducible component Irr(X λ γ ) equals to m λµ .
Proof. There is a natural morphism 
Geometry in general
In this section we let γ ∈ G(F ) rs be any regular semisimple element and λ ∈ Λ + . Assume without loss of generality that X λ γ is nonempty and det(γ) = det(̟ λ ). Then we get an element γ λ ∈ V λ G (F ) as in 2.1.5. Moreover, the Newton point of γ satisfies ν γ ≤ Q λ and χ(γ) ∈ C ≤λ by Proposition 2.1.8.
Finiteness properties.
We show in this section that X λ γ , a'priori an indscheme, is actually a scheme locally of finite type. This has already been proved for unramified conjugacy classes in Corollary 3.2.4. It remains to reduce the general case to the unramified case. This reduction step is completely analogous to the Lie algebra case. For the reader's convenience, we include the details. We follow the exposition in [Yun15, §2.5] . See also [Bou15] . 4.1.1. Splitting γ. Let F ′ /F be a finite extension of degree e so that γ splits over
and we let w ∈ W be its image.
Consider the embedding
. It follows immediately that Λ γ ⊂ Λ w where Λ w is the fixed point set of w on Λ. Moreover, Λ γ can be identified with the coweight lattice of the maximal F -split subtorus of G γ . In particular, (Λ γ ) Q = (Λ w ) Q so that Λ γ ⊂ Λ w is a subgroup of finite index. 
Recall that w ∈ W is represented by hσ(h) −1 . One can check that σ( Z) = Z and more generally σ(ℓ · Z) = w(ℓ) · Z for all ℓ ∈ Λ.Consequently,
where C ⊂ Λ w is a finite set of representatives of the quotient Λ w /Λ γ . Hence, C · Z is a finite type scheme. is an open subscheme of X λ γ on which the action of P a = LG γ /L + J a is free (but not necessarily transitive).
Theorem 4.2.1.
• c(γ) := rank(G) − rank F G γ , where rank F G γ is the dimension of the maximal F -split subtorus of G γ .
Moreover, X λ,reg γ is equidimensional.
Proof. The first equality follows from the fact that the P a -orbits in X λ,reg γ are open and the action is free.
When γ is unramified (hence split as k is algebraically closed), the second equality follows from Corollary 3.2.4. It remains to reduce to this case. The argument is similar to that of Bezrukavnikov's in Lie algebra case, cf. [Bez96] , which we reformulate using the Galois description of universal centralizer.
Let A be the finite free O-algebra defined by the Cartesian diagram (2.4) and A ♭ the normalization of A. Then W acts naturally on the O-algebras A and A ♭ and by 2.3.7, we get dim
LetF /F be a ramified extension of degree e, with ring of integersÕ = k[[̟
1
e ]], such that γ is split overF . Let σ be a generater of the cyclic group Γ := Gal(F ′ /F ). LetÃ := A ⊗ OÕ andÃ ♭ its normalization. We remark thatÃ ♭ is not the same as
Then by the dimension formula in split case, we have
As γ split overÕ, we haveÃ
as W -module. Here W acts onÕ[W ] via right regular representation. Moreover, there exists an element w γ ∈ W of order e such that under the above isomorphism, the natural action of σ ∈ Γ onÃ ♭ becomes σ ⊗l wγ where l wγ denotes the left regular action of w γ on k[W ]. In particular, the action of W and Γ commutes with each other. With these considerations, we obtain an isomorphism
which intertwines the action of σ ∈ Γ on the left hand side with the action of w ⊗ σ on the right hand side. Moreover, we have an equality
which remains true after taking W -invariants since the Γ action commutes with W action. In particular, we have
Moreover, it is clear that from the definition of W action that
Thus we get
Since the element w γ ∈ W has order e, its eigenvalues are e-th roots of unit. Let ζ be a primitive e-th root of unit and t(i) the subspace of t on which w γ acts via the scalar ζ i . In particular, t(0) = t wγ is the w γ invariant subspace. Then we have
The existence of a W -invariant nondegenerate symmetric bilinear form on t gaurantees that dim k t(i) = dim k t(e − i), from this we obtain that
Combined with (4.1), we obtain
Finally, X λ,reg γ is equidimensional since it is a finite union of P a -torsors.
4.3. Some 0-dimensional generalized affine Springer fibers. We study an important class of X λ γ that are 0 dimensional. The results in this subsection will be used in [BC17] . We keep the assumptions at the beginning of §4.
We define the λ-twisted discriminant valuation to be
Combining the definition of D λ with Lemma 2.1.5 and equation (2.1) we get and it is a torsor under P a .
Proof. By assumption ν γ ≤ Q λ, so the two terms in 4.2 are both non-negative. The condition d λ (a) = 0 then implies that the two terms are both 0. In particular, ν γ = λ. Let I(λ) = {α ∈ ∆, α, λ = 0} and L be the Levi subgroup of G whose root system has simple reflections I(λ). Then L is the centralizer of the coweight λ = ν γ ∈ Λ + and hence γ ∈ L(F ) by [KV12, Corollary 2.4]. Apply Proposition 2.1.8 to the group L, we see that
be the discriminant valuation for the group L. Then by (1.5) and the vanishing of d λ (a), we have
Finally we apply Corollary 3.2.4 to the unramified conjugacy class γ with ν γ = λ. We see that dim X For λ ∈ Λ + , we define the dominant weight polytope to be:
. where Conv(W · λ) denotes the convex hull of the W -orbit of λ.
In particular, we have P λ1 ∩ P λ2 = P µ .
Proof. By the assumption det(̟ λ1 ) = det(̟ λ2 ), λ 1 − λ 2 lies in the coroot lattice since the derived group G 0 is simply connected. Then there exists a partition of the set of simple coroots
where β i is a non-negative integral linear combinations of simple coroots in ∆ ∨ i for i ∈ {1, 2}. Let ∆ = ∆ 1 ⊔ ∆ 2 be the corresponding partion of the set of simple roots. Consider the coweight µ := λ 1 − β 1 = λ 2 − β 2 . Then clearly µ ≤ λ 1 and µ ≤ λ 2 .
We claim that µ ∈ Λ + . Take any simple root α ∈ ∆ 1 . Since β 2 is positive linear combination of coroots in ∆ 2 , we have α, β 2 ≤ 0 and hence µ, α = λ 2 −β 2 , α ≥ 0. Similarly, using µ = λ 1 − β 1 , we see that for all α ∈ ∆ 2 , µ, α ≥ 0. Thus we
. Now we prove the reverse inclusion.
. Then for i ∈ {1, 2}, λ i − ν ∈ D is a non-negative Q-linear combination of simple coroots and we need to show that µ − ν ∈ D. For any fundamental weight ω, there exists i ∈ {1, 2} so that ω is orthogonal to all coroots in ∆ Proof. If det(̟ λ1 ) = det(̟ λ2 ), it is clear that P λ1 and P λ2 are disjoint. Suppose det(̟ λ1 ) = det(̟ λ2 ). Then by Lemma 4.4.2, there exists µ ∈ Λ + such that µ ≤ λ 1 , µ ≤ λ 2 and P
• λ1 ∩ P
• λ2 ⊂ P λ1 ∩ P λ2 = P µ . But by (4.3), we have P µ ∩ P
• λi = ∅ since µ ≤ λ i for i ∈ {1, 2}. Therefore P Recall from 2.1.7 that we defined C ≤λ = χ(L + G̟ λ L + G) ⊂ C(F ). We know that In particular for each dominant coweight µ ∈ Λ + with µ ≤ λ, we get ω i , w 0 (µ) ≥ ω i , w 0 (λ) and det(̟ µ ) = det(̟ λ ). Hence there is a natural inclusion C ≤µ ⊂ C ≤λ . The following lemma relates the stratification (4.7) on C(F ) and the stratification (4.3) on the dominant weight cone Λ + 0,Q × X * (G ab ).
Lemma 4.4.7. For any γ ∈ G(F )
rs , there exists a unique dominant integral coweight µ ∈ Λ + that satisfies any (or all) of the following equivalent conditions:
(1) µ ∈ Λ + is a smallest dominant integral coweight such that ν γ ≤ Q µ; (2) ν γ ∈ P Proof. The equivalence between (1) and (2) folows from the definition of P µ . The equivalence of (1) and (3) follows from Proposition 2.1.8. Remark 4.4.9. For irreducible components of affine Deligne-Lusztig varieties, there is a similar conjecture made by Chen-Zhu, see the discussion in [HV17] and [XZ17] . In their setting, they also approximate Newton points of twisted conjugacy classes by integral coweight. However, the "best integral approximation" as defined in [HV17] is the largest integral coweight dominated by the Newton point. Whereas in the formulation of Conjecture 4.4.8, we use the smallest integral coweight dominating the Newton point. Simple examples suggest that these two integral approximations are very likely in the same Weyl group orbit, so we expect the two weight multiplicities to be the same. We expect that there should be a more straightforward proof of Corollary 4.5.2.
Remark 4.5.4. In general, the weight multiplicity m λµ will increase with λ while the right hand side in Corollary 4.5.2 is a fixed constant independant of λ, µ. Thus in general there will be much more irreducible components in X 
