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Abstract
Multivariate versions of the law of large numbers and the cen 
tral limit theorem for martingales are given in a generality that is
often necessary when studying statistical inference for stochastic pro 
cess models To illustrate the usefulness of the results we consider
estimation for a multi dimensional Gaussian diusion where results
on consistency and asymptotic normality of the maximum likelihood
estimator are obtained in cases that were not covered by previously
published limit theorems The results are also applied to martingales
of a dierent nature which are typical of the problems occuring in
connection with statistical inference for stochastic delay equations
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  Introduction
The law of large numbers and the central limit theorem for martingales have
proved very useful tools for obtaining asymptotic results about estimators of
parameters in stochastic process models However the multivariate versions
of these results published so far have been stated either with conditions that
are too strict for many statistical applications or in a generality that makes
application to particular statistical models very dicult In this paper we
give multivariate versions of the law of large numbers and the central limit
theorem for martingales in a generality that seems to us useful in many sta
tistical applications
When studying inference for stochastic process models where the data is
a single trajectory a central limit theorem for martingales is often a useful
tool for obtaining asymptotic distributional results as the length of the obser
vation period goes to innity see eg BarndorNielsen and Srensen  		 
 		
 What is needed is a central limit theorem for a properly normalized
martingale as the time goes to innity When the statistical parameter is
multidimensional or of innite dimension a multivariate central limit the
orem is needed We briey review some previously published multivariate
central limit theorems which have proved useful in the type of statistical
application indicated above when the models may be nonergodic For a
review of older work on mainly onedimensional martingales see Helland
 	 A multidimensional martingale central limit theorem applicable to
some nonergodic models was given by Hutton and Nelson  	
 However
their assumption that the quadratic variation matrix converges when normal
ized by a scalar is rather restrictive In order to be able to obtain results for
multivariate martingales the coordinates of which increase at dierent rates
a type of martingales which occurs quite naturally when analysing many sta
tistical stochastic process models Srensen  		  published a result where
the quadratic variation matrix converges when normalized by a diagonal ma
trix This has also turned out to be too restrictive because for instance it
does not cover the case where all components of the martingale increase at
the same rate but where there are directions dierent from the main axes in
which the rate of increase is smaller This happens in some stochastic pro
cess models see Dietz  		 Stockmarr  		 and Gushchin and Kuchler
 		 In Section  we give a central limit theorem for multivariate mar

tingales where the quadratic variation matrix is assumed to converge when
normalized by a suitable full matrix This more general result covers also
martingales of the type just described In Section  it is demonstrated how
it can be used to nd the asymptotic distribution of the maximum likelihood
estimator in multivariate Gaussian diusion models in cases that could not
be treated by the previous less general central limit theorems In Section

 the central limit theorem is applied to a type of martingales that occur in
connection with investigations of statistical inference for solutions of stochas
tic delay equation
Laws of large numbers for martingales are useful tools for proving consis
tency of estimators in the type of statistical models described in the previous
paragraph These results state that as time tends to innity a martin
gale normalized by its quadratic variation converges to zero almost surely
or in probability on the set where the quadratic variation tends to innity
A rst result was published by Lepingle  	 and the paper by Liptser
 	 claried the situation for onedimensional martingales The strong
law of large numbers for martingales is proved by means of a generalization
of the Kronecker lemma Melnikov  	 was able to prove a multivariate
version of the strong law of large numbers for martingales under the assump
tion that the limsup of the ratio of the largest to the smallest eigenvalue of
the quadratic variation matrix is nite This assumption is rather strong
and in several statistical applications Melnikovs result can not be applied
Melnikovs condition was considerably weakened in the laws of large num
ber for martingales by Le Breton and Musiela  	  		 and Kaufmann
 	 but their conditions are still too strong to cover cases where some
eigenvalues of the quadratic variation increase linearly while others increase
exponentially which can happen even in relatively simple statistical models
Le Breton and Musiela  	 and Dzhaparidze and Spreij  		 proved a
strong law of large numbers for multivariate martingales which are Gaussian
or which have deterministic quadratic variation respectively In these two
papers the only condition is essentially that the inverse of the quadratic vari
ation matrix tends to zero The assumptions that the martingale is Gaussian
or that the quadratic variation matrix is deterministic are also too restrictive
in many applications In Section  a weak law of large numbers for multivari
ate martingales is derived as a corollary to the general central limit theorem
The result holds without any further conditions so by proving only conver

gence in probability we avoid the restrictive conditions in the strong laws
of large numbers for multivariate martingales published so far and obtain
a more broadly applicable result Apart from the applications mentioned
above the weak law of large numbers for multivariate martingales can be
used to prove consistency of least squares estimators in a very general class
of semimartingale models see Melnikov and Novikov  		
 Limit Theorems
Let  F   fF
t
g  P  be a complete ltered probability space Let M 
M
 
         M
k

T
be a kdimensional square integrable martingale with respect
to fF
t
g ie the coordinates of M
t
are square integrable for all t   We
can therefore for all t   dene H
t
 EM
t
M
T
t
 where T denotes trans
position We assume that the sample paths of M are right continuous with
limits from the left Let M 
t
be the quadratic variation matrix ofM  ie the
i  jth entry of M 
t
is M
i
 M
j

t
 By I
k
we denote the kk identity matrix
and by detA the determinant of a square matrix A while A
 

denotes the
unique positive semidenite square root of a positive semidenite matrix A
The concepts of stable and mixing convergence used in the following theorem
were introduced by Renyi  	  	 and further developed by Aldous and
Eagleson  	 see also the discussion in Hall and Heyde  	
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Proof To prove   it suces to show that x
T
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is a onedimensional square integrable martingale with respect to the ltra
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in probability as t  Thus the class of processes X
t
  t   satises the
same conditions as the martingales  in the proof of Theorem  in Feigin

 	 Therefore it follows from Feigins proof that X
t
 
converges stably in
distribution to the zeromean normal variancemixture with the distribution
of x
T


x as mixing distribution ie to the distribution of x
T
Z
The stability of   implies  and  see Aldous and Eagleson
 	 Remember that on fdet

  g the matrix K
t
M 
t
K
T
t
is positive
denite for t large enough The result 
 follows immediately from 
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In applications a main problem is to nd the family of matrices fK
t
 t 
g Based on c and d in Theorem   one might try to get an idea of how
to choose K
t
by studying the rate of increase of the entries of H
t
 but this is
not always enough because these entries may all increase at the same rate
even when M grows at dierent rates in directions that are not parallel to
the coordinate axes Often one must search for a family fK
t
 t  g of the
form D
t
C where D
t
is a diagonal matrix while C changes the coordinate
axes appropriately We shall give examples in the Sections  and 

Since H
t
is positive semidenite there exists an orthogonal matrix O
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d in Theorem   is automatically satised
The following weak law of large numbers follows immediately from The
orem  
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 Multidimensional Gaussian Diusions
In this section we consider the class of kdimensional Gaussian diusions
given as solutions to the stochastic dierential equation
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The maximum likelihood estimator is
!

t
 I
 
t
N
t
 Note that
!

t
 I
 
t
I
t
  
M
t
    I
 
t
M
t
 where M
t
is the k

dimensional square integrable mar
tingale M
t
 
R
t

X
 s
dW
 s
         
R
t

X
ks
dW
 s
         
R
t

X
 s
dW
ks
         
R
t

X
ks
dW
ks

Since M 
t
 I
t
 the consistency of
!
 follows if we can apply Corollary
 to M  Moreover by Theorem   also the asymptotic normality of
K
t
I
t
K
T
t

 

K
 
t

T

!

t
   K
t
I
t
K
T
t


 

K
t
M
t
or more simply that 
!

t


T
I
t

!

t
   M
T
t
I
 
t
M
t
 

k

 follows too We need to nd K
t
such
that c and d of Theorem   are satised
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is random if one or more of the eigenvalues of B are positive It is not a
restriction of the generality to assume that d
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

 
and 

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is positive denite Obviously they are positive semidenite so it
is enough to prove that they are invertible To impose necessary conditions
for this to hold we need the concept of controllability Let R and V be dd
matrices where V is positive semidenite then R V  are called controllable
if the rank of the dd

matrix V  RV          R
d 
V  is d We need the following
result which is wellknown in control theory For a proof see Davis  	
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 or ChaleyatMaurel and Elie  	  Lemma   
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
is invertible
We have thus proved consistency and after normalization as described
above asymptotic normality of the maximum likelihood estimator provided
that all eigenvalues of B are real and dierent from zero that all positive
eigenvalues are dierent and that CC
T
is positive denite
This could not have been done for all these values of B by means of eg
the martingale limit theorem in Srensen  		  Consider for instance the
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so the result proved above holds
Maximum likelihood estimation for multivariate Gaussian diusions has been
studied by several authors see Le Breton  	  	
 Le Breton and Musiela
 	  	 and Stockmarr  		 None of these authors proved consistency
or asymptotic normality in the case where some eigenvalues of B are positive
while others are negative
 Martingales with timedelay
In this section we consider limit results for martingales of type that is typical
of problems occuring in the study of statistical inference for stochastic delay
equations
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which has the quadratic variation matrix
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Elementary calculations show that after normalization by exp
 
t all
entries of M 
t
tend to random nite limits as t
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and that the limit matrix is singular This can be seen as the normalization
K
t
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t
K
t
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t
 e

 
t
I

 No other normalization of M 
t
by deterministic
diagonal matrices possibly with dierent rates of increase for the diagonal
elements lead to a regular limit matrix either
It is however possible to choose a nondiagonal matrix K
t
for which a
nonsingular limit matrix is obtained In fact for K
t
 t# with
# 
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B

  
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the expression K
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which is nonsingular with probability one To see this note that 

has the
structure U$U  where U diag U
 
  U

 and where $ is seen to be positive
denite by arguments similar to those given in the previous section
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