In this paper we study the existence of ω-periodic solutions for some functional-differential equations of mixed type. Among the main results are the averaging principle and existence theorems for some equations with homogeneous nonlinearities. We use here the coincidence degree theory of Mawhin.
Introduction
In this paper we study the existence of periodic solutions for functional-differential equations of mixed type (MFDE, for short) of the form
x (t) = f t, x(t), x t − τ 1 (t) , x t + τ 2 (t) , t ∈ R,
where f : R × R 3n → R n and τ 1 , τ 2 : R → R are continuous and ω-periodic in t. For example, if τ 1 and τ 2 are constants and with the same sign, the growth rate of x depends on both forward and backward (advanced and delayed) translates of the argument t. This is what is called of "mixed type." The same phenomenon happened, for example, if τ 1 (t) = τ 2 (t) = sin t. The study of various problems (not only the periodic problem) for this type of equations is difficult and, as far as we know, it started recently. An elaborated theory was initiated by Mallet-Paret who, for example, gave in [12] a Fredholm alternative for MFDE. The motivation for this study is that the travelling-wave solutions of a lattice differential equation satisfy a MFDE. Recently, various problems associated to a MFDE (as, for example, the existence of analytic solutions for an equation with analytic data) were studied by Dârzu in [5, 6] , Rus and Dârzu-Ilea in [14] and Precup in [13] . The authors of [7, [9] [10] [11] studied the existence of periodic solutions for some MFDE. They use the coincidence degree theory as developed by Gaines and Mawhin in [8] . Here we use the same technique, but our results extend and complement the existing ones. The first main result is the averaging method, the analogous of the very popular method for ordinary differential equations (ODE, for short). Two existence results for periodic solutions of some MFDE with homogeneous nonlinearities are also given. They are extensions of similar results for ODE of Capietto, Mawhin and Zanolin appeared in [4] . Other cases that we studied are the small perturbations of odd MFDE or of autonomous ODE. The paper is organized as follows. In Section 2 we present the definition, some properties and results from the coincidence degree theory that will be used later on. Section 3 contains our main results.
The coincidence degree: definition and properties
In this section we present the definition of the coincidence degree and some of its properties, also some continuation theorems, perturbation theorems and some theorems for the case when the nonlinear operator is positively homogeneous. This results appear in [1, 2, 8] .
Let The following results will be also useful in the sequel. With B r (0) we denote the open ball of the space X centered in the origin and of radius r. 
Periodic solutions for functional-differential equations of mixed type
This section contains our main results. In the first part we show how to choose appropriate function spaces and operators in order to transform the periodic problem for a MFDE into an operator equation suitable to apply the coincidence degree theory.
The periodic problem like a coincidence-type operator equation. Throughout this paper, C ω is the Banach space defined by C ω = x : R → R n continuous and ω-periodic and endowed with the supremum norm
It is not difficult to see that the operator F is well defined, continuous and bounded. We remind here that F is bounded if F (M) is bounded for any bounded subset M of C ω . With the above notations, the ω-periodic problem for Eq. (1) can be written in the following form:
According to the notations from the introductory part we consider the following spaces of functions:
Both X and Y are Banach spaces endowed with the norm · ∞ . Now we define a linear operator L and a nonlinear operator N by
We can easily note that problem (3) can be written under the form of an operator equation of coincidence type
We shall see that for this equation we can apply the coincidence degree theory. The linear operator L is continuous, and the kernel and its image are the following
follows that L is a linear Fredholm operator of index zero.
Since the operator F is bounded, and the convergence in the Banach spaces X and Y is the uniform convergence on the interval [0, ω], the Arzela-Ascoli theorem implies that the nonlinear operator N is completely continuous.
We define the isomorphism J : X 1 → Y 1 by J (c) = ct/ω and the projectors P : X → X 1 and Q : Y → Y 1 by P x = x(0) and Qy(t) = y(ω)t/ω, respectively. In order to apply the coincidence degree theory, the following formula for the restriction to the finite dimensional space X 1 of the operator J −1 QN : X → X 1 is useful:
It is also interesting to observe that the operator M = (L + J P ) −1 (N + J P ) : X → X is given by the formula
We remind that the fixed points of the operator M are solutions of the coincidence type equation Lx = N(x), and hence, are ω-periodic solutions of (1).
Main results. The first main result is the averaging method for MFDE.
Theorem 3.1. We consider the functional-differential equation x (t) = εf t, x(t), x t − τ 1 (t) , x t + τ 2 (t) , ε ,
where f : R × R 3n × [0, ε 1 ] → R a continuous function and ω-periodic in the first argument, τ 1 , τ 2 : R → R are continuous and ω-periodic and ε 1 > 0. Let g : R n → R n be defined by
We assume that there exists a ∈ R n and a neighborhood V of a, such that g(a) = 0, g(c) = 0 for all c ∈ V \ {a} and d B (g, V , 0) = 0.
Then, for ε > 0 sufficiently small, there exist an ω-periodic solution of Eq. (6), denoted ϕ(·, ε), that also satisfies ϕ(·, ε) → a when ε → 0.
Proof. In the case of Eq. (6) the operators F and N depend on the parameter ε and we underline this fact by denoting F (x, ε)(t) = f (t, x(t), x(t − τ 1 (t) ), x(t + τ 2 (t)), ε) and N (x, ε)(t) = t 0 F (x, ε)(s) ds. Then the ω-periodic problem for Eq. (6) is equivalent with
Let Ω = {x ∈ X: x(t) ∈ V for all t ∈ R}, that is an open and bounded subset of space X. We have that Ω = {x ∈ X: x(t) ∈ V for all t ∈ R} and ∂Ω = {x ∈ X: there exist t ∈ R with x(t) ∈ ∂V }. We shall apply Theorem 2.2 for Eq. (8) From all these here we note that the hypotheses of Theorem 2.2 are fulfilled. Moreover, we have that εN (·, ε) ), Ω, 0) = 0, fact that assures that there exist a solution of Eq. (8) in Ω. We denote this solution with ϕ(·, ε), this being of course an ω-periodic solution of Eq. (6) that has the property that ϕ(t, ε) ∈ V for any t ∈ R. Now, we note that, instead of V , we can take a neighborhood of a (like in [3] ), V μ ⊂ V such that V μ shrinks to {a} when μ → 0. This implies that the corresponding set Ω μ is a neighborhood of the constant function a, such as the diameter Ω μ is sufficiently small when μ → 0. So, for ε sufficiently small, Eq. (6) has an ω-periodic solution, ϕ(·, ε) ∈ Ω μ . Hence, we can choose the solution such that ϕ(·, ε) → a when ε → 0. 2
The next results consider the cases of small perturbations of on odd MFDE and of an autonomous ODE, respectively. Proof. We denote
Theorem 3.2. We consider the functional-differential equation x (t) = f t, x(t), x t − τ 1 (t) , x t + τ 2 (t)
Let Ω = B r (0) be the ball centered in the origin 0 and with radius r > 0 from the Banach space X. Since f is an odd function, the same is true for the operator N . We apply the generalized theorem of Borsuk type [8] and deduce that d ((L, N ) , B r (0)) is odd. It is obvious that
Now, for ε small enough we apply Theorem 2.1 for Eq. (10) in B r (0) and obtain that
Combining (11) and (12) We consider the functional-differential equation Proof. We denote
With the above notations the ω-periodic problem for Eq. (13) is equivalent to
We choose Ω = {x ∈ X: x(t) ∈ V for all t ∈ R} that is an open and bounded subset of the Banach space X. In the proof of Theorem 2.1 we described also its boundary. The fact that equation x = f 0 (x) has no periodic solutions such that x(t) ∈ ∂V for some t ∈ R assures that Lx = N 0 (x) for all x ∈ ∂Ω. For ε sufficiently small we apply Theorem 2.1 for Eq. (14) . Hence The next two theorems treat the cases of MFDE with homogeneous nonlinearities and they are extensions of some results of Capietto, Mawhin and Zanolin [4] given for the ODE case. We give the proof only for the first one, since for the second one is similar. We use Theorems 2.3 and 2.4 (see also [1] ), that are abstract results on how to compute the coincidence degree for homogeneous nonlinear operators.
Theorem 3.4.
We consider the functional-differential equation
where f : R × R 3n → R n and p : R → R n are continuous functions, ω-periodic in the first argument. We assume that f is positively homogeneous of order α < 1, i.e., f (t, ru, rv, rw) = r α f (t, u, v, w) for any r > 0, t ∈ R, (u, v, w) ∈ R 3n . Let g : R n → R n be defined by 
where f : R × R 3n → R n and p : R → R are continuous functions, ω-periodic in the first argument. We assume that f is positively homogeneous of order α > 1. Let g : R n → R n be defined by (17). We assume, moreover, that g(c) = 0 for all c ∈ R n \ {0} and d B (g, V , 0) = 0 for some open neighborhood V of 0.
Then, for ε > 0 sufficiently small, there is an ω-periodic solution of Eq. (19).
