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RESUMO
Objetivo: Propor um sistema para segmentação automática de 
tumores do encéfalo. Métodos: O sistema emprega parâmetros de 
textura como sua principal fonte de informação para a segmentação. 
Resultados: Os acertos chegaram a 94% na correspondência entre 
a segmentação obtida e o padrão-ouro. Conclusão: Os resultados 
obtidos mostram que o sistema é capaz de localizar e delimitar as 
áreas de tumor sem necessidade de interação com o operador. 
Descritores: Imagem por ressonância magnética; Processamento de 
imagem assistida por computador; Neoplasias encefálicas
ABSTRACT
Objective: To propose an automatic brain tumor segmentation system. 
Methods: The system used texture characteristics as its main 
source of information for segmentation. Results: The mean correct 
match was 94% of correspondence between the segmented areas 
and ground truth. Conclusion: Final results showed that the proposed 
system was able to find and delimit tumor areas without requiring 
any user interaction.
Keywords: Magnetic resonance imaging; Image processing, computer-
assisted; Brain neoplasms 
INTRODUÇÃO
As imagens por ressonância magnética (IRM) são fer­
ramentas importantes no tratamento de tumor cere­
bral, já que constituem um método não invasivo para 
visua lização das estruturas internas do cérebro e apre­
sentam alta resolução anatômica. A IRM é normal­
mente a técnica de imagem escolhida para avaliação 
do crescimento do tumor, planejamento da cirurgia 
e seguimento da quimioterapia e radioterapia(1,2). A 
segmentação da área do tumor permite a quantifica­
ção do volume de massa e sua resposta ao tratamento, 
entretanto, é, com frequência, realizada manualmen­
te, o que causa demora e dificuldade na execução, le­
vando a dois problemas principais(3): (1) baixa resposta 
a mudanças pequenas e (2) alta variabilidade entre 
seg mentações diferentes. Os sistemas computacio nais 
podem facilitar a carga manual segmentada enquanto 
se mostram como ferramenta de fácil avaliação do de­
senvolvimento da massa tumoral(4,5).
Este estudo apresenta método de segmentação de 
tumor cerebral em IRM que tem por objetivo a fácil 
segmentação das massas tumorais em IRM com resul­
tados reproduzíveis. Na instituição onde o estudo foi 
realizado, o sistema é capaz de segmentar automati­
camente massas tumorais, assim, não há necessidade 
de seleção manual da área inicial, diferenciando dos 
esquemas de segmentação semiautomáticos. Utilizou­
­se a técnica de análise de textura para extração de 
informações importantes que possibilitassem a discri­
minação entre os te cidos saudáveis e tumorais. 
As características da textura foram escolhidas de­
vido à habilidade de detectar padrões da imagem que 
normalmente são imperceptíveis à visão humana(6). Tal 
habilidade pode ser de fácil aplicação para detectar mu­
danças sutis nos sinais de IRM induzidos na presença 
de tecidos anormais. A análise de textura possui um 
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longo histórico em medicina por imagem, sendo aplica­
da em diversos estudos(7­9).
Neste trabalho, descreveu­se um sistema compu­
tacional, apresentando resultados empíricos, e discuti­
ram­se os prós e contras do sistema adotado. 
OBJETIVO
O objetivo deste estudo foi propor um sistema de seg­
mentação para tumores do encéfalo apropriado para 
processamento de IRM almejando a fácil segmentação 
de massas tumorais nesse tipo de imagem com resulta­
dos reproduzíveis. 
MÉTODOS
A metodologia foi estruturada com um sistema com­
posto por quatro etapas: pré­processamento, cálculos 
das características, segmentação e pós­processamen­
to. Esse sistema funciona com três tipos diferentes de 
IRM: T1, T1 com contraste (T1c) e FLAIR. Conside­
rando que, em cada modalidade, a imagem adequa­se 
melhor em diferentes tipos de tecidos (isto é, FLAIR 
para edema e T1 para gordura), avaliou­se cada uma 
delas por canais separados. Assim, todas as etapas do 
sistema foram projetadas para funcionarem com três 
modalidades de IRM ao mesmo tempo. O sistema e as 
etapas são ilustrados na figura 1. 
Figura 1. Sistema de segmentação
Pré-processamento
A IRM é afetada por diversos artefatos ligados ao 
processo de aquisição e composição química dos teci­
dos subjacentes. A etapa de pré­processamento é res­
ponsável pela redução de tais artefatos para melhorar 
os resultados da segmentação. A inomogeneidade de 
campo é um dos artefatos mais conhecidos da IRM e é 
causada por pequenas flutuações magnéticas no campo 
estático principal, desenvolvimento pobre de bobinas 
de radiofrequência (RF), corrente eddy, motion blur, 
entre outras causas. A inomogeneidade manifesta­se 
como campo com intensidade de variação leve, que se 
espalha por toda a imagem. Somente a calibração do 
escâner não é suficiente para correção do artefato; assim, 
a melhora das técnicas de imagem deve ser aplicada 
para redução dos efeitos da inomogeneidade. A ino­
mogeneidade intensa é correta na primeira etapa do 
pré­processamento (Figura 1) por meio da aplicação 
de algoritmo N3(10). O algoritmo cria distribuições es­
timadas para intensidades das imagens reais e campos 
corrompidos, causando a inomogeneidade, baseado nas 
imagens subjacentes. Posteriormente, essas estimativas 
são utilizadas para corrigir a imagem original. 
O ruído é outro artefato bem conhecido em IRM 
que corrompe a informação da imagem e decompõe os 
resultados das análises computacionais. As principais 
causas de ruídos são a blindagem de RF pobre, causa­
da por interferência externa de RF, atingindo o escâner 
e os efeitos termais que podem ocorrer no interior do 
corpo do paciente. O segundo passo do estágio de pré­
­processamento é responsável pela suavização do ruí do, 
realizada por difusão anisotrópica(11). Esse algoritmo é 
um método de filtragem de ruído bem conhecido e ge­
neralista, responsável por equalizar as áreas homogê­
neas da imagem enquanto melhora as bordas. 
Após os dois passos anteriores, as IRM T1, T1c e 
FLAIR devem ser transformadas para o mesmo siste­
ma de coordenação; então, as mesmas estruturas ana­
tômicas presentes em todas as imagens são alinhadas. 
Assim, permite­se que o sistema opere simultaneamen­
te em todos os “canais”. Neste estudo, utilizou­se um 
sistema com algoritmo semiautomático baseado em 
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medidas locais(12), que exigem uma seleção manual dos 
pontos de controle. Todavia, devido à formulação mo­
dular, esse sistema pode ser facilmente substituído pelo 
método automático. 
A etapa de segmentação do cérebro é responsável 
por separar o encéfalo das áreas adjacentes, como as 
meninges e os ossos do crânio, e também do ruído. O 
dispêndio de pixels desnecessários acelerou o desem­
penho geral do sistema e manteve o processo focado 
nas peças da imagem que apresentavam informações 
importantes. 
O sistema deste estudo utilizou método adaptado 
dos estudos de Brummer et al.(13) e Shen et al.(14), que 
criaram uma segmentação total da área do cérebro. Essa 
máscara iniciou um algoritmo de contornos ativos(15), 
que realizou a segmentação final. 
Diferente de outras técnicas de imagem, como o raio 
X e a tomografia computadorizada, na IRM a intensi­
dade do pixel não tem valor fixado em relação à ima­
gem do tecido. Os pixels, então, descrevendo o mesmo 
tecido, podem ter intensidades diferentes em fatias ad­
jacentes que degradam as análises computacionais rea­
lizadas diretamente em valores de intensidade. Neste 
estudo, esse artefato foi chamado de intensidade despa­
dronizada e tentou­se reduzi­lo por meio da aplicação 
de um procedimento de normalização(16,17) na última 
etapa de pré­processamento. 
Parâmetros de cálculo
Em estudos com processamento de imagem, a textura 
pode ser caracterizada como distribuição espacial e 
de dependência espacial entre os pixels da imagem. A 
análise da textura é um conjunto de técnicas que ca­
racterizam matematicamente essas distribuições e de­
pendências. As características texturais podem, a grosso 
modo, serem separadas em quatro grupos diferentes: 
estatístico, estrutural, baseado em modelo e baseado 
em transformada. 
Os métodos estruturais são utilizados com frequên­
cia para sintetizar imagens, porém seu uso é raro para 
suas análises; com isso, tal abordagem não foi ampla­
mente discutida. Os métodos estatísticos para análise 
das texturas usam elementos de probabilidade de teo­
ria estatística, tais como o histograma e a densidade de 
probabilidade para quantificar a textura apresentada na 
imagem. Já os métodos baseados em modelo contam 
com modelos matemáticos existentes considerados re­
guladores da forma, da textura e das características da 
imagem. Por fim, os métodos baseados em transformada 
contam com a hipótese de que o espectro da imagem 
carrega informações importantes do conteúdo da tex­
tura. Desse modo, os coeficientes espectrais são utili­
zados como características texturais(18) para uma visão 
geral mais profunda da análise das texturas. 
Nessa etapa, os seguintes parâmetros estatísticos 
são calculados: coocorrência de características textu­
rais(19,20) (segundo momento angular, contraste, corre­
lação, variação, momento diferença inverso, soma das 
médias, soma das variações, entropia, soma das entro­
pias, diferença nas variantes, diferença nas entropias) 
e parâmetros de comprimento de carreira(21,22) (SRE, 
LRE, GLN, RLN, RP, LGRE, HGRE, SRLGE, SRHGE, 
LRLGE, LRHGE). Todos os parâmetros são calcu­
lados com orientação de 0º, 45º e 135º. Além disso, 
calcularam­se os parâmetros baseados em modelos (di­
mensão fractal(23), campo aleatório de Markov)(24) e ba­
seado em transformada (LH, HH e HL canais para dois 
ní veis waveletes de Daubechies 4, coiflets 3, symlets 2 e 
biortogonais 5.5 e um banco com seis filtros de Garbor 
diferentes)(25). Todos esses parâmetros são calculados 
para cada modalidade de IRM (T1, T1c e FLAIR), to­
talizando 477 características. 
O conjunto de características dos resultados obtidos 
foi grande e possivelmente carrega informações desne­
cessárias que podem degradar o processo de segmen­
tação e aumentar o tempo computacional. Assim, um 
algoritmo de seleção de característica(26) foi aplicado 
para selecionar as características mais relevantes. Ape­
nas dez das mais relevantes características foram consi­
deradas. 
Segmentação 
As IRM do cérebro possuem uma estrutura complexa. 
As técnicas de processamento básico de segmentação 
da imagem dificilmente produzem bons resultados. 
Para melhorar o desempenho destas, há necessidade de 
algoritmos mais “inteligentes”, para analisar as infor­
mações provenientes das imagens. 
Optou­se pelo uso de máquina de técnica de apren­
dizado, denominada Máquina de Vetor de Processos 
(do inglês Support Vector Machine – SMV)(27), para clas­
sificação dos pixels tanto para o tumor quanto para o não 
tumor, baseada somente nas características da textura 
calculada nas etapas anteriores. A SMV consiste em um 
método de treinamento supervisionado, denotando que 
o algoritmo precisa ser treinado. O treinamento funcio­
na por meio da apresentação de um conjunto de dados 
marcados manualmente (um conjunto (X, y), onde o X é 
o vetor das características texturais calculadas por pixel 
e y sua classe respectiva – 1 para tumor e 0 para não 
tumor) para o classificador, que é “treinado” a partir 
desse conjunto como um pixel de tumor/não tumor deve 
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se comportar (matematicamente falando, a SMV cal­
cula um hiperplano separado por meio das caracterís­
ticas espaciais e utiliza essa informação para classificar 
dados desconhecidos). A segmentação, por si só, é rea­
lizada pela aplicação de classificadores treinados na in­
formação calculada de cada pixel sem histórico nas IRM 
(características texturais mencionadas anteriormente). 
Esse processo acaba mascarando a área do tumor. 
Pós-processamento
O classificador pode atribuir classificações erradas à al­
guns pixels, criando regiões desconexas na área segmen­
tada e, assim, levando a uma segmentação imperfeita. 
Para refinar o resultado final, aplica­se uma operação 
morfológica, como erosão, para segmentar a região ob ­
tida em etapa anterior. Esse procedimento remove pe­
quenos tumores, facilitando o resultado e criando uma 
grande região conexa (máscara), que corresponde a 
área do tumor, mas também pode criar “buracos” inde­
sejados na máscara. 
Qualquer “buraco” nessa região é preenchido e uma 
dilatação morfológica é aplicada para um refinamento 
mais amplo. O resultado final é uma máscara circular 
sobressalente que corresponde à área do tumor.
Desenvolvimento do sistema e avaliação dos resultados
A implementação do sistema descrito foi desenvolvida 
no programa MATLAB (Mathworks, EUA), que possi­
bilitou rápida prototipagem. Para correção da inomo­
geneidade no pré­processamento, adotou­se a ferra­
menta MIPAV(28). O sistema foi testado com conjuntos 
de imagens de 11 pacientes (numerados de #1 a #11). 
As imagens foram obtidas na Faculdade de Medicina da 
Universidade de São Paulo (USP) por meio do sistema 
PACS em formato DICOM por anonimidade. Os testes 
foram conduzidos utilizando três fatias adjacentes de 
imagens T1, T1c e FLAIR de cada paciente. O conjun­
to de paciente continha exemplos de imagens de diver­
sos tipos de tumores. As informações dos pacientes são 
apresentadas na tabela 1. 
RESULTADOS
Dois radiologistas experientes (denominados GT#1 e 
GR#2) segmentaram manualmente as massas tumo­
rais nas IRM utilizadas no teste. Tais máscaras foram 
consideradas padrão­ouro e utilizadas para avaliar o 
sistema de modo eficiente. O classificador foi treinado 
no regime leave-one-out, no qual para cada iteração um 
caso é retirado da fase de treinamento e neste estudo, 
realizado com os dados restantes. Esse procedimento 
foi repetido até que todos os casos fossem testados. As 
máscaras de padrão­ouro também foram utilizadas no 
processo de treinamento da SVM, portanto, o método 
leave-one-out foi realizado duas vezes por cada um dos 
médicos. Alguns dos resultados das segmentações jun­
tamente da máscara do respectivo médico são ilustra­
dos na figura 2. 
Os resultados qualitativos foram calculados utilizan­
do uma medida de porcentagem combinada com o 
padrão­ouro e resultados de segmentação(29). Sendo 
TP um conjunto de pixels positivos, GR é um conjunto 
de pixels de padrão­ouro. O símbolo #(.) refere­se ao 
número de elementos em cada conjunto. Além disso, 
utilizou­se medida da taxa de correspondência (TC), é 
definida como se segue(29): FP é um conjunto de pixels 
Tabela 1. Informação dos pacientes. Tipo de tumores histologicamente confirmados
Paciente Gênero Tipo de tumor Idade (anos)
#1 Feminino Meningioma 36
#2 Feminino Glioblastoma multiforme 64
#3 Feminino Meduloblastoma 26
#4 Masculino Glioblastoma multiforme 63
#5 Feminino Metacarcinoma 73
#6 Masculino Pnet 3
#7 Masculino Astrocitoma grau II 79
#8 Masculino Glioblastoma multiforme 63
#9 Masculino Glioblastoma multiforme 56
#10 Feminino Ependimoma 17
#11 Masculino Astrocitoma grau II 52
Figura 2. O pré-processamento de T1c e IRM de fatias de cinco casos diferentes 
pode ser observado na primeira linha da imagem. A segunda linha mostra os 
respectivos resultados das segmentações antes do pós-processamento. Na 
terceira linha, apresentam-se os resultados de segmentação final e, a última 
linha, o padrão-ouro (verde) desenhadas pelo médico #1 no topo da IRM original
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Tabela 2. Casos indicados do número pacientes incluídos
Caso
GT #1 GT #2 Média
PA TC PA TC PA TC
#1 99,05 0,82 99,39 0,82 99,22 0,82
#2 88,66 0,75 89,40 0,78 89,03 0,76
#3 91,03 0,11 96,74 0,25 93,88 0,18
#4 99,93 -1,41 99,84 -1,33 99,89 -1,26
#5 99,34 -2,54 99,28 -1,38 99,31 -1,96
#6 99,91 0,71 99,44 0,72 99,67 0,72
#7 96,04 0,59 80,43 0,66 88,23 0,62
#8 99,76 0,80 99,54 0,80 99,65 0,79
#9 95,03 0,82 88,79 0,80 91,91 0,81
#10 98,58 -0,06 99,49 -0,83 99,03 -0,44
#11 58,57 -1,07 89,82 -1,94 74,20 -1,51
Total das médias 94,00 -0,04
GT#1 e GT#2 indicam os dados dos testes das máscaras desenhadas pelo medico#1 e #2. PA corresponde a por-
centagem de acerto medida e TC taxa de correspondência. 
falso­positivos. Os valores da porcentagem de acerto 
(PA) mais altos indicaram existência de um número 
maior de pixels positivo­verdadeiros na área segmenta­
da. O valor de TC avaliou quão distante estava a seg­
mentação do padrão­ouro. O valor ideal de TC foi 1, 
que indicou uma combinação perfeita entre o padrão­
­ouro e a segmentação. Os valores de TC próximos a 
1 indicaram que a segmentação possui mais verdade­
­positivas do que falso­positivas na segmentação. 
Os resultados dos testes de cada caso podem ser ob­
servados na tabela 2. Neste estudo, alcançou­se média 
PM de 94% e média de TC de ­0,04. O alto valor de 
PA indicou uma boa acurácia na classificação, porém 
a média negativa de TC indicou a existência de uma 
superestimação das áreas do tumor (maior número de 
falso­positivas). 
DISCUSSÃO
O objetivo deste estudo foi propor, implementar e ava­
liar sistema para segmentação de tumores do encéfalo 
na prática clínica por IRM. O sistema utilizado foi com­
posto por quatro etapas principais e de informações 
texturais em seu núcleo. Os resultados obtidos sugerem 
que o sistema proposto é capaz de lidar com a comple­
xidade inerente das imagens de cérebro de IRM. 
A falta de padrão­ouro confiável foi o principal 
obstáculo encontrado no presente estudo. Somente as 
análises histopatológicas foram capazes de avaliar to­
talmente as bordas da massa tumoral, especialmente 
nos tipos infiltrantes, como o astrocitoma. Apesar disso, 
no momento que se realizou esta investigação, não foi 
encontrada informação nas base de dados públicas com 
informação tanto de IRM quanto histológica. Devido a 
isso, foi necessário comparar os resultados da segmen­
tação com as máscaras desenhadas manualmente pelos 
radiologistas. Possivelmente, tal problema pode ter in­
troduzido alguma incerteza nos achados deste estudo, 
já que é impossível realizar uma avaliação sem conhe­
cer as bordas reais do tumor. 
Porém, o sistema deste estudo apresentou bons re­
sultados, alcançando média de 94% de acertos entre as 
áreas segmentadas automaticamente e a padrão­ouro. 
Contudo, a média da TC negativa indicou a existência 
de uma superestimação da área do tumor. Observan­
do cada resultado individualmente, a maioria dos casos 
teve bom desempenho na segmentação (alta de PA e 
alto valor positivo de TC), com exceção de quatro casos 
que apresentaram grande superestimação da área do 
tumor. Como não foi verificada a padrão­ouro histolo­
gicamente, não foi possível afirmar se houve imperfei­
ção na metodologia do sistema utilizado ou se o sistema 
capturou diferenças invisíveis do tecido nas áreas adja­
centes do tumor.
CONCLUSÃO
Os resultados obtidos mostraram que o sistema propos­
to foi capaz de localizar e delimitar a região tumoral 
sem qualquer interação com o usuário. 
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