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1. INTRODUCTION 
We consider integral operators of the form, 
V = ST 4% - Y)~(Y) dy. 
II 
(1.1) 
It can be shown [l] that the eigenvalues of such operators are directly related 
to the zeros and poles of Chandrasekhar’s X function. In this paper, we relate 
these zeros and poles, and hence the eigenvalues, to the zeros of the determinants 
of a pair of algebraic systems of equations arising in the finite interval Wiener- 
Hopf method. As a consequence, in the case of a class of integral operators arising 
in radiative transfer and neutron transport theory [2, 31, all the computations 
can be shown to reduce to simple iterations [4]. 
2. SOME NOTATIONS AND PRELIMINARIES 
We assume the kernel K(x) to satisfy the following conditions: 
(i) k(x) is real-valued and 
k(x) = k(4). (2-l) 
(ii) There exists a positive real number h such that 
44 exp(h I x I) E-h--oO, a), forp = 1,2. (2.2) 
(iii) 1 - &t) f 0, --co<‘$<co, 
where L(t) denotes the Fourier transform of k. 
(2.3) 
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With these assumptions it is easy to see that the operator T, as defined in 
(1.1), defines a compact self-adjoint operator on L,[O, T], and hence, has a 
discrete set of eigenvalues {CL,} with zero as the only possible limit point. It is 
also easy to see that the eigenfunctions can be chosen such that they are either 
symmetric or antisymmetric about the midpoint of [O, T]. 
From (2.3) it follows that (I - T)-l exists. Let f(x, z) denote the unique 
solution of the equation, 
J(x, z) = exp(im) + f k(x - Y) Jr, z) dr- (2.4) 
It is easy to see that J(x, z) is a continuous function of x. We define Chandra- 
sekhar’s X and Y functions as 
X(4 = p+, 4, (2.5) 
Y(z) = J(v, z). (2.6) 
It can be verified directly that J(T - x, z) is the solution of the equation, 
J(T - x, z) = (exp(irz)} (exp(-ixz)} + lT k(x - y) J(T - y, z) ~‘y. (2.7) 
Using (2.4) and (2.7), we get, 
J(T - x, .a) = exp(i7z) J(x, -a), (2.8) 
which yields the relations, 
and 
Y(z) = X(-z) exp(is:*) 
Y(0) = X(0). 
(2.9) 
(2.10) 
In an earlier paper Cl], the following relation between the eigenvalues of T 
and the X function was proved: 
1 JT (1 - pi) exp pi 
x(0> = n; (1 - PJ exp pj ’ 
(2.11) 
where l7+ and IT- are, respectively, the products over all eigenvalues with 
symmetric and antisymmetric eigenfunctions. 
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3. X AND Y EQUATIONS 
Let a(x) denote the unique solution of the equation, 
a(x) = k(x) + j’ k(x - y) a(y) dy. 
0 
(3.1) 
If A(x, y) is the resolvent kernel corresponding to k(x, y), then it follows that 
cd(x) = R(x, 0) = R(0, x). (3.2) 
Sow from (2.4) it follows that 
J(x, z) = exp(ixz) + 1’ R(x, Y) exp(iyz) dy, (3.3) 
which yields, using (2.5), 
X(z) = 1 + 1’ ‘Y(Y) exp(iyx) dy. (3.4) 
0 
From (3.4), we get 
X(-z) = 1 + IT 01(y) exp(--iyz) dy. 
0 
(3.5) 
Using (2.9) and (3.5), we get 
Y(z) = (exp(&)) X(-z) = exp(hz) + LT a(y) exp{i(r - y) x} dy. (34 
Using the change of variables T - y = t in the integral in (3.6), we get 
Y(z) - exp(&) = IT a(~ - t) exp(itz) dt. (3.7) 
0 
Define 
N4 = 44 + a+(X) + 4.4, 
where a(x) is extended to b zero outside [O, T] and 
44 = 44 + lT 4~ - Y) 4~) 4 for t < x < og 
= 0 outside [T, co) 
and 
(3.8) 
(3.9) 
x(x) = k(x) + j7 k(x - y) 4~) dv for-co<%<< 
0 
zzz 0 for x > 0. 
(3.10) 
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Then (3.1) can be written as 
B(x) = 44 + j-1 4x - Y> “(Y) dY, 
Taking Fourier transforms, we get 
B(S) = 42) + 45) W). 
Now (3.4) can be written as 
X(z) = 1 + a(z). 
Using this in (3.12) we get 
S(S) = 40 Jm* 
We can also write (3.4) as 
l-m 
cQ<x<co. (3.11) 
(3.12) 
(3.13) 
(3.14) 
X(0 = 1 + J B(x) x[~,~I e4xk) dx, (3.15) --m 
where x[~,~J denotes the characteristic function of the interval [0, T]. Applying 
Parseval’s relation to (3.15) we get 
X(-f) = 1 + &. 1-1 ,I!@) ’ - ;‘i;,l - w)’ dw. (3.16) 
By (3.14) this becomes 
x(‘f> = 1 + & sm k(W) X(W) ’ - ‘;““,- w)} dw, 
m 
(3.17) 
Since k(x) is a even function by assumption (2.1) it follows that 
A(w) = A(-w). (3.19) 
Using this fact and (2.9) we can rewrite (3.18) as 
From (2.2) it follows that R(t) is analytic in the strip 1 Im 6 1 < h in the com- 
plex 5 plane. Also 1 - L(t) d oes not vanish on the real line. These two facts 
together guarantee the existence of a (J > 0 such that the function 1 - x(t) 
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does not vanish in the strip i Im f / < 0. Now moving the line of integration 
in (3.20) to the line Im w = CT, we get, 
[1 - Ml m? 
:-l-&j sfio X(w) X(w) dw + exp(GS) m+io i(w) n(w) dw. (3 21) 
=z --m+io w-5 2n-i s --m+io w i 5 
Using (3.21) and (2.9), we easily see that 
u - &)I Ft) 
exp(i-rf) 
= exp( i75) + & j-ly:0 ‘(z)yF) dw + T J 
+io k(w) X(w) dw. 
-cC+i0 wtE 
(3.22) 
We call (3.21) and (3.22) the X and Y equations, respectively. 
4. A REPRESENTATION FOR THE FUNCTION [I - f;(e)] 
We now define two analytic functions U(f) and I’(.$) as follows: For 
(4.2) 
We now prove the following representation for 1 - A(f): 
1 - 46) = U(f) q-0 - U5) ~(-0 / Im 6 < 0. 
Proof. Using the definition (2.5) of X(f) and (2.4) we get 
(4.3) 
X(t) = IV)+, 5) = 1 + s‘ 4-y) ICY, E) 4 
0 
= 1 + jm 4-d (ICY, 4) xm) dr 
--m 
= 1 + jm 4~) U(Y~ 0x1& dr 
-02 
since k(-y) = k(y) by (2.1). In the above, ~[,,~l denotes the characteristic 
function of the interval [0, T]. Using Parseval’s relation in the above, we get 
XC-3 = 1 + & j: duff(w) J’d J(y, t) exp(iyw) dy. cc (4.4) 
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We now find an expression for the last integral in (4.4). It is easy to verify from 
(2.4) that (a]/&) (x, 6) ’ is t h e solution of the integral equation, 
81 
ax= 2 exp@~) - 47 - 4 40 + W) -%I + s,’ Nx - y) 4$- (y, f) dy. 
(I - T) g = it exp(ix[) - K(T - x) A(5) + k(x) X(S), 
where T is the integral operator as defined in (1.1). Using (2.4) and (3.1) in the 
above, we get 
al/ax = itJ(~, 6) - 4~ - 4 Y(f) + 44 X(0. (4.5) 
Multiplying by exp(ixw) and integrating with respect to x over the interval 
LO, 71, we get, 
lT exp(ixw) g (x, 5) dx = it j: J(x, t) exp(zkw) dx 
- A(f) JT (~(7 - x) exp(ixw) dx 
0 
+ X(5) LT a(x) exp(ixw) dx. 
Integrating the left-hand side by parts and using the definitions of X(l) and 
Y(5), we get 
exp(zkw) A(f) - X(t) - iw lT J(x, 6) exp(ixw) dx 
= it LT J(x, 6) exp(ixQ dx - A([) 6 CA(T - x) exp(ixw) d 
+ X(t) & a(x) exp(zkw) dx. 
Rearranging the terms and using (3.4) and (3.6), we get 
$w + 8 1’ 1(x, 5) exp(W dx = 46) Y(w) - X(5) X(w). 
0 
Hence, we have 
I ’ J(x, I) exp(ixt) dx = + ‘(8 y(w~~~(t) x(w) . (4-e) 0 
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Substituting this into (4.4), we get 
We rewrite this as 
Using the definitions (4.1) and (4.2) of U(f) and V(t) in the above relation, we 
get 
x’(5) U(S) = 1 + Y(5) Jq). 
NOW using (4.1) and (4.2), we can write (3.21) as 
D - 463 45) = V-43 + (exp(W) Qf). 
This yields 
P - 481 X(5) u(f) = u(5) U(4) + exp(i75) U(t) V(5). 
Similarly, (3.22) can be written as 
El - &)I Y(S) = V-5) + (exp(%)) 43, 
yielding 
[I - &)I Y(t) v(t) = v(f) ~(-4) + exp(id) U(t) V(5). 
Subtracting (4.11) from (4.10), we get 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
[1 - &t)l [u(t) x(t) - v(t) y(t)] = u(f) u(d) - V(f) V(-f). (4.12) 
This, together with (4.8), gives 
1 - &6) = w3 q-0 - Vf) u-0 
proving (4.3). 
An immediate consequence of the above representation is 
1 - X(0) = V(0) - P(0). 
From (4.9), we get 
[l - L(O)] X(O) = 7-V)) + V(O), 
(4.13) 
(4.14) 
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which, together with (4.13), gives 
1 
x(o) = U(0) - V(0) * (4.15) 
By combining this representation of X(0) with that in (2.1 l), we get the 
relation between the eigenvalues and the Wiener-Hopf method. Before doing 
this we obtain Fredholm equations to determine U(f) and V(e). 
5. FREDHOLM EQUATIONS FOR U(f) AND V(S) 
When T = 00, corresponding to the X function, we get the H function [2], 
that is, H(z) = J(O+, z, co), where JO+, z, a~) is the solution of (2.4) in the 
case T = co. It can be shown that 
and 
[l - ~(~)I H(5) H(4) = 1. (5.2) 
Now consider the integral, 
Using (3.20) in (5.3) we get 
(5.3) 
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By (5.1) the first term above is 1 - H(z) and by (4.2) the term inside the braces 
in the last term above is V(t). Using these facts in (5.4), we get 
where L, is the integral operator defined by 
(5.6) 
By using (5.1), this becomes 
1 53 
-i s 2fl -a 
dw hw) x(w) 
w+z 
Substituting (5.7) in (5.5), we get 
Using (4.1) we get 
(5.7a) 
w = Cl - w4] U(z) + I(4 + 1 - U(z) + L,( V), 
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which gives us 
We rewrite this as 
H(z) U(z) = 1 + L,( V). 
where 
(5.8) 
(5.9) 
where L, is as defined in (5.6). 
The kernel A,([, z) of the above operator satisfies, 
II J%(& ~IIL, < C exp(--74, (5.10) 
where C is a constant, and hence A,, is a contraction for sufficiently large T. 
Similarly, considering the integral, 
(5.11) 
and adopting the same procedure as for I(z), we get 
Define 
V(z) = A,(U). (5.12) 
P(4 = U(z) + V(z), (5.13) 
Q(z) = U(z) - V(z). (5.14) 
Then (5.8) and (5.12) together give 
(5.15) 
(5.16) 
Using (5.2), (5.6), and (5.9), the operator A, can be written as 
T=(f) =1q w+io 4-t) exp(iTl) f(4) dt. 
H(z) 272. 
(5.17) 
--m+io [l- &>I fw t + z 
Equations (5.15) and (5.16) are Fredholm equations to determine P and Q, 
which in turn determine U and V by (5.13) and (5.14). 
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6. A SYSTEM OF ALGEBRAIC EQUATIONS 
The estimate (5.10) can be improved by moving the line of integration in 
in (5.17) to the line Im 5 = 6, where 0 < 0 < S < h. While doing so we will 
pick up the redisues at the zeros of 1 - x(t), which become the poles of the 
function 
Q> exp(X) f(E) 
R(5) = [I - &)] H([) 5+z. 
We assume 1 - A([) has only simple zeros in (J < Im 5 < 6. Let these zeros 
be denoted by zi , z2 ,..., z, . Then these become simple poles of R(t); and the 
residue of R(t) at zj is given by 
[-L’(zl)l H(z.j) Czj + z> .
Using the above residue and the fact that ff(zj) = 1, from (5.17) by moving the 
line of integration to Im f = 6, we get 
1 
Tg(f) _ 1 1 j-m+“6 45) expW) f(5) d5 
H(z) 2Vi --+io [l - &)I H(t) E + z 
n 1 exp(+) 
-f Czj) 
+ El H(x) [-X’(Zj)] H(%) (q + 4 
n 1 exp(hq) 
= ,c, H(z) [4’(Zj)] H(q) (Zj + z) f w + A8(f ), 
where A, has an obvious meaning. Hence, (5.15) and (5.16) become 
P(z) = -J- + i -.A- 
exp(iq) 
W4 +I H(z) [-i’(zj)l H(zj) (zj i z> 
P(q) + 4(P), 
Q(z) = &) - gl $) L-6,(zj;~;;;;zj + ,Q@J - Au(Q). 
Let Y(Z), Ye, s(z), and Q(Z) be defined as 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
(6.5) 
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44 = v + 4-l 1 H(z) 9 
1 1 
5x4 = (I+ A-l H(z) (z * 
Using (6.4) and (6.5) in (6.2) we get 
Similarly, using (6.6) and (6.7) in (6.3) we get 
W-9 
(6.9) 
Evaluating (6.8) and (6.9) at z, we find that the constants P(zj), Q(z+) appearing 
in (6.8) and (6.9) are determined by the following systems of equations: 
P(z,) = Y(X,) + (6.10) 
These give us a system of equations associated with the Fredholm equations. 
7. EIGENVALUES OF THE OPERATOR T 
Let K(x) = z&(x), where w is real and j w / < 1, and k(x) is as above. Then 
the eigenvalues of K(x) are (wpi} and the corresponding X and Y functions of 
K are also functions of the parameter w. It follows from (2.11) that 
IX (exP(wh4) (1 - v-4 
x(o’ w) = n; (exp(wpi)) (1 - wpj) ’ (7.1) 
This shows that X(0, w) has a meromorphic extension to the complex w plane 
and the zeros and poles of X(0, w) are reciprocals of the eigenvalues of T. But 
from (4.14) and (4.15) we see that the zeros and poles of X(0, w) will be given 
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by the poles of U(0, w) + V(0, w) and U(0, w) - V(0, w), that is, by the poles 
of P(0, w) and Q(0, w). Al so, from the previous section, it follows that the poles 
of P(0, w) and Q(0, w occur at the zeros of the determinants of the system in ) 
(6.10) and (6.11), as function of w. Thus it follows that the calculation of the 
eigenvalues reduces to that of determining the zeros of these determinants. 
8. CONCLUDING REMARKS 
The system (6.10) and (6.11) for the kernel, K(X) = wk(~), involves the zeros 
q(w) of the function 1 - wl(.$ and the zeros themselves will be functions of 
w, probably multiple-valued functions. However, the representation (7.1) and 
the above arguments show that there must exist a proper choice of the branches 
of the zeros Z+(W) that would make X(0, w) a meromorphic functi-\n of w. How- 
ever, it is not clear whether a general method could be given “or the actual 
process of choosing these branches. A detailed discussion for the class of kernels 
appearing in radiative transfer and neutron transport is given by Mullikin [4]. 
In this case, it has been shown that all the calculations reduce to simple iterations. 
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