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Abstract
LetG= SL(n,R) be the real semisimple Lie group and let SL(n,R) =
KAN be the Iwasawa decomposition. The purpose of this paper is to
define the Fourier transform in order to obtain the Plancherel theo-
rem on the group AN. Besides, we prove the existence theorems for
the invariant differential operators on the nilpotent group N,and the
solvable AN. To this end, we give a classification of all left ideals of
the group algebra L1(AN).
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1 Introduction.
1.1. Abstract harmonic analysis is one of the more modern branches of
harmonic analysis, having its roots in the mid-twentieth century, is analysis
1
on topological groups. The core motivating idea are the various Fourier
transforms, which can be generalized to a transform of functions defined
on Hausdorff locally compact topological groups. If the group is neither
abelian nor compact, no general satisfactory theory is currently known. In
mathematics and theoretical physics, the invariant differential operators play
very important role in the description of physical symmetries. starting from
the early occurrences in the Maxwell, d’Allembert, Dirac, equations. Usually,
the action of the group has the meaning of a change of coordinates (change of
observer) and the invariance means that the operator has the same expression
in all admissible coordinates. For example the Dirac operator in physics
is invariant with respect to the Poincare´ group and Maxwell equation is
invariant by the Lorentz group .
1.2. Thus, it is important for the applications in mathematical physics
to study systematically such operators and their solutions. Our interest is
to consider the solvable Lie group AN of the real semisimple Lie group G =
SL(n,R), Therefore let SL(n,R) = KAN be the Iwasawa decomposition. In
this paper, we will define the Fourier transform on the group AN to obtain
the Plancherel formula and to solve any invariant differential operators on
the group AN . In the end, we give a classification of all left ideals of group
algebra L1(AN) and we introduce some new groups
2 Notation and Results
2.1. The fine structure of the nilpotent Lie groups will help us to do the
Fourier transform on a simply connected nilpotent Lie groups N. As well
known any group connected and simply connected N has the following form
N =
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As shown, this matrix is formed by the subgroup R, R2,...., Rn−1, and Rn

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(2)
Each Ri is a subgroup of N of dimension i , 1 ≤ i ≤ n, put d = n+ (n−
1)+ ....+2+ 1 = n(n+1)
2
, which is the dimension of N . According to [9], the
group N is isomorphic onto the following group
(((((Rn⋊ρn)R
n−1)⋊ρn−1)R
n−2 ⋊ρn−2 .....)⋊ρ2 R
2)⋊ρ1 R (3)
That means
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N ≃ (((((Rn⋊ρn)R
n−1)⋊ρn−1)R
n−2 ⋊ρn−2 .....)⋊ρ4 R
3 ⋊ρ3 R
2)⋊ρ2 R (4)
2.2. Denote by L1(N) the Banach algebra that consists of all complex
valued functions on the group N , which are integrable with respect to the
Haar measure of N and multiplication is defined by convolution on N as
follows:
g ∗ f(X) =
∫
N
f(Y −1X)g(Y )dY (5)
for any f ∈ L1(N) and g ∈ L1(N), whereX = (X1, X2, X3, ...., Xn−2, Xn−1, Xn),
Y = (Y 1, Y 2, Y 3, ...., Y n−2, Y n−1, Y n), X1 = x11, X
2 = (x21, x
2
2), X
3 = (x31, x
3
2, x
3
3)
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n−2
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n−1
3 , x
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n−1
n−2, x
n−1
n−1),
Xn = (xn1 , x
n
2 , x
n
3 , x
n
4 , ..., x
n
n−2, x
n
n−1, x
n
n) and dY = dY
1dY 2dY 3, ...., dY n−2dY n−1dY n
is the Haar measure on N and ∗ denotes the convolution product on N. We
denote by L2(N) its Hilbert space. Let U be the complexified universal
enveloping algebra of the real Lie algebra g of N ; which is canonically iso-
morphic to the algebra of all distributions on N supported by {0} , where
0 is the identity element of N . For any u ∈ U one can define a differential
operator Pu on N as follows:
Puf(X) = u ∗ f(X) =
∫
N
f(Y −1X)u(Y )dY (6)
The mapping u→ Pu is an algebra isomorphism of U onto the algebra of
all invariant differential operators on N
4
3 Fourier Analysis on N.
3.1. For each 2 ≤ i ≤ n, let
Ki−1
=







 Rn︸︷︷︸
⋊ρn

× Rn−1 × Rn−1︸ ︷︷ ︸
⋊ρn−1


× Rn−2 × Rn−2 × .....
︸ ︷︷ ︸
⋊ρi+1


× Ri × Ri
︸ ︷︷ ︸
⋊ρi


× Ri−1⋊ρiR
i−1
be the group with the following law
(X...., X i, X i, U i−1, X i−1).(Y...., Y i, Y i, V i−1, Y i−1) (7)
= [(X...., X i, X i).(ρi(X
i)(Y...., Y i, Y i))], U i−1 + V i−1, X i−1 + Y i−1)
For any X ∈ Li+1, Y ∈ Li+1, X
i ∈ Ri, U i−1 ∈ Ri−1, X i−1 ∈ Ri−1, Y i ∈
Ri, V i−1 ∈ Ri−1, Y i−1 ∈ Ri−1. So we get for i = 2
K1
=







 Rn︸︷︷︸
⋊ρn

× Rn−1,1 ⋊ρn−1 Rn−1︸ ︷︷ ︸
⋊ρn−1


× Rn−2,1 ⋊ρ3 R
n−2 × .....
︸ ︷︷ ︸
⋊ρ3


× R2,1 × R2
︸ ︷︷ ︸
⋊ρ2


× R1,1⋊ρ2R
1
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and for i = n , we get
Kn−1 =

 Rn︸︷︷︸
⋊ρn

× Rn−1 ⋊ρn Rn−1
3.2. Let M = Rn×Rn−1,1×Rn−2,1× .....×R3,1×R2,1×R1,1= Rd be the
Lie group, which is the direct product of Rn,1 = Rn,Rn−1,1 = Rn−1,Rn−2,1 =
Rn−2, .....,R3,1 = R3,R2,1 = R2 and R1,1 = R1. Denote by L1(M) the Banach
algebra that consists of all complex valued functions on the group M , which
are integrable with respect to the Lebesgue measure onM and multiplication
is defined by convolution on M as:
g ∗c f(X) =
∫
M
f(X − Y )g(Y )dY (8)
for any f ∈ L1(M), g ∈ L1(M), where ∗c signifies the convolution product
on the abelian groupM.We denote again by U be the complexified universal
enveloping algebra of the real Lie algebra m of M ; which is canonically
isomorphic to the algebra of all distributions on M supported by {0} , where
0 is the identity element of M . For any u ∈ U one can define a differential
operator Qu on M as follows:
Quf(X) = u ∗c f(X) = f ∗c u(X) =
∫
M
f(X − Y )u(Y )dY (9)
The mapping u → Qu is an algebra isomorphism of U onto the algebra
of all invariant differential operators (the algebra of all linear differential
operators with constant coefficients) on M
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The group N can be identified with the subgroup
N =







 Rn︸︷︷︸
⋊ρn

× {0}⋊ρn−1 Rn−1︸ ︷︷ ︸
⋊ρn−1


× {0}⋊ρ3 R
n−2 × .....
︸ ︷︷ ︸
⋊ρ3


× {0} × R2
︸ ︷︷ ︸
⋊ρ2


×{0}⋊ρ2R
(10)
of K1 and M can be identified with the subgroup
M
=







 Rn︸︷︷︸
⋊ρn

× Rn−1,1⋊ρn{0}︸ ︷︷ ︸
⋊ρn−1


× Rn−2,1⋊ρn−1{0} × .....
︸ ︷︷ ︸
⋊ρ3


× R2,1⋊ρ3{0}
︸ ︷︷ ︸
⋊ρ2


× R1,1⋊ρ2{0}
In this paper, we show how the Fourier transform on the vector group Rd
can be generalized on N and obtain the Plancherel theorem.
Definition 3.1. For 1 ≤ i ≤ n, let F i be the Fourier transform on Ri and
0 ≤ j ≤ n− 1, let
∏
0≤l≤j
Rn−l = (..((((Rn⋊ρn)R
n−1)⋊ρn−1)R
n−2⋊ρn−2)..×ρn−j
Rn−j), and let
∏
0≤l≤j
Fn−l = FnFn−lFn−2....Fn−j,we can define the Fourier
7
transform on
∏
0≤l≤n−1
Rn−1 = Rn⋊ρnR
n−1 ⋊ρn−1R
n−2⋊ρn−2 .....⋊ρ3R
2⋊ρ2R
1as
FnFn−1Fn−2....F2F1f(λn, λn−1, λn−2, .......,λ2, λ1)
=
∫
N
f(Xn, Xn−1, ..., X2, X1)e− i〈 (λ
n, λn−1),(Xn,Xn−1),..,(λ2, λ1),(X2,X1)〉
dXndXn−1...dX2dX1 (11)
for any f ∈ L1(N), where X = (Xn, Xn−1, .., Xn, Xn−1), Fd = FnFn−1Fn−2....F2F1
is the classical Fourier transform on N, dX = dXndXn−1...dX2dX1, λ =
(λn, λn−1, λn−2, ..,λ2, λ1), and
〈(λn, λn−1), (Xn, Xn−1), .., (λ2, λ1), (X2, X1)〉 =
n∑
i=1
Xni λ
n
i +
n−1∑
j=1
Xn−1j λ
n−1
j +
..+
2∑
i=1
X2i λ
2
i +X
1λ1
Definition 3.2. For every function f on N one can define a function f˜
on K1 as
f˜(ρ2(X
1)[(ρ3(X
2)(..(ρn−1(X
n−2)((ρn(X
n−1)(Xn)), U i−1+X i−1), U i−2+X i−2)..)), U2+X2)], U1+X1)
Remark 3.1. The function f˜ is invariant in the following sense
f˜(ρ2(U
1)[(ρ3(U
2)(..((ρn(U
n−1)(Xn)), Xn−1 − Un−1), Xn−2 − Un−2)..)), X2 − U2)], X1 − U1)
= f˜(X,U i−1, X i−1, U i−2, X i−2, .., U2, X2, U1, X1) (12)
Theorem 3.1. For every function F on K1 invariant in sense and for
every function φ on N
φ ∗ F (X,Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1)
= φ ∗c F (X,U
n−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1) (13)
for every (X,Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1) ∈ K1, where ∗ sig-
nifies the convolution product on N with respect the variables (X,X i−1, X i−2, .., X2, X1)
and ∗csignifies the commutative convolution product on M with respect the
variables (X, , U i−1, U i−2, .., U2, U1)
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Proof:
φ ∗ F (X,Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1)
=
∫
N
F
[
(Y n, Y n−1, Y n−2, .., Y 2, Y 1)−1(X,Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1)
]
φ(Y n, Y n−1, Y n−2, .., Y 2, Y 1)dY dY i−1dY i−2..dY 2dY 1
=
∫
N
F ((ρ(−Y 1)(Y n, Y n−1, Y n−2, .., Y 2)−1),−Y 1)(X,Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1))
φ(Y, Y n, Y n−1, Y n−2, .., Y 2, Y 1)dY dY n−1dY n−2..dY 2dY 1
=
∫
N
F ((ρ(−Y 1)((Y n, Y n−1, Y n−2, .., Y 2)−1(X,Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1)), X1 − Y 1))
φ(Y n, Y n−1, Y n−2, .., Y 2, Y 1)dY ndY n−1dY n−2..dY 2dY 1
=
∫
N
F (ρ2(−Y
1)(ρ3(−Y
2)((Y n, Y n−1, Y n−2, .., )−1(Xn, Un−1, Xn−1, Un−2, Xn−2, .., )U2, X2 − Y 2,
U1, X1 − Y 1)]φ(Y n, Y n−1, Y n−2, .., Y 2, Y 1)dY ndY n−1dY n−2..dY 2dY 1
By a simple calculation, we find
φ ∗ F (Xn, U i−1, X i−1, U i−2, X i−2, .., U2, X2, U1, X1)
=
∫
N
F
[
(Xn − Y n, Un−1, Xn−1 − Y n−1, Un−2, Xn−2 − Y n−2, .., U2, X2 − Y 2, U1, X1 − Y 1)
]
φ(Y n, Y i−1, Y i−2, .., Y 2, Y 1)dY ndY i−1dY i−2..dY 2dY 1
=
∫
M
F
[
(Xn − Y n, Un−1 − Y n−1, Xn−1, Un−2 − Y n−2, Xn−2, .., U2 − Y 2, X2, U1 − Y 1, X1)
]
φ(Y n, Y n−1, Y n−2, .., Y 2, Y 1)dY ndY n−1dY n−2..dY 2dY 1
= φ ∗c F (X
n, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1) (14)
Corollary. For every function F ∈ L1(K1) invariant in sense and for
every function φ ∈ L1(N)∫ ∫
..
∫ ∫
Fd(φ ∗ F )(ξn, λn−1, µn−1, λn−2, µn−2, .., λ2, µ2, λ1, µ1)dµn−1dµn−2..dµ2dµ1
= FdF (ξn, λn−1, 0, λn−2, 0, .., λ2, 0, λ1, 0)Fdφ(ξn, λn−1, λn−2, .., λ2, λ1) (15)
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Proof: In fact we get
∫ ∫
..
∫ ∫
Fd(φ ∗ F )(ξn, λn−1, µn−1, λn−2, µn−2, .., λ2, µ2, λ1, µ1)dµn−1dµn−2..dµ2dµ1
=
∫ ∫
..
∫ ∫
Fd(φ ∗c F )(ξ
n, λn−1, µn−1, λn−2, µn−2, .., λ2, µ2, λ1, µ1)dµn−1dµn−2..dµ2dµ1
=
∫ ∫
..
∫ ∫
FdF (ξn, λn−1, µn−1, λn−2, µn−2, .., λ2, µ2, λ1, µ1)Fdφ(ξn, λn−1, λn−2, .., λ2, λ1)
dµn−1dµn−2..dµ2dµ1
= FdF (ξn, λn−1, 0, λn−2, 0, .., λ2, 0, λ1, 0)Fdφ(ξn, λn−1, λn−2, .., λ2, λ1)
Plancherels theorem 3.2. For any function f ∈ L1(N), we have∫
N
∣∣Fdf(ξn, Xn−1, Xn−2, .., X2, X1)∣∣2 dXdXn−1dXn−2..dX2dX1
∫
N
∣∣Fdf(ξn, λn−1, λn−2, .., λ2, λ1)∣∣2 dξndλn−1dλn−2..dλ2dλ1 (16)
Proof: Let f ∈ L1(K1) be the function defined as
∨˜
f(Xn, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1)
=
∨
f [(ρ2(X
1)((ρ3(X
2)(..((ρn(X
n−1)(Xn)), Un−1 +Xn−1), Un−2 +Xn−2)..)), U2 +X2)), U1 +X1)]
= f [(ρ2(X
1)((ρ3(X
2)(..((ρn(X
n−1)(Xn)), Un−1 +X i−1), Un−2 +Xn−2)..)), U2 +X2)), U1 +X1)−1]
then we have
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φ ∗
∨˜
φ(0, 0, 0, 0, 0, ..0, 0, 0, 0)
=
∫
N
∨˜
φ
[
(Xn, X i−1, X i−2, .., X2, X1)−1(0, 0, 0, 0, 0, ..0, 0, 0, 0)
]
φ(Xn, X i−1, X i−2, .., X2, X1)
dXndXn−1dXn−2..dX2dX1
=
∫
N
∨˜
φ(ρ2(X
1)[(ρ3(X
2)(..(ρn−1(X
n−2)((ρn(X
n−1)(−Xn)), 0,−X i−1), 0,−X i−2, .., )0,−X2, )
0,−X1)]φ(Xn, X i−1, X i−2, .., X2, X1)dXndXn−1dXn−2..dX2dX1
=
∫
N
∨˜
φ
[
(ρ2(X
1)[(ρ3(X
2)(..(ρn−1(X
n−2)((ρn(X
n−1)(−Xn)),−X i−1),−X i−2, .., ),−X2, ),−X1)
]
φ(Xn, X i−1, X i−2, .., X2, X1)dXndXn−1dXn−2..dX2dX1
=
∫
N
∨
φ
[
(Xn, X i−1, X i−2, .., X2, X1)−1
]
φ(Xn, X i−1, X i−2, .., X2, X1)dXndXn−1dXn−2..dX2dX1
=
∫
N
φ(Xn, X i−1, X i−2, .., X2, X1)φ(Xn, X i−1, X i−2, .., X2, X1)dXndXn−1dXn−2..dX2dX1
=
∫
N
∣∣φ(Xn, X i−1, X i−2, .., X2, X1)∣∣2 dXndXn−1dXn−2..dX2dX1
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In other hand we have
φ ∗
∨˜
φ(0, 0, 0, 0, 0, ..0, 0, 0, 0)
=
∫
Fd(φ ∗
∨˜
φ)(ξn, λn−1, µn−1, λn−2, µn−2, .., λ2, µ2, λ1, µ1)
dξndλn−1dµn−1dµn−2dλn−2..dλ2dµ2dλ1dµ1
=
∫
Fd(φ ∗
∨˜
φ)(ξn, λn−1, 0, λn−2, 0, .., λ2, 0, λ1, 0)dξndλn−1dλn−2..dλ2dλ1
=
∫
Fd(φ ∗c
∨˜
φ)(ξn, λn−1, 0, λn−2, 0, .., λ2, 0, λ1, 0)dξndλn−1dλn−2..dλ2dλ1
=
∫
Fd
∨˜
φ(ξn, λn−1, 0, λn−2, 0, .., λ2, 0, λ1, 0)Fdφ(ξn, λn−1, λn−2, .., λ2, λ1)
dξndλn−1dλn−2..dλ2dλ1
=
∫
Fdφ(ξn, λn−1, λn−2, .., λ2, λ1)Fdφ(ξn, λn−1, λn−2, .., λ2, λ1)dξndλn−1dλn−2..dλ2dλ1
=
∫ ∣∣Fdφ(ξn, λn−1, λn−2, .., λ2, λ1)∣∣2 dξndλn−1dλn−2..dλ2dλ1
Hence the proof of the theorem.
3.1 Division of Distributions on N .
3.1.1. Let S(N) be the Schwartz space of N which can be considered as
the Schwartz space of S(M), let S ′(N) be the space of all tempered distri-
butions on N and let S ′(M) be the space of all tempered distributions on
M. If we consider the group N as a subgroup of K1, then f˜ ∈ S(N) for U =
(Un−1, Un−2, .., U2, U1) is fixed, and if we consider M as a subgroup of K1,
then f˜ ∈ S(M) for X = (Xn−1, Xn−2, .., X2, X1) is fixed. This being so; de-
note by SE(K1) the space of all functions Φ(X
n, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1) ∈
C∞(K1) such that Φ(X
n, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1) ∈ S(N)
forX = (Xn−1, Xn−2, .., X2, X1) is fixed, and Φ(Xn, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1) ∈
S(M) for U = (Un−1, Un−2, .., U2, U1) is fixed. We equip SE(K1) with the
natural topology defined by the seminormas:
Φ→ sup
(Xn,U)∈M
∣∣Q(Y )P (D)Φ(Xn, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1)∣∣ X fixed
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Φ→ sup
(Xn,X)∈N
∣∣R(Y )S(D)Φ(Xn, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1)∣∣ U fixed
where (Xn, X) = (Xn, Xn−1, Xn−2, .., X2, X1), (Xn, U) = (Xn, Un−1, Un−2, .., U2, U1),
and P, Q, R and S run over the family of all complex polynomials in 2d− n
variables. Let SIE(K1) be the subspace of all functions ψ ∈ SE(K1), which
are invariant in sense (13), then we have the following result.
Lemma 3.1.1. Let u ∈ U and Qu be the invariant differential operator
on the group M, which is associated to u, acts on the variables (Xn, Un−1, Un−2, .., U2, U1) ∈
M, then we have
(i) The mapping f 7→ f˜ is a topological isomorphism of S(N) onto
SIE(K1).
(ii) The mapping Φ 7→ QuΦ is a topological isomorphism of S
I
E(K1) onto
its image
Proof : (i) In fact ∼ is continuous and the restriction mapping Φ 7→ RΦ
on N is continuous from SIE(K1) into S(N) that satisfies R◦ ∼= IdS(N) and
∼ ◦R = IdSI
E
(K1), where IdS(N) (resp. IdSIE(K1)) is the identity mapping of
S(N) (resp. SIE(K1)) and N is considered as a subgroup of K1.
To prove(ii) we refer to[16, P.313 − 315] and his famous result that is:
”Any invariant differential operator on M, is a topological isomorphism of
S(M) onto its image” From this result, we obtain that
Du : SE(K1)→ SE(K1) (17)
is a topological isomorphism and its restriction on SIE(K1) is a topological
isomorphism of SIE(K1) onto its image. Hence the theorem is proved.
In the following we will prove that every invariant differential operator
on N has a tempered fundamental solution. As in the introduction, we will
consider the two invariant differential operators Pu and Qu, the first on the
group N , and the second on the abelian vector group M. Our main result
is:
Theorem 3.1.1. Every nonzero invariant differential operator on N has
a tempered fundamental solution
Proof : For every function ψ ∈ C∞(K1) invariant in sense (11) and for
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every u ∈ U , we have
Puψ(X
n, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1)
= u ∗ ψ(Xn, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1)
= u ∗c ψ(X
n, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1)
= Quψ(X
n, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1)
for every (Xn, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1) ∈ K1, where ∗ sig-
nifies the convolution product on N with respect the variables (Xn, Xn−1, Xn−2, .., X2, X1)
and ∗csignifies the commutative convolution product on M with respect the
variables (Xn, Un−1, Un−2, .., U2, U1).
Proof : In fact we have. By Lemma 3.1.1, the mapping ψ 7→ Quψ is a
topological isomorphism of SIE(K1) onto its image, then the mapping ψ 7→
Puψ is a topological isomorphism of S
I
E(K1) onto its image.
Since
R(Puψ)(X
n, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1)
= Pu(Rψ)(X
n, Un−1, Xn−1, Un−2, Xn−2, .., U2, X2, U1, X1) (18)
so the following diagram is commutative:
SIE(K1) Pu
−→
PuS
I
E(K1)
∼↑↓ R ↓ R
S(N) Qu
−→
PuS(N)
Hence the mapping ψ 7→ Puψ is a topological isomorphism of S(N) onto
its image. So the transpose tPu of Pu is a continuous mapping of S
′(N) onto
S ′(N). This means that for every tempered distribution T on N there is a
tempered distribution E on N such that
PuF = T (19)
Indeed the Dirac measure δ belongs to S ′(N).
If we use Atiyah method [1], and [9], we can obtain the following result
”Every invariant differential operator on N which is not identically 0 has a
tempered fundamental solution”.
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4 Fourier Analysis on AN.
4.1. Let G = SL(n,R) be the real semi-simple Lie group and let G = KAN
be the Iwasawa decomposition of G, where K = SO(n,R),and
N =


1 ∗ . . ∗
0 1 ∗ . ∗
. . . . ∗
. . . . .
0 0 . 0 1

 , (20)
A =


a1 0 0 . 0
0 a2 0 . 0
. . . . .
. . . . .
0 0 . 0 an

 (21)
where a1.a2....an = 1 and ai ∈ R
∗
+. The product AN is a closed subgroup
of G and is isomorphic (algebraically and topologically) to the semi-direct
product of A and N with N normal in AN.
Then the group AN is nothing but the group S = N⋊ ρA. So the product
of two elements X andY by
(x, a)(m, b) = (x.ρ(a)y, a.b) (22)
for any X = (x, a1, a2, .., an) ∈ S and Y = (m, b1, b2, .., bn) ∈ S. Let dnda =
dmda1da2..dan−1 be the right haar measure on S and let L
2(S) be the Hilbert
space of the group S. Let L1(S) be the Banach algebra that consists of all
complex valued functions on the group S, which are integrable with respect
to the Haar measure of S and multiplication is defined by convolution on S
as
g ∗ f =
∫
S
f((m, b)−1(n, a))g(m, b)dmdb (23)
where dmdb = dmdb1db2..dbn−1 is the right Haar measure on S = N⋊ ρA.
In the following we prove the Plancherel theorem. Therefore let T =
N × A be the Lie group of direct product of the two Lie groups N and A,
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and let H = N ×A×A the Lie group, with law
(n, t, r)(m, s, q) = (nρ(r)m, ts, rq) (24)
for all (n, t, r) ∈ H and (m, s, q) ∈ H. In this case the group S can be
identified with the closed subgroup N × {0} ×ρ A of H and T with the
subgroup N ×A× {0}of H
Definition 4.1. For every functon f defined on S, one can define a
function f˜ on L as follows:
f˜(n, a, b) = f(ρ(a)n, ab) (25)
for all (n, a, b) ∈ H. So every function ψ(n, a) on S extends uniquely as an
invariant function ψ˜(n, b, a) on L.
Remark 4.1. The function f˜ is invariant in the following sense:
f˜(ρ(s)n, as−1, bs) = f˜(n, a, b) (26)
for any (n, a, b) ∈ H and s ∈ H.
Lemma 4.1. For every function f ∈ L1(S) and for every g∈ L1(S), we
have
g ∗ f˜(n, a, b) = g ∗c f˜(n, a, b) (27)∫
Rn−1
Fd(g ∗ f˜)(λ, µ, ν)dν = Fdf˜(λ, µ, 0)Fn−1A g(λ, µ) (28)
for every (n, a, b) ∈ H , where ∗ signifies the convolution product on S with re-
spect the variables (n, b) and ∗csignifies the commutative convolution product
on B with respect the variables (n, a), where Fn−1A is the Fourier transform
on A and Fd is the Fourier transform on N
Proof: In fact we have
g ∗ f˜(n, a, b) =
∫
G
f˜((m, c)−1(n, a, b))g(m, s)dmdc
=
∫
S
f˜
[
(ρ(c−1)(m−1), c−1)(n, a, b)
]
u(m, s)dmdc
=
∫
S
f˜
[
ρ(c−1)(m−1n), a, bc−1
]
g(m, c)dmdc
=
∫
S
f˜
[
m−1n, ac−1, b
]
g(m, c)dmdc = g ∗c f˜(n, a, b) (29)
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and so ∫
Rn−1
FdFn−1A (g ∗ f˜)(λ, µ, ν)dν
=
∫
Rn−1
FdFn−1A (g ∗c f˜)(λ, µ, ν)dν
= FdFn−1A f˜(λ, µ, 0)F
n−1
A g(λ, µ) (30)
Plancherel Theorem 4.1. For any function Ψ ∈ L1(S), we have∫
Rd
∫
Rn−1
∣∣FdFn−1A Ψ(λ, µ)∣∣2 dλ =
∫
AN
|Ψ(X, a)|2 dX (31)
Proof : Let
∨˜
Ψ the function defined as
∨˜
Ψ(n, a, b) =
∨
Ψ(an, ab) = Ψ[(an, ab)−1] (32)
Then we obtain
Ψ∗
∨˜
Ψ(0, 0, 0)
=
∫
NA
∨˜
Ψ((n, a)−1(0, 0, 0))Ψ((n, a)dnda
=
∫
NA
∨˜
Ψ(a−1.n, a−1)(0, 0, 0))Ψ((n, a)dnda =
∫
NA
∨˜
Ψ(a−1.n, 0, a−1)Ψ((n, a)dnda
=
∫
NA
∨˜
Ψ((−X1)(X), 0,−X1)Ψ((n, a)dnda =
∫
NA
∨
Ψ(a−1.n, a−1)Ψ((n, a)dnda
=
∫
NA
∨
Ψ(a−1.n, a)−1Ψ((n, a)dnda =
∫
Rd
|Ψ(n, a)|2 dnda (33)
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and by lemma 4.1, we get
Ψ∗
∨˜
Ψ(0, 0, 0)
=
∫
N
∫
A
FdFn−1A (Ψ∗
∨˜
Ψ)(ξ, λ, µ)dξdλdµ
=
∫
N
∫
A
FdFn−1A (Ψ∗c
∨˜
Ψ)(ξ, λ, µ)dξdλdµ
=
∫
N
∫
A
FdFn−1A
∨˜
Ψ(ξ, λ, µ)FdFn−1A Ψ(ξ, λ)dξdλdµ
=
∫
N
∫
A
∫
N
∫
A
∫
N
∫
A
∨˜
Ψ(n, a, 0)e−i〈ξ,n〉e−i〈λ,a〉Ψ(m, b)e−i〈ξ,m〉e−i〈λ,b〉
dndadmdbdξdλ
=
∫
N
∫
A
∫
N
∫
A
∫
N
∫
A
∨
Ψ(an, a)e−i〈ξ,n〉e−i〈λ,a〉Ψ(m, b)e−i〈ξ,m〉e−i〈λ,b〉
dndadmdbdξdλ
=
∫
N
∫
A
∫
N
∫
A
∫
N
∫
A
Ψ(an, a)−1e−i〈ξ,n〉e−i〈λ,a〉Ψ(m, b)e−i〈ξ,m〉e−i〈λ,b〉
dndadmdbdξdλ
=
∫
N
∫
A
∫
N
∫
A
∫
N
∫
A
Ψ(n−1,−a)e−i〈ξ,n〉e−i〈λ,a〉Ψ(m, b)e−i〈ξ,m〉e−i〈λ,b〉
dndadmdbdξdλ
=
∫
N
∫
A
∫
N
∫
A
∫
N
∫
A
Ψ(n, a)e−i〈ξ,n〉e−i〈λ,a〉Ψ(m, b)e−i〈ξ,m〉e−i〈λ,b〉
=
∫
N
∫
A
FdFn−1A (Ψ)(ξ, λ)F
dFn−1A (Ψ)(ξ, λ)dξdλ
=
∫
N
∫
A
∣∣FdFn−1A (Ψ)(ξ, λ∣∣2 dξdλ
where 〈ξ, n〉 =
d∑
i=1
ξini, and 〈λ, a〉 =
n−1∑
j=1
λjnj .
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4.2. Let S(N ⋊ A) be the Schwartz space of S = N ⋊ A which can be
considered as the Schwartz space of S(T = N × A), let S ′(N ⋊ A) be the
space of all tempered distributions on N ⋊ A and let S ′(T ) be the space of
all tempered distributions on C. If we consider the group S as a subgroup of
H , then f˜ ∈ S(S) for a is fixed, and if we consider T as a subgroup of H,
then f˜ ∈ S(T ) for b is fixed. This being so; denote by SE(H) the space of all
functions Φ(x, a, b) ∈ C∞(H) such that Φ(x, a, b)) ∈ S(N) for a is fixed, and
Φ(x, a, b) ∈ S(T ) for b is fixed. We equipSE(H) with the natural topology
defined by the seminormas:
Φ→ sup
(x,a)∈T
|Q(Y )P (D)Φ(x, a, b)| b fixed
Φ→ sup
(x,b)∈N
|R(Y )S(D)Φ(x, a, b)| a fixed
where P, Q, R and S run over the family of all complex polynomials in 2d−1
variables. Let SIE(H) be the subspace of all functions ψ ∈ SE(H), which are
invariant in sense (13), then we have the following result.
Proposition 4.1. Let u ∈ U and Du be the invariant differential opera-
tor on the group T, which is associated to u, acts on the variables (x, a) ∈ T,
then we have
(i) The mapping f 7→ f˜ is a topological isomorphism of S(N) onto
SIE(H).
(ii) The mapping Φ 7→ QuΦ is a topological isomorphism of S
I
E(H) onto
its image
Proof : (i) In fact ∼ is continuous and the restriction mapping Φ 7→ RΦ
on S is continuous from SIE(H) into S(S) that satisfies R◦ ∼= IdS(N⋊A) and
∼ ◦R = IdSI
E
(H), where IdS(S) (resp. IdSI
E
(H)) is the identity mapping of
S(S) (resp. SIE(H)) and S is considered as a subgroup of H.
To prove(ii) we refer to[16, P.313 − 315] and his famous result that is:
”Any invariant differential operator on T, is a topological isomorphism of
S(T ) onto its image” From this result, we obtain that
Du : SE(H)→ SE(H) (34)
is a topological isomorphism and its restriction on SIE(H) is a topological
isomorphism of SIE(H) onto its image. Hence the proposition is proved.
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In the following we will prove that every invariant differential operator
on S = N ⋊ A has a tempered fundamental solution. We consider the two
invariant differential operators Pu and Qu, the first on the group S , and the
second on the abelian vector group T. Our main result is:
Existence theorem 4.2. Every nonzero invariant differential operator
on N ⋊ A has a tempered fundamental solution
Proof : For every function ψ ∈ C∞(H) invariant in sense (11) and for
every u ∈ U , we have
Puψ(x, a, b) = u ∗ ψ(x, a, b)
= u ∗c ψ(x, a, b) = Quψ(x, a, b)
for every (x, a, b) ∈ H , where ∗ signifies the convolution product on S with re-
spect the variables (x, b) and ∗csignifies the commutative convolution product
on T with respect the variables (x, a).
Proof : In fact we have by proposition 4.1, the mapping ψ 7→ Quψ is a
topological isomorphism of SIE(H) onto its image, then the mapping ψ 7→
Puψ is a topological isomorphism of S
I
E(H) onto its image.
Since
R(Puψ)(x, a, b) = Pu(Rψ)(x, a, b) (35)
so the following diagram is commutative:
SIE(H) Pu
−→
PuS
I
E(H)
∼↑↓ R ↓ R
S(N ⋊ A) Qu
−→
PuS(N ⋊ A)
Hence the mapping ψ 7→ Puψ is a topological isomorphism of S(N ⋊
A) onto its image. So the transpose tPu of Pu is a continuous mapping of
S ′(N ⋊A) onto S ′(N ⋊A). This means that for every tempered distribution
F on N ⋊ A there is a tempered distribution E on N ⋊ A such that
PuE = F (36)
Indeed the Dirac measure δ belongs to S ′(N ⋊ A).
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5 Ideals Algebra L1(N).
Lemma 5.1. (i)The mapping Γ from L˜1(N)|M to L˜1(N)|N defined by
φ˜|M (X
n, Xn−1, 0, Xn−2, 0.., X2, 0, X1, 0)
→ Γ(φ˜|M )(X
n, 0, Xn−1, 0, Xn−2, .., 0, X2, 0, X1)
= φ˜|N(X
n, 0, Xn−1, 0, Xn−2, .., 0, X2, 0, X1)
is a topological isomorphism
(ii) For every ψ ∈ L1(N) and φ ∈ L1(N), we obtain
Γ(ψ ∗c φ˜|M)(X
n, 0, Xn−1, 0, Xn−2, .., 0, X2, 0, X1)
= ψ ∗ φ˜|N(X
n, 0, Xn−1, 0, Xn−2, .., 0, X2, 0, X1)
= ψ ∗ φ˜(Xn, Xn−1, Xn−2, .., X2, X1)
(ψ ∗c φ˜|M)(X
n, Xn−1, 0, Xn−2, 0, .., X2, 0, X1, 0)
= =
∫
M
φ˜
[
(Xn − Y n, Xn−1 − Y n−1, 0, Xn−2 − Y n−2, 0, .., X2 − Y 2, 0, X1 − Y 1, 0
]
ψ(Y n, Y n−1, Y n−2, .., Y 2, Y 1)dY ndY n−1dY n−2, .., dY 2dY 1
Proof : (i) The mapping Γ is continuous and has an inverse Γ−1 given by
φ˜|N (X
n, 0, Xn−1, 0, Xn−2, .., 0, X2, 0, X1)
→ Γ−1(φ˜|N )(X
n, Xn−1, 0, Xn−2, 0.., X2, 0, X1, 0)
= φ˜|M(X
n, Xn−1, 0, Xn−2, 0.., X2, 0, X1, 0)
(ii) It is enough to see for every φ ∈ L1(N)
Γ(ψ ∗c φ˜|M)(X
n, 0, Xn−1, 0, Xn−2, .., 0, X2, 0, X1)
=
∫
M
φ˜|M
[
Xn − Y n,−Y n−1, Xn−1,−Y n−2, Xn−2, ..,−Y 2, X2,−Y 1, X1
]
ψ(Y n, Y n−1, Y n−2, .., Y 2, Y 1)dY ndY n−1dY n−2, .., dY 2dY 1
= ψ ∗ φ(Xn, Xn−1, Xn−2, .., X2, X1), φ ∈ L1(N)
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If I is a subalgebra of L1(N), we denote by I˜ its image by the mapping
∼. Let J = I˜ |M . Our main result is:
Theorem 5.1. Let I be a subalgebra of L1(N), then the following con-
ditions are equivalents.
(i) J = I˜ |M is an ideal in the Banach algebra L
1(M).
(ii) I is a left ideal in the Banach algebra L1(N).
Proof: (i) implies (ii) Let I be a subspace of the space L1(N) such that
J = I˜|M is an ideal in L
1(M), then we have:
ψ ∗c I˜ |M(X
n, Xn−1, 0, Xn−2, 0.., X2, 0, X1, 0)
⊆ I˜ |M(X
n, Xn−1, 0, Xn−2, 0.., X2, 0, X1, 0) (37)
for any ψ ∈ L1(M) and (x, x3, x2, x1) ∈M , where
ψ ∗c I˜ |M(X
n, Xn−1, 0, Xn−2, 0.., X2, 0, X1, 0)
=


∫
M
φ˜ [Xn − Y n,−Y n−1, Xn−1,−Y n−2, Xn−2, ..,−Y 2, X2,−Y 1, X1]
ψ(Y n, Y n−1, Y n−2, .., Y 2, Y 1
dY ndY n−1dY n−2, .., dY 2dY 1, φ ∈ L1(N)


It shows that
ψ ∗c φ˜ |M(X
n, Xn−1, 0, Xn−2, 0.., X2, 0, X1, 0)
∈ I˜ |M(X
n, Xn−1, 0, Xn−2, 0.., X2, 0, X1, 0) (38)
for any φ˜ ∈ I˜. Then we get
Γ(ψ ∗c φ˜|M)(X
n, 0, Xn−1, 0, Xn−2, .., 0, X2, 0, X1)
= ψ ∗ φ˜(Xn, 0, Xn−1, 0, Xn−2, .., 0, X2, 0, X1)
∈ Γ(I˜ |M)(X
n, 0, Xn−1, 0, Xn−2, .., 0, X2, 0, X1)
= I˜ |N(X
n, 0, Xn−1, 0, Xn−2, .., 0, X2, 0, X1)
= I(Xn, Xn−1, Xn−2, .., X2, X1) (39)
It is clear that (ii) implies (i).
Corollary 5.1. Let I be a subset of the space L1(N) and I˜ its image by
the mapping ∼ such that J = I˜|M is an ideal in L
1(N), then the following
conditions are verified.
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(i) J is a closed ideal in the algebra L1(M) if and only if I is a left
closed ideal in the algebra L1(N).
(ii) J is a maximal ideal in the algebra L1(M) if and only if I is a left
maximal ideal in the algebra L1(N).
(iii) J is a prime ideal in the algebra L1(M) if and only if I is a left
prime ideal in the algebra L1(N).
(iv) J is a dense ideal in the algebra L1(M) if and only if I is a left
dense ideal in the algebra L1(N).
The proof of this corollary results immediately from theorem 5.1.
5.2. Some New Groups
I- Let R⋆− = {x ∈ R; x 〈0 } , with law
x · y = −x .y (40)
for all x ∈ R⋆− and y ∈ R
⋆
−, where · signifies the product in R
⋆
− and . signifies
the ordinary product of two real numbers.
(R⋆−, ·) with this new law · becomes a commutative group isomorphic with
the multiplicative group (R⋆+, .) and with the real vector group (R, +).
Proof: the identity element is −1 because
(−1) · x = −(−1) · x = x, and
x · (−1) = −x .(−1) = x (41)
If (x ,y) ∈ R⋆− × R
⋆
−, such that x · y = −1, then we get
x · y = −x .y = −1 (42)
From this equation we obtain y = 1
x
= x−1 ∈ R⋆−, which is the inverse of
x. Now let x, y, and z be three elements belong to R⋆−, then we have
(x · y) · z = −(x · y).z = −(−x .y).z = x .y.z (43)
and
x · (y · z) = x · (−y.z) = −x.(−y.z) = x.y.z (44)
So the law is associative.
Clearly the law · is commutative because
x · y = −x .y = −y.x = y · x (45)
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Let ψ : R⋆− → R
⋆
+ the mapping defined by
ψ(x) = −x (46)
then we get
ψ(x · y) = −(x · y)
= x.y = (−x).(−y) = ψ(x).ψ(y) (47)
Another hand we have
Ψ(x) = Ψ(y) =⇒ −x = −y =⇒ x = y (48)
and if y ∈ R⋆+, there is x ∈ R
⋆
−, such that Ψ(x) = y. In fact it is enough to
take x = −y
That means ψ is a group isomorphism from R⋆− onto R
⋆
+.Since the group
(R⋆+, ·) is isomorphic with the real vector group (R,+) , so the new group
R⋆− is isomorphic with the group (R,+)
Then R⋆ = R⋆− ∪ R
⋆
+ = R
⋆
+ ∪ R
⋆
+
II- The group R⋆+ × R
⋆
− , which is the direct product of R
⋆
+ and R
⋆
− is
topological and algebraic isomorphic onto (R2,+)
Proof: Let Ψ: R⋆+ × R
⋆
− → R
2 the mapping defined by
Ψ(x, y) = (ln x, ln |y|) (49)
The mapping Ψ is one-to-one and onto. Now, let us to prove that Ψ is
group homomorphism
Ψ((x, y)(s, t)) = Ψ((x.s, y • t) = (ln(x.s), ln |y • t|)
= (ln(x.s), ln |(−1)y.t|) = (ln x+ ln s, ln |y.t|)
= (ln x+ ln s, ln |y|+ ln |t|) = (lnx, ln |y|) + (ln s, ln |t|)
= Ψ((x, y) + Ψ(s, t))
The inverse of Ψ is given by
Ψ−1(a, b) = (ea,−eb) (50)
III- The group R⋆+ × R
⋆
− is also isomorphic onto the group (C,+ )
Proof: It is enough to consider the mapping Φ : R⋆+ × R
⋆
− −→ C defined
by Φ(x, y) = ln x+ ln |y|i , i = (−1)
1
2 .
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