We measured pressure-volume curves in nine excised dog ventricles and stress-strain curves in two to five muscle specimens from each ventricle to verify a derived formula that relates muscle stiffness to the ventricular pressure-volume curve. The assumptions underlying this formula are: (1) the ventricle is a uniform spherical shell, (2) all muscle fibers carry average stress and deform as if they were at the midwall, (3) static equilibrium exists, (4) internal pressure induces the only load, and (5) the muscles exhibit an exponential stress-strain curve given by the equation a( i) = a(e B * ' -1), where a = stress, e = strain, and a and /S* are constants. There was no significant difference between the stiffness constant, /8*, inferred from the left ventricular pressure-volume curves (14 ± 4.3 [SD]) and that measured directly from the muscle stress-strain curves (16 ± 2.8).
• Growing interest in describing the left ventricle's diastolic pressure-volume relationship has led many investigators to propose stiffness indexes. To date, however, the relationship between these indexes of the ventricular pressure-volume curve and the stiffness of the muscle itself remains cloudy. For example, there is not yet agreement on the question of whether changes in the diastolic pressure-volume curve that accompany disease arise from changes in the elasticity of the muscle itself (1) (2) (3) (4) , geometric effects associated with hypertrophy or dilation (5, 6) , or other mechanisms (7) . These controversies arise because of a lack of an experimentally validated and logically derived equation describing the ventricular pressurevolume relationship in terms of the muscle's nonlinear elasticity. We have derived such an equation and verified that the stiffness parameter computed from the pressure-volume curve is the same as that exhibited by muscle strips from the same heart.
This pressure-volume equation follows from five assumptions about the left ventricle. (1) It behaves as a uniform-thickness spherical shell which does not contract. (2) All of the muscle fibers carry the average stress and deform as if they were at the midwall. 
where a = stress (force/area), x = muscle length, x* = resting muscle length (a = 0), and a and /8 = elastic constants. The Appendix shows that these assumptions lead to: p = ar,(2 + V )\e Bti2 + " where (3) and p, V, and h equal ventricular pressure, volume, and wall thickness, respectively. To compare the stiffness parameter, /3, computed to fit ventricular pressure-volume curves and muscle stress-strain curves, one must replace the extension, x -x*, with the Lagrangian strain, e = (xx*)/x*, and use the normalized stiffness fi* = fix*. With this new notation Eq. 1 becomes <T(0 = a(e**> -1). (4) (Note that da/dt = fi*a + afi*.) We measured the ventricular pressure-volume curves of nine excised dog ventricles, found the values of a, fi, and x* to best fit the curves with Eq. 2, and then computed fi* = fix*. Next, we carefully removed two to five small strips of muscle from the interior of the right ventricle, measured their stress-strain curves, and found the values of a and fi* to best fit the results with Eq. 4. There was no significant difference between the values for the muscle stiffness (fi*) computed indirectly from the ventricular pressurevolume curves with Eq. 2 and those calculated directly from the muscle stress-strain curves with Eq. 4.
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Methods
EXPERIMENTAL PROCEDURES
We measured left ventricular pressure-volume curves using a method similar to that of Diamond et al. (9) . After administering sodium pentobarbital anesthesia (30 mg/kg, iv) to nine mongrel dogs weighing 14-20 kg, we intubated and ventilated them with a Harvard dual-phase respirator and performed a left thoracotomy through the fourth intercostal space. We then opened the pericardium to expose the heart. Next, we inserted a catheter (Intramedic PE 320 tubing) into the left atrial appendage with a purse-string suture and advanced it into the left ventricle, quickly removed the heart, and passed another catheter through the aorta into the left ventricle. Both catheters were placed at the same level in the ventricle, about midway in the chamber. A no. 2 nylon suture tied around the aorta and the atrioventricular groove prevented leaks, and a secondary heavy tie (nylon rope 0.125 inches in diameter) reinforced the atrioventricular tie. The heart was suspended in a beaker of lactated Ringer's solution at room temperature by a hemostat attached to the aortic root and gently manipulated to remove air bubbles. The mitral valve catheter connected to a 50-ml syringe in a Harvard model 941 infusion-withdrawal pump calibrated at 45.9. ml/min (0.765 ml/sec) and the aortic catheter connected to a Micron MP-15 pressure transducer were zeroed at the fluid level in the beaker. One initial complete cycle of filling and emptying the ventricle was performed to ensure that there was no air trapped in the chamber; the ventricle was then filled with Ringer's solution at a constant rate (0.765 ml/min) until the pressure reached about 40 mm Hg ( Fig. 1 ) and emptied at the same constant rate until the pressure returned to zero. We repeated this procedure three times without stopping; the six resulting pressurevolume curves were designated 1U, ID, 2U, 2D, 3U, and 3D. The pressure curve was recorded with a Stanforddesigned high-frequency amplifier connected to a Honeywell model 1508 Visicorder oscillograph running at a paper speed of 10 mm/sec calibrated so that a pressure of 40 mm Hg produced a paper deflection of 80 mm. Some ventricles exhibited slow, small, active contractions every few seconds, but the resulting pressure ex-cursions were less than l m m Hg and they were ignored in the analysis; the averaging effect of the curve-fitting computer programs filtered out these small perturbations.
After three complete cycles had been recorded, we measured the volume corresponding to zero pressure, V o , as Diamond et al. (9) have outlined. Next, we weighed the left ventricle, measured the wall thickness using a millimeter rule at five locations (adjacent to the left anterior descending coronary artery 2 cm from the left anterior descending coronary artery-circumflex artery bifurcation, adjacent to the circumflex coronary artery 2 cm from the left anterior descending-circumflex bifurcation, along the atrioventricular groove on the ventricle's posterior surface, at the ventricular septum center, and at the apex of the ventricle), and averaged the thickness results. We also used the measured weight and V o to compute wall thickness by the method of Diamond et al. (9) . These two procedures generally produced the same estimate to two significant digits, and we averaged the directly measured and the computed wall thickness values to obtain our final estimate.
After measuring the wall thickness, we opened the right ventricle and dissected free from its inside wall two to five papillary muscles or other thin strips of muscle whose fibers ran parallel to the specimen's long axis. We secured each muscle between two small flat alligator clips (no. 34C, Mueller Co., Cleveland, Ohio) whose tips had been bent at right angles about 0.0625 inches from the ends to form jaws which gripped the muscle. One clip was attached to an Imperial Controls DSC Micro Force transducer and the other to a Narishige micromanipulator. The recorder was calibrated to give 10 cm of deflection for 5 g of force. The muscle was kept moist with drops of Ringer's solution, and its resting length, x*, was measured using a millimeter rule as the length between the clips with the muscle just beginning to exhibit resting force. We stretched each muscle in 0.05-mm increments until the total force exceeded 5 g. After obtaining the force-displacement curve, we removed the muscle, laid it straight and flat on a granite block, measured its total length with a millimeter rule, lightly blotted it, and weighed it on a Mettler balance. Sample record of a pressure-volume curve (dog /, curve 2). Since we filled the ventricle at a constant rate, the time axis can. be replaced with a volume axis. The pressure at which the pressure-volume curve started to deviate from a linear path (P m ) was estimated visually using a ruler. V o = volume corresponding to zero pressure. Only the computed value of a to fit the pressure-volume curve seems to be sensitive to mechanical restrictions placed on the left ventricle.
The entire procedure was carried out at room temperature and took less than 1 hour.
COMPUTATIONAL PROCEDURES
After reading the deflections off the pressure tracings with a millimeter rule every second (0.765 ml), we entered them into a single precision Fortran computer program. This process was accurate to within about 0.5 mm (0.3 mm Hg). We also used a straightedge to estimate the parameter of Diamond et al. (9) , p m , the pressure at which the pressure-volume curve started to deviate from a linear path. The program used the reported deflections and p m and V o to compute the six pressure-volume curves and print-plot them so that they could be checked for repeatability. It also estimated dp/dV at each point using central differences and then computed the four remaining empirical parameters (a, b, C, m) of Diamond et al. (9) to obtain the best fit. Finally, it prepared an input data set (with three decimal places) .
for a second program which computed a, /3, and x* to minimize the sum-squared error between the observed pressure-volume curve (all points equally weighted using Brent's PRAXIS algorithm [10] ) and Eq. 2 and then computed 0* = fix*. We selected a convergence criterion which ensured that additional iterations changed 0 and x* values beyond the third significant digit. Running this program with various first guesses demonstrated good repeatability for the values of 0 and x*. Since these parameters appear in the exponent in Eq. 2, the sum-squared error is more sensitive to changes in them than it is to changes in a, which appears as a multiplier. Thus, small changes in /8 or x* can induce sizable changes in the value of a. Changes in a of less than an order of magnitude probably follow from numerical effects, but larger changes should be interpreted cautiously (11) . McHale and Greenfield (12) have shown that the assumption of spherical geometry induces a constant multiplicative error factor in the computed values of average wall stress, and this error induces a compensating error in the computed error in the computed value of a. Finally, a detailed analysis of the results of Diamond et al. (9) shows that a is sensitive to external forces and geometric changes (clamping) but that the calculated values of /?* and x* are not. Diamond et al. (9) measured pressure-volume curves in excised left ventricles, as we did, and in the same ventricles with a clamp along the long axis (longitudinal clamping) and at the apex (cross-clamping). We reconstructed their data using their empirical equations with the values they reported for the six parameters a, b, C, V o , m and p m and then fitted the result with Eq. 2. The resulting curves agreed closely, with correlation coefficients between 0.969 and 1.000. Of the elasticity parameters a, /3*, 0, and x*, only a varied significantly with clamping (P < 0.01 using an analysis of variance), indicating that it is the only parameter that is highly sensitive to mechanical restrictions placed on the left ventricle (Fig. 2) .
To find /?* for each muscle removed from the ventricle, we converted the measured force to stress by dividing the muscle cross-sectional area, A (muscle weight divided by total length, measured at the end of the experiment), and used the measured resting length, x*, to compute t using t = Ax/**, where the displacement, Ax = x -x*, equaled the known applied stretch. Given this stress-strain curve, we computed the values of a and /3* which minimized the sum-squared error between the observed stress-strain curve (weighting all points equally) and Eq. 4 using Hartley's method (13) with all sensitive computations in double precision. The program continued to iterate until the values of a and /3* changed by less than 1% with each successive iteration. In all cases, the correlation between the observed stress-strain curve and Eq. 4 exceeded 0.995.
The error in estimating muscle x*, as outlined earlier, was less than 1 mm and probably less than 0.5 mm; a sensitivity analysis revealed that a was very sensitive to x* errors, since errors induced by the method used to estimate cross-sectional area directly affected the computed value of a. In contrast, a (large) 1-mm error in x* led to only an average 6.4% error in the computed value of/3*. Because of the sensitivity of a to error indicated by theoretical and computational difficulties, we focused our attention on the values of the stiffness parameter /?*. Considering all potential sources of error in the experimental preparation, the digitization of data, and the computations, we decided to present all results to two significant digits. Figure 3 shows the raw data for two dogs. Dog 6 typifies those dogs that exhibited highly repeatable pressure-volume curves, and dog 7 represents those dogs with relatively poor repeatability. The pressure-volume curves exhibited the same qualitative behavior that Diamond et al. (9) observed (initially linear, then curving upward), and the muscle stress-strain curves exhibited the characteristic exponential shape. In addition to illustrating our results, we hope these complete data will help others develop and test alternate theories. Figure 4 shows how Eq. 2 compares the worst (r = 0.975), an average (r = 0.989), and one of the best (r = 0.999) cases with the observed pressurevolume curves. The data points shown were entered into the computer program that found the best fit. In all cases, as volume increased, the theoretical curve fell above the data, dropped below it, crossed above it, and then crossed below it again. Figure 5 shows dp/dV vs. p and the quantification of Diamond et al. (9) for the same three curves shown in Figure 4 . Differentiating the pressure-volume curve introduced substantially more noise than Diamond et al. reported and made it very difficult to locate confidently the pressure at which the curve shifted from a horizontal positive dp/dV vs. p plots for the same three pressure-volume curves in Figure 4 showing the representation of Diamond et al. (9) . Note that differentiating the curves introduces substantial noise. See text for definition of abbreviations.
Results
slope to a straight line (p m ) (compare Fig. 4 with their Fig. 3) . The values of the parameters of Diamond et al. for our dogs differed from those that they observed. This difference may follow from Elasticity Parameters from Ventricular Pressure-Volume Curves small differences in our protocols, biological variation, the fact that we used smaller ventricles than they did, or the fact that they worked at 23°C and we worked at room temperature. In every ease, when they were substituted into Eq. 1, the parameters produced a curve that correlated highly (r > 0.995) with the observed stress-strain curves. rizes the results obtained by fitting the pressurevolume curves.
We computed x* from the entire pressurevolume curve instead of computing it directly from V o using the equation: Table 1 shows that the resting length computed in this way is significantly smaller than the value inferred from the entire pressure-volume curve. This result probably follows from the fact that the assumption that the ventricle remains a sphere is least appropriate at small volumes. By computing x* from the entire pressure-volume curve, we utilized more information about ventricular mechanics than we would have if we had computed it from the single point, V o . Hence, computing x* from the entire curve produced a more accurate estimate of its true value. Table 2 lists the values of a and /3* computed to fit the stress-strain curves for each muscle along with the measured x* and A. In all cases, the correlation between the resulting curve obtained with Eq. 4, the parameters in Table 2 , and the actual stress-strain curve exceeded 0.995. The solid lines in Figure 3 are theoretical stress-strain curves for dogs 6 and 7. Table 3 answers the key question: are the values of /?* computed from the pressure-volume curves with Eq. 2 significantly different from those computed from the stress-strain curves with Eq. 4? Whether we compared /3* measurements from ventricles and muscles in a given dog using an unpaired t-test or the mean values reported for all dogs using a paired f-test, we found no statistically significant difference between the values of /?*. Although the results from dog 3 were ambiguous (see footnote to Table 3 ), we can state that, overall, there was no significant difference between the values of /3* inferred from the pressure-volume 
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All values are means ± SE. For each dog. 0* computed from the pressure-volume curves was compared with that calculated from the stress-strain curves using a two-tailed t-test with equal variance (dogs 1 and 2) or unequal variance (dogs 3-9) models. NS = not significantly different (P > 0.05).
* P = 0.029; to obtain an overall 0.05 confidence level when doing nine independent i-tests. each test must be significant at 0.05/9 = 0.006. Thus, although P < 0.05 for this dog, one cannot conclude that the 0* values are significantly different. This dog does, however, suggest that occasionally 0* computed from the pressure-volume curve may be in error.
fP > 0.1 based on a matched-pairs t-test of unweighted means. curve with Eq. 2 and those computed directly from the stress-strain curve.
Discussion
Despite the simple starting assumptions, Eq. 2 accurately describes the left ventricular pressurevolume curve in terms of the nonlinear elastic stiffness of the muscle which composes it. Both pressure and volume depend on the net effect (integrated over the entire ventricle) of complex distributions of wall stress, strain, and displacements, and the averaging process seems to cancel out the errors each assumption introduces. The pressure-volume curve's nonlinear shape follows from the nonlinear elasticity that the muscle itself exhibits; it is not a geometric effect tied intimately to the ventricle's shape and how it changes as pressure increases.
For example, Eq. 2 also accurately agrees with the theoretical pressure-volume curve Janz and Grimm (14) generated with a finite-element model of a rat ventricle including realistic geometry and the muscle's three-dimensional exponential elasticity. Figure 6 shows a planar view of the finiteelement description by Janz and Grimm (14) of the rat ventricle at zero transmural pressure; the figure also illustrates that Eq. 2 agrees closely (r > 0.9995) with their theoretical prediction when a = 3.7 x 10 3 dynes/cm 2 , 0* = 11, and x* = 2.1 normalized length units. Wall thickness, h, was taken to be equal to 0.11 normalized length units; this value corresponds to a uniform-thickness sphere with the same internal volume and wall mass as the ventricle in Figure 6A . When they are substituted into Eq. 1, the values of a and 0* computed to describe the theoretical pressurevolume curve in Figure 6B accurately describe the passive length-tension relationship for the rat papillary muscle that Janz and Grimm used to determine the constants for their model of the left ventricle, x* was taken to be 77% of the length at maximum developed tension; this value compares favorably with the resting length of approximately 80% that Janz and Grimm reported (r = 0.98, P < 0.001). In contrast to relating the gross variables of pressure and volume, computing local wall stress requires a more sophisticated approach (14-16), and it could well be a mistake to compute local wall stress using our five assumptions.
FIGURE 6
Eq. 2 produces predictions consistent with the more sophisticated model of Janz and Grimm (14) . 100% developed tension at optimum length = 2.5 g/mm 2 .
These experiments demonstrate that Eq. 2 holds strong promise for use in quantifying clinically observed diastolic pressure-volume curves to infer the intrinsic elasticity of the ventricular muscle itself. It is superior to existing empirical equations, because it can be computed without having to differentiate the pressure-volume curve, and, even more important, because the parameter fi* relates directly to the muscle's elasticity.
Appendix
DERIVATION OF EQUATIONS 2 and 3
Cutting the sphere (Fig. 7) with a plane through its center reveals the forces in static equilibrium: irr 2 p = 7r[(r + hY -r 2 ]a (6) Dividing both sides by irr 2 and letting r\ = h/r yields: p = JJ(2 + r,)a.
Since the sphere is symmetric about all axes, it remains a sphere as it expands, and the length of a muscle segment extending circumferentially around the hemisphere is x = (27rr m )/2 = 7r(r + h/2) = wr(2 + v )/2.
Substituting from Eq. 1 into Eq. 7 and then using Eq. 8 with the result gives: p = aij(2 Finally, the volume of a sphere is V = (4/3)irr 3 .
-1).
Eq. 10 can then be used to eliminate r from Eq. 9 to obtain Eq. 2, and the relationship r\ -h/r can be used to obtain Eq. 3.
FIGURE 7
Cutting the hypothetical ventricle reveals the internal pressure and wall (stress) forces that must be equal for the ventricle to remain in static equilibrium. See text for definition of abbreviations.
