Current efforts to decode control signals from multi-unit (MU) recordings rely on the use of spike sorting to differentiate neurons and the use of firing rates estimated over tens of milliseconds to reconstruct sensorimotor signals. The computational bottleneck associated with the need to identify and sort individual neuron responses poses challenges for the development of portable, real-time, neural decoding systems that can be incorporated into assistive and prosthetic devices for the disabled. Here, we investigate the ability of spike-based linear filtering to reduce computational overhead and improve the accuracy of decoding neuronal signals for populations of spiking neurons. Using a population temporal (PT) decoding framework, the speed and accuracy of spike-based MU decoding were compared with firing rate-based approaches using simulated populations of motor neurons tuned for the velocity of intended movement. For the two linear filtering approaches, the accuracy of decoded movements was examined as a function of the number of recorded neurons, amount of noise, with and without spike sorting, and for training and test motions whose statistics were either similar or dissimilar. Our results suggest that the use of a PT decoding framework can offset the loss in accuracy associated with decoding unsorted MU neural signals. Coupled with up to a 20-fold reduction in the number of decoding weights and the ability to implement the filtering in hardware, this approach could reduce the computational requirements and thus increase the portability of next generation brain-machine interfaces.
Introduction
Growth in the development of prosthetic and assistive devices that interface directly with the human nervous system, combined with the intrinsic desire to make the control of these devices increasingly transparent, has motivated efforts to decode neural signals directly from the brain [1] . Most efforts to decode control signals from neural recordings rely on the use of spike sorting to differentiate the spiking of multiple neurons per electrode and the use of firing rates estimated over tens of milliseconds to reconstruct sensorimotor signals [2] [3] [4] [5] [6] [7] [8] [9] [10] . In multi-electrode recordings, the need to identify and sort signals associated with individual neurons imposes a computational bottleneck. Although spike sorting usually increases the accuracy of the decoded control signals, the computational cost associated with spike-sorting algorithms poses a challenge for the development of portable, real-time control systems that can be integrated into assistive and prosthetic devices for the disabled [11] [12] [13] [14] .
One way to minimize the computational cost associated with decoding neural signals is to decode directly from multi-neuron recordings without spike sorting [2, 15, 16] . MU signals, corresponding to a multi-unit electrode with no spike sorting, were then convolved with a stereotyped linear filter, h i (t), characterized by a single time constant, τ PT i , and one weight per stimulus dimension. Before testing, the weights were optimized by minimizing the error between the training movement and the estimate reconstructed from the neural population. During testing, the reconstructed signal was then found by summing the weighted contributions of the MU signals. The SU rate-based approach (bottom) used spikes from individual, spike-sorted, neuron responses. Firing rates were calculated within non-overlapping 50 ms bins and the optimal linear filters, consisting of up to 20 weights per neuron per stimulus dimension, were found by minimizing the error across the encoded training signal. The final reconstruction was obtained by convolving each neuron's optimal linear filter with its estimated rate responses and summing across the population. [2] demonstrated the feasibility of this approach, showing that movement parameters could be accurately decoded from multi-unit (MU) spiking responses using multidimensional linear regression. In their study, control based on 80 MU recordings accounted for 40-60% of the variance in the velocity and position parameters characterizing arm movement.
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Decoding based on the individual neuron responses increases the predictive performance of the decoding algorithm, accounting for an additional 20% of the variance in the movement parameters. Stark and Abeles [16] measured high-frequency MU activity associated with neuronal spiking within 100 μm of an electrode. Using support vector regression, they showed that accurate prediction of hand velocity could be obtained from MU activity without explicit spike detection.
Temporal resolution also poses challenges for the development of real-time prostheses. Rate-based linear decoding approaches including multi-dimensional linear regression and Kalman filtering have been used to successfully decode movement kinematics from neural populations [3] [4] [5] [6] [7] [8] 17] . The use of average firing rate as a continuous variable to reconstruct control signals imposes a lower bound on the temporal resolution of the system that, while typically sufficient in the laboratory, may be undesirable in prosthetic devices when coupled with other sources of delay inherent to these systems. Linear and Bayesian population temporal (PT) decoding techniques, which operate at the level of individual action potentials, can circumvent this issue but have been slower to develop due, in part, to the computational demands of decoding at high temporal resolution and, in the case of Bayesian estimators, the need to adequately sample what is often a multi-dimensional parameter space [18] .
Here we illustrate how, in the case of spike-based linear filtering [19] , a simplifying assumption in the form of the filter kernel [20] can be used to improve performance and reduce the computational demands of decoding neural signals. Using a simulated population of Poisson distributed spiking neurons, we demonstrate how a PT linear filtering framework can be extended to use MU decoding as a means to reconstruct multi-dimensional control signals with high spatiotemporal resolution and reduced computational load. The accuracy of rate-based and PT filtering approaches is compared with respect to the source of the spiking response, single unit (sorted; SU) versus multi-unit (unsorted; MU), as a function of population size, amount of input noise and the correspondence between the statistical properties of the training versus test motions to characterize the conditions under which multi-unit population temporal decoding provides improved performance. An overview of the decoding approaches is shown in figure 1.
Neural simulations
To test the relative performance of the PT and ratebased decoding approaches, we constructed a biologically constrained neural model to represent the direction and speed , formed the driving current for the ith neuron. (e) When the LIF membrane voltage reached threshold, an action potential was generated, resulting in a train of Dirac delta functions over time, a i (t). SU decoding was performed on these separate spike trains whereas MU decoding was performed using MU spiking responses, corresponding to the binary union of spike trains across randomly selected neuron triplets (f).
of movement signals in the motor cortex. The model consisted of leaky integrate-and-fire (LIF) neurons whose spiking was jittered to produce inhomogeneous Poisson distributed spike trains. Each neuron was tuned for the speed and direction of intended movement, resulting in an encoded train of action potentials. The optimal weights characterizing the linear filter used in each approach were estimated during an initial 'training' session containing a known movement profile. To evaluate the efficacy of the two techniques, an additional 'test' stimulus using similar or dissimilar signal statistics was subsequently decoded from the neural responses using the optimized linear filters. The error associated with reconstruction of the test stimuli was used to compare the accuracy of the two decoding techniques.
We first outline the encoding model featuring the inhomogeneous Poisson LIF neurons (figure 2). In subsequent sections, we describe the decoding approaches used to reconstruct the movement profiles and we detail the various conditions simulated to characterize the robustness of the spike-based filtering approach.
Encoding of intended movement
LIF neurons were used as the basis for the encoding model where the membrane voltage, V i (t), for the ith neuron, in response to an input current, J i (t), was found by integrating (1):
where R i and C i represent the membrane resistance and capacitance, respectively, and the RC time constant for each neuron, τ
, was chosen randomly from a uniform distribution between 10 and 30 ms. When V i (t) in (1) crossed the voltage threshold, set here to 1, a spike was generated at time n, represented by a Dirac delta function. Each neuron's response over time, a i (t), corresponded to a train of Dirac delta functions:
where t in corresponds to the timing of the nth spike for the ith neuron. After spiking, the neuron entered an absolute refractory period, τ ref i , chosen randomly for each neuron from a uniform distribution from 2 to 5 ms. Neurons were von Mises tuned for direction [21] and linearly tuned for the speed [22, 23] of movement. The von Mises tuning profile for each neuron was characterized by
where θ is the direction of movement and p is a vector of the parameters characterizing the tuning of the neuron. The parameter α was used to scale the tuning profile to a driving current such that the maximum neuron responses, along their assigned preferred direction, μ, were uniformly distributed from 10 to 40 spikes s −1 for a speed of 1. Preferred directions, μ, were uniformly distributed from 0
• to 360
• . The dimensionless parameter κ served to vary the shape of the von Mises curve. As the value of κ is increased, the width of the tuning curve becomes increasingly narrow where κ is related to the half-width at half-height, σ 0.5 , by the expression
The distribution of half-widths reported by Amirikian and Georgopoulos [21] was used to populate the model such that σ 0.5 was uniformly selected over the range [20, 40) (6) where the value of s in (6) corresponds to the speed of movement and f (θ; p i ) represents the ith neuron's direction tuned response from (3). Background neural responses not tied to the direction or speed of movement were incorporated using an additive noise (bias) current, J bias i . For all neurons, the bias current was selected to produce a baseline response that was 10% of the assigned maximum firing rate.
Poisson distributed spike trains of the encoded movements were obtained by perturbing the timing of each spike. When a spike occurred, the instantaneous rate, λ, was determined using the reciprocal of the preceding interspike interval. This instantaneous rate was used as the mean of a Poisson distribution:
A new instantaneous rate was randomly drawn from the Poisson distribution and the current spike's interspike interval was recalculated as the inverse of the new instantaneous rate. Figure 3 shows a plot of the mean spike rate and variance for a population of 150 neurons, where each neuron was presented with its preferred direction of movement.
Rate-based linear filtering
For an encoded movement, the time-dependent firing rate of the ith neuron, r i (t), was calculated for non-overlapping 50 ms bins. An optimal multi-dimensional linear filter, h i (t), was then constructed with 20 bins per neuron per stimulus dimension [4] . For a bin length of 50 ms, the total temporal length of the linear filter was 1 s. The mean square error between the encoded movement profile, x(t), and the reconstruction, E(t),
was used to calculate the optimal weights for the filter by minimizing the error across a 'training' movement [2, 4, 24, 25] . Under a separate test condition, the reconstructed stimulus,x(t), for a new movement profile was estimated by convolving each neuron's 'test' response with its respective linear filter and summing the weighted contributions across the population:x
Population temporal linear filtering
The PT decoding algorithm is similar to the rate-based linear filtering approach presented above. The primary difference is that the PT linear filter is applied directly to the spike trains collected from the neural population rather than to the timedependent firing rates. While an optimal filter can be found that minimizes the error for the entire stimulus space, the process is computationally intensive and the result is typically noncausal. Here, we make a simplifying assumption regarding the shape of the linear filters [20] , characterizing them with a form similar to a postsynaptic current
where the postsynaptic time constant, τ PT i , was uniformly distributed from 5 to 10 ms. For the simulations presented here, n = 1; however, the value of n can be varied to modify the shape of the postsynaptic filter and facilitate their implementation in hardware (e.g. using an RC filter where n = 0). The area of each filter was normalized to 1. The encoded movement was reconstructed by convolving the spike train for each neuron with its weighted PT filter as in (11):
where w i represents a single weight per neuron per stimulus dimension. In order to determine the optimal weight, w i , and the range of values for τ and w i were allowed to vary simultaneously. The Levenberg-Marquardt algorithm was then used to minimize the error between the intended and reconstructed movements. Subsequent simulations showed that in the joint weight and time constant solution space, the gradient due to w i was significantly larger than that of the time constant such that the exact value of the filter time constant within a range of 5 to 10 ms did not substantially impact the performance of the PT decoding algorithm. Identical to the rate-based linear filters, the filter weights, w i , were optimized using the ordinary least-squares (OLS) algorithm; however, here the shape of the filter was not guaranteed to be optimal. An additional smoothing step (third-order low-pass Butterworth; 5 Hz cutoff) was performed following convolution of the spike trains with the weighted linear filter to account for the impact of small population sizes on the continuity of the spiking response.
Simulated MU neural signals were constructed by taking the union of the binary spike trains across neuron triplets. Computationally, the union approximates a complex tuning response of a MU electrode that reflects the sum of the underlying SU tuning profiles. Individual neuron responses were thus equivalent to an ideal spike-sorted signal from a MU electrode. The decoding of MU and SU responses was identical to the decoding techniques outlined above. Neural population size dictated the number of MU electrodes available for decoding. For example, with a population of 100 neurons, 34 electrodes were simulated, 33 containing spike trains from 3 randomly selected neurons while the 34th electrode used the spike trains from a single neuron (100 mod 3). Sample reconstructions for a single population of 150 neurons are shown in figure 4.
Training and test stimuli
Prior to testing, a 'training' signal, i.e. movement profile, was presented to the neural population to determine the optimal filter weights for both the rate-based and PT decoding approaches. The training motion was characterized by a two-dimensional 0-5 Hz bandlimited velocity stimulus (V x , V y ), used to span the range of frequencies encountered across different arm movement tasks [26] [27] [28] . Due to differences in the degrees of freedom associated with PT versus rate-based decoding, the duration of the training signal required to estimate the optimal weights for the linear filters differed between the two approaches. For PT decoding, training profiles were 100 s long with 0.25 ms temporal resolution, regardless of population size. For firing rate-based decoding, the training profile was scaled by 2.5 times the neural population size with millisecond temporal resolution to account for the 20-fold increase in the degrees of freedom (i.e. weights) per neuron per stimulus dimension. Shorter stimulus lengths, especially in the case of PT decoding, could have been used without significantly changing the reconstruction results. To evaluate the performance of each decoding approach, a separate 'test' profile was generated, consisting of a 10 s pseudorandom velocity profile with frequencies ranging from 0 to 3 Hz.
Conditions simulated
The reconstruction error was compared across a range of conditions to characterize the robustness of the decoding approaches. Performance was first examined as a function of population size. The root mean squared (RMS) power of the training and test signals was also varied to examine the impact of training and test stimuli with different statistics. The RMS of the training and test signals was either matched at 0.5, such that the typical maximum response of the neurons varied from 5 to 20 spikes s −1 , or unmatched. In the unmatched cases, the RMS of the training signal was set to 0.5 and the RMS of the test signal was set to 1.0. The reverse case, in which the RMS power was 1.0 and 0.5 for the training and test signals respectively, was also evaluated to test the robustness of the decoding approaches.
Finally, the amount of stochastic noise in the encoded velocity profile was varied to evaluate the sensitivity of each decoding framework to variable spiking not associated with the input stimulus. The amount of stochastic noise was quantified using the signal to noise ratio (SNR), defined as the ratio of the mean squared driving current and the variance of the stochastic noise. SNR values ranged from 0.0087 to 1.95 for populations of 150 neurons trained and tested with stimuli whose RMS powers were matched. The stochastic bias noise was used in addition to the Poisson spiking noise and the static bias current, J bias i , set to 10% of each neuron's maximum response.
Implementation and analysis
Simulations were initially coded in Matlab R (2008b Mathworks, Natick, MA) and then ported to C. Following code conversion, the C code was parallelized using the MPICH-2 message passing interface libraries. During the decoding process, large matrix-matrix multiplication and matrix inversion were performed using the SCALAPACK [29] quad core system-AMD Opteron Processor, 1.8 GHz, 4 GB ram, Linux kernel 2.6.17. Simulations with larger populations of neurons were performed on a cluster of nine homogeneous machines, identical to the one described above, arranged in six by six processor grid, connected via gigabit ethernet. All simulations were performed on Marquette University's computational cluster. Analysis of simulation results was performed in Matlab.
The performance of the decoding approaches was compared using the normalized root-mean-square error (NRMSE) between the original test stimulus and subsequent reconstruction, along each stimulus dimension, to allow comparisons between test stimuli with different statistics. The NRMSE was calculated by normalizing the mean squared error to the RMS power of the test stimulus for both single and MU PT decoding and single and MU firing rate-based linear filtering. In the subsequent results, decoding performance is reported as the mean and standard deviation of the error obtained from 50 randomly generated populations of neurons for each condition.
Results
We first investigated the effect of varying population size on the reconstruction error. Neural simulations with populations of 10, 20, 40, 80, 100, 200, 300, 400, 800 and 1000 neurons were used to examine the change in the reconstruction error with population size. Care was taken to confirm that the size of the training dataset provided for each population size was sufficient to ensure that the optimization of decoding weights for both SU and MU simulations were properly constrained. Figure 5 on the reconstruction error for the PT and rate-based decoding approaches. Across all population, SU (spike-sorted) PT filtering resulted in the lowest error and was 42.2% lower than the equivalent SU rate-based linear filtering. Reconstruction errors for the MU PT decoding approach were an average of 11.7% lower than SU rate-based filtering. The decrease in error was significant for populations with more than ten neurons, t (98) = 4.34, p < 0.025, and was not constrained by the form of the encoding model. Similar performance was observed for cosine, Gaussian and linear-tuned populations of neurons. These results suggest that when a PT decoding framework is used, the process of spike sorting can be removed without significantly increasing the reconstruction error when compared with traditional rate-based linear filtering.
We also examined the impact of mismatches in RMS power between training and test movements to compare decoding performance when the statistics of the test movement were not well characterized by the training movement. Figure 6 (a) shows the error in the reconstruction as a function To better illustrate the relative differences in performance between the linear filtering approaches, we examined performance in greater detail for populations of 150 neurons. This population size serves as a representative example of the decoding accuracy that could be obtained for current in vivo recordings when using either decoding approach. Table 1 shows the NRMSE error for SU and MU decoding for populations of 150 neurons. There was a significant difference between the average NRMSE associated with SU rate-based decoding (0.237 ± 0.013) and MU PT decoding (0.197 ± 0.013), t (98) = 15.4, p < 0.0001 for training/test stimuli with the same RMS power. In the case where the training and test RMS powers were 0.5 and 1.0 respectively, SU (0.122 ± 0.009) and MU PT filtering (0.176 ± 0.013) performed significantly better than the SU rate-based approach (0.329 ± 0.014), t (98) = 56.6, p < 0.0001. Finally, when the RMS power of the training signal was 1.0 and of the test was 0.5, MU PT filtering (0.221 ± 0.014) showed significant improvement over its SU rate-based counterpart (0.329 ± 0.019), t (98) = 32.4, p < 0.0001. Across all RMS conditions, MU PT decoding had consistently lower error than SU rate-based decoding, featuring an average improvement of 33.2%. In the case where spike sorting was used in concert with the PT filtering, reconstruction errors across tested RMS pairs were 55.8% lower than for the spike sorted rate-based approach.
The effect of input current noise on the reconstruction error is shown in figure 7 . Across the range of SNR values tested, reconstruction errors for PT linear filtering were consistently lower than those for rate-based linear filtering. For SNR values greater than 0.1, reconstruction errors for MU PT and SU rate-based decoding were matched. As the SNR decreased below 0.1, PT and rate-based reconstruction errors diverged systematically, with rate-based filtering proportionately more sensitive to the noise. 
Discussion
In this study, we compared the accuracy of PT versus ratebased decoding. Several key differences exist between the two decoding frameworks. First, PT decoding operates at high temporal resolutions (less than 1 ms), at the level of individual spikes, whereas rate-based linear filtering uses lower temporal resolutions (typically greater than 50 ms). Although both decoding techniques use linear filters to reconstruct the movement profile, the form of the filters varied considerably between the two approaches. PT linear filters were stereotyped in form and characterized by a single weight per neuron per stimulus dimension. Rate-based linear filters featured 20 weights per neuron per stimulus dimension and the shape was not constrained, potentially allowing greater optimization to the training movement. Finally, the length of the PT linear filter was significantly shorter than that of the rate-based filter. The total length of the rate-based linear filter was 1 s whereas the total length of the PT filter was approximately 50 ms.
Effects of filter optimization, stimulus statistics and noise on decoding
Current studies have used a range of rate-based linear filter sizes, typically consisting of 10-20 weights per neuron per stimulus dimension [2-4, 7, 24, 25, 30] . The length of the ratebased filter can have an impact on the overall reconstruction The simulation results suggest that a PT decoding framework can extract sensorimotor control signals with comparable, and more often, improved accuracy when compared with a rate-based linear filter approach.
In the case of spike sorted signals, the overall error (12%), was comparable with those reported (10-15%) for recursive Bayesian estimation procedures [5, 17, 31, 32] and point process filtering [18, 33, 34] . For Poisson distributed spike trains, the mean squared error between the original encoded movement and the reconstruction decreased with population size for populations of up to 1000 neurons. Under all tested conditions, including varying populations sizes, similar versus dissimilar training/test stimuli, as well as sorted and unsorted spike trains, PT decoding significantly improved the accuracy of the reconstruction. In particular, population sizes between 20 and 150 neurons showed a dramatic reduction in the reconstruction error when using PT filtering. These sizes are particularly noteworthy since typical in vivo recordings usually feature populations within this range. A summary of the overall results is provided in table 2.
For such populations, the effect of stochastic noise at the input current did not significantly change the relative performance of the four linear filtering approaches. Across the range of SNRs, PT filtering was consistently better than rate-based filtering. For SNRs > 0.1, SU rate-based and MU PT decoding errors were matched. For SNRs < 0.1, SU rate-based filtering errors began to diverge systematically due to quantization errors in firing rate estimates. As noise in the input current increased, the occurrence of spikes due to noise introduced large quantization errors due to the relatively low frequency of neural spiking activity (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) in response to the signal. PT decoding performance was typically more robust to noise. For higher SNRs (>0.1), the contribution of the noise due to spiking was small (<2 spikes s −1 ). Over this range, performance actually showed a slight improvement, possibly due to increased signal sensitivity in the spiking response for near-threshold stimuli. For SNRs < 0.1, errors increased as the contribution of the noise to the spiking response increased (∼7 spikes s −1 ). However, the overall rate of increase in the reconstruction error remained low, due in part to the second stage filtering of highfrequency noise tied to the filter structure and the cancellation of low-frequency noise contributions through modulation of the individual filter weights (gains) during optimization.
In this initial study, a biologically constrained neural population was simulated to enable controlled comparisons of decoding performance across conditions (e.g. population size, type of generative model (tuning), maximum firing rates, etc), and to investigate the specific effects of the underlying noise sources. In the current simulations, an encoding model based on the direction and speed of movement in the motor cortex was used; however, performance was not dependent on the specifics of the encoding model. Simulations with neurons whose tuning was linear, Gaussian or cosine in form yielded similar results, while increases in spike density (>5-20 spikes s −1 shown here) tended to improve performance, particularly for smaller populations. In the case of PT decoding, the overall impact of spike timing variability is particularly important since the filters operate directly on individual spikes. While spike-timing variability degraded performance as one might expect, filtering at the level of individual spikes was generally robust to variability on the order of the filter length, particularly as the number of sampled neurons increased.
Benefits of MU and population temporal filtering
For both types of linear filters, decoding based on MU, unsorted, neural signals resulted in increased estimation errors as compared with their spike sorted counterparts. This is not surprising given the smaller number of information channels and the decrease in stimulus sensitivity that can occur when neurons with overlapping tuning profiles are effectively summed on a single electrode. However, the relatively greater accuracy of the PT filtering approach results in MU decoding whose performance was equivalent to and more often better than SU rate-based filtering. From an applied perspective, this equivalence could be used to eliminate the need for spikesorting MU electrode responses without sacrificing accuracy, while, for tasks that require greater decoding accuracy, spike sorting in combination with PT linear filtering could be used to further reduce the error.
Experimental studies would likely benefit in both contexts due to the constraints placed on the MU signals used here. In the simulations, MU electrodes were defined by the union of three random neurons to clearly dissociate SU (sorted) and MU (unsorted) signals. In intracortical recordings, this assumption represents a worst-case scenario. It would be rare for an implanted electrode to record spikes from more than three neurons and in many cases, electrodes contain fewer than three neurons. Therefore, it is likely that for an in vivo study, MU PT decoding would have errors closer to SU PT decoding than reported here owing to the increased number of information channels available across the population.
The ability to remove the spike-sorting process could have important implications on the practicality of decoding for realtime neural prostheses. First, spike-sorting neural signals is a computationally intensive process [11] [12] [13] [14] 35] . Although some hardware-based solutions show promise in decreasing the overall time required to sort neural signals [36] , current solutions that perform with a high degree of accuracy as well as low computational overhead are lacking. Second, in a non-adaptive decoding framework, error in spike assignment introduced by the sorting algorithm can have detrimental effects on the decoding process-especially if the introduced noise is not stationary. In both cases, computational cost and introduction of noise, these effects increase in proportion to the number of electrodes and sampled neurons. Thus, decoding applications which required a high degree of accuracy in reconstruction as well as low computational overhead face a daunting challenge associated with balancing the tradeoffs between computational cost and information gained with increased population size.
In its current form, the PT approach uses a two-stage filtering process. In the first stage, the spike trains are convolved with the PT kernels characterized by a single weight and time constant per stimulus dimension. The filter-specific optimization of time constants beyond the 5-10 ms range identified in the simulations did not significantly improve performance, enabling the use of stereotyped linear filters characterized solely by their amplitude. In a practical sense, this simplifying assumption could allow the convolution of the PT linear filter and spike trains to be performed in hardware with no computational cost [37] , thereby increasing computational speed for real-time decoding applications. The second stage of the filtering process uses a causal low-pass Butterworth filter to smooth the responses. The need for this second filter is tied primarily to the sparsity of neural responses for small populations and low response rates. An increase in the size of the sampled population increases the overall spike density, leading to a smoother representation of the filtered response, making the second stage filter unnecessary and possibly even detrimental to the decoding process ( figure 6(c) ). In the implemented framework, these two filter stages are performed separately for the sake of clarity. However the two steps could be readily combined into a single hardware-implemented filtering stage, without affecting the accuracy of the PT decoding.
With the use of a stereotyped filter, additional computational gains are realized through the reduced size of the parameter space that bring PT filtering in line with more computationally efficient forms of rate-based decoding, such as Kalman filtering. Below, we discuss the approaches in the context of computation performance, with the understanding that computational efficiency can be improved in both cases by using adaptive or recursive decoding approaches [5] . Current rate-based approaches use linear filters consisting of 10 to 20 weights per neuron per stimulus dimension [2-4, 7, 24, 25, 30] . The number of weights that need to be optimized affects both the computational load and the performance of the firing rate algorithm. Kalman filtering essentially reduces the computational overhead during optimization to a single weight per neuron per stimulus dimension through a recursive estimation based on the previous time step. PT filtering reduces the optimization to a single weight per neuron per stimulus dimension through the use of a stereotyped filter. In each case, the majority of the computation time is spent optimizing the decoding weights via the matrix inversion, φ = −1 ϒ, where is an N × N correlation matrix resulting from the multiplication of the convolution of h i (t) * a i (t) by its transpose and ϒ is an N ×M matrix containing the correlation between the ith neuron's filtered response and the encoded movement. The cost of performing this matrix inversion is related to the size of . Both the Kalman and PT filtering approaches reduce the number of weights associated with decoding, and thus the size of by a factor of up to 20. While this reduction does not change the computation cost associated with decoding as the size of the neural population approaches infinity, typically O(N 3 ), a 20-fold reduction does have significant implications for real-time decoding using embedded systems, in which computational resources are typically more limited.
An interesting feature of the PT decoding approach is its robustness to changes in the training/test stimuli statistics. This could have important implications for decoding in environments in which the statistics of the encoded information change with time.
Recursive optimization algorithms have been proposed to continuously optimize weights and reduce computational overhead [5] . The PT decoding algorithm lends itself to this type of adaptive approach. For a typical rate-based linear filter containing 20 weights with 50 ms sampling, 20N time points are required to optimize the decoding weights. For 100 neurons, this would require 100 s of data per stimulus dimension. In the case of Kalman filtering, the optimization window can in theory be reduced by a factor of 20 to 5 s of data per stimulus dimension providing improved temporal response to extrinsic nonstationary effects such as neuron drop-out and/or replacement [5] . With the higher temporal resolution afforded spike-based filtering, the optimization window could be further reduced by a factor of 50 to 100 ms of data per stimulus dimension. At this time scale, performance could be locally optimized in response to intrinsic nonstationary effects as well, such as those associated with attention modulation and response adaptation.
In its current form, the PT linear filtering offers a balance between accuracy and computational tractability that appears well suited for use in a portable real-time decoding system. The ability to accurately estimate the encoded information without the need for spike sorting offers significant computational savings for real-time systems. Implementation of the filtering stage in hardware, together with the use of existing adaptive strategies, would enable further improvements in the speed and accuracy of the approach. Future efforts will seek to examine these issues within an experimental framework to better characterize the practical benefits and limitations of the approach.
