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ESSAYS ON THE EQUITY PREMIUM PUZZLE: 
 
By 
OREN M. SHMUEL 
 
 
Advisor: Christos Giannikos 
 
The equity premium puzzle emanates from the inability of the theoretical models to explain the 
empirically observed high equity premium (when the average stock returns so much higher than 
the average bond returns). The puzzle is that in order to reconcile the much higher return on 
stock compared to the return on government bonds in the United States, individuals must have 
very high (unrealistic) risk aversion according to standard economics models. 
Mehra and Prescott (1985) [35] found that for high values of relative risk aversion coefficients 
(=RRA), and a given small variance of the growth rate in the per capita consumption, an Equity 
Premium puzzle exists. 
The primary goal of this dissertation is to test different theoretical models, while calibrating their 
parameters to the data used by Mehra and Prescot (1985) [35], in order to better understand the 
equity premium puzzle and to find a plausible explanation to that puzzle. I also compare the 
performance of the models I test with the performance of the models used by Mehra and Prescott 
(1985) [35] and Constantinides (1990) [11]. 
The dissertation consists of three essays. In the first essay, I use a model with no time 
separability of preferences and with habit persistence (= adjacent complementarity in 
consumption) to try and explain the equity premium puzzle. In addition, and unique to this paper, 
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I represent the stock price movement using a right skewed non-Gaussian model (a skewed 
Lognormal distribution). I start with defining the model and its assumptions. I then continue with 
finding the optimal Consumption policy and Investment policy by implementing Ito’s Lemma 
formulation. Next, I derive the distribution of the subsistence rate of consumption generated by 
Habit Persistence (z) and use it to calculate the unconditional mean and variance of consumption 
growth. I then derive the relation between the RRA coefficient and the intertemporal Elasticity of 
Substitution in Consumption (s). In the final step I examine the Equity Premium puzzle after 
calibrating the model’s parameter, and then I derive the effect of time separability in utility 
preferences and Habit persistence on the Equity Premium puzzle.      
In the second essay, I examine the ability of a dynamic asset-pricing model to explain both the 
Equity Premium and the Volatility puzzles. I modify the standard asset pricing model in four 
aspects. First, I use a time varying price of risk (i.e. time varying excess return per unit risk). 
Second, I incorporate Duesenberry’s demonstration effect and define the Habit formulation that 
utilizes quasi- ratio consumption. Third, I include tax rates in my model to control for any extreme 
valuation, relative to GDP, caused by tax rates and not by stock market factors. Fourth, I represent 
the stock price movement using a right skewed non-Gaussian model (a skewed Lognormal 
distribution). I utilize the conjecture and verification method to find the form of the state valuation 
function. After calibrating the model’s parameters, I derive the conditions that enable the Equity 
Premium puzzle and / or the Volatility puzzle to exist, and then I find the RRA coefficients that 
meet these conditions. 
In the third essay, I do not investigate the Equity Premium puzzle. I examine the use of the Finite 
Element numerical method to price a Double Barrier Knock out European Call Option. I first 
convert the Black-Scholes partial differential equation into the Heat Equation and then solve it 
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using the Finite Element Method. Numerical experiments are presented to compare the 
performance of the Finite Element Method with the performance of the Finite Difference Method 
when pricing the Double Barrier Knock out European Call Option.  
The dissertation concludes with the role of habit persistence in future economic research paths and 
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First Essay: Initial results examining the Equity 
Premium puzzle using Habit Formation and a 




Mehra and Prescott (1985) [35] found that for values of relative risk aversion coefficients (=RRA) 
as high as ten, and a given small variance of the growth rate in the per capita consumption, an 
Equity Premium puzzle exists. In other words, the difference between the expected rate of return 
on the stock market and the riskless rate of interest (=  𝜇 − 𝑟 ) is too big. The puzzle is that in order 
to explain such Equity Premium one must accept that consumers must have an unrealistically high 
relative risk aversion (i.e. relative risk aversion coefficient as high as 10). I will use a model with 
no time separability of preferences and with habit persistence (= adjacent complementarity in 
consumption) to try and explain the equity premium puzzle. In addition, and unique to this paper, 
I represent the stock price movement using a right skewed non-Gaussian model (a skewed 
Lognormal distribution). My results suggest that habit persistence can generate the Mehra and 
Prescott’s (1985) [35] sample mean and variance of the consumption growth rate with lower risk 







The equity premium puzzle emanates from the inability of the theoretical models to explain the 
empirically observed high equity premium (when the average stock returns so much higher than 
the average bond returns). It is based on the fact that in order to reconcile the much higher return 
on stock compared to government bonds in the United States, individuals must have a very high 
risk aversion according to standard economics models. 
Mehra and Prescott (1985) [35] reported the existence of an equity premium puzzle. They 
calibrated model parameters to match the sample mean, variance, and first order autocorrelation 
of the annual growth rate of per capita consumption in the years 1889-1978. They used a time- 
and state-separable utility. They were unable to determine pairs of discount rate and relative risk 
aversion (RRA) coefficients to match the sample mean of the annual real interest rate and of the 
equity premium between 1889-1978, hence a puzzle. In other words, the consumption growth 
rate was too smooth to justify the average equity premium.     
One type of tests, to resolve the equity premium puzzle, examines the Euler equation restriction 
on the product of asset returns with the marginal rate of substitution of the representative agent. 
Habit persistence usually causes specific lag coefficients in the Euler equation to be negative. 
Positive coefficients in the Euler equation are considered to be evidence of durability of goods, 
rather than habit persistence. Ferson and Constantinides (1989) [11] used quarterly and annual data 
and found negative coefficients in the Euler equation which supports habit persistence. They also 
rejected the time separable model and supported instead a model with habit persistence with 
respect of explaining the equity premium puzzle (as in this paper).  
Hansen and Jagannathan (1988) [23], using monthly data, support habit persistence. Heaton (1988) 
[26] found evidence to support habit persistence by checking the autocorrelations in consumption, 
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while considering time aggregation. However other papers, such as Dunn and Singleton 
(1986)[15], Gallant and Tauchen (1989)[20], Eichenbaum, Hansen and Singleton (1988)[17] and 
Eichenbaum and Hansen (1990)[16], found that specific lag coefficients in the Euler equation to 
be positive which support durability of goods rather than habit persistence. 
In addition, Hansen and Singleton (1982, 1983)[24][25], Ferson (1983)[18], Grosssman, Melino, 
and Shiller (1987)[22] rejected the Euler equation restriction on asset returns and the marginal 
rate of substitution caused by the time- and state-separable preferences. 
Shiller (1981)[42] found that stock market returns are too volatile relative to the volatility of 
dividends. Duesenberry (1949)[14] is the first comprehensive examination of the effects of habit 
persistence. Duesenberry’s demonstration effect is a type of consumption externality where an 
individual’s utility depends not only upon his consumption level (Ct) but also upon the social 
average level (or Habit formation) of consumption ( tC ). Duesenberry (1949)[14] claims that the 
demonstration effect causes unhappiness with current levels of consumption, which affects 
savings rates and macroeconomic growth. The Brock (1982)[8] asset pricing model can estimate 
a significant equity premium. Using the Brock’s (1982)[8] asset pricing model, Akdeniz and 
Dechert (2007)[2] show that there are parameterizations of the Brock model that have equity 
premia more consistent with the empirical evidence than with the equity premia observed by 
Mehra and Prescott (1985)[35]. Kocherlakota (1996)[32] tries to resolve the equity premium 
puzzle and the risk free rate puzzle by reviewing the literature. Kocherlakota report the papers 
that try to explain these two puzzles. Campbell and Cochrane (1999)[9] find the equity premium 
puzzle using a consumption-based model with external habit formation. They use a power utility 




In this paper, I represent the stock price movement using a right skewed non-Gaussian model (a 
skewed Lognormal distribution). To better represent a risk averse investor, I use a right skew 
distribution for the stock price since such a distribution gives higher weight to negative stock 
return than positive stock return.  
The objective of this paper is to explain the equity premium puzzle in a rational expectations 
model with no time separability of preferences and with habit persistence (i.e. adjacent 
complementarity in consumption) while representing the stock price movement using a right 
skewed non-Gaussian model (a skewed Lognormal distribution). 
After developing the model, I calibrate the parameters of my model to the parameters used in 
Mehra and Perscott (1985)[35]. These parameters were derived from a sample dataset of the U.S. 
economy between 1889- 1978. Constantinides (1990)[11] performs the same calibration. Thus, I 
am able to compare the results from my model with the results of the Mehra and Perscott 
(1985)[35], and Constantinides (1990)[11] models. 
 
The paper is organized as follows: In section 1.3, the theoretical model and its assumptions are 
presented. In section 1.4, I find an optimal Consumption policy and an optimal Investment policy. 
In section 1.5, I find the relation between the RRA coefficient and the intertemporal Elasticity of 
Substitution in Consumption. In section 1.6, I attempt to explain the Equity Premium Puzzle. In 
section 1.7, I examine the effect of time separability in utility preferences on the Equity Premium 
puzzle. In section 1.8, I examine the effect of both time separability in utility preferences and Habit 





1.3 The Model and Assumptions 
In this model I use one production good that is also the consumption good. This good can be 
invested in either a riskless technology (with return of r) or a risky technology. Both technologies 
have constant returns to scale.   
In this paper I use a type of habit persistence model that utilizes habits as external to the consumer. 
When habits are external, the subsistence level of consumption generated by habit persistence 
depends on the history of aggregate past consumption rather than the consumer’s own past 
consumption. The external habit formation is also known as ‘catching up with the Joneses’. The 
motivation behind using the external form of habit persistence is to make the optimization problem 
of the consumer less complex since the level of habit is treated as exogenous. In this paper I use a 
habit persistence model that utilizes a quasi- difference of consumption, rather than a quasi- ratio 
of consumption, in the period utility function.   
I assume the utility function for the representative agent in this economy to be of the following 
power type: 
(1)                𝑢(𝑐(𝑡), 𝑥(𝑡)) =
1
𝛾
 [𝑐(𝑡) − 𝑥(𝑡)]𝛾 
where 𝑥(𝑡) is the subsistence level of per capita consumption generated by Habit persistence (i.e. 
the habit-forming state variable),  𝑐(𝑡) is the level of per capita consumption, 𝛾 is the utility 
sensitivity to the difference between consumption and the subsistence level of consumption. 
𝑥(𝑡) is defined by: 
(2)         𝑥(𝑡)  =  𝑥0 𝑒




The special case of  𝑏 = 0 corresponds to a time-separable utility.  








Where 𝑥(𝑡) and 𝑢[𝑐(𝑡), 𝑥(𝑡)] are defined above.   represents the constant utility discount rate, 
and E0 represents the operator for expectations conditional on the information set at time t=0. 
Thus, for a time-separable utility, the coefficient of absolute risk aversion is: 
𝐴[𝑐(𝑡) − 𝑥(𝑡)] =  − [
𝑢′′(𝑐𝑡, 𝑥𝑡)
𝑢′(𝑐𝑡, 𝑥𝑡)
] =  − [
(𝛾 − 1) [𝑐(𝑡) − 𝑥(𝑡)]𝛾−2
[𝑐(𝑡) − 𝑥(𝑡)]𝛾−1




The coefficient of relative risk aversion (=RRA) is: 
𝑅[𝑐(𝑡) − 𝑥(𝑡)] = 𝑅𝑅𝐴 𝑤𝑖𝑡ℎ 𝑟𝑒𝑠𝑝𝑒𝑐𝑡 𝑡𝑜 𝑐 − 𝑥 = [𝑐(𝑡) − 𝑥(𝑡)] 𝐴(𝑐𝑡) =  1 − 𝛾 
Another RRA coefficient definition is: 
𝑅𝑅𝐴 𝑤𝑖𝑡ℎ 𝑟𝑒𝑠𝑝𝑒𝑐𝑡 𝑡𝑜 𝑥 = 𝑥(𝑡) [−
𝑢𝑥𝑥
𝑢𝑥
] = 𝑥(𝑡) [
−(𝛾 − 1) [𝑐(𝑡) − 𝑥(𝑡)]𝛾−2
(−1)[𝑐(𝑡) − 𝑥(𝑡)]𝛾−1
] = 
= (𝛾 − 1)
𝑥(𝑡)
𝑐(𝑡) − 𝑥(𝑡)
= (𝛾 − 1)𝑦(𝑡) 
For simplicity, I assume that there are only two assets (without loss of generality), one risky stock 
and one risk-free bond, to invest in.  
To represent a risk averse investor more realistically, I use a right skew distribution for the stock 
price since such a distribution gives higher weight to negative stock return than positive stock 
return. To represent the stock price motion, I use a Stochastic Differential Equation (=SDE) with 
a drift and diffusion equal to the Gumbel distribution’s mean and standard deviation respectively. 
However, after solving the SDE, the stock price (= 𝑆𝑡) is found to follow a skewed Lognormal 
distribution. This skewed Lognormal distribution is a non-Gaussian distribution with an 

































































2𝑡] − 1} ∗ 1.646(1.146)𝑡 
The intention behind using this skewed Lognormal distribution is to test how a skewed stock 
price distribution will affect the calculated Relative Risk Aversion (=RRA) coefficients as 
compared with the coefficients calculated in the Constantinides (90)[11] paper.    
Thus, the formulation of the stock price ( tS ) SDE is: 




Where  = 0.577216 the Euler’s constant, 𝜎𝑡 is the distribution scale (i.e. the normal distribution 
standard deviation) of the price of stock, 𝜇𝑡 is the distribution location (i.e. the normal 
distribution mean) of the risky rate of return, and 𝑤𝑡 is a Wiener process, i.e. a standard 
Brownian motion in  𝑅1. 
The percent change, i.e. the return, of the stock price is described as: 
(4)        
𝑑𝑆𝑡
𝑆𝑡




The infinitely lived representative consumer has wealth (=capital) 𝑊𝑡 . 
The change in the per capita wealth ( tW ) is determined by the return from the risky asset (the 






(5)   𝑑𝑊𝑡 = (1 − 𝛼𝑡)𝑊𝑡𝑟𝑑𝑡 + 𝛼𝑡𝑊𝑡
𝑑𝑆𝑡
𝑆𝑡
 −   𝑐𝑡 𝑑𝑡    
where r is risk-free rate of return, tC is per capita consumption, and 𝛼𝑡 is the portion, i.e. weight, 
of the per capita wealth ( tW ) that is invested in the risky asset. 
Inserting equation (4) into equation (5) yields the equation governing the changes in the wealth 
written as follows: 




where 𝑊𝑡 is the per capita wealth, 𝑟 is risk-free rate of return, 𝜇 is risky rate of return, 𝛼𝑡 is the 
proportion of wealth invested in the risky asset, and 𝑤𝑡 is a Wiener process. 
In this paper, my goal is not to study the most general utility function that exhibits habit 
persistence but rather to use the simplest utility specification that may explain the equity 
premium puzzle.  
If 𝛼𝑡 = 0 (a riskless investment strategy), equation (6) becomes: 
(7)      𝑑𝑊𝑡 = {𝑟𝑊𝑡−𝑐𝑡 }𝑑𝑡 
Thus       
𝑑𝑊𝑡
𝑑𝑡
= 𝑟𝑊𝑡−𝑐𝑡   
For a particular consumption policy where 
𝑊𝑡 = 𝑊0𝑒
(𝑏−𝑎)𝑡 > 0 
derive      
𝑑𝑊𝑡
𝑑𝑡
= (𝑏 − 𝑎)𝑊0𝑒
(𝑏−𝑎)𝑡 = (𝑏 − 𝑎)𝑊𝑡  
insert this into equation (7)   (𝑏 − 𝑎)𝑊𝑡 = 𝑟𝑊𝑡−𝑐𝑡  
and solve for 𝑐𝑡  
𝑐𝑡 = (𝑟 + 𝑎 − 𝑏)𝑊𝑡 = (𝑟 + 𝑎 − 𝑏)𝑊0𝑒






Using the above equation with equation (2) I derive  
(8) 
𝑐(𝑡) − 𝑥(𝑡) = (𝑟 + 𝑎 − 𝑏)𝑊0𝑒
(𝑏−𝑎)𝑡 − [𝑥0 𝑒




= (𝑟 + 𝑎 − 𝑏) [𝑊(𝑡) −
𝑥(𝑡)
𝑟 + 𝑎 − 𝑏
] 




𝑥(𝑡) =  𝑥0 𝑒






  𝑐(𝑡) − 𝑥(𝑡) = (𝑟 + 𝑎 − 𝑏)𝑊0𝑒
(−𝑎)𝑡 − 𝑥0 𝑒





The consumer’s choices are limited to policies that have the below properties: 
i) the per capita consumption is nonnegative (i.e. 𝑐(𝑡)  ≥ 0 ) and is never lower than the subsistence level 
𝑥(𝑡) [i.e. 𝑐(𝑡)  ≥ 𝑥(𝑡)]. 
ii) the investment in both the risky and riskless technologies is nonnegative (i.e. 0 ≤ 𝛼𝑡 ≤ 1 ). 
iii) the capital is always nonnegative (i.e. 𝑊(𝑡)  ≥ 0 ). 
 
To require 𝑐(𝑡) − 𝑥(𝑡) > 0 ,I need to make the following conditions from the above equation: 
(9)      𝑊0 > 0 




(11)       𝑟 + 𝑎 − 𝑏 > 0 
Or       𝑟 + 𝑎 > 𝑏 > 0 
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In addition, I can use a constant consumption path which can be described as  




or   
𝑏𝑐(𝑡) − 𝑎𝑥(𝑡) = 0 
 
1.4 Finding an optimal Consumption policy (𝒄𝒕
∗) and Investment policy (𝜶𝒕
∗) 
To find the optimal Consumption policy and the optimal Investment policy I will develop  
Theorem 1. I will follow the methodology used by Constantinides (1990)[11]. Theorem 1 shows 
existence and uniqueness of an optimal policy which determine the utility of capital, and the 
dynamics of capital and consumption. 
From the proof of Theorem 1 in Appendix A, I find the following optimal Consumption policy 
(𝑐𝑡
∗) and Investment policy (𝛼𝑡
∗): 

























     where   0 ≤ 𝑚 ≤ 1 
(16)    ℎ =
𝑟+𝑎−𝑏
(𝑎+𝑟)(1−𝛾)






} > 0 
The utility of wealth (=capital) or the valuation function is derived to be: 












(18)     𝐻 = (
1
1−𝛾







The wealth is defined:   





























The above optimal policies (𝑐∗, 𝛼∗) are unique as I show in appendix A. 




= [𝑛 + 𝑏 −
(𝑛+𝑎)𝑥(𝑡)
𝑐(𝑡)







I use the optimal policies found in theorem 1 as the equilibrium paths in a representative-consumer 
economy. Specifically, the consumption growth rate (defined in equation 21) is considered to be 
the per capita consumption growth rate. 
 I will now define  𝑧(𝑡) the subsistence rate of consumption generated by Habit Persistence.  




where  𝑥(𝑡) is the subsistence level of consumption generated by Habit Persistence. 
Since  




I will define  








Theorem 2 derives the stationary distribution of the state variable (= z) and calculates the 
unconditional mean and variance of the per capita consumption growth rate. 
From Theorem 2 proof in Appendix B, 𝑦(𝑡) has a stationary probability distribution with density  
12 
 

































And 𝛤( ) is the gamma function. 
Using the above probability distribution density, I will calculate the modal value of 𝑦(𝑡)  
(see appendix B) 







This requires the condition  𝑛 + 𝑎 − 𝑏 + (
𝜋2
6
)𝜎2𝑚2 > 0 
Next, I calculate the mean of 𝑦(𝑡) : 








  has a stationary probability distribution with the density as in equation (29) 























Where  0 ≤ 𝑧 < 1 
For the above stationary distribution, 𝑧(𝑡) has the below modal value  






































Since a closed form expression for the integral is unavailable, the integration is done numerically.  



















)𝜎2𝑚2𝐸{[1 − 𝑧(𝑡)]2} = (
𝜋2
6




Since a closed form expression for the integrals is unavailable, the integration is done numerically.  
 
1.5 The relation between the RRA coefficient and the intertemporal Elasticity of 
Substitution in Consumption (=s) 
Constantinides (1990)[11] asserts that “Habit Persistence drives a wedge between the RRA 
coefficient and the inverse of the intertemporal Elasticity of Substitution in Consumption (=s)”. 
That means that the product of the RRA coefficient and the intertemporal Elasticity of Substitution 
in Consumption (=s) is equal to an amount defined as the wedge.   
For a time-separable model (b=0), 𝑅𝑅𝐴 ∗ 𝑠 = 1 . I will show that for a nonseparable model and 
for specific variable values that may explain the equity premium puzzle the wedge is extremely 
below one i.e.  𝑅𝑅𝐴 ∗ 𝑠 << 1. 
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In appendix D, I derive the expressions for RRA coefficient and s (=intertemporal Elasticity of 
Substitution in Consumption).  









𝑊(𝑟 + 𝑎 − 𝑏)
 
In the short run, a shock of a decrease in wealth does not change 𝑥(𝑡) but increases the RRA 
coefficient. Since 𝑦(𝑡) has a stationary distribution, RRA coefficients also have stationary 
distribution (see Equation 34). Thus, in the long run, the stationary distribution of the RRA coefficient 
decreases the RRA coefficient back. 
In Appendix D, I have derived that  




Since 𝑦(𝑡) has a steady state distribution, so does the RRA coefficients. Thus, 




When 𝑧(𝑡) = ?̂? (=modal value of z) the RRA formulation becomes 







The intertemporal elasticity of substitution in consumption (=s) is defined as 












  when 𝑧(𝑡), 𝜇 − 𝑟, 𝑎𝑛𝑑 𝜎2 held constant. 
The wedge, mention above, is derived: 
(38)    𝑤𝑒𝑑𝑔𝑒 = 𝑠 ∗ 𝑅𝑅𝐴 = 1 − {1 − [
ℎ
(𝑟+𝑎−𝑏)




The modal value of (s*RRA) is  




In the time separable utility scenario (b=0), one can see that the modal value of z (= ?̂? ) will 
converge to zero (see Equation 30) and thus the modal value of  𝑠 ∗ 𝑅𝑅𝐴 (= the wedge) will 
converge to 1. I intend to show that in a continuous time model (b>0) the modal value of the wedge 
is smaller than 1 (see Equation 39). 
For the equilibrium of my specific model I can write the following equations 
(40)  𝑠 ∗ 𝑅𝑅𝐴 =
𝜕𝑐 𝑐⁄
𝜕𝑊 𝑊⁄
  when 𝑥(𝑡) is held constant = capital elasticity of consumption 
(41)     𝑠 ∗ 𝑅𝑅𝐴 =
𝑠𝑡𝑑(𝜕𝑐 𝑐⁄ )
𝑠𝑡𝑑(𝜕𝑊 𝑊⁄ )
   
which is the ratio of the standard deviation of the consumption growth rate and the standard 
deviation of the capital (wealth) growth. 
 
1.6 Examining the Equity Premium Puzzle 
In order to compare between the performance of this paper’s model and the model that appears in 
Mehra and Prescott (1985)[35], I calibrate my parameters to the data used by Mehra and Prescott 
(1985)[35]. The Constantinides (1990)[11] paper is also calibrated to the Mehra and Prescot 
(1985)[35] data set, which enables me to compare the performance of this paper’s model with the 
model presented by the Constantinides (1990)[11] paper as well.  
Mehra and Prescott (1985)[35] used a data set of the US economy between 1889 and 1978.  
Table 1.1 is taken from the Mehra and Prescott (1985)[35] paper (p.147) and summarizes the series 




I will use the information from Table 1.1 to calibrate the parameters of my model and derive  
Table 1.2. 
 
Mehra and Prescott (1985)[35] estimated the mean of the annual growth rate of per capita real 
consumption of nondurables and services in the years 1889-1978 to be 0.0183 per year. Thus, I 
will use this estimate and set 






= 0.0183 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟. 
In addition, they also estimated the standard deviation of the growth rate in the years 1889-1978 
to be 0.0357 per year. Thus, I will use this estimate and set   






= (0.0357)2 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟. 
Mehra and Prescott (1985)[35] also estimated the mean annual real rate of return on a relatively 
riskless security to be 0.008. Thus, I will set  
(44)   r = 0.01 per year. 
Mehra and Prescott (1985)[35] estimated the risk premium on equity returns, between 1889 and 
1978, to have a mean of 6.18% (with a standard error of 1.76%) and a standard deviation of 
Time periods Mean Standard deviation Mean Standard deviation Mean Standard deviation Mean Standard deviation
1889- 1978 1.83 3.57 0.80 5.67 6.18 16.67 6.98 16.54
(Std error=0.38) (Std error=0.60) (Std error=1.76) (Std error=1.74)
1889- 1898 2.30 4.90 5.80 3.23 1.78 11.57 7.58 10.02
1899- 1908 2.55 5.31 2.62 2.59 5.08 16.86 7.71 17.21
1909- 1918 0.44 3.07 -1.63 9.02 1.49 9.18 -0.14 12.81
1919- 1928 3.00 3.97 4.30 6.61 14.64 15.94 18.94 16.18
1929- 1938 -0.25 5.28 2.39 6.50 0.18 31.63 2.56 27.90
1939- 1948 2.19 2.52 -5.82 4.05 8.89 14.23 3.07 14.67
1949- 1958 1.48 1.00 -0.81 1.89 18.30 13.20 17.49 13.08
1959- 1968 2.37 1.00 1.07 0.64 4.50 10.17 5.58 10.59
1969- 1978 2.41 1.40 -0.72 2.06 0.75 11.64 0.03 13.11
Table 1.1
% growth rate of per capita real 
consumption
% real return on a relatively 
riskless security % risk premium % real return on S&P 500
Mehra and Prescott 1985 p.147
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16.67%. Such large risk premium on equity returns can be explained if the investors’ risk aversion 
is unrealistically high, hence an equity premium puzzle.   
 
In this paper, I use an economy that allows for production. Thus, I define 𝐾(𝑡) as the capital of a 
firm. The firm invests 𝛿1𝐾(𝑡) capital in a risky technology and (1 − 𝛿1)𝐾(𝑡) capital in a riskless 
technology. Thus 0 < 𝛿1 ≤ 1 . The firm can finance its activity with equity (= 𝑆(𝑡)) and with 
riskless debt (= 𝐵(𝑡)). The firm ratio of equity value to the entire capital is  
𝑆(𝑡)
𝑆(𝑡)+𝑩(𝑡)
= 𝛿2 which 
is kept constant and its domain is  0 < 𝛿2 ≤ 1. The firm’s capital (= 𝐾(𝑡))  is equal to the sum of 
the value of equity and the value of riskless debt, i.e. [= 𝐾(𝑡) =  𝑆(𝑡) + 𝐵(𝑡)]. Since bonds are 
riskless, the rate of return for riskless assets is estimated by the bonds’ return which is equal to 
𝑑𝐵(𝑡) 𝐵(𝑡) = 𝑟𝑑𝑡⁄  . Since equity is risky, the rate of return for risky assets is estimated by the 
equity return which is equal to 𝑑𝑆(𝑡) 𝑆(𝑡)⁄  . 
The total capital change of the firm should equal to the returns from its investments thus 
(45)   𝑑𝑆(𝑡) + 𝐵(𝑡)𝑟𝑑𝑡 = 𝛿1𝐾(𝑡)
𝑑𝑆(𝑡)
𝑆(𝑡)
+ (1 − 𝛿1)𝐾(𝑡)𝑟𝑑𝑡   
Insert equation (4) into (45) to derive 
(45)   𝑑𝑆(𝑡) + 𝐵(𝑡)𝑟𝑑𝑡 = 𝛿1𝐾(𝑡) [(𝜇 + 𝜎)𝑑𝑡 + 
𝜋
√6
𝜎𝑑𝑤(𝑡)] + (1 − 𝛿1)𝐾(𝑡)𝑟𝑑𝑡   










[(𝜇 + 𝜎)𝑑𝑡 + 
𝜋
√6
𝜎𝑑𝑤(𝑡)] + (1 − 𝛿1)
𝐾(𝑡)
𝑆(𝑡)






− 1] 𝑟𝑑𝑡 = 𝛿1
1
𝛿2
[(𝜇 + 𝜎)𝑑𝑡 + 
𝜋
√6




















Equity of a firm is implemented as a portfolio of the stocks included in the S&P 500 composite 
stock price index. 𝛿2 is the leverage of a firm.  
In appendix E, I derive 









(𝜇 + 𝜎 − 𝑟) + 𝑟] 















Mehra and Prescott (1985)[35] estimated the annual real return on the Standard and Poor’s 
composite stock price index in the 1889-1978 period to have a mean 0.0698 and a standard 
deviation 0.1654 (see Table 1.1). Ibbotson and Sinquefield (1982)[29] had generally similar 
estimates. Thus, I set 









(𝜇 + 𝜎 − 𝑟) + 𝑟] = 0.06 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟 
Inserting equation (44) into equation (50), I derive 
(51)    
𝛿1
𝛿2
(𝜇 + 𝜎 − 𝑟) = 0.06 − 𝑟 = 0.06 − 0.01 = 0.05 
I also set equation (49) to be 














)𝜎2 = (0.165)2 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟  
From equation (15), I set the condition 







Using equations (51), (52) and (53) I derive 































































insert equations (43) into (55) to derive 



































Solving for 1 − 𝛾   I get 
(57)     1 − 𝛾 ≤ 8.488    







= 4.623  
Using equation (34) and (57) I derive the relation between RRA and 1 − 𝛾 : 
(58)    𝑅𝑅𝐴 = (1 − 𝛾) {1 + 𝑦(𝑡) [
ℎ
(𝑟+𝑎−𝑏)
]} > (1 − 𝛾) = 8.488 
Since 𝑦(𝑡) > 0, ℎ > 0, 𝑎𝑛𝑑 𝑟 + 𝑎 − 𝑏 > 0 according to conditions above.  
From this equation I can learn that 1 − 𝛾  is the lower bound of RRA coefficients. 
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I now intend to show that habit persistence can generate the Mahra and Prescott’s sample mean 
and variance of the per capita consumption growth rate but with a lower RRA coefficient i.e. with 
a lower (1 − 𝛾) , see equation (58). 
To determine what is the smallest (1 − 𝛾) value that I can choose, that will still meet the condition 
in equation (54), I do the following.   
Inserting equation (57) into (54) I derive 









I thus set  
𝛿1
𝛿2
= 1  which is consistent with equation (59) and will determine a lower value of 
(1 − 𝛾) that I intend to use. Thus, from equation (54) I derive 
(60)    (1 − 𝛾) ≥ (
𝛿1
𝛿2
) 1.836 = 1.836  
For simplicity I choose  
(61)    (1 − 𝛾) = 1.836  
Hence from equation (58) I can derive the following regarding the specific lower (1 − 𝛾) to use. 
(62)    𝑅𝑅𝐴 > (1 − 𝛾) = 1.836 
I set the rate of time preference in units (𝑦𝑒𝑎𝑟)−1 [i.e. the constant utility discount rate, see 
equation (A8)] to  
(63)    𝜌 = 0.037 
I proceed with creating Table 1.2 using the equations found above and the following settings. 
The annual rate of return of the riskless technology = r =0.01,  
the power in the utility function (= 𝛾 ) = −0.836 ,  
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the rate of time preference in units (𝑦𝑒𝑎𝑟)−1= 𝜌 = 0.037 ,  






= 0.018  , 
the unconditional standard deviation of the annual growth rate in per capita consumption  






= (0.036)2  , and equations (51) and (52). 
I have chosen pairs of parameters (a, b) that meet the conditions in equations (11) and (28), and 
for which the mean and variance of the per capita consumption growth rate [equations (31) and 




The measurements displayed in Table 1.2 are calculated using the equations below: 
Parameter a, per year 0.1 0.2 0.3 0.4 0.5 0.6
Parameter b 0.093 0.172 0.25 0.328 0.405 0.492
Mode(z) 0.68 0.73 0.75 0.75 0.76 0.78
Mean annual growth rate in 
consumption:
unconditional mean 0.018 0.019 0.018 0.018 0.018 0.018
at z= mode(z) 0.034 0.034 0.034 0.034 0.034 0.033
Standard deviation of the 
annual growth rate in 
consumption:  
unconditional mean 0.036 0.036 0.036 0.036 0.036 0.034
at z= mode(z) 0.053 0.045 0.042 0.041 0.040 0.037
RRA coefficient:
unconditional mean 3.21 2.67 2.43 2.30 2.21 2.18
at z= mode(z) 2.94 2.58 2.38 2.27 2.19 2.16
Elasticity of substitution (s): at z= mode(z) 0.18 0.15 0.14 0.13 0.13 0.12
s*RRA : at z= mode(z) 0.52 0.38 0.33 0.30 0.29 0.26
Table 1.2
RRA coefficient, Elasticity of substitution, Wedge, and Consumption Growth Rate generated 
by a model with Habit Persistence and a skewed Lognormal distribution for stock price
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The modal value of 𝑧(𝑡) (line 3 Table 1.2) is calculated using equation (30) 
















































 at  ?̂? = 𝑛 + 𝑏 − (𝑛 + 𝑎)?̂?   [equation (30)] 
The standard deviation of the annual growth rate in per capita consumption at 𝑧(𝑡) = ?̂?  






  at  ?̂? = (
𝜋2
6
)𝜎2𝑚2[1 − ?̂?]2 [equation (32)] 
The unconditional mean of the RRA coefficient (line 8 Table 1.2) is calculated using equation (35) 





(16)    ℎ =
𝑟+𝑎−𝑏
(𝑎+𝑟)(1−𝛾)






} > 0 
The RRA coefficient at 𝑧(𝑡) = ?̂? (line 9 Table 1.2) is calculated using equation (36) 







The Elasticity of Substitution (=s) at 𝑧(𝑡) = ?̂? (line 10 Table 1.2) is calculated using equation (37) 
(37)    𝑠(𝑧 = ?̂?) =
1−?̂?
1−𝛾
 when 𝑧(𝑡) = ?̂?, 𝜇 − 𝑟, 𝑎𝑛𝑑 𝜎2 held constant 
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The product of s*RRA at 𝑧(𝑡) = ?̂? (line 11 Table 1.2) is calculated using the product of equations 
(36) and (37) or by using equation (39) 
(39)  𝑠 ∗ 𝑅𝑅𝐴 at [𝑧(𝑡) = ?̂?] = 𝑠(𝑧 = ?̂?) ∗ 𝑅𝑅𝐴(𝑧 = ?̂?) = 1 − {1 − [
ℎ
(𝑟+𝑎−𝑏)
]} ?̂?  
 
Table 1.2 results interpretations: 
First, the mean RRA decreases as one moves to the right of the table (3.21 down to 2.18), and 
approaches the value  (1 − 𝛾) = 1.836 . The equity premium puzzle may be explained since the 
model, where the stock price movement is represented using a right skewed non-Gaussian model 
(a skewed Lognormal distribution), generates the mean and variance of the per capita consumption 
growth rate with the mean RRA coefficient approaching the value  (1 − 𝛾) = 1.836 . 
Habit persistence reduces the product s*RRA extremely below one thus smoothing consumption 
growth beyond the smoothing achieved by the life cycle permanent income hypothesis with time 
separable utility [see equations (40) and (41)].  
Equation (56) represent the effect of the consumption smoothing on the equity premium. 










Second, the modal value of the state variable (= ?̂? ) is about 0.75 for all (a, b) pairs. The model 
estimates that the subsistence level of consumption generated by habit persistence (= 𝑥(𝑡)) is about 
75% of the consumption level. 
Third, the intertemporal elasticity of substitution in consumption (= s) is extremely below one 
(around 0.15). 
Forth, the product of the elasticity of substitution and the RRA coefficient (=s*RRA=wedge) is 
about 0.26 for the (a, b) pairs that may explain the equity premium puzzle with a low RRA 
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coefficient. Hence, the habit persistence creates a wedge between the RRA coefficient and the 
invers of the elasticity substitution (=1/s) and thus may explain the equity premium puzzle.  
In summary, Table 1.2 shows that habit persistence can generate the sample mean and variance of 
the consumption growth rate with low risk aversion, hence giving a plausible explanation to the 
equity premium puzzle.    
 
To compare my results from Table 1.2 with the results found in Constantinides (90)[11], I include 




Comparing the unconditional means of the RRA Coefficients between Table 1.2 and Table 1.3, 
one can see that using a skewed Lognormal distribution for stock prices (as in Table 1.2), rather 
Parameter a, per year 0.1 0.2 0.3 0.4 0.5 0.6
Parameter b 0.093 0.172 0.25 0.328 0.41 0.492
Mode(z) 0.86 0.82 0.81 0.80 0.79 0.81
Mean annual growth rate in 
consumption: unconditional 
mean 0.018 0.019 0.018 0.018 0.02 0.018
at z= mode(z) 0.011 0.013 0.014 0.014 0.014 0.014
Standard deviation of the annual 
growth rate in consumption:  unconditional 
mean 0.036 0.036 0.036 0.036 0.04 0.034
at z= mode(z) 0.023 0.029 0.032 0.033 0.034 0.032
RRA coefficient: unconditional 
mean 8.67 4.37 3.47 3.09 2.88 2.81
at z= mode(z) 7.03 4.09 3.36 3.03 2.84 2.78
Elasticity of substitution (s): at z= mode(z) 0.06 0.08 0.09 0.09 0.09 0.09
s*RRA : at z= mode(z) 0.44 0.33 0.29 0.27 0.27 0.24
Table 1.3 (Constantinides 1990, Table 1,  p.532)
RRA coefficient, Elasticity of substitution, Wedge, and Consumption Growth Rate generated 
by a model with Habit Persistence and stock price following a Geometric Brownian Motion
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than using a Geometric Brownian Motion (as in Table 1.3), along with habit persistence, further 
reduces the level of RRA coefficients by between 23% [= (2.18-2.81)/2.81] to 39% [= (2.67- 
4.37)/4.37]. It also decreases the modal value of the subsistence rate of consumption generated by 
habit persistence (= ?̂? ) from around 0.8 to 0.75.   
This comparison, between the results of the two papers, shows that habit persistence with a skewed 
Lognormal stock price distribution can generate the sample mean and variance of the per capita 
consumption growth rate, as evidenced by Mehra and Prescott (1985)[35], with an even lower risk 
aversion, hence giving an even more plausible explanation to the equity premium puzzle, than the 
Constantinides (90)[11] model does.    
 
1.7 The effect of time separability in utility preferences on the Equity Premium puzzle 
To show that time separability in utility preferences causes the equity premium puzzle observed 
in the Mehra and Prescott (1985)[35] paper, I will follow the methodology used by Constantinides 
(1990)[11].  
I define 𝑚𝑡+1 as the marginal rate of substitution at t+1 [this is different than the constant m defined 
in equation (15) and equation (A19)]. 
𝑅𝐹𝑡 = 1 + 𝑟𝑓𝑡  where 𝑟𝑓𝑡 is the riskless rate of interest between periods t and t+1. 
𝑅𝑡 = 1 + 𝑟𝑡  where 𝑟𝑡 is the rate of return between periods t and t+1. 
The Euler equation is  
(64)    𝐸[𝑚𝑡+1𝑅𝐹𝑡 ∣ 𝐼𝑡 ] = 1 
where 𝐼𝑡 is the public information in period t. 
Since at time t  𝑅𝐹𝑡  is known (i.e. in the information set 𝐼𝑡 ) then  




(65)      𝐸[𝑚𝑡+1 ∣ 𝐼𝑡 ] = (𝑅𝐹𝑡 )
−1         
Applying the expectation operator on both sides of equation (65) yields 
(66)      𝐸(𝑚) = 𝐸[(𝑅𝐹 )
−1] 
Utilizing the Jensen’s inequality on equation (66) I get 
(67)      𝐸(𝑚) = 𝐸[(𝑅𝐹 )
−1] ≥ [𝐸(𝑅𝐹 )]
−1 
Apply the Euler equation using 𝑅𝑡+1 (i.e. one plus the rate of return) thus  
(68)      𝐸[𝑚𝑡+1𝑅𝑡+1 ∣ 𝐼𝑡 ] = 1 
Applying the expectation operator on both sides of equation (68) yields 
(69)      𝐸[𝑚𝑅] = 1 
Following the methodology of Hansen and Jagannathan (1988)[23], I get 
(70)      1 = 𝐸[𝑚𝑅] = 𝐸(𝑚)𝐸(𝑅) + 𝑐𝑜𝑣(𝑚, 𝑅) 
from covariance definition:    𝑐𝑜𝑣(𝑚, 𝑅) =  𝜌 𝑠𝑡𝑑(𝑚) 𝑠𝑡𝑑(𝑅) , −1 < 𝜌 < 1 
using 𝜌 = −1 yields the minimum of the covariance expression, so when inserting this into 
equation (70) I get 
(70) 1 = 𝐸[𝑚𝑅] = 𝐸(𝑚)𝐸(𝑅) + 𝑐𝑜𝑣(𝑚, 𝑅) ≥ 𝐸(𝑚)𝐸(𝑅) − 𝑠𝑡𝑑(𝑚) 𝑠𝑡𝑑(𝑅) 
Inserting equation (67) into (70) yields 
(70) 1 = 𝐸[𝑚𝑅] = 𝐸(𝑚)𝐸(𝑅) + 𝑐𝑜𝑣(𝑚, 𝑅) ≥ 𝐸(𝑚)𝐸(𝑅) − 𝑠𝑡𝑑(𝑚) 𝑠𝑡𝑑(𝑅) 
       ≥
𝐸(𝑅)
𝐸(𝑅𝐹 )
− 𝑠𝑡𝑑(𝑚) 𝑠𝑡𝑑(𝑅) 
Thus       1 ≥
𝐸(𝑅)
𝐸(𝑅𝐹 )
− 𝑠𝑡𝑑(𝑚) 𝑠𝑡𝑑(𝑅) 
Solving for 𝑠𝑡𝑑(𝑚) 









Mehra and Prescott (1985)[35] use the following discrete utility form 







The marginal rate of substitution is calculated  

























Assuming the consumption growth rate is bounded such that  















Since both 𝛽  and (1 − 𝛾)  are positive, applying on both sides of the inequality yields 

















Inserting equation (73) above yields 
(75)     𝛽(𝑔2)
𝛾−1 ≤ 𝑚𝑡+1 ≤ 𝛽(𝑔1)
𝛾−1 
Since equation (75) defines the upper and lower bounds of  𝑚𝑡+1 the standard deviation is 






Using both equation (76) and (71) I get 

























I use the Mehra and Prescott (1985)[35] 1889-1978 data sample to make the following estimates 
(see Table 1.1): 
𝐸(𝑅𝐹 ) = 1.01 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟,  𝐸(𝑅) = 1.07 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟,  𝑠𝑡𝑑(𝑅) = 0.165 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟, 
Using the method of moments, I estimate the annual per capita consumption growth rate to be 
between  𝑔1 = 0.982, and  𝑔2 = 1.054 (see Appendix F), 
Inserting the above estimates into equation (78) I get 




Solving for (1 − 𝛾) and inserting specific 𝛽 values I can calculate the level of risk aversion in each 
case. 
From equation (58) I get  𝑅𝑅𝐴 > (1 − 𝛾) , hence calculating  (1 − 𝛾) levels represent the lower 
bound of RRA coefficients (= relative risk aversion coefficient). 
From equation (79) I find: for 𝛽 = 0.8 the (1 − 𝛾) = 16 , for 𝛽 = 0.9 the (1 − 𝛾) = 13.8 , for 
𝛽 = 1 the (1 − 𝛾) = 12.2 , for 𝛽 = 1.1 the (1 − 𝛾) = 10.9 , for 𝛽 = 1.2 the (1 − 𝛾) = 10 . 
One can see that the levels of (1 − 𝛾) for a time separable (=discrete) model (used by Mehra and 
Prescott (1985)) are (10 ≤ 1 − 𝛾 ≤ 16 ). These levels are higher than the levels in a continuous 
time model as seen in Table 1.2 (1 − 𝛾 = 1.836 ). This demonstrates that time separability in 
utility preferences contributes significantly to the equity premium puzzle observed by Mehra and 
Prescott (1985)[35].  
Another issue is that the lower bound on the per capita consumption growth rate (=𝑔1) affects the 
upper bound of the marginal rate of substitution [= 𝑚𝑡+1 ,see equation (75)]. If the utility is time 
separable, the marginal rate of substitution is very high, which undermines any explanation for the 




1.8 The effect of time separability in utility preferences and Habit Persistence on the 
Equity Premium puzzle 
Taking into consideration both time separability in utility preferences and habit persistence, I will 
redo the calculations performed in part 1.7. 
Equation (71) is derived in the same manner as in part 1.7. 







 Will now use a discrete utility function that includes Habit persistence 





) (𝑐𝑡 − 𝑥𝑡)
𝛾 
Where 𝑥𝑡 represent the subsistence level of consumption generated by Habit Persistence. 
Inserting equation (22) into (80) I derive  





) {[1 − 𝑧𝑡]𝑐𝑡}
𝛾 
Deriving the marginal rate of substitution for this utility 































Assuming the consumption growth rate is bounded such that  















Since both 𝛽  ,(1 − 𝛾) and (1 − 𝑧𝑡) are positive, applying on both sides of the inequality yields 




































Inserting equation (82) above yields 













Since equation (83) defines the upper and lower bounds of  𝑚𝑡+1 the standard deviation is 











Using both equation (84) and (71) I get 
































I use the Mehra and Prescott (1985)[35] 1889-1978 data sample to make the following estimates 
(see Table 1.1): 
𝐸(𝑅𝐹 ) = 1.01 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟,  𝐸(𝑅) = 1.07 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟,  𝑠𝑡𝑑(𝑅) = 0.165 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟. 
Using the method of moments, I estimate the annual consumption growth rate to be between 
 𝑔1 = 0.982, and  𝑔2 = 1.054 (see Appendix F), 
Inserting the above estimates into equation (86) I get 
























Using the same values of 𝛽 used in section 1.7, the right-hand side of equation (87) will have the 




Assuming increase in per capita consumption over time (i.e.  𝑐𝑡+1 > 𝑐𝑡), I can assume a decrease 
in subsistence rate of per capita consumption generated by Habit persistence (i.e.  𝑧𝑡+1 < 𝑧𝑡 ) in 
order to keep the subsistence level of per capita consumption generated by Habit Persistence fixed 
(i.e.  𝑥𝑡+1 ≅ 𝑥𝑡 ). Thus,  
1−𝑧𝑡+1
1−𝑧𝑡
> 1 . Hence, for the same values of 𝛽 ,I will need lower levels of  
(1 − 𝛾) than the levels calculated at section 1.7 (without the Habit Persistence) to meet equation 
(87) condition. 
This shows that adding Habit Persistence to a utility function will reduce levels of risk aversion 
(i.e. RRA) since (1 − 𝛾) is the lower bound of the RRA.  
 
1.9 Conclusions 
My results suggest that habit persistence can generate the Mehra and Prescott’s (1985)[35] sample 
mean and variance of the per capita consumption growth rate with low risk aversion, hence giving 
a plausible explanation to the equity premium puzzle. 
Habit persistence creates a wedge between the RRA coefficient and the inverse of the elasticity 
substitution (=1/s) and thus may explain the equity premium puzzle. 
Habit persistence reduces the product (s*RRA) extremely below one, thus smoothing consumption 
growth (see equations 40, 41 and Table 1.4) beyond the smoothing achieved by the life cycle 
permanent income hypothesis with time separable utility. 






 ) will reduce 
the equity premium (by reducing 𝜇 − 𝑟 + 𝜎 ) ,hence may explain the equity premium puzzle.  
Furthermore, I show that time separability in utility preferences (i.e. b=0) generates unrealistically 
high risk aversion (see Table 1.4) and thus contributes significantly to the equity premium puzzle 
presented in the Mehra and Prescott (1985)[35] paper.  
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The model in this paper incorporates habit persistence in utility which generates low risk aversion 
(minimal unconditional mean of the RRA coefficient = 2.18) and low wedge (=s*RRA) levels. 
This generates low variability in the per capita consumption growth rate (see equations 40 and 41) 
and low variability in the marginal rate of substitution in consumption (𝑚𝑡 see equations 73 and 
82).  
Since the modal value of the subsistence rate of consumption generated by Habit Persistence (= z) 
is around 0.75 in my model, a high value, the subsistence level of consumption (= x) is about 75% 
of the normal consumption rate. Thus, a small decrease in consumption causes a big decrease in 
consumption net of the subsistence level (= c - x), thus causing a big decrease in the marginal rate 
of substitution (= 𝑚𝑡 see equation 73 and 82). Such a big decrease in consumption net of the 
subsistence level (= c - x) may explain big excess returns on risky assets even for low levels of 
risk aversion. Such low risk aversion level may explain the observed equity premium.  
The results displayed in the paper show that a rational expectations model with no time 
separability of preferences, with habit persistence and with stock price movement represented by 
a right skewed non-Gaussian model (a skewed Lognormal distribution) may explain the equity 
premium puzzle. The model is able to find acceptable relative risk aversion (RRA) of the 
representative agent to match the sample estimates (see Table 1.4).  
In addition, a model using habit persistence with a skewed Lognormal stock price distribution can 
generate the sample mean and variance of the per capita consumption growth rate, as evidenced 
by Mehra and Prescott (1985)[35], with an even lower risk aversion than that produced in the 
Constantinides (90)[11] model. Hence, a model using habit persistence with a skewed Lognormal 
stock price distribution may give an even more plausible explanation to the equity premium puzzle, 






In future economic research, habit persistence should be embedded in new models of the business 










Mehra and Prescott (85) Constantinides (90) this paper
model type Discrete time Continuous time Continuous time
Habit Persistence No
Yes, using quasi- 
difference of 
consumption








% real return on S&P 500 Mean 6.98 (Std error=1.74) 6 6
Standard deviation 16.54 16.5 16.5
% real return on a 
relatively riskless security Mean 0.8 1 1
% risk premium Mean 6.18 (Std error=1.76) 5 5
% growth rate of per 
capita real consumption Mean 1.83 (Std error=0.38) 1.8 1.8
Standard deviation 3.57 3.6 3.6
RRA coefficient range unconditional mean 10  to  16 2.81  to  8.67 2.18  to  3.21
Mode(z) range 0 0.81  to  0.86 0.78  to  0.68
s*RRA range at z=mode(z) 1 0.25  to  0.42 0.26  to  0.52
Table 1.4




1.10 Appendix A: Proof of Theorem 1 
I use a technique used by Davis and Norman (1987)[13]. If 𝑐(𝑡) and 𝛼(𝑡) are not optimal at t, I 
assume an optimal policy 𝑐∗(𝑠) and 𝛼∗(𝑠) for 𝑠 ≥ 𝑡. 
Equation (6)  









Equation (12) above  
(12)      𝑏𝑐(𝑡) − 𝑎𝑥(𝑡) = 0 
Becomes  
(A2)    





𝑑𝑥(𝑠) = [𝑏𝑐∗(𝑠) − 𝑎𝑥(𝑠)]𝑑𝑠 
Equation (8) 









Next, I will derive 
𝑑 [𝑊(𝑠) −
𝑥(𝑠)
𝑟 + 𝑎 − 𝑏
] = 𝑑𝑊(𝑠) −
𝑑𝑥(𝑠)
𝑟 + 𝑎 − 𝑏
 
I will insert equation (A1) and (A2) into the above expression to derive (A4) 
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(A4)  𝑑 [𝑊(𝑠) −
𝑥(𝑠)
𝑟+𝑎−𝑏






𝑟 + 𝑎 − 𝑏
= 
= {[(𝜇− 𝑟 + 𝜎)𝛼∗(𝑠) + 𝑟]𝑊(𝑠) − 𝑐∗(𝑠) −
[𝑏𝑐∗(𝑠)− 𝑎𝑥(𝑠)]





I will define m such that: 
𝛼∗(𝑠)𝑊(𝑠) = 𝑚 [𝑊(𝑠) −
𝑥(𝑠)
𝑟 + 𝑎 − 𝑏
] 
Hence  





Inserting  𝛼∗(𝑠) into (A4) yield 
(A4) 𝑑 [𝑊(𝑠) −
𝑥(𝑠)
𝑟+𝑎−𝑏
















𝑟 + 𝑎 − 𝑏
]𝑑𝑤(𝑠) = 
Inserting equation (A3) into equation (A4) yields 


































=  {(𝜇 − 𝑟 + 𝜎)𝑚+ 𝑟 −
ℎ(𝑎+𝑟)
𝑟+𝑎−𝑏
} 𝑑𝑠 + (
𝜋
√6




Where I define  
𝑛 = (𝜇− 𝑟 + 𝜎)𝑚 + 𝑟 −
ℎ(𝑎 + 𝑟)












𝑟 + 𝑎 − 𝑏]
[𝑊(𝑠) −
𝑥(𝑠)
𝑟 + 𝑎 − 𝑏
]
 
Equation (A4) becomes 
(A6)   𝑑𝐿𝑛 [𝑊(𝑠) −
𝑥(𝑠)
𝑟+𝑎−𝑏


























Solving the above differential equation yields the following solution 











        , 𝑠 ≥ 𝑡 
I define the state valuation function, V (.,.), as a function of the two variables, 𝑊(𝑡) and 𝑥(𝑡). Thus, 
the maximization problem is: 
(A8) 












where   represents the constant utility discount rate, and Et represents the operator for 
expectations conditional on the information set at time t. 
By inserting the optimal values 𝑐∗(𝑠) and 𝛼∗(𝑠) ,for 𝑠 ≥ 𝑡 , the maximum achieved, thus  
(A9)  










By inserting equation (A3) into equation (A9) I derive 

























(ℎ)𝛾  [𝑊(𝑠) −
𝑥(𝑠)







(ℎ)𝛾  [[𝑊(𝑡) −
𝑥(𝑡)

















































































































































I define  







Thus equation (A9) becomes 
























Solving the integral yields equation (A10) 



















































Inserting equation (A9) into the above equation to derive equation (A12) 
(A12)  𝑀(𝑡) = ∫ 𝑒−𝜌(𝑠−0)
1
𝛾
 [𝑐(𝑠) − 𝑥(𝑠)]𝛾𝑑𝑠
𝑡
0
+ 𝑒−𝜌𝑡𝑉[𝑊(𝑡), 𝑥(𝑡)] 
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I now define the derivative 














The closed form problem is defined below: 


































(A2)      𝑑𝑥(𝑡) = [𝑏𝑐∗(𝑡) − 𝑎𝑥(𝑡)]𝑑𝑡 + 0𝑑𝑤𝑡 
Applying Ito’s Lemma formulation: 









































































),(   
By dividing both side of the equation by dt  I get: 






















































































































Solving the expressions using equations (6), (A2) and (A10): 
𝑑𝑉
𝑑𝑡








    𝑑𝑊(𝑡)𝑑𝑥(𝑡) = 0  [Since ( ) 02 == tdtdwdt  and dtdwdw tt = ] 









    (𝑑𝑥𝑡)
2 =  0 















I will, next, perform first order conditions on 𝑁(𝑡)  [equation (A13)]:   
(A13)  𝑁(𝑡) = 𝑒−𝜌𝑡 (
1
𝛾

















The derivatives of equation (A10) 





















𝛾(𝛾 − 1) [𝑊(𝑡) −
𝑥(𝑡)






















= (ℎ)𝛾 [𝑊(𝑡) −
𝑥(𝑡)


















𝛾−1 + 0+ 𝑒−𝜌𝑡{𝑉𝑊(−1)+𝑉𝑥𝑏+ 0} 
Thus 
(A16)    0 = [𝑐(𝑡)− 𝑥(𝑡)]𝛾−1 − 𝑉𝑊 +𝑉𝑥𝑏 
Insert the derivatives into equation (A16): 




















Solving for 𝑐(𝑡) 
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Insert the derivatives into equation (A18): 
0 = (ℎ)𝛾 [𝑊(𝑡) −
𝑥(𝑡)






) (𝜇− 𝑟 + 𝜎)𝑊(𝑡) + 
+(ℎ)𝛾(𝛾 − 1) [𝑊(𝑡) −
𝑥(𝑡)











Solve for 𝛼(𝑡) 
𝛼∗(𝑡) = [







𝑟 + 𝑎 − 𝑏
] 




𝑟 + 𝑎 − 𝑏
] = [







𝑟 + 𝑎 − 𝑏
] 
Solve for m 







where   0 ≤ 𝑚 ≤ 1 














= 𝜌 − 𝛾 {(𝜇 − 𝑟 + 𝜎) [





] + 𝑟 −
ℎ(𝑎 + 𝑟)




























𝐻 = 𝜌 − 𝛾𝑟 −







𝑟 + 𝑎 − 𝑏
= 
I define  
(A20)    ℎ =
𝑟+𝑎−𝑏
(𝑎+𝑟)(1−𝛾)








𝐻 = 𝜌 − 𝛾𝑟 −








𝑟 + 𝑎 − 𝑏
] [
𝑟 + 𝑎 − 𝑏
(𝑎 + 𝑟)(1 − 𝛾)
]{𝜌 − 𝛾𝑟 −







(A21)     𝐻 = (
1
1−𝛾












= (𝜇− 𝑟 + 𝜎) [





] + 𝑟 −
𝑟 + 𝑎 − 𝑏
(𝑎 + 𝑟)(1 − 𝛾)
{𝜌 − 𝛾𝑟 −







𝑟 + 𝑎 − 𝑏
= 
thus 















}   
Using equations (A10), (A20) and (A21) 




































1 − 𝛾) [𝜌 − 𝛾𝑟 −




From equation (A7) 











        , 𝑠 ≥ 𝑡 
For inserting  𝑠 = 𝑡 and 𝑡 = 0  in equation (A7) I derive 












Since for a Wiener process  𝑤(0) = 0 , I derive the wealth (=capital)  



































Insert equation (A24) into (A3) 
(A25)  𝑐(𝑡) − 𝑥(𝑡) = ℎ [𝑊(𝑡) −
𝑥(𝑡)
𝑟+𝑎−𝑏









Apply natural logarithm (Ln) on both sides of equation (A25) 
(A26)   𝐿𝑛[𝑐(𝑡) − 𝑥(𝑡)] = 𝐿𝑛(ℎ) + 𝐿𝑛 [𝑊(0) −
𝑥(0)
𝑟+𝑎−𝑏














]   
Hence 




Derivative rules determine 



















Insert equation (A2) into (A29) thus 











= [𝑛 + 𝑏 −
(𝑛+𝑎)𝑥(𝑡)
𝑐(𝑡)


























I now show that the optimal policies  𝑐∗(𝑡) and 𝛼∗(𝑡) found above are unique: 
From equation (A12) 
(A12)  𝑀(𝑡) = ∫ 𝑒−𝜌(𝑠−0)
1
𝛾
 [𝑐(𝑠) − 𝑥(𝑠)]𝛾𝑑𝑠
𝑡
0
+ 𝑒−𝜌𝑡𝑉[𝑊(𝑡), 𝑥(𝑡)] 
I define the differential  







From equation (A13)   𝑁(𝑡) =
𝑑𝑀(𝑡)
𝑑𝑡
   and  




Insert equations (A13) and (A32) into (A31) to derive 
(A33)    𝑑𝑀(𝑡) = 𝑁(𝑡)𝑑𝑡 + 𝑒−𝜌𝑡𝑉𝑊𝑑𝑊(𝑡) 
Thus, for an arbitrary (𝑐, 𝛼):             
 (A34)     𝑑𝑀(𝑡) ≤ 𝑒−𝜌𝑡𝑉𝑊𝑑𝑊(𝑡) 
For the optimal policies (𝑐∗, 𝛼∗) when (𝑡) =
𝑑𝑀(𝑡)
𝑑𝑡
= 0 :  
(A35)     𝑑𝑀(𝑡) = 𝑒−𝜌𝑡𝑉𝑊𝑑𝑊(𝑡) 
Using equation (A12): 
(A36)  𝑀(𝑡 = ∞) = ∫ 𝑒−𝜌(𝑠−0)
1
𝛾
 [𝑐(𝑠) − 𝑥(𝑠)]𝛾𝑑𝑠
𝑡=∞
0




 [𝑐(𝑠) − 𝑥(𝑠)]𝛾𝑑𝑠
𝑡=∞
0
+ 0 = ∫ 𝑒−𝜌𝑠
1
𝛾




Applying the expectation operator on both sides of equation (A36) I get 
(A37) 












𝑀(𝑡 = 0) = ∫ 𝑒−𝜌(𝑠−0)
1
𝛾
 [𝑐(𝑠) − 𝑥(𝑠)]𝛾𝑑𝑠
𝑡=0
0
+ 𝑒−𝜌0𝑉[𝑊(𝑡 = 0), 𝑥(𝑡 = 0)] = 
= 0 + 𝑉[𝑊(𝑡 = 0), 𝑥(𝑡 = 0)] = 
Inserting t=0 in equation (A9) I get 
(A39)  


















Applying the expectation operator on both sides of equation (A40) I get 
(A41) 






















I get   
(A42) 












 [𝑐∗(𝑠) − 𝑥(𝑠)]𝛾𝑑𝑠
∞
𝑡=0
} = 𝐸𝑡=0[𝑀(𝑡 = 0)] 
Thus  
(A43)    𝐸𝑡=0[𝑀(𝑡 = ∞)] ≤ 𝐸𝑡=0[𝑀(𝑡 = 0)] 
Which proves that  𝑀(𝑡)  is a supermartingale. 
Hence, equation (A43) is an equality if 𝑐(𝑠) = 𝑐∗(𝑠) and 𝛼(𝑠) = 𝛼∗(𝑠) for all s, 𝑠 ≥ 0 . 
Thus, for  𝑡 > 𝑠 ≥ 0  the optimal policies found (𝑐∗, 𝛼∗) are unique. 
 
1.11 Appendix B: Proof of Theorem 2 
I defined above  𝑧(𝑡) the subsistence rate of consumption generated by Habit Persistence.  




where  𝑥(𝑡) is the subsistence level of consumption generated by Habit Persistence. 
I also defined  




























Multiple both sides by 
𝑑𝑡
𝑐(𝑡)
 to derive  










From equation (A2) 
(A2)     
𝑑𝑥(𝑠)
𝑑𝑠
= 𝑏𝑐∗(𝑠) − 𝑎𝑥(𝑠) 
I can derive  
𝑑𝑥(𝑡)
𝑑𝑡
= 𝑏𝑐(𝑡) − 𝑎𝑥(𝑡) 
Hence  






− 𝑎] 𝑑𝑡 = [𝑏
1
𝑧(𝑡)
− 𝑎] 𝑑𝑡 




= [𝑛 + 𝑏 −
(𝑛+𝑎)𝑥(𝑡)
𝑐(𝑡)




















− 𝑎] 𝑑𝑡 −
𝑑𝑧(𝑡)
𝑧(𝑡)




Solve for 𝑑𝑧(𝑡) 







From equation (24) 
























(B4)     𝑑𝑧(𝑡) = 𝑑𝑦(𝑡)[1 − 𝑧(𝑡)]2 
Insert equation (B4) into (B3) 


















Inserting equation (24) into the above yields 









I continue with deriving ?̅? and ?̂? (the modal value of y) 
The general case of the one-dimensional (only variable t) Fokker-Plank equation states 
Given  
𝑑𝑥𝑡 = 𝜇(𝑥𝑡, 𝑡)𝑑𝑡 +  𝜎(𝑥𝑡, 𝑡)𝑑𝑤𝑡 
where 𝜇(𝑥𝑡, 𝑡) is the drift coefficient and 𝐷(𝑥𝑡, 𝑡) =
𝜎2(𝑥𝑡,𝑡)
2
  is the diffusion coefficient. 












In my specific case: if the density of  𝑦(𝑡) is  𝑝𝑦(𝑦𝑡, 𝑡), given 













































Which make equation (B6) to become the Pearson equation as in equation (B7).   










I integrate both sides of equation (B7) by 𝑦(𝑡) to get 













+ 2𝑦(𝑡)𝑝𝑦(𝑦𝑡, 𝑡)} − [𝑏 − (𝑛 + 𝑎 − 𝑏)𝑦(𝑡)] 𝑝𝑦(𝑦𝑡, 𝑡) 






− {𝑏 − [(𝑛 + 𝑎 − 𝑏 + (
𝜋2
6
)𝜎2𝑚2)] 𝑦(𝑡)} 𝑝𝑦(𝑦𝑡, 𝑡) 
I integrate both sides of equation (B9) by 𝑦(𝑡) to get 















+[(𝑛 + 𝑎 − 𝑏 + (
𝜋2
6




under normalization requirement  




And that the average definition is  






















)𝜎2𝑚2 {0 − 2∫ 𝑦(𝑡)𝑝𝑦(𝑦𝑡, 𝑡)𝑑𝑦
∞
0












Solving for ?̅? I derive 




the condition  𝑛 + 𝑎 − 𝑏 > 0 assures ?̅? < ∞ , i.e.  ?̅?  is finite. 
The mode of a variable, 𝑦(𝑡),  that is stationary distributed satisfies 
𝜕𝑝𝑦(𝑦𝑡,𝑡)
𝜕𝑦𝑡
= 0 so equation (B9) 
becomes 
(B9)  0 = (
𝜋2
12
)𝜎2𝑚2[?̂?]20 − {𝑏 − [(𝑛 + 𝑎 − 𝑏 + (
𝜋2
6





Solving for ?̂? , I derive 







the condition  𝑛 + 𝑎 − 𝑏 + (
𝜋2
6
)𝜎2𝑚2 > 0 assures ?̂? < ∞ , i.e.  ?̂?  is finite. 
Solving the Pearson equation (B9) 






− {𝑏 − [(𝑛 + 𝑎 − 𝑏 + (
𝜋2
6








































Solving the equation (B13) yields 














Where 𝑘 is the integration coefficient and 0 ≤ 𝑦 < ∞ 
To find 𝑘 I use the normalization requirement 























































} − 2 
Hence 


















To summaries, the overall solution of the Pearson equation (B9) is   

































I have defined above 















Since 𝑦(𝑡) is monotone increasing function with  0 ≤ 𝑦 < ∞, thus 𝑧(𝑡) is also monotone 
increasing function in 𝑦(𝑡) in the domain of 𝑦(𝑡) and 0 ≤ 𝑧 < 1. 
Since 𝑦(𝑡) has a stationary distribution 𝑝𝑦(𝑦𝑡, 𝑡),  𝑧(𝑡)  also have a stationary distribution       
𝑝𝑧(𝑧𝑡, 𝑡) such that 
(B16)   𝑝𝑧(𝑧𝑡, 𝑡) = 𝑝𝑦(𝑦𝑡, 𝑡) [
𝑑𝑦(𝑡)
𝑑𝑧(𝑡)







Insert equation (B14) and equation (24) into (B16) to find 























Where  0 ≤ 𝑧 < 1 


























−12(𝑏 + 𝑎 − 𝑏)
𝜋2𝜎2𝑚2





































































Solving for  ?̂? gives a quadratic equation 
(B18)   (
𝜋2
6
) 𝜎2𝑚2?̂?2 − [𝑛 + 𝑎 + (
𝜋2
6
)𝜎2𝑚2] ?̂? + 𝑏  = 0 
Usually a quadratic equation has two solution. However, since 0 ≤ ?̂? < 1 
 
For ?̂? = 0 :  (
𝜋2
6
) 𝜎2𝑚202 − [𝑛 + 𝑎 + (
𝜋2
6
)𝜎2𝑚2] 0 + 𝑏  > 0 
For ?̂? = 1 :  (
𝜋2
6
) 𝜎2𝑚212 − [𝑛 + 𝑎 + (
𝜋2
6
)𝜎2𝑚2] 1 + 𝑏 = 𝑏 − 𝑎 − 𝑛 < 0 
Hence in the domain 0 ≤ ?̂? < 1 there is only one solution (cross the zero line) for equation (B18) 
which is equal to 





















1.12 Appendix C: Deriving the unconditional mean and variance of the consumption 
growth   











= [𝑛 + 𝑏 −
(𝑛+𝑎)𝑥(𝑡)
𝑐(𝑡)
































Since for a wiener process 𝐸[𝑤(𝑡)] = 0 thus 

















Since a closed form expression for the integral is unavailable, the integration is done numerically.  




] = 𝑣𝑎𝑟{[𝑛 + 𝑏 − (𝑛 + 𝑎)𝑧(𝑡)]𝑑𝑡} + 𝑣𝑎𝑟 {[1 − 𝑧(𝑡)] (
𝜋
√6
)𝜎𝑚 𝑑𝑤(𝑡)} + 
+2𝑐𝑜𝑣 {[𝑛 + 𝑏 − (𝑛 + 𝑎)𝑧(𝑡)]𝑑𝑡, [1 − 𝑧(𝑡)] (
𝜋
√6
)𝜎𝑚 𝑑𝑤(𝑡)} = 
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Since  𝑣𝑎𝑟(𝑑𝑡) = 0, 


















)𝜎2𝑚2𝐸{[1 − 𝑧(𝑡)]2} = (
𝜋2
6




Since a closed form expression for the integral is unavailable, the integration is done numerically.  
 
1.13 Appendix D: Deriving the RRA coefficient and the intertemporal Elasticity of 
Substitution in Consumption (=s)   
In appendix A I derived 












The derivatives of equation (A10) 





















𝛾(𝛾 − 1) [𝑊(𝑡) −
𝑥(𝑡)













−𝑊(ℎ)𝛾(𝛾 − 1) [𝑊(𝑡) −
𝑥(𝑡)


















𝑊(𝑟 + 𝑎 − 𝑏)
 
From equation (A3) 






Solving for 𝑊(𝑡) 







Insert equation (D2) into (D1) 














𝑟 + 𝑎 − 𝑏











(𝑟 + 𝑎 − 𝑏)
]} 
Inserting equation (24) into the above expression 












From equation (D3) and since 𝑦(𝑡) has a steady state distribution (with ?̅? and ?̂? ), RRA coefficient 
also has a steady state distribution. Thus, RRA average is  
𝑅𝑅𝐴̅̅ ̅̅ ̅̅ = (1 − 𝛾) {1 + 𝑦(𝑡)̅̅ ̅̅ ̅̅ [
ℎ
(𝑟 + 𝑎 − 𝑏)
]} 
Insert equation (28) into the above equation 















When 𝑧(𝑡) = ?̂? 









The elasticity of substitution in consumption (=s) is defined as the derivative of the expected 
growth rate in consumption with respect to 𝑟 while 𝑧(𝑡), 𝜇 − 𝑟, 𝑎𝑛𝑑 𝜎2 held constant thus 









    while 𝑧(𝑡), 𝜇 − 𝑟, 𝑎𝑛𝑑 𝜎2 held constant 
From equation (C1) when 𝑧(𝑡), 𝜇 − 𝑟, 𝑎𝑛𝑑 𝜎2 held constant 






= 𝑛 + 𝑏 − (𝑛 + 𝑎)𝐸[𝑧(𝑡)] = 𝑛 + 𝑏 − (𝑛 + 𝑎)𝑧(𝑡) = 𝑛[1 − 𝑧(𝑡)] + 𝑏 − 𝑎𝑧(𝑡) 
And equation (20) 



































Insert equation (20) into (C1) and derive s when 𝑧(𝑡), 𝜇 − 𝑟, 𝑎𝑛𝑑 𝜎2 held constant 
 
















To find s*RRA, use equations (D6), (24) and (D3) 
(D7)    𝑠 ∗ 𝑅𝑅𝐴 = [
1−𝑧(𝑡)
1−𝛾










]} = 1 − {1 − [
ℎ
(𝑟+𝑎−𝑏)
]} 𝑧(𝑡)  
Hence 
(D7)    𝑠 ∗ 𝑅𝑅𝐴 = 1 − {1 − [
ℎ
(𝑟+𝑎−𝑏)
]} 𝑧(𝑡)  
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The modal value of s*RRA is  




Thus, for a time separable utility (i.e. b=0) the following values found 
Using equations (B19) and (D8) 






























(D8)  𝑚𝑜𝑑𝑒(𝑠 ∗ 𝑅𝑅𝐴) = 1 − {1 − [
ℎ
(𝑟+𝑎−𝑏)
]} ?̂? = 1 − {1 − [
ℎ
(𝑟+𝑎−𝑏)
]} 0 = 1 
 
1.14 Appendix E: Deriving the mean and variance of a risky asset return 
Using equation (47) 



























Since 𝐸[𝑑𝑡] = 𝑑𝐸[𝑡] = 𝑑𝑡 and 







(𝜇 + 𝜎 − 𝑟) + 𝑟] 𝑑𝑡 
Hence  









(𝜇 + 𝜎 − 𝑟) + 𝑟] 
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𝑣𝑎𝑟[𝑑𝑡] = 𝑑𝑣𝑎𝑟(𝑡) = 0 and for a wiener process (𝑑𝑡)𝑑𝑤(𝑡) = 0, 𝑣𝑎𝑟[𝑤(𝑡)] = 𝑡 thus 


















































1.15 Appendix F: Using the method of moments to estimate the lowest and highest annual 
per capita consumption growth ( 𝒈𝟏, 𝒈𝟐 ) using the data in Table 1.1: 
I assume that the annual per capita consumption is distributed uniformly on the interval [a, b], that 
is G ~ U(a, b). 
Using the method of moments, I derive four equations and solve for a, b: 
(F1)     𝐸[𝐺] =  
1
2
(𝑎 + 𝑏)   
(F2)     𝑉𝐴𝑅 (𝐺) =  
(𝑏−𝑎)2
12
   
From Table 1.1 [Mehra and Prescott (1985) data] I use: 
(F3)     𝐸[𝐺] =  0.0183 
(F4)     𝑉𝐴𝑅 (𝐺) = (0.0357)2 = 𝐸[𝐺2] − {𝐸[𝐺]}2 










Second Essay: Initial results examining the 
Equity Premium and Volatility puzzles using a 





I examine the ability of a dynamic asset-pricing model to explain the Equity Premium and the 
Volatility puzzles. I modify the standard asset pricing model in four aspects. First, I use a time 
varying price of risk (i.e. time varying excess return per unit risk). Second, I incorporate 
Duesenberry’s demonstration effect and define the Habit formulation that utilizes quasi- ratio 
consumption. Duesenberry’s demonstration effect is a type of consumption externality where an 
individual’s utility depends not only upon his consumption level but also upon the social average 
level (or Habit formation) of consumption. Third, I include tax rates in my model to control for 
any extreme valuation, relative to GDP, caused by tax rates and not by stock market factors. Fourth, 
I represent the stock price movement using a right skewed non-Gaussian model (a skewed 
Lognormal distribution).  
Mehra and Prescott (1985)[35] found that for values of relative risk aversion coefficients (=RRA) 
as high as ten, and a given small variance of the growth rate in the per capita consumption, an 
Equity Premium puzzle exists. In other words, the difference between the expected rate of return 
on the stock market and the riskless rate of interest (=  𝜇 − 𝑟 ) is too big. The puzzle is that in order 
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to explain such Equity Premium one must accept that consumers must have an unrealistically high 
relative risk aversion (i.e. relative risk aversion coefficient as high as 10).  
My results suggest that the model I use can help to better understand both puzzles. 
In other words, a model with habit persistence, time varying price of risk, and a skewed Lognormal 
stock price distribution can generate the Mehra and Prescott’s (1985)[35] sample mean and 
variance of the consumption growth rate with low risk aversion, hence giving a plausible 
explanation to the equity premium puzzle and the volatility puzzle. 
 
2.1 Introduction 
The two above puzzles represent the shortcomings of standard asset pricing. The equity premium 
puzzle emanates from the inability of the theoretical model to explain the empirically observed 
high equity premium (when the average stock returns is so much higher than the average 
government bond returns). It is based on the fact that in order to reconcile the much higher return 
on stock compared to government bonds in the United States, individuals must have a very high 
risk aversion according to standard economic models. The volatility puzzle manifests itself when 
the stock market is more volatile relative to the consumption volatility. Shiller (1981)[42] found 
that stock market returns are too volatile relative to the volatility of dividends. One type of tests 
examines the Euler equation restriction on the product of asset returns with the marginal rate of 
substitution of the representative agent. The results from this type of tests show that the stock 
market is still too volatile.  
Habit persistence usually causes specific lag coefficients in the Euler equation to be negative. 
Positive coefficients in the Euler equation are considered to be evidence of durability of goods, 
rather than habit persistence. Ferson and Constantinides (1989)[19] used quarterly and annual data 
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and found negative coefficients in the Euler equation which supports habit persistence. They also 
rejected the time separable model and supported instead a model with habit persistence with 
respect of explaining the equity premium puzzle (as in this paper).  
Hansen and Jagannathan (1988)[23], using monthly data, support habit persistence. Heaton 
(1988)[26] found evidence to support habit persistence by checking the autocorrelations in 
consumption, while considering time aggregation.  
However other papers, such as Dunn and Singleton (1986)[15], Gallant and Tauchen (1989)[20], 
Eichenbaum, Hansen and Singleton (1988)[17] and Eichenbaum and Hansen (1990)[16], found 
that specific lag coefficients in the Euler equation to be positive which support durability of goods 
rather than habit persistence. 
In addition, Hansen and Singleton (1982, 1983)[24][25], Ferson (1983)[18], Grosssman, Melino, 
and Shiller (1987)[22] rejected the Euler equation restriction on asset returns and the marginal rate 
of substitution caused by the time- and state-separable preferences. 
With no reasonable parameterizations of the Lucas (1978)[34] asset pricing model, the equity 
premium puzzle is created because the theoretical equity premium is as large as the empirically 
observed equity premium. However, the size of the equity premium can’t be estimated since there 
is not enough flexibility in the Lucas model. The Brock (1982)[8] asset pricing model can estimate 
a significant equity premium. Using the Brock’s (1982)[8] asset pricing model, Akdeniz and 
Dechert (2007)[2] show that there are parameterizations of the Brock model that have equity 
premia that are more consistent with the empirical evidence than the equity premia that were 
observed by Mehra and Prescott (1985)[35]. Kocherlakota (1996)[32] tries to resolve the equity 
premium puzzle and the risk free rate puzzle by reviewing the literature. Kocherlakota report the 
papers that try to explain these two puzzles. Campbell and Cochrane (1999)[9] find the equity 
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premium puzzle using a consumption-based model with external habit formation. They use a 
power utility and the Sharpe ratio inequality to explain the equity premium puzzle. Campbell and 
Cochrane (1999)[9] use a discrete time model while I am using a continuous time model. In 
addition, they use the same utility sensitivity to both the social standard (𝛽) and the individual 
consumption (𝛼) while I use different utility sensitivities (𝛼 ≠ 𝛽). Constantinides (1990)[11] 
determines that the Equity Premium puzzle is resolved by using habit persistence. 
In this paper, I attempt to modify the standard asset pricing model in four ways. First, I introduce 
a time varying price of risk (i.e. time varying excess return per unit risk). Second, I introduce the 
Duesenberry’s demonstration effect {Duesenberry(1949)[14]} and define the Habit formulation. 
Duesenberry’s demonstration effect is a type of consumption externality where an individual’s 
utility depends not only upon his consumption level (Ct) but also upon the social average level (or 
Habit formation) of consumption ( t
C
). I incorporate the Duesenberry’s effect due to its theoretical 
and empirical attractiveness. Third, I include tax rates in my model to control for any low valuation 
or high valuation, relative to GDP, caused by tax rates and not by stock market factors. Fourth, I 
represent the stock price movement using a right skewed non-Gaussian model (a skewed 
Lognormal distribution). To better represent a risk averse investor, I use a right skew distribution 
for the stock price since such a distribution gives higher weight to negative stock return than 
positive stock return. Economists James Duesenberry and Robert H. Frank, claimed that being 
aware to the consumption habits of others affects the consumption habits of the individual 
consumer by emulating the habits of other consumers. Duesenberry (1949)[14] claims that the 
demonstration effect causes unhappiness with current levels of consumption, which affects savings 
rates and macroeconomic growth. Ragnar Nurkse (1953)[39] claimed that the exposure to new 
goods or patterns of living causes unhappiness with normal consumption habits. Such an 
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"international demonstration effect" in developing countries causes increased access to new 
superior goods because people "come into contact with superior goods or superior patterns of 
consumption, with new articles or new ways of meeting old wants." Thus, people in such 
developing countries are "apt to feel after a while a certain restlessness and dissatisfaction. Their 
knowledge is extended, their imagination stimulated; new desires are aroused" (Nurkse quoted in 
Kattel et al. 2009[31], p. 141). 
 
The paper is organized as follows: In section 2.3, the theoretical model is presented. Section 2.4 
derives the closed form solution of the theoretical model. Section 2.5 provides solutions to the 
equity premium and volatility puzzles. Section 2.6 provides a calibration of the model parameters 
to other papers’ parameters in order to compare the performance of the model with models of other 
papers. Section 2.7 concludes. 
 
2.3 The Model 
In this paper I use a type of habit persistence model that utilizes habits as external to the consumer. 
When habits are external, the subsistence level of consumption generated by habit persistence 
depends on the history of aggregate past consumption rather than the consumer’s own past 
consumption. The external habit formation is also known as ‘catching up with the Joneses’. The 
motivation behind using the external form of habit persistence is to make the optimization problem 
of the consumer less complex since the level of habit is treated as exogenous. In this paper I use a 
relative habit persistence model that utilizes a quasi- ratio of consumption, rather than a quasi- 




In addition, I use different utility sensitivities to individual consumption (𝛼) than to the social 
standard (𝛽) (𝑖. 𝑒.   𝛼 ≠ 𝛽). 
I assume the utility function for the representative agent in this economy to be of the following 
quasi ratio consumption power type: 







where Ct is the per capita consumption rate and tC  is the social average per capita consumption 
rate at time t (or habit behavior), 𝛼 is the utility sensitivity to the individual consumption (i.e. 
elasticity of consumption substitution or the risk aversion parameter) and 𝛽 is utility sensitivity to 
the social standard. This represent the relative habit persistence variation of the habit formation 
model as introduced in Duesenberry (1949)[14]. 
tC  (the Habit formation) is defined by: 
(2)         𝐶𝑡 = 𝐶0 𝑒




Thus, the coefficient of absolute risk aversion is: 
𝐴(𝐶𝑡) =  − [
𝑢′′(𝐶𝑡, 𝐶𝑡)
𝑢′(𝐶𝑡, 𝐶𝑡)
] =  − [










The coefficient of relative risk aversion (=RRA) with respect to 𝐶𝑡 is: 
𝑅(𝐶𝑡) = 𝐶𝑡 ∗ 𝐴(𝐶𝑡) =  1 − 𝛼 
Hence, the utility in equation (1) follows a Constant Relative Risk Aversion (CRRA). 
For simplicity, I assume that there are only two assets (without loss of generality), one risky stock 
and one risk-free bond, to invest in.  
To represent the stock price motion, I use a Stochastic Differential Equation (=SDE) with a drift 
and diffusion equal to the Gumbel distribution’s mean and standard deviation respectively. 
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However, after solving the SDE, the stock price (= 𝑆𝑡) is found to follow a skewed Lognormal 
distribution. This skewed Lognormal distribution is a non-Gaussian distribution with an 
asymmetric right skew. 





























































2𝑡] − 1} ∗ 1.646(1.146)𝑡 
The intention behind using this skewed Lognormal distribution is to test how a skewed stock price 
distribution will affect the calculated Relative Risk Aversion (=RRA) coefficients. 
Thus, the formulation of the stock price ( tS ) SDE is: 




Where  = 0.577216 the Euler’s constant, 𝜎𝑡 is the distribution scale (i.e. the normal distribution 
standard deviation) of the price of stock (which is a risky asset), 𝜇𝑡 is the distribution location 
(i.e. the normal distribution mean) of the risky rate of return and 𝑑𝑍𝑡 is a Wiener process. 
The percent change, i.e. the return, of the stock price is described as: 
(4)        
𝑑𝑆𝑡
𝑆𝑡




In McGrattan and Prescott (2001)[36] the authors found that the stock market was neither 
overvalued nor undervalued in 1962 and 2000. The main reason for the low valuation relative to 
GDP in 1962, and the high valuation relative to GDP in 2000 is that the tax rate on distributions 
(𝜏𝑑) was much higher in 1962 than it was in 2000. Thus, I would like to add tax rates to my model 
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to control for any low valuation or high valuation, relative to GDP, caused by tax rates and not by 
stock market factors. 
I define 𝑊𝑡 as the wealth before valuation, the tax rate on distributions (𝜏𝑑) and the tax rate on 
corporate income (𝜏𝑐). Risky assets (such as stocks) are taxed at the corporate level and then again 
at the distribution level (dividends). Riskless assets (such as non stock assets) are taxed only at the 
distribution level. 
The change in the per capita wealth ( tW ) is determined by the after-tax return from the risky 
asset (the stock) and the after-tax return from the riskless asset (the risk-free bond) less 
consumption. Hence: 
(5)   𝑑𝑊𝑡 = (1 − 𝜏𝑑)(1 − 𝜔𝑡)𝑊𝑡𝑟𝑑𝑡 + (1 − 𝜏𝑑)(1 − 𝜏𝑐)𝜔𝑡𝑊𝑡
𝑑𝑆𝑡
𝑆𝑡
 −  𝐶𝑡 𝑑𝑡    
where r is risk-free rate of return, 
tC is per capita consumption, 𝜏𝑑 is the tax rate on distributions, 
𝜏𝑐 is the tax rate on corporate income, and t  is the portion, i.e. weight, of the before tax per 
capita wealth ( tW ) that is invested in the risky asset. 
Inserting equation (4) into equation (5) yields the equation governing the changes in the before 
tax wealth written as follows: 
(6)  𝑑𝑊𝑡 = {(1 − 𝜏𝑑)[𝑟𝑊𝑡 +𝜔𝑡𝑊𝑡(𝜇𝑡 − 𝑟) + 𝜔𝑡𝑊𝑡𝜎𝑡] − (1 − 𝜏𝑑)𝜏𝑐𝜔𝑡𝑊𝑡(𝜇𝑡 + 𝜎𝑡) − 𝐶𝑡 }𝑑𝑡 + 
                             + (
𝜋
√6
) (1 − 𝜏𝑑)(1 − 𝜏𝑐)𝜔𝑡𝑊𝑡𝜎𝑡𝑑𝑍𝑡  
where 𝑊𝑡 is the before tax per capita wealth, 𝑟 is risk-free rate of return, 𝜇𝑡 is the normal 
distribution mean of the risky rate of return, 𝑤𝑡 is the proportion of wealth invested in the risky 
asset, and 𝑑𝑍𝑡 is a Wiener process. 
I define 𝑋𝑡 = 𝜔𝑡𝑊𝑡𝜎𝑡 which can be interpreted as the level of risky investment in units of risk, 
and 𝐴𝑡 = 
𝜇𝑡−𝑟
𝜎𝑡
 as the time varying price of the risk (or the excess return per unit risk). I determine 
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that the price of risk is stochastic so that the rate of return and the volatility rate of the risky asset 
change over time. I also assume that the change in the price of risk is represented by a Wiener 
process. For simplicity, I set the price of the risk process (equation 7) to be perfectly correlated 
with the process of the risky asset (equation 3) (i.e. Φ = 1 in equation 10). Thus, the stochastic 
process for the price of risk is defined as follows: 
(7)     𝑑𝐴𝑡 = 𝑓(𝐴𝑡)𝑑𝑡 + 𝑔(𝐴𝑡)𝑑𝑍𝑡 
Using definitions of tX  and tA , the law of motion of the per capita wealth, equation (6), becomes: 
(8)  𝑑𝑊𝑡 = {(1 − 𝜏𝑑)[𝑟𝑊𝑡 + 𝐴𝑡𝑋𝑡 + 𝑋𝑡] − (1 − 𝜏𝑑)𝜏𝑐[𝐴𝑡𝑋𝑡 +𝜔𝑡𝑊𝑡𝑟 + 𝑋𝑡] − 𝐶𝑡 }𝑑𝑡 +   
                            + (
𝜋
√6
) (1 − 𝜏𝑑)(1 − 𝜏𝑐)𝑋𝑡 𝑑𝑍𝑡 
 
2.4 A Closed Form Solution 
I define the state valuation function, V (.,.), as a function of the two variables, Wt and At. Thus, the 
maximization problem is: 





Subject to:   
(7)     𝑑𝐴𝑡 = 𝑓(𝐴𝑡)𝑑𝑡 + 𝑔(𝐴𝑡)𝑑𝑍𝑡 
(8)  𝑑𝑊𝑡 = {(1 − 𝜏𝑑)[𝑟𝑊𝑡 + 𝐴𝑡𝑋𝑡 + 𝑋𝑡] − (1 − 𝜏𝑑)𝜏𝑐[𝐴𝑡𝑋𝑡 +𝜔𝑡𝑊𝑡𝑟 + 𝑋𝑡] − 𝐶𝑡 }𝑑𝑡 +     
                            + (
𝜋
√6
) (1 − 𝜏𝑑)(1 − 𝜏𝑐)𝑋𝑡 𝑑𝑍𝑡 
(10)     𝑑𝑍𝑡𝑑𝑍𝑡 = Φ 𝑑𝑡 = 1𝑑𝑡 
where   represents the constant utility discount rate, Φ  is the correlation between the stochastic 
process of the price of risk (equation 7) and the stochastic process of the risky asset (equation 3), 
and Et represents the operator for expectations conditional on the information set at time t. The 
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Hamilton-Jacobi-Bellman (HJB) equation is derived using the principle of optimality with Ito’s 
lemma. 
Ito’s lemma formulation is written as: 












































































By dividing both side of the equation by dt  I get: 



























































































































Solving the expressions: 
(12)    𝑑𝑊𝑡𝑑𝐴𝑡 = (
𝜋
√6
) (1 − 𝜏𝑑)(1 − 𝜏𝑐)𝑋𝑡 𝑔(𝐴𝑡)𝑑𝑡   (see Appendix 1) 




) (1 − 𝜏𝑑)
2 (1 − 𝜏𝑐)
2 (𝑋𝑡)
2𝑑𝑡  
(14)    (𝑑𝐴𝑡)
2 = [ 𝑔(𝐴𝑡)]
2𝑑𝑡 
Thus, Ito’s lemma formulation becomes: 







) (1 − 𝜏𝑑)







2 + 𝑉𝑊𝐴𝑔(𝐴𝑡) (
𝜋
√6
) (1 − 𝜏𝑑)(1 − 𝜏𝑐)𝑋𝑡   
Utilizing the principle of optimality, the Hamilton-Jacobi-Bellman (HJB) equation becomes:  
(16) ρ𝑉(𝑊𝑡, 𝐴𝑡) = max {𝑢(𝐶𝑡, 𝐶𝑡) + 𝑉𝑊{(1 − 𝜏𝑑)[𝑟𝑊𝑡 + 𝐴𝑡𝑋𝑡 + 𝑋𝑡] − 𝜏𝑐(1 − 𝜏𝑑)[𝐴𝑡𝑋𝑡 +






) (1 − 𝜏𝑑)














From the above HJB equation, I can find the two first order conditions for optimality: 
(17)  with respect to 𝐶𝑡:  𝑢𝑐(𝐶𝑡, 𝐶𝑡) − 𝑉𝑊(𝑊𝑡, 𝐴𝑡) = 0 
and with respect to 𝑋𝑡: 
(18)  𝑉𝑊(𝑊𝑡, 𝐴𝑡)(1 − 𝜏𝑐)(1 − 𝜏𝑑)(𝐴𝑡 + ) + 𝑉𝑊𝑊(𝑊𝑡, 𝐴𝑡) (
𝜋2
6
) (1 − 𝜏𝑑)









tX satisfy the above first order conditions the HJB equation becomes: 
(19)   
ρ𝑉(𝑊𝑡, 𝐴𝑡) = 𝑢(𝐶𝑡
∗ , 𝐶𝑡)
+ 𝑉𝑊{(1 − 𝜏𝑑)[𝑟𝑊𝑡 + 𝐴𝑡𝑋𝑡
∗ + 𝑋𝑡
∗] − 𝜏𝑐(1 − 𝜏𝑑)[𝐴𝑡𝑋𝑡
∗ + 𝜔𝑡𝑊𝑡𝑟 + 𝑋𝑡
∗] − 𝐶𝑡
∗}






) (1 − 𝜏𝑑)















tX (the optimal choice variables), are functions of the state variables, 𝑊𝑡 
and 𝐴𝑡. 
The Lognormal distribution, which is skewed to the right, is often used to describe equity prices. 
The assumption of normally distributed returns derives the lognormality of equity prices, i.e. stock 
prices (see proof in Appendix 8).  
Thus, to calculate a closed form solution, I make some simplifying assumptions as used in Akdeniz 
and Dechert (2007)[2]: The price of risk follows a stationary lognormal process, and is perfectly 
correlated with the market risk (see Appendix 9), thus 
(20)       𝑑𝐴𝑡 = 𝑓0𝐴𝑡𝑑𝑡 + 𝑔0𝐴𝑡𝑑𝑍𝑡 
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Using equations (1) and (20), I verify whether the model allows a closed form solution where both 
the consumption rate and the risky investment rate are linear function in wealth. Thus, I conjecture 
the following:  
(21)      𝐶𝑡 = 𝐶0(𝐴𝑡)𝑊𝑡 
(22)      𝑋𝑡 = 𝑋0(𝐴𝑡)𝑊𝑡 
Next, I use the conjecture and verification method to find the form of the state valuation function. 
Using the form of the utility function in equation (1), I conjecture the equation for a state value 
function to be: 
(23)        𝑉(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿(𝐴𝑡)𝑊𝑡
𝛼 
I will assert the functional form for )(A  (the discount factor) later.  
I will, now, prove and use several propositions. 
Proposition 1: finding  𝐶0(𝐴𝑡): the formulation for 𝐶0(𝐴𝑡) is stated below: 
(see proof in Appendix 2) 




𝛼−1    
Next, I will formulate the different volatilities in my model. I set 2
c  to denote the variance rate of 
per capita consumption and 2
W  denote the variance rate of per capita wealth. 
Proposition 2: finding  𝜎𝑐 (see proof in Appendix 3) 






)   or   𝐴𝑡 = 𝜎𝑐(1 −  𝛼) (
𝜋
√6
) −  
Proposition 3: finding 𝜎𝑊 (see proof in Appendix 4)  










]   
I conjecture the state valuation function to be of the form as in equation (23). To find an 
expression for the function )(A , I use the above equations to derive a differential equation for
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)(A . The solution for this differential equation will give the correct closed form solution. Since 
even the simplest differential equation frequently has multiple solutions, my solution cannot be 
guaranteed to be unique. 
Proposition 4: finding 𝑋0(𝐴𝑡) and verify my conjecture (see proof in Appendix 5) 
I define above and in equation (22) that  𝑋𝑡 = 𝜔𝑡𝑊𝑡𝜎𝑡 = 𝑋0(𝐴𝑡)𝑊𝑡 that is  
𝑋0(𝐴𝑡) =  𝜔𝑡𝜎𝑡 . The proportion of wealth invested in the risky asset, 𝜔𝑡, is proportional to the 
inverse of the market variance rate, 
t . Thus 𝑋0(𝐴𝑡) = 𝑋0 , i.e. 𝑋0(𝐴𝑡) does not depend on 𝐴𝑡. I 
choose one solution for )(A  that can create these conditions with parametric restrictions, thus for  
(30)      𝛿(𝐴𝑡) = 𝛿0𝐴𝑡
𝛼−1
    








































(1 − 𝜏𝑐)(1 − 𝜏𝑑)
 
 
solving for 𝑋0(𝐴𝑡) yields an expression that does not depend on 𝐴𝑡 as per my conjecture. Hence, 
my conjecture that 𝑋0(𝐴𝑡) =  𝜎𝑡𝜔𝑡 and  𝑋𝑡 = 𝑋0(𝐴𝑡)𝑊𝑡 is verified.  
Corollary 5: deriving  𝐶0(𝐴𝑡) using the definition for 𝛿(𝐴𝑡) as defined below: 













Proof: Insert equation (30) into (24) will yield equation (32) 
(30)      𝛿(𝐴𝑡) = 𝛿0𝐴𝑡
𝛼−1
    











Corollary 6: deriving 𝜎𝑊 using the definition for 𝛿(𝐴𝑡) as defined below: 






) [𝜎𝑐 − 𝑔0] 
Proof: Insert equation (30) into (28) to derive equation (33)  
(30)      𝛿(𝐴𝑡) = 𝛿0𝐴𝑡
𝛼−1
    












2.5 Examining the Equity Premium Puzzle and Volatility Puzzle 
To examine the Equity Premium puzzle and the Volatility puzzle, I will start by using the basic 
requirements to create these puzzles. 
Specifically, to enable a scenario for the Equity Premium puzzle I require that (𝜇𝑡 − 𝑟 > 0). 
To enable a scenario for the Volatility puzzle I require that (𝜎𝑊 − 𝜎𝑐  > 0). 
 
2.5.1 Examining the Equity Premium Puzzle 
The formulation for the equity premium derived is: (see proof in Appendix 6) 
(34)   𝜇𝑡 − 𝑟 = 𝜎𝑡 [− + (1 − 𝛼)(1 − 𝜏𝑐)(1 − 𝜏𝑑)𝜎𝑡𝜔𝑡 (
𝜋2
6




From equation (34), I can have a high equity premium (𝜇𝑡 − 𝑟 > 0) without assuming an 
unreasonable value of the risk aversion parameter (= ). The product 𝜎𝑡𝜔𝑡 can be interpreted as 






Since 𝜎𝑡 > 0 , to create a scenario of the equity premium puzzle the condition should be: 
− + (1 − 𝛼)(1 − 𝜏𝑐)(1 − 𝜏𝑑)𝜎𝑡𝜔𝑡 (
𝜋2
6
) + (1 − 𝛼)𝑔0 (
𝜋
√6
) > 0 
Hence 

















) (1 − 𝜏𝑐)(1 − 𝜏𝑑)𝜎𝑡𝜔𝑡 > 0 
Since 𝜎𝑡 > 0 ,  𝜔𝑡 > 0 , 𝜏𝑐 < 1 ,  𝜏𝑑 < 1  then 






This equation shows that the volatility rate of the price of risk, which is affected by 𝑔0, above a 
certain threshold will create the conditions needed for the equity premium puzzle to exist. That 
means that for a low enough volatility rate of the price of risk, the equity premium puzzle 
disappears. 
In addition, given g0 and 𝜎𝑡, the equity premium (𝜇𝑡 − 𝑟 ) moves with the variance rate of market 
portfolio (𝜎𝑡
2) in the same direction. 
 
2.5.2 Examining the Volatility Puzzle 
From equation (27), I can choose the value of elasticity of consumption substitution (also defined 
as the utility sensitivity to individual consumption) (= 𝛼) together with my estimate of the price 
of risk (𝐴𝑡). This allows me to find the average consumption volatility (𝜎𝑐). I derive the following 
(see proof in Appendix 7) 






) [𝜎𝑐 − 𝑔0] − 𝜎𝑐 
I can create a scenario enabling the volatility puzzle by requiring:  
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) [𝜎𝑐 − 𝑔0] − 𝜎𝑐 > 0 
Hence 
(38)   𝜎𝑐 [1 − (
𝜋
√6
) (1 − 𝜏𝑐)(1 − 𝜏𝑑) ] > 𝑔0 > 0 
If the 𝑔0 requirement is met then there is more volatility in the stock market relative to the 
consumption volatility and thus the Volatility Puzzle scenario exists. The threshold level, which 
appears on the left-hand side of the inequality above, is fixed in time. Thus, for a high enough 
volatility rate of the price of risk, the volatility puzzle disappears.  
 
2.5.3 Examining both the Equity Premium Puzzle and the Volatility Puzzle simultaneously 
Using the results from parts A and B above, the required condition for a simultaneous scenario for 
both puzzles to exist is defined by: 
(39) 
𝜎𝑐 [1 − (
𝜋
√6
) (1 − 𝜏𝑐)(1 − 𝜏𝑑) ] >  𝑔0  > [







) (1 − 𝜏𝑐)(1 − 𝜏𝑑)𝜎𝑡𝜔𝑡 > 0 
This shows that the volatility rate of the price of risk, which is affected by 𝑔0 , will determine 
whether the required conditions for the puzzles will exist. The upper threshold for 𝑔0 is fixed in 







2.6 Calibration of model parameters, and comparison among the performances of the 
different models    
I will calibrate the parameters of the model to parameters of other papers. I will, then, calculate 
the possible values of  𝑔0 [according to equations (35), (36), (38), (39)] while using a range of 
values for the relative risk aversion (=RRA) coefficient.  
I will compare the performance, i.e. the level of possible relative risk aversion (=RRA) coefficient, 
of this model with the performance of models in other papers.  
Mehra and Prescott (1985)[35] used a data set of the US economy between 1889 and 1978.  
Table 2.1 is taken from the Mehra and Prescott (1985)[35] paper (p.147) and summarizes the series 
used in their paper. 
 
I will use the information from Table 2.1 to calibrate the parameters of my model. 
Mehra and Prescott (1985)[35] estimated the standard deviation of the growth rate in the years 
1889-1978 to be 0.0357 per year (see Table 2.1). Thus, I will use this estimate and set   






= (0.0357)2 𝑝𝑒𝑟 𝑦𝑒𝑎𝑟. 
In Appendix 3, I use the law of motion of the percent change in per capita consumption to define: 





Time periods Mean Standard deviation Mean Standard deviation Mean Standard deviation Mean Standard deviation
1889- 1978 1.83 3.57 0.80 5.67 6.18 16.67 6.98 16.54
(Std error=0.38) (Std error=0.60) (Std error=1.76) (Std error=1.74)
1889- 1898 2.30 4.90 5.80 3.23 1.78 11.57 7.58 10.02
1899- 1908 2.55 5.31 2.62 2.59 5.08 16.86 7.71 17.21
1909- 1918 0.44 3.07 -1.63 9.02 1.49 9.18 -0.14 12.81
1919- 1928 3.00 3.97 4.30 6.61 14.64 15.94 18.94 16.18
1929- 1938 -0.25 5.28 2.39 6.50 0.18 31.63 2.56 27.90
1939- 1948 2.19 2.52 -5.82 4.05 8.89 14.23 3.07 14.67
1949- 1958 1.48 1.00 -0.81 1.89 18.30 13.20 17.49 13.08
1959- 1968 2.37 1.00 1.07 0.64 4.50 10.17 5.58 10.59
1969- 1978 2.41 1.40 -0.72 2.06 0.75 11.64 0.03 13.11
Table 2.1
% growth rate of per capita real 
consumption
% real return on a relatively 
riskless security % risk premium % real return on S&P 500
Mehra and Prescott 1985 p.147
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Inserting equation (40) into equation (41) I derive 𝜎𝑐 = 0.0357 . 
Mehra and Prescott (1985)[35] estimated the annual real return on the Standard and Poor’s 
composite stock price index in the 1889-1978 period to have a standard deviation 0.1654 (see 
Table 2.1). Thus, I set 𝜎𝑡 = 0.1654 . 
McGrattan and Prescott (2005)[37] report the average tax on corporate income between 1960- 
1969 to be 43.2%, and the average tax on corporate distributions between 1960- 1969 to be 41.1%. 
I thus set my parameters to be:  𝜏𝑐 = 43.2% , and 𝜏𝑑 = 41.1% . 
The fact that the reported period used for calculating the average tax rates (i.e. 1960- 1969) is 
different than the period used by Mehra and Prescott (1985)[35] (i.e. 1889- 1978) should not 
negatively affect the results of this paper since including tax rates from earlier years (i.e. 1889- 
1959) will only reduce the calculated average tax rates, which will make the results of this paper 
even stronger as per equations (35), (38), and (39).   
The relative risk aversion (=RRA) coefficient for the utility function used is this paper is (1 − 𝛼). 
I insert my calibrated parameters (see above) and a range of RRA coefficient values into equations 
(35), (38), and (39) in order to find RRA coefficient values that meet the requirements of equations 
(35), (38), and (39). I intend to show that when calibrating for the Mehra and Prescott (1985)[35] 
parameters, I find RRA coefficient values that meet my model’s requirements [as defined by 
equations (35), (38), and (39)] and are much lower, and thus more realistic, than the RRA 
coefficients reported by Mehra and Prescott (1985)[35]. 









To simplify equation (39) expression notifications, I will denote the following: 
        𝐿𝐻𝑆 ≡  𝜎𝑐 [1 − (
𝜋
√6
) (1 − 𝜏𝑐)(1 − 𝜏𝑑) ]   and 
𝑅𝐻𝑆 ≡  [







) (1 − 𝜏𝑐)(1 − 𝜏𝑑)𝜎𝑡𝜔𝑡 
The maximum value of RHS is achieved when 𝜔𝑡 = 0 , and the minimum value of RHS is 
achieved when 𝜔𝑡 = 1 . 




(Euler’s constant is  = 0.577216). 
1-α (=RRA coefficient) LHS max RHS (w=0) min RHS (w=1)
0.50 0.02038 0.90011 0.82914
1.00 0.02038 0.45005 0.37908
1.50 0.02038 0.30004 0.22907
2.00 0.02038 0.22503 0.15406
2.50 0.02038 0.18002 0.10905
3.00 0.02038 0.15002 0.07905
3.50 0.02038 0.12859 0.05762
4.00 0.02038 0.11251 0.04154
4.50 0.02038 0.10001 0.02904
5.00 0.02038 0.09001 0.01904
5.50 0.02038 0.08183 0.01086
6.00 0.02038 0.07501 0.00404
6.50 0.02038 0.06924 -0.00173
7.00 0.02038 0.06429 -0.00668
7.50 0.02038 0.06001 -0.01096




For the Volatility puzzle to exist, equation (38) must be met, that is  𝐿𝐻𝑆 = 0.02038 > 𝑔0 > 0 . 
From Table 2.2 one can see that this condition in met for any value of (1 − 𝛼) (=RRA coeffect). 
For the Equity Premium puzzle to exist, equation (35) must be met, that is 𝑔0 > 𝑅𝐻𝑆 > 0 . 
From Table 2.2, one can see that for 1 − 𝛼 ≥ 6.50 this condition is not met since min RHS < 0. 
In other words, this model, that incorporates habit persistence with a skewed Lognormal stock 
price distribution, can generate the Mehra and Prescott’s (1985)[35] sample mean and variance of 
the per capita consumption growth rate with low risk aversion (RRA Coefficient ≤ 6.00 ) as 
compared with risk aversion levels associated with the Mehra and Prescott’s (1985)[35] (RRA 
Coefficient between 10 and 16). Thus, this model may give a plausible explanation to the equity 
premium puzzle. 
For both the Equity Premium puzzle and the Volatility puzzle to exist, equation (39) must be met. 
That is   𝐿𝐻𝑆 > 𝑔0 > 𝑅𝐻𝑆 > 0 . In other words (LHS > min RHS) and (min RHS > 0).  
From Table 2.2, one can see that these conditions are met for  (5.00 ≤ 1 − 𝛼 ≤ 6.00). 
In other words, this model, that incorporates habit persistence with a skewed Lognormal stock 
price distribution, can generate the Mehra and Prescott’s (1985)[35] sample mean and variance of 
the per capita consumption growth rate with low risk aversion (5.00 ≤ RRA Coefficient ≤ 6.00) 
as compared with risk aversion levels associated with the Mehra and Prescott’s (1985)[35] ( RRA 
Coefficient between 10 and 16). Thus, this model may give a plausible explanation to the Equity 
Premium puzzle and the Volatility puzzle. 
In this paper I assumed that the risk-free rate of return (r) is constant over time. Thus, I can set the 
constant risk-free rate of return to match the estimate of real average risk-free rate. 
Mehra and Prescott (1985)[35] also estimated the mean annual real rate of return on a relatively 
riskless security to be 0.008. Thus, I will set r = 0.008 per year. 
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Mehra and Prescott (1985)[35] estimated the annual real return on the Standard and Poor’s 
composite stock price index in the 1889-1978 period to have a mean of 0.0698 (see Table 2.1).  
Thus, I will set the annual mean return on risky asset to be 0.0698.  
Thus, the estimated mean price of risk (= ?̅? ) is: 






=  0.3736 
 
2.7 Conclusions 
In this paper I try to theoretically determine conditions for two puzzles. The Equity Premium 
puzzle occurs when the average of stock returns is so much higher than the average of bond returns. 
The Volatility puzzle occurs when the stock market is much more volatile relative to the 
consumption volatility.  
The volatility rate of the price of risk, which is affected by 𝑔0 , will determine whether the required 
conditions for each puzzle will exist. 
I have designed a methodology to help understanding, at least theoretically, these two puzzles by 
improving the standard asset pricing model. First, I use a time varying price of risk (i.e. time 
varying excess return per unit risk). Second, I implement the Duesenberry’s demonstration effect 
and define the Habit formulation that utilizes quasi- ratio consumption. Duesenberry’s 
demonstration effect is a type of consumption externality where an individual’s utility depends not 
only upon his consumption level but also upon the social average level (or Habit formation) of 
consumption. Third, I include tax rates in my model to control for any low valuation or high 
valuation, relative to GDP, caused by tax rates and not by stock market factors. Fourth, I represent 
the stock price movement using a right skewed non-Gaussian model (a skewed Lognormal 
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distribution). The results suggest that the model I use can help to better understand both the equity 
premium and the volatility puzzles.  
I compare the performance of my model, with respect to the level of the RRA coefficient, with the 
performance of two other papers, the Mehra and Prescott (1985)[35] and the Constantinides 
(1990)[11] papers (see Table 2.3).  
 
 
My results suggest that a model with relative habit persistence, time varying price of risk, and a 
skewed Lognormal stock price distribution can generate the Mehra and Prescott’s (1985)[35] 
sample mean and variance of the per capita consumption growth rate with low risk aversion, hence 
may give a plausible explanation to the Equity Premium puzzle and the Volatility puzzle. 
The relative risk aversion (=RRA) coefficients level reported in this paper is similar to that reported 
in the Constantinides (90)[11] paper, but significantly lower than the level reported in the Mehra 
and Prescott (85)[35] paper (see Table 2.3).  
This suggests that a continuous time model with habit persistence, that utilizes either the quasi- 
difference or quasi- ratio of consumption, can generate the Mehra and Prescott’s (1985)[35] 
Mehra and Prescott 
(85) Constantinides (90) this paper
Model type Discrete time Continuous time Continuous time
Habit Persistence No
Yes, using quasi- difference of 
consumption
Yes, using quasi- ratio of 
consumption
Stock price NA




Price of Risk Non time varying Non time varying Time varying
Control for tax rates No No Yes
% real return on S&P 500 Mean 6.98 (Std error=1.74) 6 6.98
Standard deviation 16.54 16.5 16.54
% real return on a relatively 
riskless security Mean 0.8 1 0.8
% growth rate of per capita 
real consumption Mean 1.83 (Std error=0.38) 1.8 1.83
Standard deviation 3.57 3.6 3.57
Tax on corporate income, 
and distributions NA NA τc=43.2%,   τd=43.2%
RRA coefficient range unconditional mean 10  to  16 2.81  to  8.67 5  to  6
Table 2.3
Performance comparison of the three models
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sample mean and variance of the per capita consumption growth rate with lower risk aversion, 
hence giving a plausible explanation to the Equity Premium puzzle and the Volatility puzzle. 
A possible explanation to the above results is that a change in consumption growth causes a much 
larger change in the habit- adjusted consumption growth and this may explain a large, excess 






















2.8 Appendix 1: Deriving equation (12) 
(12) 𝑑𝑊𝑡𝑑𝐴𝑡 = [{(1 − 𝜏𝑑)[𝑟𝑊𝑡 + 𝐴𝑡𝑋𝑡 + 𝑋𝑡] − (1 − 𝜏𝑑)𝜏𝑐[𝐴𝑡𝑋𝑡 + 𝜔𝑡𝑊𝑡𝑟 + 𝑋𝑡] − 𝐶𝑡 }𝑑𝑡 +
                                      + (
𝜋
√6
) (1 − 𝜏𝑑)(1 − 𝜏𝑐)𝑋𝑡𝑑𝑍𝑡]  {𝑓(𝐴𝑡)𝑑𝑡 + 𝑔(𝐴𝑡)𝑑𝑍𝑡} = 
= {(1 − 𝜏𝑑)[𝑟𝑊𝑡 + 𝐴𝑡𝑋𝑡 + 𝑋𝑡] − (1 − 𝜏𝑑)𝜏𝑐[𝐴𝑡𝑋𝑡 + 𝜔𝑡𝑊𝑡𝑟 + 𝑋𝑡] − 𝐶𝑡 } 𝑓(𝐴𝑡)(𝑑𝑡)
2 +  












) (1 − 𝜏𝑑)(1 − 𝜏𝑐)𝑋𝑡 𝑔(𝐴𝑡)𝑑𝑡 
Since ( ) 02 == tdtdzdt  and dtdzdz tt =  
 
2.9 Appendix 2: Proof of Proposition 1  
Insert equations (1), (21) and (23) into (17).  
(17)     𝑢𝑐(𝐶𝑡, 𝐶𝑡) − 𝑉𝑊(𝑊𝑡, 𝐴𝑡) = 0 
where 








(26)    𝑉𝑊(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿(𝐴𝑡)𝛼𝑊𝑡
𝛼−1 








Solving for 𝐶0(𝐴𝑡) will derive equation (24) 
 
2.10 Appendix 3: Proof of Proposition 2 
















The differential on consumption is:  
dAAWCdWAWCdc AW ),(),( +=  



































































) (1 − 𝜏𝑐)(1 − 𝜏𝑑)𝑋 + 𝑔(𝐴)𝐶𝐴]}
2
𝑑𝑡 






) (1 − 𝜏𝑐)(1 − 𝜏𝑑)𝑋 + 𝑔(𝐴)𝐶𝐴] 
Next, I calculate the partial derivatives with respect to W and A on equation (17). Thus,    
    
WWW CCCuAWV ),(),( = , 
and     
AWA CCCuAWV ),(),( = .  
Now, inserting the above two equations and equation (17) into equation (18) will result in the 
following: 
(22)  𝑉𝑊(𝑊𝑡, 𝐴𝑡)(1 − 𝜏𝑐)(1 − 𝜏𝑑)(𝐴𝑡 + ) + 𝑉𝑊𝑊(𝑊𝑡, 𝐴𝑡) (
𝜋2
6
) (1 − 𝜏𝑑)





) (1 − 𝜏𝑐)(1 − 𝜏𝑑)𝑔(𝐴𝑡) = 0 
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) (1 − 𝜏𝑑)





) (1 − 𝜏𝑐)(1 − 𝜏𝑑)𝑔(𝐴𝑡) = 0 
thus 
𝑢′(𝐶𝑡, 𝐶𝑡)(𝐴𝑡 + ) + 𝑢
′′(𝐶𝑡, 𝐶𝑡) {𝐶𝑊 (
𝜋2
6
) (1 − 𝜏𝑐)(1 − 𝜏𝑑)𝑋𝑡 + 𝐶𝐴 (
𝜋
√6
) 𝑔(𝐴𝑡)} = 0 
Dividing both sides by 𝑢′(𝐶𝑡, 𝐶𝑡), and using the expression for c  and the coefficient of Absolute 
risk Aversion found above I have the following: 






) (1 − 𝜏𝑐)(1 − 𝜏𝑑)𝑋𝑡 + 𝐶𝐴 (
𝜋
√6
)𝑔(𝐴𝑡)} = 0 
hence 






)𝜎𝑐𝐶𝑡 = 0 
Solving for 𝜎𝑐 I find equation (27). 
 
2.11 Appendix 4: Proof of Proposition 3 
Insert equations (23) into (18)  
(18)   𝑉𝑊(1 − 𝜏𝑐)(1 − 𝜏𝑑)(𝐴𝑡 + ) + 𝑉𝑊𝑊 (
𝜋2
6
) (1 − 𝜏𝑑)





) (1 − 𝜏𝑐)(1 − 𝜏𝑑)𝑔(𝐴𝑡) = 0 
and from equation (20)  
𝑔(𝐴𝑡) =  𝑔0𝐴𝑡 
since from equation (23) 




the partial derivatives are: 
𝑉𝑊(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿(𝐴𝑡)𝛼𝑊𝑡
𝛼−1 
𝑉𝑊𝑊(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿(𝐴𝑡)𝛼(𝛼 − 1)𝑊𝑡
𝛼−2
 
𝑉𝑊𝐴(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿
′(𝐴𝑡)𝛼𝑊𝑡
𝛼−1 


























( ) ( )  WcttWtctt )1(21
22222 −++−=  
where  
t is the standard deviation of the market portfolio (or tA  the price of risk). 
W is the standard deviation of the stock market. 
c is the standard deviation of consumption. 
t  is the portion of the portfolio that is invested in risky assets (i.e. the stock market). 
From the above equation I can see that when 1=t  then Wt  = .  


















2.12 Appendix 5: Proof of Proposition 4 
Insert equations (1), (20)-(24), (27), (28) and (30) into equation (19). Then I can derive a 
differential equation for the function )(A . That is, 
(21)      𝐶𝑡 = 𝐶0(𝐴𝑡)𝑊𝑡 
(22)      𝑋𝑡 = 𝑋0(𝐴𝑡)𝑊𝑡 
(23)        𝑉(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿(𝐴𝑡)𝑊𝑡
𝛼 





(20)       𝑑𝐴𝑡 = 𝑓0𝐴𝑡𝑑𝑡 + 𝑔0𝐴𝑡𝑑𝑍𝑡 
   That is 𝑓(𝐴𝑡) = 𝑓0𝐴𝑡 and  𝑔(𝐴𝑡) = 𝑔0𝐴𝑡 
































From (23) the partial derivatives are calculated: 
𝑉𝑊(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿(𝐴𝑡)𝛼𝑊𝑡
𝛼−1 
𝑉𝑊𝑊(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿(𝐴𝑡)𝛼(𝛼 − 1)𝑊𝑡
𝛼−2
 
𝑉𝑊𝐴(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿
′(𝐴𝑡)𝛼𝑊𝑡
𝛼−1 
𝑉𝐴(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿
′(𝐴𝑡) 𝑊𝑡
𝛼 
𝑉𝐴𝐴(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿
′′(𝐴𝑡)𝑊𝑡
𝛼 
using equation (30) 
(30)      𝛿(𝐴𝑡) = 𝛿0𝐴𝑡
𝛼−1






𝛿′(𝐴𝑡) = 𝛿0(𝛼 − 1)𝐴𝑡




𝛿′′(𝐴𝑡) = 𝛿0(𝛼 − 1)(𝛼 − 2)𝐴𝑡
𝛼−3
=  𝛿(𝐴𝑡)
(𝛼 − 1)(𝛼 − 2)
𝐴𝑡
2  
Now, insert the above equations into (19) 
(19)   
ρ𝑉(𝑊𝑡, 𝐴𝑡) = 𝑢(𝐶𝑡
∗ , 𝐶𝑡)
+ 𝑉𝑊{(1 − 𝜏𝑑)[𝑟𝑊𝑡 + 𝐴𝑡𝑋𝑡
∗ + 𝑋𝑡
∗] − 𝜏𝑐(1 − 𝜏𝑑)[𝐴𝑡𝑋𝑡
∗ + 𝜔𝑡𝑊𝑡𝑟 + 𝑋𝑡
∗] − 𝐶𝑡
∗}






) (1 − 𝜏𝑑)










) (1 − 𝜏𝑑)(1 − 𝜏𝑐)𝑋𝑡
∗ 
thus, I get:   










𝛼−1{(1 − 𝜏𝑑)[𝑟𝑊𝑡 + 𝐴𝑡𝑋0(𝐴𝑡)𝑊𝑡 + 𝑋0(𝐴𝑡)𝑊𝑡]













) (1 − 𝜏𝑑)























I insert equations (24) and (30) into equation (31) 





(30)      𝛿(𝐴𝑡) = 𝛿0𝐴𝑡
𝛼−1
    
and arrive at 





























𝛼(𝛼 − 1)(1 − 𝜏𝑑)









(𝛼 − 1)(𝛼 − 2)[ 𝑔0]




I would like to verify that 𝑋0(𝐴𝑡) does not depend on 𝐴𝑡.  
Thus, I solve equation (31) for 𝑋0(𝐴𝑡) . After equating the coefficient of 𝐴𝑡 to zero (to eliminate 














































2.13 Appendix 6: Deriving equation (34) 
Insert  𝐴𝑡 = 
𝜇𝑡− 𝑟
𝜎𝑡
 ,          𝑋𝑡 = 𝜎𝑡𝜔𝑡𝑊𝑡 ,          𝑔(𝐴𝑡) =  𝐴𝑡𝑔0 
equations (30) and (23) into equation (18) 
(18)  𝑉𝑊(1 − 𝜏𝑐)(1 − 𝜏𝑑)(𝐴𝑡 + ) + 𝑉𝑊𝑊 (
𝜋2
6
) (1 − 𝜏𝑑)





) (1 − 𝜏𝑐)(1 − 𝜏𝑑)𝑔(𝐴𝑡) = 0 
given 
(23)        𝑉(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿(𝐴𝑡)𝑊𝑡
𝛼 
(30)      𝛿(𝐴𝑡) = 𝛿0𝐴𝑡
𝛼−1
    
The partial derivatives are: 
𝑉𝑊(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿(𝐴𝑡)𝛼𝑊𝑡
𝛼−1 
𝑉𝑊𝑊(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿(𝐴𝑡)𝛼(𝛼 − 1)𝑊𝑡
𝛼−2
 
𝑉𝑊𝐴(𝑊𝑡, 𝐴𝑡) =  𝛾𝛿
′(𝐴𝑡)𝛼𝑊𝑡





Inserting the above into equation (18)  
𝛾𝛿(𝐴𝑡)𝛼𝑊𝑡





) (1 − 𝜏𝑑)




















2.14 Appendix 7: Deriving equation (37) 
using equation (33) I can calculate 𝜎𝑊 − 𝜎𝑐 






) [𝜎𝑐 − 𝑔0] 
Inserting equation (33) into 𝜎𝑊 − 𝜎𝑐  I derive equation (37). 
 
2.15 Appendix 8: Proving Lognormality of equity prices and price of risk 
I denote stock price tS . I assume that stock return is randomly distributed, thus: 
(42)      
𝑆𝑡− 𝑆𝑡−1
𝑆𝑡−1
~ 𝑁(𝜇, 𝜎2  )    
It is mathematically known that for small enough z the following relation exit: 
(43)    log(1 + z) ≈ z     or   log(z) ≈ z - 1 
Thus,  






− 1 ≈ log (
𝑆𝑡
𝑆𝑡−1
) = log( 𝑆𝑡) − log( 𝑆𝑡−1)    
Inserting equation (36) into equation (34) I derive: 
(45)    log( 𝑆𝑡) − log( 𝑆𝑡−1) ~ 𝑁(𝜇, 𝜎
2  )  
By solving for 𝑆𝑡  I get: 
(46)    log( 𝑆𝑡) ~ 𝑁{ [log( 𝑆𝑡−1) + 𝜇],  𝜎
2 }    which implies 
(47)   𝑆𝑡 ~𝐿𝑜𝑔𝑁{ [log( 𝑆𝑡−1) + 𝜇],  𝜎
2 }     
Hence, equity prices (= 𝑆𝑡) are lognormally distributed. 
Since the price of risk is directly derived by the price of the risky assets in the model, i.e. the price 





2.16 Appendix 9: The correlation relation between the price of risk and the market risk 
The Security Market Line (SML) theory states the following: 
(48)      𝐸(𝑅𝑖) =  𝑅𝑓 + 𝛽𝑖[ 𝐸(𝑅𝑀) − 𝑅𝑓]  
Where: 
𝐸(𝑅𝑖) : is the expected return on the asset i 
𝑅𝑓 : is the risk-free rate 
𝛽𝑖 : is the systematic risk or the non-diversifiable risk of asset i 
𝐸(𝑅𝑀) : is the expected return on the market portfolio 
𝐸(𝑅𝑀) − 𝑅𝑓 : is the Market Risk Premium  
The systematic risk can be expressed using the following expression: 








𝐶𝑂𝑉(𝑅𝑖, 𝑅𝑀) : is the covariance between asset i return and the market return 
𝑉𝐴𝑅(𝑅𝑀) : the variance of the market return 
𝜌𝑖,𝑀 : is the correlation between asset i return and the market return  
𝜎𝑖 : is the standard deviation of asset i return 
𝜎𝑀 : is the standard deviation of the market return 
Inserting equation (41) into equation (40) yields: 
𝐸(𝑅𝑖) =  𝑅𝑓 + 𝜌𝑖,𝑀 ∗
𝜎𝑖
𝜎𝑀
[ 𝐸(𝑅𝑀) − 𝑅𝑓] 
or 







By using the simplifying assumption of perfect correlation i.e. that 𝜌𝑖,𝑀 = 1, I drive 
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 ≡ 𝑝𝑟𝑖𝑐𝑒 𝑜𝑓 𝑚𝑎𝑟𝑘𝑒𝑡 𝑟𝑖𝑠𝑘 
















Third Essay: Pricing a Double Barrier Knock out European 





Abstract: A numerical method to price Double Barrier Knock out European Call Option is 
proposed.  I first convert the Black-Scholes partial differential equation into the Heat Equation 
and then solve it using the Finite Element Method. Numerical experiments are presented to 
compare the Finite Element Method with the Finite Difference Method. The results show that the  
Finite Difference Method is more accurate but requires more computer memory resources (i.e. 
more asset and time steps). However, the Finite Element Method requires less computer memory 
resources and converges to a reasonable price estimate. 
 
3.2 Introduction 
In this paper I will test the Finite Element Method (FEM) in pricing a double barrier European 
call option with fixed barriers. 
A barrier option is an option whose payoff is determined on whether or not the price of the 
underlying asset (in this paper it is a stock) reaches a barrier level before the maturity of the 
option. A double barrier option is an option whose payoff is determined on the behavior of the 
price of the underlying asset with respect to two barrier levels. In this paper the double barrier 
option expires when one of the barriers is reached. This is the most common type of double 
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barrier options. Vanilla options (call, put etc.) are exposed to infinite risk when the underlying 
asset’s price is much higher or much lower than the exercise price of the option. By expiring 
when the underlying asset’s price hits a low or high barrier, the double barrier option reduces the 
high risk exposure that vanilla options incur. Barrier levels can either be constant (fixed barriers) 
or can vary as a predetermined function of time (moving barriers). 
Double barrier options can be priced using exact analytical formulae only if the barriers are fixed 
or are specified as exponential functions of time. If the barriers are expressed by functions which 
are not constant or exponential of time, numerical methods must be used. Binomial and trinomial 
trees are basic numerical methods. Thus, double barrier options are often priced using binomial 
and trinomial trees. However, if barriers are located between adjacent time step nodes of the tree, 
a significant bias occurs when pricing a barrier option. In order to reach an adequate accuracy 
level when pricing options with binomial and trinomial trees, a large number of time steps (i.e. a 
fine mesh) is needed. This problem can be solved by placing one node of the mesh as close as 
possible to the barrier, or by using a stretched tree. However, when using moving barriers, these 
solutions can’t be used. The Cox-Ross-Rubinstein binomial method suffers from limited stability 
when used to price a barrier option (Ioffe and Ioffe (1996)). Boyle and Lau (1994) found that the 
binomial method is unstable if utilized to value barrier options. To improve stability, they use 
several time partitions so that “a horizontal layer of nodes is just beyond the barrier, and is close 
as possible to it”. Ritchken (1995) finds that refining the partition size in a binomial method 
might not increase accuracy and thus supports the use of trinomial trees to increase accuracy.  
Another numerical method used is Monte Carlo simulation. Monte Carlo simulations can deal 
with path dependent options, options dependent on several underlying state variables, and 
options with complex payoffs. However, this method can’t easily deal with options that can 
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expire before their maturity (for example American style options, barrier options). The Monte 
Carlo method requires simulating paths from a stochastic process which causes high imprecision 
in estimating option payoffs. This requires the use of variance reduction techniques (for example 
as antithetic variable technique and control variate technique) which complicates the 
implementation of the Monte Carlo method.  
More advanced numerical methods that overcome the above shortcomings are the Finite 
Difference Method (FDM) and the Finite Element Method (FEM). The three main variants of the 
Finite Difference Method (FDM) are the Explicit Finite Difference Method, the Implicit Finite 
Difference Method, and the Crank-Nicolson method. The explicit finite difference method to 
price a vanilla European option (Schwartz algorithm) is subject to numerical instabilities and 
biases (discovered by Brennan and Schwartz (1978)). Specifically, the numerical solution may 
suffer from spurious oscillations due to the discontinuity of the option price caused by the 
barriers at maturity. To solve this stability issue, which exists in the explicit finite difference 
method, the implicit finite difference method can be utilized. The implicit finite difference 
method uses a forward difference to approximate the partial derivatives with respect to time. 
However, this kind of approximation is only first order accurate in time, so very high levels of 
accuracy can hardly be obtained. The Crank-Nicolson method (Brandimarte, 2006, p. 313) is a 
way to enhance accuracy by combining the explicit and implicit methods. The Black-Scholes 
Partial Differential Equation (PDE) to calculate the price of a vanilla option first appeared in the 
Black and Scholes (1973) paper. Schwartz (1977) was the first paper to utilize the Finite 
Difference approach to price derivative securities. Brennan and Swartz (1978) apply the 
Y=ln(S/So) transformation to get a Partial Differential Equation with constant coefficients and 
also utilized the Finite Difference approach. They conclude that the Explicit Finite Difference 
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Method utilizes identical equations for values at two consequent time partitions as the binomial 
and trinomial methods. Thus, they conclude that the binomial and trinomial methods’ stability 
and convergence is identical to those of the Explicit Finite Difference Method. Curtardon (1982) 
extends the work utilizing the Finite Difference Method. Ritchken (1995) finds stability 
limitations when utilizing the Explicit Difference Method. Ioffe and Ioffe (1996) use the Implicit 
Difference Method to value barrier options. They find that this method exhibits high stability and 
convergence when valuing such options.  
Allegretto, Lin and Yang (2001) use a Finite Element Method (the Brennan-Schwartz algorithm) 
to price American put options on zero coupon bonds. They find that such a method has good 
accuracy and outperforms the binomial method. Both the Finite Difference Method (FDM), the 
Finite Element Method (FEM) are volume discretization methods (i.e., a mesh is used over the 
domain). One advantage of the Finite Element Method (FEM) is that a uniform grid is not 
required, unlike with the Finite Difference Method (FDM). This advantage allows for a faster 
convergence (less asset and time steps used) to a good price approximation, hence the accuracy 
is less dependent upon the number of asset and time steps (i.e., mesh finesse).  
Another advantage of the Finite Element Method is that the FEM can handle complicated 
domain geometries while the FDM is restricted to rectangular domains. However, the FDM is 
easier to implement. A major shortcoming of the FDM is that asset prices are poorly 
approximated between grid points.  
 
The objective of this paper is to test the performance (measured by accuracy and speed of 
calculation) of the Finite Element Method to price a double barrier European call option with 
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fixed barriers and compare this performance with the performance of the Finite Difference 
Method (FDM), specifically the Crank-Nicolson method. 
 
The remainder of the paper is organized as follows: In section 3.3, I will introduce the partial 
differential equation (PDE) to be solved. In section 3.4, I will explain the conversion method 
from the Black-Scholes PDE to the heat equation. In sections 3.5 and 3.6, I will solve the heat 
equation using the Finite Element Method. In section 3.7, I will solve the PDE using the Crank-
Nicolson method. In section 3.8, I will review the results. In section 3.9, I will present my 
conclusions.   
 
3.3 The Partial Differential Equation 
The underlying asset’s price 𝑆(𝑡) follows a geometric Brownian motion: 
𝑑𝑆(𝑡) = 𝜇 𝑆(𝑡)𝑑𝑡 +  𝜎 𝑆(𝑡)𝑑𝑊(𝑡)  
𝜇 represents the drift rate, such that 𝜇𝑑𝑡 is the mean of the underlying asset’s return. 𝜎 represents 
the underlying asset’s price volatility, such that 𝜎2𝑑𝑡 is the variance of the underlying asset’s 
return. 𝑊(𝑡) denotes a Wiener process or a Brownian motion. 
The Black-Scholes partial differential equation (PDE) to be solved is denoted in (1) 
(1)                                
𝜕𝑉(𝑆,𝑡)
𝜕𝑡









− 𝑟𝑉(𝑆, 𝑡) = 0 
𝑉(𝑆, 𝑡) denotes the option price and 𝑆 denotes the underlying asset’s price, 𝑟 represents the risk-
free rate, 𝜇 is the drift and 𝜎 is the volatility of the underlying asset. 
when using 𝜇 = 𝑟 ≡ 𝑟𝑖𝑠𝑘 𝑓𝑟𝑒𝑒 𝑟𝑒𝑡𝑢𝑟𝑛 , the above equation (1) becomes (2) 
(2)                                 
𝜕𝑉(𝑆,𝑡)
𝜕𝑡






 +  𝑟𝑆
𝜕𝑉(𝑆,𝑡)
𝜕𝑆
− 𝑟𝑉(𝑆, 𝑡) = 0 
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The double barrier European Call option is subject to final and boundary conditions. The final 
condition states that the price of the double barrier European Call option at the time of maturity 
is the maximum of the difference between the underlying asset’s price and the option’s exercise 
price and zero i.e.,  
𝑉(𝑆, 𝑡 = 𝑇) = max (𝑆 − 𝐾, 0) 
The lower boundary condition states that the price of the double barrier European Call option at 
the lower stock price barrier is zero. The upper boundary condition states that the price of the 
double barrier European Call option at the upper stock price barrier is zero as well.   
 
3.4 Conversion of the Partial Differential Equation into the Heat Equation 
The first step in the conversion of the Black-Scholes partial differential equation to the Heat 
equation is to perform a change of variables which converts the price function expressed by the 
original variables (𝑆 and 𝑡) to a converted price function that is expressed by new variables (𝑥  
and 𝜏). The change of variables is defined below: 
1) 𝑆 = 𝑒𝑥   or   𝑥 = ln (𝑆) 
2) 𝑡 =  𝑇 − 
2𝜏
𝜎2
    or   𝜏 =
𝜎2
2
(𝑇 − 𝑡)  
where (𝑇 − 𝑡)  is the time to maturity. Inserting these definitions gives  
𝑉(𝑆, 𝑡) = 𝑣(𝑥, 𝜏) = 𝑣 [ln(𝑆) ,
𝜎2
2




































































− 𝑟𝑣 = 0 
After arranging this equation, I get 






− (𝑘 − 1)
𝜕𝑣
𝜕𝑥
+ 𝑘𝑣 = 0  
where for simplicity I define a variable 𝑘  as  𝑘 =
2𝑟
𝜎2
  . 
After applying the variable change to the PDE (2), I apply the variable change to the final and 
boundary conditions described in section 3.3. The final condition states that the price function of 
the double barrier European Call option at the time of maturity is equal to a converted price 
function when the time to maturity is zero. This converted price function is equal to the 
maximum of the difference between the converted underlying asset’s price and the option’s 
exercise price and zero i.e. 
𝑉(𝑆, 𝑡 = 𝑇) = 𝑣(𝑥, 𝜏 = 0) = max (𝑒𝑥 − 𝐾, 0) ] 
The lower boundary condition states that the converted price function of the double barrier 
European Call option at the converted lower stock price barrier is zero. The upper boundary 
condition states that the converted price function of the double barrier European Call option at 




The second step in the conversion process is to perform a second change of variables as follows 
𝑣(𝑥, 𝜏) = 𝑒𝛼𝑥+𝛽𝜏 𝑢(𝑥, 𝜏) =  𝜑𝑢 
where 𝜑 = 𝑒𝛼𝑥+𝛽𝜏 and 𝛼, 𝛽 are to be determined. The partial derivatives in (3) using 𝑣(𝑥, 𝜏) 
defined in the second variable change are calculated  
𝜕𝑣
𝜕𝜏



















Inserting the above derivatives into (3) gives 
(4)   𝛽𝜑𝑢 +  𝜑
𝜕𝑢
𝜕𝜏






− (𝑘 − 1) [𝛼𝜑𝑢 +  𝜑
𝜕𝑢
𝜕𝑥
] + 𝑘𝜑𝑢 = 0 







+ 𝜑𝑢 [𝛽 − 𝛼2 + 𝛼 − 𝑘𝛼 + 𝑘] + 
𝜕𝑢
𝜕𝑥
[−2𝛼 𝜑 + 𝜑 − 𝑘𝜑]  = 0 
To arrive at the Heat equation the last two terms need to equal to zero. Hence 
−2𝛼 𝜑 + 𝜑 − 𝑘𝜑 = 0 
where        𝛼 = −
1
2




𝛽 − 𝛼2 + 𝛼 − 𝑘𝛼 + 𝑘 = 0 
where     𝛽 = −
1
4






Next, to find the new final and boundary conditions I will use both variable changes as above 
(5)        𝑉(𝑆, 𝑡) =  𝑣(𝑥, 𝜏) = 𝑒𝛼𝑥+𝛽𝜏 𝑢(𝑥, 𝜏) 
where 𝑥 = ln (𝑆)  and 𝜏 =
𝜎2
2
(𝑇 − 𝑡)    
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The final condition states that the converted price function of the double barrier European Call 
option at a zero time to maturity is equal to the maximum of the difference between the 
converted underlying asset’s price and the option’s exercise price and zero, all this multiplied by 
an exponent which is the conversion coefficient i.e.  
𝑢(𝑥, 𝜏 = 0) = max (𝑒𝑥 − 𝐾 , 0) 𝑒−𝛼𝑥−𝛽0 
The lower boundary condition states that the converted price of the double barrier European Call 
option at the converted lower stock price barrier is zero. The upper boundary condition states that 
the converted price of the double barrier European Call option at the converted upper stock price 
barrier is zero as well. 






 = 0 
with the following conditions  
𝑢(𝑥, 𝜏 = 0) = max (𝑒𝑥 − 𝐾 , 0) 𝑒−𝛼𝑥 
𝑢[ 𝑙𝑛 (𝑆𝑏𝑙) , 𝜏 ] = 0 
𝑢[ 𝑙𝑛 (𝑆𝑏ℎ) , 𝜏 ] = 0 










3.5 Solving the Heat Equation using the Finite Element Method 
 Before solving the PDE, I will make the following notations:  
𝜕𝑢
𝜕𝜏
≡  ?̇? 
𝜕𝑢
𝜕𝑥
≡  𝑢′ 
𝜕2𝑢
𝜕𝑥2
 ≡ 𝑢′′ 
Hence the Heat equation and conditions to solve are: 
?̇? − 𝑢′′ =  0                                                                  for   𝑙𝑛 (𝑆𝑏𝑙) < 𝑥 < 𝑙𝑛 (𝑆𝑏ℎ) 
𝑢[𝑙𝑛 (𝑆𝑏𝑙), 𝜏] = 𝑢[𝑙𝑛 (𝑆𝑏ℎ), 𝜏] = 0                                 for   𝜏 > 0 
𝑢(𝑥, 𝜏 = 0) = max (𝑒𝑥 − 𝐾 , 0) 𝑒−𝛼𝑥 = 𝑢0 (𝑥)          for   𝑙𝑛 (𝑆𝑏𝑙) < 𝑥 < 𝑙𝑛 (𝑆𝑏ℎ) 
where  
𝛼 =  
𝜎2 − 2𝑟
2𝜎2






To approximate the correct solution 𝑢(𝑥, 𝜏),  I initially use the method of weighted residuals. I 
note 𝑤 (weight) as an approximation solution to 𝑢(𝑥, 𝜏). I set the weighted average of the PDE’s 
residual over the domain to zero.   
The residual is  𝑅 =  ?̇? − 𝑢′′ .Thus the weighted residual is  
∫ ∫ 𝑤(?̇? − 𝑢′′)
𝑙𝑛 (𝑆𝑏ℎ)
𝑙𝑛 (𝑆𝑏𝑙)𝐼𝑛
𝑑𝑥 𝑑𝜏 = 0 
where the 𝜏 (time) dimension is divided into time intervals such as  𝐼𝑛 = (𝜏𝑛−1,   𝜏𝑛 ]  with an 
interval size 𝑔 = 𝜏𝑛 − 𝜏𝑛−1  . 






𝑑𝑥 𝑑𝜏 − ∫ ∫ 𝑢′′𝑤
𝑙𝑛 (𝑆𝑏ℎ)
𝑙𝑛 (𝑆𝑏𝑙)𝐼𝑛
𝑑𝑥 𝑑𝜏 = 0 




𝑑𝑥 = [𝑢′𝑤] 𝑙𝑛 (𝑆𝑏𝑙)
𝑙𝑛 (𝑆𝑏ℎ) − ∫ 𝑢′𝑤′
𝑙𝑛 (𝑆𝑏ℎ)
𝑙𝑛 (𝑆𝑏𝑙)




Thus, the Variational formulation for the problem is that for every time interval, I find 𝑢(𝑥, 𝜏) 
such that 





𝑑𝑥 𝑑𝜏 = 0 
Next, I use the piecewise linear Galerkin approximation to find 𝑢(𝑥, 𝜏): for each time interval  
𝐼𝑛 = (𝜏𝑛−1,   𝜏𝑛 ]  with interval size 𝑔 = 𝜏𝑛 − 𝜏𝑛−1    I define 
(7)            𝑈(𝑥, 𝜏) = 𝑈𝑛−1(𝑥) 𝛹𝑛−1(𝜏) + 𝑈𝑛(𝑥) 𝛹𝑛(𝜏) 
where  𝛹𝑛(𝜏) =
𝜏− 𝜏𝑛−1
𝑔
  , 𝛹𝑛−1(𝜏) =
𝜏𝑛− 𝜏
𝑔
 , 𝑔 = 𝜏𝑛 − 𝜏𝑛−1 and 
(8)                            𝑈𝑛(𝑥) = 𝑈𝑛,1𝜑1(𝑥) + 𝑈𝑛,2𝜑2(𝑥) + ⋯+ 𝑈𝑛,𝑚𝜑𝑚(𝑥) =  𝑈𝑛𝜑(𝑥) 
where 𝑈𝑛 = [𝑈𝑛,1 , 𝑈𝑛,2 , 𝑈𝑛,3 , … , 𝑈𝑛,𝑚]   a vector with 𝑚 nodal values of 𝑈 at time 𝜏𝑛   and 
𝜑(𝑥) = [𝜑1(𝑥) , 𝜑2(𝑥) , 𝜑3(𝑥) , … , 𝜑𝑚(𝑥)]
𝑇 
In other words, 𝑈 is piecewise linear in both asset price and time variables and the unknowns are 
the coefficients  𝑈𝑛,𝑗 . 
The variational formulation from (6) becomes:   




𝑑𝑥 𝑑𝜏 = 0 






Next, I derive 𝑈 ,̇   𝑈′  by differentiating 𝑈(𝑥, 𝜏) from (7) by 𝑥 and by 𝜏 
(10)    
𝜕𝑈
𝜕𝜏
= ?̇?(𝑥, 𝜏) = 𝑈𝑛−1(𝑥) ?̇?𝑛−1(𝜏) + 𝑈𝑛(𝑥) ?̇?𝑛(𝜏) =  
𝑈𝑛 − 𝑈𝑛−1
𝜏𝑛− 𝜏𝑛−1




(11)     
𝜕𝑢
𝜕𝑥
= 𝑈′(𝑥, 𝜏) = 𝑈𝑛−1
′ (𝑥) 𝛹𝑛−1(𝜏) + 𝑈𝑛
′ (𝑥) 𝛹𝑛(𝜏) 
Inserting (10) and (11) into (9) gives 




′ (𝑥)𝛹𝑛−1(𝜏) + 𝑈𝑛
′ (𝑥) 𝛹𝑛(𝜏)]𝜑𝑗
′  } 𝑑𝑥 𝑑𝜏 = 0 
Opening the parentheses in the above expression gives  















 = 0 
From the above definition:  𝛹𝑛(𝜏) =
𝜏− 𝜏𝑛−1
𝑔
   ,  ?̇?𝑛(𝜏) =
1
𝑔
  ,   𝛹𝑛−1(𝜏) =
𝜏𝑛− 𝜏
𝑔
   ,   ?̇?𝑛−1(𝜏) =
−1
𝑔
     
where 𝑔 = 𝜏𝑛 − 𝜏𝑛−1  .Thus, 
∫ 𝛹𝑛
𝐼𝑛






































Also, from the above definition 
∫ 𝛹𝑛−1
𝐼𝑛
𝑑𝜏 =  ∫ (
























2 − 𝜏𝑛−1 
2 ) 
= 𝜏𝑛 − 
1
2𝑔
(𝜏𝑛 − 𝜏𝑛−1 ) (𝜏𝑛 + 𝜏𝑛−1 ) = 𝜏𝑛  −  
1
2𝑔





















𝑑𝜏 =  
1
𝑔



















𝑑𝜏 =  
−1
𝑔

























where 𝑀 is the mass matrix and 𝐹 is the stiffness matrix. The exact definitions of matrices 𝑀 and 
𝐹 are discussed in appendices B and C. 
Next, I insert all the above integrals into (12) and derive (13) 










𝐹)𝑈𝑛 = (𝑀 −
𝑔
2
𝐹)𝑈𝑛−1   









where 𝑈𝑛 = [𝑈𝑛,1 , 𝑈𝑛,2 , 𝑈𝑛,3 , … , 𝑈𝑛,𝑚]
𝑇
.After finding matrices 𝑀 and 𝐹 (both m by m matrices) 
and using the initial and boundary conditions, I can find 𝑈𝑛 (𝑚 nodal values of 𝑈 at time 𝜏𝑛 ).   
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3.6 Solutions for the Mass matrix M and the Stiffness matrix F 
For a uniform partition of the 𝑥 (asset price) dimension, the interval size ℎ is defined as   
ℎ = 𝑥𝑗 − 𝑥𝑗−1 = 𝑥𝑗+1 − 𝑥𝑗 = 
𝑙𝑛 (𝑆𝑏ℎ) − 𝑙𝑛 (𝑆𝑏𝑙)
𝑚 − 1
  
where (𝑚 - 1) is the number of intervals on the 𝑥 dimension. 
I define the function: 
(14)   𝜑𝑗(𝑥) =  {
𝑎(𝑥 − 𝑥𝑗−1)           , 𝑥𝑗−1  ≤ 𝑥 ≤  𝑥𝑗  
𝑎(𝑥𝑗+1 − 𝑥 )          , 𝑥𝑗  ≤ 𝑥 ≤  𝑥𝑗+1
0                   ,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                     
where 𝑎 = [
𝑙𝑛 (𝑆𝑏ℎ)−𝑙𝑛 (𝑆𝑏𝑙)
ℎ
]. Thus for  𝑗 + 1  I get 
𝜑𝑗+1(𝑥) =  {𝑎
𝑎(𝑥 − 𝑥𝑗)           , 𝑥𝑗  ≤ 𝑥 ≤  𝑥𝑗+1 
(𝑥𝑗+2 − 𝑥 )          , 𝑥𝑗+1  ≤ 𝑥 ≤  𝑥𝑗+2
0               ,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
where 𝑎 = [
𝑙𝑛 (𝑆𝑏ℎ)−𝑙𝑛 (𝑆𝑏𝑙)
ℎ
]. Graphically, these functions appear as below  
 
 
The derivatives by 𝑥 of the above function are: 
𝜑𝑗
′(𝑥) =  {
     𝑎           , 𝑥𝑗−1  ≤ 𝑥 ≤  𝑥𝑗  
−𝑎       , 𝑥𝑗  ≤ 𝑥 ≤  𝑥𝑗+1





′ (𝑥) =  {
𝑎           , 𝑥𝑗  ≤ 𝑥 ≤  𝑥𝑗+1 
−𝑎           , 𝑥𝑗+1  ≤ 𝑥 ≤  𝑥𝑗+2
0               ,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 



























inserting 𝜑𝑗(𝑥) I get 
















































































































3.7 The benchmark numerical method: The Crank-Nicolson method 
I chose to use the Crank-Nicolson method as the benchmark numerical method to the Finite 
Element Method presented above. The Crank-Nicolson method is a Finite Difference Method 
and is widely used both in the academia and the financial industry. The Crank- Nicolson Method 
increases the accuracy of the numerical results in comparison to other Finite Difference Methods 
that suffer from instabilities and biases (such as the Explicit Finite Difference Method the 
Implicit Finite Difference Method). To explain the formulation of the Crank-Nicolson Method I 
will start with the formulation of the earlier Finite Difference Methods.  









 +  𝜇𝑆
𝜕𝑉(𝑆, 𝑡)
𝜕𝑆
− 𝑟𝑉(𝑆, 𝑡) = 0 
I create a mesh over the two-dimensional domain (𝑆𝑏𝑙 ≤ 𝑆 ≤ 𝑆𝑏ℎ, and 0≤ 𝑡 ≤ T) where the mesh 
size on the underlying asset price dimension is ∆𝑆 and the mesh size on the time to maturity 
dimension is ∆𝑡. The index 𝑖 (𝑖 = 0,1, …., 𝑁𝑠) represents the mesh’s steps along the underlying 
asset dimension, while the index 𝑗 (𝑗 = 0,1, …., 𝑁𝑡 ) represents the mesh’s steps along the time to 
maturity dimension.  
The Explicit Finite Difference Method defines the PDE derivatives as follows 


















𝑉𝑖+1,𝑗 − 2𝑉𝑖 ,𝑗 +  𝑉𝑖−1,𝑗
(∆𝑆)2
) 







𝑉𝑖+1,𝑗 − 2𝑉𝑖 ,𝑗 +  𝑉𝑖−1,𝑗
(∆𝑆)2
) +  𝑟𝑖∆𝑆 (
𝑉𝑖+1,𝑗 − 𝑉𝑖−1,𝑗
2∆𝑆
) =  𝑟𝑉𝑖,𝑗 
The Implicit Finite Difference Method defines the PDE derivatives as follows 
















𝑉𝑖+1,𝑗−1 − 2𝑉𝑖 ,𝑗−1 +  𝑉𝑖−1,𝑗−1
(∆𝑆)2
) 







𝑉𝑖+1,𝑗−1 − 2𝑉𝑖 ,𝑗 +  𝑉𝑖−1,𝑗−1
(∆𝑆)2




=  𝑟𝑉𝑖,𝑗−1 
The Crank-Nicolson Method is a linear combination between the Explicit and the Implicit 
Methods and thus the derivatives of the PDE are defined as follows 






















































𝑉𝑖+1,𝑗 − 2𝑉𝑖 ,𝑗 +  𝑉𝑖−1,𝑗
(∆𝑆)2
) 




































Rewriting this equation yields: 













∆𝑡(𝜎2𝑖2 + 𝑟𝑖) 
The double barrier European Call option is subjected to final and boundary conditions. The final 
condition states that the price of the double barrier European Call option at the time of maturity 
is the maximum between the difference of the underlying asset’s price less the option’s exercise 
price and zero i.e., 𝑉(𝑆, 𝑡 = 𝑇) = max (𝑆 − 𝐾, 0) . The lower boundary condition states that the 
price of the double barrier European Call option at the lower stock price barrier is zero. The 
upper boundary condition states that the price of the double barrier European Call option at the 
upper stock price barrier is zero as well.   
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Translating these concepts into a grid notation for the domain 𝑆𝑏𝑙 < 𝑆 < 𝑆𝑏ℎ (where 𝑆𝑏𝑙is the 
lower barrier and 𝑆𝑏ℎ  is the higher barrier) where 𝑖 is the underlying asset dimension index and 𝑗 
is the time to maturity dimension index, these concepts imply the following conditions: 
𝑉(𝑖, 𝑁𝑡) = 𝑚𝑎𝑥(𝑖∆𝑆 − 𝐾, 0)              for 𝑖 = 0,1, …., 𝑁𝑠 
𝑉(0, 𝑗) = 0                                          for 𝑗 = 0,1, …., 𝑁𝑡 
𝑉(𝑁𝑠, 𝑗) = 0                                        for 𝑗 = 0,1, …., 𝑁𝑡 
where 𝑁𝑠 is the number of asset steps and 𝑁𝑡 is the number of time steps.  
Taking these boundary conditions into consideration, one can rewrite the equation above in a 
matrix form:  














1 − 𝐵1 −𝐶1 0
−𝐴2 1 − 𝐵2 −𝐶2




1 − 𝐵𝑀−3 −𝐶𝑀−3 0
−𝐴𝑀−2 1 − 𝐵𝑀−2 −𝐶𝑀−2

















1 + 𝐵1 𝐶1 0
𝐴2 1 + 𝐵2 𝐶2




1 + 𝐵𝑀−3 𝐶𝑀−3 0
𝐴𝑀−2 1 + 𝐵𝑀−2 𝐶𝑀−2










𝑣𝐽 = [𝑉1,𝑗, 𝑉2,𝑗, 𝑉3,𝑗, … . . , 𝑉𝑚−1,𝑗]
𝑇
 
After calculating the matrices, I use the MATLAB software to solve the equation for 𝑣𝐽 . The 
option value (𝑉) is calculated by interpolating all values calculated at all the different underlying 
asset prices (𝑆) at time 𝑡 =0 (i.e., 𝑉𝑖,0 ).   
 
3.8 Results 
In sections 3.3 to 3.7, I have proposed to use the Finite Element Method (FEM) in pricing a 
double barrier European call option with fixed barriers. To test the performance of the Finite 
Element Method I suggested in section 3.2 to compare it with the performance of the Crank-
Nicholson Method, which is widely used both in academia and industry. Table 3.1 results show 
the performance comparison at different levels of mesh finesse, that is different asset and time 
step numbers.    
In Table 3.1, I consider a double knock out European call option with a strike price 𝐾 = 20, 
maturity 𝑇 = 0.5 years, lower stock price barrier of 𝑆𝑏𝑙 = $5, and upper stock price barrier of 
𝑆𝑏ℎ = $30. The volatility of the underlying asset is 𝜎 = 0.2, and the risk-free interest rate is  
𝑟 = 0.1. The true option price is 𝑇𝑉 = 𝑉(𝑡0, 𝑆0) = 0.04567056 which is calculated using a closed 









Table 3.1: Performance comparison between the methods for an option with a true price 
      of $0.04567056  
 
 
The Relative error is equal to absolute [(option value - 𝑇𝑉 ) / 𝑇𝑉] where 𝑇𝑉 is the true option 
price. 
The code was written in MATLAB 7.10.0 and run on Intel Core2 Duo CPU E7600 at 3.06Ghz 
with 4GB RAM at the City University of New York’s computer lab. 
Table 3.1 results show that the Finite Element Method (FEM) converges to a reasonable price 
estimate of the double barrier option (𝑉 = 0.0349) at a much lower number of asset and time 
steps (Ns=6, Nt=4) than the Crank-Nicholson Method (CNM) (𝑉 =0.0461 at Ns=50, Nt=6).  
This means that computer memory resources used by the Finite Element Method are smaller. 
The Crank Nicholson Method’s price estimate can be more accurate but such accuracy is 
achieved at a higher number of asset and time steps and thus larger computer memory resources 
(𝑉 = 0.0465 and relative error of 1.08% at Ns=50, Nt=6; 𝑉 = 0.2141 and relative error of 369% 
at Ns=6, Nt=6). Furthermore, both methods show that with limited resources, it is more 

















3 3 6.725994707 0.352850505 0.0542160 16.33738581 0.791808119 0.0458310
3 4 6.725750541 0.352839354 0.0552770 16.33734486 0.791806249 0.1202950
4 3 4.737856940 0.262051140 0.0582720 7.79378554 0.401617110 0.1210500
4 4 4.733803646 0.261866023 0.0557400 7.79208541 0.401539464 0.0460200
4 6 4.730913316 0.261734020 0.0532940 7.79087173 0.401484035 0.1250500
6 4 3.684018783 0.213921761 0.0491340 -0.23480486 0.034946891 0.1220660
6 6 3.688667862 0.214134087 0.0541670 -0.22593583 0.035351944 0.0464220
6 50 3.692286013 0.214299330 0.0533680 -0.21896621 0.035670251 0.1243120
50 6 0.010841998 0.046165720 0.0525920 -0.29148745 0.032358165 0.1209580
Crank Nicolson method Finite element method
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beneficial to increase the number of asset steps rather than to increase the number of time steps. 
For example, using the Finite Element Method, increasing time steps from Nt=4 to Nt=6 (when 
the number of asset steps is kept at Ns=4) yields a large relative estimate error of 779%. In 
comparison, increasing asset steps from Ns=4 to Ns=6 (when the number of time steps is kept at 
Nt=4) yields a much lower relative estimate error of 23%. Using the Crank-Nicholson Method, 
increasing time steps from Nt=6 to Nt=50 (when the number of asset steps is kept at Ns=6) 
yields a large relative estimate error of 369%. In comparison, increasing asset steps from Ns=6 to 
Ns=50 (when the number of time steps is kept at Nt=6) yields a much lower relative estimate 
error of 1%.  
It is conceivable that these results are dependent on the features of the option that was inserted 















In Table 3.2, I consider a slightly different double knock out European call option with a strike 
price 𝐾 = 80, maturity 𝑇 = 0.51 years, lower stock price barrier of 𝑆𝑏𝑙 = $20, and upper stock 
price barrier of 𝑆𝑏ℎ =$120. The volatility of the underlying asset is 𝜎 = 0.21, and the risk-free 
interest rate is 𝑟 = 0.11. The true option price is 𝑇𝑉 = 𝑉(𝑡0, 𝑆0) = 0.2669578 which is calculated 
using a closed form equation (see appendix A). Table 3.2 results are similar to Table 3.1 results 





Table 3.2: Performance comparison between the methods for an option with a true price 
      of $0.2669578 
 
 
















3 3 4.310573689 1.417699076 0.0756450 10.78407529 3.145850833 0.1333710
3 4 4.310343160 1.417637535 0.0730700 10.78403651 3.145840480 0.1279840
4 3 3.282739005 1.143310589 0.0687330 5.58793962 1.758701876 0.1266960
4 4 3.278984680 1.142308343 0.0883140 5.58634952 1.758277388 0.1284510
4 6 3.276308661 1.141593958 0.0736640 5.58521456 1.757974400 0.1247920
6 4 2.595566566 0.959864545 0.0751980 -0.21276459 0.210158633 0.1235290
6 6 2.599221753 0.960840326 0.0743110 -0.20493810 0.212247976 0.1247360
6 50 2.602055579 0.961596838 0.0748170 -0.19879273 0.213888530 0.1260410
50 6 0.001824527 0.266470730 0.0743870 -0.33652397 0.177120103 0.1256090
Crank Nicolson method Finite element method
120 
 
Table 3.2 results show that the Finite Element Method (FEM) converges to a reasonable price 
estimate of the double barrier option (𝑉 = 0.2101) at a much lower number of asset and time 
steps (Ns=6, Nt=4) than the Crank-Nicholson Method (CNM) (𝑉 =0.2664 at Ns=50, Nt=6).  
This means that computer memory resources used by the Finite Element Method are smaller. 
The Crank Nicholson Method’s price estimate can be more accurate but such accuracy is 
achieved at a higher number of asset and time steps and thus larger computer memory resources 
(𝑉 = 0.2664 and relative error of 0.18% at Ns=50, Nt=6; 𝑉 = 0.9608 and relative error of 260% 
at Ns=6, Nt=6). Furthermore, both methods show that with limited resources, it is more 
beneficial to increase the number of asset steps rather than to increase the number of time steps. 
For example, using the Finite Element Method, increasing time steps from Nt=4 to Nt=6 (when 
the number of asset steps is kept at Ns=4) yields a large relative estimate error of 558%. In 
comparison, increasing asset steps from Ns=4 to Ns=6 (when the number of time steps is kept at 
Nt=4) yields a much lower relative estimate error of 21%. Using the Crank-Nicholson Method, 
increasing time steps from Nt=6 to Nt=50 (when the number of asset steps is kept at Ns=6) 
yields a large relative estimate error of 260%. In comparison, increasing asset steps from Ns=6 to 
Ns=50 (when the number of time steps is kept at Nt=6) yields a much lower relative estimate 
error of 0.18%. 
Table 3.2 results show that the Finite Element Method (FEM) again converges to a reasonable 
price estimate of the double barrier option at a much lower number of asset and time steps than 







The above results lead me to the following conclusions. I conclude that regarding pricing a 
double barrier European call option with fixed barriers, the Finite Element Method (FEM) can be 
used if a convergence to a reasonable price estimate is required and computer memory resources 
are limited (fewer asset and time steps). The Crank Nicholson Method is more accurate but 
requires more asset and time steps which means more computer memory resources. An 
additional advantage of the Finite Element Method is that the FEM can handle complicated 
domain geometries while the Crank Nicholson Method is restricted to rectangular domains. A 
major shortcoming of the Crank Nicholson Method is that asset prices are poorly approximated 
between grid points. The Finite Element Method can overcome this problem since a uniform grid 
is not required with this method. Furthermore, both methods show that with limited resources, it 
is more beneficial to increase the number of asset steps rather than to increase the number of 














3.10 Appendix A: A close form equation to calculate the true option value (=TV) 
Since in this paper the barriers are fixed, a close formula for pricing a double barrier European 
call option exists. I define the spot price 𝑆0= (𝑆𝑏ℎ/ 2), 𝑆𝑏𝑙 is the lower stock price barrier, and the 
dividend yield 𝐷 is 0. 











































Inserting the above definitions into the close formula below yields the true option price (𝑇𝑉):  


















3.11 Appendix B:  Calculating the Mass Matrix 𝑴 
For a uniform partition of the 𝑥 (asset price) dimension, the interval size ℎ is defined as   
ℎ = 𝑥𝑗 − 𝑥𝑗−1 = 𝑥𝑗+1 − 𝑥𝑗 = 
𝑙𝑛 (𝑆𝑏ℎ) − 𝑙𝑛 (𝑆𝑏𝑙)
𝑚 − 1
  
where (𝑚 - 1) is the number of intervals on the 𝑥 dimension. 
I define the function: 
(14)   𝜑𝑗(𝑥) =  {
𝑎(𝑥 − 𝑥𝑗−1)           , 𝑥𝑗−1  ≤ 𝑥 ≤  𝑥𝑗  
𝑎(𝑥𝑗+1 − 𝑥 )          , 𝑥𝑗  ≤ 𝑥 ≤  𝑥𝑗+1
0                   ,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                     
where 𝑎 = [
𝑙𝑛 (𝑆𝑏ℎ)−𝑙𝑛 (𝑆𝑏𝑙)
ℎ
]. Thus for  𝑗 + 1  I get 
𝜑𝑗+1(𝑥) =  {𝑎
𝑎(𝑥 − 𝑥𝑗)           , 𝑥𝑗  ≤ 𝑥 ≤  𝑥𝑗+1 
(𝑥𝑗+2 − 𝑥 )          , 𝑥𝑗+1  ≤ 𝑥 ≤  𝑥𝑗+2
0               ,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 




   Graphically, these functions appear as below  
 
   The derivatives by 𝑥 of the above function are: 
𝜑𝑗
′(𝑥) =  {
     𝑎           , 𝑥𝑗−1  ≤ 𝑥 ≤  𝑥𝑗  
−𝑎       , 𝑥𝑗  ≤ 𝑥 ≤  𝑥𝑗+1





′ (𝑥) =  {
𝑎           , 𝑥𝑗  ≤ 𝑥 ≤  𝑥𝑗+1 
−𝑎           , 𝑥𝑗+1  ≤ 𝑥 ≤  𝑥𝑗+2
0               ,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
where 𝑎 = [
𝑙𝑛 (𝑆𝑏ℎ)−𝑙𝑛 (𝑆𝑏𝑙)
ℎ
]. Inserting the above definitions into (8) will yield  
(8)                            𝑈𝑛(𝑥) = 𝑈𝑛,1𝜑1(𝑥) + 𝑈𝑛,2𝜑2(𝑥) + ⋯+ 𝑈𝑛,𝑚𝜑𝑚(𝑥) =  𝑈𝑛𝜑(𝑥) 
where 𝑈𝑛 = [𝑈𝑛,1 , 𝑈𝑛,2 , 𝑈𝑛,3 , … , 𝑈𝑛,𝑚]   is a vector with 𝑚 nodal values of 𝑈 at time 𝜏𝑛 and 
𝜑(𝑥) = [𝜑1(𝑥) , 𝜑2(𝑥) , 𝜑3(𝑥) , … , 𝜑𝑚(𝑥)]
𝑇. 
I have defined 𝑀𝑈𝑛 in section 3.5. Inserting (8) yields 













] 𝑈𝑛,1 + [∫ 𝜑𝑗𝜑2𝑑𝑥
𝑙𝑛 (𝑆𝑏ℎ)
𝑙𝑛 (𝑆𝑏𝑙)























































Next, I calculate matrix 𝑀’s items using the definitions from (14): 


















{∫ (𝑥 − 𝑥𝑗−1)
2










































] } = 
 
= [




























Using integration by parts I arrive at 
= [


















 } = 
= [




















Inserting all the items calculated above I get the matrix 𝑀 below 
































3.12 Appendix C: Calculating the Stiffness Matrix 𝑭 
I am using the same definitions for  𝜑𝑗(𝑥)   and 𝜑𝑗
′(𝑥)  as in section 3.6 above. 
(8)                            𝑈𝑛(𝑥) = 𝑈𝑛,1𝜑1(𝑥) + 𝑈𝑛,2𝜑2(𝑥) + ⋯+ 𝑈𝑛,𝑚𝜑𝑚(𝑥) =  𝑈𝑛𝜑(𝑥) 
where 𝑈𝑛 = [𝑈𝑛,1 , 𝑈𝑛,2 , 𝑈𝑛,3 , … , 𝑈𝑛,𝑚]    is a vector with 𝑚 nodal values of 𝑈 at time 𝜏𝑛 and 
𝜑(𝑥) = [𝜑1(𝑥) , 𝜑2(𝑥) , 𝜑3(𝑥) , … , 𝜑𝑚(𝑥)]
𝑇. Using (8), I define 
(15)          𝑈′𝑛(𝑥) = 𝑈𝑛,1𝜑′1(𝑥) + 𝑈𝑛,2𝜑′2(𝑥) + ⋯+ 𝑈𝑛,𝑚𝜑
′
𝑚
(𝑥) =  𝑈𝑛𝜑
′(𝑥) 
where 𝜑′(𝑥) = [𝜑′1(𝑥) , 𝜑′2(𝑥) , 𝜑′3(𝑥) , … , 𝜑′𝑚(𝑥)]
𝑇.  
I have defined 𝐹𝑈𝑛 in section 3.5. Inserting (15) gives 













]𝑈𝑛,1 + [∫ 𝜑′𝑗𝜑′2𝑑𝑥
𝑙𝑛 (𝑆𝑏ℎ)
𝑙𝑛 (𝑆𝑏𝑙)

































































































Next, I calculate matrix 𝐹’s items using the definitions from (14): 



























𝑥𝑗 +  [𝑥]𝑥𝑗
𝑥𝑗+1  } 
= [




{[𝑥𝑗 − 𝑥𝑗−1] + [𝑥𝑗+1 − 𝑥𝑗] } = 
= [




























𝑥𝑗+1𝑑𝑥 } = 
= [
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Inserting all the items calculated above I get the matrix 𝐹 below 
𝐹 =
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