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Introduction
In an undirected multigraph, splitting is defined to be an operation that replaces two adjacent edges e = {x, y} and e = {y, z} with a new single edge e = {x, z}. This reduces the degree of vertex y by two while the degree of any other vertex remains unchanged. It is known that splitting an adequate pair of edges preserves the edge-connectivity of the graph except for the decrease of the degree of y, and that such a splitting is widely used as a powerful tool to solve numerous connectivity problems such as the connectivity augmentation problem, the graph orientation problem and the constructive characterization of graphs with certain connectivity properties (e.g., see [2] , [3] ).
Let H be a multigraph, where the vertex set and edge set of H are denoted by V(H) and E(H), respectively. For a subset X ⊆ V(H), let E(X; H) denote the set of edges joining a vertex in X and a vertex in V(H) − X. Let s ∈ V(H) be a designated vertex in H, and define the s-proper edge-connectivity λ s (H) of H to be λ s (H) = min
X⊂V(H)−{s}

|E(X; H)|,
where the cardinality of a finite set A, i.e., the number of elements in A, is denoted by |A|. We say that a graph H is obtained from H by splitting a pair of edges {s, u} and {s, v} if the pair of edges is replaced with a single edge {u, v}. Splitting a pair of edges {s, u} and {s, v} is called k-feasible if λ s (H ) k holds in the graph H resulting from the splitting. A set of splitting operations at s is called complete if the resulting graph H does not have any edge incident to s. Lovász [6] showed that there always exists a k-feasible (The theorem statement is not valid for k = 1; consider a star H with a center s.) By repeatedly applying this property, we see that, for such s and k, there always exists a complete k-feasible splitting. Note that a multigraph H can be represented by an edge-weighted simple graph such that the weight of an edge e = {u, v} stands for the number of multiple edges joining u and v in H. Let n = |V|, and m be the number of weighted edges in the simple graph representation of H.
Since the s-proper edge-connectivity in an edgeweighted graph H can be computed by O(n) maximum flow computations and there are at most n 2 = O(n 2 ) pairs of neighbors of s, a complete feasible splitting can be found by O(n 3 ) maximum flow computations. By using an O(mn log(n 2 /m)) time maximum flow algorithm [5] , this naive implementation for finding a complete k-feasible splitting would take O(mn 4 log(n 2 /m)) time. Frank [2] first showed that a complete k-feasible splitting for multigraphs can be obtained by considering only O(n) pairs of splitting at s, implying an O(mn 3 log(n 2 /m)) time algorithm for multigraphs. Afterwards, the time complexity for multigraphs was improved to O(mn 2 log(n 2 /m)) by Gabow [4] and to O((nm + n 2 log n) log n) by Nagamochi and Ibaraki [10] . Recently Nagamochi [8] proved that a complete k-feasible splitting in a multigraph can be obtained in O(nm + n 2 log n) time by using three algorithms, an O(n) time algorithm for augmenting the edge-connectivity of a graph [1] , an O(nm + n 2 log n) time algorithm for computing extreme vertex sets [8] , and an O(nm + n 2 log n) time algorithm for computing a cactus representation of a graph [11] .
Edge-splitting in a simple graph with edges weighted by nonnegative reals is defined as follows. Now let H be an edge-weighted graph with a designated vertex s, where the weight c H (e) of an edge e is a nonnegative real (possibly not an integer) and the s-proper edge-connectivity λ s (H) of H is defined to be [9] Let H be an edge-weighted graph with a designated vertex s ∈ V(H), and k be a real with k λ s (H). Then for each neighbor u of s there is a neighbor v of s such that splitting edges {s, u} and {s, v} with a positive weight δ > 0 is k-feasible. Theorem 1.2 can be applied to the real-weighted version of many of the connectivity problems solved by Theorem 1.1 (e.g., see [9] ). Contrary to the recent progress on splitting algorithms for multigraphs, the currently best bound for finding a complete k-feasible splitting for realweighted graphs remains to be O((nm + n 2 log n) log n) [10] . Although any multigraph is represented by an edgeweighted simple graph, we cannot apply the algorithm due to [8] to the real-weighted version, since the correctness of the algorithm depends on the integrality of edge weights. The aim of this paper is to give an O(nm + n 2 log n) time algorithm for finding a complete k-feasible splitting for a real-weighted graph.
The paper is organized as follows. Section 2 reviews properties of extreme vertex sets after introducing basic definitions and notions. Section 3 then presents an O(nm + n 2 log n) time edge-splitting algorithm for a realweighted graph.
Preliminaries
Let + denote the set of nonnegative reals. A singleton set {x} may be simply written as x. Let G = (V, E) be an edgeweighted graph. The weight of an edge e = {u, v} in G is de- A cut in a graph G is a partition {X, V−X} of V such that X and V − X are both nonempty subsets of V. The cut size of a cut {X, V − X} is defined by d(X; G). The minimum cut size among all the cuts in G is called its edge-connectivity,
and for a graph H obtained from H by a complete k-feasible splitting at s, it holds
for all X, Y ⊆ V. Let X be a subset of V. We denote by G − X the graph obtained from G by removing the vertices in X together with the edges incident to a vertex in X. For a set F of new edges, we denote by G + F the graph obtained from G by adding the edges in F. For a subset X ⊆ V and a set E of edges, we may denote d(X; (V, E )) by d(X; E ) and the weight of an edge e ∈ E by c E (e) for convenience.
Extreme Vertex Sets
holds for all nonempty proper subsets Y of X. Any singleton set {v} with a vertex v is an extreme vertex set, which we call trivial. Extreme vertex sets are first introduced by Watanabe and Nakamura [12] to solve the edge-connectivity augmentation problem. We denote by X(G) the family of all extreme vertex sets of G. It is not difficult to show that X(G) is laminar, i.e., any two subsets X, X ∈ X(G) satisfy either X ∩ X = ∅, X ⊆ X or X ⊆ X. Figure 1 illustrates a graph G and the family X(G) of all extreme vertex sets in G. Lemma 2.1: For any graph G, the following properties hold.
Proof: (i) For a given X ⊂ V, let X be an inclusionwise Fig. 1 The family X(G) = {X 1 , X 2 , . . . , X 8 } of extreme vertex sets of a graph G, where each extreme vertex set is indicated by a broken curve. 
Star Augmentation
For a given graph G, a star augmentation is a graph obtained by 
Edge-Splitting in Weighted Graphs
The O(nm + n log n) time edge-splitting algorithm for multigraphs due to Nagamochi [8] is based on the idea used by Benczúr and Karger [1] . They used extreme vertex sets to design an O(n 2 log 5 n) time randomized algorithm of Monte Carlo type to solve the edge-connectivity augmentation problem. However, the correctness of these algorithms by Nagamochi [8] and Benczúr and Karger [1] relay on the integrality of edge weights, and cannot be applied to the real-weighted case immediately. In this paper, we investigate the structure of extreme vertex sets in real-weighted graphs, and prove the next result. Since it is known that all extreme vertex sets in a graph can be found in O(nm + n 2 log n) time and O(n + m) space [8] , Theorem 3.1 implies that a complete k-feasible splitting can be obtained in the same time complexity. Our algorithm partially follows the algorithm due to Benczúr and Karger [1] which will be described in Sects. 3.1 and 3.2.
Augmenting Graph H − s
Let H be an edge-weighted graph with a designated vertex s ∈ V(H), and let k ∈ + be a real with k λ s (H). This subsection shows that the problem of finding a complete kfeasible splitting in a graph H can be regarded as the problem of augmenting the graph H − s to a k-edge-connected graph under a degree constraint. We denote by G = (V, E) the graph H − s, and by b(v) the edge weight c H (s, v) for each v ∈ V(H) − s. That is, H is the star augmentation G + b. By k λ s (H), we see that
For the family X(G) of extreme vertex sets of G, define
Then by Lemma 2.2, condition (3) is equivalent to
A set of split edges obtained by a complete k-feasible splitting can be interpreted as a set F of new weighted edges such that the augmented graph G+F satisfies
From such a set F, a complete k-feasible splitting of H is obtained by splitting edges {u, s}, {s, v} with weight c F (e) for each edge e ∈ F and by splitting edges of the remaining weights arbitrarily. Then the resulting graph is k-edgeconnected by λ(G+F) k.
To obtain a complete k-feasible splitting, it suffices to find a set F of new edges that satisfies (5) for G = H − s and k.
We construct an edge set F in (5) by repeatedly choosing a new edge set E with the following three properties, and by setting F to be the union of those edge sets E .
No edge in E has its two end vertices in a single extreme vertex set X ∈ X(G),
X(G+E ) ⊆ X(G).
Benczúr and Karger [1] observed the following property for multigraphs. 
as required. By (7), we see that
Then by (8) , it holds
where the last inequality follows from (4) for G and b.
Hence (4) holds for G and b . By Lemma 2.2, this is equivalent to condition (3). Before we discuss how to obtain such an E in Sect. 3.2, we here give an outline of the entire algorithm. Based on Lemma 3.2, we see that a set F satisfying (5) can be constructed as follows. Let E 1 , E 2 , . . . , E r be sets such that E j is an edge set satisfying (6)- (8) 
Hence by choosing such sets until λ(G+∪ 1 i q E i ) k holds, we have F = ∪ 1 i q E i satisfying (5) . In what follows, we show that such a set F can be obtained by a sequence of O(n) such sets.
Path Augmentation
To find a new edge set E satisfying (6)- (8) in G = H − s, Benczúr and Karger [1] considered all inclusion-wise maximal extreme vertex sets in X k (G), which we denoted by
where we assume without loss of generality that d(
By Lemma 2.1(ii), such a numbering is possible and
holds. We choose a vertex u i ∈ X i with b(u i ) > 0 arbitrarily for each i = 1, 2, . . . , p, define a set E of new edges of a weight ε by
(see Fig. 2 ), and denote V(E ) = {u 1 , u 2 , . . . , u p }. We define the weight ε of every edge in E by
We remark that the choice of vertices u i ∈ X i and ε are important in the real-weighted case, and these are in fact different from the method by Benczúr and Karger [1] . In particular, the choice of weight ε by their method depends on the integrality of the cut size
In what follows, we show that our choice of u i ∈ X i and ε will suffice.
The set E forms a path of length p. We call the graph G + E a path augmentation. Given a family X(G) of extreme vertex sets, the family X(G) and an edge E can be found in O(n) time. More importantly, by condition (8), we can obtain the family X(G+E ) from X(G) in O(|E | log n) = O(n log n) time by computing d(X; G+E ) for all X ∈ X(G) with an appropriate data structure such as dynamic trees on a tree representation of X(G) (e.g., see [7] ). Now we show that the above E satisfies properties (6)- (8) . For an E , (6) holds by the choice of ε ( ε ), and (7) holds since each extreme vertex set Y ∈ X(G) is contained in some X i ∈ X(G) or disjoint with any X i ∈ X(G). We prove that E satisfies (8) in the next subsection.
Proof for Property (8)
To prove (8) , assume indirectly that there exists an extreme vertex set U ∈ X(G+E ) − X(G).
We discuss properties of such a set U in the following claims, and derive a contradiction.
Claim 3.3:
Such a set U satisfies d(U; E ) ∈ {0, ε} and there is an edge e ∈ E that joins two vertices in U. In particular, U is not contained in any set X i ∈ X(G) with i = 1, 2, . . . , p.
Proof: By Lemma 2.1(i), U contains an extreme vertex set X ∈ X(G) with d(U; G) d(X; G). Since U X(G), X is a proper subset of U. On the other hand, U ∈ X(G+E ) means
indicating that an edge e ∈ E joins two vertices in U. Hence U is not contained in any X i ∈ X(G) since no edge e ∈ E has its end vertices in a single set X i ∈ X(G)).
Claim 3.4:
Proof: By the definition of extreme vertex sets,
Proof: Let X = X i (i ∈ {1, p}). Since U X(G) and X ∈ X(G), we have U X. By Claim 3.3, U is not contained in X. Hence it suffices to derive a contradiction, assuming U intersects X. By Claim 3. Proof: By assumption and Claim 3.5, it holds X 1 ∪ X p ⊆ V − U. Since an edge in E joins two vertices in U by Claim 3.3, we see that the path consisting of edges in E starts from u 1 ∈ X 1 and ends up with u p ∈ X p , passing through U at least twice. This implies d(U; E ) 2ε. Now we come to the final stage of proving property (8) . Claim 3.6 contradicts the choice of ε while Claim 3.7 is a contradiction to Claim 3.3. Therefore, any path augmentation G + E as defined by (9) also satisfies condition (8).
Proof: Assume
X i ⊆ U for some i ∈ {1, p}. Then we have d(X i ; G + E ) = λ(G) + ε. Hence U can be an extreme ver- tex set in G + E only when d(U; G + E ) < d(X i ; G + E ) = λ(G) + ε. By noting that d(U; G+E ) = d(U; G) + d(U; E ) λ(G) + d(U; E ) and d(U; E ) ∈ {0, ε} by Claim 3.3, we have d(U; E ) = 0 and d(U; G) = d(U; G+ E ) < d(X i ; G+ E ) = λ(G) + ε. By Lemma 2.1(i), V − U contains an extreme vertex set Y ∈ X(G) such that Y ⊆ V − U and d(Y; G) d(V − U; G) = d(U; G) < λ(G) + ε = d
Entire Algorithm
By the choice of ε and properties (6)-(8), we also have the following property. 
