Abstract. We develop a theory of local densities and tangent cones in a motivic framework, extending work by Cluckers-Comte-Loeser about p-adic local density. We prove some results about geometry of definable sets in Henselian valued fields of characteristic zero, both in semi-algebraic and subanalytic languages, and study Lipschitz continuous maps between such sets. We prove existence of regular stratifications satisfying analogous of Verdier condition (w f ). Using Cluckers-Loeser theory of motivic integration, we define a notion of motivic local density with values in the Grothendieck ring of the theory of the residue sorts. We then prove the existence of a distinguished tangent cone and that one can compute the local density on this cone endowed with appropriate motivic multiplicities. As an application, we prove a uniformity theorem for p-adic local density.
Introduction
Notions of local densities have been developed in various contexts since their introduction by Lelong in [24] . We recall what is known in the complex and real cases. Denote by λ d the Lebesgue measure on R n of dimension d and B n (a, r) the ball around a ∈ R n of radius r. If X ⊆ R n of dimension d and a ∈ X, the local density of X at a is the limit, if it makes sense,
n (a, r))
In [24] , Lelong first shows the existence of the limit if X is a complex analytic manifold of real dimension d. In this complex case, Thie in [31] expresses the local density as a sum of the local densities of components of the tangent cone of X at a with multiplicities, which implies that Θ d (X, a) is a positive integer. Then in [17] , Draper interprets the local density as the algebraic multiplicity of the local ring of X at a. In [23] , Kurdyka and Raby study the real subanalytic case and show the existence of the local density if X is real subanalytic. They prove an analogous of Thie's result by expressing it as a finite sum of densities of components of the positive tangent cone, with multiplicities, but the local density is no longer an integer. Lion gives in [25] a geometric interpretation of the local density using the Cauchy-Crofton formula and proves existence of the density of semi-pfaffian sets. Comte, Lion and Rolin show in [11] that the local density viewed as a function of the base point is a log-analytic function. In fact Kurdyka and Raby approach works in any real o-minimal setting, see for example [12] for a proof of the existence of local density in this setting. In this p-adic setting, there is no natural notion of tangent cone, therefore they are led to study for any Λ, a multiplicative subgroup of K × of finite index, a Λ-tangent cone. They show that for a given X, for Λ small enough, all the Λ-tangent cones coincide, hence there exists a distinguished tangent cone. Then they assign multiplicities to the tangent cone and show as in the real case that the local density can be computed on this tangent cone with multiplicities. One should point out that in [2] , two different notions of multiplicities are introduced and claimed to coincide but it is not the case, see Section 6.1 ; only the most naive one using cardinality of fibers over the tangent cone leads to the correct notion of multiplicities.
In this paper, we generalize this notion. Fix L = C((t)) the field of formal Laurent series over the complex numbers. In this introduction, we limit ourself to this field for simplicity, but in the next sections we work in greater generality, considering some Henselian fields of characteristic zero and all residue characteristic. We also do not work with a single fixed field but with a tame or mixed tame theory of fields, see Section 2.1. Consider the three sorted language of Denef-Pas, with one sort for the valued field L, with the language {0, 1, +, −, ·, t}, one sort for the residue field k L = C with the language {0, 1, +, −, ·} and one sort for the value group Z with the Presburger language 0, +, ≤, {≡ n } n≥1 , where ≡ n is a binary relation for congruence modulo n. We also add a function ord : L × → Z which is interpreted as the valuation on K × and a function ac : L × → k L which we interpret by the angular component In this introduction, by definable we mean definable in this first order language. Consider K 0 (Var C ), the Grothendieck group of varieties over C. By variety, we mean a separated scheme of finite type over C but a more naive definition would lead to the same group. Recall that K 0 (Var C ) is the abelian group generated by symbols [X] for X a variety with relations
where Y is a closed subvariety of X. The cartesian product induces a product on K 0 (Var C ), making it a commutative ring (with unity the class of a point). Denote
C ] the class of the affine line and consider the localization
In [8] , Cluckers and Loeser assign to some definable subsets X of L n an element of M C , called the motivic volume of X. They define more generally a whole class of so-called motivic constructible functions that are stable under integration and with good properties like Fubini's theorem, change of variable formula and integration with respect to parameters. Denote µ d the d-dimensional measure defined in [8] , and let B n (a, m) = {x ∈ L n | ord(x − a) ≥ m}, the n-dimensional ball around a ∈ L n of valuative radius m ∈ Z. Fix X ⊆ L n definable of dimension d, a ∈ L n and define the sequence of normalized volumes by
We prove that there exists an integer e > 0 such that for any i = 0, 1, ..., e − 1, the subsequence (θ i+ke ) k≥0 converges to some d i ∈ M C for the dimension topology. We then define the motivic local density of X at a by
This periodic convergence can occur even if X is an algebraic set, for example the set X = x 2 = y 3 has a density of 1/2. In order compute the local density of the tangent cone, we have to consider Λ-tangent cones C Λ a (X) for all Λ for the form Λ n = λ ∈ L × | ac(λ) = 1, ord(λ) ≡ 0 mod n .
We are able to show that there is a distinguished tangent cone, that is, there is a Λ such that for any smaller Λ ′ , C Λ ′ a (X) = C Λ a (X). This distinguished tangent cone captures the local properties of X at a, in the sense that one can compute the local density of X at a on this cone. To do so, one needs to assign multiplicities to this cone. Whereas in the p-adic case the multiplicities are integers, here the multiplicities need to be some motives. In order to define the multiplicities, we partition X into graphs of 1-Lipschitz functions parametrized by (a definable of) the residue field. This allows us to define the tangent cone with multiplicities which is a motivic constructible function of support C Λ a (X). Our main Theorem 3.25 is an analogue of respective theorems of Thie, Kurdyka-Raby and Cluckers-ComteLoeser, stating that the local density of X is the local density of its tangent cone with multiplicities. By the specialization principle of Cluckers-Loeser, this implies a uniformity result for p-adic local density.
In Section 2, we define the framework of (mixed-)tame theories, prove some results about Lipschitz continuous function, a weak curve selection lemma and recall the setting of Cluckers-Loeser theory of motivic integration. In Section 3, we define the motivic local density and the tangent cone with multiplicities in order to state our main theorem. Section 4 is devoted to establishing the existence of regular stratification satisfying analogies of Verdier condition (w f ). Section 5 is devoted to the proof of the main theorem. In Section 6, we first show how our results specialize to the p-adic case and then prove a uniformity theorem for p-adic local density.
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Preliminaries

Tame theories of valued fields.
A discretely valued field K is a field with a surjective group homomorphism ord :
extended by ord(0) = ∞ and satisfying for all x, y ∈ K × , ord(x + y) ≥ min {ord(x), ord(y)} .
A ball in K is a set of the form {x ∈ K | ord(x − a) ≥ α} for some a ∈ K and α ∈ Z.
The collection of all balls of K forms a basis of the so-called valuation topology on K. The field K is called Henselian if the valuation ring O K is Henselian. Write M K for the maximal ideal of O K .
Definition 2.1. Fix p to be either 0 or a prime number, and an integer e. A (0, p, e)-field is a Henselian discretely valued field K of characteristic 0, of residue characteristic p, together with a chosen uniformizer ̟ K of the valuation ring O K of K, such that either 0 = p = e or p > 0 and the ramification degree is e, that is, ord(̟ e K ) = ord(p) = e. We will always identify the value group of a (0, p, e)-field with Z. For example, Q p with p as uniformizer is a (0, p, 1)-field. A (0, p, e)-field comes with higher order angular components maps, defined for n ≥ 1,
x mod M n K , extended by ac n (0) = 0. Write ac = ac 1 , note that the maps ac n are multiplicative on K and coincide on O K with the natural projection O K → R n,K . Note also that R 1,K = k K is the residue field of K. We call the R n,K the residue rings of K.
Definition 2.2 (First order language).
We define now the semi-algebraic language that we will use to describe subsets of (0, p, e)-fields. Let L high the first order language consisting of one sort for the valued field, one sort for the value group, and one sort for each residue ring. On these sorts, L high consists of the language of rings (0, 1, +, −, ·) and a symbol π for the uniformizer on the valued field, the language of Presburger arithmetics (0, 1, +, −, ≤, {· ≡ · mod n} n>1 ) on the value group, the language of rings on each residue ring, a symbol ord for the valuation map, symbols ac n for the higher order angular components, and for n ≥ m, the symbol p n,m for natural projection between residue rings R n and R m . We will also use the Denef-Pas language L DP which is the restriction of L high with only three sorts : one for the valued field, one for the value group and one for the residue field and only one angular component ac.
Any (0, p, e)-field has a natural interpretation as L high -structure. Let T (0,p,e) the L high -theory of sentences true in every (0, p, e)-field. As concrete list of axioms that implies this theory can be found in the work of Pas [29] , in particular, T (0,p,e) eliminates field quantifiers.
Let L a language with the same sorts as L high , containing L high , and T be an L-theory containing T (0,p,e) .
The following axioms will be about properties of every model K of T , even those which are not (0, p, e)-fields (this happens if the value group is not isomorphic to Z). By abuse of notation, we will often identify K, a model of T , with the associated valued field K.
We call the sort for the valued field the main sort, and the other ones the auxiliary sorts. We call the collection of all the sorts for the residue rings the residue sorts.
We will need the following notion of k-partition, in order to work piecewise over the residue rings. Definition 2.3 (Definable k-partition). If X is a definable set of a model K of T , a definable k-partition of X is an injective definable function
Given two definable k-partitions g and g ′ of X, g ′ is said to be a refinement of g if every k-part of X for g ′ is included into a k-part of X for g. It is clear that given two definable k-partitions, we can find a third one which is a refinement of the two others.
If X ⊆ A × B, and b ∈ B, we denote the fiber of X over b by
Definition 2.4 (Jacobian property for functions). Let K be a model of T (0,p,e) . Let F : X ⊆ K → K be a function. We say that F has the Jacobian property on X if for every ball B ⊆ X, either F is constant on B, or the following properties hold :
(1) F is injective on B and
′ is nonzero on B and ord(F ′ ) is constant on B, (4) for all x, y ∈ B with x = y, we have
Moreover, if n > 0 is an integer, we say that F has the n-Jacobian property if the following additional conditions hold : (6) ac n (F ′ ) is constant on B, (7) for all x, y ∈ B with x = y, we have
Definition 2.5 (Jacobian property for T ). Say that the Jacobian property holds for the L-theory T if any model K satisfies the following. For any integer n ≥ 1, any definable function F : X ⊂ K × Y → K, there is a definable k-partition of X such that for any y ∈ Y and any k-part of X y , the restriction of F to this set has the Jacobian property. In more explicit terms, if g is the function witnessing the k-partition, then for every ξ and every y ∈ Y , then
has the Jacobian property.
The following definition translates the stable embedding of the value group and orthogonality between value group and residue rings. Definition 2.6 (Split). Say that the theory T splits if the following holds. For any model K, with valued field K, value group Γ, and residue rings R n,K , we have :
(1) any K-definable subset of Γ r is Γ-definable in the language (+, −, 0, <),
where the Y i are definable subsets of Γ r and the Z i are definable subsets of
The notion of b-minimality has been introduced in [7] , it is closely related to the concept of cell decomposition. It is shown in [10] , Corollary 3.8 that the following notion of finite b-minimality implies b-minimality. Definition 2.7 (Finite b-minimality). Call T finitely b-minimal if the following holds for any model K. Each locally constant definable function g : K → K has finite image, and for any definable set X ⊆ K ×Y → K, where Y ⊆ K n is definable, there exists an integer ℓ ≥ 1, a k-partition of X g : X → A, a definable function c : Y × A → K, and a definable B ⊆ Γ × Y such that for every ξ ∈ A and y ∈ Y such that if g −1 (ξ) y is nonempty, g −1 (ξ) y is either
(1) equal to the singleton {c(y, ξ)}, (2) equal to the ball {x ∈ K | ac ℓ (x − c(y, ξ)) = ζ, ord(x − c(y, ξ)) ∈ B y } where ζ is one of the component of ξ. In the first case, we say X is a 0-cell, in the second we say it is a 1-cell. We call c the center of the cell, although it is not necessarily unique and does not need to lie in the cell. We say that the set g −1 (ξ) y is in c(y, ξ)-config.
The abstract notion of tame theories is introduced by Cluckers and Loeser in [10] , but examples of such theories were already previously considered, see Example 2.9 below. Definition 2.8 (Tame theory). Let T a theory containing T (0,p,e) in a language L with the same sorts as L high , which splits, is finitely b-minimal, has the Jacobian property and has at least one (0, p, e)-field as a model. Then we call T a tame theory of fields if e = 0 and a mixed tame theory of fields if e > 0.
If T is an L-theory with he same sorts as L DP , contains T (0,0,0) , splits, is finitely b-minimal and has the Jacobian property, we also call T a tame theory of fields. A T -field is a model of T that is a (0, p, e)-field. Example 2.9.
(1) The first examples of (mixed) tame theory are given by Pas in [28] and [29] : the theory T (0,p,e) is a (mixed) tame theory of fields. This is the semi-algebraic example. (2) We now define an analytic language. Let K a (0, p, e)-field. Let K{x 1 , ..., x n } the ring of formal power series i∈N a i x i over K such that ord(a i ) goes to +∞ when the i goes to +∞. If K is complete, this coincide with power series converging on O n K . Then let L K,an the language L high with a function symbol for each element of K{x 1 , ..., x n } (for all n > 0). Then each (0, p, e)-complete extension L of K has a natural L K,an -structure, a function f ∈ K{x 1 , ..., x n } is interpreted as the corresponding function O n L → L and extended by 0 outside O n L . Let T K,an the theory of all such fields L. Then T K,an is a (mixed) tame theory by [6] . (3) More generally, for every analytic structure defined in [5] , with associated language L and theory T , if T has a (0, p, e) model, then T is a (mixed) tame theory. (4) Let T a (mixed) tame theory in a language L, and R be a subring of a T -field. Let L(R) the language L with additional constant symbols for elements of R. Any T -field that is an algebra over R and with ord and ac n extending the one on R, can be viewed as an L(R)-structure. Let T (R) the L(R)-theory of such structures. Then T (R) is a (mixed) tame theory, by [10] , Proposition 3.11.
2.2. Definable subassignments. Fix a (mixed-)tame theory of fields T . Fix n, ℓ, s some nonnegative integers, and r = r 1 , . . . , r ℓ a tuple of ℓ nonnegative integers. Define h[n, r, s] to be the functor form the category of T -fields to the category of sets sending any
A definable subassignment of h[n, r, s] is the data for every T -field K of a subset X K of h[n, r, s](K) such that for some L-formula ϕ (with free variables of corresponding lengths), X K = ϕ(K). Most often, we will just say that X is definable and call
As usual in model theory, we fix a T -field K with residue rings sufficiently saturated, such that the study of definable subassignments X in T is reduced to the study of definable subsets X K 2.3. Dimension theory. A (mixed-)tame theory is b-minimal in the sense of [7] , see [10, Corollary 3.8] . In particular, one can use dimension theory for definable in b-minimal theories. Fix a (mixed-)tame theory T and a T -field K. The dimension of a definable set X ⊆ K n is the biggest d such that for some coordinate projection p :
where S is a product of residue rings and Z s , then the dimension of X is the dimension of p(X) with p the projection to K n . If f : X → Y is definable, then the dimension of X over Y (also called dimension of X relatively to Y ) is the maximum of the dimensions of the fibers f −1 (y) over y ∈ Y . Denote dim(X) the dimension of X and dim(X/Y ) the dimension of X over Y (which depends implicitly on f ).
If X is a definable subassigment, it may happen that dim(
Hence we define dim(X) to be the maximum of the dim(X K ) for K a T -field. However, if K has its residue rings sufficiently saturated, then dim(X) = dim(X K ), hence we will ignore this subtlety in the rest of the paper.
Here are some properties of the dimension that we will use thorough the paper. . Let W, Y, Z be definable, X, X ′ , C be definable over Y , with X, X ′ ⊆ C, and f : X → X ′ definable over Y (that is, commuting to projections to Y ). Then
2.4. We fix a (mixed-)tame theory of fields T and K a T -field.
We will use either additive or multiplicative notation for the value group, denoting respectively ord(x) and |x| = e −ord(x) the valuation and the absolute value of an element x ∈ K. It is a purely conventional matter; depending on the context one might be more readable than the other. If x = (x i ) i ∈ K n , we set ord(x) = min i ord(x i ), this defines a topology on K n . If X ⊆ K n , X the closure of X,X the interior of X and ∂X the boundary of X are all definable. Define B(a, m) = {x ∈ K n | ord(x − a) ≥ m} to be the ball around a of valuative radius m.
Definition 2.11. Consider a function f : A → B. Then f is said globally CLipschitz if for all x, y ∈ A,
The function f is locally C-Lipschitz at u ∈ A if there is an n ∈ Z such that f is globally C-Lipschitz on U ∩ B(u, n).
The function f is locally C-Lipschitz if it is locally C-Lipschitz at all u ∈ A.
In particular, if f is differentiable, then f is locally 1-Lipschitz if ord(∂f /∂x) ≥ 0.
Proposition 2.12 (Injectivity versus constancy [3, 2.2.5]). Let F : X ⊆ K → K be definable. Then there exists a k-partition of X such that the restriction of F on each k-part is either injective or constant.
The following property is used in [10] to define motivic integral. In positive residue characteristic, one can already see the need of using higher angular components.
Lemma 2.13. Let X ⊆ K n be finite and definable. Then X is in definable bijection with a subset of some residue rings.
Proof. We work by induction on the number n of points. If X = {x 1 , ..., x n }, set y = 1 n n i=1 x i , then there are e > 0 and i = j such that ac e (x i − y) = ac e (x j − y), then this reduces to the case of less than n points.
The following proposition will be useful in the study of the tangent cone, allowing us consider only tangent cones of graphs of 1-Lipschitz functions, which are easier to study. Proposition 2.14. Let X ⊆ K n × S be definable of dimension d relatively to S. Then there exists a definable Y ⊆ X of dimension < d relatively to S, and a definable k-partition of X \ Y such that for any s ∈ S, on each k-part X s,ξ , there is an
that is differentiable and locally 1-Lipschitz and such that for a permutation of coordinates γ s,ξ , X s,ξ = γ s,ξ (Γ s,ξ ).
Proof. Working piecewise in the fibers of the projection of X → S and using logical compactness, one can suppose X ⊆ K n . One proceeds by induction on n. If n = d one proceeds Y = X \X, and we are done. If n > d, for i = 1, ..., n, one considers the projection π i : K n → K n−1 that omits the i-th coordinate. Then X is partitioned into two definable parts X 
, so one is done by the induction hypothesis. On X i 0 , the fibers are 0-dimensional, so they are in definable bijection with a definable in the auxiliary sorts. Up to adding some k-parameters, one can assume the fibers are one point, i.e. π i :
is a k-definable bijection. One is then reduced to considering the case X = ∩ i X i 0 , i.e. π i : X → π i (X) is a k-definable bijection for all i = 1, ..., n. Denote h i the i-th coordinate function of π −1 i . By the Jacobian property, up to adding some additional k-parameters and neglecting a set of dimension < d, one can assume all h i have partial derivatives on the whole of π i (X). Up to cutting X into finitely many pieces, one can also assume that the order of the partial derivatives of the functions h i is either nonnegative or negative on the whole π i (X). It suffices to find an i 0 such that all the partial derivatives of h i0 are nonnegative and then we are done by induction. But using the chain rule for derivation, this is clear that such an i 0 exists. 3). Let f : X → K a definable function which is locally 1-Lipschitz. Then there is a k-definable partition of X and a real C ≥ 1 such that on each part, f is globally C-Lipschitz. Theorem 2.16. Let f : A ⊆ K n → K a definable function which is locally 1-Lipschitz. Then there is a finite definable partition of A such that for each part X, the following holds. There is a coordinate projection p : K n → K n−1 and some definable functions g :
r , the restrictions of c(η, ·) and d(η, ·) to p(g −1 (η)) are locally 1-Lipschitz, and for each w ∈ p(K n ), the set g −1 (η) w is in c(η, w)-config and the image of g
This theorem is not explicitly stated in [3] , but it follows from the proof of Theorem 2.1.8 of [3] . The idea is the same as Proposition 2.14 : use the Jacobian property on the centers of a cell decomposition to show that they are differentiable, then switch the order of the coordinates to bound the derivatives by 1, in the new coordinates, the centers are now locally 1-Lipschitz.
In the residue characteristic zero case, Theorem 2.1.8 of [3] shows that one can take C = 1 in Theorem 2.15. In [4] , Cluckers and Halupczok show that the same is true if K is a finite extension of Q p . We now generalize this result but only in the one dimensional case.
Theorem 2.17. Let f : X ⊆ K n ×Y → K a definable function such that X y is one dimensional for every y ∈ Y and the restriction of f to X y is locally 1-Lipschitz. Then there is a k-definable partition of X such that for any y ∈ Y , on each k-part X y,ξ , f is globally 1-Lipschitz on X y,ξ .
To prove the theorem, we need the following lemma.
Lemma 2.18. Let f : X ⊆ K → K a definable differentiable function with f ′ = 0. Then the image of f is finite, there is a finite definable partition of X in parts X i such that f |Xi is constant.
Proof. By the Jacobian property, f is locally constant hence it follows from the definition of finite b-minimality.
If will also be convenient to use the following notion of thin cell. Definition 2.19. Let Y be definable, and A ⊆ K × Y be a 1-cell over Y . Then, for each (t, y) ∈ A, there is a unique maximal (for the inclusion) ball B t,y containing t and satisfying B t,y × {y} ⊆ A. For y 0 ∈ Y , we call the collection of balls {B t,y0 } (t,y0)∈A the balls of the cell A above y 0 .
We call a 1-cell A over Y thin if the collection of balls of A above any y ∈ Y consists of at most one ball.
Proof of Theorem 2.17. Suppose first that n = 1. We have a definable function f : X ⊆ K × Y → K such that f (·, y) is locally 1-Lipschitz on X y for every y ∈ Y . Apply Theorem 2.16 to f , working on a part, call c and d the functions that parametrize the centers of the domain and range. After translating, assume c = d = 0. Working on a k-part X y,η , for some η ∈ k, assume X y,η is a 1-cell (otherwise the result is trivial) with center 0, f is injective on X y,η , f has the Jacobian property on X y,η , and f (X y,η ) is a 1-cell with center 0. Fix x 1 , x 2 ∈ X y,η . Note that if |x 1 | = |x 2 |, i.e. they both lie in the same ball above (y, η), then by the Jacobian property ∂f ∂x
hence we are done because |∂f (x 1 , y)/∂x| ≤ 1. Assume now |x 1 | = |x 2 |. Then by our assumption, there exist
are included in X y,η , x i ∈ B xi,y , and
We have the equalities
and by the Jacobian property, comparing the sizes of the balls B xi,y and f (B xi,y ),
Hence we are done if
Therefore by taking a finite partition of X, we can assume ord(∂f (x, y)/∂x) is constant on X y,η . If X y,η is a thin cell, then once again we are done by the Jacobian property. By injectivity versus constancy (Proposition 2.12), up to taking another k-partition, we can assume ∂f /∂x is either constant or injective on X y,η .
Assume first that ∂f /∂x is constant on X y,η . Then the function
has derivative 0 on X y,η , hence it has a finite image by Lemma 2.18, so by refining the partition, we can assume it is constant on X y,η . Hence on X y,η ,
for a, b some definable functions. As |a(y)| ≤ 1, f is then 1-Lipschitz on X y,η . Consider now the last case, where ∂f /∂x is injective on X y,η . By Theorem 2.16 applied to ∂f /∂x (for n = 1 the Lipschitz assumption is superfluous), we get a refinement of the k-partition, and some definable functions d, e such that each kpart X y,η is a 1-cell in d(y)-config, its image by ∂f /∂x is in e(y)-config, and ∂f /∂x has the Jacobian property on X y,η . Once again, assume X y,η is not a thin cell otherwise we are done. By injectivity of ∂f /∂x , and the fact that ord(∂f /∂x) ≥ 0, up to removing finitely many thin cells that we can treat separately, we can assume ord(∂f (x, y)/∂x − e(y)) ≥ α, where α is an integer chosen as follows. Consider the function
Apply the beginning of the proof to the function g. We get a refinement of the decomposition, and calll,l ′ the depth of embedding of the decomposition adapted to g. It follows that g is globally 1-Lipschitz on the k-parts if ord(∂g/∂x) ≥l
g(·, y) is globally 1-Lipschitz on X y,η . The function f is then a sum of two globally 1-Lipschitz functions of X y,η (because ord(e(y)) ≥ 0), hence by ultrametric inequality, it is itself globally 1-Lipschitz. The general case reduces to the previous one, using Proposition 2.14 on X and the chain rule for derivation.
2.6. Curve selection. We prove a weak form of the curve selection lemma. A full curve selection lemma is proved in the p-adic semi-algebraic case in [30] and subanalytic case in [16] . In our context, because the residue field can be infinite, there are no Skolem functions, hence definable choice is not available. Hence we cannot find a truly definable arc, however, we can find some uniformly definable family of arcs. Our result is weak in the sense that the arcs we get are Lipschitz continuous, but not analytic, this is the drawback of working with an abstract theory. In the the semi-algebraic language for equicharacteristic zero fields, Nowak shows in [27] existence of definable analytic arcs, using resolution of singularities.
Before stating the result, we prove some lemmas about limit values of Lipschitz definable functions needed for the proof.
Proof. One can assume x = 0, and let β a bound from below for ord(f ). Let
Then X is non-empty and projects surjectively on its second coordinate. By tameness, X can be assumed of the form
where D 1 is a definable of k, and D 2 (γ) is a γ-definable of Z. By definable choice for Presburger sets, there is a definable Presburger function α :
Let show by contradiction that α(γ) is bounded from below when γ goes to +∞. If not, we can find a γ with α(γ ′ ) < d < γ, for d = min {ord(c), β}. By the description of X above, there is a z ∈ X with ord(z − c) = α(γ). Then by definition of X, there is a u ∈ U such that ord(u) ≥ γ, ord(f (u) − z) ≥ γ. Using the ultrametric inequality, we get
Contradiction, hence α(γ) is bounded from below when γ goes to +∞. Then one can extract a sequence of γ such that either α(γ) = α 0 is constant, either α(γ) goes to +∞. In the first case, any z with ord(z − c) = α 0 satisfy (0, z) ∈ Γ, in the second one, (0, c) ∈ Γ.
Then for any x 0 ∈ U , there are only finitely many points of Γ which projects to x 0 under the coordinate projection
For the proof we will use the tangent cone that will be studied in more details in section 3.
Proof. Suppose by contradiction that dim(X) ≥ 1. Then X contains a one dimensional ball. For a z in such a ball, dim(C
Then f has a nonzero finite number of limit values at any z ∈ U .
Proof. By Theorem 2.15, there is a C ≥ 1 and k-partition of U such that f is globally C-Lipschitz on each of the k-parts of U . For any z ∈ U , by the following Lemma 2.23 there is a k-part such that z is in the closure of this k-part. Moreover, as any definable bijection between the residues sorts and the valued field sort is finite, it suffices to show that the result holds on each of the k-parts. But then f is globally C-Lipschitz, hence bounded on some neighborhood of z, then by Lemma 2.20 f has a limit value at z. By Lemma 2.21, f has only a finite number of limit values.
Lemma 2.23. Let X ⊆ K n be definable and g : X → A a k-partition of X. Then the closure of X is equal to the union of the closures of its k-parts.
By definition of u, D projects surjectively on Z. Because the theory splits, D is a finite union of cartesian products of definable sets of Z and A, hence there is a ξ ∈ A such that for all n ∈ Z, (n, ξ) ∈ D, which means u ∈ g −1 (ξ).
Proposition 2.24 (Weak curve selection). Let X ⊆ K
n be some definable, and a ∈ X \ X. Then for some integer e ≥ 1, there exists a definable function σ : B e × D → X ∪ {a} for some nonempty definable D, where B e = {x ∈ K | |x| ≤ 1, ac e (x) = 1} and B * e = B e \ {0}, and such that if we denote for any
In the tame case, that is, when the residue characteristic is zero, one can take e = 1.
To simplify the notations we will write down the proof in the equicharacteristic zero case, with B = B 1 . For the mixed case, replace k = k K by some residue rings, and at the very end, e is the greatest s that appears in the R s s,K . Proof. Observe first that we only need to show the existence of a locally 1-Lipschitz function σ satisfying the other requirements of the proposition, then use Theorem 2.17 to get a globally 1-Lipschitz function.
We proceed by induction over n. Up to translating, assume a = 0. By Theorem 2.16, there is a finite partition of X into definable parts, such that on each part A, the following holds. There exists an s ≥ 0, a coordinate projection p :
is locally 1-Lipschitz, and for each w in p(K n ), the set g −1 (η) w is in c(η, w)-config. There is a part A such that a ∈ A, and one can assume X = A. If p(a) ∈ p(X) and p(a) is isolated in p(X), one is done by using the induction hypothesis with n = 1 for p −1 (a) ∩ X. Otherwise up to reducing X, one can assume that p(a) ∈ p(X) \ p(X).
Let's fix an η such that g
. Such an η exists because the theory splits. Up to reducing X again, using Corollary 2.22 one can assume lim w→0 c(η, w) = c 0 exists. One can assume
The definable X is now η-definable, and η will be one of the parameters of the function we are defining.
By the induction hypothesis with n − 1, there is a definable with parameters 1-Lipschitz function σ : B → p(X)∪{a} such that σ(0) = p(a) and σ(B\{0}) ⊆ p(X).
If c 0 = 0, as 0 ∈ X, for all w ∈ p(X) 0 ∈ X w , hence the function σ ′ = (σ, 0) answer the problem.
Let's consider the case c 0 = 0. We know that X is in c(η, w)-config. If it is in graph-config, then the function σ ′ = (σ, c • σ) works. Otherwise
with D 2 an (η, w)-definable of Γ and η i0 is one of the coordinates of η. As the theory splits, D 2 is in fact w-definable, denote it by D 2 (w). By Presburger quantifier elimination and compactness, up to reducing X again, one can assume D 2 (w) is a finite union of cells of the form {α ∈ Γ | α 1 (w) 1 α 2 α 2 (w), α ≡ e i}, for some definable functions α 1 , α 2 , integers e, k and j either ≤ or and empty condition, and α j (w) ∈ D 2 (w). As 0 ∈ g −1 (η), there is a cell with α 2 unbounded when w goes to 0 or with the condition 2 empty. Suppose we are in the first case. Let ∆ the projection on the last two variables of
Because α 2 (w) is unbounded when w goes to 0, the point (∞, ∞) is in the closure of ∆ for the order topology. By Presburger cell decomposition and existence of Skolem functions in Presburger arithmetic, there exists integers α 0 , a 0 , b 0 , e 0 , i 0 with a 0 ≥ 1 and e 0 ≥ 1 such that ∆ contains the definable
By the induction hypothesis there is a definable with parameters 1-Lipschitz function σ : B → p(X) ∪ {p(a)} such that σ(0) = p(a) and σ(B \ {0}) ⊆ p(X). By tameness, the function t → ord(σ(t)) is of the form f (ord(t)), with f a Presburger function, hence there are some α 1 , a 1 , b 1 , e 1 , i 1 with a 1 ≥ 1 and e 1 ≥ 1 such that for α 1 ≤ ord(t) and ord(t) ≡ e1 i 1 , ord(σ(t)) = a 1 ord(t)−i1 e1 + b 1 , and by composition, there are some integers i 2 , e 2 , a 2 , b 2 with a 2 ≥ 1, e 2 ≥ 1 such that for all t ∈ B and σ
) maps 0 to 0 and B \ {0} to X and is locally 1-Lipschitz. The latter case, where the cell of D 2 (w) is of the form α 1 (w) ≤ α is similar.
By working over parameters and using logical compactness, we get the following parametrized curve selection lemma. Proposition 2.25 (Parametrized curve selection). Let X ⊆ K n × Y be definable and for every y ∈ Y , a y-definable point a y ∈ X y \ X y . Then for some integer e ≥ 1, there exists a definable function σ : B e × D × Y → K n for some nonempty definable D, where B e = {x ∈ K | |x| ≤ 1, ac e (x) = 1} and B * e = B e \ {0}, and such that if we denote for any
The following immediate corollary will be useful in the study of regular stratifications. In addition to the use of the curve selection, one has to notice that any definable function is differentiable almost everywhere, that is, everywhere but on a definable set of lower dimension, which is guaranteed by the Jacobian property. Corollary 2.26. Let U ⊆ K m be a nonempty open definable and S ⊆ K n , such that for all u ∈ U , (u, 0) ∈ S u \ S u . Then there is a nonempty open V ⊆ U k-definable and a definable with parameters
such that σ(u, 0) = 0, σ(V × B * e ) ⊆ V , for any fixed u ∈ V , σ(u, ·) is 1-Lipschitz, and for any s ∈ B e , σ(·, s) is differentiable.
The following proposition will be of crucial use in the study of tangent cones. In the p-adic case, the analogous result is proven using analytic curve selection and Whitney's lemma. As we do not have analytic curve selection lemma, we cannot use Whitney's lemma but we will instead use our Theorem 2.17 to get a globally Lipschitz function.
such that the following inclusions hold :
For the definition of the tangent cone C Λ z (Γ), see Definition 3.15. Proof. After translating and rescaling, one can assume z = 0 and C = 1 and it suffices to show the existence of a neighborhood U of z 1 such that the first inclusion holds. Assume by contradiction that there is a δ > 0 such that the set
is nonempty and satisfies 0 ∈ Γ ′ \Γ ′ . By the curve selection lemma 2.24, there is a definable function σ : 
The following proposition is a partial converse to Proposition 2.27.
, and let Γ be its graph. Assume
Then for all i = 1, ..., d, |∂f /∂x i (x 0 )| ≤ C, and in particular, f is locally CLipschitz.
Proof. For i = 1, ..., d, the vector (0, ..., 0, 1, 0, ..., ∂f /∂x i (x 0 )) (with a 1 in i-th position) is in C Λ (x0,f (x0)) (Γ).
2.7.
Recap on motivic integration. We use Cluckers-Loeser theory of motivic integration defined in [10] , see also [8] for the residue characteristic zero case. We review here the main steps of the construction in order to fix the notation. Fix either a tame theory or a mixed tame theory T in a language L and X a definable subassignment. Value group. Let A be the ring
For every real q > 1, define θ q : A → R to be the ring morphism generated by L → q, and A the sub-semiring A + := {a ∈ A | ∀q > 1, θ q (a) ≥ 0}. The ring A is equipped with a partial order defined by a ≤ b if and only if
. A sequence (a n ) n ≥ 0 of elements of A is said to converge to 0 if deg L (a n ) goes to −∞. This defines a topology on A.
Let P(X) the ring generated by functions
The sub-semiring P + (X) of P(X) is constituted of functions with value in A + .
In the definition above, we allow a slight abuse of notation by identifying Z with the value group sort, but it is harmless since we only consider models of T that are T -fields, hence with value group Z.
The partial order on A induces a partial order on P + (X) and P(X) : for ϕ, ψ ∈ P(X), define ϕ ≥ ψ if ϕ − ψ ∈ P + (X).
For any T -field K, ϕ ∈ P(X), define θ q,K (ϕ) to be the function
A function ϕ ∈ P(X[0, 0, s]) is said to be X-integrable if for any T -field K and any x ∈ X(K) the family (θ q,K (ϕ)(x, i)) i∈Z s is absolutely summable (as a family of real numbers). Denote by I X P(X[0, 0, s]) (resp. by I X P + (X[0, 0, s])) the P(X)-module (resp. the P + (X)-semimodule) of X-integrable P(X) functions (resp. P + (X) functions).
Moreover, the map ϕ → µ /X (ϕ) is a morphism of P(X)-modules
and send I X P + (X[0, 0, s]) to P + (X).
Define also P 0 (X) (resp. P 0 + (X)) as the sub-ring of P(X) (resp. as the subsemiring of P + (X)) generated by characteristic functions 1 Y of every definable Y ⊆ X and the constant function L − 1.
For any f : X → Y definable, define the pullback by
Residue ring. Let Q + (X) the quotient of the free abelian semigroup generated by symbols [Y /X ], where Y ⊆ X[0, r, 0] is definable for some r = (r 1 , ..., r s ) ∈ N s , by the relations :
• Define the semiring of positive motivic constructible functions as the tensor product C + (X) := P + (X) ⊗ P 0 + (X) Q + (X) and the ring of motivic constructible functions C(X) := P + (X) ⊗ P 0 + (X) Q + (X). For any f : X → Y definable, the pullback morphisms on P + (Y ) and Q + (Y ) extend canonically to a pullback morphism f * : C + (Y ) → C + (X). There is also a canonical morphism ι : C + (X) → C(X), but it has no reason to be injective.
Using the fact that the theory splits, we get canonical isomorphisms
These isomorphisms allow one to define canonically integrals over auxiliary variables. Define
To integrate over valued field variables, one needs to work component by component, using cell decomposition. Fix K a T -field, for any ball B = a + bO K ⊆ K and real q > 1, define θ q,K (B) to be the real q −ord(b) . A countable disjoint union of balls of K, all of different radii, is called a step domain. A function ϕ : K → R ≥0 is called a step function if there is a unique step domain S such that ϕ is constant and non-zero on each ball of S and zero outside S ∪ {a} for some a ∈ K.
Let q > 1 be a real. A step-function ϕ : K → R ≥0 on step-domain S is said to be q-integrable if B⊆S θ q,K ϕ(B) ≤ +∞, the summation being on the balls B of S. This value is the q-integral of ϕ.
Let ϕ ∈ P + (X[1, 0, 0]), we say ϕ is an X-integrable step function if for any T -field K, any x ∈ X(K) and q > 1, the function
is a q-integrable step-function. For such a function, there is a unique function ψ ∈ P + (X) such that for any x ∈ X(K), θ q,K (ψ)(x) equals the q-integral of θ q,K (ϕ)(x, ·). We say that ϕ is X-integrable and set µ /X (ϕ) := ψ, the integral of ϕ over X.
We can now define the integral of a general motivic constructible function in relative dimension 1. 
This definition is independent of the choices, it is the integral of ϕ over X.
Using cell decomposition, for any ϕ ∈ C + (X[1, 0, 0]) one can find a step function ψ ∈ P + (X[1, r, 0]) for some tuple r such that µ /X[1,0,0] (ψ) = ϕ, but one needs to show that this definition is independent of the choice of ψ.
One can now define general integration by induction on the relative dimension.
Lemma 2.31 ([10], Lemma-Definition 9.1). Let ϕ ∈ C + (Z), for some Z = X[n, r, s] and X definable. Say ϕ is X-integrable if there is a definable Z ′ ⊆ Z of complement in Z of relative dimension < n over X and a choice of the order of coordinates on Z such that ϕ
This definition is independent of the choice of the order of coordinates. When X = h[0, 0, 0] is the final object, one denote µ := µ /X .
We can now integrate functions ϕ ∈ C + (h[n, r, s]), but the integral µ(ϕ) is zero if (the support) of ϕ is of dimension < n. By analogy with classical measure theory, one now define the integral of dimension n of functions embedded in higher dimensional spaces, using a change of variable formula. Fix K a T -field. For any f : A ⊂ K n → K n , let Jacf : A → K the determinant of the Jacobian matrix when it is defined, 0 otherwise. In the relative case, for a function f : A ⊂ C ×K n → C ×K n such that the diagram of projections to C commutes, one define Jac /C : A → K to be the function satisfying for every c ∈ C,
with f c the function sending z to t such that f (c, z) = (c, t).
If f is definable, the (relative) Jacobian is definable, by definability of partial derivatives, and one sets Jac /C : A → h[1, 0, 0] the unique definable function compatible for any T -field K with the definition above.
One can now state the change of variable formula. The proof relies on the Jacobian property in dimension 1. 
is X-integrable if and only if ϕ is X ′ -integrable, and then
with the convention L −ord(0) = 0.
We define now the graded ring of positive motivic constructible F unctions. For any integer d ≥ 0, define C ≤d + (X) to be the ideal of C + (X) generated by character-
The nonzero elements of C One can define integrals of F unctions in C + (X) that take into account dimension. Rather than a formal definition, we explain how to compute them. Suppose
Using functoriality properties and working with parameters, one can suppose using Proposition 2.14 that X is a graph of a 1-Lipschitz function f :
This does not depend on the chosen representative of [ϕ], because if ψ ∈ C + (U ) has support of dimension < d, then µ(ψ) = 0.
Local density
By analogy with complex and real cases, it would be tempting to define the local density of a definable
where S(x, n) = {y ∈ K m | min i {ord(y i − x i )} = n} is the (non-archimedean) sphere of valuative radius n. However this limit does not exist in general, for example, if we take X = {x ∈ K | ord(x) = 0 mod 2} , then X ∩ S(0, 2k + 1) = ∅ and X ∩ S(0, 2k) = S(0, 2k), hence the sequence oscillate between 0 and 1. In this case, we will define the local density of X to be 1/2. More generally, we will show that for every sequence of the form
there is an integer e such that the subsequences (θ ke+i ) k≥0 converge to some d i and one can define the density to be the arithmetic mean
, we will use sometimes the convenient notation ϕ(x) = i * x (ϕ).
We define also P + (X) := P + (X) ⊗ Q and C + (X) := C + (X) ⊗ Q.
Definition 3.1. We say that a function ϕ ∈ P + (Z) admits a mean value at infinity, denoted by MV ∞ (ϕ) if there is a positive integer e such that for all i = 0, ..., e − 1, the subsequence ϕ(i + ne) n∈N converges to a
More generally, we say that a function ϕ ∈ P + (X × Z) has a mean value at infinity MV ∞ (ϕ) ∈ P + (X) if and only if for every x ∈ X, i * x (ϕ) has a mean value at infinity and one set MV ∞ (ϕ) ∈ P + (X) such that for every x ∈ X, i *
Definition 3.2. Let X be definable. A function ϕ ∈ P + (Z) is said to be bounded if there is an M ∈ A + such that ϕ < M . A function ϕ ∈ P + (X × Z) is said to be X-bounded if for all x ∈ X, i * x (ϕ) is bounded. Lemma 3.3. Let ϕ ∈ P(X × Z) an X-bounded function. Then ϕ admits a mean value at infinity.
Proof. By Presburger cell decomposition, one can assume there are some e, k ∈ N * , a definable function b : X → N, h i,j ∈ P + (X), a i ∈ N, b i ∈ Z for i = 1, ..., k and j = 0, ..., e−1 such that for all x ∈ X, j ∈ {0, ..., e − 1}, n ≡ j mod e and n ≥ b(x), one has
One can moreover assume that the pairs (a i , b i ) are pairwise distinct, and that the functions h i,j are not identically zero (unless perhaps the one corresponding to (0,0)). As i * x (ϕ) is bounded, for all i, b i ≤ 0, and if b i = 0, then a i = 0. Let i 0 such that (a i0 , b i0 ) = (0, 0). One then has lim n→+∞ i * x,j+ne (ϕ) = h i0,j (x). This implies that ϕ has a mean value at infinity which is
h i0,j ∈ P + (X).
Definition 3.4. Let ϕ ∈ C + (X × Z). One says that ϕ has a mean value at infinity if it can be written ϕ = i a i ⊗ b i with a i ∈ Q + (X), b i ∈ P + (X × Z), such that the b i have mean values at infinity. One sets
By using some refined partition of X, one can check that this definition does not depend on the chosen representation of ϕ. One says that ϕ ∈ C + (X × Z) is X-bounded if it can be written ϕ = i a i ⊗ b i with a i ∈ Q + (X), b i ∈ P + (X × Z), such that the b i are X-bounded.
Lemma 3.5. Let ϕ ∈ C + (X × Z) an X-bounded function. Then ϕ admits a mean value at infinity.
Proof. It follows from Lemma 3.3 and the definitions, using the canonical isomorphism 
, and define
Then one normalizes by the volume ( If ϕ = 1 X , and
Proof. As ϕ is locally bounded, at least for n big enough, 1 S p * (ϕ) is A[m, 0, 1]-integrable, and θ d (ϕ) is A[m, 0, 0] bounded, hence by Lemma 3.5 it has a mean value at infinity.
In more explicit terms, one has simply 0, n) ) .
The following lemma shows that in the definition of local density we can replace the spheres by balls. Lemma 3.7. We keep the notations of 3.6. Let
has a mean value at infinity and
exists for the very same reasons that MV ∞ (θ d (ϕ)). One has for all
). By linearity of MV ∞ , one has the result.
Here are some basic properties of the local density. 
•
The following lemma explains why we can use definable k-partitions to compute the local density. It follows essentially from orthogonality between the value group and the residue rings. [23] that the real local density of real subanalytic sets can be computed on the positive tangent cone. In our case, there is no canonical multiplicative subgroup of K × anymore. One needs to consider a whole class of subgroups of K × , similarly to the p-adic case studied in [2] .
Cones. Kurdyka and Raby show in
Definition 3.10. Let Λ a definable multiplicative subgroup of K × . A Λ-cone with origin x is a definable C ⊆ K m , with x ∈ K m , such that for all λ ∈ Λ, and y ∈ C,
We say that X ⊆ K m is a local Λ-cone with origin x if for some α ∈ Z, X = C ∩ B(x, α), with C a Λ-cone with origin x.
If X ⊆ K n and x ∈ K n , we call the definable set {λ(y − x) | y ∈ X, λ ∈ Λ} the Λ-cone with origin x generated by X. It is the smallest Λ-cone with origin x that contains X.
It will be sufficient to consider Λ-cones for Λ ∈ D, where
Remark 3.11.
(1) If X and X ′ are respectively a Λ n,m -cone and a Λ n ′ ,m ′ -cone with origin x, then X ∪ Y is a Λ lcm(n,n ′ ),max(m,m ′ ) -cone with origin x. (2) If C is a Λ n,m -cone with origin x, then
Definition 3.12. Let X ⊆ K n be definable and x ∈ K n . Let
denote the function that send a point z = x to the line between z and x, and π X x its restriction to X \ {0}.
We now show the local conic property of definable in ambient dimension 1. This is false in higher dimension, as is shown by the parabola example. Lemma 3.13. For every definable X ⊆ K, there is a Λ ∈ D and a definable function γ : X → Z such that X ∩ B(y, γ(y)) is a local Λ-cone with origin y for all y ∈ Y .
Proof. By Remark 3.11, one can partition X into finitely many definable parts. By cell decomposition, one can then assume that
for a c ∈ K and A ⊆ Z, B ⊆ k K definable. For y = c, we set γ(y) := ord(y − c), and X ∩ B(y, γ(y)) is a local Λ 1,1 -cone. For y = c, by Presburger quantifier elimination, up to cutting A into a finite number of parts, there is a b ∈ Z definable, e ∈ N * , i ∈ {0, ..., e − 1} such that either
either this set is empty. In both cases, we set γ(y) = b, and X ∩ B(y, γ(y)) is a local Λ e,m -cone.
By working with parameters and using logical compactness, we get the following corollary.
Corollary 3.14. Let X be a definable of K n and x ∈ K n . Then there is a Λ ∈ D and a definable function α x : P n−1 (K) → Z ( i.e. definable in affine charts of
is a local Λ-cone with origin x for all ℓ ∈ P n−1 (K). Moreover, one can choose Λ independent from x, such that (x, ℓ) → α x (ℓ) is definable.
We call a Λ ∈ D satisfying the first condition adapted to (X, x). If Λ is adapted to (X, x) for all x, then we say that Λ is adapted to X.
Tangent cone.
Definition 3.15. Let Λ ∈ D, X ⊆ K n be definable and x ∈ K n . The tangent Λ-cone of X at x is
By definition, C Λ x (X) is definable. For X,Y definable in K n , and Λ ′ ⊆ Λ ∈ D, we have the following properties.
Remark 3.16. The inclusion above can be strict, but we have the following result. If X is a local Λ-cone with origin x, then for all
. Indeed, as X is a local Λ-cone, there is a Λ-cone C with origin x and an n ∈ Z such that
, there are sequences (y i ) and (λ i ) of elements of respectively C and Λ such that y i → x and λ i (
Because C is a Λ-cone y ′ i ∈ C, and we have y
The following lemma justifies the use of k-partitions to compute the tangent cone, it follows from orthogonality between value group and residue rings.
Lemma 3.17. Let X be a definable of K m , and g : X → A a k-partition of X. Then for any x ∈ K m and Λ ∈ D,
where
By definition of C Λ x (X), D projects surjectively on its first coordinate. Because the theory splits, D is a union of products of definable sets of Z and A, hence there is a ξ ∈ A such that for all n ∈ Z, (n, ξ) ∈ D. This means that u ∈ C Λ x (X ξ ). Proposition 3.18. Let X ⊆ K m be definable, x ∈ K m , and
x (X) be nonzero. By Lemma 3.17 above, we can assume u ∈ C Λ x (X ξ ), for some k-part X ξ . Then there are some sequences (y k ) k≥0 ∈ X ξ and (λ k ) k≥0 ∈ Λ such that (y k ) converges to x and (λ k (y k − x)) converges to u. By definition of the k-partition, ac e (y k − x) is constant. Because (λ k (y k − x)) converges to u and u = 0, ac e (λ k (y k − x)) is also constant for k big enough. Hence ac e (λ k ) is constant for k big enough, so we can write (for k big enough) λ k = µλ ′ k where µ ∈ Λ does not depend on k and ac e (λ ′ k ) = 1. Up to extracting a subsequence, we can also assume that ord(λ x (X). Suppose Λ = Λ n,e and Λ ′ = Λ n ′ ,e ′ . Then n divides n ′ and let
, because A lives in the auxiliary sorts, hence is of dimension 0. Moreover, as C Λ x (X) is the Λ-cone generated by C
The other inequality being clear by the inclusion C
. We identify the latter with C Λ x (X). Proposition 3.21. For every definable set X of K n , x ∈ K n and Λ ∈ D, we have dim(D(X, x, Λ)) = dim(X) + 1 and dim(C Λ x (X)) ≤ dim(X). Proof. The projection (y, λ) ∈ D(X, x, Λ) → x+λy ∈ X has its fibers isomorphic to Λ, hence of dimension 1. By dimension theory, dim(D(X, x, Λ)) = dim(X) + 1. As
, it is of dimension less than dim(D(X, x, Λ)). We need to define a notion of multiplicity on the tangent cone. As shown by the following example, the multiplicity cannot be an integer.
Example 3.22. Consider K = C((t)), and the cusp X = y 2 = x 3 . The density of X at 0 is 1/2. The tangent Λ 2 -cone is
because C is algebraically closed. It seems that there are two fibers over each point (0, y) of the tangent cone, defined by the two roots of ac(y) 3 = η 2 , hence it seems we should attribute a multiplicity of 2 at every point of the tangent cone. But this is too naive, as it leads to a multiplicity of 1. A way to proceed is to view the multiplicity as a motive, the density m y of the tangent cone at (0, y) is
and the tangent cone with multiplicities is
this leads to the correct value
This motivates the following definition.
Definition 3.23. Let X ⊆ K n be definable of dimension d. Let g : X → A a definable k-partition of X as in Proposition 2.14. The definable X is then partitioned into graphs X ξ of 1-Lipschitz functions defined on open sets of K d , up to a set of dimension < d. For any Λ ∈ D, we define the tangent Λ-cone with multiplicities as
Remark 3.24. This depends a priori of the chosen partition. However, if we have two such k-partitions, by taking a refinement, we see that the class of
does not depend on the chosen partition, up to a set of dimension
We can now state our main theorem, that will be proved in Section 5.
Because the map from the Grothendieck semi-group to the group is not expected to be injective, the canonical induced map
is not expected to be injective either. As we will prove Theorem 3.25 by a double inequality, this gives the equality only at the level of the Grothendieck group. This should not be seen as a problem, because every known realization of the Grothendieck semi-group factorizes through the Grothendieck group.
Regular stratifications
Regular stratifications satisfying the Whitney condition (a f ) have been introduced by Thom [32] and studied by Hironaka [20] in the complex case, KurdykaRaby [23] in the real case. Afterward, the stronger Verdier condition (w f ) has been introduced by Henry-Merle-Sabbah [19] , and studied by Bekka [1] and KurdykaParusinski [22] in the real case, Loi [26] in the o-minimal case and Cluckers-ComteLoeser [2] in the p-adic setting. This section is devoted to defining regular stratification satisfying analogous of conditions (a f ) and (w f ) in our context of tame Henselian fields.
Note that Halupczok [18] has already defined a notion of regular stratification in Henselian fields of equicharacteristic zero, the so-called t-stratifications. Instead of starting from the classical definition of (a f )-stratification as we do, he starts by the property of local trivialization. This leads to two different notions of regular stratification in this context, and it is unknown whether a common generalization can be found, see [18] , open question 9.1.
Because we work in an abstract (mixed) tame theory, we do not have a notion of analytic manifold, hence we only require in the following definition the strata to be differentiable. However, if one works in a concrete tame theory where a notion of analytic manifold is defined and an analytic cell decomposition theorem is available, then one can require the strata to be also analytic. for each stratum X, X \ X is a union of strata. If f : Y → K is a definable function, an f -stratification of Y is a stratification of Y such that for every stratum X, f |X is differentiable of constant rank.
It is the Hausdorff distance between the units balls of V and V ′ . It satisfies δ(V, V ′ ) = 0 if and only if V ⊆ V ′ , and for
A couple of strata (X,X') is said to satisfy the condition (w f ) at x 0 ∈ X ⊆ X ′ if there is a constant C such that for all neighborhoods W of x 0 , all x ∈ W ∩ X and
A stratification Y is said to be (w f )-regular if for all strata (X, X ′ ) and x 0 ∈ X ⊆ X ′ , the condition (w f ) is satisfied at x 0 .
If V and V ′ are definable, then the condition δ(V, V ′ ) ≤ ε is definable by the formula ∀v ∈ V, |v| = 1, ∃v
It follows that if X, X ′ are definably diffeomorphic to some open subset of The proof of this theorem will follow closely the approach of Loi [26] and uses as a key ingredient the curve selection lemma. We start by some lemmas.
and M is bounded on Ω. Then there exist a non-empty open V ⊆ U , ε > 0, and d ∈ K × such that for all (x, t) ∈ Ω, x ∈ V , and |t| ≤ ε, one has
Here and later, we use the notation D x M (x, t) = (∂M (x, t)/∂x 1 , ..., ∂M (x, t)/∂x m ).
Proof. By cell decomposition, we can partition Ω into k-definable parts such that on each cell A such that A ∩ K m × {0} = ∅, one has
for some a ∈ Q, h a definable function, and i ∈ {1, ..., m}. If all the a are nonnegative, then we are done because the |h(x)| and the function bounding |t| from below are constant on small enough open subsets V ⊆ U . Assume that one a is negative, say on a cell where |D x M (x, t)| = |∂M (x, t)/∂x 1 |. By the Jacobian property applied to x 1 → M (x 1 , y), there is a (k, y)-definable of K such that the Jacobian property holds on each ball in it for the function x 1 → M (x 1 , y) . Up to another cell decomposition, one can assume that there are some k-definable balls B 1 ⊆ K, B ⊆ K m−1 and C ⊆ K a k-definable with 0 ∈ C such that for all y ∈ B × C, the Jacobian property holds on B 1 for x 1 → M (x 1 , y). We then have for all y = (x 2 , ..., x n , t) ∈ B × C and
As M is bounded, the left term is bounded but the right one goes to +∞ when t goes to 0, this is a contradiction.
Indeed, let y 0 ∈ V , and ε > 0. By openness of V , there is an ε ′ with 0 < ε ′ < ε and
Let π 2 be the projection defined by π 2 (x, y, δ) = (y, δ) and set
Then ε is definable, and it suffices to show that dim({y ∈ π 1 (A) | ε(y) > 0}) < m. Suppose the contrary. Then by cellular decomposition there is a W ⊆ π 1 (A) open on which ε is greater than a c > 0. But then for all y 0 ∈ W , and δ with 0 < δ < c and B(y 0 , δ)∩K m ×{0} n−m ⊆ W ×{0} n−m . Then |x − y| > c for all y ∈ B(y 0 , δ)∩K m , x ∈ S with π(x) = y. Contradiction with the argument above.
Proof. There exists S an f -stratification of Y by Proposition 2.14 applied inductively. By decreasing induction on d ∈ {0, ..., n}, one builds some successive refinements S d of S satisfying :
using the lemma hypothesis. Then S 0 is (w f )-regular.
Proof of Theorem 4.2. By Lemma 4.5, it suffices to show that for a pair (X, X ′ ) of definable manifolds of Y , with X ⊆ X ′ \X ′ , one has dim(X \W f (X, X ′ )) < dim(X). Suppose by contradiction that for such a pair, dim(X \ W f (X, X ′ )) = dim(X). Up to reducing X and X ′ , assume W f (X, X ′ ) is empty, that f is of constant rank on respectively X and X ′ . We can also replace X by f −1 |X (a), for a a ∈ K such that this set is nonempty, therefore assume f is constant on X. By invariance of the condition (w f ) under diffeomorphisms, one can assume X = V × {0} n−m , for
n−m . There are two cases to consider.
• Case 1 : f is of rank 0 on X ′ . In this case, one can assume f constant on 
By definition of Hausdorff distance,
By cell decomposition, up to replacing (u, s) → ρ(u, s) by (u, s) → ρ(u, s k ), and U by a nonempty open subset, there are an a ∈ K × and an integer ℓ > 0 such that
Since the function (u,
On the other hand,
and r(u, s) goes to 0 when s goes to 0, contradiction.
• Case 2 : f is of rank 1 on X ′ . We can assume f (X) = 0 and f (X ′ ) = 0. As
where y = (y 0 , y 1 ), with y 1 of length n − m). By Lemma 4.4, there is a nonempty open U ⊆ V such that for all u ∈ U , (u, 0) ∈ D u \D u . By Corollary 2.26, up to restricting U to a k-definable subpart, there is a definable with parameters function ρ : ρ(u, s), r(u, s) ). By Proposition 2.12, we can moreover assume (up to restricting again U and taking e bigger) that f (u, ρ(u, ·)) is injective (it cannot be constant because f is of rank one on X ′ ). Consider f 0 (u, s) = f (u, ρ(u, s)). By cell decomposition, there is an integer e ′ and a definable with parameters continuous function h : B e ′ → f 0 (U × B e ) with h(0) = 0 and h(B *
The function h 0 is definable (with parameters) and h 0 (u, s ′ ) goes to 0 when s ′ goes to 0 (for fixed u). Replace ρ by
The vector space spanned by vectors (0, ..., 0, 1, 0, ..., 0, ∂ρ
We are now in a situation similar to case 1, up to replacing ρ ′ (u, s) by ρ ′ (u, s k ) and reducing U , we can assume
and by Lemma 4.3,
Proof of Theorem 3.25
5.1. Codimension 0 case. The proof of Theorem 3.25 goes along the same lines as the proof of the main theorem of [2] . We start by proving it in the case d = n, using a monotone convergence lemma.
In particular, if (X n ) n≥0 is a bounded uniformly definable sequence of sets of K m , increasing for the inclusion (resp. decreasing), then
Proof. The sequence n k=0 µ(i * n (ϕ)) is bounded, definable, and increasing. By Presburger cell decomposition, as in Lemma 3.3, we have the existence of the limit. By definition of the motivic integral with respect to a value group variable, we have the result.
We consider now the definable X = 0≤k X k , where (X k ) k is an increasing sequence. Let f : X → N the definable function that maps x to the least n such that x ∈ X n . Let X n = f −1 (n) = X n \ X n−1 . We see X as a definable of X × N, and by the first point,
By linearity of the integral,
hence we have the required equality ; the other case is similar.
Proposition 5.2. Let X be definable of K d . Then for all Λ ∈ D small enough and 0) ). Proof. We have to show the two inequalities
. By Corollary 3.14, there is a Λ = Λ n,m ∈ D, a definable function α :
) is a local Λ-cone with origin x. This remains true for any Λ ′ ∈ D, Λ ′ ⊆ Λ, hence the following reasoning holds also for any such Λ ′ . For all n ≥ 0, let C n the Λ-cone with origin x generated by X ∩ B(x, n) and W = n≥0 C n , W is also a Λ-cone. By monotone convergence lemma 5.1, for any
hence by Remark 3.11 and linearity of the integral,
Moreover, the tangent cone satisfies by definition x + C Λ x (X) = ∩ n≥0 C n . The C n being also Λ-cones, for the same reason we have
For the other inequality, for all n ≥ 0, set W n defined as the w ∈ W such that α(π X x (w)) ≤ n. By definition of α, n≥0 W n = W \ {0}, and W n ∩ B(x, n) is a local Λ-cone. As before, by the monotone convergence lemma 5.1
Moreover, for all w ∈ W n ∩ B(x, n), there is a y ∈ X ∩ B(x, n) and a λ ∈ Λ such that w = λ(y − x) + x and α(π X x (w)) ≤ n, so w ∈ X. We showed that
and by taking the limit,
5.2.
Deformation to the tangent cone. The above proof does not extend to the case X ⊆ K n of dimension d, for d < n. The reason is that the Λ-cone generated by a definable of dimension d is in general of dimension n. However, using Proposition 2.14, we will restrict ourself to the case of a graph of a 1-Lipschitz function of domain U included in K d . By the case we just studied, it suffices to show that for some Λ, 0) . To do so, using deformation to the tangent cone we will build a 1-Lipschitz function ψ of domain (included in) C Λ u (U ) such that the graph of ψ is a dense subset of C Λ x (X). The displayed equality follows from the existence of such a ψ. We need first some preparatory lemmas.
Remark 5.3. In the following lemmas, at several occasions we will have to use a k-partition of the studied definable. By applying Corollary 3.14 with parameters, we can assume that the same Λ is adapted to all the k-parts.
Let U an open of K d . By Corollary 3.14, there is a definable function
) is a local Λ-cone with origin u, with the convention that α(ℓ) = ∞ if and only if (π
. By dense, we mean that the dimension of its complement into P d−1 (K) is strictly less than d − 1. Let fix an u ∈ K d and let Ω 1 the definable constituted by the ℓ ∈ Ω 0 such that for all neighborhood V of u in
Proof. Let Ω 
For all definable O of P d−1 (K), we consider the definable
this shows that it is of dimension less that d.
Lemma 5.6. For almost all ℓ ∈ Ω 1 ( i.e. in a dense subset of Ω 1 ),
Proof. Suppose u = 0 to simplify the notations. For any ℓ ∈ Ω 1 , we have
, hence one inclusion is proven. For the other one, let X be the definable set
parametrizing lines ℓ ∩ U . Let us apply a cell decomposition of X relatively to the t variable. We recall the notation X x for the fiber of X above x ∈ K d \{0}. There are three cases. Either 0 is in the interior of X x , or is in its (definable) boundary ∂X x , or it is outside X x . We do not need to consider the last case, because ℓ ∈ Ω 1 . For the first one, (π
, hence the inclusion is satisfied. For the case 0 ∈ ∂X x , up to a set of ℓ of dimension less than d − 1, we also have the inclusion, because the function (of the variable x) describing the centers of the cell is almost everywhere continuous.
Then there is a dense open definable subset of Ω 1 such that for all z ∈ C Λ,Ω u (U ), with ℓ := π u (z), and all λ ∈ Λ small enough (depending on z),
, and λ ∈ Λ, we have u + λz ∈ C Λ u (U ). From the inclusion ⊆ of Lemma 5.6, we have that for all λ ∈ Λ with ord(λz) ≥ α(ℓ), 
Proof. Let us show the inclusion C
) is a local Λ-cone with origin u, hence by Remark 3.16,
The other inclusion being clear, we showed that C
. But Lemmas 5.4 and 5.5 are also true for Λ ′ , provided that dim(C Then there exists a k-partition of U and
exists, yielding a definable function ψ :
we can neglect it and suppose U ′ = U . By Theorem 2.15, assume that ϕ is globally C-lispchitz on k-parts of a k-partition of U . The function
, in contradiction with Proposition 2.27 and the fact that ϕ is C-Lipschitz. By Lemma 2.20, f z has at least one limit value when λ → 0. As dim(Γ(f z ) \ Γ(f z )) = 0, this set is finite, so the z-definable A z ⊆ K m−d of adherence values at 0 of f z is nonempty and finite. By Lemma 2.13, there is a z-definable function
s,K sending bijectively A z to some B z and we can assume g z is constant on a neighborhood of each point of A z . We can moreover assume that if
is then well defined, and yields a k-partition of U . We can then apply Corollary 3.14, Remark 5.3, and Lemmas 5.4 to 5.7 to get Λ ′ ⊆ Λ and Ω ξ as required. For
′ small enough such that u + λz ∈ U ξ , we have
has a limit when λ ∈ Λ ′ goes to 0. To show that ψ is locally 1-Lipschitz, by Proposition 2.28, it suffices to show that 
As ϕ is locally 1-Lipschitz, for all λ ∈ Λ and y ∈ h −1 (λ), T y h −1 (λ) ⊆ A by Proposition 2.27. By Theorem 4.2, there is a (w h )-stratification, hence for all y in a dense subset of C Λ w (Γ(ϕ)), there is a sequence (y n , λ n ) → (y, 0) such that T y h −1 (0) is the limit of the T yn h −1 (λ), hence
We prove now the second point. Let z ∈ C Λ w (Γ(ϕ)), and (w n ) n ∈ Γ(ϕ), (λ n ) n ∈ Λ be two sequences such that w n → w and λ n (w n − w) → z. Denote by π the projection of Γ(ϕ) to U , and u n = π(w n ). Then (u n ) converges to u and (λ n (u n −u)) to a = π(z) ∈ C Λ u (U ). We fix an ε > 0. By Lemma 5.7, there is an a ′ ∈ C Λ,Ω u (U ) with |a ′ − a| ≤ ε and such that u + λa ′ ∈ U for every λ ∈ Λ small enough. Because ϕ is globally C-Lipschitz, we have
By taking the limit, we have
We can now finish the proof of Theorem 3.25.
Proof of Theorem 3.25. We have X ⊆ K m , definable of dimension less or equal to d. By Proposition 2.14, there is a definable Y of dimension less than d and a k-definable partition of X \ Y such that for each part X ξ , there is a ξ-definable open U ξ ⊆ K d and a ξ-definable differentiable locally 1-Lipschitz function φ ξ : U ξ → K m−d of graph Γ ξ such that for some permutation of coordinates γ ξ , X ξ = γ ξ (Γ ξ ). As the γ ξ are isometries, we have the equalities
By Lemma 3.9, it suffices to find a Λ ∈ D such that for all ξ,
. By Corollary 2.22, up to refining the partition we can assume lim y→u φ ξ (y) exists. If this limit is not v, both sides of the equality we need to show are 0, so we can assume the limit is v. Using Remark 5.3, Lemmas 5.4 to 5.7, and Proposition 5.9, we refine the partition and assume the hypotheses of Proposition 5.10 hold. To simplify, we keep the notations of Proposition 5.10,
As ϕ is locally 1-Lipschitz, z ∈ U → (z, ϕ(z)) preserves the motivic measure. By Proposition 2.27, for z small enough, |ϕ(z)| ≤ |z|, hence 0) ), the first and last equality begin obtained by density. Finally, by Proposition 5.2, we have 0) ). Putting the three equalities together, we get
Remark 5.11. In the above proof, we implicitly used that if dim(C
If not, then there would be some coordinate projection π :
5.3. Stabilisation of the tangent cone. We prove in this section that the tangent cone stabilizes, that is, the existence of a distinguished tangent cone. By Proposition 2.14, up to taking a k-partition and working on one of the kparts, we can suppose X is a graph of a locally 1-Lipschitz function ϕ defined on an open U ⊆ K d . Note also that only finitely many Λ ∈ D will occur, hence at the end we can pick a Λ ∈ D adapted to all the parts. In what follows, we fix an x ∈ K n to simplify the notations, but we are in fact working uniformly in x. Let u be the projection of x on K d . Let Λ ∈ D be as given by Corollary 3.14. Suppose first that C 
(U ) and ψ and ψ ′ agree. Hence 
Hence there is a nonempty definable D, and a definable function
is of dimension d + 1, and we can map it to X using
6. Application to the p-adic case 6.1. In this section we show how our results extend the work of Cluckers, Comte and Loeser [2] on p-adic local density.
For the remainder of the section, we fix K a finite extension of Q p . Let L ′ Mac = {0, 1, +, −, ·, (P n ) n > 0} the language of Macintyre, where P n is a predicate for n-th
.., x n })n ≥ 1 the analytic language, where −1 is the field inverse and K {x 1 , ..., x n } the ring of restricted power series (i.e.power series converging on O Note that the residue rings R n = O K /M n K are finite, because the residue field k K of K is finite, hence a k-partition of some definable of X ⊆ K n is in fact a finite partition of X. Counting points induces an isomorphism Q(h[0, 0, 0]) ≃ Z. More generally, let µ n,K be the Haar measure on K n , normalized by µ n,K (O n K ) = 1. This measure extends to a measure on definable sets of K m of dimension at most n, still denoted µ n,K . By [10, Proposition 9.2], if ϕ ∈ C + (h[m, 0, 0]) is of dimension at most n and integrable, then µ n (ϕ) = µ n,K (ϕ K ).
In particular, the definition of motivic local density specializes to the p-adic case. That is, if X ⊆ K n of dimension d and x ∈ K n , the motivic local density Θ d (X, x) ∈ C + ({x}) ≃ Q + equals the local density of X at x of [2, Definition 2. We have ord(λ) = ord(x 2 /y 3 ) = 2ord(x) − 3ord(y 0 ) and ac(λ) = ac(x 2 )/ac(y 0 ) 3 . As y 0 is a square, ac(y 0 ) is a square and ord(y 0 ) is even, hence for any (x, y) ∈ (K × )2 with ord(x) ≥ n, ord(y − y 0 ) ≥ n, x 2 /y 3 is a square, i.e.in Λ. Hence D(X, 0, Λ) ∩ B((0, y 0 , 0), n) is a graph of a 1-Lipschitz function. Hence that one computes by partitioning X into graphs of 1-Lipschitz functions using g : (x, y) ∈ X → (ac(x), ac(y)).
Hence in the paper [2] , each occurrence of SC Λ x (X) must be replaced by CM Λ x (X). With this modification, the first part of Theorem 3.6.1 of [2] remains true, as it is exactly our Theorem 3.25 applied to the theory of K.
Note that it is unclear how to attach multiplicities in the case of non locally constant constructible functions. We do not know how to suitably modify the definition of ν We mention also that Proposition 2.4.2 of [2] is false in general. For example, take ϕ n = 1 An , where A n = {x ∈ K | 0 ≤ ord(x) ≤ n}. We have Θ 1 (ϕ n )(0) = 0 but sup(ϕ n ) = 1 B * , with B * the unit ball without 0 and Θ 1 (1 B * )(0) = 1. It is used in [2, Section 5.1] to reduce the second part of [2, Theorem 3.6.1] to the first part. As we have seen that the second part is meaningless without a way to attach multiplicities to constructible functions, this is not a problem. It is also used in the proof of [ 6.2. Uniformity in p. Since the pioneering work of Denef on the degree of Igusa's local zeta functions [13] , many results on model theory of the p-adics fields and padic integration have been improved into some versions uniform in p. This started with the uniform p-adic cell decompositions theorems of (Denef-)Pas [28] , [29] and was one of the motivation for the development of motivic integration. Denef and Loeser [14] show existence of motivic zeta functions specializing for almost every p to Igusa's zeta functions and later Cluckers and Loeser [9] prove a general specialization theorem for integrals of motivic constructible functions with parameters.
In this line of ideas, we prove in this section a uniform version of Theorem 3.6.1 of [2] . Let us recall the setting of [ . Any K ∈ C O can be seen as a L O -structure by interpreting t by ̟ K . We work in the tame theory T of all (0, 0, 0)-fields in the language L O and definable subassignments are considered up to equivalence in this theory. If X ⊆ h[n, r, s] is a definable subassignment, there is a N > 0 such that for any K ∈ C O,N , any L O -formula defining X defines the same set X K ⊆ K n × k K r × Z s which does not depends on the choice of ϕ K . This follows from logical compatness and Ax-Kochen-Eršov principle, see for example [15] .
A motivic constructible function ϕ ∈ C(Z) gives rise for some N > 0 and any K ∈ C O,N to some constructible function ϕ K : Z K → Q defined in the following way. Suppose first that ϕ = [Y /Z ] ∈ Q(Z). Then Y K is a subset of Z k × k ℓ K for a ℓ ≥ 0 and one set
, where π : Y → Z is the canonical projection. This extends by linearity to general functions in Q(Z).
If ϕ ∈ P(Z), then ϕ can be written in terms of L and definable morphisms α : Z → Z. We replace formally each occurrence of L by q K and each function α by α K : Z K → Z. This yields a function ϕ K : Z K → Z.
By tensor product, this defines a function ϕ K : Z K → Q for any ϕ ∈ C(Z), well defined for K ∈ C O,N for some N > 0 (depending on ϕ).
With this definitions, we can now state the specialization principle [9, Theorem 9.1.4]. Fix a definable morphism f : Z → S. Recall that we have a relative version of the measures, denoted µ S n and µ SK n,K , that assign measure to constructible function of dimension n relatively to S, in order to deal with integrals with parameters. For any motivic constructible function ϕ ∈ C(Z), of dimension n relatively to S and integrable relatively to S, there is a N > 0 such that for any K ∈ C O,N , µ S n (ϕ) K = µ SK n,K (ϕ K ). Using this result, we can prove the following uniformity theorem. For all K ∈ C Z , we write MV K ∞ and Θ K d for the mean value at infinity and the local density on K defined in [2] . Theorem 6.2. Let X ⊆ h[n, 0, 0] a definable subassignment of dimension d. Then there is a Λ ∈ D and a integer N > 0 such that for all K ∈ C Z,N ,
and for every x ∈ K n ,
Proof. Given the definition of Θ d , the first two equalities follow from the specialization principle and the fact that MV ∞ (ϕ) K = MV K ∞ (ϕ K ) which follow from the definition. The last equality follows from Theorem 3.25 and the first two equalities.
