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Abstract
Multicast is an important communication paradigm, upon which many distribution applications
are built, such as video-on-demand, live broadcasting, teleconferencing, large-volume content dis-
semination, etc. The efforts to support multicast at IP layer, however, have proved to be slow and
painful, due to factors such as ISP’s lack of incentives, shortage of address space, difficulty to
support reliable transmission and congestion control, and others.
Recently proposed overlay multicast[16] appears to be a more practical solution to address
above problems. In this approach, end hosts, instead of routers, organize themselves into a logical
overlay network and relay data to each other via unicast transport services. The fundamental dif-
ference between these two approaches, is that in IP multicast, the data forwarding/replication task
is performed by the routers, while in overlay multicast, the same task is performed by participating
end hosts of the overlay network. Although seemingly it just elevates the multicast functionality
into application layer, overlay network actually revolutionizes the way network applications can
be built. In IP network, except for nodes at the edge, the network is composed of routers, whose
task is no more than forwarding packets. In contrast, each node in overlay network is an intelligent
one that can collaborate and contribute various resources (CPU, storage, access bandwidth, etc.).
Our argument is validated by our study on supporting multimedia content distribution, a classical
multicast-based application, via overlay-based solution. We identify two key challenges of this
application: on-demand user requests, where different users may request to view the same multi-
media content at different times, and high throughput requirement, where the multicast solution is
demanded to maintain data distribution structure with high throughput to each user.
• Regarding the on-demand challenge, how to design overlay-based on-demand media distrib-
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ution solution by utilizing the flexibilities offered by overlay network (each host contributing
its own resources)? Furthermore, how do we quantify the performance tradeoff between the
new overlay-based solution to the traditional IP-multicast-based solutions?
• Regarding the high throughput challenge, a theoretical framework needs to be established
to model overlay multicast, which gives answers to the following questions. What is the
theoretical upper bound to maximize throughput of an overlay multicast session, and what
is the optimal solution (construction of multicast trees) to achieve so? When multiple ses-
sions exist, can fairness be achieved? Given answers to these questions, can we use this
model to analytically and quantitatively evaluate existing overlay multicast solutions and
offer theoretical guidance to the design of new ones?
• Given the fact that both challenges need to be addressed in practice, how to design practi-
cal overlay-based content distribution solution, which combines previously developed tech-
niques to each individual challenge? How to analyze the performance bound of our solution,
given the insights obtained when studying previous problems?
In this thesis, we report our solutions to the aforementioned challenges. Our work is built on
the overlay graph model. An overlay graph is a virtual network connecting end hosts of an overlay
multicast session. In the graph, an edge bridging two end hosts corresponds to their unicast route in
the physical network. Our objective is to find optimal data distribution path, i.e., optimal spanning
tree(s) (minimum cost, maximum throughput, etc.), on the given overlay graph. Our application is
on-demand multimedia distribution.
The contributions of this thesis are as follows.
• We propose an overlay-based on-demand media distribution solution. Through extensive an-
alytical and experimental analysis, we exhibit the great potential of overlay-based solution at
saving server load and network bandwidth consumption compared to the ideal IP-multicast-
based solutions.
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• Using multicommodity flow theory, we establish the theoretical foundation for multi-tree
overlay multicast. We note that such a foundation works for all kinds of distribution appli-
cations such as large-volume file downloading, teleconferencing, etc. Based on this foun-
dation, we propose a series of algorithms, which are able to derive the optimal solutions to
achieve (1) maximum throughput for a given multicast session, (2) maximum throughput for
multiple sessions, while maintaining weighted max-min fairness among them.
• Combining the techniques developed to individually address the on-demand and high through-
put challenges, we propose an overlay-based dynamic high-bandwidth content distribution
solution. Theoretically, we prove the approximation bound of our solution regarding the op-
timal throughput. Experimentally, we show our solution to greatly outperform the theoretical
bound, and give consistent performance to various node dynamics and network topologies.
v
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Chapter 1
Introduction
1.1 Motivation
Multicast is an important communication paradigm, upon which many distribution applications
are built, such as video-on-demand, live broadcasting, teleconferencing, large-volume content dis-
semination, etc. The efforts to support multicast at IP layer, however, have proved to be slow and
painful, due to factors such as ISP’s lack of incentives, short of address space, difficulty to support
reliable transmission and congestion control, etc.
Recently proposed overlay multicast[16] appears to be a more practical solution to address
above problems. In this approach, end hosts, instead of routers, organize themselves into a logical
overlay network and relay data to each other via unicast transport services. The fundamental dif-
ference between these two approaches, is that in IP multicast, the data forwarding/replication task
is performed by the routers, while in overlay multicast, the same task is performed by participating
end hosts of the overlay network. This difference offers overlay multicast the following unique
advantages.
• Easy Deployment: Requiring no special support from routers, overlay multicast can eas-
ily deployed without any administration effort. Therefore, an overlay network can be easily
setup, upon which many multicast-based applications can be run and tested. A typical exam-
ple of such overlay networks is PlanetLab[1], a global testbed for new Internet-based appli-
cations. This network currently reaches out to 440 nodes worldwide, and is every growing.
• Abundant End-host Resources: Unlike routers, whose only job is forwarding packets, end
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hosts, as relaying nodes in overlay network, offer a variety of abundant resources, including
CPU cycles, storage space, etc. These resources, if appropriately utilized, could greatly im-
prove the performance of distribution applications (e.g., on-demand multimedia streaming),
meanwhile saving transmission cost.
• Flexible Network Management: Since network management operations are carried out at
the end host, this gives us tremendous flexibilities to configure the overlay multicast session.
For example, in order to expand network capacity utilization and end-to-end throughput, one
can choose to setup multiple trees within a multicast session and distribute different slices
of data via different trees simultaneously.
Realizing these advantages, a large body of research works have been devoted to overlay mul-
ticast [16][32][48][10]. The primary motivation of these works is to “elevate” the multicast func-
tionalities into the application layer by designing and building working overlay multicast solutions
which can be instantly deployed without changing the current Internet infrastructure. Therefore,
overlay network was regarded as merely the “deployable alternative” of IP multicast.
In this thesis, we argue that overlay multicast not only is a deployable solution, but also revo-
lutionizes the way networking applications can be built. This is empowered by the above unique
advantages of overlay multicast. Our argument is validated by our study on supporting multime-
dia content distribution, a classical multicast-based application, via overlay-based solution. We
identify two key challenges of this application: on-demand user requests and high throughput re-
quirement. In the first challenge, different users may request to view the same multimedia content
at different times. In the second challenge, in order to maintain high-quality multimedia playback,
the multicast solution is demanded to maintain data distribution structure with high end-to-end
throughput to each user.
Existing studies show that the natural deficiency of IP multicast at addressing these two chal-
lenges. Regarding the on-demand challenge, IP multicast employs a push-based distribution
model, i.e., data is sent to all receivers simultaneously, assuming they require the content at the
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same time. Regarding the throughput challenge, the single-tree distribution structure of IP mul-
ticast bounds the highest achievable to be no greater than the capacity of the bottleneck link of
the entire tree. In this thesis, we study how overlay multicast can address the same challenges by
utilizing its own unique advantages. In particular, we study the following problems.
• Regarding the on-demand challenge, how to design overlay-based on-demand media distri-
bution solution by utilize the flexibilities offered by overlay network (each host contributing
its own resources)? Furthermore, how do we quantify the performance tradeoff between the
new overlay-based solution to the traditional IP-multicast-based solutions?
• Regarding the high throughput challenge, a theoretical framework needs to be established
to model overlay multicast, which gives answers to the following questions. What is the
theoretical upper bound to maximize throughput of an overlay multicast session, and what
is the optimal solution (construction of multicast trees) to achieve so? When multiple ses-
sions exist, can fairness be achieved? Given answers to these questions, can we use this
model to analytically and quantitatively evaluate existing overlay multicast solutions and
offer theoretical guidance to the design of new ones?
• Given the fact that both challenges need to be addressed in practice, how to design practi-
cal overlay-based content distribution solution, which combines previously developed tech-
niques to each individual challenge? How to analyze the performance bound of our solution,
given the insights obtained when studying previous problems?
1.2 Our Approach
In this thesis, we report our solutions to the aforementioned challenges. This thesis is divided into
three parts, each addressing one of them.
Our work is built on the overlay graph model. An overlay graph is a virtual network connecting
end hosts of an overlay multicast session. In the graph, an edge bridging two end hosts corresponds
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to their unicast route in the physical network. The edge weight represents different metrics of this
route, e.g., communication cost, available bandwidth, traffic amount, under different application
settings. Our objective is to find optimal data distribution path, i.e., optimal spanning tree(s)
(minimum cost, maximum throughput, etc.), on the given overlay graph.
We first study the problem of on-demand user requests. Here, users may request the same
media content at different times, and demand VCR-type functionalities. Many solutions have been
proposed in the context of IP multicast. The basic idea is to repeat the same media content on
different multicast channels over time. Clients are either enforced to be synchronized at the price
of service delay, or required to participate in several multicast sessions simultaneously. In overlay
network, we propose to leverage the temporal relation of asynchronous requests and end host
buffering capabilities to address the above challenges. Simply, an overlay graph is constructed,
where an edge from end host A to B indicates that if both of them request the same content
at different times, say A is earlier than B, B can receive the data cached at the local buffer of
A, instead of the server. Any spanning tree from this overlay graph can serve as the content
distribution path to asynchronous requests. We examine our solution through extensive analytical
and experimentation study, which shows it to be more scalable (server bandwidth cost) and efficient
(network bandwidth cost) than the ideal IP-multicast-based solutions.
We then study the problem of maximizing overlay multicast throughput. By setting up multiple
trees on an overlay graph, one can increase the aggregated throughput by maximally utilizing the
bandwidth of all end hosts. The key challenge here is how to determine the maximum throughput
of a multicast session, and the set of trees to achieve so. It is well known that the same problem
in IP multicast is NP-complete. In fact, it is also NP-complete to find the single tree of maximum
throughput in overlay multicast[17]. However, by using linear optimization techniques, we extend
the multicommodity flow theory to accommodate overlay multicast, and show that this problem is
solvable in polynomial time. Based on this foundation, we propose a series of algorithms, which
are able to derive the optimal solutions to achieve (1) maximum throughput for a given multicast
session, (2) maximum throughput for multiple sessions, while maintaining weighted max-min
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fairness among them.
Finally, we propose our overlay-based dynamic high-bandwidth content distribution solution,
which addresses both on-demand and high throughput challenges. Besides, our solution also takes
into account the fact that the overlay multicast session only has partial knowledge of the underlying
physical network. Theoretically, we prove the approximation bound of our solution regarding the
optimal throughput. Experimentally, we show our solution to greatly outperform the theoretical
bound, and give consistent performance to various node dynamics and network topologies.
1.3 Contributions
The major contributions of this thesis are as follows.
We propose an overlay graph model, which works as the unified framework for various overlay-
based applications. Our example in this thesis is the on-demand multimedia distribution. We
exhibit the great potential of overlay-based solution at saving server load and network bandwidth
consumption compared to IP-multicast-based solutions.
Using multicommodity flow theory, we establish the theoretical foundation for multi-tree over-
lay multicast. We note that such a foundation works for all kinds of distribution applications such
as large-volume file downloading, teleconferencing, etc. Our proposed algorithms can also be
employed as evaluation tools to study interesting questions such as the impact of IP routing at
constraining the maximum throughput of overlay multicast.
To the best of our knowledge, we are the first to discuss the important open problems of overlay
fairness and capacity utilization, which may become a particularly practical area of research due
to the exponentially increasing volume of active peer-to-peer data dissemination sessions being
constructed in the Internet.
5
1.4 Thesis Outline
The rest of this thesis is organized as follows. Chapter 2 introduces preliminary concepts of the
overlay graph framework.
Chapter 3 presents our solution to the overlay-based on-demand media distribution. In this
chapter, Section 3.1 overviews the problem of on-demand media distribution, and compares the
IP-multicast-based approach and overlay-multicast-based approach to this problem. Section 3.2
presents algorithms of finding and managing media spanning tree on the overlay graph. Section
3.3 analytically and experimentally evaluates the performance of our solution at saving server load
and network bandwidth cost. Finally, we present related work and concludes.
Chapter 4 studies the problem of the optimal capacity utilization in overlay multicast. In this
chapter, Section 4.1 overviews the problem of large-volume data distribution in overlay multicast,
and presents the multicommodity flow framework. In Section 4.2, we first present an array of
combinatorial approximation algorithms to achieve the best capacity utilization in overlay multi-
cast. We then bring further reality into consideration, and propose online algorithms to address
the unsplittable flow problem. We finally revise all proposed algorithms to accommodate the case
when arbitrary dynamic unicast routing, instead of fixed IP routing, is employed in the underlying
physical network. By comparing results of two classes of algorithms in the same network setting,
we are able to quantify the impact of IP routing at constraining the optimal capacity utilization
of overlay multicast. Section 4.3 evaluates our proposed algorithms from various aspects of the
problem. Finally, we present related work and conclude.
Chapter 5 combines our results in previous two chapters by taking into account both factors
of node dynamics and high-bandwidth content distribution. In this chapter, Section 5.1 overviews
the problem of high-bandwidth dynamic content distribution. Section 5.2 presents algorithms of
finding and managing high-throughput spanning trees on the overlay graph. Section 5.3 evaluates
our solution. Finally, we present related work and conclude.
Finally, Chapter 6 concludes this thesis, and points out our future research directions.
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Chapter 2
Preliminary
We introduce basic concepts and terminology used in the rest of this proposal. Notations appeared
in this chapter are listed in Sec. 2.3.
2.1 Network Model
We consider a network (V,L), where V = {v1, v2, . . . , v|V|} represents the set of nodes. L is the
link set, where l = (va, vb) ∈ L represents a physical link from node va to vb. We assume each
physical link to be directed, which is the case for most real networks. However, all the algorithms
presented in this proposal also apply for the undirected network model.
Consider k multicast sessions M1,M2, . . . ,Mk. Each session Mi ⊆ V . It consists of one
server S(Mi) and several receivers R1(Mi), R2(Mi), . . . , R|Mi|−1(Mi). Normally, receivers
grouped in one session have common interests with the data disseminated by the server. A network
node vi ∈ V can belong to several sessions.
2.2 Overlay Graph
2.2.1 Definition
Within each session Mi, an overlay graph Gi = (Mi, Ei) is formed. Gi is a directed virtual
graph, where an edge e = (Rm(Mi), Rn(Mi)) ∈ Ei represents a data relay path from Rm(Mi) to
Rn(Mi). The path corresponds to the unicast route between these nodes in the physical networkL.
The edge weight of e represents various metrics of this route, e.g., communication cost, available
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Figure 2.1: Illustration of Overlay Graph
bandwidth, traffic amount, under different application settings. An overlay graph can take the
following forms:
• Complete Graph. If the physical network L is not partitioned, there exists a route between
any pair of nodes, which indicates that a node can relay data to any other nodes of the
multicast session, except for the sender. Therefore, the overlay graph can be a complete
graph. Such a graph configuration suits well for scenarios where richly connected overlay
paths are required, and the session size is limited, such as resilient routing [5].
• Overlay Mesh. Since maintaining a complete graph is not scalable as the size of the multi-
cast session increases, one can choose to construct the overlay graph as only a subgraph of
the complete graph, i.e., a mesh[16].
• Data Dependency Graph. In previous overlay graph examples, an edge exists between
two nodes simply because we can physically transfer data from one to another. Such a
definition is suitable for application scenarios where distribution is simultaneous, such as live
braodcasting, teleconferencing, etc. In other scenarios where distribution is asynchronous,
such as peer-to-peer file sharing or on-demand streaming, there exists a data path from node
Rm to Rn, only when the data requested by Rn is locally available at Rm. In this case,
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the edge (Rm, Rn) not only represents the data path, but also the data dependency relation
between Rm and Rn.
2.2.2 Overlay Graph Management
The overlay graph changes dynamically: (1) when a new receiver arrives, a new node is inserted
into the graph; (2) when a receiver quits, its corresponding node is removed from the graph. The
management of overlay graph can be centralized or distributed.
In the centralized approach, the manager node of the multicast session, normally the server,
has the global view of the overlay graph. In order to maintain such a global view, each new node
joining the multicast session must report to the server. In return, the server feedbacks to the new
node with information of existing nodes in the overlay graph, and arbitrate the joining node to
setup new edges with all, or some of them. Likewise, when a node leaves the multicast session, or
fails, the server must be notified to remove edges attached to this node.
In the distributed approach, each node only maintains information of its overlay graph neigh-
bors. Nodes are interconnected via various distributed routing mechanisms, such as link-state
protocol, distributed hash table, etc. These mechanisms can effectively capture and propagate the
dynamic change (node joining and leaving) of the overlay graph to its members.
2.2.3 Finding Spanning Trees
With the introduction of overlay graph framework, we can view the problem of data distribution
via overlay multicast as finding single or multiple spanning trees within the overlay graph, each
of which reaches all receivers of the multicast session. These trees work as the data paths for
distribution, and are optimized depending on different application scenarios.
Common optimal spanning trees include minimum cost tree and maximum bandwidth tree. The
former one is the tree with the smallest aggregated transmission cost (hop count, delay , etc.) of all
tree edges. The latter one is the tree with the greatest bottleneck bandwidth of all tree edges. Note
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that to find a single maximum bottleneck tree is NP-hard in overlay multicast[17], mainly due to
its unique “link-reuse” feature. Namely, a physical link l ∈ L may appear in an overlay tree more
than once, since it might be traversed by the unicast route of many overlay edges. This is not the
case for IP multicast, where each physical link appears on a given tree at most once. If we define
the throughput of a tree as the throughput on its bottleneck link, we are also interested in finding
multiple trees, whose aggregated throughput is maximized.
As the overlay graph can be changed dynamically due to node joining or leaving, so will be its
spanning tree. Upon the overlay graph change, spanning tree can be built in one the following two
ways.
• Total Reconstruction. We tear down the existing tree and rebuild a new one from scratch,
which reaches out to all members of the current overlay graph. This operation is triggered
periodically or whenever the overlay graph is changed.
• Incremental Update. Each time a new node joins, or an old node leaves the overlay graph,
the tree is updated locally, in which only the changing node and its neighbors are affected,
while the rest of the tree stays unchanged.
Depending on the application scenario, which determines how the overlay graph evolves over
time, different tree building ways are adopted. The way of building from scratch can be expen-
sive and disruptive to content distribution, in comparison to the incremental tree-building fashion.
However, in terms of optimality of the constructed tree, the former solution normally achieves
better result than the latter one, which cannot adapt to the change of overlay graph through global
reorganization.
In each remaining chapter of this thesis, we will work on different scenario of content dis-
tribution with different optimization objectives, and adopt different tree construction solutions,
followed by the theoretical analysis and experimental evaluation of their performances.
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2.3 Notations
Notation Definition
va ∈ V , a = 1, . . . , |V| Physical Network Node
l = (va, vb) ∈ L Physical Network Link
cl Capacity of Link l
Mi, i = 1, . . . , k Multicast Session
S(Mi) Sender of Session Mi
Rm(Mi), m = 1, . . . , |Mi| − 1 Receiver of Session Mi
Gi(Mi, Ei) Overlay Graph of Session Mi
e = (Rm(Mi), Rn(Mi)) ∈ Ei Overlay Graph Edge
Table 2.1: Notations used in Chapter 2
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Chapter 3
Overlay-based On-demand Media
Distribution
3.1 Problem Overview
3.1.1 Application Background
In this chapter, we focus on the on-demand challenge in content distribution applications. Large-
scale on-demand multimedia distribution has been shown as one of the killer applications in the
current and next generation Internet. The fundamental challenge of this problem is the unpre-
dictability of user requests in the following aspects: (1) asynchrony, where users may request the
same media object at different times; (2) non-sequentiality, where users’ stream access pattern is
VCR-type, instead of sequential (from beginning to end); and (3) burstiness, where the request
rate for a certain media object is highly unstable over time. The basic approach of traditional IP-
multicast-based solutions [22, 25, 30, 31] is to repeat the same media content on different multicast
channels over time. Clients are either enforced to be synchronized at the price of service delay, or
required to participate in several multicast sessions simultaneously.
3.1.2 Solution Overview
We argue that this is not necessarily the case in the context of overlay networks. In fact, we
should leverage the temporal correlation of asynchronous requests and the buffering capabilities
of overlay nodes to address the above challenges. As shown in Fig. 3.1, by enabling data buffering
on the relaying nodes in an overlay multicast tree, requests at different times can be satisfied by
the same stream, thus achieving efficient media delivery. Based on this foundation, we propose
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Figure 3.1: Conceptual Comparison of IP Multicast and Overlay Multicast
an application-layer asynchronous streaming multicast mechanism. The problem setting of our
solution depends on the following assumptions.
• Each media content (e.g., a title movie) is managed by a server, which maintains a multicast
session to distribute the content to requesting clients. A client node can request a certain
media object by joining or leaving the corresponding multicast session at any time.
• Instead of viewing the content in a sequential fashion, a client node can freely skip foward/back
to see any segment of the content. From the viewpoint of multicast service, it is not viewed
as a continuous operation of an existing client, but the end of old request, and simultane-
ously, the request from a new node asking for the content starting from certain offset. In this
way, the operations of overlay graph simplify into node joining and node leaving.
Based on the above assumptions, the tree construction algorithm introduced in this chapter
belongs to the type of “incremental update”, according to the categorization outlined in Sec. 2.2.3.
The main contributions of our solution include the following favorable properties, supported and
verified by extensive analytical and experimental results:
(1) Scalability: We derive the required server bandwidth, which defeats the theoretical lower
bound of traditional multicast-based approaches, under both sequential and non-sequential access
patterns. This may be achieved when we allow each relaying node in the multicast tree to buffer
at most 10% of the media streams. Furthermore, over a certain threshold, the required server
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bandwidth no longer increases as the request rate grows, which suggests the robustness of our
solution against “flash crowds”.
(2) Efficiency: In previous work, server bandwidth has been used as the sole metric to evaluate
system scalability and performance. However, bandwidth consumption on the backbone network
for any streaming scheme has not been evaluated. This issue is of particular interest due to the fol-
lowing conjecture: although overlay networks inevitably introduce topological inefficiency (link
stress and stretch) compared to IP multicast, the benefit introduced by asynchronous streaming
multicast in may overshadow such inefficiency. Towards analyzing the efficiency of our solution,
we investigate this conjecture analytically, the results of which have been confirmed by our exper-
iments.
All notations appeared in this chapter are listed in Sec. 3.6.
3.1.3 Problem Formulation
We formulate the on-demand streaming problem using the temporal dependency model. Receivers
interested in the same media object (e.g., movie) are grouped into one multicast session, say M.
For the ease of illustration, we only consider the case of distributing a single media object. There-
fore, we simplify the notation of a receiver from Ri(M) to Ri.
Temporal Dependency Model
We consider two asynchronous receivers Ri and Rj . The object is played back at a constant bit
rate of one byte per unit time. Ri starts at time si from the offset oi. Rj starts at time sj from the
offset oj. With respect to these offsets, the unit is bytes. Since the playback rate is one byte per
unit time, the unit is equivalently time unit as well. This is convenient to compare these offsets
with time instants (e.g., si and sj). The time lengths of Ri and Rj are li and lj . We define Ri as the
predecessor of Rj , Rj as the successor of Ri (denoted as Ri ≺ Rj), if the following requirements
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are met: ⎧⎪⎨
⎪⎩
oi + li > oj if oi ≤ oj
oj + lj > oi if oi > oj
(3.1)
sj − oj > si − oi (3.2)
Inequality (3.1) demands that the media data requested by Ri and Rj must (partially) overlap.
Inequality (3.2) means that Ri must retrieve the data before Rj does. Note that these are two
parallel requirements, when both of which are met can Ri be the predecessor of Rj . Also, they
only apply to the common piece of data requested by Ri and Rj .
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Figure 3.2: Temporal Dependency Model
Fig. 3.2 (a) and (b) show examples of temporal dependencies under sequential and non-sequential
access patterns. In both figures, R1 ≺ R2 ≺ R3. Notice that in case of sequential access,
o1 = o2 = o3 = 0. From the definition, we may observe that R1 has the potential to benefit
R2 in that, R2 could (partially) reuse the stream from R1 rather than obtaining it directly from the
server. Note that in Fig. 3.2(b), R2 is the predecessor of R3, even though R3 starts earlier than R2.
This case will not occur when all requests observe sequential access patterns (Fig. 3.2(a)).
We claim that all on-demand media streaming algorithms could be described based on the
temporal dependency model. In all algorithms, R2 utilizes its predecessor/successor relation with
R1 to conserve server bandwidth, only with different ways of reusing the stream from R1.
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IP-multicast-based Solutions: a Review
We first review the IP-multicast-based streaming algorithm. In [22], Eager et al. point out that
Hierarchical Stream Merging (HSM) can achieve the theoretical lower bound of server bandwidth
consumption for all multicast-based on-demand streaming algorithms, if the client has unlimited
receiving bandwidth and buffering space. Therefore, the algorithm presented here does not belong
to any particular implementation of the IP-multicast-based solution family, but rather an ideal case,
in which the theoretical lower bound in [22] can be achieved. Our purpose here is to establish a
theoretical baseline, against which our proposed algorithm can be evaluated and compared.
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Figure 3.3: Examples of Hierarchical Stream Merging
We illustrate the algorithm using the requests shown in Fig. 3.2 (a) and (b) as examples. In
Fig. 3.3 (a), since R1 has no predecessor, it opens a multicast session from the server to retrieve
the requested data. R2 initiates another multicast session upon its arrival. Meanwhile, it also
listens to the session of R1 to prefetch data from R1. R2 stays in both sessions until the point
when the prefetched data starts to get played. From this point on, R2 continues to prefetch data
from R1’s session and withdraws from its own session. We claim that R2 “joins” R1 at this point.
Similarly, R3 initially opens its own multicast session and retrieves data from sessions of both R1
and R2 at the same time. It then withdraws from its own session and joins R2 at the point when
the data prefetched from R2 may be used. Finally, R3 joins R1. Within the algorithm, each request
repeatedly joins the ongoing multicast session of its closest predecessor until it catches up with
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the earliest one. The initial missing portion is offered by opening a “make-up” session from the
server. Similar results are obtained in the non-sequential case, illustrated in Fig. 3.3(b).
As shown in the figures, the multicast sessions initially opened by R2 and R3 are terminated
once all their members are merged into R1’s session. The requirement on server bandwidth is
thus significantly reduced, compared to opening three separate unicast sessions to accommodate
each request. Obviously, to reuse the stream from Ri, Rj must satisfy si + li > sj , in addition to
Inequality (3.1) and (3.2).
Overlay Multicast
Using the same example in Fig. 3.2, we illustrate how overlay multicast works. We assume that
each request is able to buffer the streamed data for a certain amount of time after playback. This can
be achieved by using a circular buffer to cache the stream. For example, as shown in Fig. 3.4(a),
R1 has a buffer capable of storing data for time length W1. In other words, any data cached in
the buffer is kept for a time length of W1, after which it is replaced by new data. Obviously, all
requests that fall within this window may potentially be served by R1. In this case, R2 directly
retrieves its stream from the buffer of R1. R3 is unable to stream from R1 since it falls outside
the buffer window of R1. Instead, it streams from the buffer of R2. The only difference in the
case of non-sequential access (Fig. 3.4(b)) is that, R3 needs to stream from the server for the initial
portion, which is not available at R2.
In overlay multicast, it needs only one server stream to serve a group of requests, if any request
has a predecessor in the same group, except for the earliest one. However, the difference is that
members within the group receive data asynchronously. Also in this approach, although a request
may have multiple sources, the streaming from different sources is sequentialized. For example, in
Fig. 3.4(b), R3 first streams from the server, then switches to R2. It keeps only one live connection
throughout its entire session. In HSM, on the other hand, a request needs to stream from multiple
sources in parallel.
To summarize, in our algorithm, in order to reuse stream from Ri, Rj must meet the following
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Figure 3.4: Overlay Multicast
requirement besides those listed in Inequality (3.1) and (3.2):
(sj − oj)− (si − oi) < Wi (3.3)
(sj − oj)− (si − oi) is also referred to as the buffer distance between Ri and Rj . If Inequality
(3.3) is satisfied, we further define Ri as the buffer-constrained predecessor of Rj , Rj as the buffer-
constrained successor of Ri, denoted as Ri
Wi≺ Rj . Henceforth in this paper, we simply refer to Ri
as the predecessor of Rj, and Rj as the successor of Ri.
Discussions
In this subsection as well as the rest of the chapter, we consider the atomic data unit of media
streaming as byte. Consequently, the atomic time unit is the time needed to playback one byte
of the stream. We also use this metric to represent the length of the buffer window in overlay
multicast, upon which the theoretical model for performance analysis of our solution (Sec. 3.3) is
built. In this model, the content is considered as a byte string.
In practice, however, such fine-granularity metric is not realistic. The atomic unit of media
streaming is better positioned at the level of video/audio frame. The atomic time unit is the time
needed to playback one frame (e.g., 1/25 second). Nevertheless, since the obtained theoretical and
experimental results (Sec. 3.3) are presented using the abstract time unit (time needed to playback
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one data unit), the actual volume of the data unit only represents a matter of scale, while the results
stay unaffected.
3.2 Algorithms
We present the overlay-based media distribution algorithms in this chapter. With the temporal de-
pendency model introduced in Sec. 3.1.3, we first introduce how to construct the overlay graph. We
then present algorithms to find the minimum-cost spanning tree, which is the data path for media
distribution on the overlay graph. Finally, we discuss some practical issues in the implementation
of the algorithm.
3.2.1 Overlay Graph Construction
According to the temporal dependency model, if Ri is the predecessor of Rj, i.e., Ri
Wi≺ Rj , then
Rj could stream from Ri. An overlay graph is formed if a directed edge (Ri, Rj) exists for every
such pair. We further define its weight c(Ri, Rj) as the transmission cost, i.e., hop count, from Ri
to Rj .
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End host
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(a) Overlay Graph (b) Media Distribution Tree
Figure 3.5: Illustration of the Overlay-Based Media Distribution
We illustrate a sample overlay graph as follows. Within a multicast session M, there exist a
server S and a set of receivers R1, R2, R3, and R4. We have R1
W1≺ R2, R1
W1≺ R3 and R2
W2≺ R3.
The corresponding graph G = (M, E) is shown in Fig. 3.5(a). Since the server S can serve any
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receiver at any given time, it can be regarded as the predecessor of all of them. Thus, S has directed
edges to all other nodes in the graph.
Finally, we note that the global view of the overlay graph is not necessarily kept at any node.
Instead, each node in the graph only needs to keep the up-to-date knowledge of its neighbors, i.e.,
its predecessors and successors. We will discuss this issue at Sec. 3.2.4.
3.2.2 Finding Minimum-Cost Spanning Tree
Now we can formulate the problem of on-demand media distribution as constructing and main-
taining a media distribution tree on the given overlay graph.
Given an overlay graph, the optimal solution to minimize the overall transmission cost of media
distribution is to find the Minimal Spanning Tree (MST) on overlay graph. An example is shown
in Fig. 3.5 (b). In this figure, (S,R1), (S,R4), (R1, R2) and (R1, R3) are the tree edges.
We proceed to present our basic algorithm on MST construction and maintenance. Our algo-
rithm is fully distributed and incremental. First, we do not assume the existence of a centralized
manager to control the tree construction. Second, each new request joins the tree based on its local
decision, which only needs partial knowledge of the existing tree. Third, upon request departure,
the tree is quickly recovered since no global reorganization is required.
The algorithm is executed each time when a new request joins the graph, or when an existing
request departs. To tackle problems in both cases, our algorithm is split into two operations: MST-
Insert and MST-Delete.
We first present MST-Insert. Let Gins = (M∪Rins, Eins) be the resulting graph after the new
receiver Rins is added to G, MST-Insert is able to return MSTins = (M∪ Rins, ETins) as the new
MST for Gins.
Second, we present MST-Delete. Let Gdel = (M−Rdel, Edel) be the resulting graph after Rdel
is removed from the overlay graph, MST-Delete is able to return MSTdel = (M− Rdel, ETdel) as
the new MST for overlaygraphdel.
We use an example to illustrate these two algorithms. In Fig. 3.6 (a), when R3 leaves, it first
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MST-Insert(Rins, Eins, ET , ETins)
/∗ From all its predecessors, Rins finds parent Rmin,
whose transmission cost to Rins is minimal ∗/
1 Rmin ← argmin{c(Rpre, Rins) | (Rpre, Rins) ∈ Eins}
2 ETins ← ET ∪ (Rmin, Rins)
/∗ For all its successors Rsuc, Rins compares if the
transmission cost from itself to Rsuc is less than from
Rsuc’s current parent Rpar. If so, Rsuc is asked to
switch parent to Rins. ∗/
3 for each Rsuc ∈ {Rsuc | (Rins, Rsuc) ∈ Eins}
4 if c(Rins, Rsuc) < c(Rpar, Rsuc) | (Rpar, Rsuc) ∈ ETins
5 do ETins ← (ETins − (Rpar, Rsuc)) ∪ {(Rins, Rsuc)}
Table 3.1: When Rins is Inserted
MST-Delete(Rdel, Edel, ET , ETdel)
/∗ Rdel deletes the tree edge from its parent Rpar ∗/
1 ETdel ← ET − {(Rpar, Rdel) | (Rpar, Rdel) ∈ ET}
2 for each Rchi ∈ {Rchi | (Rdel, Rchi) ∈ ET}
do
/∗ Rdel deletes tree edge to each of its children Rchi ∗/
3 ETdel ← ETdel − (Rdel, Rchi)
/∗ From all its predecessors, Rchi finds the new parent
Rmin, whose transmission cost to Rchi is minimal ∗/
4 Rmin ← argmin{c(Rpre, Rchi) | (Rpre, Rchi) ∈ Edel}
5 ETdel ← ETdel ∪ (Rmin, Rchi)
Table 3.2: When Rdel is Deleted
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deletes itself from the MST (Lines 1 to 2 in MST-Delete), then notifies its children R4 and R5
to find their new parents as S and R4, respectively (Lines 3 to 5 in MST-Delete). In Fig. 3.6
(b), when a new request R6 joins, it first finds S as its parent (Lines 1 to 2 in MST-Insert), then
notifies its successor R4 to switch parent from S to R6, since c(R6, R4) < c(S,R4) (Lines 3 to 5
in MST-Insert).
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Figure 3.6: Illustration of the MST Algorithms
3.2.3 Algorithm Properties
We prove the correctness and optimality of the above algorithms as follows.
Correctness
Lemma 3.2.1. The overlay graph G is a directed acylic graph (DAG).
Proof. By Inequality (3.2), Ri ≺ Rj if and only if si − oi < sj − oj . Therefore, a loop Ri →
. . .→ Rk → Ri in G would mean that si− oi < . . . sk − ok < si− oi, which forms contradiction.
Thus G is a DAG.
Theorem 3.2.1. Both MST-Insert and MST-Delete generate loop-free spanning trees.
Proof. In line 2, MST-Insert adds one edge (Rmin, Rins) to the original tree. On the contrary,
MST-Delete deletes one edge in line 1. For the rest operations, both algorithms only replace old
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edges with new edges sharing the same destination. Therefore, the inbound degree of these nodes
remains unchanged as in the old spanning tree. To this end, we conclude that both algorithms
ensure the newly formed tree to have |M| − 1 edges. Moreover, every node except S in the tree
is ensured to have one and only one inbound edge. Thus the tree must cover every node of the
overlay graph.
Optimality
Lemma 3.2.2. Given the overlay graph G and its MST MSTG. If a node and the edges incident to
it are deleted from G, or an edge is deleted from MSTG, then correspondingly MSTG breaks into
several subtrees. Each subtree is a MST.
Proof. By Lemma 3.2.3, G is a DAG. Therefore, a tree on G is the MST if it satisfies that: (1)
except for the server S, each node Ri has one and only edge directed to itself, and (2) this edge is
the smallest weighted one of all edges directed to Ri. These properties still hold for all subtrees
MST0 through MSTn. Therefore, they remain to be MSTs.
Let Gdel be the resulting graph after the deletion of a node from G or the deletion of a tree
edge from MSTG. Let T0 = (M0, ET0 ), . . ., Tn = (Mn, ETn ) be the resulting subtrees of MSTG
(T0 through Tn are sorted according to the predecessor/successor order of their root nodes, i.e.,
root(T0) ≺ . . . ≺ root(Tn)). These subtrees can be connected into a spanning tree according to
the following method.
For each Tk (k = 1, . . . , n), among all edges in Gdel, which are directed to root(Tk), find out
the smallest weighted one and attaches it to Tk. This will result in a spanning tree Tdel of Gdel.
Lemma 3.2.3. Tdel is the MST of Gdel.
Proof. We first show that only edges destined to root(Tk) (k = 0) are qualified to be the candidate
MST tree edges besides those ones in Tk. We exclude other cases one by one. First, for each Tk
(k = 0, . . . , n), any edge e ∈ {(Ri, Rj) | Ri, Rj ∈ Mk, (Ri, Rj) /∈ ETk } is not a tree edge of
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Tdel. Otherwise, it will contradict with the fact that Tk is MST, which is proved in Lemma 3.2.3.
Second, consider an edge e destined to a non-root node v ∈ Tk from another subtree. If e is a tree
edge of Tdel, then e must have a smaller weight than the current edge pointing to v ∈ Tk. If so, e
should have appeared in MSTG and remained in Tk. This again contradicts the fact that Tk is MST.
Finally, edges pointing to root(T0) do not exist since root(T0) = S.
To this end, we conclude that each root(Tk) still remains in the MST of Gdel. To finish the
entire MST, we only need to connect the roots of these subtrees together. The method to construct
Tdel (presented before Lemma 3.2.3) is guaranteed to return a tree satisfying the properties of a
MST over G, which are listed in the proof of Lemma 3.2.3. Thus, Tdel is the MST of Gdel.
Theorem 3.2.2. The trees returned by MST-Insert and MST-Delete are MSTs.
Proof. Proof for MST-Delete can be directly achieved from Lemma 3.2.3, since Gdel is the result-
ing graph of G after the removal of Rdel and MST-Delete implements the method presented before
Lemma 3.2.3.
To prove MST-Insert, we first remove from MSTG those tree edges in the setOins = {(Ri, Rj) |
(Rins, Rj) ∈ Eins}. This will result in several subtrees of MSTG, namely T0, . . ., Tn (root(T0) ≺
. . . ≺ root(Tn)). Except T0, all other subtrees are rooted at different Rj . Note that Rins is also a
one-node tree rooted at itself. Now we add edges in Oins as well edges in Nins = {(Rins, Rj) |
(Rins, Rj) ∈ Eins} back to the old graph. All edges inOins ∪Nins are from one subtree to the root
node of another. According to Lemma 3.2.3, they are qualified as the candidate MST tree edges to
be added on. Now we can use the same method presented before Lemma 3.2.3 to construct MST.
MST-Insert implements this method in two steps. According to their predecessor/successor order,
The subtrees are sorted as T0, Rins, T1, . . ., Tn. Therefore, the algorithm first finds the smallest
weighted edge connected to Rins, as done in lines 1-2. Line 3-5 find the smallest edges for the rest
subtrees Tk (k = 1, . . . , n). Since the existing edge pointing to root(Tk) is already the smallest
one in G, we only need to compare it with the newly added edge (Rins, root(Tk)) to determine
which is smaller.
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3.2.4 Practical Issues
Content Discovery Service
The MST algorithms require that each request must have knowledge of all its predecessors and
successors. Therefore, a publish/subscribe service needs to be in place for the purpose of infor-
mation exchange and update. Intuitively, we could use the server as a centralized manager to keep
track of information of all active requests. In this way, each new request Rins must register itself to
the server before joining. The server then feedbacks Rins with information of all its predecessors
and successors. Then Rins is able to run the MST-Insert algorithm. When a request Rdel leaves,
it also needs to deregister itself from the server, before running MST-Delete.
This solution obviously suffers from drawbacks of all centralized approaches. Traditional static
content-based discovery solutions do not fit here, mainly for the following reasons. First, different
to other caching schemes, where a content of a buffer is fixed, we allow the content of a buffer to
be time varying. Second, each buffer is associated with its corresponding request, which has a life-
time. Therefore, events of buffer birth/death and buffer content changing will constantly invalidate
the content availability information, which results into higher volume of update messages.
To address these problems, we should leverage the temporal dependencies among different
requests. Our solution is summarized as follows. (1) We choose a number of end hosts as discovery
servers. Each server has a unique ID. (2) For each request Ri trying to register to the discovery
service, its call is directed to a subset of discovery server, which will keep the record of Ri until Ri
removes itself. This subset is determined by mapping the timing information of R i into a set of set
of server IDs. (3) Likewise, if Ri tries to query its successors or predecessors, its call is directed to
a subset of discovery servers, which keep the record of all successors and predecessors of Ri. This
subset is also determined through timing information mapping for R i. (4) The subsets in (2) and
(3) contain constant number of servers. Thus the message overhead for the above update or query
operations is constantly bounded.
We use N = {h0, h1, . . . , hn−1} to denote all discovery servers. If Ri needs to register to the
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discovery service, it first calls the hashing function r(Ri) to return a subset of discovery servers.
Then Ri sends update messages to these servers, which will keep its record. Similarly, function
p(Ri) returns a subset of servers, to which Ri sends the query messages about its predecessors.
Function s(Ri) is designed the same way for successor queries.
Let W be the buffer size, n the number of discovery servers, si the starting time of Ri, oi the
starting offset of Ri, the hashing functions are specified as follows.
r(Ri) = {hm, h(m+1) mod n} if m ·W ≤ (si − oi) mod (n ·W ) < (m + 1) ·W (3.4)
p(Ri) = {hm} if m ·W ≤ (si − oi) mod (n ·W ) < (m + 1) ·W (3.5)
s(Ri) = {hm} if m ·W ≤ (si − oi + W ) mod (n ·W ) < (m + 1) ·W (3.6)
In Fig. 3.7 (a), we illustrate the relationship between function r and p in three cases. In partic-
ular, Rpre1 is the predecessor of the request R1, Rpre2 is the predecessor of the request R2, Rpre3
is the predecessor of the request R3. In Fig. 3.7 (b), we illustrate the relationship between func-
tion r and s in three cases. In particular, Rsuc1 is the predecessor of the request R1, Rsuc2 is the
predecessor of the request R2, Rsuc3 is the predecessor of the request R3.
Rpre3Rpre2Rpre1
R3 R1 R2
W (n-1)W
h0 hn-1
r(Rpre3) r(Rpre1) r(Rpre2) r(Rpre3)
p(R3) p(R1) p(R2)
0
Time Space
Server Space
Rpre3Rpre2Rpre1
R3R1 R2
nW
h0 hn-1
r(Rpre3) r(Rpre1) r(Rpre2) r(Rpre3)
p(R3)p(R1) p(R2)
0
Time Space
Server Space
(a) Finding Predecessors (b) Finding Successors
Figure 3.7: Illustration of Hashing Functions
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From the figure we can see, the update message is directed to two consecutive discovery
servers, thus the request update overhead is 2. For both query operations (predecessors and suc-
cessors), the message overhead is 1.
Simplifying Session Switching
Under sequential access model, a receiver retrieves data from one predecessor (either server or
another request) throughout the entire session (recall Fig. 3.4(a)), if we preclude the condition that
the predecessor may fail. However, in case of non-sequential access, a receiver may have to switch
its session among different predecessors, e.g., R3 in Fig. 3.4(b).
Fig. 3.8(a) illustrates conditions which can cause session switching. As shown in the figure,
R4 initially receives stream from R1. When R1 finishes before R4 does, R4 has to find a new
predecessor to retrieve data from1. We claim that this case is unavoidable since R4 cannot know
when R1 will finish beforehand. If no predecessor is found, R4 directly streams data from the
server S, until a new predecessor R2 appears2. At this point, R4 switches from the server to R2.
This is consistent with the primary goal of our algorithm: to maximally save the server bandwidth,
i.e., R4 streams from the server only when it has no predecessor. Finally, if a new predecessor
R3 appears and the transmission cost between R4 and R3 is smaller than the cost between R4 and
R2 (c(R4, R3) < c(R4, R2)), R4 switches from R2 to R3. This is consistent with the secondary
goal of our algorithm: to save link cost as much as possible, i.e., R4 always chooses to stream
from its closest predecessor. However, to achieve this goal, R4 has to keep updated of newly
arrived requests and compares if they are closer than its current predecessor (recall lines 3 to 5
in MST-Insert), which will incur intensive message overhead. It also increases the number of
session switching times. To save session switching overhead, we simplify the basic algorithm as
shown in Fig. 3.8(b): R4 continues to stream from R2, without considering to switch to a closer
predecessor, namely R3. However, the price is that the basic algorithm’s optimality at saving link
1Notice that there is a time delay from the termination of R1 until R4 starts streaming from its new predecessor,
which is the buffer distance between R4 and R1. During this period, R1 flushes the data remained in its buffer to R4.
2Although R2 arrives later than R4, it can still be R4’s predecessor. A similar example is illustrated in Fig. 3.2(b)
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cost is sacrificed.
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Figure 3.8: Simplifying session switching
Degree Constrained MST
In the basic algorithm on MST operations, we did not constrain the outbound degree of a tree node.
Our assumption here is that each end host has unlimited outbound bandwidth to have as many
children as possible. However, when we limit the outbound degree of a tree node, the problem of
finding MST is NP-complete [26].
Our heuristic is as follows: for each newly arrived request, it finds one among its candidate pre-
decessors with smallest transmission cost, whose outbound degree has not reached the constraint
yet. Obviously, the heuristic algorithm is not optimal at reducing link cost. However, its optimality
at conserving server bandwidth remains intact. We postpone the proof to Sec. 3.3.1.
3.3 Performance Analysis
3.3.1 Scalability: Server Bandwidth Savings
In this section, we analyze the scalability of HSM and overlay multicast with respect to conserving
server bandwidth. We first introduce the analytical methodology, then derive the required server
bandwidth of each approach under different stream access patterns.
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Analytical Methodology
We consider the distribution of a single media object. The size of the object is T bytes. The object
is played out at a constant bit rate of one byte per unit time. Therefore the playback time of the
object is T time units. Client requests follow a Poisson process with arrival rate λ. We consider an
arbitrarily small portion of the object, say, a byte. This byte is located at the offset x of the object.
This byte is denoted as x.
Let us assume that x is multicast by the server at time 0, we need to know till when x needs
to be multicast again. Let X be the event of x being requested, ΛX is the average arrival rate of
X . We use a random variable w to denote the interarrival time of events in {X}. Let Z be the
event of server multicast of x. Clearly events in {Z} are a subset of events in {X}, since not
every request for x will trigger the sever multicast. We further use a random variable τ to denote
the interarrival time of events in {Z}. If we know the expected value of τ , denoted as E(τ |x)
(the expected value is conditional, depending on x’s location in the media object, i.e., x), then
with respect to the above raised question, x will be multicast again after time length E(τ |x). It
means that on average, x is multicast for 1
E(τ |x) times per unit time. Therefore, the required server
bandwidth for x is 1
E(τ |x) per unit time. Summarizing the bandwidth for all bytes in the object, the
total required server bandwidth B is given by
B =
∫ T
0
dx
E(τ |x) (3.7)
Therefore, the main goal of our analysis is to acquire E(τ |x).
Hierarchical Stream Merging
We start with the HSM algorithm. Analytical results in this subsection have appeared in related
works [22] and [35]. Assume that a request R1 requests the x at time 0 and triggers a server
multicast. x is requested later by R2 at time t. As outlined in Sec. 3.1.3, if R2 starts before time 0,
it can catch up the multicast of x. Otherwise, it misses the multicast at time 0, and x needs to be
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multicast again at time t.
The answer to whether R2 starts before time 0 varies depending on the stream access models
we assume. In our analysis, we choose two models: simple access and sequential access. They
are studied respectively as follows.
Simple Access Model
0 Tx
SS S
position in media object
Figure 3.9: Simple Access Model
Under simple access model, each request lasts for time length S (S < T ). The request starts
from an arbitrary offset of the object. For simplicity, we assume that the object is cyclic, which
means that the access may proceed past the end of the object by cycling to the beginning of the
object. As shown in Fig. 3.9, a request would contain x only if its starting offset is ranged within
(x − S, x). Assuming the starting offset of a request is uniformly distributed within (0, T ), then
the probability that this request contains x is S/T . Consequently, the arrival rate of event X is
ΛX = λS/T (3.8)
R2’s starting time s2 is ranged within the time interval (t−S, t). R2 will trigger a new multicast
of x if s2 > 0. As shown in Fig. 3.10 (a), if t ≤ S, then s2 > 0 with probability t/S. In this case,
with probability t/S, an event X will trigger an event Z. If t > S (Fig. 3.10 (b)), s2 > 0 is always
true. In this case, an event X will definitely trigger an event Z. Now we can derive the arrival rate
of event Z as follows
ΛZ =
⎧⎪⎨
⎪⎩
ΛXt/S if t ≤ S
ΛX if t > S
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Figure 3.10: Server Bandwidth Analysis of Hierarchical Stream Merging under Simple Access
Model
With ΛZ , we can derive that E(τ |x) =
√
πT
2λ
. Based on Eq. (3.7), the required server bandwidth
is
BsimHSM =
∫ T
0
dx
E(τ |x) ≈
√
2λT
π
(3.9)
The detailed derivation can be found in [35].
Sequential Access Model
Under the sequential access model, every request contains the entire object. Then it is obvious that
ΛX = λ (3.10)
As shown in Fig. 3.11 (a), if t ≤ x, R2 will definitely arrive no later than time 0. If t > x
(Fig. 3.11 (b)), then R2 will never arrive before time 0. Therefore, we have
ΛZ =
⎧⎪⎨
⎪⎩
0 if t ≤ x
λ if t > x
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Figure 3.11: Server Bandwidth Analysis of Hierarchical Stream Merging under Sequential Access
Model
With ΛZ , we have
BseqHSM =
∫ T
0
dx
E(τ |x) =
∫ T
0
dx
x + 1/λ
= ln(λT + 1) (3.11)
The detailed derivation can be found in [22].
Overlay Multicast
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Figure 3.12: Server Bandwidth Analysis of Overlay Multicast
We use the same analytical model to derive the required server bandwidth for overlay multicast.
However, we rephrase event Z as the server transmission (unicast) of x. For simplicity, we assume
that all requests have a unified buffer size W . Suppose R1 requested x at time 0, which triggered
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the server transmission of x. Then x will stay in the buffer of R1 for time W . Thus, if R2 requests
x within interval (0,W ) (Fig. 3.12(a)), x can be retrieved from the R1 and further buffered at R2
for time W . Otherwise (Fig. 3.12(b)), x has to be retransmitted by the server. In other words, a
“chain” is formed among consecutive requests (X event) if their interarrival times are within W .
The head request at each chain triggers the server transmission of x. Therefore, E(τ |x) is the
average time length of the chain. To derive E(τ |x), we first calculate the expected value of w,
the interarrival time of events X . If we know ΛX , then the expected number of events X during
interval (0, t) is
NX =
∫ t
0
ΛXdt = tΛX
Then the probability of no arrival of X during interval (0, t) is P (w > t) = e−NX , since events
in {X} are independent. Hence, the conditional distribution function of w is
Fw(t|x) = P (w ≤ t) = 1− eNX = 1− e−tΛX
Then the conditional density function can be derived as
fw(t|x) = dFw(t|x)
dt
= ΛXe
−tΛX
We then calculate the expected value of w when w ≤W . In this case, the “chain” is prolonged.
Ew≤W (w|x) =
∫W
0
tfw(t|x)dt
P{w ≤W} =
ΛX
1− e−ΛXW
∫ W
0
te−tΛXdt
Similarly, the expected value of w when w > W is derived as follows. In this case, the “chain”
is broken.
Ew>W (w|x) =
∫∞
W
tfw(t|x)dt
P{w > W} =
ΛX
e−ΛXW
∫ ∞
W
te−tΛXdt
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Let p = P{w ≤W}, we can derive E(τ |x) as
E(τ |x) =
∞∑
i=0
pi(1− p)(iEw≤W (w|x) + Ew>W (w|x))
Based on Eq. (3.7), we now have the unified form of B for overlay multicast.
BOM =
∫ T
0
dx
E(τ |x) =
∫ T
0
ΛX(e
ΛXW − 1)
e2ΛXW − ΛXW − 1dx (3.12)
When we substitute ΛX with Eq. (3.8), and (3.10), we can obtain the required server bandwidth
under simple access and sequential access models as follows.
BsimOM =
λS(e
λSW
T − 1)
e
2λSW
T − λSW
T
− 1
(3.13)
BseqOM =
λT (eλW − 1)
e2λW − λW − 1 (3.14)
Comparison
We plot Eq. (3.11) and (3.14) in Fig. 3.13(a), Eq. (3.9) and (3.13) in Fig. 3.13(b), as functions of
the average value of ΛX , which is calculated as
ΛavgX =
1
T
∫ T
0
ΛXdx
For sequential access and simple access models, ΛavgX is λ and λST , respectively. In both figures,
request rate is the number of requests issued per T time units, the object’s playback duration.
Server bandwidth indicates how many T bytes of data are streamed from the server during this
time. As ΛavgX grows, the cost of HSM is asymptotically increasing at different speeds (logarithm
growth for sequential model and square root growth for non-sequential model). The cost of overlay
multicast is identical under both models because of its unified form in Eq. (3.12). The cost reaches
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Figure 3.13: Server Bandwidth Analysis Results
its maximum value when ΛX = 1/W (the point where dBdΛX = 0).
The intuitive explanation behind this phenomenon is as follows. When the request rate is low,
the the length of the “request chain” (E(τ |x)) is short since there are very few requests spaced
out along the time, such that they rarely fall into each other’s buffer window. As the request rate
grows, the request inter-arrival time shortens, which makes a request more easily to fall into pre-
vious request’s buffer window, thus prolonging the request chain and offloading the server. The
length of the request chain grows exponentially, which eventually overcomes the linear growth of
ΛavgX after this threshold. This means that B can be finite in the face of unpredictable client request
rate. The maximum of B is further controllable by tuning W .
The Case of Random Access Model
We also consider a Random Access Model, where the request starts and ends at arbitrary offset of
the object.
0 To ex o eo e
position in media object
Figure 3.14: Random access model
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Suppose both the starting offset o and ending offset e of the request are uniformly distributed
(o < e), as shown in Fig. 3.14. Consider an arbitrary small portion x of the object, say a byte. If
o ≤ x, then in order to contain x, e must satisfy that x < e. The probability is T−x
T−o . If o > x, then
by no means x can be contained in (o, e). Therefore, we have
ΛX =
∫ x
0
λT−x
T−odo +
∫ T
x
λ · 0do
T
= λ
T − x
T
ln
T
T − x (3.15)
Similar to the analysis with simple access model in Sec. 3.3.1, we first derive ΛZ . Similar to
Fig. 3.11, if t > x, then R2 can never arrive before time 0, thus will trigger the multicast of x.
Otherwise, the probability that R2 arrives after time 0 is derived as follows
∫ x
x−t λ
T−x
T−odo
T
= λ
T − x
T
ln
T − x + t
T − x
Therefore, the arrival rate of Z becomes
ΛZ =
⎧⎪⎨
⎪⎩
λT−x
T
ln T−x+t
T−x if t ≤ x
ΛX if t > x
With ΛX and ΛZ , following the same procedure in Sec. 3.3.1 and 3.3.1, we can get the server
bandwidth for HSM and asynchronous multicast. However, we found it difficult to analytically
derive the closed forms with respect to server bandwidth for both HSM and asynchronous multicast
under this model. Experimental results (Sec. 3.3.3) suggest that the curves of random model are
very close to their counterparts in Fig. 3.13(b) (simple model).
Optimality of Degree-Constrained MST
We now have sufficient preparation to return to the issue of optimality of the degree-constrained
MST algorithm that we have previously proposed.
Theorem 3.3.1. Degree-constrained MST algorithm consumes the same amount of server band-
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width as the basic MST algorithm.
Proof. In the basic MST algorithm, a request streams from the server, only when it has no other
predecessor. If the degree-constrained MST algorithm is not equally efficient at saving server
bandwidth as the basic MST algorithm, then the following condition must happen. We consider x,
an arbitrarily byte of the object. As shown in Fig. 3.15, x is first requested by R1 at time 0, then
by R2 at time t. The buffer distance between R1 and R2 is less than the buffer size W . Yet R2 is
unable to stream from R1 because R1 is fully occupied by other request(s). As a result, R2 has to
stream from the server.
Without loss of generality, we assume that R1 is the only predecessor of R2, and R1 can only
stream to one of its successors at the same time, i.e., the degree constraint is 1. We now show that
this condition does not exist. Let us assume that R1 is occupied by another request R′1, then R′1
must appears between R1 and R2. Therefore, the buffer distance between R′1 and R2 is even closer
than the one between R1 and R2. Since we assume that all requests have unified buffer size, then
R2 has another predecessor R′1, from which it can stream from. Therefore, if R2 has to retrieve
x from the server, the only reason is that R2 does not fall into the buffer window of any of its
predecessors.
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Figure 3.15: Degree-constrained media delivery
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3.3.2 Efficiency: Link Bandwidth Reduction
Besides server scalability, multicast also offers network efficiency at reducing link cost. It is well
observed that the network overhead increases sublinearly as the multicast group size grows [42][4],
which implies that the optimal network efficiency can be achieved by maximally enlarging the
multicast group. In this section, we analyze the network efficiency of HSM and overlay multicast.
The layout of this section is the same with Sec. 3.3.1.
Analytical Methodology
We again use the analytical model in Sec. 3.3.1. Consider an arbitrary byte x located at offset x of
the object. Suppose x is multicast at time 0, then according to our analysis in Sec. 3.3.1, x will be
multicast again after E(τ |x). Therefore, all requests for x that fall within the interval (0, E(τ |x))
are served by the server multicast at time 0. In other words, they are aggregated into one multicast
group. We use G(x) to denote the number of receivers in this group. Clearly, G(x) = E(τ |x) ·ΛX .
We further use L(n) to denote the link cost of a multicast group with n receivers, i.e., number
of physical links this multicast group contains. Then the average per-member link cost is L(n)
n
.
Substituting n with G(x), the average link cost per request for x is L(G(x))
G(x)
. Summarizing for all
bytes in the object, the total link cost per request C can be formulated as
C =
∫ T
0
L(G(x))
G(x)
dx (3.16)
Since we already know E(τ |x), G(x) can be easily derived. The main goal of our analysis in
this section is to acquire L(n).
Hierarchical Stream Merging
The derivation of L(n) varies depending on the network topology. Even within the same topology
model, L(n) still takes different forms, since HSM depends on IP multicast, and overlay multicast
is end-host based. In our analysis, we use the k-ary tree model, which was also adopted in [42]
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and [4]. Consider a k-ary tree of depth D. Each tree node is a router. The server is attached to the
root node, while clients are attached to the leaf nodes. Since we mainly care about link cost on the
backbone, the cost from client to the leaf node is ignored. Therefore, only data traveled within the
k-ary tree is counted.
We first derive L(n) for IP multicast. For this purpose, we introduce the reachability function
U(s), which denotes the number of tree nodes that are exactly s hops away from the source.
In k-ary tree topology, U(s) = ks, which is the number of nodes at tree level s. As shown
in Fig. 3.16(a), consider a client H0 attached to a random leaf node. The multicast path from the
server to H0 passes tree nodes of all levels. Then for an arbitrary node Ns at level s, the probability
that the path goes through Ns is 1U(s) =
1
ks
. If there are n clients, then the probability that none
of their paths goes through Ns is (1 − 1U(s))n. Therefore, the probability that Ns belongs to the
multicast delivery tree is (1− (1− 1
U(s)
)n). L(n) (the size of the multicast tree) is thus given by
LIP (n) =
D∑
s=1
U(s)(1− (1− 1
U(s)
)n) ≈ n( 1
ln k
+ D − lnn
ln k
) (3.17)
The detailed derivation of Eq. (3.17) can be found at [42]. Based on Eq. (3.16) and (3.17), we
can derive the unified form of link cost for HSM as follows
CHSM =
∫ T
0
(
1
ln k
+ D − ln(GHSM(x))
ln k
)dx (3.18)
Under sequential access model, GseqHSM(x) = λx + 1 (derived from Eq. (3.11) and (3.10)).
Under simple access model, GsimHSM(x) = S
√
πλ
2T
(derived from Eq. (3.9) and (3.8)). Now we can
derive the link cost of HSM under these two models.
CseqHSM = T (
1
ln k
+ D) +
λT − (λT + 1) ln(λT + 1)
λ ln k
(3.19)
CsimHSM = T (
1
ln k
+ D −
ln(S
√
πλ
2T
)
ln k
) (3.20)
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(a) IP Multicast (b) Overlay Multicast
Figure 3.16: k-ary Tree Topology Model
Overlay Multicast
Now we derive L(n) for overlay multicast. Since this approach is end-host based, we need to
derive the average unicast path length s between two clients. As shown in Fig. 3.16(b), for a given
client H0 attached to leaf router N0, let s be the distance between H0 and another client H1. s is 0
if H1 is also attached to N0 (ignoring local link cost), which happens with probability 1/kD. If the
router of H1 shares the same parent with N0 (probability k/kD), s is either 2 or 0. In general, s is
no more than 2h if C0 and C1 reside in the same subtree of height h. Therefore, we can summarize
the probability distribution of s as
F (s) = ks/2−D (3.21)
If C0 could receive data from m other clients, then the probability that none of them is within
distance s to C0 is (1 − F (s))m. Then the distribution function of the distance from C0 to the
nearest one of these clients is given by
Fm(s) = 1− (1− F (s))m
We can further acquire the probability density function fm(s) = dFm(s)ds . Then the expected
value of s can be derived as follows.
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Em(s) =
∫ 2D
0
s · fm(s)ds =
∫ 2D
0
s ·m(1− ks/2−D)m−1 ln k
2kD
ds (3.22)
Let y = 1− ks/2−D, then Eq. (3.22) becomes
∫ 1− 1
kD
0
2 ln[(1−y)kD ]
ln k
·mym−1dy = 2 ln(kD)
lnk
∫ 1− 1
kD
0 my
m−1dy + 2
lnk
∫ 1− 1
kD
0
ln(1−y)
ln k
·mym−1dy
= 2D · ym
∣∣∣1−
1
kD
0
+ 2
ln k
· ln(1− y)ym
∣∣∣1−
1
kD
0
+ 2
lnk
∫ 1− 1
kD
0
ym
1−ydy
= [2D + 2
lnk
ln( 1
kD
)](1− 1
kD
)m + 2
lnk
∫ 1− 1
kD
0
ym
1−ydy
(3.23)
Now the only unsolved integral form of Eq. (3.23) is ∫ 1− 1kD0 ym1−ydy. We define it as N(m).
then we have
N(m)−N(m− 1) = − ∫ 1− 1kD0 ym−1dy = − (1− 1kD )mm
N(0) =
∫ 1− 1
kD
0
1
1−ydy = − ln( 1kD )
Then we derive N(m) as follows
L(m) = − ln( 1
kD
)−
m∑
i=1
(1− 1
kD
)i
i
(3.24)
Since kD (total number of leaf nodes) is usually large, we can approximate (1− 1
kD
) as 1. After
combining Eq. (3.23) and (3.24), we finally have
Em(s) ≈ 2D − 2
ln k
m∑
i=1
1
i
(3.25)
Since
∑m
i=1
1
i
is asymptotically close to lnm, we can simplify Eq. (3.25) as 2(D − lnm
ln k
).
Summing up the above derivations, we have
Em(s) =
∫ 2D
0
s · fm(s)ds ≈ 2(D − lnm
ln k
) (3.26)
As mentioned in Sec. 3.3.1, in overlay multicast, a “chain” is formed among consecutive re-
quests, whose interarrival times are within the buffer size W . All requests on this chain form a
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multicast group. The header request unicasts data from the server. The link cost of this path is D.
Each following request streams from one of its predecessors, whose buffer distance to itself is no
more than W . The number of such candidate predecessors is m = WΛX . Then the link cost for a
multicast group of n requests is given by
LOM(n) = D + (n− 1)Em(s) = D + 2(n− 1)(D − lnm
ln k
) (3.27)
Based on Eq. (3.16) and (3.27), the unified form of link cost for overlay multicast is
COM =
∫ T
0
D + 2(GOM(x)− 1)(D − lnmlnk )
GOM(x)
dx (3.28)
GOM(x) is derived from Eq. (3.12) as follows.
GOM(x) =
e2ΛXW − ΛXW − 1
eΛXW − 1
Substituting ΛX with Eq. (3.10) and (3.8), we obtain the link cost under sequential and simple
access model as follows.
CseqOM = T
[ eλW − 1
e2λW − λW − 1(
2 lnλW
ln k
−D) + 2(D − lnλW
ln k
)
]
(3.29)
CsimOM = T
[ eλSWT − 1
e
2λSW
T − λSW
T
− 1
(
2 ln λSW
T
ln k
−D) + 2(D − ln
λSW
T
ln k
)
]
(3.30)
Comparison
We plot Eq. (3.19) and (3.29) in Fig. 3.17 (a). As shown in the figure, the first terms of Eq. (3.29) is
negligible unless the buffer size is small (e.g., W = 0.04T ). Furthermore, this term exponentially
approaches zero as the request rate λ increases. Therefore, Eq. (3.29) can be simplified to 2T (D−
lnλW
ln k
). The scale factor here is the minus term (− 2T lnλ
lnk
). The remaining part of the equation is
constant. Similarly, the first term of Eq. (3.19) is also negligible. Then its scale factor is (− T ln(λ)
lnk
).
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Figure 3.17: Analysis of Multicast Link Cost per Request in k-ary Tree Network(k = 4, D = 5)
The remaining part is constant. Reflected in the figure, the slope of overlay multicast is steeper
than HSM since the scale factor of Eq. (3.29) is two times the scale factor of Eq. (3.19). Although
decreasing more slowly, the cost of HSM is still the smallest, unless the buffer size W of overlay
multicast becomes very large. Also note that increasing W for overlay multicast can help move
down the curve, but has nothing to do with the scale factor. Furthermore, the diminishing return
of increasing W is logarithmic. This is determined by the minus term (− T lnW
ln k
) in Eq. (3.29).
Finally, we note that the above equations become inaccurate as they approach 0. This is because
L(n) (Eq. (3.17) and (3.27)) is invalid when the group size n reaches its saturation point [42], i.e.,
the number of clients exceeds the number of leaf routers (n ≥ kD).
Fig. 3.17(b) plots Eq. (3.20) and (3.30). The costs of overlay multicast are the same in Fig. 3.17
(a) and (b) because of their unified form in Eq. (3.28). However, the scale factor of HSM (Eq.
(3.20)) reduces to (− ln
√
λ
lnk
). Reflected in the figure, the curve of HSM decreases more slowly. This
gives overlay multicast a better chance to outperform HSM.
The case of Power-Law Topology
We also analyze the link cost on power-law network topology[23]. For each node in this network,
it has k · sα neighbors of distance within s hops. k and α are constants. The maximum distance of
two nodes is D, denoted as the diameter of the network. The network size is consequently k ·Dα.
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We first derive L(n) for HSM. Suppose the multicast source is attached to a random node in
the network. The reachability function U(s) = k(sα − (s − 1)α), which is the number of nodes
reachable in exactly s hops from the source. Consider a a random client H0 and a node Ns; Ns is
s hops away from the source. If the multicast path of H0 runs through Ns, then the following two
conditions must be met: (1) H0 must be attached to a node, whose network distance to the source
is equal or larger than Ns (probability kD
α−k(s−1)α)
kDα
); (2) C0 locates exactly below Ns (probability
1
U(s)
). Therefore, Ns is on the multicast path with probability p = D
α−(s−1)α
U(s)·Dα . Suppose there are n
clients, then the probability that at least one multicast path runs through Ns is (1− (1−p)n). L(n)
(the size of the multicast tree) is thus given by
LIP (n) =
D∑
s=1
U(s)(1−(1−D
α − (s− 1)α)
U(s) ·Dα )
n) =
D∑
s=1
k(sα−(s−1)α)(1−(1− D
α − (s− 1)α)
k(sα − (s− 1)α)Dα )
n)
(3.31)
Following the same procedure in Sec. 3.3.2, we can get CsequentialHSM and C
simple
HSM . We show their
numerical results in Fig. 3.18, since the derivation of Eq. (3.31) is extremely difficult.
Now we derive L(n) for overlay multicast. We first derive the probability distribution function
of the distance between two nodes. Given the definition of the power-law network, this function is
given by
F (s) =
k · sα
k ·Dα = (
s
D
)α
If a node can retrieve data from m other nodes, then following the same procedure in Sec. 3.3.2,
we can get the probability distribution function Fm(s) = 1 − (1 − F (s))m, and density function
fm(s) =
dFm(s)
ds
. The expected value Em(s) is then derived as follows
Em(s) =
∫ D
0
s · fm(s)ds =
∫ D
0
s ·m(1− ( s
D
)α)m−1 · αs
α−1
Dα
ds (3.32)
Let y = ( s
D
)α, then Eq. (3.32) becomes
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Dm
∫ 1
0
(1− y)m−1 · y 1αdy = Dm
[
y1+
1
α
1+ 1
α
· (1− y)m−1
∣∣∣1
0
+ m−1
1+ 1
α
∫ 1
0
(1− y)m−2 · y1+ 1αdy
]
= Dm
[
0 + m−1
1+ 1
α
∫ 1
0
(1− y)m−2 · y1+ 1αdy
]
= Dm(m−1)
1+ 1
α
[
y2+
1
α
2+ 1
α
· (1− y)m−2
∣∣∣1
0
+ m−2
2+ 1
α
∫ 1
0
(1− y)m−3y2+ 1αdy
]
= Dm(m−1)
1+ 1
α
[
0 + m−2
2+ 1
α
∫ 1
0
(1− y)m−3y2+ 1αdy
]
= · · ·
= D m(m−1)···1
(1+ 1
α
)(2+ 1
α
)···(m−1+ 1
α
)
∫ 1
0
ym−1+
1
αdy
= D m(m−1)···1
(1+ 1
α
)(2+ 1
α
)···(m−1+ 1
α
)
· ym+
1
α
m+ 1
α
∣∣∣1
0
= D ·∏mi=1 ii+ 1
α (3.33)
Substituting Eq. (3.33) into Eq. (3.27), we have
LOM(n) = D(1 + (n− 1)
m∏
i=1
i
i + 1
α
)
where m = W · ΛX . Now CsequentialOM and CsimpleOM can be derived the same way in Sec. 3.3.2.
We directly show the results in Fig. 3.18.
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Figure 3.18: Analysis of multicast link cost per request in power-law network (k = 2, α = 5,
D = 5)
By observing the figures, we discover the same declining trends for both HSM and overlay
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multicast solutions as in the k-ary tree topology, of which the latter one is faster.
The intuitive explanation for such phenomenon is that, when the stream access pattern is
switched from sequential to non-sequential, HSM can aggregate fewer number of client requests
into one group, while the multicast group size of overlay multicast stays unchanged. This obser-
vation implies the universality of cost link reduction gain of overlay multicast to HSM on various
network topologies with the following property: the per-member link cost monotonically decreases
as the multicast group grows.
3.3.3 Experimental Evaluation
In this section, we compare the performance of overlay multicast and HSM at saving server band-
width and link cost. Note that in our experiment, overlay multicast is end-host based, while HSM
assumes the existence of IP multicast. Furthermore, in HSM experiments, we assume that each
client is able to simultaneously join unlimited number of multicast groups and calculate joining
sequences offline. Therefore, the performance results of HSM are optimal but impractical. Our
purpose here is to make the HSM results the theoretical baseline, along which the performance of
end-host based overlay multicast can be evaluated.
Experimental Setup
We consider the case of a single CBR video distribution. The video file is one-hour long, i.e.,
T = 1 hour. We do not specify the streaming rate. Instead, we use playback time to indicate the
server and link bandwidth consumption. Each 12-hour run is repeated under sequential, simple
and random access models. Since the results obtained from simple and random models are very
closed, we only show results from the random model for space constraints. A brief introduction of
the random model can be found in Appendix I.
To study the impact of network topology on link cost, we run experiments on a diversified set
of synthetic and real network topologies. Our selection largely falls into three categories:
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1. k-ary Tree Topology: We choose this topology to confirm our analysis in Sec. 3.3.2, which
was conducted on the same topology. We set k = 4, D = 5, as was specified in Fig. 3.17.
The topology size is 1365. We first experiment the case in which receivers are only located
on leaf routers. In the second experiment, we allow receivers to be located on non-leaf
routers as well.
2. Router-level Topology: We choose an Internet map (Lucent, November, 1999) [3] to repre-
sent the router-level topology. The topology size is 112969. We also use GT-ITM topology
generator [52] to create a topology of 500 nodes based on transit-stub model. In this set of
experiments, receivers can be located on any nodes in the topology.
3. AS-level Topology: We use a real AS map (March, 1997) obtained from NLANR [2]. The
topology size is 6474. We also use the Inet topology generator [33] to create a topology of
6000 nodes. In both topologies, the distribution function of network distance between two
nodes follows the power-law. In this set of experiments, we also allow receivers to be located
on any nodes within the topology.
We assume that the IP unicast routing uses delay as its routing metric. IP multicast routing is
based on shortest path tree algorithm (DVMRP [20]).
Server Bandwidth Consumption
We first evaluate the server bandwidth consumption (average amount of data streamed per hour).
Since network topology has no impact on this metric, we only show results obtained on NLANR
topology. Note that under random access model, the request rate is normalized the same way the
analysis does in Sec. 3.3.1. The curves in Fig. 3.19(a) show the same growing trend as those
analyzed in Fig. 3.13(a). The curves of both figures do not match exactly. This is mainly caused
by the fact that for each specific request rate, the number of requests generated in our simulation
cannot be the same as the statistical average number of requests, upon which curves in Fig. 3.13(a)
are calculated. With regard to such statistical error, we believe that it is convincing enough that
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our results confirm our analysis in Sec. 3.3.1. When comparing Fig. 3.19(b) and Fig. 3.13(b), we
draw the same conclusion.
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Figure 3.19: Server Bandwidth Consumption
Network Link Cost
In order to validate the analysis of link bandwidth consumption in Sec. 3.3.2, we first show the
experimental results obtained from the same k-ary tree topology . The curves in Fig. 3.20 are
nearly identical with those in Fig. 3.17. This experiment confirms our observation that if the
stream access pattern is non-sequential, overlay multicast’s ability of reducing link cost is stronger
than HSM.
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Figure 3.20: Link Cost per Request in k-ary Tree Topology(k = 4, D = 5)
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To simplify our illustration, we define a new metric Link Cost Ratio, which is the ratio of link
cost of overlay multicast to HSM. With this metric, what we are mainly concerned about is the
growing trend of the curves: if the link cost ratio drops as we increase the request rate. If the
answer to this question is affirmative, our next question is when the “crossing point” (the point at
which link cost ratio equals to 1) is reached.
Fig. 3.21 shows the experimental results on link cost ratio under the random access model.
From the results, we have the following observations. First, the link cost ratio heavily depends on
the network topology. However, all curves have negative slopes, which suggests the universality of
link cost reduction gain of overlay multicast to HSM. The location of “crossing point” also greatly
varies for different topologies. For example, in case W = T , the location of the point ranges
from 20 reqs/hr (Fig. 3.21 (d)) to 300 reqs/hr (Fig. 3.21 (f)). Several factors may play important
roles here, such as the network size, its topological properties and location of the server. Second,
when we exponentially increase the buffer size (in the experiment, we set W = 0.04T , 0.2T , T ,
respectively), the link cost reduction gain is almost linear, which confirms the same observation in
our analysis (Sec. 3.3.2). This finding suggests that small to medium sized buffers can be greatly
helpful at saving link cost. Further increases with respect to the buffer size may be less beneficial.
Third, the simplified algorithm (presented in Sec. 3.2.4) increases the link cost by a fixed fraction.
This impact can be offset by increasing the buffer size.
Fig. 3.22 shows the experimental results on link cost ratio under the sequential access model.
A common observation is that all curves become less steep than their counterparts in Fig. 3.21.
Plus, the “crossing point” can be hardly reached, unless the buffer size becomes large (W = T ), or
the request rate gets extremely high. Also, constraining the outbound degree of each end host does
not greatly degrade the performance. When we set the constraint to 4, the curve is very similar to
the one with no constraint. To summarize, this set of experiments reveal that under the sequential
access model, the link cost reduction gain of overlay multicast to HSM is minor. The main reason
is — as revealed in Sec. 3.3.2 — under the sequential access pattern, HSM is able to aggregate
more requests into one multicast group than under the non-sequential access pattern.
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Figure 3.21: Link Cost Ratio under Random Model
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Figure 3.22: Link Cost Ratio under Sequential Model
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Operation Complexity
Now we evaluate the operation complexity of overlay mulicast under non-sequential access model.
Fig. 3.23 (a) shows the average number of predecessors a request needs to retrieve data from
during its entire session. For the basic algorithm, this number is larger than 3. The simplified
algorithm reduces this number to 2, which means that on average a request only needs to switch
its predecessor once. Fig. 3.23 (b) shows the cumulative distribution of requests with different
number of predecessors.
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Figure 3.23: Operation Complexity of Overlay Multicast
3.4 Related Work
3.4.1 IP-Multicast-based On-Demand Media Distribution
The problem of delivering high-quality multimedia stream to asynchronous clients have been well
studied. To achieve system scalability especially on the server side, IP multicast is widely adopted
to serve multiple clients with one single server stream. However, the asynchrony of client requests
is in conflict with the nature of multicast, which was originally designed to support applications
of synchronous data transmission, such as conferencing. Various solutions have been proposed
to address this conflict. In batching [25], client requests from different times are aggregated into
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one multicast session. However, users have to suffer long playback delay since their requests are
enforced to be synchronized. The approaching of patching [30] attempts to address this problem
by allowing clients to “catch up” with an ongoing multicast session and patch the missing starting
portion via server unicast. With merging [22], a client repeatedly merge into larger and larger mul-
ticast sessions. In periodic broadcasting [31], the server separates a media stream into segments
and periodically broadcasts them through different multicast channels, from which a client chooses
to join.
These solutions largely fall into two categories: true on-demand or immediate services, and
near on-demand services. Solutions in the first category (patching and merging) serves the client
immediately once the request is issued. For solutions in the second category (batching and periodic
broadcasting), a client has to wait for a bounded delay time. In this paper, we only consider the
true on-demand media distribution solutions. However, it is worth pointing out that the near on-
demand solutions are in fact not superior than on-demand solutions at saving system cost. Eager
et al. [22] reveal that using the approach of merging, the server bandwidth consumption grows at
least logarithmically as the request rate increases. They also reveal that in periodic broadcasting,
the server bandwidth requirement grows at least logarithmically as one tries to shorten the service
delay bound. Therefore, the scale factors of both approaches are the same. Jin et al. [35] and
Tan et al. [49] further confirm that this conclusion holds when the clients’ media access pattern is
non-sequential.
3.4.2 Media Caching and Buffering
Besides multicast, an orthogonal technique for reducing server loads is media caching. A large
body of work in this area includes proxy caching. These works are similar to the proxy-based web
caching in that they both use proxies to serve clients on behalf of the server, if the requested data is
cached locally. However, since the media objects tend to be of large sizes, a proxy usually caches
only a portion of the object. There are different ways of partial caching, such as prefix-based
caching [46, 44], and segment-based caching [15]. Besides proxy caching, client-side caching is
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also proposed, such as chaining [47] and interval caching [19].
It is well observed that multicast and caching can help reduce the server load in media dis-
tribution. However, their performance at reducing link cost largely remains uninvestigated. The
only work we are aware of is by Jin et al. [34], which analyzes the link cost of a client-based
caching approach and shows its scalability. In this work, we have evaluated the performance of
multicast-based and cache-based solutions with respect to reducing link cost via in-depth analysis
and extensive experiments. We have also investigated the impact of user access patterns (sequential
or non-sequential) on the performance of both approaches.
3.5 Summary
In this part of the proposal, we propose an overlay-based solution to address the problem of on-
demand media distribution. Our approach takes advantage of the strong buffering capabilities of
end hosts in application-layer overlay networks. Through in-depth analysis and extensive per-
formance evaluation, we are able to draw the following conclusions. First, the required server
bandwidth of oStream defeats the theoretical lower bound of traditional multicast-based solutions.
Second, with respect to bandwidth consumption on the backbone network, the benefit introduced
by oStream overshadows the topological inefficiency of application overlay.
3.6 Notations
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Notation Definition
Ri ≺ Rj Receiver Ri is the Predecessor of Receiver Rj , Rj is the Successor of Ri
si Starting Time of the request Ri
oi Starting Offset of Ri
li Time Length (Duration) of the request of Ri
T Media Object Size in Bytes
λ Average Request Rate
x A Byte of the Object
x x’s Location in the Object
{X} Events of Request for x
{Z} Events of Server Multicast of x
ΛX Average Arrival Rates of Events in {X}
ΛZ Average Arrival Rates of Events in {Z}
w Interarrival Time of Events X
τ Interarrival Time of Events Z
E(τ |x) Expected Value of τ
B Required Server Bandwidth
S Request Duration in Simple Access Model
W Buffer Size in Asynchronous Multicast
G(x) Number of Receivers Getting the Multicast of x
L(n) Link Cost of a Multicast Group of n Receivers
C Link Cost per Request
U(s) Reachability Function Denoting Number of Nodes
s Hops Away From the Server (HSM)
F (s) Probability Distribution Function of Distance s
between Two Clients (Asynchronous Multicast)
D Depth of k-ary tree
Table 3.3: Notations used in Chapter 3
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Chapter 4
Optimal Capacity Utilization in Overlay
Multicast
4.1 Problem Overview
4.1.1 Application Background
High-bandwidth data dissemination at the application layer has recently emerged as an impor-
tant research topic [16, 14, 36], in order to realize the tremendous potential of application-layer
overlay networks. In order to achieve better utilization of underutilized network capacities when
disseminating data via overlay multicast, it is natural to resort to the construction of multiple con-
current multicast trees. In this approach, data is split to multiple slices (e.g., using source erasure
codes), and each slice is transmitted along one of the multicast trees [14, 36, 12]. The intuition
is that, while in single-tree solutions, bandwidth of leaf nodes may remain largely under-utilized,
the multi-tree approach increases the chances for a node to contribute its bandwidth by being a
non-leaf node in at least one of the trees [14]. Though this intuition shows promise, it is neverthe-
less unclear with respect to the number of trees that needs to be constructed in order to maximize
capacity utilization and end-to-end throughput, and what is the optimal way to construct these
trees. These open problems are exacerbated when multiple dissemination sessions may co-exist
in the network, each consisting of a different data source, as well as multiple trees to a different
group of receivers. In the case of multiple sessions, the issue of inter-session fairness needs to be
considered when maximizing capacity utilization.
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4.1.2 Solution Overview
We seek to analytically and experimentally investigate the complete spectrum of such a multi-tree
design philosophy, especially when multiple data dissemination sessions co-exist. The problem
setting of our solution depends on the following assumptions.
• Each content is managed by a server, which maintains a multicast session to distribute the
content to requesting clients. Each client needs to receive the entire content. A typical
example is large file distribution. This is different to the case of media distribution studied
in Chapter 3, where a client can retrieve only a portion of the content.
• The membership of each multicast session is fixed, i.e., all receivers join the session at
the initial phase, and stay in until the end, when the session is terminated. The situation of
changing membership (node joining or leaving) is dealt with in a brute-force fashion, i.e., the
existing tree is torn down and a new tree is rebuilt to reach out all members of the multicast
session.
Based on the above assumptions, the tree construction algorithm introduced in this chapter
belongs to the type of “total reconstruction”, according to the categorization outlined in Sec. 2.2.3.
Our objective is simple: we prefer to design algorithms that maximizes the end-to-end throughput
for all co-existing sessions in an overlay network, and maximally exploit the capacity an overlay
network has to offer. It is shown that this problem is far from trivial. For example, the following
questions naturally arise. First, for a given multicast session, what is the maximum capacity we
can exploit from the overlay network, and how many multicast trees are needed to achieve such
maximum? Second, when we seek to optimize the utilization of overlay network capacities, will
there be an inherent incompatibility between capacity utilization and inter-session fairness? Third,
can we design an efficient and online algorithm to approximate the theoretical upper bound with
a very limited number of trees in each session? Finally, what is the impact of IP routing when we
seek answers to all the previous questions? Do different IP routing strategies adversely affect the
achievable end-to-end throughput of overlay multicast?
57
We provide analytical and experimental insights towards addressing these important questions,
and propose an extensive array of approximation algorithms to achieve the best possible capacity
utilization, with multiple trees in each dissemination session. Our proposed algorithms are pro-
gressively more realistic as they are unveiled, and the effectiveness of our proposed algorithms is
verified using extensive simulations, some of which are interleaved with our theoretical discus-
sions.
All notations in this section are listed in Sec. 4.6.
4.1.3 Problem Formulation
The problem of achieving maximum capacity utilization among competing overlay sessions can be
understood from the point of view of a multicommodity flow problem. The data to be disseminated
within an overlay session can be considered as its commodity. Each session expects to maximize
the throughput of its own commodity.
Multicommodity Flow: a Review
We first review the typical multicommodity flow problem in the setting of sender-receiver pairs.
Consider the physical network (V,L) defined in Sec. 2.1. Each link l ∈ L has a capacity cl. We
are given k commodities, each commodityKi has a sender S(Ki) and receiver R(Ki). dem(Ki) is
the demand of Ki, which is the desired flow value for Ki from S(Ki) to R(Ki). In addition, a set
of paths exist between S(Ki) to R(Ki), denoted as Pi = {pij}. Each commodity can be arbitrarily
split and sent along several paths in parallel. We use f ij to denote the flow of commodity Ki sent
along the path pij . We further introduce a 0 − 1 variable nl(pij). nl(pij) = 1 if the link l ∈ L
appears in the path pij . Otherwise, nl(pij) = 0. The objective is to maximize the overall flows
of all commodities, subject to the flow conservation and capacity constraints. Using the linear
programming (LP) formulation, we have
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P1 : maximize
k∑
i=1
|Pi|∑
j=1
f ij (4.1)
subject to
k∑
i=1
|Pi|∑
j=1
nl(p
i
j) · f ij ≤ cl, ∀l ∈ L
f ij ≥ 0, ∀i, ∀j
We refer to P1 as the maximum flow problem. However, P1 does not consider the issue of
fairness. In the following alternative problem formulation, the objective is to maximize f , referred
to as throughput, such that for each commodity Ki, at least f · dem(Ki) units of commodity flow
can be routed simultaneously, subject to the flow conservation and capacity constraints.
P2 : maximize f (4.2)
subject to
|Pi|∑
j=1
f ij ≥ f · dem(Ki), i = 1, . . . , k
k∑
i=1
|Pi|∑
j=1
nl(p
i
j) · f ij ≤ cl, ∀l ∈ L
f ≥ 0, f ij ≥ 0, ∀i, ∀j
We refer to P2 as the maximum concurrent flow problem. P2 enforces fairness by requiring
that the comparative ratio of traffic routed for different commodities satisfies the comparative ratio
of their demands. Thus, the absolute value of dem(Ki) is meaningless, as we can easily tune the
value of f by scaling up/down all demands, while f · dem(Ki) stays unchanged.
Multicommodity Flow: Extension to Overlay Multicast
We now consider an extension of P1 and P2 that is applicable to overlay multicast. To achieve
this, we consider each commodity as the overlay multicast session Mi defined in Sec. 2.1. We
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further define Ti = {tij} as the set of spanning trees that can be possibly derived from Mi’s
overlay graph Gi. We here reuse f ij to denote the flow of commodityMi sent along the tree tij . We
also use nl(tij) to represent the appearance of l in tij . In this case, nl(tij) could be an integer greater
than one, since a physical link l may appear in tij more than once. Therefore, nl(tij) denotes the
number of times l appears in tij. In this context, the counterpart of P1 is
M1 : maximize
k∑
i=1
|Ti|∑
j=1
|Mi| − 1
|Mmax| − 1 · f
i
j (4.3)
subject to
k∑
i=1
|Ti|∑
j=1
nl(t
i
j) · f ij ≤ cl, ∀l ∈ L
f ij ≥ 0, ∀i, ∀j
where Mmax is the session with the highest number of receivers. Since there are |Mi| − 1
receivers for each session Mi, (|Mi| − 1) · f ij is the aggregate flow of the entire session. P1
can be understood as a special case of M1, where each session consists of only one receiver, i.e.,
|Mi| − 1 = 1.
When considering the issue of fairness, the counterpart of P2 is
M2 : maximize f (4.4)
subject to
|Ti|∑
j=1
f ij ≥ f · dem(Mi), i = 1, . . . , k
k∑
i=1
|Ti|∑
j=1
nl(t
i
j) · f ij ≤ cl, ∀l ∈ L
f ≥ 0, f ij ≥ 0, ∀i, ∀j
The problemsM1 andM2 can not be directly addressed, since there may exist an exponential
number of constraints. For each session Mi, if its overlay graph Gi is a complete graph, then the
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number of possible spanning trees is exponential, i.e., |Ti| = |Mi||Mi|−2, by Cayley’s theorem
[21]. However, M1 and M2 are still solvable if we can find a separation oracle [29] — a polyno-
mial algorithm — to verify whether a given solution to M1 or M2 is feasible. Before introducing
such an algorithm, we first discuss the following problem.
Packing Spanning Trees
Let us consider session Mi’s overlay graph Gi = (Mi, Ei). For the purpose of easy illustration,
we assume sessionMi has members {v1(Mi), . . . , v|Mi|(Mi)}. We define the weight of the edge
(vm(Mi), vn(Mi)) ∈ Ei as f(vm(Mi), vn(Mi)), the total amount of traffic between vm(Mi) and
vn(Mi) within sessionMi. We are interested with the problem of how to decompose Gi into a set
of spanning trees, such that their aggregate rates maximally saturate the capacity of Gi.
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Figure 4.1: Packing Spanning Trees
Consider an example in Fig. 4.1. The overlay graph has 4 nodes. Node 0 is the server. The
weight of each edge is the total amount of traffic between its two nodes. In this example, the session
can be decomposed into 4 overlay trees, whose aggregate rate is 6. This problem is formalized as
S : maximize
|Ti|∑
j=1
f ij (4.5)
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subject to
∑
(vm(Mi),vn(Mi))∈tij
f ij ≤ f(vm(Mi), vn(Mi)), ∀(vm(Mi), vn(Mi)) ∈ Ei
f ij ≥ 0, ∀i, ∀j
This problem is theoretically known as the packing spanning trees problem. A min-max re-
lation for S has been given by Tutte [50] and Nash-Williams [40], as follows. Let δ(Gi) be a
partition of Gi. |δ(Gi)| is the number of separate components it results to. f(δ(Gi)) is the weight
sum of all edges across δ(Gi), formally defined as
f(δ(Gi)) =
∑
vm(Mi) and vn(Mi) belong to different components of δ(Gi)
f(vm(Mi), vn(Mi)).
The maximum of S is the minimum of
f(δ(Gi))
|δ(Gi)| − 1 (4.6)
over all partitions of Gi. Cunningham [18] gave a polynomial algorithm for finding the minimum
of (4.6), and the set of trees to achieve this minimum, by reducing it to |Si||Ei| maximum flow
problems. Barahona [11] showed that the same problem can be reduced to |Si|2 maximum flow
problems. Both algorithms can be employed as the separation oracle to the following reformulation
of M1 and M2.
Problem Reformulation
M1′ : maximize
k∑
i=1
|Mi| − 1
|Mmax| − 1 ·min
( f(δ(Gi))
|δ(Gi)| − 1
)
(4.7)
subject to
k∑
i=1
∑
l∈(vm(Mi),vn(Mi))
f(vm(Mi), vn(Mi)) ≤ cl, ∀l ∈ L
f(vm(Mi), vn(Mi)) ≥ 0, ∀i, ∀(vm(Mi), vn(Mi)) ∈ Gi
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M2′ : maximize f (4.8)
subject to min
( f(δ(Gi))
|δ(Gi)| − 1
)
≥ f · dem(Mi), i = 1, . . . , k
k∑
i=1
∑
l∈(vm(Mi),vn(Mi))
f(vm(Mi), vn(Mi)) ≤ cl, ∀l ∈ L
f ≥ 0, f(vm(Mi), vn(Mi)) ≥ 0 ∀i, ∀(vm(Mi), vn(Mi)) ∈ Gi
WithM1′ andM2′, we reduce the number of constraints for each sessionMi from exponential
to O(|Mi|2). M1′ and M2′ can be solved by standard LP solving techniques such as ellipsoid
method [29].
4.2 Algorithms
4.2.1 Deriving Optimal Capacity Utilization
Although M1 and M2 are proved solvable, finding their exact solutions by ellipsoid method can
be slow and expensive. Instead, we are interested to find a fully polynomial time approximation
scheme (FPTAS) to these problems. FPTAS is a family of algorithms that finds an -approximate
solution, and returns a result at least (1 − ) times the maximum value, for any error parameter
 > 0. Its time complexity is polynomial with respect to the size of the network (|V| and |L|), the
number of sessions (k), and 1/. In this chapter, we propose FPTAS to M1 and M2 based on the
scheme proposed by Garg and Konemann [27], which was later improved by Fleischer [24].
Approximation Algorithm for the Maximum Flow Problem
Before presenting our algorithm for M1, we first formulate its dual as follows.
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D1 : minimize
∑
l∈L
cl · dl (4.9)
subject to
∑
l∈L
nl(t
i
j) · dl ≥
|Mi| − 1
|Mmax| − 1 , t
i
j ∈ Ti, i = 1, . . . , k
dl ≥ 0, ∀l ∈ L
D1 corresponds to the problem of assigning a weight dl to each link l ∈ L, such that the
weight of any spanning tree in Ti(i = 1, . . . , k) is at least |Mi|−1|Mmax−1| . By LP duality theory [29],
the minimum of D1 is the maximum of M1. Here, dl represents the marginal cost of using an
additional unit of capacity of l.
MaxFlow
1 ∀l ∈ L, dl ← β
2 f ij ← 0, tij ∈ Ti, i = 1, . . . , k
3 loop
4 for i = 1 to k do
5 ti ← minimum overlay spanning tree in Ti using dl
6 minlen ← minki=1
∑
l∈L nl(t
i) · dl |Mmax|−1|Mi|−1
7 t← argminki=1
∑
l∈L nl(t
i) · dl |Mmax|−1|Mi|−1
8 if minlen ≥ 1
9 return
10 c← minl∈t clnl(t)
11 f(t) ← f(t) + c
12 ∀l ∈ t, dl ← dl(1 + nl(t)ccl )
13 end loop
Table 4.1: Algorithm for the Maximum Flow Problem
The algorithm for the maximum flow problem, henceforth referred to as MaxFlow, is shown
in Table 4.1, and explained as follows. Initially, we set dl = β for each link l ∈ L, and f ij = 0
for each tree tij in each session Mi. In each iteration, a minimum overlay spanning tree ti is
computed for each session Mi as follows. We first construct the dual overlay graph for GDi for
session Mi. GDi has the identical node set and edge set with Gi. However, the weight of each
edge (vm(Mi), vn(Mi)) ∈ EDi is the weight of (vim, vin) is the sum of weights of all physical links
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along the edge (vm(Mi), vn(Mi)). With the dual overlay graph GDi , we can then obtain ti by
running the minimum spanning tree algorithm on GDi . We then proceed to choose t among all
ti, whose normalized weight
∑
l∈L nl(t
i
j) · dl |Mmax|−1|Mi|−1 is the minimum. We check if its cost is no
less than 1. If so, it means that the weights of all spanning trees are no less than 1, then we stop
the algorithm. Otherwise, we send c units of traffic along t, which is the bottleneck capacity of t.
Since at most cl
nl(t)
units of traffic of t can be sent through l, c is minl∈t clnl(t) . Finally, for each edge
l going through t, dl is augmented by the factor 1 + nl(t)ccl . Following the same way as Garg and
Konemann [27], we prove the following sequence of lemmas.
Lemma 4.2.1. MaxFlow terminates after at most |L| log1+ 1+β iterations, Mmax being the ses-
sion of the maximum size.
Proof. Let us consider any link l ∈ L. Initially, dl = β. The last time the weight of l is updated,
it is on an overlay spanning tree of weight less than 1, and is increased by at most a factor of
1 + . Thus, the final weight of any edge is at most 1 + . Since every augmentation increases the
weight of some edge by a factor of at least 1 + , the number of possible augmentations is at most
|L| log1+ 1+β .
Lemma 4.2.2. Scaling the final flow by log1+ 1+β yields a feasible primal solution.
Proof. In the ith iteration of the algorithm, the total flow on a link l ∈ L increases by a fraction
0 ≤ γ(i) ≤ 1 of its capacity. Its weight dl is multiplied by 1 + γ (i). Since (1 + γ(i)) ≥ (1 + )γ(i)
when 0 ≤ γ(i) ≤ 1, we have∏i(1+γ(i)) ≥ (1+) i γ(i) . Thus, every time the flow on l increases
by its capacity, its weight dl increases by a factor of at least (1 + ). Since dl is initialized as β,
and becomes at most (1 + ), its total flow cannot exceed cl log1+ 1+β .
Lemma 4.2.3. When β = (1+)
1−1/
[(|Mmax|−1)U ]1/ , the final flow scaled by log1+ 1+β has a value at least
(1− 2) times the optimal value of M1 (where U is the weight of the longest unicast route).
Proof. We define the following notations. Regarding a set of link weight assignments d l (l ∈ L),
the objective function of D1 is Ldl  ∑l∈L cl · dl. tdl is the minimum overlay spanning tree in
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terms of its normalized weight, which is determined by dl. d(tdl) 
∑
l∈L nl(t
dl) · dl |Mmax−1||tdl |−1 is
the normalized weight of tdl , the weight of tdl weighted by the ratio of |tdl| − 1, the number of
receivers in tdl , and |Mmax| − 1.
The objective ofD1 is to minimize Ldl , subject to the constraint that d(tdl) ≥ 1. This constraint
can be easily satisfied if we scale the weight of all edges by 1/d(tdl). So D1 is equivalent to
finding a set of edge weights, such that Ldl
d(tdl )
is minimized. Thus the optimal value of D1 is
OPT  mindl L
dl
d(tdl )
.
In each iteration of the algorithm, the weight of a link is updated. We use d(i)l to denote the
weight of l after the ith iteration. d(0)l = β is the initial weight of dl. Regarding d
(i)
l , we simplify
the following notations Ld
(i)
l , td
(i)
l and d(td
(i)
l ) to L(i), t(i) and d(t(i)), respectively. We also denote
f (i) as the total flow that has been routed after the ith iteration. Then based on the edge weight
update function (Line 12 in Table 4.1), we have
L(i) =
∑
l∈L
d
(i−1)
l · cl + 
∑
l∈t(i−1)
nl(t
(i−1))d(i−1)l (f
(i) − f (i−1))
= L(i−1) + (f (i) − f (i−1))d(t(i−1)) |t
(i−1)| − 1
|Mmax| − 1
≤ L(i−1) + (f (i) − f (i−1))d(t(i−1))
which implies that
L(i) ≤ L(0) + 
i∑
j=1
(f (j) − f (j−1))d(t(j−1)) (4.10)
Let us now consider the weight function d(i)−(0), i.e., for each link l ∈ L, its weight is d(i)l −
d
(0)
l ≥ 0, since the weight function is monotonically increasing. We have L(i)−(0) = L(i) − L(0).
For any overlay spanning tree used by the algorithm, the normalized weight of the tree using d(i)
versus d(i)−(0) differs by at most β(|Mmax|−1)U , U being the weight of the longest unicast route.
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Hence
OPT ≤ L
(i)−(0)
d(t(i)−(0))
≤ L
(i) − L(0)
d(t(i))− U(|Mmax| − 1)
Substituting this bound on L(i) − L(0) in Eq. (4.10) gives
d(t(i)) ≤ β(|Mmax| − 1)U + 
OPT
i∑
j=1
(f (j) − f (j−1))d(t(j−1))
Observe that, for fixed i, the right hand side is maximized by setting d(t(j)) to its maximum
possible value, for all 0 ≤ j < i. Let us call this maximum value d ′(t(j)). Hence
d(t(i)) ≤ d′(t(i))
= β(|Mmax| − 1)U + 
OPT
i−1∑
j=1
(f (j) − f (j−1))d′(t(j−1))
+

OPT
(f (i) − f (i−1))d′(t(i−1))
= d′(t(i−1))(1 +
(f (i) − f (i−1))
OPT
)
≤ d′(t(i−1))e (f
(i)−f(i−1))
OPT
Since d′(t(0)) = βU , this implies that
d(t(i)) ≤ β(|Mmax| − 1)Uef(i)/OPT
The algorithm stops when the value of d(t(i)) reaches 1. Let f ∗ be the total flow routed, we
have,
1 ≤ β(|Mmax| − 1)Uef∗/OPT
Hence,
OPT
f ∗
≤ 
ln( 1
β(|Mmax|−1)U )
By Lemma 4.2.2, f∗
log1+
1+
β
is a feasible solution to D1. Therefore, the ratio between the
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optimal value of M1 and the result returned by our algorithm is
OPT
f ∗
log1+
1 + 
β
≤  log1+
1+
β
ln( 1
β(|Mmax|−1)U )
=
 ln 1+
β
ln(1 + ) ln( 1
β(|Mmax|−1)U )
(4.11)
When β = (1+)
1−1/
[(|Mmax|−1)U ]1/ , the above inequality becomes
(4.11) ≤ 
(1− ) ln(1 + ) ≤

(1− )(2 − /2) ≤
1
(1− )2 ≤
1
1− 2
Theorem 4.2.1. When β = (1+)
1−1/
[U(|Mmax|−1)]1/ , the time complexity is O(
k|L|
2
[logU + log(|Mmax| −
1)]) · Tmst, where U is the weight of the longest unicast route, and Tmst is the time complexity of
the minimum overlay spanning tree construction algorithm.
Proof. By Lemma 4.2.1, the algorithm terminates after at most k|L| log1+ 1+β rounds, each round
containing a shortest-path tree construction. When β = (1+)
1−1/
[(|Mmax|−1)U ]1/ , the time complexity of the
algorithm is
k|L| log1+((1 + )[(|Mmax| − 1)U ])1/
=
k|L|

(1 + log1+[(|Mmax| − 1)U ])
=
k|L|

(1 +
log[(|Mmax| − 1)U ]
log(1 + )
)
≤ k|L|

+
k|L|
2
log[(|Mmax| − 1)U ]
Therefore, the time complexity is O( k|L|
2
[logU + log(|Mmax| − 1)]) · Tmst.
Now we calculate Tmst. The time complexity of Edmond’s algorithm is O(m+n logn), where
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n is the number of vertices and m is the number of edges. The complexity reaches maximum
when the overlay graph Gi is a complete graph, i.e., Tmst = |Mi|(|Mi|−1)2 + |Mi| log |Mi|, which
is O(|Mmax|2), Mmax being the session of the maximum size.
Experiment (Part One)
We conduct a simple experiment to illustrate how our algorithm works. Using the Boston BRITE
topology generator, we create a 100-node router-level topology using the Waxman model. All
edges have capacities of 100. Two multicast sessions are randomly created over this topology.
Session 1 has 7 nodes, session 2 has 5 nodes. They have the same demand as 100. The unicast
path between any pair of nodes with each session is determined by shortest-path routing.
Approximation Ratio 0.93 0.94 0.95 0.96 0.97 0.98 0.99
Rate of Session 1 164.34 164.60 164.95 165.27 165.62 165.97 166.32
Rate of Session 2 93.18 93.20 93.25 93.26 93.28 93.31 93.32
Overall Throughput 1358.75 1360.45 1362.69 1364.64 1366.83 1369.07 1371.22
Number of Trees in 273 271 291 319 323 363 397
Session 1
Number of Trees in 34 35 32 37 40 42 44
Session 2
Running Time ( 5916 8008 11482 17856 31620 70926 282266
of MST operations)
Table 4.2: Experiment Result of MaxFlow
Table 4.2 shows the result of MaxFlow with different approximation ratios. The overall
throughput is the aggregate receiving rate of all session members, i.e., (Rate of Session 1) · 6 +
(Rate of Session 2) · 4. From our results, we have the following observations. First, the calculated
optimal throughput slightly increases as we tighten the approximation ratio. Second, the number of
trees needed to achieve such optimal throughput also increases in general, with a trend of acceler-
ated speed. We notice that session 1 has more trees than session 2 does. However, considering the
exponential growth of the solution space (|Mi||Mi|−2 possible trees for session Mi), this number
is only a small portion (397 out of 75 = 16807, 2.36%), compared to the same value for session
2 (44 out of 53 = 125, 35.2%). Third, the time complexity of the algorithm grows quadratically
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as the approximation ratio increases (recall the 1
2
factor in the time complexity analysis, shown
in Theorem 1). Finally, the rate of session 1 is much greater than session 2. This is because the
nature of MaxFlow (to maximize the overall throughput) makes it to prefer the session of a larger
size, since increasing the rate of session 1 by a certain amount brings more benefits than doing the
same to session 2. This naturally leads to the algorithm for the maximum concurrent flow problem
in the next subsection, which considers the issue of fairness.
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Figure 4.2: Overlay Tree Rate Distribution (MaxFlow)
Another interesting observation may be drawn from Fig. 4.2, which plots the accumulative rate
distribution among all overlay trees for session 1 and 2. In both figures, 90% of the throughput
is concentrated in less than 10% of the trees. We refer to this phenomenon as asymmetric rate
distribution. We will further discuss more on this issue towards the end of this chapter.
Approximation Algorithm for the Maximum Concurrent Flow Problem
Again, we first formulate the dual of M2 as follows.
D2 : minimize
∑
l∈L
cl · dl (4.12)
subject to
∑
l∈L
nl(t
i
j) · dl ≥ zi, tij ∈ Ti, i = 1, . . . , k
k∑
i=1
zi · dem(Mi) ≥ 1
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dl ≥ 0, ∀l ∈ L, zi ≥ 0, i = 1, . . . , k
D2 corresponds to the problem of assigning weight dl to each edge l ∈ L and weight zi to each
sessionMi, such that forMi, the weight of any spanning tree in Ti is at least zi, and the weighted
sum of zi by dem(Mi) over all sessions is at least 1. By LP duality theory [29], the minimum of
D2 is the maximum of M2. Here, dl represents the marginal cost of using an additional unit of
capacity of l, and zi represents the marginal cost of not satisfying another unit of demand of Mi.
MaxConcurrentFlow
1 ∀l ∈ L, dl ← β/cl
2 f ij ← 0, tij ∈ Ti, i = 1, . . . , k
3 while
∑
l∈L cl · dl < 1
4 for i = 1 to k do
5 dem′(Mi) ← dem(Mi)
6 while
∑
l∈L cl · dl < 1 and dem′(Mi) > 0
7 t← minimum overlay spanning tree in Ti using dl
8 c← min{dem′(Mi),minl∈t clnl(t)}
9 dem′(Mi) ← dem′(Mi)− c
10 f(t) ← f(t) + c
11 ∀l ∈ t, dl ← dl(1 + nl(t)ccl )
12 end while
13 end while
Table 4.3: Algorithm for Maximum Concurrent Flow Problem
The approximation algorithm for the maximum concurrent flow problem, henceforth referred
to as MaxConcurrentFlow, is shown in Table 4.3. Initially, we set dl = β/cl for each edge l ∈ L,
and f ij = 0 for each tree tij in each session Mi. The algorithm proceeds in phases. In each phase,
there are k iterations. In iteration i, the objective is to route dem(i) units of flow inside Mi. This
is done in steps. In one step, an minimum overlay spanning tree t is computed the same way as
in MaxFlow. We then send along t the amount of traffic equal to its bottleneck capacity. If the
bottleneck capacity already exceeds the remaining demand dem′(Mi), we only send dem′(Mi)
along t. Finally, for each physical link l going through t, dl is augmented the same way as in
MaxFlow. The entire procedure stops when the objective function value of D2 is at least one:
∑
l∈L cl · dl ≥ 1.
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Following the same way as Garg and Konemann [27], we prove the following sequence of
lemmas. Here, f ∗ is the result returned by the algorithm. OPT is the optimal value of D2 as well
as M2.
Lemma 4.2.4. If OPT ≥ 1, scaling the final flow by log1+ 1/β yields a feasible primal solution
of value f ∗ = t−1
log1+ 1/β
, t being the number of phases the algorithm takes to stop.
Proof. We first define the following notations. With respect to a set of edge weight assignments d l
(l ∈ L), the objective function ofD2 is Ldl ∑l∈L cl ·dl. tdl(j) is the minimum overlay spanning
tree of the session Mj using dl. d(tdl(j)) 
∑
l∈L nl(t
dl(j)) · dl is the weight of tdl(j).
In each iteration of the algorithm, the weight of an edge is updated. We use d(i)(j)l to denote
the weight of l after the jth iteration of the ith phase. Regarding d(i)(j)l , we simplify the following
notations Ld
(i)(j)
l , td
(i)(j)
l (j) and d(td
(i)(j)
l (j)) to L(i)(j), t(i)(j)(j) and d(t(i)(j)(j)), respectively. Since
in the jth iteration of each phase, dem(j) units of commodity Kj are routed, based on the edge
weight update function (Line 11 in Table 4.3), we have
L(i)(j)
=
∑
e∈E
d
(i)(j−1)
l + 
∑
e∈t(i)(j−1)(j)
nl(t
(i)(j−1)(j))d(i)(j−1)l dem(Mj)
= L(i)(j−1) + dem(Mj)d(t(i)(j−1)(j))
The link weights at the start of the (i + 1)th phase are the same as those at the end of the ith
phase, i.e., d(i+1)(0)l = d
(i)(k)
l . The weight of any link l is initialized as d
(1)(0)
l = d
(0)(k)
l = β/cl.
Hence,
L(i)(k) = L(i)(0) + 
k∑
j=1
dem(Mj)d(t(i)(j−1)(j))
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≤ L(i)(0) + 
k∑
j=1
dem(Mj)d(t(i)(k)(j))
since the edge weights are monotonically increasing.
Let us define d(i)(k) =
∑k
j=1 dem(Mj)d(t(i)(k)(j)). Recall that the objective of D2 is to
minimize L(i)(k), subject to the constraint that d(i)(k) ≥ 1. This constraint can be easily satisfied if
we scale the weight of all links by 1/d(i)(k). So D2 is equivalent to finding a set of link weights,
such that L(i)(k)
d(i)(k)
is minimized. Thus, the optimal value of D2 is OPT  min
d
(i)(k)
l
L(i)(k)
d(i)(k)
.
Since L(i)(k)
d(i)(k)
≥ OPT , we have
L(i)(k) ≤ L
(i−1)(k)
1− /OPT
Since L(0)(k) = β|L|, we have
L(i)(k) ≤ β|L|
(1− /OPT )i
=
β|L|
(1− /OPT )(1 +

OPT − )
i−1
≤ β|L|
(1− /OPT )e
(i−1)
OPT−
≤ β|L|
1− e
(i−1)
OPT (1−)
where the last inequality assumes that OPT ≥ 1. The algorithm stops at the first phase t for
which L(t)(k) ≥ 1. Therefore,
1 ≤ L(t)(k) ≤ β|L|
1− e
(t−1)
OPT (1−)
which implies
OPT
t− 1 ≤

(1− ) ln 1−
β|L|
(4.13)
Now consider an link l. For every cl units of flow routed through l, we increase its weight by
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at least a factor (1 + ). Initially, its weight is β/cl and after t − 1 phases, since L(t)(k) < 1, the
weight of l satisfies d(t−1)(k)l < 1/cl. Therefore the total amount of flow through l in the first t− 1
phases is strictly less than log1+
1/cl
β/cl
= log1+ 1/β times its capacity. Thus, scaling the flow by
log1+ 1/β will yield a feasible solution. Since in each phase, dem(Mj) units of data are routed
for each commodityMj, we have f ∗ = t−1log1+ 1/β .
Lemma 4.2.5. If OPT ≥ 1, then the final flow scaled by log1+ 1/β has a value at least (1− 3)
times OPT , when β = (|L|/(1− ))−1/.
Proof. By Lemma 4.2.4, scaling the final flow by log1+ 1/β yields a feasible solution. Therefore,
OPT
f ∗
< log1+ 1/β (4.14)
Substituting the bound on OPT/(t− 1) from Inequality (4.13), we get
OPT
f ∗
<
 log1+ 1/β
(1− ) ln 1−
β|L|
=

(1− ) ln(1 + )
ln 1/β
ln 1−
β|L|
When β = (|E|/(1− ))−1/, the above inequality becomes
OPT
f ∗
<

(1− )2 ln(1 + ) ≤

(1− )2(− 2/2) ≤
1
(1− )3 ≤ (1− 3)
Lemma 4.2.6. If OPT ≥ 1 and β = (|L|/(1− ))−1/, MaxConcurrentFlow terminates after at
most t = 1 + OPT

log1+
|L|
1− phases.
Proof. From Inequality (4.14) and weak duality, we have
1 ≤ OPT
f ∗
< log1+ 1/β
Hence, the number of phases t is strictly less than 1+OPT log1+ 1/β. If β = (|L|/(1−))−1/,
then t ≤ 1 + OPT

log1+
|L|
1− .
74
These lemmas require that OPT ≥ 1. The time complexity of the algorithm also depends on
OPT . Thus, we need to ensure that OPT is at least one and not too large. Let ζi be the maximum
flow value of commodity Mi when all other commodities have zero flow. Let ζ = mini ζidem(Mi) .
Since at best all single commodity maximum flows can be routed simultaneously, ζ is an upper
bound on f ∗. On the other hand, routing 1/k fraction of each commodity flow of value ζi is a
feasible solution, which implies that ζ/k is a lower bound on OPT . To ensure that OPT ≥ 1, we
can scale the original demands so that ζ/k is at least one. However, by doing so, OPT might be
made as large as k, which is also undesirable.
To reduce the dependence on the number of phases on OPT , we follow the same technique
adopted in Garg et al. [27] and Fleischer et al. [24]. If the algorithm does not stop after 2

log1+
|L|
1−
phases, it means that OPT > 2. We then double the demands of all commodities, so that OPT is
halved and still at least 1. We then continue the algorithm, and double the demands again if it does
not terminate after 2

log1+
|L|
1− phases.
Lemma 4.2.7. Given ζi for each commodity Ki, the time complexity of MaxConcurrentFlow is
O( log |L|
2
(2k log k + |L|)) · Tmst.
Proof. The above demand-doubling procedure is repeated for at most log k times. Thus, the to-
tal number of phases is at most 2

log1+
|L|
1− log k. Since each phase contains k iterations, the
algorithm runs for at most 2k

log1+
|L|
1− log k iterations.
Now we observe how many steps are within each iteration. For each step except for the last step
in an iteration, the algorithm increases the weight of some edge (the bottleneck edge on t) by 1+ .
dl has initial value β/cl and value at most 1/cl before the final step of the algorithm. Otherwise,
the stop criterion of the algorithm,
∑
l∈L cl · dl ≥ 1, would have been reached. This means that
the weight of an edge can be updated in at most log1+ 1β =
1

log1+
|L|
1− steps. Therefore, the
algorithm contains at most |L|

log1+
|L|
1− ≤ |L|2 log |L|1− such “normal” steps, and 2k log k2 log |L|1−
“final” steps. Each step contains a minimum overlay spanning tree operation.
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Theorem 4.2.2. The time complexity of MaxConcurrentFlow is O( 1
2
[log |L|(2k log k + |L|) +
k|L|(log(|Mmax| − 1) + logU)]) · Tmst.
Proof. Computing ζi corresponds to the maximum flow problem, where Ki is the only commodity.
Therefore, by Theorem 1, the time complexity of getting ζi is O( |L|2 (logU + log(|Mmax| − 1))) ·
Tmst, where U is the weight of the longest unicast route. Such an operation has to be repeated for
each commodity. Also from the result of Lemma 4.2.7, we can obtain the total time complexity as
described by the theorem.
Experiment (Part Two)
We conduct a simple experiment to illustrate how our algorithm works, based on the same setting
as introduced in Sec. 4.2.1.
Approximation Ratio 0.93 0.94 0.95 0.96 0.97 0.98 0.99
Rate of Session 1 132.27 132.46 132.58 132.78 132.89 133.05 133.20
Rate of Session 2 98.65 98.87 99.05 99.28 99.43 99.64 99.82
Overall Throughput 1188.25 1190.25 1191.72 1193.80 1195.10 1196.87 1198.48
Number of Trees in 132 134 140 149 148 162 181
Session 1
Number of Trees in 28 29 31 31 30 31 32
Session 2
Running Time ( 3721+ 5004+ 7205+ 11038+ 19903+ 44464+ 176727+
of MST operations) 2794 3767 5389 8393 14935 33292 132672
Table 4.4: Experiment Results of MaxConcurrentFlow
Table IV shows the results of MaxConcurrentFlow with different approximation ratios. Here,
we present the running time as the sum of two parts. The first part is the running time of the
algorithm shown in Table 4.3. As discussed in the previous subsection, the correctness and run-
ning time of MaxConcurrentFlow depends on some a priori knowledge of f ∗. To acquire such
knowledge, we first run MaxFlow algorithm for each session separately to obtain their maximum
flow rates, then scale their demands such that f ∗ ≥ 1 and is not too large. The overhead of this
extra step is reflected in the second part.
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From the data in Table 4.4, we have the same observation as from Table 4.2, except that the rate
of session 2 is increased, at the price of dragging down the rate of session 1. The overall throughput
also decreases. Note that although session 1 and 2 have the same demand, they are not necessarily
required to have the same rate. The objective of MaxConcurrentFlow is to maximize the lower
bound of any session’s rate, i.e., f ∗. In other words, further lowering the rate of session 1 does not
help increasing the rate of session 2. At this point, it is evident both analytically and experimentally
that, the MaxConcurrentFlow algorithm achieves weighted max-min fairness, while the weights
are identical to the demands of commodities dem(i).
Discussions
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Figure 4.3: Overlay Tree Rate Distribution (MaxConcurrentFlow)
Fig. 4.3 plots the rate distribution among overlay trees returned by MaxConcurrentFlow.
Here, we observe the same asymmetric rate distribution as in the case of MaxFlow (Fig. 4.2).
This implies the possibility of more practical solutions, in which each session disseminates its data
using a limited number of trees, but still approximates the optimal capacity utilization at a certain
acceptable level. In the upcoming chapter, we will discuss the design and performance bounds of
this type of algorithms.
In our experiment, all unicast paths of both overlay sessions cover 52 physical links. Fig. 4.4
plots the distribution of link utilization, i.e., how many percent of the capacity of each link are
utilized by the two algorithms. It clearly shows that MaxFlow has stronger ability to utilize the link
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Figure 4.4: Link Utilization
capacity than MaxConcurrentFlow. Also in both pictures, we observe a “stair case” phenomenon,
i.e., the edges are grouped into different sets of distinct congestion levels.
Finally, we note that the algorithms presented in this chapter are clearly not practical. First, they
require that the commodity of each session can be arbitrarily split, which is not the case in practice.
Second, too many overlay trees are required to support the derived session rate, even for small-
sized sessions. However, with acceptable time complexity, they are able to infinitely approximate
the theoretical optimal point of overlay capacity utilization, against which the performance of any
practical solutions can be quantified. Therefore, we consider their major role as evaluation and
benchmarking tools, which help us investigate the performance, applicability, and limitation of
multi-tree overlay multicast solutions with fine granularity.
4.2.2 Approximating Optimal Capacity Utilization in Practical Settings
In this chapter, we consider the same problem in more practical settings. We first remove the
assumption that each commodity can be split in arbitrary ways. Instead, it can only be decomposed
into a finite number of sub-commodities, each with a specific demand. Second, each session only
allows a limited number of trees in parallel, for the purpose of controlling management overhead.
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Problem Formulation
In this chapter, we focus on the maximum concurrent flow problemM2, for the purpose of achiev-
ing weighted max-min fairness. We add an integer variable xij to formulate this problem. If each
commodity Ki is unsplittable, i.e., it has to be routed along only one overlay tree, then M2 be-
comes
M2I : maximize f (4.15)
subject to
|Ti|∑
j=1
f ij · xij ≥ f · dem(Mi), i = 1, . . . , k
k∑
i=1
|Ti|∑
j=1
nl(t
i
j) · f ij · xij ≤ cl, ∀l ∈ L
|Ti|∑
j=1
xij = 1, i = 1, . . . , k
f ≥ 0, f ij ≥ 0, xij ∈ {0, 1}, ∀i, ∀j
M2I is a 0− 1 integer programming problem known as the minimum congestion unsplittable
flow problem. It can be easily extended to the case when Mi has to be split into at most M trees.
We can view Mi as M independent commodities which happen to have the same set of vertices.
The sum of demands of these M commodities equals to dem(Mi). Plus, each of them can only
have one overlay tree.
Similarly, we can obtain the integer programming problem P2I for P2 as follows.
P2I : maximize f (4.16)
subject to
Pi∑
j=1
f ij ≥ f · dem(Mi), i = 1, . . . , k
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k∑
i=1
|Pi|∑
j=1
nl(p
i
j) · f ij · xij ≤ cl, ∀l ∈ L
|Pi|∑
j=1
xij = 1, i = 1, . . . , k
f ≥ 0, f ij ≥ 0, xij ∈ {0, 1}, ∀i, ∀j
P2I is NP-hard [26]. M2I is also NP-hard, since P2I is only a special case of M2I, where all
multicast sessions have only two members.
Randomized Rounding Algorithm
If we replace xij ∈ {0, 1} with xij ∈ [0, 1], M2I becomes M2, i.e., M2 is the LP relaxation of
M2I. Let f be a feasible solution toM2, then 1/f can be understood as the maximum congestion
over all l ∈ L, if we route dem(Mi) units of traffic for each session Mi. Here, the congestion of
l is defined as the ratio of total traffic routed thorough l and its capacity cl. The objective of M2
is to minimize the maximum congestion 1/f . If f ∗ is the the optimal objective value of M2, it is
clear that the maximum congestion of any solution to M2I is greater than 1/f ∗.
A popular approach to address an integer programming problem is randomized rounding [43].
In the case of M2I, we first solveM2, then randomly choose an overlay tree for each commodity
Mi, from the set of trees obtained from the solution to M2. The algorithm is listed in Table 4.5.
Random-MinCongestion
1 ∀l ∈ L, σl ← 0
2 Solve M2 with MaxConcurrentFlow
3 for i = 1 to k do
4 Choose tij with probability
f ij
 |Ti|
j=1 f
i
j
as the overlay tree ti for sessionMi
5 ∀l ∈ ti, σl ← σl + nl(ti)dem(i)cl
6 for i = 1 to k do
7 σimax ← maxl∈ti σl
8 σmax ← maxki=1 σimax
Table 4.5: Randomized Rounding
In this algorithm, σl denotes the congestion of edge l. Each tree ti is associated with an indica-
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tor σimax to denote the maximum congestion along itself. σmax is the maximum of all σimax. Scaling
dem(i) by σimax for each session Mi yields a feasible solution to M2I. Let OPTcong = 1/f ∗ be
the optimal congestion, we have the following theorem.
Theorem 4.2.3. Given 0 <  < 1, if OPTcong ≥ 3 ln(|L|/), Random-MinCongestion returns a
solution with maximum congestion O(OPTcong +
√
3 ·OPTcong · ln(|L|/)), with probability at
least 1− .
Proof. Let Xl(tij) be the random variable indicating the congestion tij imposes on the edge l.
Xe(t
i
j) = nl(t
i
j)dem(i)/cl if tij is chosen by the algorithm, and 0 otherwise. Since tij is chosen
with probability f
i
j
 |Ti|
j=1 f
i
j
, its expected value is
E[Xl(t
i
j)] =
nl(t
i
j) · f ij · dem(i)
cl ·
∑|Ti|
j=1 f
i
j
≤ nl(t
i
j) · f ij
f ∗ · cl
by the definition ofM2. Let Xl be the random variable indicating the congestion on l. Its expected
value is
E[Xl] =
k∑
i=1
Ti∑
j=1
E[Xl(t
i
j)] ≤
k∑
i=1
|Ti|∑
j=1
nl(t
i
j) · f ij
f ∗ · cl ≤
1
f ∗
= OPTcong
by the formulation of M2. By Chernoff bounds [43], for 0 < γ ≤ 1,
Probability(Xl > (1 + γ)E[Xl]) < e
−E[Xl]γ2
3
Let γ =
√
ln(|E|/)/OPTcong, we obtain
Probability
(
Xl > OPTcong +
√
3 ·OPTcong · ln |L|

)
<

|E|
Then the probability that the congestion of any edge is greater than OPTcong+
√
3 ·OPTcong · ln(|L|/)
is at most , which completes the proof.
Note that to obtain a small , OPTcong needs to be sufficiently large. This can be achieved by
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scaling up the demands of all commodities. However, doing so results in a worse approximation
bound.
Online Algorithm
The randomized rounding algorithm is of little practical value, as it needs to first work on the LP
relaxation of our problem, then randomly select a subset of solutions and reroute all demands.
We are interested to find a fast combinatorial algorithm, which has slightly worse approximation
ratio, but routes the demand in only one iteration for each multicast session. Moreover, an online
algorithm is desired, which can accept new sessions on the fly. In other words, upon the joining of
a new session, the algorithm accumulatively adds routes for the new session, and only scales down
the flow rate of existing sessions, instead of rerouting all sessions.
We extend Garg and Konemann’s scheme [27] to the domain of unsplittable flow problem,
and propose an online algorithm with approximation ratio log(|L|), the best bound known for on-
line algorithms so far [6]. The algorithm also works for P2I, the source-destination unsplittable
minimum congestion problem, with the same bound. It is listed in Table 4.6.
Online-MinCongestion
1 ∀e ∈ E , de ← β/ce
2 f ij ← 0, tij ∈ Ti, i = 1, . . . , k
3 for i = 1 to k do
4 ti ← minimum overlay spanning tree in Ti using de
5 f(t) ← f(t) + dem(Mi)
6 ∀l ∈ ti, de ← de(1 + ρnl(ti)dem(i)ce ),
Table 4.6: An Online Algorithm
This algorithm continues to use the edge weight assigning function introduced in Sec. 4.2.1.
Here, ρ is the step size of the cost update. During iteration i, the algorithm finds the minimum
overlay spanning tree ti using the current link weight dl, then routes dem(i) units of traffic along
ti. The algorithm associates with each session Mi an indicator σimax to denote its maximum con-
gestion level. Finally, scaling dem(Mi) by σimax for each session Mi returns a feasible solution.
Let OPTcong = 1/f ∗ be the optimal congestion, we have the following theorem.
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Theorem 4.2.4. Online-MinCongestion returns a solution with maximum congestionO(OPTcong·
log |L|) if OPTcong ≥ 1/2, and O(2 ·OPTcong + log |L|) otherwise.
Proof. Let d(i)l and σ(i)l denote the values of dl and σl after the ith iteration of the algorithm, we
have
∑
l∈L
cl · d(i)l =
∑
l∈L
cl · d(i−1)l + ρ · cl · dem(Mi)
∑
l∈L
nl(t
i)d
(i−1)
l
cl
=
∑
l∈L
cl · d(i−1)l + ρ · dem(Mi)z(i−1)i
By the formulation ofD2,
∑
l∈L nl(t
i)d
(i−1)
l = z
(i−1)
i since ti is the minimum overlay spanning
tree using d(i−1)l . Then we have
∑
l∈L
cl · d(k)l =
∑
l∈L
cl · d(0)l + ρ
k∑
i=1
dem(Mi)z(i−1)i
≤ β|L|+ ρ
k∑
i=1
dem(Mi)z(k)i
since d(i)l and z
(i)
i are non-decreasing as i increases. Let f ∗ be the optimal objective value of M2
as well as D2. Since f ∗ is the minimum of
 
l∈L cl·dl
 k
i dem(Mi)zi
over all link weight assignments dl and
session weights zi, we have the following inequality if ρ < f ∗.
β|L|
1− ρ/f ∗ ≥
∑
l∈L
cl · d(k)l ≥ clmax · d(k)lmax (4.17)
where lmax is the edge whose congestion level is σmax.
clmax · d(k)lmax = β
k∑
i=1
(1 + ρ
nl(t
i)dem(Mi)
cl
) (4.18)
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Since (1 + xρ) ≥ (1 + ρ)x when x ≤ 1,
(4.18) ≥ β(1 + ρ)
k
i=1
nl(t
i)dem(Mi)
cl = β(1 + ρ)σmax
if nl(t
i)dem(Mi)
cl
is always no greater than 1, i.e., the traffic routed during each iteration does not
overflow σmax. We refer to this requirement as the “no-bottleneck” assumption, which can be
achieved by scaling all demands such that max
k
i=1 dem(i)·|Mmax|
minl∈L cl
= 1. Coming back to (4.17), we
have
(1 + ρ)σmax ≤ |L|
1− ρ/f ∗
which implies
σmax ≤ log1+ρ
|L|
1− ρ/f ∗ =
log |M| − log(1− ρ/f ∗)
log(1 + ρ)
≤ log |L| − log(1− ρ/f
∗)
ρ
(4.19)
The last inequality of (4.19) holds when ρ ≤ 1. Also since it must follow that ρ < f ∗, ρ can be
determined as follows.
If f∗ < 2, we can set ρ < 1, and satisfy that ρ/f ∗ is any constant factor less than 1/2. This
makes log(1− ρ/f ∗) a constant too. Then (4.19) becomes
σmax ≤ O( log |M|
f ∗
)
If f∗ ≥ 2, we can set ρ = 1. Then (4.19) becomes
σmax ≤ log |M| − log(1− 1/f ∗) < log |L|+ 2
f ∗
Let OPTcong = 1/f ∗ denote the optimal congestion, we complete the proof.
To ensure the approximation ratio outlined in Theorem 4.2.4 when f ∗ is unknown, we can
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scale down all demands to guarantee that f ∗ ≥ 2. Recall that the “no-bottleneck” assumption can
be achieved when max
k
i=1 dem(i)·|Mmax|
minl∈L cl
= 1. This means that if there is only one session, it can be
routed such that f ∗ ≥ 1. Since the worst case happens when all k sessions are routed through one
single link, we can ensure that f ∗ ≥ 2 by letting maxki=1 dem(Mi)·|Mmax|
minl∈L cl
= 1/2k.
Experiment (Part Three)
We continue to use the same experiment setting in Sec. 4.2.1 and 4.2.1 to illustrate our algorithms.
We test the performance of our algorithms by setting the limit on the number of trees from n = 1
to 20. For the random algorithm, we first run MaxConcurrentFlow with approximation ratio 95%
to return a set of overlay trees that achieves optimal capacity utilization, then randomly choose n
trees from the set, such that the probability a tree is selected is proportional to its contribution to
the overall session rate. We repeat this procedure for 100 times, then report the average results.
For the online algorithm, we replicate session 1 and 2 by (n − 1) times, so that there are a total
of 2n independent sessions. All these sessions have the same demand as 1. They join the network
following a random sequence. We create 100 such sequences and report the average results.
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Figure 4.5: Throughput (Random and Online)
Fig. 4.5 shows that both algorithms greatly outperform their approximation lower bounds. In
Fig. 4.5 (a), when n = 20, the overall throughput of the random algorithm exceeds 1000, more
than 80% of the optimal throughput. It is even outperformed by the online algorithm, if we set
ρ ≥ 30. We also choose to show the rate of session 2 in Fig. 4.5 (b), since it reflects whether
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the algorithm is able to preserve fairness by minimizing the rate difference between session 1 and
2. Similar to Fig. 4.5(a), when n = 20, both algorithms approximate the optimal objective value
f ∗ = 99.82 derived in Sec. 4.2.1, by more than 80%. Also in both figures, we observe a clear trend
of diminishing return of throughput growth as we increase the number of trees.
Fig. 4.6 shows the number of trees both algorithms actually return. Note that although we set
a limit to the number of trees, say n = 20, in both algorithms, the same tree could be selected
more than once. Comparing Fig. 4.6 with Fig. 4.5, we find out that the algorithm is able to achieve
higher throughput as it diversifies its tree selection. This experiment shows that both algorithms
efficiently utilize the asymmetric rate distribution among overlay trees, as observed in Fig. 4.2 and
4.3, by selecting trees of higher rates.
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Figure 4.6: Number of Trees (Random and Online)
Finally, we discuss the role of ρ in the online algorithm. ρ controls the growing speed of the
weight of a physical link. Clearly, a large ρ rapidly increases a link l’s weight when certain traffic
is routed along l. This increases the probability that, when a new session joins, l will be unlikely
to be included in the minimum overlay spanning tree, along which the traffic will be routed. In
this way, other under-utilized links with smaller weights will be selected.
In our proof to Theorem 4.2.4, in order to derive the desired approximation bound, we require
that ρ < f ∗. However, in this experiment, when we set ρ = 200, which is greater than f ∗ = 99.82,
it does not hurt the performance of our algorithm, although it does not improve it either. At the
time of this writing, we are unable to determine whether it is only a coincidence, or there exists
86
alternative proofs which could remove such a condition. In fact, our algorithm already achieves
the best performance when ρ is set to approximately equal to f ∗. However, since f ∗ cannot be
known a priori in practice, it is still preferable if ρ is not internally connected with f ∗.
4.2.3 The Impact of IP Routing in Achieving Optimal Capacity Utilization
So far, we have explored several important issues concerning optimal capacity utilization in overlay
networks. The corresponding problems, as well as their solutions, have been presented. Another
important issue we would like to investigate is the role IP routing plays in all previous problems
we have studied.
Redefinition of the Overlay Multicast Tree
In Sec. 4.1.3, we define the overlay multicast tree as a tree spanning all members within a mul-
ticast session, where each tree link corresponds to the fixed IP route between its two end nodes.
Obviously, such a routing strategy does not help to improve the capacity utilization of the physical
network. The “hot” links traversed by many IP routes can be easily saturated, while other ones
selected by only a few IP routes stay under-utilized. Our question is: how much impact IP routing
has when it comes to deriving the achievable capacity utilization in overlay networks?
To answer this question, we first remove our previous assumption that any pair of nodes must
route traffic via their pre-determined IP route. Instead, they can dynamically choose any unicast
path between them. Then the overlay multicast tree has to be redefined as a tree spanning all
members within a multicast session, where each tree link corresponds to an arbitrary unicast path
between its two end nodes. Consequently, the previous studied problems M1, M2, M2I, as well
as their duals, have to be reformulated to accommodate such a redefinition. Note that the essence
of algorithms (Table 4.1, 4.3, 4.5 and 4.6) to all these problems is to assign weight d l to each
physical edge l ∈ L, such that the weight of any overlay spanning tree, or the weighted sum of
any overlay spanning tree from each session, is at least 1. Thus, if we can find a way to calculate
the minimum overlay spanning tree according to its new definition in polynomial time, then all
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previous algorithms can be applied to this new problem. Also, all previous theoretical conclusions
hold (Lemma 4.2.1 to 4.2.7 and Theorem 4.2.1 to 4.2.4), with the only change occured to Tmst, the
running time of the minimum overlay spanning tree construction algorithm.
New Algorithms
We now show how this algorithm works. In previous algorithms, for a multicast session M i, we
construct its dual overlay graph GDi = (Mi, EDi ), and the weight of any edge e in GDi is the sum
of weights of all physical links along the corresponding unicast route. Although the edge weight
changes after each iteration of the algorithm, its underlying unicast route stays unchanged. In the
new algorithms, after each iteration, we update the unicast route of each edge e in GDi , by finding
the shortest path between the two end hosts of e according to the most up-to-date link weight. Such
an operation needs |EDi | shortest path calculations.
To save computation overhead, using shortest path tree algorithm, we can get the weights of
all overlay edges from a given node (the root of the shortest path tree) to all other nodes. Thus,
the running time of this operation is |Mi|Tspt, Tspt being the running time of the shortest path tree
algorithm (The running time of Dijkstra’s algorithm is |L| log |V|). After this step, we can obtain
the minimum overlay spanning tree by running the minimum spanning tree algorithm on the newly
updated GDi . Therefore, the time complexity of the new algorithm exceeds the old algorithm by
|Mi|Tspt, which is the overhead to calculate the weight of each overlay edge in EDi .
Using the new algorithm, we are able to derive the optimal capacity utilization for a given
group of overlay multicast sessions located within a given network, assuming arbitrary unicast
routing. Comparing this result to the one obtained by the previous algorithm that assumes IP
unicast routing, we are able to quantify the impact of IP routing with respect to constraining the
optimal capacity utilization.
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Experiment (Part Four)
We repeat the same experiment conducted in Sec. 4.2.1, 4.2.1, and 4.2.2, by running the new
algorithms.
Surprisingly, the difference between the pre-existing results (via IP routing) and new results
(via arbitrary routing) are negligible. Under all settings, arbitrary routing only helps to improve
the maximum achievable throughput by a factor of within 1%. This means that the impact of IP
routing is negligible, which implies that the major factors constraining the performance are the
intrinsic properties of the Internet, such as its topology.
Approximation Ratio 0.93 0.94 0.95 0.96 0.97 0.98 0.99
Rate of Session 1 164.10 164.33 164.69 165.04 165.40 165.83 166.26
Rate of Session 2 93.74 93.75 93.74 93.67 93.61 93.52 93.42
Overall Throughput 1359.54 1360.95 1363.07 1364.94 1366.82 1369.07 1371.22
Number of Trees in 275 302 305 327 347 369 383
Session 1
Number of Trees in 32 33 34 38 36 38 38
Session 2
Table 4.7: Experiment Result of MaxFlow with Arbitrary Routing
Results in Tab. 4.7 correspond to the old results in Tab. 4.2.
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Figure 4.7: Overlay Tree Rate Distribution (MaxFlow with Arbitrary Routing)
Results in Fig. 4.7 correspond to the old results in Fig. 4.2.
Results in Tab. 4.8 correspond to the old results in Tab. 4.4.
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Approximation Ratio 0.93 0.94 0.95 0.96 0.97 0.98 0.99
Rate of Session 1 132.39 132.53 132.67 132.80 132.94 133.07 133.20
Rate of Session 2 99.02 99.16 99.30 99.44 99.59 99.72 99.86
Overall Throughput 1190.45 1191.82 1193.21 1194.58 1195.96 1197.32 1198.66
Number of Trees in 212 220 230 218 233 225 256
Session 1
Number of Trees in 36 36 37 36 34 38 37
Session 2
Table 4.8: Experiment Results of MaxConcurrentFlow with Arbitrary Routing
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Figure 4.8: Overlay Tree Rate Distribution (MaxConcurrentFlow with Arbitrary Routing)
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Results in Fig. 4.8 correspond to the old results in Fig. 4.3.
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Figure 4.9: Link Utilization (Arbitrary Routing)
Results in Fig. 4.9 correspond to the old results in Fig. 4.4.
 650
 700
 750
 800
 850
 900
 950
 1000
 1050
 1100
 1150
 0  2  4  6  8  10  12  14  16  18  20
o
ve
ra
ll 
th
ro
ug
hp
ut
maximum number of trees
Random
Online (ρ=10)
Online (ρ=20)
Online (ρ=30)
Online (ρ=40)
Online (ρ=100)
Online (ρ=200)
 30
 40
 50
 60
 70
 80
 90
 0  2  4  6  8  10  12  14  16  18  20
ra
te
 o
f s
es
sio
n 
2
maximum number of trees
Random
Online (ρ=10)
Online (ρ=20)
Online (ρ=30)
Online (ρ=40)
Online (ρ=100)
Online (ρ=200)
(a) Overall Throughput (b) Rate of Session 2
Figure 4.10: Throughput (Random and Online with Arbitrary Routing)
Results in Fig. 4.10 correspond to the old results in Fig. 4.5.
Results in Fig. 4.11 correspond to the old results in Fig. 4.6.
4.3 Performance Evaluation
In this chapter, we experimentally validate the performance and limitation of multi-tree overlay
multicast solutions, using algorithms introduced in previous chapters as evaluation tools. Our
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Figure 4.11: Number of Trees (Random and Online with Arbitrary Routing)
experiment setting is as follows. Using the Boston BRITE topology generator, we first create a
10-node AS-level topology, then attach to each AS a 100-node router-level topology. The link
capacity is set as 100. In each experiment, we create n multicast sessions over this topology. n is
ranged from 1 to 9. For any n, the average session size is ranged from 10 to 90. All sessions have
an equal demand as 1. Note that under all experimental settings, we have test the performances
of our algorithms with IP routing and arbitrary routing separately, but found the results nearly
identical, as what has happened in Sec. 4.2.3. Therefore, we only present results of algorithms
with IP routing.
4.3.1 Overall Throughput
Using the MaxFlow algorithm, we derive the optimal overall throughput (approximation ratio
95%), as shown in Fig. 4.12. We find out that an overlay session has strong capabilities to propor-
tionally enlarge its capacity utilization as the session increases. In the case of single-session, its
rate remains to be around 99 when its size grows from 20 to 90. However, multiple sessions com-
pete severely. For example, the average throughput of two parallel 20-node sessions is only 0.7
times the throughput of a single 20-node session, and the average throughput of nine such sessions
is only 0.22 times the throughput of the single session.
The reason partially lies in Fig. 4.13, which plots the average number of edges a node can
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Figure 4.12: Overall Throughput (MaxFlow)
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Figure 4.13: Number of Edges per Node
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utilize as we increase the session size and concurrency. When only one or two sessions exist on
the network, the number of edges per node only slightly decreases as the session grows. Such a
decreasing speed accelerates as we increase the number of competing sessions, since any new edge
added into an expanding session may already belong to some other sessions.
4.3.2 Unbalanced Link Utilization Ratio
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Figure 4.14: Limited Link Utilization
Another reason is revealed in Fig. 4.14, which plots the snapshot of link utilization ratio of the
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entire network. Here, each link included in the figure must belong to at least one of the overlay
links of a live session.
As it shows, within the same session concurrency level, sessions of different sizes largely
follow the same “staircase”, excluding small-sized 10-node sessions. The staircase lowers as the
number of competing session grows. In other words, higher session concurrency results in lower
link utilization ratio. We also note that even in the best case (single 10-node session in Fig. 4.14
(a)), the link utilization ratio is only slightly more than 50%.
4.3.3 Achieving Fairness
With the same experiment setting, we run the MaxConcurrentFlow algorithm. If all sessions
have the same demand, the algorithm maximizes the minimum session rate, as shown in Fig. 4.15.
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Figure 4.15: Minimum Rate (MaxConcurrentFlow)
We also find out that MaxConcurrentFlow largely conserves the capacity utilization returned
by MaxFlow. As shown in Fig. 4.16, in most cases, the ratio of the resulting throughput val-
ues returned by the two algorithms is over 90%. This ratio never drops below 80%. There-
fore, although multiple competing sessions decrease the capacity utilization, fairness can be easily
achieved among them, without further losing much throughput.
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Figure 4.16: Overall Throughput Ratio (MaxConcurrentFlow vs. MaxFlow)
4.3.4 Asymmetric Rate Distribution vs. Session Sizes
Asymmetric rate distribution among overlay trees is a desirable property for us, as we can signifi-
cantly reduce the number of overlay trees by selecting trees whose rates are much higher than oth-
ers, and still approximates the optimal capacity utilization. Unfortunately, as shown in Fig. 4.17,
this property quickly diminishes as the session size (i.e., the number of overlay nodes per session)
grows to around 20. This phenomenon persists regardless the session concurrency level. The rea-
son, as we conjecture, is due to the exponential growth of possible overlay tree configurations.
Therefore, the chance that the same tree is repeatedly selected dwindles quickly. This observation
is certainly unfavorable to the attempt to maximize the capacity utilization with a limited number
of trees in large and medium-sized overlay sessions.
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Figure 4.17: Diminishing Effects of Asymmetric Rate Distribution
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4.3.5 Performance of the Online Algorithm
We examine the performance of the online algorithm based on the same experimental settings. We
set the step size ρ = 10, and the limit on the number of trees from n = 1 to 60. We replicate each
session by n−1 times, and let them join the network following a random sequence. We create 100
such sequences and output the average results.
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Figure 4.18: Overall Throughput Ratio (Online vs. MaxFlow)
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Figure 4.19: Minimum Rate Ratio (Online vs. MaxConcurrentFlow)
Fig. 4.18 plots the ratio of overall throughput the online algorithm has achieved compared to
the optimal throughput, as computed by MaxFlow. Fig. 4.19 measures the performance of the
online algorithm on achieving max-min fairness, by showing the ratio of minimum rate the online
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algorithm has reached compared to the optimal minimum rate, as computed by MaxConcurrent-
Flow.
Both figures exhibit the same growing patterns. Under any combination of session size and
concurrency, both ratios increase when we enlarge the limit on the number of trees. The average
of both ratios are more than 60% when we set n = 10. As we further increase the number of trees,
we observe the same diminishing return of performance gain (not shown due to the page limit), as
introduced in Fig. 4.5. When n ≥ 30, the gain becomes trivial (a total of less than 2% gain from
n = 30 to n = 60).
Surprisingly, both ratios only drop slightly as the session size grows. Especially, the algorithm
approximates the upper bound even closer as the session concurrency increases. This is against our
initial conjecture that the diminishing effects of asymmetric rate distribution will make it harder for
the online algorithm to choose the “best trees” out of a large solution space. Although we are still
investigating on this phenomenon, the reason might due to the highly unbalanced link utilization
ratio, as implied by Fig. 4.14. Since the total capacity utilization largely depends on the capacities
of very few “highly-congested” links, the online algorithm can easily approximate the optimal
throughput by sufficiently “congesting” these links via any set of trees that can achieve so. Since
the link utilization ratio becomes even more unbalanced as we increase the session concurrency,
one can even more easily achieve such a goal.
Summarizing the above results, we have the following major findings. First, under our ex-
perimental settings, multi-tree solutions can only utilize the capacity of the network by a small
percentage (generally less than 50%), due to the highly unbalanced link utilization ratio. Second,
enforcing max-min fairness and maximizing overall throughput can be achieved simultaneously.
Finally, a simple online algorithm can largely approximate the upper bounds (more than 90%) of
optimal throughput and optimal minimum session rate, with a relatively small number of trees
(n = 30).
Our observation could be biased by several factors, most notably the choice of network topol-
ogy and link capacity. Our choice of two-level topology is based on the assumption that the
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members of a multicast session are usually distributed in a wide area, belonging to different ASes,
given the application background of overlay multicast. Our choice of uniform link capacity is
largely due to the unavailability of public information towards this direction. Even so, we still
believe that we have provided some useful insights to reveal overlay multicast’s usage pattern of
network resources.
We could certainly alter the link utilization ratio, if we place the same set of sessions on a
different topology. We have conducted the same experiment over a 1000-node router-level topol-
ogy created by BRITE generator. This topology allows more capacity utilization than our previous
topology. However, the phenomenon of unbalanced link utilization shown in Fig. 4.14 still persists,
suggesting that it might be an intrinsic property of the combination of shortest-path routing and the
current Internet topology. This conclusion conveys a rather negative message that the upper bound
of capacity utilization of multi-tree overlay multicast is severely limited, especially when multiple
sessions compete on the same network. On the bright side, however, we show that one can build a
simple and practical online solution to approximate this bound, and maintaining max-min fairness
at the same time.
4.4 Related Work
4.4.1 Overlay Tree Construction
Due to the difficulty of deployment of IP multicast, algorithms promoting application-layer overlay
multicast have recently been proposed as remedial solutions, focusing on the issue of constructing
and maintaining a multicast tree. The common objective is to perform multicast with only unicasts
between end hosts, and to minimize the inefficiency brought forth by link stress and stretch. Narada
[16], for example, constructs trees in a two-step process: it first constructs an efficient mesh among
members, and in the second step construct a spanning tree of the mesh. More recently, researchers
have focused on designing scalable overlay tree construction algorithms, using tools including
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Delaunay Triangulations [39] and organizing members into hierarchies of clusters [10].
4.4.2 Data Distribution via Overlay Mesh or Overlay Multi-Tree
Our work is more akin to two recent research papers that seek to utilize residual bandwidth avail-
ability by building multiple overlay multicast trees: CoopNet [41] and SplitStream [14]. CoopNet
and SplitStream have proposed to utilize multiple multicast trees to deliver striped data, using
either multiple description coding or source erasure codes. CoopNet proposes a centralized al-
gorithm to facilitate using multiple multicast trees from different sources, and does not feature
explicit built-in support of either maximizing capacity utilization, or achieving certain fairness. In
contrast, SplitStream has proposed a decentralized algorithm to construct a forest of multicast trees
from a single source. The main idea is to build multiple interior-node-disjoint trees, which guar-
antee that each node serves as internal forwarding nodes in only one of the trees. SplitStream is
developed based on Scribe, a tree-based multicast algorithm based on structured overlay networks.
Our work distinguishes from these previous work in many important aspects. Starting from
problem formulations, our algorithms are designed from the ground up to evaluate the feasibility
of constructing the best possible the data dissemination topologies beyond a single tree, and to
achieve the optimum within certain approximation factors. We believe that the theoretical and
experimental insights offered in this paper is important and noteworthy, since it provides guid-
ance towards the design of realistic and distributed algorithms to optimize the performance of the
constructed topologies. Towards this goal, our paper culminates in the proposal of an online ap-
proximation algorithm, which also meets the requirements of minimizing computation when new
sessions are created. In addition, we consider the case where multiple concurrent sessions compete
for overlay network capacities, where fairness constraints must be explicitly incorporated. In con-
trast, there are no provisions in both CoopNet and SplitStream regarding making such informed
decisions with respect to topology construction, and existing algorithms are proposed based on
intuitions rather than sound theoretical foundations. Similarly, none of the previous work has
considered the impact of fairness on achieving optimized capacity utilization.
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Finally, Kostic et al. [36] and Byers et al. [12] have both proposed to construct an overlay
mesh of concurrent data dissemination connections, each sending a (hopefully) disjoint set of
data. As a node receives data from these connections and merges incoming data, throughput
may be significantly improved due to the larger number of concurrent connections. Byers et al.
has discussed the algorithmic details of merging differences from different downloading sources,
while Kostic et al. has proposed an elaborate algorithm that allows nodes to send data to different
points in the overlay, as well as to locate and recover missing data items. Both work had similar
objectives to ours, in the sense that they all seek to improve the bandwidth of data dissemination.
There are, at least, two significant differences comparing our work to these approaches. First,
while both [36] and [12] need to assume large or unlimited buffers at each overlay node in order to
store elements of data to potentially serve others, we do not make this assumption. While this as-
sumption is certainly valid when file-based rather than in-memory buffers are used, it unavoidably
lacks the support for delay-sensitive data dissemination, such as real-time streaming of multime-
dia or stock quotes. Second, our work shares the advantage of these approaches that the network
capacity is as saturated as possible, without the complexity of locating missing data items from
a potentially large number of possible hosts — data may only arrive from upstream nodes in the
existing trees in the session.
4.5 Summary
We explore the entire spectrum of the multi-tree design philosophy when it comes to constructing
data dissemination topologies in overlay networks. We first presents an array of combinatorial
approximation algorithms to derive the optimal capacity utilization of overlay multicast when one
or multiple competing sessions are present. Then we study a more realistic version of the same
problem, where data flows can only be split into a specified number of subflows of fixed rates, and
present a randomized-rounding and an online algorithm to address this problem. Finally, we revise
all proposed algorithms to accommodate the case when arbitrary dynamic unicast routing, instead
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of fixed IP routing, is employed in the underlying physical network. By comparing results of two
classes of algorithms in the same network setting, we are able to quantify the impact of IP routing
at constraining the optimal capacity utilization of overlay multicast.
Under our experimental settings, we have the following major findings. (1) Multi-tree solution
can only utilize the capacity of the network by a small percentage (generally less than 50%), due
to highly unbalanced link utilization ratio (recall Fig. 4.4). (2) Enforcing max-min fairness among
competing sessions and maximizing overall throughput can be achieved simultaneously. (3) A
simple online algorithm can largely approximate the upper bounds (more than 90%) of optimal
throughput and optimal minimum session rate, with fairly small number of trees (around 20 to 30).
(4) When repeating the same experiment without the restriction of IP routing, the performance
results only improve by a small percentage generally less than 1%. This finding suggests that it
might be the intrinsic property of current Internet topology that mainly constrain the performance
of overlay multicast.
4.6 Notations
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Notation Definition
dem(Mi), i = 1, . . . , k Traffic Demand of Session Mi
tij ∈ Ti, j = 1, . . . , |Ti| Set of Spanning Trees for overlay graph Gi
f ij Traffic Amount on Tree tij
f Throughput in Maximum Concurrent Flow Problem (M2)
nl(t
i
j) Number of Times l appears in the Tree tij
GDi Dual Overlay Graph of Gi
dl Dual Weight of Link l
β Initial Value of dl in the -Approximation Algorithm
zi, i = 1, . . . , k Weight of Minimum Spanning Tree on Gi using dl
f ∗ Optimal Value of Primal Problem M1, M2
OPT Optimal Value of Dual Problem D1, D2
xij A 0-1 variable associated with tij
OPTcong = 1/f
∗ Optimal Congestion Value of Primal Problem D1, D2
σl Congestion Level on Link l
ρ Step Size in Online-MinCongestion Algorithm
Table 4.9: Notations used in Chapter 4
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Chapter 5
Dynamic High-Bandwidth Routing in
Overlay Multicast
5.1 Problem Overview
5.1.1 Application Background
In Chapter 4, we systematically studied the problem of optimal capacity utilization in overlay
multicast. Although challenging in its most basic setting, this problem is further complicated by
many constraints from reality. For example, it is very common in overlay multicast that nodes
frequently join and leave the session, which causes significant disturbance to the end-host-based
routing structure. To name another difficulty, the complete knowledge of the underlying physical
network cannot be available at the overlay layer, which often leads the overlay routing algorithm
into suboptimal decisions.
Therefore, we are interested in finding a solution that can adapt to the above adversary con-
ditions and can deliver approximately optimal performance. More specifically, we expect our
solution to have the following features.
1. Incremental Tree Construction: the overlay tree must be incrementally built and dynamically
updated as node joins or leaves the multicast.
2. Localized Reorganization: as dynamic change of membership can leave the tree into subop-
timal shape, it needs to be reorganized from time to time. However, global reorganization is
not desirable, and the frequency of reorganization must be limited.
3. Distributed Management: centralized solution is chosen over by the distributed scheme,
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where each node has partial view of the tree, and collaboratively maintains the tree with
other nodes.
4. Autonomous Decision: each routing operation, may it be addition, deletion, or rearrangement
of a tree edge, is triggered by the receiver node of this edge for its own benefit, requiring no
permissions or negotiation with coexisting nodes.
5. Partial Knowledge of Physical Topology: the physical network is neither transparent nor in-
visible, but opaque to the overlay multicast session. The routing algorithm should effectively
utilize this partial knowledge to construct and maintain the approximately optimal overlay
tree.
5.1.2 Solution Overview
The above design rationales also define the problem settings of our solution. The tree construc-
tion algorithm introduced in this chapter belongs to the type of “incremental update”, according
to the categorization outlined in Sec. 2.2.3. We propose a distributed routing algorithm to the
maximum throughput overlay multicast problem. The essential idea is to assign weight to overlay
edge as a function of its traffic load, and to use this weight as the routing metric to help locating
lightly-loaded overlay path, thus maintaining high-bandwidth multicast tree. We prove that the
competitive ratio between the throughput returned by our algorithm and the optimal throughput
is upper bounded in various node dynamic scenarios. Also these bounds remain unchanged when
only partial knowledge of the physical topology is available to the algorithm. Our algorithm can be
extended to the case of non-single-tree routing solutions. Experimental results show our algorithm
to greatly outperform the proved approximation bound.
5.1.3 Problem Formulation
In Sec. 4.2.1, we formulated the maximum concurrent flow problemM2, which aims to maximize
the flow rates of all overlay sessions in proportion to their traffic demands. The solvability of this
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problem relies on the following unrealistic assumptions. If they are compromised, so will be the
tractability of the problem.
1. Permanent Membership: each session is permanent and its membership does not change
over time.
2. Arbitrary Traffic Splitting: the multicast traffic of each session can be arbitrarily split and
fed into unlimited number of trees.
3. Knowledge of Physical Network: each overlay session has the complete knowledge of its
underlying topology, as well as the capacity of each physical link.
If we remove the first assumption by allowing nodes to join or leave its multicast session on the
fly, then in order to maintain the optimality, we need to rearrange trees for all sessions every time
such an event happens. If we remove the second assumption by limiting the maximum number
of trees each session can have, say k, it becomes the “k-splittable” flow problem, which is NP-
hard[9]. If the third assumption is changed, i.e., only partial knowledge of the physical network
can be obtained from the overlay layer, the problem formulation does not hold any more.
In this chapter, our goal is the same with the problem M2. However, we aim to attack this
problem under the practical setting by removing the above unrealistic assumptions. Although the
new algorithm need to be designed to accommodate the realistic scenarios, the basic methodology
presented in this section will survive and remain to play the central role. In what follows, we will
progressively modify the above assumptions and shift towards new and more realistic settings.
Meanwhile, we will present approximation algorithms, all of which return guaranteed performance
bound to the optimal value f ∗ of the basic problemM2. All notations in this chapter can be found
at Sec. 5.6.
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5.2 Algorithms
5.2.1 Algorithm Overview
In this section, we present our overlay multicast routing algorithm to various application scenarios.
We consider application scenarios along two dimensions: node dynamics and data dependency.
We illustrate these concepts using the overlay graph model introduced in Chapter 2.
Along the dimension of node dynamics, we consider two cases. In the first case, nodes join the
multicast session but never leave. Reflected in the overlay graph model, the graph is incremented
gradually by the newly joined node. In the second case, nodes can join and leave a session anytime
they want, i.e., the overlay graph can shrink or grow dynamically.
Along the dimension of data dependency, there are two types of dependency models. If the
overlay graph is a directed acyclic graph, there is a strong partial ordering of node dependency
among nodes. Here, a node can only retrieve data from those which arrived earlier and already
possessed the data, e.g., on-demand streaming and P2P file sharing. We referred to this model
as acyclic dependency. The overlay graphs of session M1 and M2 in Fig. 2.1 exemplifies the
acyclic dependency. In the second model, there is no restriction on from which node the data
should be retrieved, which means the overlay graph can take any shape. We referred to this model
as arbitrary dependency. This model is suitable for applications scenarios where data distribution
is simultaneous, such as teleconferencing and live broadcasting.
The routing algorithm presented in this section works essentially the same way as the optimal
algorithm introduced in Sec. 4.2: to find spanning tree(s) on the overlay graph of each session.
However, the new algorithm is designed to accommodate the realistic condition that the overlay
graph is constantly changed. The algorithm consists of three elementary functions. Join is run
by each new node joining a multicast session. Leave is the operation for each old node leaving
its session. Rearrange is performed by a present node in a session if it decides to improve its
current tree edge by switching parent. As summarized in Tab. 5.1, these functions are combined
differently to handle the various scenarios we consider.
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Acyclic Dependency Arbitrary Dependency
Joining Only Join Join, Leave and
Rearrange
Joining and Join and Leave Join, Leave and
Leaving Rearrange
Table 5.1: Overview of Functions
In Sec. 5.2.2, we present these functions and theoretical results regarding their performance
bounds. These functions are designed towards the single-tree structure, i.e., nodes within the same
session are grouped into a single tree. In Sec. 5.2.3, we discuss how to modify our algorithm to
accommodate the issue of partial topology knowledge, and how the algorithm can be extended for
non-single-tree-based routing infrastructure, e.g., multiple trees.
5.2.2 Main Functions
We present the main functions of our algorithm. In this subsection, we target on the single tree
case. We consider k sessions Mi (i = 1, . . . , k). Here, each session Mi maintains a tree ti
connecting all nodes within the session.
Auxiliary Functions
We start by introducing some auxiliary functions designed to assist the main functions we are
about to present. The essential idea of our algorithm is to assign weights to physical edges, which
indicate their current traffic conditions. The multicast tree operations are made based on the edge
weights as routing metrics. Therefore, the main usage of auxiliary functions is the initialization
and update of edge weights.
As shown in Tab. 5.2, for each physical edge l ∈ L, two variables are allocated. dl denotes its
weight, and σl denotes its current traffic load, i.e., the percentage of its occupied capacity. Also we
define the weight of an overlay edge e as the aggregate weight of physical edges along its unicast
route.
During the Initialization, dl is initialized as a constant β normalized by its capacity cl, and σl
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Initialization(ti)
1 ∀l ∈ L, dl ← β/cl, σl ← 0
2 ti ← φ
Load(e, c) /* Load overlay edge e with traffic amount c */
1 ∀l ∈ e
2 dl ← dl(1 + ρ ccl ), σl ← σl + ccl
3 de ←
∑
l∈e dl
Unload(e, c) /* Unload overlay edge e with traffic amount c */
1 ∀l ∈ e
2 dl ← dl/(1 + ρ ccl ), σl ← σl − ccl
3 de ←
∑
l∈e dl
Table 5.2: Auxiliary Functions
is set 0. The function Load is called when certain amount of traffic c is routed through an overlay
edge e. In this function, for each physical edge l belonging to e, its weight dl and load σl are
updated as shown in line 2. Finally, de is updated accordingly. When certain traffic amount c along
e is terminated, Unload is called, which basically reverses the operations of Load.
The definition of edge weight function (shown in Tab. 5.2) represents the load on edge e in
two aspects. Besides reflecting the traffic condition, i.e., the amount of traffic carried by edge
e, it also acts as a control signal to monitor the management overhead in terms of number of
concurrent flows. To illustrate how the function works, consider the following two cases: (1) e has
one flow going through it, occupying 50% of its bandwidth, and (2) five concurrent flows passes
through e, each taking 10% of its bandwidth. Although total bandwidth occupations are the same,
the resulting weight de is greater in case (1) than in (b). In this way, we use the edge weight to
discourage the use of edge having either high bandwidth occupation or great number of concurrent
flows.
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5.2.3 Extensions
Join Function
When a new node vnew joins the sessionMi, it runs the Join function to attach itself into the tree ti.
According to the definition of the overlay graph Gi in Chapter 2, an overlay edge in Gi is directed
from a node v to vnew if v can serve as the parent of vnew to retrieve data from. Therefore, all nodes
which have an overlay edge directed towards vnew are its candidate parents. Among these nodes,
our algorithm chooses the one with the minimum overlay edge weight, i.e., the minimum-loaded
overlay edge, as the parent vnew. Then we append this new edge into the tree ti and update its edge
weight by calling the auxiliary function Load.
Join(vnew, ti)
1 p(vnew, ti) ← argmin{d(v, vnew) | (v, vnew) ∈ Gi}
2 Mi ←Mi ∪ vnew
3 ti ← ti ∪ (p(vnew, ti), vnew)
4 Load((p(vnew, ti), vnew), dem(Mi))
Table 5.3: When Node vnew Joins the Tree ti
The Join function alone suits best the (Joining Only)/(Acyclic Dependency) scenario, as out-
lined in Tab. 5.1. One example of this scenario is live broadcast. Here, nodes incrementally join
the multicast session to watch certain live event, and the entire session is terminated when the
broadcast is over. Also new nodes retrieve the content from those which joined earlier.
We evaluate the performance of our algorithm the same way as in Sec. 4.2.2. In our algorithm,
the traffic load σl can be understood as the congestion of edge l. σmax is the maximum of all σl
(l ∈ L). Scaling dem(i) by σmax for each session Mi yields a feasible solution. If f ∗ is the the
optimal objective value of problem M2, than OPTcong = 1/f ∗ be the optimal congestion, and
σmax must be greater than OPTcong. In what follows, we show that the ratio of σmax to OPTcong is
upper bounded.
Theorem 5.2.1. In the (Joining Only)/(Acyclic Dependency) scenario, Join function alone guar-
antees the maximum congestion to be bounded by log(|L|).
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Proof. Part I: If there are m nodes which already joined the multicast, then what happened is a
series consisting of m events. The ith event is a node v(i) joining a sessionM(i). G(i) is the overlay
graph associated with M(i). t(i) is the tree of M(i). Let d(i)l denote the value of dl after the ith
event, we have
l∈L∑
l
cl · d(i)l
=
l∈L∑
l
cl · d(i−1)l + ρ · dem(M(i))
l∈(p(v(i),t(i)),v(i))∑
l
cl
d
(i−1)
l
cl
=
l∈L∑
l
cl · d(i−1)l + ρ · dem(M(i)) · sd(i−1)(v(i), t(i))
≤
l∈L∑
l
cl · d(i−1)l + ρ · dem(M(i)) · sd(m)(v(i), t(i))
where sd(i−1)(v(i), t(i)) is the weight of the shortest overlay tree edge reaching v(i) after the (i−1)th
event, according to the Join algorithm. By the definition of the overlay graph G(i), all candidate
parents of v(i) already joined before v(i) does, and no more will join after that. Combining with
the fact that the weight of each physical edge, hence the weight of each overlay edge, is non-
decreasing, we obtain the last inequality. Therefore, after all m events, we have
l∈L∑
l
cl · d(m)l
≤
l∈L∑
l
cl · d(0)l + ρ
k∑
i=1
dem(Mi) ·
|Mi|−1∑
j=1
sd(m)(Rj(Mi), t
i)
= β|L|+ ρ
k∑
i=1
dem(Mi) · z(m)i (5.1)
By the formulation of problem D2,
∑|Mi|−1
j=1 sd
(m)(Rj(Mi), t
i) is the aggregate weight of the
minimum spanning tree for session Mi based on the edge weight after all m events.
Part II: ProblemD tries to minimize
∑l∈L
l cl ·dl subject to the constraint that
∑k
i=1 dem(Mi)·
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zi ≥ 1. Alternatively, this objective can be reformulated as follows.
D2′ : minimize
∑l∈L
l cl · dl∑k
i=1 dem(Mi) · zi
dl ≥ 0, ∀l ∈ L, zi ≥ 0, i = 1, . . . , k
Also because the optimums of problems M2 and D2′ are equal, from (5.1), we have the
following inequality if ρ < f ∗.
β|L|
1− ρ/f ∗ ≥
l∈L∑
l
cl · d(m)l ≥ clmax · d(m)lmax (5.2)
where emax is the edge whose load is the maximum among all edges in L. We denote its load as
σmax. By the definition of edge update function,
clmaxd
(m)
lmax
β
=
(p(v(i),t(i)),v(i)) goes through emax∏
i=1,...,m
(1 + ρ
dem(M(i))
clmax
) (5.3)
Since (1 + xρ) ≥ (1 + ρ)x when x ≤ 1,
(5.3) ≥ (1 + ρ)
 (p(v(i),t(i)),v(i)) goes through emax
i=1,...,m
dem(M(i))
clmax = (1 + ρ)σmax
if dem(M
(i))
clmax
is always no greater than 1, i.e., the traffic routed during each iteration does not over-
flow emax. We refer to this requirement as the “no-bottleneck” assumption, which can be achieved
by scaling all demands such that max
k
i=1 dem(Mi)
minl∈L cl
= 1. Coming back to (5.2), we have
(1 + ρ)σmax ≤ |L|
1− ρ/f ∗
which implies
σmax ≤ log1+ρ
|L|
1− ρ/f ∗ =
log |L| − log(1− ρ/f ∗)
log(1 + ρ)
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≤ log |L| − log(1− ρ/f
∗)
ρ
(5.4)
The last inequality of (5.4) holds when ρ ≤ 1. Also since it must follow that ρ < f ∗, ρ can be
determined as follows.
If f∗ < 2, we can set ρ < 1, and satisfy that ρ/f ∗ is any constant factor less than 1/2. This
makes log(1− ρ/f ∗) a constant too. Then (5.4) becomes
σmax ≤ O( log |L|
f ∗
)
If f∗ ≥ 2, we can set ρ = 1. Then (5.4) becomes
σmax ≤ log |L| − log(1− 1/f ∗) < log |L|+ 2
f ∗
Since OPTcong = 1/f ∗ is the optimal congestion, we complete the proof.
Leave Function
If nodes are allowed to leave the multicast tree ti, then Leave function needs to be called. In
this function, the leaving node vold first terminates the incoming traffic from its parent, then stops
feeding its children, if there are any. Finally, the auxiliary function Unload is called to update
the weights of corresponding overlay edges. Note that the orphaned children of vold need to find
themselves new parents by rejoining the session m as a new node and calling the function Load.
Leave(vold, ti)
1 Mi ←Mi − vold
2 ti ← ti − (p(vold, ti), vold)
3 Unload((p(vold, ti), vold), dem(Mi))
4 ∀vchild ∈ {vchild | (vold, vchild) ∈ ti}
5 ti ← ti − (vold, vchild)
6 Unload((vold, vchild), dem(Mi))
7 Join(vchild, ti)
Table 5.4: When Node vold Leaves Tree ti
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The Leave function, combined with the Join function, can handle the (Joining and Leav-
ing)/(Acyclic Dependency) scenario, such as asynchronous Video on Demand. Here, new nodes
join the multicast by attaching to the earlier nodes which already acquired the partial content.
However, each node will stay online for a finite amount of time. It will leave the multicast once it
receives the entire content. In this scenario, we have the following result.
Theorem 5.2.2. In the (Joining and Leaving)/(Acyclic Dependency) scenario, the combination
of Join and Leave functions guarantee the maximum congestion to be bounded by log(|L|T ), T
being the ratio of the maximum online duration and the minimum one.
Proof. Assuming the minimum online duration is 1 unit of time, then a node can stay online for
at most T units of time. We construct a series of physical networks {(V,L)i | i = 1, . . .}. Each
network (V,L)i is identical to the original network (V,L), and corresponds to the time period
[i−1, i]. With this formulation, we can convert the scenario of joining and leaving into the scenario
of joining only in the following fashion. For a given node v, we suppose it joins a multicast session
at the time point during the period [i − 1, i], and leaves at the time point during [j − 1, j] (j > i).
This is equal to let v simultaneously join the networks (V,L)i through (V,L)j . Therefore, the
maximum congestion of the original network (V,L) is equal to the maximum congestion of the
series {(V,L)i | i = 1, . . .}.
We further organize the entire series into groups, each group covering T consecutive networks,
e.g., the first group covers the period [0, T ], the second group covers [T, 2T ], etc. Since a node
can stay online for at most T units of time, it can appear in at most 2 groups. Therefore, the
maximum congestion of the entire series is at most 2 times the maximum congestion of any group
of networks. Repeating the same proving procedure for Theorem 5.2.1, we obtain the bound to the
maximum congestion in each group as log(|L|T ), since each group contains |L|T edges.
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Rearrange Function
The Rearrange function is designed for present nodes in a multicast session to improve its in-
coming throughput by switching parent. When the node vpres joined the multicast by running the
Join algorithm, it chooses to attach to the existing multicast tree via the overlay edge with the
minimum weight. However, due to the dynamics of node joining and leaving, the tree edge of
vpres cannot always guarantee to have the minimum weight. Therefore, it may be better for vpres to
periodically switch to a new parent whose overlay edge is currently the shortest. However, certain
tradeoff needs to be maintained to prevent such rearrangement from happening too frequently. We
introduce a threshold value α, and require that vpres switches parent only when the ratio between
the weight of its existing tree edge and the weight of the shortest overlay edge exceeds α.
Rearrange(vpres, ti)
1 vmin ← argmin{d(v, vpres) | (v, vpres) ∈ Gi}
2 If d(p(vpres, ti), vpres) > α · d(vmin, vpres)
3 ti ← ti ∪ (vmin, vpres)− (p(vpres, ti), vpres)
4 Unload((p(vpres, ti), vpres), dem(Mi))
5 Load((vmin, vpres), dem(Mi))
6 p(vpres, ti) ← vmin
Table 5.5: Rearrangement of Node vpres in the Tree ti
The Rearrange function, combined with the Join and Leave function, are designed for the
(Joining and Leaving)/(Arbitrary Dependency) scenario, mainly targeted to interactive applications
such as video conferencing and instant messaging. In this applications, nodes are free to join and
leave the multicast tree at anytime, and there is no strong sequential order regarding the data relay
among participants in multicast.
Theorem 5.2.3. In the (Joining and Leaving)/(Arbitrary Dependency) scenario, the combination
of Join, Leave, and Rearrange functions guarantees the maximum congestion to be bounded by
log(|L|).
Proof. Part I: Similar to the proof of Theorem 5.2.1, we consider a series of m events. The ith
event is a node v(i) joining a session, leaving its session, or rearranging itself in the tree. Let d(i)l
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denote the value of dl after the ith event, we have
l∈L∑
l
cl · d(m)l
=
l∈L∑
l
cl · d(0)l + ρ
k∑
i=1
dem(Mi) ·
|Mi|−1∑
j=1
cd(m)(Rj(Mi), t
i)
≤
l∈L∑
l
cl · d(0)l + αρ
k∑
i=1
dem(Mi) ·
|Mi|−1∑
j=1
sd(m)(Rj(Mi), t
i)
= β|L|+ αρ
m∑
i=1
dem(Mi) · z(m)i (5.5)
where cd(m)(Rj(Mi), ti) is the weight of the overlay tree edge reaching the node Rj(Mi), and
sd(m)(Rj(Mi), t
i) is the weight of the shortest overlay tree edge reaching Rj(Mi). The inequality
follows from the fact that the weight of any overlay tree edge reaching a node must be smaller
than α times the weight of the shortest edge reaching this node. Otherwise, the shortest tree edge
will replace it by the Rearrange function. The rest of the proof follows Part II of the proof to
Theorem 5.2.1, where ρ is replaced with αρ.
Partial Knowledge of Physical Topology
The algorithm presented in Sec. 5.2.2 assumes that each overlay session has entire knowledge of
its underlying physical network. This means that in order to function properly, the algorithm must
know the complete topology of the underlying network, and the capacity of each physical link.
However, such complete knowledge can be hardly acquired in practice, if not at all impossible.
Based on this concern, we modify our algorithm assuming that only partial knowledge of the
underlying network is available. In the modified algorithm, we choose to let the main functions stay
intact. Instead, the link weight update function is redefined from physical-link-based to overlay-
edge-based. Therefore, we only need to update the original auxiliary functions (Tab. 5.2) to the
new ones shown in Tab. 5.6.
In the modified auxiliary functions, the weight of an overlay edge e depends on the following
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Initialization(ti)
1 ∀l ∈ L, σl ← 0
2 ∀e ∈ Ei, ce = min{cl | l ∈ e}, de = |e|β/ce
3 ti ← φ
Load(e, c) /* Load overlay edge e with traffic amount c */
1 de ← de(1 + ρ cce )
2 ∀l ∈ e
3 σl ← σl + ccl
Unload(e, c) /* Unload overlay edge e with traffic amount c */
1 de ← de/(1 + ρ cce )
2 ∀l ∈ e
3 σl ← σl − ccl
Table 5.6: Modified Auxiliary Functions
information: (1) |e|, the number of physical links contained in the unicast route of e, and (2) ce, the
capacity of the bottleneck physical link on this route. The weight of e is initialized as a constant
β timed by the length |e|, and normalized by its capacity ce. This gives smaller weights to those
overlay edges with shorter unicast route and larger bottleneck capacity, which are in turn more
likely to be chosen by the tree construction algorithm. The weight update functions in Load and
Unload are identical with their original versions, where an overlay edge is treated the same way
as a physical link.
In what follows, we show that the result of Theorem 5.2.1 still holds under the modified auxil-
iary functions.
Theorem 5.2.4. In the (Joining Only)/(Acyclic Dependency) scenario, in conjunction with the
modified auxiliary functions, Join function alone guarantees the maximum congestion to be bounded
by log(|L|).
Proof. Part I: Similar to the proof of Theorem 5.2.1, we consider a series of m events. The ith
event is a node v(i) joining a session M(i). G(i) is the overlay graph associated with M(i). t(i) is
the tree of M(i). d(i)e is the value of de after the ith event. For the purpose of proof, we consider
117
d
(i)
e as the aggregate weight of all the physical links it contains as follows.
d(i)e =
l∈e∑
l
d
(i)
l
Furthermore, since l belongs to multiple overlay edges, its weight takes the following form.
d
(i)
l =
l∈e∑
e
d
(i)
l (e)
where d(i)l (e) can be defined in the following recursive manner.
d
(0)
l (e) = β/ce
d
(i)
l (e) =
⎧⎪⎨
⎪⎩
d
(i−1)
l (e)(1 + ρ
dem(m)
ce
) if e = sd(i−1)(v(i), m)
d
(i−1)
l (e) otherwise
Then we have
l∈L∑
l
cl · d(i)l
=
l∈L∑
l
cl · d(i−1)l + ρ · dem(M(i))
l∈(p(v(i),t(i)),v(i))∑
l
cl
d
(i−1)
l ((p(v
(i), t(i)), v(i)))
c(p(v(i), t(i)), v(i))
≤
l∈L∑
l
cl · d(i−1)l +
ρ · dem(M(i))
c(p(v(i), t(i)), v(i))
l∈(p(v(i) ,t(i)),v(i))∑
l
cl · d(i−1)l
≤
l∈L∑
l
cl · d(i−1)l +
maxl∈L cl
minl∈L cl
ρ · dem(M(i)) · sd(i−1)(v(i), t(i))
≤
l∈L∑
l
cl · d(i−1)l +
maxl∈L cl
minl∈L cl
ρ · dem(M(i)) · sd(m)(v(i), t(i))
where sd(i−1)(v(i), t(i)) is the weight of the shortest overlay tree edge reaching v(i) after the (i−1)th
event, according to the Join algorithm. The first inequality comes from the definition of d(i)l (e). By
the definition of the overlay graph G(i), all candidate parents of v(i) already joined before v(i) does,
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and no more will join after that. Combining with the fact that the weight of each physical edge,
hence the weight of each overlay edge, is non-decreasing, we obtain the last inequality. Therefore,
after all m events, we have
l∈L∑
l
cl · d(m)l
≤
l∈L∑
l
cl · d(0)l +
maxl∈L cl
minl∈L cl
ρ
k∑
i=1
dem(Mi) ·
|Mi|−1∑
j=1
sd(m)(Rj(Mi), t
i)
= β|L|+ maxl∈L cl
minl∈L cl
ρ
m∑
i=1
dem(Mi) · z(m)i (5.6)
By the formulation of problem D2,
∑|Mi|−1
j=1 sd
(m)(Rj(Mi), t
i) is the aggregate weight of the
minimum spanning tree for session Mi based on the edge weight after all m events. The rest of
the proof follows Part II of the proof for Theorem 5.2.1, where ρ is replaced with maxl∈L cl
minl∈L cl
ρ.
With the proof for Theorem 5.2.4, it is obvious that the results of Theorem 5.2.2 and 5.2.2 also
hold, and can be proved in the same fashion.
Beyond the Single Tree Structure
So far, we have targeted on the single tree case, i.e., only one tree is built and maintained for
each overlay session. Our algorithm can be easily upgraded to the multi-tree case. The modified
algorithm is shown in Tab. 5.7, where each session Mi can have Ti trees tij (j = 1, . . . , Ti).
In the modified algorithm, when joining the session Mi, each node independently joins each
tree of the session the same way as in the original algorithm. In other words, from the algorithm’s
viewpoint, a session with m trees is no different to m single-tree sessions with identical member
set and traffic demand. Therefore, Theorem 5.2.1, 5.2.2, and 5.2.3, as well as their counterparts in
the case of modified auxiliary functions, still hold in the multi-tree case.
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/* When node vnew Joins Session Mi*/
Join(vnew,Mi)
1 for j = 1 to Ti
2 Join(vnew, tij)
/* When node vold Leaves Session Mi*/
Leave(vold,Mi)
1 for j = 1 to Ti
2 Leave(vold, tij)
/* Rearrangement of node vpres in Session Mi*/
Rearrange(vpres,Mi)
1 for j = 1 to Ti
2 Rearrange(vpres, tij)
Table 5.7: Modified Algorithm for the Multi-Tree Case
5.2.4 Practical Issues
Overlay Graph Management
Our tree construction algorithm runs on top of the overlay graph. For example, upon joining a
overlay session, the new node needs to first know which nodes are its neighbors in the overlay
graph, then choose the one with the shortest distance in terms of overlay edge weight. Therefore,
certain bootstrapping mechanism has to be in place to help the new nodes acquire such information.
overlay graph can be managed in the centralized or distributed approach. In the centralized
approach, the server of each session maintains the entire overlay graph by keeping track of all its
receivers. Each receiver should notify the server upon joining and leaving the session. Heartbeat
messages are also necessary to be exchanged among the server and receivers in case any receiver
node leaves without notice or suddenly crashes.
Alternatively, overlay graph can be managed in a distributed fashion. Our algorithm only re-
quires each node to have a partial view of the graph. More precisely, each node only needs to know
its upstream neighbors and downstream neighbors. This problem can be addressed by the distrib-
uted content publish/subscribe service, where a set of end hosts are chosen as indexing servers to
manage different portions of the overlay graph. Each node is directed to the corresponding index-
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ing server to retrieve its neighbor list, as well as register itself. Such a solution has been presented
in Sec.3.2.4.
Physical Network Measurement
Besides the overlay graph neighbor list, each node must measure the weight of overlay edges
connecting to these neighbors. As stated in Sec. 5.2.3, in order to compute the weight of an
overlay edge, we need to know the hop count and bottleneck capacity of its unicast route. Such
information can be obtained using the following techniques. The number of physical links (hop
count) can be found by network path finding tools such as traceroute. The bottleneck bandwidth
along the unicast route of an overlay edge can be measured by tools such as Packet Pair[38],
pathrate[13], in an end-to-end manner.
Link Correlation
Link correlation issue is a major challenge in overlay network management. Put simply, two
overlay edges l and l′ may share the same physical edge e in their unicast routes. Therefore, if
any new traffic is routed through l, its weight dl is updated. Meanwhile, the bandwidth availability
of l′ may also be affected because of the commonly shared edge e. However, such a situation is
not incorporated into the definition of overlay edge weight function outlined in Tab. 5.6, i.e., the
weight of l′ will stay unchanged regardless the traffic condition change in e.
Link correlation cannot be entirely solved unless the complete knowledge of the underlying
physical network is available to the overlay network. In addition, overlay edges sharing certain
physical edge e need to organize themselves into a subgroup correlated with e. Whenever any
new traffic is routed through one overlay edge l, l has to update its own weight, and notify other
overlay edges in the subgroup to update their weight as well. Considering the unicast route of an
overlay edge encompasses multiple physical edges, it usually belongs to more than one of such
edge-correlated subgroups. Therefore, the messaging overhead can be prohibitively expensive.
In light of the above concerns, the design of overlay edge weight function does not factor in the
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issue of link correlation. Surprisingly, as indicated by our theoretical results, the modified solution
using the overlay edge weight function is able to return the same performance bound compared to
the original solution using the physical edge weight function, which effectively addresses the link
correlation problem. However, as will be revealed in the following subsection, the performance of
the modified solution is inevitably inferior to the original solution with limited degradation.
5.3 Experiments
5.3.1 Experimental Setup
In this section, we experimentally evaluate the performance of our algorithm. We setup two appli-
cation scenarios. In Scenario A, we use the Boston BRITE topology generator to create a 100-node
router-level network using the Waxman model. The bandwidth of each network edge is unifromly
distributed from 10Mbps to 1024Mbps. On top of this network, we create two overlay sessions.
We employ the acyclic dependency model where the overlay graph for each session is a DAG, i.e.,
each node can only attach to those which joined the session earlier. A total of 50 nodes within
the network randomly choose to join either session following the Poisson process. The average
inter-arrival time is 30 seconds. Each node stays online for a duration exponentially distributed
from 1 minute to 1 hour.
In Scenario B, we first create a 10-node AS-level topology, then attach to each AS a 100-node
router-level topology. The bandwidth distribution of network edges is the same as Scenario A. In
this scenario, we employ the arbitrary dependency model, i.e., each node can attach to any other
node. There are 5 overlay sessions, and a total of 500 nodes choose to join either of these sessions
following the Poisson process. To simulate the situation where a large number of nodes exist
within each overlay session, we shrink the average inter-arrival time is 6 seconds, and remains the
online duration of each node to be exponentially distributed from 1 minute to 1 hour. For both
scenarios, Fig. 5.1 shows the size of each session along the time.
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Figure 5.1: Experiment Setup
5.3.2 Rate Comparison
We first study the performance of our algorithm in the simplest case. Here, each session only
maintains a single tree. Each node, once joined the session, does not rearrange its own position in
the tree unless orphaned by its parent.
We first compares the performance of our algorithm in Scenario A with the optimal algorithm
presented in Sec. 4.2. As shown in Fig. 5.2, the rate returned by our algorithm is at least half of
the maximum rate returned by the optimal algorithm. However, in order to achieve the optimal
rate, a large number of trees are needed. As illustrated in Fig. 5.3 (a), when the session size
reaches over 10, the number of trees returned by the optimal algorithm exceeds 100000. Seemingly
surprising, this number is only a very small percentage of all possible trees. According to the
Cayley’s theorem, for a multicast session of n receivers, there are (n + 1)n−1 different trees.
Therefore, as the number of trees grows exponentially when the session size increases (Fig. 5.3
(a)), its percentage to the number of all possible trees actually declines (Fig. 5.3 (b)).
Besides, the value of ρ plays an important role in the performance of our algorithm. As the
stepsize of edge weight update function, ρ decides how sensitive the weight update function reacts
to traffic update. If ρ is too small, then the edge weight may increase too slowly, causing the
already loaded edges still chosen as the shortest route. If ρ is too large, the weight of an edge
can be incremented dramatically, exaggerating its traffic condition. In either case, the algorithm
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Figure 5.2: Rates of Scenario A (Single Tree, No Rearrangements)
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will not be able to maintain trees that maximally utilize the network bandwidth since the traffic
condition is not correctly reflected through the edge weight. In Fig. 5.2, we set the value of ρ from
0.1 to 100, which shows our algorithm to return the best performance when 1 ≤ ρ ≤ 10. The same
experiment with the Scenario B (Fig. 5.4) confirms this observation.
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Figure 5.4: Rates of Scenario B (Single Tree, No Rearrangements)
5.3.3 Effects of Multiple Trees
We further testify how building multiple trees helps improve the performance. Fig. 5.5 shows the
result for Scenario A. In Fig. 5.5 (a), when ρ = 1, the performance gain is considerable when
two trees, instead of one tree, are made for each session. However, the diminishing return is also
obvious when we further increase the number of trees. As reminded in Fig. 5.2, the rate of the
single-tree solution already matches at least half the rate returned by the optimal algorithm, which
sets the upper bound for the performance of any algorithm. Also shown from the same figure,
setting too many trees (16 trees) actually negatively impacts the algorithm performance, causing
the returned rate to be lower. In Fig. 5.5 (b), we shrink the value of ρ to 0.1, and find out that the
algorithm performs the best when there are 16 trees. On the other hand, the rate improves trivially
in the case of two trees. In summary, the smaller ρ is, the more trees we need to achieve the best
performance. When the number of trees is over this limit, the performance starts to degrade.
Such an internal relationship between ρ and the number of trees is also found in Fig. 5.6. Here,
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Figure 5.5: Effects of Multiple Trees (Scenario A, No Rearrangements)
the algorithm performs comparably when we set ρ as 0.1 and 1. However, when ρ = 0.1, more
trees are required to reach the same rate as in the case when ρ = 1.
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5.3.4 Effects of Rearrangement
Fig. 5.7 quantifies how dynamic tree rearrangements help improve the performance. Here, the
value of α determines the threshold for a node to switch its parent, i.e., it will switch to an overlay
edge whose weight is α times smaller than its current tree edge. In case the dependency model is
arbitrary (Scenario B), enforcing rearrangement can improve the average rate significantly. This
is because for an existing node vpres in the tree, a new-coming node may become its candidate
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parent and have a small-weighted (i.e., lightly-loaded) overlay edge to vpres, causing it to switch
parent. On the other hand, in case of acyclic dependency (Scenario A), a node arriving later than
vpres can never become its candidate parent. This means that the candidate parent list of vpres stays
unchanged from the moment it joins the session, which renders the effect of rearrangements very
limited.
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Figure 5.7: Effects of Rearrangements
Also in both figures, we see that setting smaller α can occasionally improve the performance
further. However, the overhead is significant. Fig. 5.8 records the total number of rearrangements
throughout the sequence. As a reference, we also record the number of reconnections due to
parent leaving, which is the mandatory overhead. It is shown that linearly lowering the value of α
exponentially increase the frequency of rearrangements. Therefore, enforcing the rearrangement
with high switching threshold value seems to be a good option in case of the arbitrary dependency
overlay graph.
5.3.5 Effects of Overlay-based Weight Update Functions
Now we replace our algorithm with the overlay-based weight update functions introduced in
Sec. 5.2.3, and repeat the above experiments to compare the performance of different weight up-
date functions. Fig. 5.9 corresponds to Fig. 5.2 and Fig. 5.4.
Fig. 5.10 corresponds to Fig. 5.5 and Fig. 5.6.
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Figure 5.8: Number of Rearrangements
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Figure 5.9: Rates with Overlay-based Weight Update Functions
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Figure 5.10: Effects of Multiple Trees with Overlay-based Weight Update Functions
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Fig. 5.11 corresponds to Fig. 5.7.
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Figure 5.11: Effects of Rearrangements with Overlay-based Weight Update Functions
Fig. 5.12 corresponds to Fig. 5.8.
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Figure 5.12: Number of Rearrangements with Overlay-based Weight Update Functions
The results show the performance of algorithm with overlay-based weight update function to
be comparable with the original algorithm using weight update functions for physical links. This
means that our algorithm is able to fully utilize the partial knowledge of physical network and
return performance far exceeding its theoretical upper bound.
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5.4 Related Work
5.4.1 Online Routing
The idea of assigning weights to links to reflect their traffic conditions has been extensively ex-
plored in the domain of online unicast routing [6] [8]. The same idea has also been extended to
the multicast domain, in case receivers within a multicast session arrive in batch [7] or separately
[28]. In this work, we further extend the idea to the domain of overlay multicast. Furthermore, we
use a new weight update function different to the exponential function adopted by these solutions.
A unique challenge of overlay multicast is that multicasting and data routing are carried out at sep-
arate network layers. Hence, overlay nodes cannot obtain the entire knowledge or control over the
underlying physical network. Our algorithm proves that, with partial knowledge of the physical
network (hop count and bottleneck capacity of the overlay edge), the same performance bound in
the case of unicast routing can still be achieved.
5.4.2 Topology-Aware Overlay Network
Several works propose overlay tree/network construction solutions that take into account the topol-
ogy of the physical network. In TAG (Topology-Aware Grouping) [37], the information about
overlap in routes to the sender among group members is used to guide the construction of overlay
tree. In [45], a distributed binning scheme is proposed where overlay nodes partition themselves
into bins. A landmark node is assigned for each bin, and each node determines which bin it be-
longs to by measuring its distance to these landmark nodes. Since the location of landmark nodes
are well-known, each overlay node can infer its distance to other nodes, which in turn aids the
construction of the overlay graph.
Focusing on minimizing data latency and packet duplication, both works use latency as the
main metric. On the other hand, we use the available link bandwidth as the main metric used
in our overlay edge weight update function. However, our solution can easily adopt the latency
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criterion by imposing the delay bound into the selection of high-throughput route.
Finally, [51] shares the same goal with our work: to maximize the overlay throughput by
exploring the route diversity of overlay network. The proposed solution is to build multiple disjoint
overlay MSTs for each session. However, since the routing metric is defined as the static latency,
not the dynamic weight to reflect the traffic condition, this solution does not have any performance
guarantee.
5.5 Summary
In this chapter, we aim to find practical routing solutions for maximum-throughput overlay mul-
ticast. The desired solution should accommodate the reality that nodes can frequently join and
leave the overlay session, avoid global reorganization of the multicast tree, let each node decide
on its own how to attach to the existing tree, and maximally utilize the partial knowledge of the
underlying physical network to optimize its performance. Based on these objectives, we design
the dynamic high-bandwidth overlay multicast algorithm. We prove the algorithm’s approxima-
tion bound to the optimal rate. Experimental results show our algorithm to greatly outperform its
theoretical bound at low management overhead and small number of trees.
5.6 Notations
Notation Definition
ti Overlay Tree of Session Mi
p(v, ti) Parent Node of v in the tree ti
d(vs, vt) Weight of Overlay Edge (vs, vt)
ce Capacity of Overlay Edge e
de Weight of Overlay Edge e
|e| Number of Physical Edges e Contains
β Initial Value of Physical Edge dl
ρ Step Size
Table 5.8: Notations used in Chapter 5
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Chapter 6
Concluding Remarks
6.1 Contributions
This proposal reports our research work on overlay multicast, a new communication paradigm.
Our target is to build overlay-based solutions to support on-demand media distribution.
Our work is built on the overlay graph model. An overlay graph is a virtual network connecting
end hosts of an overlay multicast session. In the graph, an edge bridging two end hosts corresponds
to their unicast route in the physical network. The edge weight represents different metrics of this
route, e.g., communication cost, available bandwidth, traffic amount, under different application
settings. Our objective is to find optimal data distribution path, i.e., optimal spanning tree(s)
(minimum cost, maximum throughput, etc.), on the given overlay graph. We make the following
contributions.
• We propose an overlay-based media distribution solution. The key challenge of this problem
is the unpredictability of user requests. Namely, users may request the same media content
at different times, and demand VCR-type functionalities. In traditional IP-multicast-based
solutions, the same media content is fed into different multicast channels over time, and
clients are required to participate in several multicast sessions simultaneously. In overlay
network, we propose to leverage the temporal relation of asynchronous requests and end
host buffering capabilities to address the above challenges. Through extensive analytical
and experimental analysis, we exhibit the great potential of overlay-based solution at saving
server load and network bandwidth consumption compared to the ideal IP-multicast-based
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solutions.
• Using multicommodity flow theory, we establish the theoretical foundation for multi-tree
overlay multicast. We note that such a foundation works for all kinds of distribution appli-
cations such as large-volume file downloading, teleconferencing, etc. Based on this foun-
dation, we propose a series of algorithms, which are able to derive the optimal solutions to
achieve (1) maximum throughput for a given multicast session, (2) maximum throughput for
multiple sessions, while maintaining weighted max-min fairness among them. Our proposed
algorithms can also be employed as evaluation tools to study important questions such as the
impact of IP routing at constraining the maximum throughput of overlay multicast.
• Combining techniques developed in previous two parts, we propose an overlay-based dy-
namic high-bandwidth content distribution solution, which aims to construct and maintain
optimal-throughput multicast trees in the face of dynamic node joining and leaving. Be-
sides, our solution also takes into account the fact that the overlay multicast session only has
partial knowledge of the underlying physical network. Theoretically, we prove the approx-
imation bound of our solution regarding the optimal throughput. Experimentally, we show
our solution to greatly outperform the theoretical bound.
6.2 Future Directions
• When building a content distribution solution, multiple objectives always come into play.
In this thesis, our main target is to establish high-throughput overlay trees with considering
the dynamic user behaviors, i.e., on-demand requests and node joining/leaving. Many other
constraints are also important in practice, such as end-to-end delay, number of children
nodes, etc. An important but less well-defined objective is resiliency, a common reason
other than throughput for building non-single-tree distribution structures. The priorities of
these objective can also be reshuffled. For example, the traffic demand of each session can
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be fixed or upper-bounded, and one tries to minimize the transmission cost, such as the end-
to-end delay. Before finding practical solutions to these problems, an important step will be
their formulations.
• Experimental results in thesis, as well as related work, show that the performance of overlay
multicast solution heavily depends on the degree of its knowledge and control over the un-
derlying physical network. In our algorithm, the partial knowledge it has about the physical
network is hop count and bottleneck capacity of the overlay edge. An interesting question is,
if the overlay nodes know more than this, will the algorithm perform better in proportion?
Can such knowledge be accumulated gradually, hence help the incremental improvement
of overlay network performance? Can this process be automated by the overlay network
from its initialization, and continued in an evolvable fashion? These questions deserve fresh
treatments, which may lead to a better practical solution to the problem studied in this thesis.
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