We study the stability of a constant volume of fluid spreading down an incline. In contrast to the commonly considered flow characterized by constant fluid flux, in the present problem the base flow is time dependent. We present a method to carry out consistently linear stability analysis, based on simultaneously solving the time evolution of the base flow and of the perturbations. The analysis is performed numerically by using a finite-difference method supplemented with an integral method developed here. The computations show that, after a short transient stage, imposed perturbations travel with the same velocity as the leading contact line. The spectral analysis of the modes evolution shows that their growth rates are, in general, time dependent. The wavelength of maximum amplitude, max , decreases with time until it reaches an asymptotic value which is in good agreement with experimental results. We also explore the dependence of max on the cross sectional fluid area A, and on the inclination angle ␣ of the substrate. For considered small A's, corresponding to small Bond numbers, we find that the dependence of max on A is in good agreement with experimental data. This dependence differs significantly from the one observed for the films characterized by much larger A's and Bond numbers. We also predict the dependence of max on the inclination angle ␣.
I. INTRODUCTION
The dynamics of thin film flows is a key feature in numerous applications ͓1-3͔. In particular, there is an increasing interest in understanding flows in microscopic devices designed to propel and mix small volumes of liquids. Micrometric ducts, pumps, turbines, and valves are all examples of such small devices involving flows of liquids and gases ͓4,5͔. Even though there has been rapid progress in both manufacture and development of microelectromechanic devices ͑MEMS͒, knowledge of the physics at these small scales has advanced at a much slower pace ͓6,7͔. For instance, one important issue, which still needs further research, is the dynamics of the contact line ͓8-11͔. In some scenarios, the moving front becomes unstable and develops a fingerlike or sawtooth pattern, depending on the wetting conditions and/or on the inclination angle of the substrate ͓12-14͔. Moreover, addition of surfactants may lead to complicated patterns which include the growth of dendritic structures ͓15-17͔.
The contact line instability is present in many flow configurations, such as spin coating and thermocapillary driven spreadings. In the first case, the front is unstable under azimuthal perturbations ͓18-22͔, the centrifugal force being the destabilizing agent. In the second case, it is found that the instability appears for inclination angles greater than a critical one when a temperature gradient is imposed on an inclined substrate ͓23-29͔.
Here, we concentrate on another example of the contact line instability, that of gravity driven flows on an inclined solid surface. Experimentally, and in applications, the relevant configuration is the one of a constant volume ͑CV͒ of fluid flowing down a plane ͓12,13,30-32͔. The theoretical and computational models, however, are often based on a conceptually simpler constant flux ͑CF͒ flow, in which the film thickness is kept constant far behind the contact line ͓33-35͔. The boundary conditions appropriate for CF flow allow one to reduce the partial differential equation governing the base flow to a time-independent ordinary differential equation for the film thickness in a moving reference frame. However, the base state of CV flow is time dependent, and computations and models based on time-independent assumption necessarily involve approximations whose validity is difficult to verify. In this work, we avoid this approach altogether, and consistently compute evolution of the perturbations superimposed on the time-dependent base state.
After the pioneer work on the instability of the contact line in the CV flow carried out by Huppert ͓12͔, other authors have studied this problem. Silvi and Dussan ͓30͔ analyze the effects of the contact angle on the ability of the fluid to coat the surface. For small contact angles, they observe that the front line adopts a fingering pattern so that the fluid eventually wets all of the surface. On the other hand, for large contact angles the troughs ͑zone between fingers͒ stop and the fluid spreads only along the fingers, so that the surface is not completely covered. Jerret and de Bruyn ͓31͔ monitor the dependence of the average wavelength ͑the mean distance between fingers͒ on the inclination angle of the substrate, ␣. They find that ϰ ͑sin ␣͒ relationship between and the cross sectional area A and finds that ϰ A 1/6 . We note that in all those works, the volumes of fluid are relatively large with typical cross sectional area A Ͼ 1 cm 2 , and the typical fluid thickness h c much larger than the capillary length a, giving large Bond numbers B = ͑h c / a͒ 2 ӷ 1. In two previous works ͓36,37͔, we focus on gravity driven flow down a vertical plane, ␣ = 90°, for small fluid volumes characterized by A Ӷ 1 cm 2 and correspondingly small B Ӷ 1. In Ref. ͓36͔ we develop an heuristic model to account for the contact line instability of CV flow by using the dispersion relation given by the linear stability analysis of the CF flow. The growth rates of the dominant modes computed within this model are in very good agreement with those obtained in the experiments. In ͓37͔ we show that considered CV flows are characterized by a dimensionless parameter R ϰ w 0 4 sin ␣ / ͑Aa 2 ͒, where w 0 is the initial film width in the downstream direction. In particular, for ␣ = 90°we find that the wavelength of the mode of maximum amplitude max is proportional to w 0 R −0. 27±0.022 , also in agreement with the exponent predicted based on the dimensional analysis ͓38͔ for the flow down a vertical plane, i.e., max ϰ A 1/4 . One obvious consequence of the dependence of max on R is that B is not the main parameter which determines the emerging wavelengths, since by changing initial fluid configuration through modifying w 0 , a given A could be obtained for multiple B's. However, B is a relevant parameter in determining the manner of spreading, since for large B's, the fluid front propagates mainly via rolling motion of the fluid front, like a caterpillar ͓39,40͔. Only when the typical film thickness becomes of the order of the capillary length, the shape of the front region changes from caterpillar to wedge ͓40͔. Consequently, the dynamics is qualitatively different for small and large B's.
In this paper, we concentrate on the flows characterized by small B's, and correspondingly, by small fluid A's so to be able to compare directly to the results of the experiments ͓36,37͔. Furthermore, we explore how the emerging wavelengths depend on A and ␣, motivated particularly by the fact that current results exist only for ␣ = 90°. The analysis is carried out by studying the evolution of small perturbations of a CV flow within the framework of a linear stability analysis. We numerically solve the linear equation that governs their amplitudes, together with the nonlinear evolution equation governing the base flow, h 0 ͑x , t͒. In Sec. II we present the model used to simulate the evolution of both the base flow and the perturbations. The main difficulty in calculating perturbation amplitudes is related with the accuracy needed in the evaluation of the coefficients of the linear equation. Since these coefficients involve computing fourth order derivatives of h 0 ͑x , t͒, a standard discretization method requires rather small grid size, in particular, in the contact line region. In order to increase accuracy, we develop an integral method which allows one to carry out computations on more coarse grids. This method is described in Sec. III, where we also validate our numerical code by solving the CF flow. These computations are carried out in the laboratory frame and compared with the results obtained in a moving frame, where the problem is time independent. The analysis in the moving frame is presented in the Appendix. The CV flow is studied in Sec. IV, where we describe the spatial and temporal evolution of the perturbations. Finally, we compare the numerical and experimental results, and investigate the influence of A and ␣ on the wavelength of the most unstable mode. For the purpose of simplified comparison with experiments, we mostly use the ͑dimensional͒ value of A to parametrize our results. More discussion regarding relevant nondimensional parameters describing the flow can be found in Ref. ͓37͔.
II. BASIC EQUATIONS
We study the stability of thin liquid films under the lubrication approximation, therefore assuming negligible Reynolds number and small free surface slopes. A major hindrance in the development of the theory for film flows is the incomplete knowledge of the physics at the contact line. A moving contact line coupled with a no-slip boundary condition leads to a multivalued fluid velocity there. As a consequence, both the viscous dissipation rate and the shear stress diverge as fluid thickness h → 0 ͓8,41͔. We overcome this singularity by including a microscopic precursor film ͑of thickness h f ͒ ahead of the apparent contact line ͓42,43͔.
For a completely wetting fluid spreading down an inclined plane ͑see Fig. 1͒ under the action of gravity g, the governing equation for h͑x , y , t͒ is ͑see, e.g., Ref. ͓33͔͒
͑1͒
where t is time, ١ ϵ͑‫ץ‬ / ‫ץ‬x , ‫ץ‬ / ‫ץ‬y͒, and ͑x , y͒ are in-plane coordinates. The subscripts x and t in Eq. ͑1͒ stand for ‫ץ‬ / ‫ץ‬x and ‫ץ‬ / ‫ץ‬t, respectively. This equation is formulated in a reference frame translating with constant velocity u; u = 0 corresponds to the laboratory frame. All variables are dimensionless, and we denote the scale for h as h c , for x and y as x c , and for t as t c . The dimensionless parameters G Ќ and G ʈ are consequently given by
where ␣ is the inclination angle of the substrate, a = ͱ␥/͑g͒ is the capillary length, ␥ is the surface tension, and is the fluid density. The time scale t c is defined as
where is fluid viscosity. Let us consider the y-independent solution of Eq. ͑1͒, h 0 ͑x , t͒, which describes the spreading of a fluid down an incline. It satisfies
In order to study the linear stability of this film with respect to perturbations in the transverse direction y we write h͑x,y,t͒ = h 0 ͑x,t͒ + ⑀g͑x,t;͒exp͑iqy͒, ͑5͒
where ⑀ is a small parameter, g͑x , t ; ͒ is the amplitude of the perturbation, q =2 / is the wave number, and is the wavelength. By replacing Eq. ͑5͒ into Eq. ͑1͒, we obtain to O͑⑀͒ the linear equation for g͑x , t ; ͒,
where the coefficients are defined by
In order to avoid calculating high order derivatives of h 0 , it is convenient to rewrite the coefficients c 0 ͑x , t͒ and c 1 ͑x , t͒ in terms of the space-and time-dependent fluid velocity of the base solution in the laboratory frame v͑x , t͒. In fact, Eq. ͑4͒ can be written more compactly in conservative form
where
After some algebra, the coefficients c i ͑x , t͒ can be written as ͑c 2 -c 4 are repeated here for later reference͒
The freedom of choosing the value of u allows one to simplify the expressions in Eq. ͑10͒ in some particular cases. For instance, when the problem admits a traveling wave solution, there exists a particular value of u, say u * , such that h 0,t = 0. Thus, the coefficients in Eq. ͑10͒ become time independent, as for the CF flow ͓33͔. On the other hand, when translational invariance is not allowed and no traveling wave solution exists, the coefficients are time dependent in any reference frame.
III. NUMERICAL METHOD
The stability analysis is performed by numerically solving the coupled system specified by Eqs. ͑4͒ and ͑6͒. The equations are discretized in space by centered finite differences and evolved in time by using a synchronized time marching Crank-Nicholson scheme. The solution of Eq. ͑4͒ is carried out by using an adjustable time increment ⌬t n for the nth step, such that t n+1 = t n + ⌬t n . For further details of the numerical treatment of Eq. ͑4͒, we refer the reader to Ref.
͓44͔.
The synchronization between Eqs. ͑4͒ and ͑6͒ is done as follows: after h 0 ͑x , t n+1 ͒ has been evaluated using Eq. ͑4͒, we proceed to calculate g͑x , t n+1 ; ͒ using Eq. ͑6͒. Within this time marching scheme, we calculate the coefficients c i in Eq. ͑10͒ with interpolated values of the base state h 0 between t n and t n+1 , since the time step for Eq. ͑6͒ is typically smaller than ⌬t n for Eq. ͑4͒, due to convergence reasons. The boundary conditions for Eq. ͑4͒ are h 0,x = h 0,xxx = 0 and h 0 = h 0 * = const at both ends of the domain, x = 0 and x = L. The constant h 0 * depends on the problem at hand: it corresponds to the thickness far from the contact region in the CF flow, and to the precursor film thickness in the CV flow. For
The main difficulties in solving Eqs. ͑4͒-͑6͒ lay on the facts that the coefficients c i ͑x , t͒ ͑i =0, ... ,4͒ are time dependent, and that they involve high derivatives of h 0 ͑x , t͒. Fortunately, the dependence on high derivatives can be written in terms of v and v x ͓see Eqs. ͑10͔͒. Therefore, we can compute the velocity v by integrating the conservative form of Eq. ͑4͒, namely, Eq. ͑8͒, as
is the rate of change of fluid volume within ͑x 0 , x͒ at time t.
Since the boundary conditions are time independent, the flux at
This method is employed in what follows to improve the accuracy of our scheme used to compute thin film flows.
A. Integral method applied to CF flow
In this section we compare the convergence of the velocity fields obtained by applying a standard centered finite difference scheme ͑CFDS͒ to Eq. ͑9͒ and from the integral method, Eq. ͑11͒ in the CF flow. This flow corresponds to the spreading of a fluid film down an incline with fixed thickness h * far behind the advancing front. The calculation of the traveling wave solution and its stability analysis is revisited in the Appendix, where we use a moving reference frame in which the solution is time independent. Here, we study the flow in the laboratory frame, with the goal of testing the numerical method in a time-dependent problem. As an initial condition we use a smoothed steplike function for the film profile which connects the "dry" region ͑covered by the precursor film of thickness h f ͒ and the bulk region. Due to the existence of a constant thickness bulk in the CF flow, it is convenient to choose the scales for this problem as
With this choice of units, the dimensionless parameters in Eq. ͑2͒ become
Thus, the boundary conditions are h =1, h x = h xxx =0 at x =0, and
As shown in the Appendix, when the CF flow is considered in a moving reference frame with u * =1+b + b 2 , the height profile is time independent. Moreover, the expression for the velocity v can be simplified and written in terms of h 0 ͑x͒ ͓see Eq. ͑A8͔͒. In fact, that equation is a particular case of Eq. ͑11͒ with F = 0, a result that will help us below to show the advantages of applying the proposed integral method. Now we proceed to compare the velocity profiles in the vicinity of the front position, x f , obtained using both approaches; that is, Eqs. ͑9͒ and ͑11͒. Figure 2 shows that as ⌬x is decreased, the difference between the solution obtained using the integral method and the exact solution ͓Eq. ͑A8͔͒ decreases faster than for the solution calculated using the CFDS method. Therefore, we use the integral approach in what follows.
B. Validation of the numerical method applied to CF flow
Here we use CF flow as a benchmark for our computations. We check the consistency of the results for both the growth rate and shape of the perturbations in the laboratory frame by comparing the solutions of Eqs. ͑4͒ and ͑6͒ with those obtained in the moving reference frame. The latter approach is presented in the Appendix. Figure 3͑a͒ shows the evolution of a smoothed steplike initial condition. After a transient stage, a traveling wave profile develops. For long enough times, say t = 20, Fig. 3͑b͒ shows that the difference between this profile and the solution given in the Appendix ͑see Fig. 17͒ is at most 1.5%. This small difference suggests that the flow has reached a steady state. Then, we take the profile for t Ͼ t p =20 as the base solution on which we impose the perturbation. Here, we consider a perturbation of the form
where x r ͑t p ͒ and x f ͑t p ͒ are the ridge ͑maximum thickness͒ and the front positions at t = t p , respectively. The motivation for concentrating the perturbation in this region is that it is the most sensitive zone to perturbations due to the presence of nonzero high order derivatives. Next, we calculate the evolution of this perturbation by solving Eq. ͑6͒, whose coefficients depend on the base solution h 0 ͑x , t͒. Note that this solution is time-dependent, since we work in the laboratory reference frame. Figure 4͑a͒ shows the evolution of the perturbation profile g͑x , t ; ͒ normalized with its maximum value g m ͑t͒ for t Ͼ t p and = m = 12.56, which corresponds to the maximum growth rate calculated in the Appendix. This normalized profile rapidly reaches a traveling wave form, and flows together with the base solution. Consequently, the perturbation does not spread, but it remains contained inside the front region ͓between x r ͑t͒ and x f ͑t͔͒. For long times ͑t ӷ t p ͒, one expects that the perturbation profile approaches the eigenfunction obtained by solving the eigenvalue problem ͑see Fig. 20 in the Appendix͒. Figure 4͑b͒ shows that already for t = 26 the difference between the two profiles is less than 7%. This result indicates that our computations correctly simulate the evolution of both the base flow and of the perturbation. Figure 5 shows the time evolution of g m ͑t ; ͒ for three different wavelengths. This calculation can be carried out simultaneously for several 's since their evolution is independent within the linear approximation. At early stages of the evolution, i.e., for times close to t p , g m ͑t ; ͒ initially decreases. However, the magnitude of the perturbation, g͑x , t ; ͒, does not decrease everywhere in the domain. Figure 6 shows that even though g m ͑t ; ͒ decreases, g͑x , t ; ͒ increases close to the contact line.
For long times, Fig. 5 shows that g m ͑t ; ͒ approaches an exponential behavior. Here, we define the instantaneous growth rate for every mode as Figure 7 shows the values of for very long times and several 's. The successful comparison with the eigenvalues obtained in the Appendix supports the methodology used here. We also note that the same results ͑within numerical accuracy͒ are obtained in the co-moving reference frame translating with the velocity u = u * =1+b + b 2 . Another check of our method is carried out by using an eigenfunction as the initial perturbation, instead of the one given by Eq. ͑18͒. In this case, we obtain exponential behavior of g m ͑t ; ͒ from the very beginning, with the growth rate as predicted by the corresponding eigenvalue.
IV. CONSTANT VOLUME FLOW
In this section we present the results for the flow of a constant volume ͑CV͒ of fluid. With the aim of presenting It should be noted that any attempt to compare theoretical results with experiments involving a moving contact line, unavoidably requires the choice of an appropriate value of the small scale used to overcome the stress divergence at the contact line. In this respect, we showed in Ref. ͓36͔ that a quantitative description of the experimental thickness profile h 0 ͑x , t͒ requires one to use h f =3ϫ 10 −5 a for the precursor film model, where a = 0.145 cm. With this value of h f , numerical convergence is achieved for ⌬x Յ 10 −3 a. However, additional calculations show that accurate computations of g͑x , t ; ͒ ͓and consequently, of ͑t ; ͔͒ require a grid step ⌬x of the same order as h f even when the integral method for calculating velocities is used. This is due to the high accuracy needed in the evaluation of v and v x for the coefficients c i given by Eq. ͑10͒. Thus, comparison with experiments requires the use of both a small h f and a typical domain of size L Ϸ 10a,which leads to a number of grid points of the order of N =10 5 . This large number results in long, timeconsuming calculations even when carrying them out on upto-date computers. As an example, evolving ten modes using ⌬x = h f =10 −3 a ͑the values that we use in what follows͒ demands approximately three days of computing time on an Opteron 250 CPU. This choice of parameters yields reasonable computing times and accuracy. Clearly, with this value of h f a quantitative comparison between experimental and numerical growth rates is not possible due to their strong dependence on h f ͓33,34͔. Nevertheless, we show below that the present analysis allows us to quantify other important features of the flow, such as max and its dependence on A and ␣.
We point out that the onset time of the instability is not known a priori. Thus, the time at which perturbations are imposed in the simulations, t p , is chosen to be less than the time at which undulations at the contact line are first observed in the experiments, t 0 .
As a typical initial condition, we now take a cylindrical cap profile, which is consistent with small A's experiments ͓36,37͔. It is defined by
where H is the maximum fluid height, x 0 is the position of the center of the cap, and w 0 is its initial width. Thus, the cross sectional area ͑in the x direction͒ is given by A =2Hw 0 / 3. The problem is solved in a large enough domain, 0 Յ x Յ L, so that the cap edges are far from the boundaries. The boundary conditions are similar to those used for the CF flow, except that here we keep the same value of h fixed at the boundaries, i.e., h͑0͒ = h͑L͒ = h f . We now compare the results of our calculations with experiments ͓36,37͔. In the experimental setup, a horizontal filament of silicon oil ͓polydimethylsiloxane ͑PDMS͒ = / =20St, = 0.96 g / cm 3 , ␥ =20 dyn/cm͔ is placed on a vertical glass plate, so that the oil spreads down the plane by gravity under complete wetting conditions. The Bond number for this flow is very small, B = ͑H / a͒ 2 Ϸ 3 ϫ 10 −3 . Figure 8 shows the computational results for the evolution of h ͑dashed line͒ for the experimentally measured parameters A = 6.75ϫ 10 −4 cm 2 and w 0 = 0.1286 cm. For early times, this profile develops a ridge which includes a large fraction of the total fluid volume. For later times, both the height of the ridge and the amount of fluid in this region decrease, while its width remains fairly constant.
The stability study is carried out by perturbing the base state by a large set of modes ͑typically, 25͒ at t p = 7 min. We take the same initial amplitude for all modes and, since this particular value is irrelevant, we set it to unity. In Fig. 8 we show the evolution of g͑x , t ; ͒ / g m ͑t ; ͒ ͑solid line͒ for t Ͼ t p and max = 0.49 cm, which corresponds to the mode of maximum amplitude ͑see below͒. Qualitatively similar profiles are obtained for other wavelengths. In spite of the fact that the base flow is time dependent, after a short transient stage, the normalized perturbation profile adopts an almost steady shape. We note that the perturbation moves together with the ridge, so that the peak remains contained between x r ͑t͒ and x f ͑t͒. Figure 9 shows the perturbation shape for a number of wavelengths at t = 139.2 min. Note that all modes have the same shape near the contact line, but the amplitude far away from the front is larger for the longer wavelengths than for the shorter ones, showing that these longer wavelengths propagate deeper in the body of the fluid. Figure 10 shows the amplitude spectra g m vs . The wavelength of the maximum amplitude decreases with time, and finally reaches an asymptotic value max = 0.49 cm, which is reasonably close to the experimental value max expt = 0.55 cm of Ref.
͓36͔.
The inset of Figure 10 shows that there exists a narrow band of wavelengths 0.25 cmϽϽ0.30 cm, where the mode amplitudes remain practically constant. This band is the counterpart of the marginal stability mode in the CF flow. Figure 11 shows the time evolution of g m ͑t ; ͒ for a set of 's. We note that the amplitudes decrease within the first few seconds. This is due to an effect similar to the one shown in Fig. 6 for the CF flow ͓g m ͑t ; ͒ decreases although the perturbations' magnitude close to the contact line increases͔. For later times, the amplitudes for short wavelengths ͑ Շ 0.25 cm͒ decrease and, therefore, these modes are stable ͑see also Fig. 10͒ . For long wavelengths ͑տ0.30 cm͒, the amplitudes grow by following an approximately linear dependence with time, in agreement with the experimental data presented in Fig. 12 . This is in contrast to the exponential growth in the CF flow, shown in comparison between Figs. 11 and 12 shows that the numerical growth is smaller than the experimental ones. This is due to the discrepancy in the precursor film thickness, as discussed earlier. For example, Fig. 12 shows that the experimental amplitude corresponding to = 0.55 cm grows 18.9 times in the interval ͑t 0 , 207 min͒, while the numerical one increases only by a factor of 4.2. Here t 0 = 38.2 min is the time when we first observe undulations of the contact line in the experiments͓36͔. Figure 13 shows the instantaneous growth rate ͑t ; ͒ ͓see Eq. ͑19͔͒, as a function of for different times. The main observation is that the absolute values of all growth rates decrease with time. For early times shown in Fig. 13͑a͒ , the wavelength of maximum instantaneous growth rate rapidly decreases with time. For example, at t = 15 min, the largest corresponds to = 0.60 cm, while at t = 20 min it corresponds to = 0.55 cm. From t = 100-250 min, the maximum of these curves corresponds to = 0.40 cm ͓see Fig. 13͑b͔͒ . Nevertheless, the growth rate of this mode is not large enough to dominate the amplitude spectra, since, as shown in Fig. 10 , the mode with largest amplitude corresponds to 0.49 cm. This is possible since the mode amplitude is proportional to the integrated growth exp͓͐͑t ; ͒dt͔, and not merely to exp͓t͔, as for a time-independent base solution. We also note that Fig. 13͑b͒ suggests the existence of a mode with Ϸ 0.29 cm whose growth rate remains constant, in this case with Ϸ 3.1ϫ 10 −3 . Consequently, this mode is the only one characterized by pure exponential growth. Additional simulations show that this constant growth rate depends on the value of h f : it decreases for larger h f and could even become negative for a sufficiently thick precursor.
A more detailed analysis can be carried out by comparing the numerical and experimental power spectra. The latter are obtained by calculating the Fourier transform of the shape of the contact line ͓36͔. Here, we predict the evolution of an early experimental spectrum I͑t 0 ; ͒ and compare this prediction with the spectra observed in experiments at several times t Ͼ t 0 . To proceed, we first define the auxiliary amplitude,
where g m ͑t ; ͒ is shown in Fig. 10 . Thus, g * ͑t ; ͒ corresponds to the initial spectrum I͑t 0 ; ͒ at t = t 0 . Since, as mentioned above, the use of a relatively large value of h f yields lower growth rates than the experiments, the spectrum g * ͑t ; ͒ cannot quantitatively predict the values of experimental amplitudes. Nevertheless, it is possible to compare the shapes of the spectra for different times by normalizing g * ͑t ; ͒ with the peak value of the experimental ones at that time, in the form g norm
where g norm * ͑t ; ͒ is the normalized predicted spectra. Figure  14 shows that a general good agreement between g norm * ͑t ; ͒ and the experimental spectra I͑t ; ͒ is found. Since the normalization is done by using the maximum amplitude of a single wavelength max expt , the good agreement for all other wavelengths implies that the only difference between the predicted spectra and the experimental ones can be reduced to a single scaling function. Therefore, we can assume that I͑t ; ͒Ϸg norm * ͑t ; ͒, and Eq. ͑22͒ can be rewritten as
which implies that the ratio between numerical and experimental amplitudes g * / I is independent of and it is only a function of time.
A. Dependence of max on A and ␣ Here we discuss how the wavelength of maximum amplitude max varies with the cross sectional area A, and the inclination angle ␣. . For ␣ = 45°, the simulations show that the power law dependence has basically the same exponent, as suggested by the upper line in Fig. 15 . The fact that the exponent does not change with ␣ implies that the component of gravity perpendicular to the plane does not influence max . However, as expected, this force does affect the growth rates of the unstable modes. Figure 16 shows the dependence of max on ␣, for two different A's and 5°Յ ␣ Յ 90°. We find max ϰ ͑sin ␣͒ −0.247 , with an exponent close to that obtained by the dimensional analysis reported in Ref. ͓37͔.
V. CONCLUSIONS
We study the linear stability of the contact line for a constant volume ͑CV͒ of fluid spreading down an incline, as an example of a flow with no translational invariance. In contrast to constant flux ͑CF͒ flow, the base state is time dependent, as it occurs in most of the flows found in applications. The analysis presented here avoids the use of simplified conditions, such as the imposition of a constant fluid thickness in the bulk region, and aims to give a more accurate description of the instability in realistic flows.
One hindrance found when solving the linear equation that governs the evolution of the perturbations, namely, Eq. ͑6͒, is the accuracy needed to evaluate its coefficients. We use here an integral method, Eq. ͑11͒, to improve the accuracy of the fluid velocities' computations. One of the merits of the proposed method is its simplicity and ease of adapting to other flow configurations.
For the CV flow, a normalized perturbation travels with the same velocity as the front and, after a short transient period, it adopts an asymptotic final shape. Regarding the amplitude of the perturbation, we find that it grows approximately linearly with time, unlike the CF flow where the growth is exponential.
The study of the evolution of the power spectrum g m ͑t ; ͒ and the growth rate ͑t ; ͒, shows some interesting features of the dynamics of the perturbation. For instance, the wavelength corresponding to the mode of maximum amplitude is time dependent, unlike in the CF flow, and it decreases until an asymptotic value is reached. Moreover, for a given time, the growth rate of this wavelength is not necessarily the largest. This is possible since the instantaneous value of ͑t ; ͒ depends on time, and then, the amplitude of each mode for the CV flow is given by the time integral exp͓͐͑t ; ͒dt͔. For example, Figs. 10 and 13 show that for t = 200 min, the mode with = 0.49 cm corresponds to the maximum amplitude, but the maximum instantaneous growth rate corresponds to = 0.40 cm.
When the same initial amplitude is assigned to all the modes, the dominant wavelength max is in good agreement with the experimental one. In the typical case studied here, we estimate max = 0.49 cm, which is reasonably close to the experimental value max expt = 0.55 cm. The difference between these wavelengths is due to the fact that in experiments the initial amplitudes of the modes are not necessarily equal to each other, as we set in the simulations. The agreement between these wavelengths is complete when experimental amplitudes ͑at some early time͒ are used as input in the computations, as shown in Fig. 14 .
The present method gives a better estimate of max than those obtained by using a matching thickness to apply the CF solution to the CV flow. For example, recalling that the dominant wavelength of the CF flow is m = 12.56ᐉ and taking H as a characteristic thickness of CV flow, i.e., h * = H ͑=7.87ϫ 10 −3 cm͒, the predicted wavelength is max = 0.69 cm, further away from the experimental result max expt = 0.55 cm. A good agreement requires one to set h * = 0.51H. However, there is no a priori reason for this choice of h * .
In order to carry out simulations with reasonable use of computing resources, the calculations of the perturbation evolution are carried out using the values of a precursor film thickness h f larger than the real ones. Therefore, a quantitative comparison between calculated and experimental growth rates is not possible due to different viscous dissipation rates at the contact line region. Nevertheless, we find a very good agreement between the shape of the power spectra even for later times of the evolution. This suggests that the only difference between experimental and numerical spectra is a function of time, which only depends on the value of h f . The study of the dependence of the most unstable wavelength max on the cross sectional area A confirms the power law dependence found in previous works for inclination angle ␣ = 90°͓37,38͔. Moreover, here we show that this dependence is still valid for ␣ Ͻ 90°, with the same exponent. We also study the effect of ␣ on max ͑5°Յ ␣ Յ 90°͒, and conclude that a relationship of the type 
͑24͒
holds for the range of A's explored in this work, that is, A Ӷ 1 cm 2 , corresponding also to Bond numbers B Ӷ 1. To our knowledge, this is the first time that this dependence has been explicitly determined for inclination angles different than 90°. This result confirms the predictions based on dimensional analysis in Ref. ͓37͔ . We point out that the dependence of max on A is significantly different from the one reported for much larger cross section areas ͑and correspondingly, large Bond numbers͒ ͓12͔. Therefore, the study presented here constitutes an example where the knowledge of large scale physics cannot be directly applied to micrometric flows.
in Sec. III. By replacing h 0,xxx from Eq. ͑A1͒, we obtain ͓see Eq. ͑9͔͒
Since the flux j is negative, Eq. ͑A8͒ indicates that the maximum ͑minimum͒ of h 0 occurs at the same position as the maximum ͑minimum͒ of v. Figure 19 shows the velocity profiles ͑solid lines͒ for two values of b, as obtained from Eq. ͑A8͒ by using the thickness profiles h 0 ͑x͒ ͑dashed lines͒. Interestingly, due to the region of negative v's in the contact line zone, a given fluid element in the precursor film, which is reached by the advancing traveling wave is first "sucked" toward the bulk region and then accelerated forward.
Linear Stability Analysis
In order to perform a linear stability analysis of the traveling wave solution h 0 ͑x͒, with respect to perturbations in the transverse direction y, we write h͑x,y,t͒ = h 0 ͑x͒ + ⑀g͑x͒exp͑t͒exp͑iqy͒, ͑A9͒
where ⑀ is a small number, is the growth rate, q =2 / is the wave number, and is the wavelength of the perturbation. By replacing Eq. ͑A9͒ in Eq. ͑1͒, and considering Eq. ͑16͒, we obtain
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c 1 ͑x͒ = 3j/h 0 + 2u * − 3h 0 2 h 0,x ͑q 2 + G Ќ ͒, c 0 ͑x͒ = − 3jh 0,x /h 0 2 + h 0 3 q 2 ͑q 2 + G Ќ ͒. ͑A12͒
These equations are a modified version of Eq. ͑10͒ for a reference frame moving at velocity u * as given by Eq. ͑A3͒ ͑note that here h 0 is time independent͒.
The eigenvalue problem given by Eq. ͑A10͒ is solved numerically by using the algorithms in the package EISPACK within the same domain in which h 0 ͑x͒ is previously calculated. Figure 7 shows the result, together with the output of the computations carried out in the laboratory frame. We find that for the flow down a vertical plane ͑G Ќ =0͒ and for both considered b's, b =10 −1 and 10 −2 , the wavelength of maximum growth is m =2 / q m = 12.88 and 12.56, respectively. Figure 20 shows the eigenfunctions for m and the same set of b's. For smaller b, the leading edge at x = 0 is steeper and the region of the frontal dip is more narrow.
