A model of many globally coupled phase oscillators is studied by analytical and numerical methods. 
I. INTRODUCTION
Many systems in physics, chemistry, and biology can be described as populations of coupled oscillators [1] .
Examples are charge-density waves [2] , some chemicalreaction systems [1] , and oscillatory neuronal systems [3] .
Understanding the cooperative dynamical properties of such systems is therefore of considerable theoretical and experimental interest. The conditions under which such populations exhibit synchronized activity have attracted renewed attention because of the recent discovery of synchronized oscillatory neuronal responses in the cat visual cortex [3, 4] .
Models of coupled oscillators have been studied by Kuramoto and co-workers [1, 5, 6] and others [7 -9] . It has been shown that limit-cycle oscillators with weak coupling can be described by a system of phase oscillators where each individual oscillator is described by a single variable, its phase. The form of the phase equations is where P; denotes the phase of the ith oscillator and co, its local frequency, i.e. , its frequency in the absence of in-K, =K/N, iWj .
(1.2)
In cases of strong interactions between limit-cycle oscillators, the simple phase model [Eq. (1.1)] may not be appropriate. Even within a phase description, one expects important deviations in the form of nonlinear local terms [10] , as well as interactions that depend on the states of the interacting oscillators and not just their phase differences.
In this work we study phase equations of the form teraction between the oscillators. The last term represents the interaction between phases. The coefficients K; are the coupling strengths between pairs (i,j), I (4) ) is a periodic function of P, and P; are fixed phase shifts. Thus, in the weak-coupling limit, the pairwise interaction are synchronizing interactions: They depend only on the phase difference of pairs of oscillators and tend to pin these differences to the values P;J. Important work has been done on understanding the behavior of such a phase model, including the effect of stochastic and quenched fiuctuations in the frequencies cv, [1, 5 -9] and stochastic external noise [10] . Most [ll] . This case corresponds to f(P}=A sing and g(P)=cr sing. As we shall find, these special cases are highly non-generic. This nongeneric behavior may be associated in part with the generalized time-reversal symrnetry that the above equations exhibit for this choice of f and g, as discussed in [12] . One A related model is the globally-coupled-map model studied by Kaneko [13] . The main difference is that in our case the local degrees of freedom are much simpler (in the absence of interactions) and in particular cannot exhibit chaotic motion. In fact, we find that the coupled-phase system does exhibit nonperiodic temporal behavior, but only in restricted regimes in parameter space. Nevertheless, some aspects of the collective dynamics found in the present model occur also in the case of coupled maps. In particular, we find that the system often spontaneously breaks into macroscopic clusters of coherent oscillating phases. These clusters are similar to the clusters found in [13] , for globally coupled logistic maps, and in [14] , for coupled maps in the vicinity of a single-map period-doubling bifurcation. From the point of view of distribution functions, the model can be interpreted as a system of particles that move on the circumference of a circle. The velocity u(P, t) of a particle with position P depends on its position and on the position of all the other particles:
The "current" J(P, t ) of particles through a point P is (2.17) where the operator L(P ) is [ [tu(t )+ f(P)]5P(P, t ) ] a + ' f dP'g($')5P(P', t) . [10] . The infinite set of ordinary differential equations for the Fourier components of the distribution was truncated. We obtained a finite number of equations and solved them by using a fourth-order Runge-Kutta method [10] . f(P)= A sin(P), g(P)=o sin(/+a) . Fig. 2(b) [12] . The phase diagram for this case is represented in Fig. 1(c) .
The system was simulated numerically for large X Fig. 1(a) Fig. 4 Note that with A2 = A3 =0, the parameters belong to the marginal regime as seen in Fig. 1(b .1) is not an efficient method, because one has to average over many realizations of the noise g;(t ) in order to obtain a good statistical average. In addition, N must be large enough. Otherwise, the thermal fluctuations will cause all ensemble averages to be constant in time and will destroy ergodicity breaking phases that may exist in the N~oo limit. Instead of solving Eq. (4.1) directly, it is more efficient to study the average single-phase distribution function. This function P(g, t ) is defined as satisfies the Fokker-Planck equation [15] 8 P-(g, t)+ [[$(t)+f(P)]P(iI),r)] a Bt (4.5) where co(t ) is defined in Eq. (2.6). The distribution function should obey conditions (2.7) -(2.9). The FokkerPlanck equation (4.5) was solved in Fourier space [10] .
Substituting (4.6) in Eq. (4.5), and using Eq. From the normalization condition, ao=1. The infinite set of equations was truncated at some value of n, no, substituting a"=Ofor n & no. This leads to a finite set of equations which was solved numerically using a fourthorder Runge-Kutta method [10] . The Fourier coefficients a"decay sufficiently fast with n when T&0 because P(g, t ) is smooth in (ti. Therefore the truncation method is a good approximation. 
B. Effects of noise on the long-time behavior
When N is finite, the system is ergodic, and all ensemble-averaged quantities are constant in time. In the limit N~ao, we still expect the system to be ergodic at high noise levels. In the ergodic phase, the system will converge at long times to the SD state. However, this ergodicity may be broken at low noise level and there may be a phase transition from a stationary phase to a timedependent phase.
For all the parameter regimes, it was found that the noise tends to stabilize the SD, i.e. , decreases the real part of the eigenvalues of the stability operator L [Eq. (C3)]. At low levels of noise, the behavior of the system depends on the nature of its state at T=O. Here we discuss our results for the main three regimes. These results are based on the numerical solution of Eq. (4.5) and on the stability analysis for the SD.
Marginal regime
In the regime where the SD is marginal at T=O, there is a phase transition at T, =O and any finite noise stabilizes the SD state, which becomes the global attractor.
In Fig. 7(a) Fig. 8(a) .
The trajectories of the order parameter Z for some values of T in this regitne are represented in Fig. 8(b) Z, , (T)~(T, -T)' (4.12) Note that this transition is similar to a Hopf bifurcation [17] [12] that the nonattractive behavior results from the existence of a generalized time-reversal symmetry P~tr Pa-nd t~-t, which leads to a conserThe dependence of Z", on T is presented in Fig. 8(c) .
The results are analogous to a second-order phase transition in equilibrium statistical mechanics. The order parameter Z, , vanishes continuously when T increases toward T, . Its vanishing with T near T, from below is consistent with a critical exponent -,, i.e. , The order parameter Z, , [ [16] , in the context of Kuramoto's model [1] .
In both the state with stationary phase distribution and the cluster states, the phases are periodic in time. In a narrow regime of parameters, there exists a nonperiodic attractor, characterized by a continuous distribution of phases that display complex time dependence (see Fig. 6 ).
A more systematic analysis and more time-consuming simulations are needed to understand the temporal structure of this attractor.
It is interesting to compare our model to other models with infinite-range interactions. Kaneko [13] has studied chaos in systems of maps coupled by uniform infiniterange interaction. In these systems the appearance of chaos is not surprising since the local maps are already chaotic. Perhaps more relevant to this work are the chaotic phases found in neural networks [18] and coupled Ginzburg-Landau oscillators [19] J dP'g(it)')5P(P', t) .
L 5P(g, t ) =-
The linear stability of P, (i') depends on the spectrum of eigenvalues of L. A convenient basis to solve the eigenproblem for L is provided by the functions e where G((t )= J dit)'P, (it)') .
Expanding 5P(i', t)IP, (it)) on this basis 5P(p, t ) The spectrum of L is found by diagonalizing the matrix N" %'hen TWO it is more convenient to use the standard Fourier basis than the specific basis that was described in
