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The molten glass flow (temperature range 1300 to 1500°C) in the 
entrance region of a duct was investigated with numerical methods. 
The mathematical model was restricted by assuming: (1) two dimensional, 
steady state, (2) Newtonian fluid, variable viscosity, and (3) Rosseland 
approximation. In addi-tion, appropriate use was made of the fact that 
the Reynolds number is small and the Eckert number is very small. 
The inclusion of temperatt/re dependent viscosity and a Rosseland 
a~proximation for radiation produced from the mass, mdmentum, and 
energy equations · a system of coupled, nonlinear, partial differential 
equations which ~'/ere solved by an iterative finite difference 
approximation employing unequal step sizes. The computations involved 
calculating tne velocity profiles assuming constant viscosity, 
calcul~ting the temperature profiles ' using the velocities found in 
the constant viscosity flow, and iterating once by putting the 
honisothermal temperature field into the momentum equation and 
recalculating the velocity profiles as evolved from variable viscosity. 
In addition to velocity and temperature results, conclusions were 
drawn from pressure gradients, heat transfer, and wall shear stress. 
Results indicated that the finite difference method involving 
unequal step sizes improved efficiency as compared to equal grid 
spacing for a given accuracy. In addition, one iteration of the 
energy-momentum equation coupling gave a good indication of actual 
results. 
Results showed that the velocity profile had only a minor 
influence on the temperature distribution, but the existence of 
convective terms was important . For the temperature distribution 
conduction played only a minor role. As a result of the coupling 
the variable viscosity almost doubled the relative magnitude of the 
velocity kinks found on both sides of the center axis near the 
entrance. The center line velocity for the variable viscosity case 
was found to increase and then decrease unlike the isothermal flow 
velocity, thereby making the variable viscosity development length 
greater than the isothermal development length . 
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constants used in expressing viscosity 
dimensionless specific heat, C/C0 
specific heat 
reference specific heat taken at reference temperature 
hydraulic diameter, twice the height of the symmetric flow, 4H 
Eckert number, U~/C0T0 
acceleration due to gravity in the y direction 
half duct height 
absorption coefficient 
dimensionless thermal conductivity, k/k0 
effective thermal conductivity 
true thermal conductivity 
reference conductivity, the radiation · conductivity evaluated 
at the reference temperature 
radiation conductivity, Rosseland approximation, 16n2crT3/3K 
radiation-conduction number, Kk /4n 2T3 
c 0 
index of refraction 
- 2 dimensionless pressure, P/p0 U0 
pressure 
Peclet number, RePr 
Prandtl number, ~0 C0/kc 
dimensionless wall heat flux, qw/(k0 T0 /H) 
wall heat flux 
xi 
T temperature 
T0 reference temperature, temperature at the inlet 
Tr reference temperature used in expressing the viscosity, 
an experimentally determined value 
Tw wall temperature 
U0 reference velocity, average velocity, velocity at the inlet 
u dimensionless x velocity, u/U 
0 
u velocity in the x direction 
v dimensionless y velocity, v/U0 
v ve·locity in they direction 
x dimensionless x coordinate, x/H 
-
x horizontal coordinate 
y dimensionless. y coordinate, y/H 
y verti.cal coordinate 
a coefficient of relaxation 
~~n~ nth approximation of some solution at coordinate point i,j 
1 ,J 
e dimensionless temperature, T/T0 
~ dimensionless viscosity, ~/~0 
~ viscosity 
~0 reference viscosity taken at the reference temperature 




reference density taken at reference temperature 
a Stefan-Boltzmann constant 
w 
dimensionless wall shear stress, Tw/(U0 110 /H) 
wall shear stress 





The topic under consideration is the development of a two-
dimensional, steady state, mathematical model of glass flow in the 
entrance region of a duct. Specific information related to 
continuous glass flow as found in glass manufacturing is normally 
confidential because of the competitive nature of the glass industry, 
and detailed information is not available in the open literature. 
Hence, the present glass flow study is intended to be of benefit to 
the art and science of glass making and continuous flow systems by 
making some specific information readily available. 
The continuous flow glass furnace usually consists of a four 
stage design comprising a melting end, a channel, a forehearth, and 
several feeders. The melting end, channel, and forehearth exemplify 
channellike flow systems. A knowledge of the velocity and temperature 
distributions in molten glass flowing in a channel is of fundamental 
importance to a better understanding of optimum design in glass 
plants. Modifications of these distributions can exert a profound 
influence on production quality as well as channel efficiency. 
Previous efforts to improve the understanding of glass flow have 
included experimental, analytical and numerical approaches. Since 
experimental measurements are both difficult and costly and analytical 
results have been limited, the purpose of this work is to present a 
mathematical model that can be used to compute and evaluate velocity 
and temperature distributions in glass flow. 
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A knowledge of the velocity distribution is important, although 
the glass moves at a very slow rate (Reynolds number approaching 
zero). The velocity profile, however, has a pronounced effect on 
surface finish and product homogeneity. The velocity profile is 
related to the viscosity magnitude and the effect of variable 
viscosity on the flow profile \'Jill be considered. Fulcher's equation 
is used to approximate the viscosity variation. 
The temperatures considered are in the range of 1300 to 1500°C. 
In this range glass behaves as a diathermanous material so that the 
heat transfer process must allow for heat transmission by simultaneous 
emission and reabsorption of radiation within the glass as well as by 
true thermal conduction. Assuming the material to be optically thick 
for radiative heat transfer makes possible the introduction of the 
concept of radiant conductivity ~thi ch is additive with the true 
thermal conductivity. In developing 'the mathematical model, the 
Rosseland approximation is used to estimate the radiant conductivity. 
The governing equations are complete to the extent that only 
terms containing dimensionless numbers several orders of magnitude 
less than the other terms in the equations are neglected . The 
equations are approximated numerically with finite difference formulas 
and are solved on an IBM 370 computer, model 165, using standard 
iterative methods. 
The computations involve calculating the velocity profiles 
assuming constant viscosity, calculating the temperature profiles 
using constant viscosity velocities, and iterating once by putting 
3 
the nonconstant temperature field into the momentum equation to 
calculate velocity profiles as evolved from variable viscosity. In 
addition to velocity and temperature distributions,conclusions are 
drawn from calculations concerning wall shear stress, pressure 
gradients, and wall heat transfer. 
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II. LITERATURE REVIEW 
A. Introduction 
Laminar flow in the entrance region of ducts has received 
considerable attention. Not only are such studies of importance for 
industrial applications; the solution methods also provide for the 
evolution and evaluation of solution procedures for nonlinear partial 
differential equations . Because the number of cases for which 
analytical solutions · have been obtained is very limited, the solution 
methods encompass a wide spectrum of numerical analysis for partial 
differential equations . The problem of fluid flow with heat transfer 
through a duct can only be solved analytically for cases where the 
momentum and energy equations are uncoupled as in the constant 
property case and when nonlinear terms such as the inertia terms 
and convective terms are identically zero. A number of analytical 
approximations have been obtained, however, by use .of boundary-layer 
theory and the Stokes equation for very slow motion. 
B. Constant Property Flow 
A method of solution that v1as first used by Schlichting [1] 
consisted of integrating the boundary-layer equations downstream 
from the entrance and joining this solution with one obtained by 
integrating from the asymptotic parabolic distribution the same 
equations in the upstream direction . The stream function was 
expanded in half powers of the ratio of axial distance to half duct 
height with coefficients which were functions of the vertical 
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displacement. This procedure led to a system of nonlinear ordinary 
differential equations. However, an examination of the numerical 
solution of these differential equations makes clear that the 
resulting series cannot be useful except for a very small region near 
the entrance. The velocity profiles drawn by Schlichting to bridge 
the gap between these small values of axial distance and the region 
of parabolic flow must therefore be regarded with some caution. 
Si nee the pioneering vJork of Sch 1 i chti ng, bounda ry-1 ayer theory 
has provided the principal basis for the theoretical analysis of 
laminar flow phenomena near solid boundaries. Although boundary-
layer theory is a powerful tool, the boundary-layer assumptions are 
not valid in the vicinity of a leading edge. In this region the 
derivative a2u;ax2 is not negligible relative to a2u;ay2, and the 
pressure gradient in they direction is not necessarily small, so 
that the contribution of the momentum equation for v is significant. 
A more rigorous analysis of laminar flow is now possible, however, 
with the development of high-speed computers and sophisticated numerical 
techniques. These developments permit the solution of the complete 
set of field ·equations describing a particular fluid motion. 
Among the first numerical solutions were those obtained by 
Bodoia and Osterle [2] for parallel plates, and Hornbeck [3] for 
pipes, both using a uniform velocity profile as an initial condition 
and applying the boundary-layer hypothesis to yield initial value 
problems. The velocity and pressure fields were obtained by finite 
difference procedures . Christiansen and Lemmon [4], using a uniform 
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velocity profile as the entrance condition and neglecting the radial 
velocity components, numerically confirmed Hornbeck's solution. 
Studies in the low Reynolds number region have been conducted 
by Wang and Longwell [5], and Gillis and Brandt [6] in the case of 
parallel plates; and for pipes by Vrentas, Duda, and Bargeron [7], 
and Friedmann, Gillis, and Liron [8]. In the first work, solutions 
were presented at a Reynolds number of 300 using both the flat 
velocity profile and stream-tube as entrance conditions. A flat 
velocity profile in this case corresponded to zero vorticity and to 
a stream function that was a linear function of the vertical height. 
For the stream-tube, at a large negative distance from the entrance, 
the vertical velocity was zero, and the horizontal velocity was 
constant. In addition with the stream-tube boundary condition for 
flow prior to the entrance, a zero vertical velocity and a zero 
horizontal velocity gradient were assumed at the vertical coordinates 
corresponding to the duct walls. Vrentas, et al. used the stream-tube 
condition exclusively at Reynolds numbers of 0, 1, 50, 150, and 250. 
Friedmann, et al., and Gillis and Brandt used a uniform velocity 
profi 1 e at the entrance and dealt vii th a range of Reynolds numbers 
from 0 to 500. 
Because Gillis and Brandt•s procedure presents a solid 
foundation for the present \'lork, their study sha 11 be reviewed in 
greater detail. Gillis and Brandt have solved the continuity and 
momentum equations for steady-state, t\'lo-dimensional flow involving 
an incompressible liquid with constant viscosity. Their solution 
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involved approximating the partial differential equations with finite 
difference formulas and applying a method of successive over-relaxation. 
Their approach, unlike that of the present work, used equal grid 
spacing. Having been concerned only with the constant viscosity 
case (eliminating the energy equation), Gillis and Brandt's work does 
not fully point out the restriction of excessive execution time and 
storage required with the complexity of the coupled equations in the 
present work. 
Numerous authors, Pearson [9], Atkinson, Brocklebank, Card, and 
Smith [10], Abarbanel, Bennett, Brandt, and Gillis [11], McDonald, 
· Denney, and Mills [12], and Chen [13], have explored other approaches 
to the same type of entrance region problem. These works were aimed 
as much, if not more, at improving solution procedures as at results. 
Overcoming the slow convergence, large computer storage, and 
stability difficult.ies of the finite difference equations used to 
approximate the general Navier-Stokes equations have been a major 
concern of these studies. The approaches include (1) solution of a 
coupled equation set by successive over-relaxation [9], (2) minimiza-
tion of viscous dissipation using finite elements [10], (3) an exact 
solution of Stokes flow [10], (4) selection of an alternating 
direction implicit method [12], and (5) the application of a 
momentum integral method [13]. 
The significant features of these solutions [5-13] are found in 
(1) the transport of vorticity upstream of the tube entrance when 
using the stream-tube condition [5,7], (2) the way the entrance 
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length varies with Reynolds number's [7,8], (3) the finite entrance 
length at zero Reynolds number [7,8,10], and (4) the fact that the 
maxima are predicted in the velocity profiles at locations other than 
the center line [5,6,8,10,12]. The pair of symmetrically placed 
maxima separated by a local minimum on the axis have been found to 
be a real effect and not just a result of the numerical technique 
[5,11]. The sh~pe of the kinks are, however, dependent on the 
entrance boundary condition. ~1cDonald, et al. [12] have presented a 
numerical solution of the Navier-Stokes equations for the inlet 
region of a tube and channel and have investigated the effects of 
entrance boundary conditions for low Reynolds numbers. The kinks for 
a zero vorticity entrance condition are less sharp and smaller in 
magnitude than those for a uniform velocity assumption at the 
entrance. 
c. Flow with Variable Properties 
In many cases, for the problem to be more physically realistic, 
the consideration of property changes with temperature is essential. 
Such is the case for the present work. Even though the qualitative 
effects of variable properties are now well know in the literature, 
their quantitative evaluation has not been at all satisfactory. The 
essential difficulty lies in the coupling of the momentum and energy 
equations. 
Much of the work that has been done involving variable properties, 
had the problem greatly simplified by assuming fully developed flow 
or by making assumptions which lead to the neglect of the radial 
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momentum equation. Deissler [14] and Pigford [15] have investigated 
the effects of variable viscosity and density, Test [16] and Yang [17] 
have worked with viscosity variation only, and Koppel and Smith [18] 
and Bradley and Entwistle [19] have considered all properties to be 
variable. 
Deissler [14] dealt with the fully developed flow of gases and 
liquid metals. The heat transfer rate was assumed to vary slov1ly 
along the tube in the flow direction, and the fluid properties were 
assumed variable along the radius. Pigford [15] considered the two-
dimensional problem allowing for linear variations of density and 
viscosity with temperature. The analysis v1as for high flow rates in 
short vertical tubes with uniform wall temperatures. 
For the condition of steady, axisymmetric flow in the absence 
of body forces, Test [16] presented results for tube flow with 
temperature dependent viscosity. His work presented an analytical 
study by having neglected the radial momentum equation and axial 
conduction. Yang [17] did likewise in his work but neglected all 
effects due to the radial velocity components. His problem was 
therefore solvable with a Pohlhausen type integral technique. 
Bradley and Entwistle [19], working with fully developed air 
flow, showed that the effects of axial conduction become important 
at low Reynolds numbers and that axial momentum change can be 
considerable for large temperature differences between fluid and 
wall. Koppel and Smith [18] used a numerical technique to solve a 
similar problem. Only results for carbon dioxide were shown and no 
general correlation was given which limits the possibility of 
comparing the work with results of other papers. 
Several papers have been presented for Poiseuille flow with 
variable fluid properties. Poots and Rogers [20] and Kettleborough 
[21] have presented results for Poiseuille flow with viscosity, 
conductivity, specific heat, and density being functions of 
temperature. Poots and Rogers, using the complete equations, 
presented results for Poiseuille, Couette, and mixed Poiseuille--
Couette flow of water in a vertical channel using experimentally 
determined property values (in .the range 0 to 100°C). The effects 
of temperature dependent properties on the velocity and thermal 
profiles were discussed. Poots and Rogers point out that there is 
an overshoot of the center line velocity in channel flow for the 
variable property case. The overshoot is attributed to the fact 
that a cold wall extracts heat, thereby increasing the viscosity and 
resulting shear force. To maintain continuity the center line velo-
city must grow larger than the fully developed center velocity. 
Kettleborough solved the coupled momentum and energy equations with 
inertial terms retained in the momentum equation; and convective 
terms, compression work terms, and the predominant dissipation terms 
retained in the energy equations. Kettleborough, like Poots and 
Rogers, presented results for a range of boundary temperatures. 
D. Molten Glass Flow 
The final area of interest in the literature encompasses those 
works which deal with molten glass flow. Of particular interest are 
10 
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those papers that present results dealing with variable viscosity, 
thermal conductivity, and various approximations for radiative heat 
transfer. 
The variation of viscosity in molten glass Hith temperature is 
well represented by the equation 
log~ = -A+B/(T-T ) 
0 (2-1) 
where all constants (A, B, and T0 ) vary regularly with composition . 
This equation was first presented by Fulcher [22] and has since 
gained his name. 
Much of the literature in glass technology has been concerned 
with the problem of combined radiation and conduction. A general 
review aimed at a nonmathematical elucidation of the physical 
phenomena underlying radiant heat transfer in glass was given by 
Gardon [23] in 1961. 
The works of Kellet [24-26] have indicated a 11 radiation 
conductivity .. 
for heat transfer in massive bodies of glass. The radiation 
conductivity is additive with the true thermal conductivity and 
corresponds to the Rosseland diffusion expression [27]. 
In 1960 Cooper [28] published a paper on the effects of aspect 
(height to half width) ratio and viscosity gradients on flow through 
an open channel. The effect of the aspect ratio on open channel 
12 
flow was analytically considered for the constant viscosity case. 
Near the center line, flow through moderately wide channels was found 
to be unaffected by the side walls. Therefore, analytical solutions 
for the one-dimensional case of flow above a flat plate were determined 
for the variable viscosity case. Results revealed that until viscosity 
differentials \~Jere extreme, the velocity distribution was insensitive 
to viscosity gradients. 
Duffin [29] using Cooper's conclusions as a foundation has 
presented a mathematical model of heat transfer within molten flowing 
glass in a forehearth. Duffin accordingly neglected the viscosity 
gradient in the flow. The radiative heat transfer was represented by 
the Rosseland approximation, and both the transient and steady state 
conditions \'Jere considered. The equations \'lere solved by an implicit 
alternating direction method. 
More recently, results concerning free convective currents in the 
glass melting tank have been presented. Chen [30] has formulated the 
steady state problem in three dimensions for an electric glass furnace 
and has solved the conservation equations with an alternating direction 
implicit technique. The results provided temperature profiles and 
companion convection current patterns. Noble, Clomburg, Sarofim, and 
Hottel [31] have likewise been concerned with modeling the natural 
convection circulation patterns in a glass melting furnace. Their 
finite-difference solution was for the time dependent coupled flow 
and energy equations. A 11 owance ~-1as ma.de for bouyancy, vari ab 1 e 
viscosity, diffuse radiation, and general boundary conditions. Both 
works use Rosseland's approximation in their formulation. 
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The present work uses and extends the presentations of the 
previous papers reviewed by investigating the nonlinear effects 
introduced by variable viscosity and radiation in molten glass flow 
in a duct entrance region. Fulcher's viscosity equation and Rosseland 
radiation conductivity approximation are used. Unlike most of the 
previous studies, all terms are retained in the equations except 
those having nondimensional numbers many orders of magnitude less 
than those of the other terms. The variable viscosity terms are 
retained in their entirety. For the solution a normal successive 
over-relaxation method is used, but the finite difference formulation 
uniquely employs unequal step sizes. 
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III. MATHEMATICAL FORMULATION OF THE PROBLEM 
Of all the properties involved in laminar flow problems, 
temperature dependent viscosity plays a dominant role in influencing 
both the velocity and temperature distributions in the flow, and 
consequently pressure drop, wall shear stress, and heat transfer 
rate. Glass viscosity in the flowing range increases approximately 
twofold for each 100°C drop in temperature (see Figure 1), and since 
the ease with which glass can be worked depends upon the fluid 
friction, viscous influence is of primary concern in glass technology. 
The critical understanding of temperature and velocity necessary to 
evaluate viscous effects throughout the flow field is recognized as 
being a controlling parameter for maintaining glass quality and 
provides the basis for a need to solve the problem at hand. 
The temperatures considered will be in the range of 1300 to 
1500°C. In this range molten glass behaves as a diathermanous 
material so that the heat transfer process must allow for heat trans-
mission by simultaneous emission and reabsorption of radiation within 
the glass as well as by thermal conduction. 
Given the established physical situation of two-dimensional, 
laminar, steady state, fluid flow of a homogeneous, incompressible, 
variable viscosity fluid in a straight duct, the problem is to 
compute the related velocities and temperatures as a function of 
space. Conclusions are to be drawn from these distributions in the 
form of pressure gradients, heat transfer, and wall shear stress. 
The appropriate equations of energy, mass, and momentum transfer 
will be stated and solved for specific boundary conditions. 
-JL 
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The coordinate system is taken as shown below: 
Yt 
r ~ 








Figure 2. Coordinate System 
The duct half height is taken to be H, and y is zero at the center-
line. 
The analysis is restricted by the following assumptions: 
1. two dimensional, steady state 
2. Newtonian fluid 
3. properties other than viscosity are taken to be constant 
4. constant acceleration due to gravity in the y direction 
produces the only body force, neglect free convection 
5. radiative heat transfer included in effective conductivity 
by Rosseland approximation, assuming a gray medium 
6. no electrical or magnetic effects, local thermodynamic 
equilibrium 
7. no heat sources 
B. constant volume specific heat equals constant pressure 
sp.eci fi c heat 
..... 
, 
Measurements of the monochromatic absorption coefficient KA. for 
windovJ glass made by Neuroth [32] indicated KA is approximately 
0.2 cm- 1 for 0 <A< 2.8~ (where~= 10-6 m), 4.0 cm- 1 for 
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2.8~ <A< 4.5~, and oo for A> 4.5~ (temperature taken to be 1300°C). 
At the lower wavelengths an optical thickness of 1 corresponds to a 
physical length of 5 em. A duct 30 em in depth corresponds to an 
optical thickness of 6. Under the condition of the optical 
thickness >> 1, the photon mean free path is much smaller than the 
characteristic dimension, and one may think in terms of a photon 
continuum. In other words, every element of the medium is directly 
affected only by its neighbors, and as in the case of continuum 
molecular conduction, the radiation transfer within the medium 
becomes a diffusion process. Specifically, the Rosseland approxima-
tion is used. 
At the relatively high temperatures at which glass flows the 
peak of the radiant energy curve is at a wavelength of about 2 microns, 
so that if the glass is assumed to be gray, the absorption coefficient 
must be i nterpo 1 a ted as that of the hot glass for \-Jave 1 engths near 2 
microns. Kellett [24] suggests a value of K for wavelengths near 2 
-1 microns of about 0. 3 em for a common wi ndo\-J glass. 




krad = radiation conductivity 
n = index of refraction 
cr = Stefan-Boltzmann constant 
T = temperature considered 
K = absorption coefficient 
Accordingly the effective conductivity is defined as 
the sum of the true conductivity and radiation conductivity. 
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(3-2) 
For the given physical situation the governing equations are 
continuity: 
x momentum: 
-- au - - au - aP + L [? ;-;- au ] pu-+pv-= ... '"" 
ax ay ax ax ax 
+ .L [l.l (au+ av)] 
ay ay ax 
y momentum: 
-- av -- av - p g - 21: + .L [2 ll av ] pu-+pv-= '"" 
ax ay Y ay ay ay 
+.L 
ax 






ak aT + ak" aT + -k n2 T -
-=-= -=-= v + l-1 <P ax ax ay ay 
-2 -2 
<P = 2 [ (~) + (~) ] + - -2 (~+ ~) 




With the introduction of dimensionless variables the conservation 
equations can be put in a more familiar form containing the dimension-
less groups: Prandtl number, Reynolds number, and Eckert number. The 
dimensionless stream function ~ is now introduced 
u = ~ (3-8) ay 
v = - ~ (3-9) 
The continuity equation is thus automatically satisfied. A 
dimensionless vorticity is defined as 
av au - _n2l,l 
w = ax - ay - v 't' (3-10) 
With the above definitions it is possible to eliminate the pressure 
terms from the dimensionless momentum equations by taking the 
derivative of the x momentum equation with respect to y, taking the 
derivative of the y momentum equation with respect to x, and 
subtracting the second equation from the first. Hence, the continuity 
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equation, x momentum equation, and the y momentum equation have been 
combined into one equation. That equation appears as 
( 3-11) 
Duffin [33] writes that the average velocity of flowing glass in 
a forehearth is about 2.34 meters per hour (a pull of 14.74 tons per 
day). For a hydraulic diameter of 70 em, this yields a Reynolds 
number (see Figure 3) that in comparison to the magnitude of the 
other terms in the momentum equation can be taken as zero. Hence, 
the left hand side of (3-11) may be neglected. 
The variable viscosity terms are readily recognizable in 
equation (3-11), and the functional variation for viscosity is shown 
graphically in Figure 1. The graph represents Fulcher's equation, 
that is 
where 
log ~ = -A+ B/(T-Tr) 
~ = viscosity at the temperature considered 
A,B = empirical constants 
T = temperature considered 






Figure 3. Reynolds Number vs. Temperature 
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The constants A, B, and Tr are readily available in most glass 
technology handbooks. 
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The fact that krad is a third power function of temperature 
means that, at the relatively high temperatures at which glass flows, 
the radiation conductivity will be relatively much larger than the 
true thermal conductivity with the ratio possibly reaching values of 
50 or more. With the dominance of radiation the dimensionless 
conductivity ·is referenced to the radiation conductivity. The 
radiation-conduction number (see Figure 4) is accordingly defined as 
(3-13) 
With the introduction of the Peclet number, 
Pe = RePr (3-14) 
the energy equation can be expressed in dimensionless form as 
3N Pe ( lJJ 8 _ lJJ 8 ) 44 yx xy 
3N 
+ llEPr 4 4> (3-15) 
where 
(3-16) 
Using an order of magnitude analysis, the last term on the right hand 
side of the energy equation (3-15) can be neglected (the Eckert 
' -12 




-T (° C) 
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Figure 4. Radiation-conduction Number vs. Temperature 
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Boundary conditions for velocity are given as (1) slug flow at 
the entrance, (2) no slip conditions at the wall, (3) fully developed 
at long distances down the channel, and (4) zero vorticity and zero y 
velocity at the center line. A temptation exists to put a condition 
of zero vorticity at the entrance. However, Vrentas, Duda, and 
Bargeron [7] have pointed out that such a boundary condition gives 
poor results, and is physically erroneous, since there is no way to 
stop the axial diffusion of vorticity at a particular point in the 
flow development. For the temperature field the boundary conditions 
are taken to be (1) constant temperature at the entrance, (2) constant 
temperature at the wall, (3) no temperature gradient in the x 
direction at large distances down the channel, and (4) no temperature 
gradient in they direction at the center line. 
In summary the problem formulated is 




w = -v lfJ 
a2 a2 ~)(lfJYY - l/Jxx) - 4 ~ l/Jxy 
ay 
+ 2[a11 (aw) ax ax +2.1::!.. ay (aw)] ay 
tJJ{O,y) = y 
lJJ(x,O) = 0 . 
( 3-17) 





1JJ(x,l) = 1 (3-20c) 
1JJ(oo,y) = (3y-y3);2 (3-20d) 
w(O ,y) = 
- V21JJ ' assuming the y velocity to be zero 
at the entrance (3-21a) 
w(x,O) = 0 (3-21b) 
w(x,1) = -V21JJ assuming the y ve 1 oc i ty to be equa 1 
to zero (3-21c) 
w( oo,y) = 3y (3-21d) 
e ( o ,y) = 1 (3-22a) 
ael = 0 (3-22b) 
ay y=O 
e(x,1) = Tw/To (3-22c) 
ael = 0 (3-22d) 
ax x=oo 
From this point on dimensionless expressions will be used unless 
otherwise noted. 
The problem as formulated allows for the calculation of vortic-
ity, stream function, and temperature distributions throughout the 
flow field. As previously pointed out, conclusions are to be 
drawn from the distributions in the form of velocities, wall shear 
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stress, pressure gradients, and heat transfer. When calculating the 
y pressure,gravity is neglected. The calculations are accomplished 
with the following set of equations: 
velocity: 
u = ~ 
ay 
v =- ~ 
ax 




aP Re 2 all · ~ + all(~+ ~) ax 4 = ax ax ay ay ax 
wall heat flux: 
or 
2 
+ llV' u 
= [- l N ~] + [-83 ~] 
qw 4 ay y=l ay y=l 
( 3-23a) 








The physical properties that enter into the calculations are C, 
the specific heat; p, the density; n, the index of refraction; ll. the 
viscosity; kc, the true thermal conduction; krad' the radiant 
conductivity; and K, the absorption coefficient . The viscosity 
involves the three empirical constants A, B, and Tr. In addition, 
the physical constants, U0 , the average flow velocity, and H, the 
channel height, are required. All constants as used are listed below 
U0 = 2.3378 m/hr [33] 
H = 15 . 24 em [29] 
C = 0.31 cal/g-°C [34] 
p = 2.46 g/cm3 [34] 
n = 1.5 [34] 
A= 1.769 [35] 
B = 4690 [35] 
Tr = 216.2 oc [35] 
k = 0.0022 cal/sec-cm-°C [24,36] 
c 
K = 0.3 cm- 1 [24] 
The constants as listed above yield a Peclet number of 1372 and an 
optical thickness of 9.144. 
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IV. FINITE DIFFERENCE APPROXIMATION 
The partial differential equations and boundary conditions, 
(3-17) to (3-22), of the previous section cannot be solved analytically 
because of the nonlinear terms in the equations. 
For the numerical procedure the rectangular region, 0 < x ~ X
00
, 
0 < y ~ 1, is covered with a variable mesh size (see Figure 5). 
A variable mesh size is used to reduce computation time and to 
increase accuracy. 
When the number of grid nodes is increased, the time required 
for each cycle of iteration increases roughly in proportion; in 
addition. the number of iterations required for convergence usually 
increases. Thus, an increase in the number of nodes results in a more 
than proportional increase in computing time; and, therefore, a 
minimization of the number of nodes is amply justified. 
Y "' wall 1·0 ....... I .................... ~.......-...---.---.---.-.,----. 
0·0 ....... -.&._._ ................ _._ ........... _ ..... _.___.__..__,_.. ~ 
0·0, inlet XCD X 
Figure 5. Grid Network 
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On the other hand, two kinds of error arise in solving a 
differential equation by finite difference methods: the discretization 
or truncation error and the round-off error. The later error is 
minimized in the present work by using double precision (15 digits) 
throughout the computations. The discretization error, which results 
from the replacement of derivatives with finite difference formulas, 
depends on the size of the grid and the order of the finite difference 
formulas used, as well as the continuity and smoothness of the 
dependent variables in the region of interest. If a suitable finite 
difference expression has been selected for ·the differential equation, 
the discretization error should tend to zero with decreasing grid 
size. In other words, the finite difference equations converge to the 
exact solution as ~x and ~y, the horizontal and vertical step sizes 
respectively, both tend to zero. However, with respect to actual 
computations a limit is reached as the stability of the boundary 
conditions provides a restriction on minimum step size. Hence, 
staying within the bounds of the stability restrictions there exists 
a justification for maximizing the number of nodal points, i.e. 
decreasing the step size. 
The choice of an unequal grid network is attractive because a 
fine grid may be used to increase the accuracy in areas of steepest 
gradients, and to cut down on the number of nodes a coarse mesh may 
be used in areas of little change. The complexity that results from 
unequal step sizes increases the time of computation per iteration, 
but the time versus accuracy trade off still favors unequal step size 
as opposed to equal grid spacing. 
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In programming, the general lattice point will be denoted by i,j 
where i = 1,2, .•. ,M and j = 1,2, ... ,N. With reference to Appendix A 
the formulated problem, (3-17) to (3-22), can be presented in a 
finite difference form. 
The definition of vorticity (3-17) is put in finite difference 
form and solved for the stream function at i,j 
+ d. .lJJ. . 1 + e. .w. . 12 1 ,J 1 ,J- 1 ,J 1 ,J 











= (~x. + ~x. 1 )(~x-~x. 1 + ~Y 1-AY 1• 1) 1 ,~ 1 ,_ -
~x ·AY .t;y · 1 1 1 ,_ 
~X • ~X • 1 AY . 1 ~ 1 1- 1-
{~y. + AY· 1 )(~x-~x. 1 + ~Y-AY· 1) 1 1- 1 1- 1 1-
~xi-l~YiAYi-1 
= (~x. + ~x. 1 )(~x.~x. 1 + ~Y-AY 1• 1) 1 1- 1 1- 1 -
~X -~X. 1 ~y. 1 1- 1 











!::.X • 1 = X • - X • 1 1- 1 1- (4-3a) 
!::.y; = yi+1- Y; t::.y. 1 = y. y 1- 1 - i-1 (4-3b) 
For equal step sizes, !::.X; = t::.x;_ 1 = !::.Y; = l1Y;_ 1, (4-2a) to (4-2d) 
reduce to a .. =b .. =c .. =d .. = 1/4. Even for unequal step 1,J l,J l,J 1,J 
sizes the sum of a .. , b .. , c .. , and d .. must be equal to 1. 1,J l,J 1,J l,J 
When (3-18) is put in finite difference form and solved for the 
vorticity at i,j a much more complicated expression than (4-1) is 
obtained because of the variable viscosity terms 
a I t::.x. [a .. (1 - ~ - 1-)w. . 
1 ,J ax .. ll· . 1-1,J 
1 ,J 1 ,J 
a I ~::.y. 1 
+ bi,j(1- ~ .. ll~-_)wi,j+1 
1 ,J 1 ,J 
a I t::.x. 1 
+ C; ,j( 1 - a~ .. ll~- _)wi+1,j 
1 ,J 1 ,J 
+ d. . ( 1 - ~~ t::.y i )w. . 1 + e. .S. . ] 1 , J oY · • ll · · 1 , J- 1 , J 1 ,J 
1 ,J 1 'J 
w. . = ...---------------------- ( 4-4) 
1 'J ~ l1 I ( t::.x . 1 - t::.x • ) ( t::.y • !::.y . 1 ) 
oX . • 1- 1 1 1-
1 ,J 
1 + + ~ ll I ( t::.y • 1 - t::.y . ) ( t::.x . t::.x • 1 ) oy . . 1- 1 1 1-
1 I,) 
ll . . ( t::.x • L)x • 1 + t::.y • t::.y 1- 1 ) 1,J 1 1- 1 -
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For the constant viscosity case (4-4) reduces to 
w .. =a .. w. 1 . +b .. w .. +1 +c .. w. 1 . +d .. w .. 1 (4-5) 1,J 1,J 1- .J 1,J 1,J 1,J 1+ .J 1,J 1,J-
The first order viscosity gradients in (4-4) are finite differenced as 
~~I· . = 1 ,J 2 2 2 [~X · 111 · + 1 · + (~X · - ~X . 1 ) 11 . . 1- 1 .J 1 1- 1 .J 
2 
- Llx ·11 . 1 . ] I Dx . 1 1- .J 1 (4-6a) 
~~1- . = 1 .J 2 2 2 [~y. 111· "+1 + (Lly. - Lly. 1)1J. . 1- 1,J 1 1- 1,J 
2 
- ~y ·11· . 1]/Dy. 1 1 .J- 1 (4-6b) 
where 
Ox. = Ax.Ax. 1(Llx. + Llx. 1) 1 1 1- 1 1- ( 4-7a) 
Dy. = Ay.Ay. 1(Ay. + Lly. 1) 1 1 1- 1 1- (4-7b) 
The si,j term in (4-4) is just part of the influence that variable 
viscosity has on the mathematical expressions. S .. actually 
1 ,J 
represents 
1 1 (a 211 _ u ) (n s. . = - [2 -2 ·~ ~ - -2 1 
.J 11i ,j ax . . ay'- . . ay 





a2 ~21 / J 
- 2 .L.lL. ] axay . . axay . . 
1 .J 1 .J 
(4-8) 
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The terms of si,j' (4-8), are put in a finite difference form of 
a
2ll 
= 2 [ L1x . 1ll . + 1 . (L1x. + L1x. 1 )ll. • ;7 -1- 1 ,J 1 1- 1 ,J 
1 ,j 
+ L1x . ll . 1 . ] I D x . 1 1- ,J 1 (4-9a) 
a
2ll 
= 2[L1y. 1ll· .+1- {L1y. + L1y. 1 )ll • . 
ay2 1- 1 .J 1 1- 1 ,J i .j 
+ L1y .lJ. . 1 ]/Dy. 1 1 ,J- 1 (4-9b) 
9 = 2[L1x. 1lJJ.+1. - (L1x. + L1x . 1 ) lJJ . . 1- 1 tJ 1 1- 1 .J ax i,j 
+ L1x .lJJ. 1 . ]/Ox. 1 1- .J 1 (4-10a) 
4 ay .. 
1 .J 
= 2[L1y. 1\jJ. .+1 - {L1y. + L1y. 1 )lJJ. . 1- 1,J 1 1- 1,J 
+ L1y .lJJ. . 1]/Dy. 
1 1 ,J- 1 (4-10b) 
2 2 2 2 ) [ L1 x . - L1x • 1] [ L1y . 1 ( ll • . + 1-ll . . ) - L1y 1. ( l-! 1· J. 1-l-! 1· 1. ] 1 1- 1- 1 .J 1 .J ' - " 













As for the energy equation, (3-19), the nonlinearity of the 
equation does not permit an explicit formula for e ... Writing the 
1 ,J 
equation in an implicit, finite difference form yields 
. 3 
e .. = {2[N + 4e .. /3][(~x.e. 1 . + D.x. 1e.+ 1 .)/Dx. 1 .J 1 .J 1 1- ,J 1- 1 .J 1 
+ (D.y.e .. 1 + ~y. 1e .. +1)/Dy.] 1 1,J- 1- 1,J 1 
+ 4e ~ . [ (~I ) 2 + (~I ) 2 J 
1 ,J ax . . ay . . 
1 .J 1 ,J 
NPe 2.tl ( 2 2 ) + -r- [" ~Y. 1e. "+1 - D.y. e. . 1 /Dy1. 
't oX . . 1- 1 1 J 1 1 1 J-
1 .J 






_ ~~ (~x.-D.X. 1 );(~x 1.~x 1• 1)] (4-14) ay . . 1 1- -
1 .J 
When Pe = 0 (4-13) reduces to 
where 
e .. =a .. e. 1 . +b .. e .. +1 1 .J 1 .J 1- .J 1 .J 1 .J 
R. • 
1 .J 
2 ael 2 ael 2 = 68 .. e .. [(~ ) + (- ) ] 
1 1 J 1 ,J oX . . 3y . . 1 ,J 1 ,J 





Similarly when conduction becomes the dominant means of heat transfer, 
i.e. N + oo, (4-13) reduces to 
+c .. e.+1 . +d .. e .. 1 1,J 1 ,J 1,J 1,J-
The gradient terms in (4-13) and (4-14) are defined in a manner 
similar to (4-6), i.e. 
~~ = [b.x~ 11./J. +1 . + (b.x~ - b.x~ 1 )~. . ax . . 1- 1 ,J 1 1- 1 ,J 
1 .J 
2 
- b.x.lJJ. 1 .]/Ox. 1 1- ,J 1 
~I ay .. 
1 .J 
2 2 2 ) 
= [b.Y;-1l/Ji,j+1 + (AY; - AY;-1 1/Ji,j 
2 






~~I· . = 1 .J [ Ax2 e + (Ax2. A 2 )e u . 1 .+1 . u - uX. 1 .. 1- 1 .J 1 1- 1 ,J 
2 
- tJ.x . e . 1 . J 1 D x . 1 1- .J 1 (4-19a) 
~~1- . = 1 .J 2 2 2 [ /J.y · 18 · · + 1 + ( tJ.y · - tJ.y • 1 ) 8 · · 1- 1,J 1 1- 1,J 
2 
- 1:1y.e .. 1]/Dy. 1 1 ,J- 1 (4-19b) 
The functions will also have to satisfy the appropriate boundary 
conditions, (3-20), (3-21) 1 and (3-22), 
lJJ. 1 = 0 1 I (4-20a) 
VJ· .I = 1 1 I r .. (4-20b) 




for 1 s i s M, and 
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lJJ 1 . 
,J = y. J (4-21a) 
lJJM • 
,J = y . ( 3 - y~) I 2 J J (4-21b) 
w1 . = -1JJ2,j/(x2 - x1)2 (4-21c) 
,J 
WM • = 3y. (4-21d) 
,J J 
el . = 1 (4-21e) 
. • J 
e~1.j = Tw/To (4-21f) 
for 2 ~ j ~ N-1. The finite difference equations for the boundary 
conditions have been derived with reference to Appendix A and 
Appendix B. Expression (4-20e) is the only boundary condition of 
comparatively higher order. The nature of the problem and the 
nonsymmetry at the wall make it impossible to achieve adequate 
accuracy with anything simpler. 
In section III, (3-23) to (3-26) were presented which allow for 
the evaluation of velocity, wall shear stress, pressure gradients, 
and wall heat transfer. In finite difference form (3-23a) and 
(3-23b), the velocity equations, appear as 
2 2 2 




- ~y .lJJ. . 1 ]/ Dy. 1 1,J- 1 
2 2 2 ) 
= - [ilx . 11J;. + 1 . + (~X · - M · 1 lJJ • • 1- 1 .J 1 1- 1,J 




The writing of the finite difference equation for the wall shear 
stress representeG in (3-24b) appears as 
(4-23) 
For the pressure gradients, (3-25a) and (3-25b) may be written as 
Re aP I = 4 ax .. 
1 .J 
Re aPI = 4 ay .. 
1 ,J 
2 all I au I ax .. ax .. 1,J 1,J 
+ ~1 [~1 + 2.Y.I ] ay . . ay . . ax . . 1,J 1,J 1,J 
2 all I · av I ay .. ay .. 
. 1,J 1,J 
+ ll· . 1 ,J 
2 +~ ] 
ay .. 
1 ,J 
+ l'!.l ] ax .. 
1 ,J 
2 





where the gradient terms are derived in finite difference form as in 
(4-6) and (4-9). Equation (4-24a) and (4-24b) hold true for interior 
lattice points, but specialized forms must be used for pressure 
gradients on the boundaries. · In particular, on the boundaries better 
results were obtained when the higher order velocity gradi ents were 
replaced with the vorticity and first order vorticity gradients. 
Finally results are presented in terms of wall heat flux, (3-26). 
Giving the finite difference form of (3-26) 
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q = - N- - e. -3 ael 3 ael 




V. COMPUTATIONAL PROCEDURE 
The computational procedure involves: (1) calculation of the 
velocity profiles assuming constant viscosity, (2) calculation of the 
temperature distribution using the velocity profiles of part (1), and 
(3) recalculation of the velocity profiles using the temperature 
distribution of part (2). The general approach in each part was to 
solve the appropriate governing finite difference equations, (4-1) to 
(4-19), by a successive over-relaxation method. 
The solution technique involves restricting the region of 
evaluation, finding an adequate first approximation, determining an 
iterative system that eliminates the residual at all lattice points, 
and evaluating the compatability of the solution as compared to the 
work of previous authors. These points will be dealt with in turn. 
In restricting the region of evaluation, :grids I to VI which 
can be found in Appendix C were developed. The general reasoning 
behind the spacing of the mesh lines can be found in the section on 
Finite Difference Approximation. Grids I, II, and III with an x 
range to two served as 11 test 11 grids for the velocity calculations 
for the isothermal case. For the purpose of determining the 
development length in the temperature calculations, the assumption is 
made that there exists a finite value of x, X
00
, at which to an 
adequate approximation the flow is fully developed in terms of 
velocity and temperature. The successive approximations depend, of 
course, on the value chosen for X00 • The value for x was established 00 
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by gradually increasing X
00 
in part (2) until lines at "rP xr1_1, and 
xr.1_2 had equa 1 va 1 ues of temperature symbo 1 i zing that the temperature 
distribution which develops .more slowly than velocity was developed. 
Normally, the closer the initial guess to the final solution for 
velocity or temperature distribution, the fe\'ler the number of 
iterations required to reach the solution. Therefore, in determining 
the dev~lopment length in part (2), the thermal results from Grid II 
were extrapolated in the axial direction to provide the initial 
guess for calculations using Grid IV, and the results of Grid IV were 
extrapolated to provide the initial guesses for calculations using 
Grid v. the grid at which the temperature distribution was found to 
be fully developed. Because a coordinate listing does not provide 
the most vivid means ·.for· understanding the relative network 
arrangement, grid V is presented pictorially in Figure 6. 
The relaxation for the internal points was based on (4-1), (4-4); 
and (4-13) for the velocity field and temperature field respectively. 
( 4-20 k -.a,nd ( 4-21) were used for points on the boundary. Having been 
given an approximate solution ~~ 1 ~ for the spatial variable of interest, 
1 .J 
i.e. velocity or temperature, over the entire field, c;~ 1 ~ \'las 
1 ,J 
substituted on the right hand side of the governing finite difference 
equations. Calling the resulting expression F .. , c;~ 2 ~ is defined as 1 ,J 1 ,J 
r,;~2~ = ~~1~ + a.[F. . - r,;~1~] (5-1) 
1 .J 1 ,J 1 ,J 1 .J 











































where r is the residual, and the coefficient of relaxation, a, is a 
real positive constant that "over-relaxes" for a > 1. The rate of 
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convergence, indeed the convergence itself, can depend very critically 
on the value of a chosen. In all three parts the successive over-
relaxation method (a > 1) proves to have a higher rate of convergence 
than basic-relaxation (a= 1) or under-relaxation (a< 1). As to 
the actual value of a, the calculations necessary for determining 
an optimum relaxation factor are unreasonably complicated and lengthy. 
Hence, the exact coefficient used was determined by trial and error. 
Trials showed that to overestimate the optimum a slightly was better 
than to underestimate it. 
In forming F. J. the latest available approximation tor,: .. at 
1 ' 1 'J 
each point is used. Of the various terms which appear on the right 
hand sides of the finite difference equations, some will be "more 
advanced" approximations than others, depending upon the order in 
which the i,j's are taken. 
For the actual scanning process, a straight forward method was 
used. Specifically, "j" was allowed to vary throughout limits for an 
x coordinate before proceeding to the next i index. 
If r,:~n~, r,:~n: 1 ) are two successive approximations to velocity or 
1 ,J 1 ,J 
temperature, satisfactory convergence was assumed to have occurred 
when 
(5-2) 
for a 11 i ,j. 
Finally, the compatability of the solution as compared to the 
work of previous authors was checked. For part (1) the results were 
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checked with Gillis and Brandt [6] (see Table 1). Gillis and Brandt 
have solved the complete Navier-Stokes equations using a finite 
difference technique employing equal step sizes. They concentrated 
their work on the problem which corresponds to part (1) of the 
present work. Having no variable properties, their work is 
independent of the energy equation (temperature field), and the flow 
is fully developed at X
00 
= 2. For the results in Table I Gillis and 
Brandt used 12,800 lattice points while this work used only 176 for 
the results shown. 
As a further test of compatibility, a finer grid, Grid VI, was 
used to recalculate the data for steps (1), (2), and (3) for the most 
extreme temperature difference. Interpolated data from Grid V was 
used as a starter for the above test. 
Having established the values for velocity and temperature, the 
quantity of results from which conclusions can be drawn was expanded 
by calculating wall shear stress, pressure gradients, and wall heat 
flux. These calculations were performed as a final step using the 
results of part (2) and part (3). 
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Table I. Velocity Development 
All quantities in the table are in dimensionless form. In each 
place in the table the upper value in a set is u and the lower value 
is v. The lower sets come from Gillis and Brandt [6]. 
y = 0.0 0.2 0.4 0.6 0.8 1.0 
X = 0.0 1.0000 1.0000 1.0000 1.0000 1.0000 0.0 
0.0 o.o 0.0 0.0 0.0 0.0 
1.0000 1.0000 1.0000 1.0000 1.0000 0.0000 
-0.0000 -0.0000 -0.0000 -0.0000 -0.0000 0.0000 
0.2 1.0697 1.0721 1.0800 1.0856 0.9799 0.0 
0.0 -0.1123 -0.2223 -0.3130 -0.2988 0.0 
1.0662 1.0682 1.0755 1.0888 1.0427 0.0000 
-0.0000 -0.1152 -0.2310 -0.3366 -0.3314 0.0000 
0.4 1.2005 1.1964 1.1754 1.0925 0.7973 0.0 
o.o -0.1278 -0.2292 -0.2601 -0.1587 0.0 
1.1980 1.1948 1.1783 1.1090 0.8251 0.0000 
-0.0000 -0.1321 -0.2381 -0.2696 -0.1516 0.0000 
0.6 1.3194 1.2996 1.2262 1.0480 0.6680 0.0 
0.0 -0.0970 -0.1599 -0.1548 -0.0723 0.0 
1.3207 1.3023 1.2332 1.0605 0.6769 0.0000 
-0.0000 -0.0995 -0.1634 -0.1548 -0.0673 0.0000 
1.0 1.4493 1.4022 1.2527 0.9799 0.5622 0.0 
0.0 -0.0331 -0.0492 -0.0399 -0.0146 0.0 
1.4550 1.4082 1.2594 0.9862 0.5661 0.0000 
-0.0000 -0.0323 -0.0474 -0.0376 -0.0133 0.0000 
1.6 1.4905 1.4317 1.2543 0.9565 0.5377 0.0 
o.o -0.0037 -0.0053 -0.0040 -0.0014 0.0 
1.4975 1.4385 1.2604 0.9615 0.5409 0.0000 
-0.0000 -0.0027 -0.0036 -0.0025 -0.0007 0.0000 
2.0 1.4950 1.4350 1.2550 0.9550 0.5350 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
1.5000 1.4400 1.2601 0.9600 0.5399 0.0000 
-0.0000 -0.0002 -0.0002 -0.0001 -0.0000 0.0000 
VI. RESULTS AND DISCUSSION 
Results with appropriate discussion are presented here in a 
manner coordinated to the steps outlined in the section on 
computational procedure, that is 
A. Velocity Profiles for the Isothermal Case 
B. Temperature Distribution for Constant Property 
Velocities 
C. Heat Transfer at the Wall 
D. Velocity Profiles for the Variable Viscosity Case 
E. Shear Stress at the Wall 
46 
F. Pressure Gradients for the Different Velocity Profiles 
G. Iteration of Coupling 
In presenting results from the above areas an attempt has been made 
to select from the mass of numerical data the salient features. 
The computations were carried out on the University of Missouri, 
University Network, I m~ 370/165 computer. As an indication of 
calculation time requirements, the computation of velocities for the 
isothermal case for Grid VI using the interpolated Grid V results as 
an initial guess took 0.66 minutes of CPU time. 
The calculations were performed in all cases for an inlet 
temperature of 1500°C. Because the inlet temperature was used as the 
reference temperature in the dimensionless formulation, the 
dimensionless parameters remain constant throughout the calculations 
except where specifically chosen to be zero in representing special 
cases. The dimensionless parameters are Pr = 10793, Pe = 1372, 
N = 0.016 1 and NPe = 21.760. 
A. Velocity Profiles for the Isothermal Case 
The familiar phenomenon [5,6,8,10,12] of initially non-convex 
velocity profiles was observed for the isothermal flow field. The 
velocity profiles for the inlet region are presented in Figure 8. 
A kink in the non-convex profile appears on either side of the axis 
for small x leading to a pair of symmetrically placed maxima 
separated by a local minimum on the axis. The velocity at the kink 
was never observed to be more than 3% higher than the center line 
velocity. 
The development of the kinks can be explained with a short 
physical description. Consider the wall boundary in Figure 7, where 
the kinks are highly exaggerated. In the vicinity of the wall's 
leading edge, the region of wall influence increases rapidly as x 









Figure 7. Entrance Region 
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wall and because the velocity remains constant in the center region, 
to maintain continuity, the flow speed must increase in the only 
remaining region, the area between the slowed down velocity and free 
stream. The flow has to travel some distance along the duct before 
the local acceleration due to the slowing down at the wall reaches 
the center line. 
The numerical data for the isothermal flow indicates an entrance 
length of 1.29 and agrees reasonably well with the value of 1. 25 and 
1.26 that Atkinson, et al . [10] and Gillis and Brandt [6] respectively 
projected for zero Reynolds number. The entrance length is defined 
as the value of x at which u(x,O) = 0.99 u(~,o). 
During the calculation of the velocities for the isothermal 
case. when the spacing between the grid lines was nonuniform, and 
small, i.e. 0.025, divergence of the vorticity occurred. Divergence 
first appeared in the areas of smallest step size and propagated to 
areas of larger step size. The source of the divergence appeared to 
be the linkage of the vorticity and stream function equations through 
the vorticity boundary condition because the magnitude of the 
divergence depended on the numerical form chosen for the vorticity 
boundary condition. Results indicated that near the wall, the ratio 
of the intervals between nodes should be as near to one as possible 
and that a minimum step size relative to stability exists. Throughout 
the flow field, results agreed more closely Hith Gillis and Brandt [6] 
\'/hen intervals Here increased a 1 ittle at each rov1 rather than to have 
a block of small intervals immediately adjacent to another block of 




Figure 8. Isothermal Velocity Profiles 
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B. Temperature Distribution using Velocities Found in the Isothermal 
Case 
Of initial concern, in the evaluation of the various temperature 
distributions,is the establishment of a working upper limit for the 
horizontal coordinate, that is the point at which the temperature 
distribution is constant. The temperature profile in the x-direction 
develops more slowly than the velocity profile for the isothermal 
case and hence provides the upper bound on x for tJ1e steps to 
follow. 
In the present work the isothermal velocity profiles and maxi mum 
temperature difference (Ti = 1500°C, Tw = 1300°C) were used in the 
evaluation of x . The maximum length of the development zone was 
00 
gradually increased until acceptable temperature values were obtained 
for the three largest x values. For the conditions stated above, the 
final X Value provided a temperature variation of less than 0. 5 
00 
percent in the three largest x positions, indicating that the 
temperature distribution was essentially fully developed . Thus, 




calculations were performed to determine 
the temperature distribution for an inlet temperature of 1500°C and 
wall temperatures of 1400 and 1300°C, respectively. The nonisothermal 
results for Grid V are presented in Figure 9 and 10 . The isotherms 
not only give a general indication of the temperature distri bution 
but also give an indication of the rate of development . The 
nonlinearity of the energy equation can be recognized when comparing 
Figures 9 and 10 . If the equation was linear the two figures could 
X 















be reduced to a family of curves. For example, the 1405°C isotherm 
for Tw = 1400°C would be the same as the 1310°C isotherm for 
T = 1300°C w • 
Various special cases were considered in order to evaluate the 
influence of the convective terms, velocity profiles, and conductive 
terms on the temperature distribution. 
To evaluate the influence of velocity profiles on temperature 
distributions, the distributions were calculated for a parabolic 
velocity, a slug velocity, and a Pe = 0. The boundary conditions 
of 1500°C at the inlet and 1300°C at the wall (the maximum temperature 
difference) were applied for all special cases. Selected results are 
shown in Tables II, III, and IV. The minor influence of the 
velocity profile on the temperature distribution can be seen in a 
comparison of the temperature distributions for parabolic flow and 
slug flow. Although the shape of the velocity profile is thus not 
overly critical, the convective terms are essential as shown by 
letting Pe = 0. The maximum variation from the actual distribution 
is l3°C for slug flow at x ~ 4.0, y = 0.0. The temperature 
distribution for slug flow agrees well with that for actual flow 
at small x and near the center line. In contrast, temperatures for 
the parabolic flow field agree very well with the actual distribution 
at large x. 
To evaluate the influence of conduction, the temperature 
distribution was calculated for a radiation-conduction number of 
zero. Conduction plays only a minor role in the temperature 
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Table II. Temperature, y = 0.0 
Parabolic Slug 
X N = 0 Actual Velocity Velocity Pe = 0 
o.o 1500 1500 1500 1500 1500 
0.1 1498 1493 1499 1498 1483 
0.2 1495 1495 1497 1495 1467 
0.3 1492 1492 1495 1492 1450 
0.4 1488 1488 1492 1488 1434 
0.5 1484 1483 1488 1484 1419 
0.6 1479 1479 1485 1479 1405 
0.7 1474 1474 1480 1473 1392 
0.8 1470 1469 1476 1468 1380 
0.9 1465 1464 1471 1463 1370 
1.0 1460 1459 1467 1457 1361 
1.2 1451 1450 1457 1446 1345 
1.4 1442 1441 1448 1436 . 1334 
1.6 1433 1432 1439 1426 1325 
1.8 1425 1424 1431 1416 1318 
2.0 1417 1416 1423 1407 1314 
2.2 1410 1409 1415 1399 1310 
2.4 1404 1403 1408 1392 1307 
2.6 1397 1396 1401 1385 1305 
3.0 1386 1385 1390 1373 1303 
3.4 1376 1375 1379 1362 1302 
3.8 1367 1366 1370 1353 1301 
4.2 1360 1359 1362 1346 1300 
4.6 1353 1352 1355 1339 1300 
5.0 1347 1346 1348 1334 1300 
5.6 1339 1338 1340 1327 1300 
6.2 1333 1332 1334 1321 1300 
6.8 1327 1327 1328 1317 1300 
7.4 1323 1322 1323 1314 1300 
8.2 1318 1318 1318 1310 1300 
9.0 1314 1314 1315 1307 1300 
10.0 1311 1310 1311 1305 1300 
11.0 1308 1308 1308 1304 1300 
12.0 . 1306 1306 1306 1303 1300 
13.0 1304 1304 1304 1302 1300 
14.0 1305 1304 1304 1301 1300 
15.0 1300 1300 1300 1300 1300 
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Table III. Temperature, y = 0.5 
Parabolic Slug 
X N = 0 Actual Velocity Velocity Pe = 0 
o.o 1500 1500 1500 1500 1500 
0.1 1492 1492 1493 1493 1476 
0.2 1482 1482 1484 1485 1453 
0.3 1471 1471 1475 1476 1432 
0.4 1461 1461 1466 1467 1413 
0.5 1452 1452 1458 1458 1397 
0.6 1444 1443 1451 1450 1383 
0.7 1437 1436 1444 1442 1371 
0.8 1430 1430 1437 1435 1361 
0.9 1425 1424 1432 1429 1352 
1.0 1419 1419 1426 1423 1345 
1.2 1411 1410 1417 1412 1333 
1.4 1403 1402 1408 1403 1324 
1.6 1396 1395 1401 1394 1318 
1.8 1390 1389 1394 1386 1313 
2.0 1384 1383 1388 1380 1310 
2.2 1379 1378 1382 1373 1307 
2.4 1374 1373 1377 1367 1305 
2.6 1369 1368 1372 1362 1304 
3.0 1361 1360 1363 1353 1302 
3.4 1354 1353 1356 1345 1301 
3.8 1347 1346 1349 1339 1301 
4.2 1342 1341 1343 1333 1300 
4.6 1337 1336 1338 1328 1300 
5.0 1333 1332 1334 1324 1300 
5.6 1327 1326 1328 1319 1300 
6.2 1323 1322 1323 1315 1300 
6.8 1319 1318 1319 1312 1300 
7.4 1316 1315 1316 1310 1300 
8.2 1313 1312 1313 1307 1300 
9.0 1310 1309 1310 1305 1300 
10.0 1307 1307 1307 1304 1300 
11.0 1305 1305 1305 1303 1300 
12.0 1304 1304 1304 1302 1300 
13.0 1303 1303 1303 1301 1300 
14.0 1303 1303 1303 1301 130.0 
15.0 1300 1300 1300 1300 1300 
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Table IV. Temperature, y = 0.9 
Parabolic Slug 
X N = 0 Actual Velocity Velocity Pe = 0 
0.0 1500 1500 1500 1500 1500 
0.1 1420 1420 1417 1425 1409 
0.2 1382 1381 1381 1390 1368 
0.3 1362 1362 1363 1370 1347 
0.4 1351 1351 1353 1359 1335 
0.5 1344 1344 1346 1351 1328 
0.6 1339 1339 1341 1345 1322 
0.7 1336 1335 1338 1341 1318 
0.8 1333 1333 1335 1338 1315 
0.9 1331 1331 1333 1335 1313 
1.0 1329 1329 1331 1332 1311 
1.2 1326 1326 1328 1329 1308 
1.4 1324 1324 1326 1326 1306 
1.6 1322 1322 1324 1323 1304 
1.8 1321 1320 1322 1321 1303 
2.0 1319 1319 1320 1319 1302 
2.2 1318 1318 1319 1318 1302 
2.4 1317 1316 1317 1316 1301 
2.6 1316 1315 1316 1315 1301 
3.0 1314 1313 1314 1312 1300 
3.4 1312 1312 1312 1310 1300 
3.8 1310 1310 1311 1309 1300 
4.2 1309 1309 1309 1308 1300 
4.6 1308 1308 1308 1306 1300 
5.0 1307 1307 1307 1305 1300 
5.6 1306 1306 1306 1304 1300 
6.2 1305 1305 1305 1303 1300 
6.8 1304 1304 1304 1303 1300 
7.4 1303 1303 1303 1302 1300 
8.2 1303 1302 1303 1302 1300 
9.0 1302 1302 1302 1301 1300 
10.0 1302 1302 1302 1301 1300 
11.0 1301 1301 1301 1301 1300 
12.0 1301 1301 1301 1300 1300 
13.0 1301 1301 1301 1300 1300 
14.0 1301 1301 1301 1300 1300 
15.0 1300 1300 1300 1300 1300 
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Table V. Total Wall Heat Flux 
Parabolic Slug 
X N = 0 Actual Velocity Velocity Pe = 0 
o.o 0.9512 0.9672 0.9381 0.9961 0.9113 
0.1 0.6895 0.7006 o. 6841 0.7425 0.6373 
0.2 0.4278 0.4340 0.4301 0.4890 0.3632 
0.3 0.3061 0.3103 0.3152 0.3634 0.2381 
0.4 0.2422 0.2454 0.2548 0.2926 0.1715 
0.5 0.2045 0.2070 0.2186 0.2481 0.1310 
0.6 0.1798 0.1820 0.1943 0.2175 0.1038 
0.7 0.1625 0.1643 0.1767 0.1949 0.0843 
0.8 0.1495 0.1512 0.1631 0.1775 0.0694 
0.9 0.1393 0.1408 0.1522 0.1634 0.0578 
1.0 0.1310 0.1324 0.1430 0.1516 0.0484 
1.2 0.1182 0.1193 0.1285 0.1331 0.0346 
1.4 0.1080 0.1090 0.1170 0.1186 0.0250 
1.6 0.0995 0.1003 0.1073 0.1066 0.0182 
1.8 0.0921 0.0927 0.0989 0.0965 0.0137 
2.0 0.0854 0.0860 0.0915 0.0877 0.0097 
2.2 0.0794 0.0799 0.0848 0.0799 0.0071 
2.4 0.0739 0.0743 0.0788 0.0730 0.0051 
2.6 0.0689 0.0691 0.0733 0.0668 0.0037 
3.0 0.0600 0.0601 0.0637 0.0562 0.0020 
3.4 0.0524 0.0524 0.0555 0.0475 0.0011 
3.8 0.0459 0.0458 0. 0484 0.0402 0.0006 
4.2 0.0402 0.0401 0.0424 0.0341 0.0003 
4.6 0.0353 0.0352 0.0371 0.0290 0.0002 
5.0 0.0311 0.0310 0.0326 0.0247 0.0001 
5.-6 0.0201 0.0255 0.0269 0.0195 0.0000 
6.2 0.0214 0.0211 0 .. 0223 0.0154 0.0000 
6.8 0.0178 0.0175 0.0185 0.0122 0.0000 
7.4 0.0148 0.0146 0.0153 0.0097 0.0000 
8.2 0.0116 0.0114 0.0120 0.0072 0.0000 
9.0 0.0092 0.0089 0.0094 0.0053 0.0000 
10.0 0.0069 0.0067 0.0070 0.0037 0.0000 
11.0 0.0050 0.0049 0.0051 0.0025 0.0000 
12.0 0.0039 0.0038 0.0040 0.0018 0.0000 
13.0 0.0026 0.0025 0.0026 0.0011 0.0000 
14.0 0.0028 0.0026 0.0028 0.0010 0.0000 
15.0 0.0 0.0 0.0 0.0 o.o 
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Table VI. Radiative Wall Heat Flux 
Parabolic Slug 
X r~ = o Actual Velocity Velocity Pe = 0 
o.o 0.9512 0.9498 0.9213 0.9783 0.8950 
0.1 0.6895 0.6880 0.6718 0.7292 0.6258 
0.2 0.4278 0.4263 0.4224 0.4802 0.3567 
0.3 0.3061 0.3047 0.3095 0.3569 0.2338 
0.4 0.2422 0.2410 0.2503 0.2874 0.1684 
0.5 0.2045 0.2033 0.2146 0.2436 0.1287 
0.6 0.1798 0.1787 0.1908 0.2136 0.1020 
0.7 0.1625 0.1614 0.1735 0.1914 0.0827 
0.8 0.1495 0.1485 0.1602 0.1743 0.0682 
0.9 0.1393 0.1383 0.1494 0.1604 0.0567 
1.0 0.1310 0.1300 0.1405 0.1489 0.0475 
1.2 0.1182 0.1172 0.1262 0.1307 0.0340 
1.4 0.1080 0.1070 0.1149 0.1165 0.0246 
1.6 0.0995 0.0985 0.1054 0.1047 0.0179 
1.8 0.0921 0.0911 0.0971 0.0948 0.0130 
2 0 0 0854 0.0844 0.0899 0.0861 0.0095 
2.2 0.0794 0.0784 0.0833 0.0785 0.0069 
2.4 0.0739 0.0729 0.0774 0.0717 0.0050 
2.6 0.0689 0.0679 0.0720 0.0656 0.0037 
3.0 0.0600 0.0591 0.0625 0.0552 0.0020 
3.4 0.0524 0.0515 0.0545 0.0466 0.0011 
3.8 0.0459 0.0450 0.0476 0.0395 0.0006 
4.2 0.0402 0.0394 0.0416 0.0335 0.0003 
4.6 0.0353 0.0346 0.0365 0.0285 0.0002 
5.0 0.0311 0.0304 0.0320 0.0243 0.0001 
5.6 0.0257 0.0251 0.0264 0.0192 0.0000 
6.2 0.0214 0.0208 0.0219 0.0152 0.0000 
6.8 0.0178 0.0172 0.0181 0.0120 0.0000 
7.4 0.0148 0.0143 0.0151 0.0095 0.0000 
8.2 0.0116 0.0112 0.0118 0.0070 0.0000 
9.0 0.0092 0.0088 0.0093 0.0052 0.0000 
10 0 0.0069 0.0065 0.0069 0.0036 0.0000 
11.0 0.0050 0.0048 0.0050 0.0025 0.0000 
12.0 0.0039 0.0037 0.0039 0.0017 0.0000 
13.0 0.0026 0.0024 0.0026 0.0011 0.0000 
14 0 0 0027 0.0026 0.0027 0.0010 0.0000 
15 0 0 0 0.0 0.0 0.0 0.0 
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Table VII. Conductive Wall Heat Flux 
Parabolic Slug 
X N = 0 Actual Velocity Velocity Pe = 0 
o.o o.o 0.0174 0.0168 0.0179 0.0164 
0.1 o.o 0.0126 0.0123 0.0133 0.0114 
0.2 0.0 0.0078 0.0077 0.0088 0.0065 
0.3 o.o 0.0056 0.0057 0.0065 0.0043 
0.4 o.o 0.0044 0.0046 0.0053 0.0031 
0.5 0.0 0.0037 0.0039 0.0045 0.0024 
0.6 o.o 0.0033 0.0035 0.0039 0.0019 
0.7 o.o 0.0030 0.0032 0.0035 0.0015 
0.8 o.o 0.0027 0.0029 0.0032 0.0013 
0.9 o.o 0.0025 0.0027 0.0029 0.0010 
1.0 0.0 0.0024 0.0026 0.0027 0.0009 
1.2 o.o 0.0021 0.0023 0.0024 0.0006 
1.4 o.o 0.0020 0.0021 0.0021 0.0005 
1.6 o.o 0.0018 0.0019 0.0019 0.0003 
1.8 o.o 0.0017 0.0018 0.0017 0.0002 
2.0 o.o 0.0015 0.0016 0.0016 0.0002 
2.2 o.o 0.0014 0.0015 0.0014 0.0001 
2.4 o.o 0.0013 0.0014 0.0013 0.0001 
2.6 o.o 0.0012 0.0013 0.0012 0.0001 
3.0 0.0 0.0011 0.0011 0.0010 0.0000 
3.4 o.o 0.0010 0.0010 0.0009 0.0000 
3.8 o.o 0.0008 0.0009 0.0007 0.0000 
4.2 o.o 0.0007 0.0008 0.0006 0.0000 
4.6 o.o 0.0006 0.0007 0.0005 0.0000 
5.0 0.0 0.0006 0.0006 0.0004 0.0000 
5.6 o.o 0.0005 0.0005 0.0004 0.0000 
6.2 o.o 0.0004 0.0004 0.0003 0.0000 
6"8 o.o 0.0003 0.0003 0.0002 0.0000 
7.4 0.0 0.0003 0.0003 0.0002 0.0000 
8.2 o.o 0.0002 0.0002 0.0001 0.0000 
9"0 o.o 0.0002 0.0002 0.0001 0.0000 
10.0 0.0 0.0001 0.0001 0.0001 0.0000 
11.0 o.o 0.0001 0.0001 0.0000 0.0000 
12.0 o.o 0.0001 0.0001 0.0000 0.0000 
13.0 0.0 0.0000 0.0001 0.0000 0.0000 
14.0 o.o 0.0001 0.0001 0.0000 0.0000 
15.0 0.0 o.o o.o 0.0 0.0 
distribution as can be seen from the temperature values found for 
radiation alone (N = 0). In the above case the deviation from the 
actual distribution is no greater than 1°C. 
C. Heat Transfer at the Wall 
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To evaluate further the thermal results, the wall heat transfer 
was evaluated for all the different flow situations. The fact that 
the temperature distribution does not change greatly with the flow 
field is supported by the magnitude of the local and integrated heat 
fluxes. The values for the local wall heat fluxes are presented in 
Tables V, VI, and VII for total, radiative, and conductive heat flux, 
respectively. The areas under the curves that the~e tables represent, 
the wall he~t transfers, are shown in Table VIII. The middle three 
columns in Tables V and VIII point out that the total heat fluxes 
and wall heat transfer are essentially the same for actual, parabolic, 
and slug flow. From a comparison of Tables V and VII and from Table 
VIII, the importance of conduction can also be measured.. For the 
1500°C inlet, 1300°C wall case conduction makes up less than 2% of 
the wall heat transfer. 
Table VIII. Wall Heat Transfer 
Parabolic Slug 
N = 0 Actual Velocity Velocity Pe = 0 
Conductive 0.0 0 .. 0120 0.0125 0.0121 0.0047 
Radiative 0.6672 0.6579 o. 6841 0.6594 0.2592 
Total 0.6672 0.6700 0.6966 0.6715 0.2640 
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The influence of wall temperature on the wall heat flux is 
illustrated in Figure 11. The heat transfer at the wall is presented 
below. 
Table IX. Wall Heat Transfer for Different Wall Temperatures 















Defining an overall heat transfer coefficient as 
The values obtained for a unit width would be 
h(Tw = 1400°C) = 4.053 watts/cm2-°K 
h(Tw = 1300°C) = 3.846 watts/cm2-°K 
The small difference between the above two values would not normally 
have been foreseen. With such a small difference, an extrapolation 
of h for larger temperature differences is justifiable. 
D. ·velocity Profiles for the Variable Viscosity Case 
As the solution procedure reaches the point of calculating the 
variable viscosity velocity profiles, the significance of the energy 
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using the temperature distribution Section B to estimate the viscosity 
in the velocity calculations represents a first approximation of the 
coupled momentum and energy equations . However, because the temperature 
distribution is not highly dependent on the velocity profile (see the 
preceding two sections), the first iteration gives a good approxima-
tion to the correct solution and indicates the general trend of the 
flow development . 
In Figures 12, 13, and 14 the velocity profiles are shown for 
the inlet region at x = 0. 1, 0.3, and 1.0, respectively . Curves for 
the velocity profiles at temperature differences of 0, 100, and 200°C 
are given. The familiar kink in the non-convex profile becomes more 
pronounced as the temperature difference increases. For the 1500°C 
inlet and 1300°C wall case, the velocity at the kink for small x was 
observed to be about 6% higher than the center line velocity or, in 
other words, about twice as pronounced as the constant viscosity 
case . 
The axial length needed for the development of the velocity 
profile is also severely affected by the variable viscosity as seen 
in Figure 15. Defining the entrance length to be the axial length 
required for the center line velocity to approach the fully developed 
center line velocity to within 1%, the development lengths are 
Temperature 
at 
Inlet Wall X 00 
1500 1500 1. 290 
1500 1400 5. 867 
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Figure 13. Horizontal Velocity Profiles at x = 0.3 
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Figure 14. Horizontal Velocity Profiles at x = 1.0 
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Figure 15. Center Line Velocities 
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Following along with the extended development length is the fact that 
for the variable viscosity case the fluw velocity at the center line 
increases rather quickly to a maximum and then tapers off rather 
slowly to the fully developed value. Physical reasoning seems to 
support the action. As the hot fluid enters the cold wall duct, the 
wall friction and the increase of viscosity near the walls force the 
flow at the center to increase to maintain continuity. Because the 
slowing down near the walls for the nonisothermal temperature (where 
the inlet is hot and the wall is cold) is greater than for the 
isothermal case the variable viscosity flow at the center must travel 
faster than the isothermal flow. As the temperature in the flow 
becomes more uniform, the relative (with respect to the viscosity at 
the wall) increase of the center line viscosity blunts off the 
velocity profile. 
Following along with the horizontal velocity evolution is the 
vertical velocity development. The velocity components in the 
y-direction are quite significant near the entrance and are more so 
in the variable viscosity case. The vertical velocity values at 
x = 0.1 and 1.0 are shown in Figures 16 and 17. The largest vertical 
velocity was found to be± 0.04697 at x = 0.1, y = + 0.8 for the 
150Q°C inlet, 1300°C \'>/all, temperature .distribution. This value is 
about 50% greater than the constant viscosity case and is almost half 
the magnitude of the horizontal velocity at this point. Since the 
velocity is zero at y = 1.0 it is evident that the velocity gradient 
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Figure 17. Vertical Velocities at x = 1.0 
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E. Shear Stress at the Wall 
In Figure 18 and Table X the wall shear stresses are shown as 
functions of x for the variable viscosity cases. The magnitudes of 
the curves are, of course, related to the reference temperatures, 
that is the viscosity magnitude at the reference temperature. Of 
significance are the shapes of the curves. The leveling off of the 
curve as x goes to infinity is indicative of the development length. 
Also the minimum dips in the two variable viscosity cases point out 
the fact that the velocity near the wall decreases and then 
increases (see Appendix D). For the 1500°C inlet, 1300°C wall case, 
the velocity at x = 1.2, y = 0.9 dips to a minimum horizontal 
velocity value of less than 68% of the developed velocity at y = 0.9. 
F. Pressure Gradients for the Different Velocity Profiles 
To round out the results and discussion, the pressure gradients 
were calculated and selected results are shown in Figures 19 and 20. 
Both figures indicate the increase in development length with the 
increase in temperature difference. As would be expected the 
pressure gradients are largest in the vicinity of the leading edge of 
the plate. Figure 19 shows - ~e ~~ as a function of x in this 
vicinity. The leading edge is a discontinuity, and the numerical 
results at and near the wall can only be considered as semiquantita-
tive; a finer grid spacing in the immediate vicinity of the leading 
edge would, of course, give better results. 
Figure 20 shows + Re ~ near the entrance. From the graph the 4 ay 
magnitude of the y-pressure gradient indicates that the gradient is 
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Figure 18. Wall Shear Stress 
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Table X. ~~a 11 Shear Stress 
Parabolic 
X T = 1300°C T = 1400°C T = 1500°C Velocity w w w 
0.0 -69.23 -35.28 -19.01 -13.69 
0.1 -48.02 -25.80 -14.46 -13.69 
0.2 -26.80 -16.31 -9.91 
0.3 -17.44 -11.27 -7.14 
0.4 -13.02 -8.58 -5.53 
0.5 -10.73 -7.08 -4.57 
0.6 -9.49 -6.20 -3.98 
0.7 -8.78 -5.67 -3.62 
0.8 -8.41 -5.36 -3.38 
0.9 -8.23 -5.17 -3.23 
1.0 -8.17 -5.07 -3.13 
1.2 -8.29 -5.01 -3.04 
1.4 -8.52 -5.04 -3.00 
1.6 -8.80 -5.10 -2.99 
1.8 -9.08 -5.16 -2.98 
2.0 -9.36 -5.23 -2.98 
2.2 -9.62 -5.29 -2.98 
2.4 -9.87 -5.34 -2.98 
2.6 -10.11 -5.39 -2.98 
3.0 -10.54 -5.49 -2.98 
3.4 -10.93 -5.57 -2.99 
3.8 -11.28 -5.63 -2.99 
4.2 -11.59 -5.69 
4.6 -11.87 -5.75 
5.0 -12.12 -5.79 
5.6 -12.44 -5.85 
6.2 -12.70 -5.89 
6.8 -12.93 -5.93 
7.4 -13.12 -5.95 
8.2 -13.32 -5.98 
9.0 -13.49 -6.01 
10.0 -13.64 -6.03 
11.0 -13.76 -6.04 
12.0 -13.84 -6.05 -2.99 
13.0 -13.91 -6.06 -2.99 
14.0 -13.93 -6.06 -2.98 -13.69 
15.0 -13.69 -5.90 -2.90 -13.69 
16·0 
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Figure 20. y-Pressure Gradient vs. x for Inlet Temperature of 1500°C 
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G. Iteration of the Coupling 
Finally, the one questionable area in the solution up to the 
present point is explored. The hypothesis has been presented that 
the velocity profiles for the variable viscosity case can be 
assessed by iterating the coupling only once. Iterating the coupling 
once follows the path of the solid lines in Figure 21. To justify 
the hypothesis an additional coupling iteration was carried out for 
both the temperature and again for the velocity. Iterating the 
coupling twice follows the flow of the . solid and dashed lines in 
Figure 21. The evaluation was done for the most extreme case, that 
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Figure 21 . Iteration of Coupling 
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second iteration with respect to coupling are shown in Table XI. 
The maximum temperature change that occurred from iterating the 
coupling a second time was about 3°C. The temperature values from 
which Table XI was formed were used to give the new variable viscosity 
profiles. The profiles that resulted from the second coupling 
iteration for velocity differ from those for the first iteration 
by less than 0.5%. 
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Table XI. Temperature Distribution 
~emp~rature distribution resulting from a constant property 
veloc1ty 1s shown as the upper value. First iteration with respect 
to coupling is shown as lower value. 
y = 0.0 0 .. 2 0.4 0.6 0.8 0.9 1.0 
X = 0.0 1500 1500 1500 1500 1500 1500 1500 
1500 1500 1500 1500 1500 1500 1500 
0.1 1498 1497 1495 1487 1461 1420 1300 
1498 1497 1494 1486 1459 1417 1300 
0.2 1495 1493 1488 1472 1429 1381 1300 
1495 1493 1487 1470 1426 1379 1300 
0.4 1488 1484 1472 1445 1392 1351 1300 
1488 1484 1471 1442 1389 1349 1300 
0.6 1479 1474 1457 1425 1373 1339 1300 
1479 1474 1456 1423 1371 1337 1300 
0.8 1469 1463 1444 1411 1362 1333 1300 
1470 1463 1444 1410 1361 1332 1300 
1.0 1459 1453 1434 1401 1356 1329 1300 
1460 1454 1434 1400 1355 1328 1300 
1.6 1432 1426 1408 1380 1343 1322 1300 
1335 1428 1410 1381 1343 1322 1300 
2.2 1409 1404 1389 1365 1335 1318 1300 
1412 1407 1391 1366 1335 1318 1300 
3.0 1385 1381 1369 1350 1326 1313 1300 
1389 1384 1371 1352 1327 1314 1300 
4.2 1359 1356 1347 1334 1318 1309 1300 
1362 1259 1350 1336 1319 1309 1300 
5.6 1338 1336 1331 1322 1311 1306 1300 
1341 1339 1333 1323 1312 1306 1300 
7.4 1322 1321 1318 1313 1306 1303 1300 
1324 1323 1319 1314 1307 1304 1300 
10.0 1310 1310 1308 1306 1303 1301 1300 
1311 1311 1309 1306 1303 1302 1300 
15.0 1300 1300 1300 1300 1300 1300 1300 
1300 1300 1300 1300 1300 1300 1300 
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VII. CONCLUSIONS AND RECOMMENDATIONS 
An examination of the results indicates that for a given accuracy 
the finite difference approach used, that involving unequal step 
sizes, decreases computation time as compared to equal grid spacing. 
In relationship to the grid spacing, calculations show that to 
gradually increase step ·sizes is much better than to have an area of 
small grids adjacent to an area of much larger grids. A minimum step 
size exists, however, as divergence is found to occur in areas of 
smallest step size as the spacing is continually decreased. In the 
present case the source of the divergence is concluded to originate 
in the linkage of the vorticity and stream function equations through 
the vorticity boundary condition. 
Turning to the temperature distribution the computations 
reported in the results indicate that the shape of the velocity 
profile does not significantly effect the temperature distribution, 
but the existence of velocity is highly critical to the resulting 
temperatures. In addition, conduction is concluded to contribute 
only a slight effect on the temperature distribution. 
The conclusions from the variable viscosity results are of 
extreme significance because the flow field is found to change 
decisively for variable viscosity. For example, the variable 
viscosity tends to significantly increase the relative magnitude of 
the velocity kinks found symmetrically placed on either side of the 
origin near the entrance. In addition the center line velocity 
increases sharply to a maximum and then gradually decreases to a 
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minimum much unlike the behavior of constant property flow. Also of 
practical significance is the conclusion that the y-pressure gradients 
and vertical velocities are not negligible. 
Some items that were lightly touched upon in the computations 
and which demonstrated potential interest but which were not within 
the time bounds of the present work include (1) continuing the 
iteration of the coupling, (2) employing other grid sizes and 
configurations, (3) exploring the case when convective momentum terms 
are nonzero, (4) including buoyancy terms, (5) treating an exact 
formulation of the radiation terms, and (6) extending the boundary 
conditions to include an evaluation of open channel flow. 
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FINITE DIFFERENCE FORMULAS USING UNEQUAL STEP SIZES 
A Taylor series expansion along one axis for a two dimensional, 
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and neglecting higher order terms, (A-la) and (A-lb) become 
(A-2a) 
(A-2b) 
r~ultiplying (A-2a) by L\x~ and (A-2b) by L\xi, subtracting, and solving 
for the derivative term yields 




Multiplying (A-2a) by L\x2 and (A-2b) by L\x 1, adding, and solving 
for the derivative term yields 
isl L\xl(Ql - Qo) + L\x2(Q3- 0o) (A-4a) = 2 L\xll\x2(L\xl + L\x2) ax2 
xo,yo 
Similarly 
isl L\yl(Q4- Oo) + L\y2{Q2- Oa) (A-4b) = 2 AY1AY2(AY1 + AY2) ay2 
xo,yo 
From (A-3a) and (A-3b) the following equation can be formed 
directly: 
_tg_ 





FINITE DIFFERENCE FORMULA OF HIGHER ORDER AND UNEQUAL STEP 
SIZES FOR THE FIRST ORDER DERIVATIVE 
A Taylor series expansion for the spacial variable F is 
F(x) 
for the lines 
(B-1) becomes 
2 (x - x
0
) 
= F (X ) + F I (X ) (X - xo ) + F I I (X ) ---=-=---
0 0 0 2! 
(x - xo)3 
+ F 1 1 1 (x ) + ••• 
0 3! 
+x 
Figure B-1. X Direction 
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F(x - ~x - ~xb) = F(x ) + F1 (x )(-~x - ~xb) o a o o a 
2 (-~X - ~X ) 
+ F 1 1 (x ) a b 
0 2! 
Combining (B-2) and (B-3) and neglecting higher order terms gives 
~x2 
+ _a [ F (X - ~X - ~X ) . - F ( x
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0.00 0.00 1.20 
0.10 0.10 . 1.40 
0.20 0.20 1.60 
0.30 0.30 1.80 
0.40 0.40 2.00 
0.50 0.50 







o.oo 0.55 0.00 0.55 1.20 
0.05 0.60 0.05 0.60 1.30 
0.10 0.65 0.10 0.65 1.40 
0.15 0.70 0.15 0.70 1.50 
0.20 0.75 0.20 0.75 1.60 
0.25 0.80 0.25 0.80 1.70 
0.30 0.85 0.30 0.85 1.80 
0.35 0.90 0.35 0.90 1.90 
0.40 0.95 0.40 0.95 2.00 
0.45 1.00 0.45 1.00 





0.00 1.00 0.00 1.00 
0.10 0.05 1.20 
0.20 0.10 1.40 
0.30 0.20 1.60 
0.40 0.30 1.80 








0.00 0.00 1.20 4.20 
0.10 0.10 1.40 4.60 
0.20 0.20 1.60 5.00 
0.30 0.30 1.80 5.60 
0.40 0.40 2.00 6.20 
0.50 0.50 2.20 6.80 
0.60 0.60 2.40 7.40 
0.70 0.70 2.60 8.20 
0.80 0.80 3.00 9.00 
0.90 0.90 3.40 10.00 
1.00 1.00 3.80 
Grid V 
y X 
0.00 0.00 1.20 4.20 12.00 
0.10 0.10 1.40 4.60 13.00 
0.20 0.20 1.60 5.00 14.00 
0.30 0.30 1.80 5.60 15.00 
0.40 0.40 2.00 6.20 
0.50 0.50 2.20 6.80 
0.60 0.60 2.40 7.40 
0.70 0.70 2.60 8.20 
0.80 0.80 3.00 9.00 
0.90 0.90 3.40 10.00 




0.00 0.55 0.00 0.55 1.20 2.60 8.20 
0.05 0.60 0.05 0.60 1.30 3.00 9.00 
0.10 0.65 0.10 0.65 1.40 3.40 10.00 
0.15 0.70 0.15 0.70 1.50 3.80 11.00 
0.20 0.75 0.20 0.75 1.60 4.20 12.00 
0.25 o~ao 0.25 0.80 1.70 4.60 13.00 
0.30 0.85 0.30 0.85 1.80 5.00 14.00 
0.35 0.90 0.35 0.90 1.90 5.60 15.00 
0.40 0.95 0.40 0.95 2.00 6.20 
0.45 1.00 0.45 1.00 2.20 6.80 
0.50 0.50 1.10 2.40 7.40 
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APPENDIX D 
HORIZONTAL VELOCITIES FOR VARIABLE VISCOSITY 
T. = 1500°C. T = 1400°C 1 w 
y = 0.0 0.2 0.4 0.6 0.8 0.9 1.0 
X = 0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.0 
0.1 1.0276 1.0299 1.0389 1.0605 1.0400 0.8204 0.0 
0.2 1.0913 1.0948 1.1043 1.1058 0.9486 0.6281 0.0 
0.3 1.1724 1.1726 1.1660 1.1092 0.8276 0.4895 o.o 
0.4 1.2562 1.2483 1.2109 1.0849 0.7224 0.3985 0.0 
0.5 1.3330 1.3139 1.2396 1.0502 0.6429 0.3402 0.0 
0.6 1.3982 1.3668 1.2560 1.0157 0.5863 0.3029 0 .. 0 
0.7 1.4501 1.4071 1.2643 0.9864 0.5474 0.2791 0.0 
0.8 1.4897 1.4366 1.2679 0.9635 0.5214 0.2640 0.0 
0.9 1.5185 1.4574 1.2690 0.9465 0.5043 0.2546 0.0 
1.0 1.5387 1.4715 1.2688 0.9346 0.4935 0.2490 0.0 
1.2 1.5592 1.4849 1.2670 0.9224 0.4845 0.2450 0.0 
1.4 1.5655 1.4885 1.2653 0.9184 0.4832 0.2452 0.0 
1.8 1.5619 1.4849 1.2629 0.9198 0.4880 0.2492 0.0 
2.2 1.5531 1.4782 1.2615 0.9242 0.4946 0.2539 0.0 
2.6 1.5448 1.4720 1.2604 0.9285 0.5005 0.2580 0.0 
3.4 1.5313 1.4619 1.2587 0.9354 0.5099 0.2644 0.0 
4.2 1.5214 1.4545 1.2575 0.9405 0.5168 0.2693 0.0 
5.0 1. 5140 1.4490 1.2566 0.9442 0.5220 0.2729 0.0 
6.2 1.5065 1.4433 1.2556 0.9481 0.5274 0.2766 0.0 
7.4 1.5015 1.4396 1.2549 0.9506 0.5309 0.2791 0.0 
9.0 1.4976 1.4366 1.2544 0.9526 0.5337 0.2810 0.0 
11.0 1.4950 1.4347 1'. 2541 0. 9540 0.5355 0.2823 0.0 
13.0 1.4937 1.4337 1. 2539 0.9546 0.5365 0.2830 0.0 
15.0 1.4950 1.4350 1.2550 0.9550 0.5350 0.2800 o.o 
94 
T. = 1500°C, T = 1300°C 1 w 
y = 0.0 0.2 0.4 0.6 0.8 0.9 1.0 
X = 0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.0 
0.1 1.0371 1.0405 1.0540 1.0859 1.0469 0.7513 0.0 
0.2 1.1209 1.1255 1.1381 1.1317 0.9024 0.5303 0.0 
0.3 1.2255 1.2242 1.2089 1.1160 0.7458 0.3899 0.0 
0.4 1.3312 1.3171 1.2549 1.0687 Q.6248 0.3062 0.0 
0.5 1.4260 1.3948 1.2797 1.0149 0.5407 0.2563 0.0 
0.6 1.5044 1.4554 1.2903 0.9671 0.4849 0.2262 0.0 
0.7 1.5652 1.4999 1.2929 0.9293 0.4487 0.2081 0.0 
0.8 1.6102 1.5312 1.2917 0.9015 0.4260 0.1975 0.0 
0.9 1.6418 1.5522 1.2890 0.8821 0.4122 0.1916 0.0 
1.0 1.6629 1.5656 1.2860 0.8693 0.4044 0.1887 0.0 
1.2 1.6815 1.5761 1.2808 0.8580 0.4005 0.1887 0.0 
1.4 1.6838 1.5760 1.2773 0.8562 0.4035 0.1918 0.0 
1.8 1.6699 1.5644 1.2734 0.8633 0.4159 0.2008 0.0 
2.2 1.6506 1.5500 1.2711 0.8734 0.4292 0.2078 0.0 
2.6 1.6323 1.5365 1.2694 0.8830 0.4415 0.2179 0.0 
3.4 1.6015 1.5139 1.2664 0.8991 0.4620 0.2317 0.0 
4.2 1.5775 1.4962 1.2639 0.9116 0.·4782 0.2427 0.0 
5.0 1.5589 1.4824 1.2619 0.9212 0.4908 0.2514 0.0 
6.2 1.5386 1.4673 1.2596 0.9317 0.5049 0.2610 0.0 
7.4 1.5245 1.4568 1.2579 0.9389 0.5147 0.2678 0.0 
9.0 1.5123 1.4477 1.2563 0.9451 0.5232 0.2737 0.0 
11.0 1.5035 1.4410 1.2552 0.9497 0.5295 0.2781 0.0 
13.0 1.4984 1.4372 1.2545 0.9522 0.5331 0.2807 0.0 
15.0 1.4950 1.4350 1.2550 0.9550 0.5350 0.2800 0.0 
