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PREFACE 
The theory of variational inequaUties developed by the Italian and French schools in 
the early sixties and thereafter, has constituted a significant extension of the variational 
principles. This theory has now become a powerful and effective tool in studying a wide 
class of problems arising in various branches of mathematical and engineering sciences. 
In the last four decades this theory has enjoyed vigrous growth and has attracted the 
attention of large number of mathematicians, engineers, economists and physicists. 
The main objective of this work is to study the convergence analysis of iterative 
algorithms obtained by using different numerical techniques, for various classes of non-
linear variational inequalities. This dissertation contains five chapters. 
In Chapter I, we give a brief history of theory of variational inequalities and review 
some basic concepts and results which are needed in the subsequent chapters. 
In chapter II, we study the convergence analysis of iterative algorithms of gen-
eralized set-valued variational inclusions in Banach spaces, using resolvent operator 
technique for m-accretive mappings in Banach spaces. 
In chapter III , completely generalized quasi-variational inclusions and generalized 
multivalued nonlinear quasi variational-like inclusions in Banach spaces are considered. 
The convergence criteria of the iterative sequences generated by the proximal point 
algorithm is also given. 
In chapter IV, using sunny nonexpansive retraction, we study the convergence 
analysis of iterative algorithms of certain classes of multivalued co-quasi-variational 
inclusions in Banach spaces. 
In chapter V, we study the existence and convergence theorems for generalized 
variational inclusions and generalized resolvent equations in real Banach spaces, we also 
consider a generalized resolvent equation with H-resolvent operator, called H-resolvent 
equation. 
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CHAPTER I 
PRELIMINARIES 
1.1. I N T R O D U C T I O N 
Variational inequalities introduced by Hartam, Stampacctiia and Browder have been 
developed rapidly for nearly forty years. Variational inequalities not only have stim-
ulated new results dealing with nonUnear partial differential equations, but also have 
been used in a large variety of problems arising in elasticity, structural analysis, eco-
nomics, optimization, oceanography and regional, physical and engineering sciences 
etc. see [12-14,21-25,36,40,43,56,72,73]. 
This theory was developed simultaneously not only to study the fundamental facts 
about the qualitative behaviour of solutions of nonlinear problems, but also to solve 
them more efficiently numerically. In fact, this theory provides us a sound basis for 
computing the approximate solution of many moving and free boundary value problems 
in a unified framework. 
A useful and important generalization of variational inequalities is a variational 
inclusion. Variational inclusions have important applications in mechanics, economics. 
In particular, one can show that if the non smooth and nonexpansive super potential of 
the structure is quasi-differentiable, then these problems can be studied via the set val-
ued variational inclusions. In this formulation, the ascending and descending branches 
of non monotone set-valued and boundary conditions are considered separately. The 
solution of the generalized set-valued variational inclusions gives the position of the 
state equilibrium of the structure. For more details see [13,22,39,43,50,51,73,75,77,80]. 
Equally important is the concept of resolvent equations. The resolvent equations 
technique is quite general and flexible. This technique has been used to develop some 
numerical methods for solving mixed variational inequalities and variational inclusions. 
For recent applications and formulation of the resolvent equations, see [60,65,66,69,70]. 
In different sections of this chapter, we discuss various notions which are essential 
for presentation of results in the subsequent chapters. 
1.2. VARIATIONAL INEQUALITIES 
Many problems of elasticity and fluid mechanics can be expressed in terms of an 
unknown u, representing the displacement of a mechanical system, satisfying 
a{u,v-u)>F{v-u), for all u e /C (1.2.1) 
where the set K of admissible displacement is a closed convex subset of a Hilbert space 
//, a(.,.) is a bilinear form and F is a bounded linear functional on H. The relations of 
the type (1.2.1) are called variational inequalities. 
If the bilinear form a(-, •) is continuous, then by Riesz-representation theorem, we 
have 
a{u,v) = {Au,v), for all u,v e H (1-2.2) 
where 4^ is a continuous linear operator on H. 
Then the inequality (1.2.1) is equivalent to find u e K such that 
{Au,v-u)>{F,v-u), for all veK (1.2.3) 
If the operators A and F are nonhnear, then the variational inequahty (1.2.3) is 
known as strongly nonlinear variational inequality, introduced and studied by Noor 
[64]. 
If i^ = 0, then (1.2.3) is equivalent to find u G K such that 
{Au,v-u)>0, for all v e K. (1.2.4) 
The variational inequality of the type (1.2.4) was introduced and studied by Fichera 
[38] in 1964. Lions and Stampacchia [54] proved the existence of unique solution of 
(1.2.4) using essentially the projection techniques. 
In the last three decades, variational inequalities have been generalized and ex-
tended in various directions. Variational-like inequality is one of its generalized form 
which is introduced and studied by Parida, Sahoo and Kumar [71]. 
Let i^ be a closed convex set in K^. Given two continuous maps F : K -^ K^ and 
T] : K X K ^ R^, then the variational-like inequaUty problem is to find u e K such 
that 
{F{u),r]{u,v))>0, for all v e K. (1.2.5) 
If r]{u,v) = V — u, the variational-like inequality (1.2.5) is equivalent to the varia-
tional inequahty (1.2.4). 
1.2.1. VARIATIONAL INCLUSIONS 
Let 77 be a real Hilbert space endowed with a norm ||.|| and inner product (.,.) and 
given continuous mapping T,g : H ^ H, with Ira{g) ndom{dip) j^ 0. We consider the 
following problem: 
Find u e H such that g{u) fi dom{d(p) y^ 0 and 
{T{u) - A(u),v- giu)) > ^{giu)) - if(v), ^v e H 
where ^ is a nonlinear continuous mapping on H, d(p denotes the subdifferential of 
a proper, convex and lower semicontinuous function ^p : H -¥ Ru {+00}, dom,{dip) 
denotes the domain of df 
This problem is called variational inclusions problem and was introduced and stud-
ied by Hassouni and Moudafi [44] in 1994. 
1.3. SOME CONCEPTS A N D RESULTS IN BANACH SPACES 
In this section, we shall discuss some basic definition and results in Banach spaces, 
which will be used in subsequent chapters. 
Throughout this dissertation, unless otherwise stated, E denotes a real Banach 
space with dual E* and (-, •) is the dual pair between E and E*, CB{E) is the family 
of all nonempty closed and bounded subset of E, D{-, •) is the Hausdorff metric on 
CB{E) defined by, 
D{A, B) = maxjsup d{x, B), sup d{A, y)}. 
xeA y&B 
Definition 1.3.1[10]. Let £• be a real Banach space. Then 
(i) a mapping J : E ^ 2^* is called normalized duality mapping defined by, 
J{x) = {fGE*:{x,f) = \\x\\\\f\\, for all x e E} (1.3.1) 
(ii) a mapping Jg : E ^ 2^* is called generalized duality mapping defined by, 
J,{x) = {f eE* •.{x,f) = \\x\\'' and ||/ | | = ||x||''-^} for all xeE (1.3.2) 
For q = 2, the generalized duality mapping coincides with the usual normalized 
duality mapping. 
Definition 1.3.2[57]. Let T : £^  ^  CB{E) be multivalued mapping and let D{-, •) be 
the Hausdorff metric on CB{E), T is said to be (^-Lipschitzian continuous, if for any 
x,y ^ E such that 
D{Tx,Ty)<C\\x-yl (1.3.3) 
where C > 0 is a constant. 
Definition 1.3.3. Let cp : E ^ RU {+00} be a proper functional, ip is said to be 
subdifferential at a point x E E ii there exists a point /* G E* such that 
^{y) - ^(x) > {r,y- x) for all y^E (1.3.4) 
where /* is called a subgradient of </? at x. The set of all subgradient of v? at x is 
denoted by dip{x). The mapping d(fi : E ^ 2^* defined by 
dcpix) = {r e E* : ifiy) - ^{x) > {f\y- x)yy G E} (1.3.5) 
is said to be subdifferential of </? at x. 
Definition 1.3.4[46]. Let A : D{A) G E -^ 2^ he a, set valued mapping. Then A is 
said to be; 
(i) accretive if, for any x,y € D{A), there exists j{x — y) E J{x — y) such that 
{u-v,j{x-y))>0, for all ue Ax,v e Ay; (1.3.6) 
(ii) fc-strongly accretive k e (0,1), if, for any a;,y G D{A), there exists j{x - y) G 
J{x — y) such that for any u G Ax, v G Ay, 
{u-v,j{x-y))>k\\x-yf. (1.3.7) 
(iii) m-accretive, ii A is accretive and {I + pA){D{A)) = E, for all (equivalently, for 
some)p > 0, where / is the identity mapping (equivalently, if A is accretive) and 
{I + A){D{A)) = E. (1.3.8) 
(iv) strictly accretive if 
{A{x)~A(y),J{x-y))>0 iov all x,y e E (1.3.9) 
and equahty holds if and only ii x = y. 
Theorem 1.3.1 [57] (Nadler). Let T : E -^ CB{E) be the multivalued mapping on 
E, where CB{E) is the set of family of non empty compact subsets of E. Then for any 
given x,y E E,u E Tx, there exists v G Ty and a constant 0 < (^  < 1 sucli that 
d{u,v)<{l + C)DiTx,Ty). 
Definition 1.3.5[ll] . Let J : E -^ 2^* be the normalized duahty mapping. Tlie 
mapping f : E -^ E is said to be 
(i) relaxed strongly accretive with respect to the set-valued mapping T : E —> 
CB{E) if there exists a constant z/ > 0 such that 
(/(«) - f{v),j{x - y)) < ~u\\x - yf (1.3.10) 
for all x,y G E,u E T{x),v G T{y), and j{x — y) E J{x — y). 
(ii) Lipschitz continuous if for any x,y E E, there exists a constant 5 > 0 such that 
\\f{x)-f{y)\\<5\\x-y\\. (1.3.11) 
Lemma 1.3.1[46]. Let g : E -^ E he a, continuous and k- strongly accretive mapping. 
Then g maps E onto E. 
Definition 1.3.6[15]. Let A : D{A) C E -^ 2^ he an m-accretive mapping. For any 
p > 0, the mapping R"^ : E -> D{A) associated with A defined by, 
Rf{u)^{l + pA)-\u), ueE, (1.3.12) 
is called the resolvent operator. 
Remark 1.3.1[15]. R"^ is a single-valued and nonexpansive mapping. 
Definition 1.3.7. The resolvent operator Rf : E -^ D{A) is said to be 
(i) retraction if (/ + pA)'^ o (/ + pA)-\u) = (/ + pA)-\u) 
for all u ^ E, where / is the identity operator 
(ii) nonexpansive retraction if 
\\R^{zi) - Rf{z2)\\ < \\zi - Z2\\ for all 21,22 e E. 
Definition 1.3.8[37]. Let H : E ^ E he an operator. A multivalued map M : E -^ 
2^ is said to be if—accretive if M is accretive and {H + XM){E) = E' for all A > 0. 
Definition 1.3.9. Let T,A,M:E^ CB{E) be set-valued mappings. The mapping 
N : E X E X E -> E is said to be 
(i) Lipschitz continuous with respect to the first argument, if there exists a constant 
A;vi > 0 such that 
\\N{ui,v,w) - N{u2,v,w)\\ < XN,\\UI - UiW 
for all Ml G T{xi),U2 G T{x2) and Xi,3;2 G E. 
(ii) Lipschitz continuous with respect to the second argument, if there exists constant 
AATJ > 0 such that 
\\N{u,Vi,w) - N{u,V2,w)\\ < XN^PI - W2II 
for all vi G A{xi),V2 G ^ (2:2), and 2;i,a;2 G E. 
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(iii) Lipschitz continuous with respect to the third argument, if there exists constant 
Xi\fj > 0 such that 
\\N{u,v,Wi) - N{u,v,W2)\\ < XN^WWI -Tf;2|| 
for all wi e M{xi), W2 G M{x2) and Xi, 0:2 e E. 
Definition 1.3.10. hei r] : E x E -^ E oxvd (p : E -^ i?U {+00}. A vector w* G £* is 
called an 77— subgradient of (/? at x G domcp if 
{w\r]{y,x))<<p{y)-ip{x) for all y G-B (1.3.13) 
each v? can be associated with the following 77—subdifferential map (9„(^  defined by, 
o / N _ / {w* G -B* : X,T](y,x)) < <p(y) - </?(x) Vy e E} , x G dom(p 
C n V W - | 0 ^ x^dom<^ 
Definition 1,3.11 [2]. A Banach space is called smooth if for every x 7^  0 there is a 
unique x* G E* such that 
||x*|| = 1 and (x*,x) = ||x||. 
Definition 1.3.12 [2]. A Banach space E is said to be uniformly convex if for any 
given e > 0, there exists 5 > Q such that for all x,y G E, \\x\\ < 1, \\y\\ < 1 and 
||x — y\\ = 6 we have 
||x + y | | < 2 ( l - 5 ) . 
The function 
5E{e) = inf{l - fe±^ : ||x|| = 1, ||y|| = 1, ||x - y\\ = e} 
is called the modulus of the convexity of the space E. 
Definition 1.3.13[2]. A Banach space E is said to be uniformly smooth if for any 
given e > 0, there exists 6 > 0 such that 
7 
holds. The function 
is called the modulus of the smoothness of the space E 
Remark 1.3.2. The space E is uniformly convex if and only if S^le) > 0 for all e > 0. 
and it is uniformly smooth if and only if limt^o ^^ = 0. 
Definition 1.3.14[2]. The Banach space E is called g—uniformly smooth, if there 
exists a constant C > 0 such that 
PE{t)<Ct\ q>l. 
Lemma 1.3.2[10,73]. Let E be uniformly smooth Banach space and let J : E ^ 2^' 
be the normalized duality mapping.Then for any x,y E E, the following holds, 
(i) \\x + yf <\\xf + 2{y,j{x + y)) ior SLW j{x + y) e J{x + y) 
(ii) {x - yj{x) - j{y)) < 2CVE(4||.T - y\\/c), where c = ^i\\x\\' + \\yW^)/2 
Definition 1.3.15. Let A : E ^ CB(E*) be a set valued mapping, J : E -^ E*,ri : 
E X E ^ E he the single-valued mappings. Then J is said to be 
(i) monotone if 
{J{x)- J{y),x-y) > 0 for all x,y e H (1.3.14) 
(ii) strictly monotone if equality holds in (L3.14) only if x = y. 
(iii) a— strongly monotone {a > 0) if 
{J{x)-J{y),x-y) > a\\x-yf for all x,y e E. (1.3.15) 
(iv) r;—strongly monotone with constant a > 0 if 
{J{x) ~ J{y),T]{x,y)) > a\\x-yf for all x,y e E. (1.3.16) 
Definition 1.3.16. A Banach space E is reflexive if the mapping J : x -^ F,, from E 
into E**, where F3;(/) = f{x), f e E*, is an onto mapping. 
Definition 1.3.17. Let E he a Banach space with the dual space E*, ip : E ^ 
RU {+00} be a proper subdifferentiable (may not convex) functional and J : E ^ E* 
be a mapping. If for any given point x* G E* and p > 0, there is unique point r G E 
satisfying 
(Jx - x*,y - x) + p(p{y) ~ pip{x) >0 for all yeE .(1.3.17) 
The mapping x* -)• x, denoted by Jp'^{x*) is said to be J-proximal mapping of -f. 
We have x* - J^ e pd(p{x), it follows that J^'^{x*) - ( J + pd(i)y\x*). 
Remark 1.3.3. If E is Hilbert space, 0 is a convex lower semicontinuous proper 
functional on E and J is the identity mapping on E, then the J-proximal mapping of 
(p reduces to the resolvent operator of cf) on Hilbert space. 
Definition 1.3.18. Let £• be a Banach space with the dual E* ip : E -^ RU {+cx)} 
be a proper, r?—subdifferentiable (may not be convex) functional, r] : E x E ^ E and 
J : E -^ E* he the mappings. If for any given point x* G E* and p > 0, there is a 
unique point x £ E satisfying 
{Jx - x\rj{y,x)) + pifiy) - p(p{x) > 0 for all y e E. (1,3.18) 
The mapping x* —> x, denoted by J^"'^(x*) is said to be J''—proximal mapping of 
If we have x* — Jx G pdn^{x), it follows that 
Remark 1.3.4[29]. U if : E -^ RU {+00} is proper subdifferentiable and r/(y,x) = 
y - X for all x,y ^ E, then Definition 1.3.18 of J''-proximal mapping coincides with 
the definition of J-proximal mapping. 
Definition 1.3.19. A functional f : E x E -^ R\J {+00} is said to be O—diagonally-
quasi-concave (in short 0-DQCV) in y, if for any finite subset {xi, • • • , a:„} C E and 
9 
for any y = XI ^i^i ^^ •^'^  -^ t > 0 and ^ Aj = 1 
min fixi,y) < 0. 
l < i < n 
Lemma 1.3.3[35]. Let D be a nonempty convex subset of a topological vector space 
and f : D X D ^ RU {+00} such that 
(i) for any x E D, y -^ f{x, y) is lower semicontinuous on each compact subset of 
D. 
n 
(ii) for each finite set {xi, • • • , x„} € D and for each y = Yl, ^ i^i "^ ^^ ^ A, > 0 and 
min f{xi,y) < 0, 
l< i<n 
(iii) there exists a nonempty compact convex subset DQ of D and a nonempty compact 
subset K oiD such that for each y € D—K; there is an x e Co(DoU{y}) satisfying 
f{x, y) > 0, then there exists y & D such that f{x, y) < 0 for all x e D. 
Definition 1.3.20[14,42]. A mapping QQ : B -^ Q is said to be 
(i) retraction on 0. if 
On Ql = Qn (1.3.19) 
(ii) nonexpansive retraction if it satisfies the inequality 
\\Qnx~Qny\\<\\x-y\\ for all x,y e B (L3.20) 
(iii) sunny retraction if for all a; G B and for all —00 < ^ < 00 
QuiQ^x + t{x - Q^x)) ^ Qnx (L3.21) 
Lemma 1.3.4[42]. Qn is a sunny nonexpansive retraction if and only if for all x G £" 
and for all y G f2 
{x-Qcix,J{Qnx-y))>0. (1,3.22) 
Lemma 1.3.5 [42]. Let £• be a Banach space, Q. a nonempty closed and convex subset 
of E and m : E ^  E a. mapping. Then for all x e E, we have 
QQ+m{x)X = m{x) + Qn{x - m{x)). (1.3.23) 
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CHAPTER II 
GENERALIZED SET-VALUED 
VARIATIONAL-INCLUSIONS IN BANACH 
SPACES 
2.1. INTRODUCTION 
A useful and important generalization of variational inequalities is a mixed type 
variational inequality containing nonlinear term. Due to the presence of the nonlinear 
term, the projection method cannot be used to study the existence and algorithm of 
solutions for the mixed type variational inequalities. In 1994, Hassouni and Moudafi 
[44] used the resolvent operator technique for maximal monotone mappings to study 
a class of mixed type variational inequalities with single-valued mappings called varia-
tional inclusion and developed a perturbed algorithm for finding approximate solutions 
to the mixed variational inequalities. 
In this chapter, we consider and study the result of Huang [46], Chang et al. [19] 
and Siddiqi and Ahmad [78]. 
2.2. GENERALIZED SET-VALUED IMPLICIT VARIATIONAL INCLU-
SIONS IN BANACH SPACES 
Let £^  be a real Banach space. Let T : E —^ CB{E) be a set-valued mapping and 
g : E -^ E he a, single-valued mapping. Suppose that A : E -^ 2^ is & m-accretive 
mapping. 
In this section, we consider the following problem introduced and studied by Huang 
[46]. 
Find u e E and w G T{u) such that 
Oew +A{g{u)) (2.2.1) 
Problem (2.2.1) is called the generalized set-valued imphcit variational problem in 
Banach spaces. 
SPECIAL CASES: 
(i) If E = H is a. Hilbert space, A ; if —^  2^ is a maximal monotone mapping then 
problem (2.2.1) is equivalent to finding u € H and w G T{u) such that 
Oew + A{g{u)) (2.2.2) 
which is called the generalized set-valued implicit variational inclusion problem 
in Hilbert spaces and is studied by Huang [47]. 
(ii) If E = H is a Hilbert space, A = dip, where (p : H -^ Ru {+00} is a proper 
convex lower semicontinuous function on H and dip denotes the subdifferential 
of function ip, then problem (2.2.1) is equivalent to finding u ^ H and w e T{u) 
such that 
{w,v-g{u)) > ip{g{u)) - ip{v) (2.2.3) 
for all V e H. Problem (2.2.3) is studied by Huang [45] and Yuan [86]. 
2.2.1. ALGORITHM: 
The following Lemma is important for developing the Algorithm. 
Lemma 2.2.1. The set of elements {u,w), where u e E and w G T{u) is a solution 
of the generalized set-valued implicit variational inclusion (2.2.1) if and only if {u,w) 
is a solution of the following equation 
g{u) = Rf[g{u)-pw]. 
where p > 0 is a constant. 
Proof. Proof is a direct consequence of definition (1.3.6). 
Based on Lemma 2.2.1 and (1.3.1) and Nadler's theorem [57] we have the following 
Algorithm for solving the problem (2.2.1). 
Algorithm 2.2.1. Suppose that g : E -^ E is a. continuous and A;-strongly accretive 
mapping. For any given UQ e E and WQ e T{uo), compute the sequences {un} and 
{wn} by iterative schemes that 
giun+i) = Rp[g{un) - pwn] 
12 
W e T{Un) 
\\wn-Wn+i\\ < {l + {n + l)-')D{T{un),T{un+i)), for all n > 0. (2.2.4) 
2.2.2. EXISTENCE A N D CONVERGENCE RESULT: 
The following existence result of solutions for the problem (2.2.1) and the conver-
gence of iterative sequences generated by Algorithm 2.2.1 is studied by Huang [46]. 
Theorem 2.2.1. Let £• be a real Banach space, v4 : £^  ^ 2^ is an m-accretive 
mapping. Suppose that T : E -^ CB{E) is /i-Lipschitzian continuous and g is a-
Lipschitzian continuous and /c-strongly accretive. If 
(I 2k - I - a'^ 1 
2fc-l>a^ 0< p<mm\-, , , = -\ (2.2.5) 
then there exists u E E, w E T{u) satisfying the generalized set-valued implicit varia-
tional inclusion (2.2.1) and the iterative sequences {«„} and {wn} generated by Algo-
rithm (2.2.1) converge strongly to w, to in E, respectively. 
Proof. Since T is /^-Lipschitzian continuous it follows from Algorithm 2,2.1 that 
||w;n-"^n+ill < {l + {n + l)-^)D{T{un),T{u,,+{)) 
< {\ + {n + iy^)ii\\un-Un+i\\ (2.2.6) 
for all n > 0. Let 
Zn+i = g{un) - pwn, for all n > 0. 
Since g is a-Lipschitzian continuous, it follows from Algorithm 2.2.1, Lemma 1.3.2, 
and (2.2.6) that, for any j{zn+i - Zn) G J(zn+i - -Zn), 
\\Zn+l-Znf = \\g{Un) - g{Un~l) - p[Wn - Wn-l]f 
< \\g{Un)-9{Un-l)\\'^~2p{Wn-Wn-uj{Zn+l-Zn)) ,^^^. 
< a^Un - W n - l | P + 2 p ( l + n-^)n\\Un - Un-l\\ p n + l " 2n|l-
g is /c-strongly accretive, and from Lemma 1.3.2 it follows that, for any j{un -
Un-1) e J{Un - W n - l ) , 
\\Un - Un-lf = \\[Rf{Zn) " -Rp ( ^ n - l ) ] - [ p ( u „ ) - Wn " ( s K - l ) " t i n - l ) ] | P 
< \\RfiZn) - i ? ^ ( z „ _ l ) f - 2{g{Un) - U n - {g{Un-l) - Un-l), J {u„, - U„_j 
< \\Zn - Zn-lf - 2k\\Un - Un-lf + 2||'U„ - U n _ i | p , 
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which imphes that 
\Un-Un-i\\ < , , ^ \\Zn- Zn-l\\. (2 .2 .8 ) 
\/2K — 1 
From (2.2.7) and (2.2.8), we have 
,,2 2 p ( l + n i ) / i 
|2^n —2:„_i| | H , \\Zn — Zn-l\\-\\Zn+l—Zn\\ 
y Ik — 1 
V2K — 1 
| | 2 n + l - 2 n | | < Qinll^n " ^ n - l || (2 .2 .9 ) 
where 
2^n+l~2. nf < a' 2k- 1 
< 
2k- 1 
This impHes 1 that 
ra2 + p ( l + n - i ) A i \ / 2 F ^ 
a = 
1/2 
U l + 2 / c ) [ l - p ( l + n - i ) ^ ] j 
We know that Q;„ —>• a as n -^ oo. Prom Condition (2.2.5), it is easy to see that 
0 < Q < 1. Therefore, it follows from (2.2.9) that {zn} is a Cauchy sequence in E. 
Since £• is a Banach space, there exists z G E such that Zn —> z as n -^ oo. From (2.2.6) 
and (2.2.8), we know that the sequences {un} and {wn} are both Cauchy sequences in 
E. Therefore, there exists u G E and w £ E such that Un -^ u and w„ -^ ly as n —> oo, 
respectively. By the continuity of g and Rf, it follows from Algorithm 2.2.1 that 
g{u) = R^[g{u)-pw]. 
Now we prove that w € T{u). In fact, since w € T(un), we have 
d{w,T{u)) < \\w-Wn\\+d{Wn.T{u)) 
< \\w-Wn\\+D{T{Un),T{u)) 
< \\w - Wn\\ + fJ^WUn - u\\ -^ 0 ( u - > Oo) 
which implies that d{w, T{u)) = 0. Since T{u) G CB{E), it follows that w e T{u). By 
Lemma 2.2.1, we know that {u,w) is a solution of the generahzed set-valued imphcit 
variational inclusion (2.2.1) in real Banach spaces. This completes the proof. 
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2.3. GENERALIZED SET-VALUED VARIATIONAL INCLUSIONS IN 
BANACH SPACES 
Let E he a real Banach space. Let T,V : E -^ CB{E) be two set-valued mappings 
and g : E -^ E he a single valued mapping. For a given m-accretive mapping A : E -^ 
iP and a nonlinear mapping N{-,-) : E x E -^ E. 
In this section, we consider the following problem introduced and studied by Chang 
et al. [19]. 
Find u^ E,w e T(ti), y € V{u) such that 
OeN{w,y) + A{g{u)) (2.3.1) 
The problem (2.3.1) is called the generalized set-valued variational inclusion prob-
lem in Banach spaces. The problem (2.3.1) is more general the problem (2.2.1) studied 
in the previous section. 
SPECIAL CASES: 
(i) li E = H is a Hilbert space and A : H -^ 2^ is a maximal monotone mapping 
then problem (2.3.1) is equivalent to finding u E H, w &T{u) and y G V{u) such 
that 
0 E Niw, y) + Aig{u)) (2.3.2) 
This problem is called the generahzed set-valued variational inclusion, which was 
introduced and studied in Noor [65] by using the compactness condition and the 
resolvent equation technique. 
(ii) If ^ = / , the identity mapping, then the problem (2.3.1) is equivalent to finding 
u E E, w e T{u) and y G V{u) such that 
0 e N{w, y) + A{u) (2.3.3) 
which is called the set-valued variational inclusion problem in Banach spaces. In 
the setting of Hilbert spaces, this problem has been studied by Noor [65]. 
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(iii) If E = H is a. Hilbert space and A — dip, the subdifferential of a proper convex 
lower semicontinuous functional ip : H —^ RU{+00}, then the problem (2.3.2) is 
equivalent to finding u ^ H, w & T(tx) and y 6 V{u) such that 
{N{w,y),v-g{u)) > ip{g{u)) ~ ip{v) (2.3.4) 
for al\v £ H. This problem is called the generalized set-valued mixed variational 
inequality, which was introduced and studied by Noor et al. [69]. 
Related to the generalized set-valued variational inclusion (2.3.1) in Banach spaces, 
we have the following problem: 
Find z,u^ E,w e T{u), y e V{u) such that 
N{w,y) + p-'FAZ = 0 (2.3.5) 
where p > 0 is a constant and FA : {I — RA), where / is the identity operator and 
RA is the resolvent operator. The equation of the type (2.3.5) is called the resolvent 
equation in Banach spaces. 
2.3.1. ALGORITHM: 
We mention the following Algorithm which is studied by Chang et al. [19], for 
computing the approximate solution of problem (2.3.1). Also we mention the following 
Lemma which shows that problem (2.3.1) is equivalent to a fixed point problem. 
Lemma 2.3.1. The following conclusions are equivalent: 
(i) {u,w,y), where u E E, w G T{u) and y G V{u) is a solution of the set-valued 
variational inclusion (2.3.1); 
(ii) {u,w,y) is a solution of the equation 
g{u) = RA{g{u)-pN{w,y)y, (2.3.6) 
(iii) {z,u,w,y) is a solution of the resolvent equation (2.3.5), where 
z = g{u) - pN{w, y), 
g{u) = RAZ. (2.3.7) 
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Based on Lemma 2.3.1 and (2.3.7), we have the following Algorithm for solving the 
problem (2.3.1). 
Algorithm 2.3.1. For any given ZQ^UQ e E, WQ E T{UQ) and yo ^ ^(wo), compute the 
sequences {zn}, {un}, {wn} and {yn} be iterative schemes that 
(i) g{Un) = RAZU 
(ii) Wn eTiUn), \\Wn-Wn+l\\ < ( l + ( n + l ) - ^ ) Z 5 ( T ( « „ ) , r ( u „ + i ) ) 
(iii) Vn e V{Un), WVn-yn+lW < ( l + ( n + l ) - ^ ) D ( y ( « „ ) , V{Un+l)) 
(iv) Zn+i = g{un) - pN{wn, Vn), n = 0,1, 2 . . . . (2.3.8) 
2.3.2. EXISTENCE A N D CONVERGENCE RESULT: 
The following existence result of solutions for the problem (2.3.1) and the conver-
gence of iterative sequences generated by Algorithm 2.3.1 is studied by Chang et al. 
[19]. 
Theorem 2,3.1. Let E be a real Banach space, T,V : E -> CB{E), A : E -^ 2^ he 
three set-valued mappings N{-,-) : E x E -^ E he a. single-valued continuous mappings 
and g : E -^ E he a. single-valued mapping satisfying the following conditions: 
(i) g is cr-Lipschitzian continuous and {g — I) is fc-strongly accretive where a > 0 
and k € (0,1) both are constants. 
(ii) A : E -^ 2^ is m-accretive. 
(iii) T : E -> CB(E) is ^-Lipschitzian continuous. 
(iv) V : E -^ CB{E) is (^-Lipschitzian continuous. 
(v) the mapping x —> N{x,y) is /3-Lipschitzian continuous with respect to the set-
valued mapping T for any given y G E. 
(vi) the mapping y —>• N{x,y) is r-Lipschitzian continuous with respect to the set-
valued mapping V for any given x €: E, where all /x, ^, P, r are positive constants 
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If the following conditions are satisfied 
1 < (7 < Vl + 2k, 0<t / ^ < ^ , 
. r 1 (2A; + 1 ) - ( J M ^^ ^^ 
0<p<mm<- , -^- - f - - L 2.3.9 
then there exists z,u E E, w E T{u) and y G V (^'u) satisfying the resolvent equation 
(2.3.5), and the iterative sequences {zn}, {un}, {wn} and {y„} generated by Algorithm 
2.3.1 converge strongly to z,u,w,y in E, respectively. 
Proof. For proof we refer to [19]. 
2.4. GENERALIZED NONLINEAR VARIATIONAL INCLUSIONS WITH 
RELAXED STRONGLY ACCRETIVE MAPPINGS IN BANACH 
SPACES 
Let T : E -^ CB{E) be a set-valued mapping f,g : E -^ E oxe single-valued 
mappings and A : E —^  2^ is an m-accretive mapping. 
In this section, we consider the following problem introduced and studied by Siddiqi 
and Ahmad [78]. 
Find X e E, w E T(x) such that 
Oeg{x)-f{w) + A{g{x)) (2.4.1) 
It is called the generalized nonUnear variational inclusion problem (GNVIP) in 
Banach spaces. 
SPECIAL CASES: 
(i) U E = H is a Hilbert space and A = dip, where if : H -^ RU {+00} is a proper 
convex lower semicontinuous function on H and dip denotes the subdifferential 
of function (/?, then (2.4.1) is equivalent to finding x e H and w E T{x) such that 
g{x) n dom{dip) 7^  0 and 
{g{x)~f{w),y-g{x)) > (p{g{x)) - ip{y) for all yeH (2.4.2) 
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which was introduced and studied by Ahmad and Ansari [5]. If (f{x) = IK{X), the 
indicator function of a closed convex set K in H defined by 
/K(.) = I ° \f '^. (2.4.3) 
^^ ' \ +00 otherwise ^ ' 
then problem (2.4.2) reduces to a problem considered by Verma [83]. 
(ii) li E = H is a. Hilbert space and i4 : /if —>• 2^ is an m-accretive mapping. Then 
problem (2.4.1) is equivalent to finding x E H, w E: T{x) such that 
Oeg{x)-f{w)+A{g{x)) (2.4.4) 
which is a variant form of the problem considered by Huang [47]. 
(iii) If g{x) — f{w) = w, then problem (2.4.1) is equivalent to finding x e H and 
lu G T{x) such that 
Oew + A{g{x)) (2.4.5) 
which was studied and introduced by Huang [45]. 
2.4.1. ALGORITHM: 
The following Algorithm is studied by Siddiqi and Ahmad [78] for computing the 
approximate solution of problem (2.4.1). We mention the following Lemma which 
shows that our problem (2.4.1) is equivalent to a fixed point problem. 
Lemma 2.4.1. The set of elements {x,w) with x E E and w G T(x) is a solution of 
problem (2.4.1) if and only if {x, w) satisfies the following relation: 
g{x) = Rf[g{x)-p{g{x)~f{w))], (2.4.6) 
where p > 0 is a constant i?^ = (1 + pA)~^ is the resolvent operator associated with A 
and I is the identity operator on E. 
Proof. Proof is a direct consequence of definition of resolvent operator and relation 
(2.4.6). 
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Based on Lemma 2.4.1 and (1.3.1) and Nadler's Theorem [57], we have the following 
Algorithm for solving the problem (2.4.1). 
Algorithm 2.4.1. Suppose that g : E ^ E is a continuous and A;-strongly accretive 
mapping. For any given XQ e E and WQ G T(XO), compute the sequences {xn} and 
{wn} by iterative schemes such that 
Xn+l = Xn - g{Xn) + RplgM - p{giXn) - p{Wn))] 
Wn e T{Xnl ||Wn - "^n+l | | < (1 + (^ ^ + l ) - ' ) i ? ( T ( : Z ; n ) , T{Xn^,)) (2 .4 .7 ) 
where n = 0 ,1 ,2 , . . . and p > 0 is a constant. 
2.4.2. E X I S T E N C E A N D C O N V E R G E N C E RESULTS: 
The following existence result of solutions for the problem (2.4.1) and the conver-
gence of iterative sequences generated by Algorithm 2.4.1 is studied by Siddiqi and 
Ahmad [78]. 
Theorem 2.4.1. Let £• be a real Banach space with the module of smoothness r£;(t) < 
Ct^ for some C > 0. Let A : E ^ 2^ be an TTz-accretive mapping, let gJ:E-^E 
be single valued mappings and let T : £; -> CB{E) be a set-valued mapping. Suppose 
that the following conditions are satisfied; 
(i) g is both A;-strongly accretive and Lipschitz continuous with constant 8 > 0, 
(ii) / is both relaxed strongly accretive with respect to T with constant u > ^ and 
Lipschitz continuous with constant A > 0, 
(ui) T is D-Lipschitz continuous with constant r? > 0. 
If (/ + pA)-^ o (7 + pA)-^ = {I + pA)-^ and 
l + u + P{l-2P) 
P~ 
^[{u + 1) + P{2P - l)Y - 4P(1 - P ) ( l + 2i/ + UCXW ~ P^ 
'^ l + 2iy + 64CX^r]^ - P^ 
l + v> P{2P - 1) + v^4P(l - P)( l -f 2i/ + 64CAV - p^)^ 
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1 + 21/ + QACXY > P^ for P = Vl-2k + QACX^ < ^, 
then there exists a solution {x, w) of (2.4.1), and the iterative sequences {xn} and {w„} 
generated by Algorithm 2.4.1 converge strongly to x and w in E, respectively. 
Proof. For proof we refer to [78]. 
2.5. APPLICATION 
In this section, we give an application to a class of generalized nonlinear implicit 
variational inequalities (2.2.2) in real Hilbert space H. 
Definition 2.5.1. Let 5 be a single-valued mapping from H to H. The mapping S is 
hemicontinuous if the following mapping from [0,1] into (—oo, +oo): 
t ^ {S{(1 -t)u + tv), w) 
is continuous for all u,v,'W G H. 
Lemma 2.5.1. Let (p : H -^ RU{+oo} be a proper, convex and lower semicontinuous 
function and let S : H -^ H he a. single-valued monotone mapping such that 
CL(dom(v3)) C dom(5) 
where CL{dom{ip)) denotes the closure of dom((^). If 5 is hemicontinuous on CZ/(dom((^) 
and if dom{d(p) is closed, then dip + S is a maximal monotone mapping on H. 
Theorem 2.5.1. Let (p : H -^ i?U{-|-oo} be a proper, convex and lower semicontinuous 
function and S : H ^- H a single-valued monotone mapping such that CL{dom{p)) C 
dom(S'), S is hemicontinuous on CL(dom((/?)) and dom(d(p) is closed. Suppose that 
g : H -^ H is a-Lipschitzian continuous mapping and, for any given x,y G H, 
{g{x)- g{y),x-y) > k\\x-yf, 
where k G (0,1) is a constant. Let T : H -^ CB{H) be a ^-Lipschitzian continuous 
mapping. If condition (2.2.5) holds, then there exist u e H and w e T{u) such that 
iS(g{u)) + w, V - g(u)) > <p{g{u)) - ip{v), for all v e H. 
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CHAPTER III 
PROXIMAL POINT ALGORITHM FOR 
QUASI-VARIATIONAL-INCLUSIONS IN 
BANACH SPACES 
3.1. INTRODUCTION 
Iterative algorithm have played a central role in the approximation solvability, es-
pecially of nonlinear variational inequalities as well as nonlinear equations in several 
fields such as applied mathematics, mathematical programming, mathematical finance, 
control theory and optimization, engineering sciences and others. In general we can-
not use resolvent operator or proximal mapping technique for studying a perturbed 
algorithm for finding the approximate solutions of variational-like inequalities. 
The concept of J-proximal mapping for a lower semicontinuous subdifferentiable 
proper (may not be convex) functional on Banach spaces was introduced by Ding and 
Xia [29] and they proved their existence and Lipschitz continuity. The extension of 
J-proximal mapping that is J''-proximal mapping with their existence and Lipschitz 
continuity was proved by Ahmad et al. [3]. 
In this chapter we present the results of Ding and Xia [29] for generalized quasi-
variational inclusions and the results of Ahmad et al. [3] for generalized quasi-variational-
like inclusions. 
3.2. COMPLETELY GENERALIZED QUASI-VARIATIONAL INCLUSIONS 
IN BANACH SPACES 
Let A,B : E -^ CB{E*) and C,D,F : E ^ CB{E) be set-valued mappings. Let 
N : E* X E* ^ E*, f : E ^ E* and g,m : E -^ E he single-valued mappings. 
Let if : E X E ^ RU {+00} be such that for each fixed z e E, (p{-,z) is a lower 
semicontinuous subdifferentiable (may not be convex) proper functional on E satisfying 
g{x) - m{y) G dom{d(fi{-, z)) for all x,y e E where d(p{-,z) is the subdifferential of 
¥' ( - ,2 ) -
In this section, we consider the following completely generalized quasi-variational 
inclusion (CGQVI) problem introduced and studied by Ding and Xia [29]. 
Find X e E, ue A{x), v e B{x),w e C{x), z e D{x) and y e F{x) such that 
{f{w)-N{u,v),h-igix)-m{y))) > ip{g{x)-m{y),z)-ip{h,z) for all heE (3.2.1) 
SPECIAL CASES: 
(i) If C{x) = {x} and f{x) = - / * for all x G E where /* e E* is a given elememt 
and N{u, v) = -N{u, v) for all u,v eE*, then the CGQVI (3.2.1) reduces to the 
following generalized set-valued quasi-variational inclusion (GSVQVI) 
Find X e E, u e A{x), v G B{x) and y G F{x) such that 
{N{u,v)-f*,h-{g{x)~m{y))) > ^{g{x) - m{y),z) - ip{h,z) for all heE 
(3.2.2) 
(ii) If /* = 0, D{x) = {x} for all x e E and (fi{x,z) = (p{x) for all x,z e E, 
the GSVQVI (3.2.2) reduces to the following generalized mixed implicit quasi-
variational inequalities (GMIQVI): 
Find X e E, u e A{x), v e B{x) and y G F(x) such that 
{N{u,v),h-{g{x)-m{y))) > ip{g{x) - m{y)) - (p{h) for all xeE (3.2.3) 
(in) li E =^ H is a Hilbert space, F{x) = {x} and m{x) = 0 for all x e H and 
N{u,v) = u + G{v) for all u,v E H, where G : H ^f H is a given single-valued 
mapping, then the GMIQVI (3.2.3) reduces to the following set-valued mixed 
variational inequality (SVMVI): 
Find X e H, u E A{x) and v G B{x) such that 
{u + G{v), h - g{x)) + ip{h) - ip{g{x)) > 0 for all he H (3.2.4) 
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(iv) U E = H is a. Hilbert space, K : H -^ 2^ such that K{x) is a nonempty closed 
convex subset of H for each x e H, and 
Jo iixeK{x) 
I + 0 0 ii X f. K{x) 
then the GMIQVI (3.2.3) reduces to the following general generalized quasi-
variational inequahties (GGQVI): 
Find X e H, u e A{x), v e B{x) and y 6 F{x) such that 
g{x) G m{y) + K[x) 
{N{u,v), h - {g{x) - m{y))) > 0 for all h G K{x) (3.2.5) 
(v) If F{x) = {x} and m{x) = 0 for all xeX, then the GGQVI (3.2.5) reduces to 
the following generalized quasi-variational inequality (GQVI): 
Find X e H, u e A{x) and v € B{x) such that 
g{x) e K{x) -and {N{u,v), h - g{x)) > 0 for all heK{x) (3.2.6) 
3.2.1 PRELIMINARIES A N D ALGORITHM 
Some sufficient conditions are given here which guarantee the existence and Lips-
chitz continuity of the J-proximal mapping of a proper functional on reflexive Banach 
spaces. 
Theorem 3.2.1. Let JE be a reflexive Banach space with the dual space E* and 
ip : E -^ RU {+c»} be a lower semicontinuous subdifferentiable proper functional 
which may not be convex. Let J : E -^ E* he an a-strongly monotone continuous 
mapping. Then for any p > 0 and any x* S E*, there exists a unique x ^ E, such that 
{Jx - x \ y - x) + pip{y) - pcp{x) > 0, for all y e E. (3.2.7) 
That is X = Jf'^(x*) and so the J-proximal mapping of (/? is well defined. 
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Theorem 3.2.2. Let £• be a reflexive Banach space with the dual space E*. J : 
E ^ E he a-strongly monotone continuous mapping, (p : E -^ Ru {+00} he a. lower 
semicontinuous subdifferentiable proper functional and p > 0 be an arbitrary constant. 
Then the J-proximal mapping J^"^ of ip is 1/a-Lipscitz continuous. 
Lemma 3.2.1. The set of elements {x,u, ,v,w,z,y) is a solution of the CGQVI (3.2.1) 
if and only if {x, u,, v, w, z, y) satisfies the following relation: 
g{:x) = m{y) + j'^^^-'^\j{g{x) - m{y)) - pf{w) + pN{u, v)] (3.2.8) 
where x e E, u e A{x), v G B{x), w e C{x), z € D{x), y e F{x), p > 0 and 
Jp = (J + pdip){-, z))'^ is the J-proximal mapping of </?(-, z). 
Proof. Assume that {x,u,^v,w,z,y) satisfies relation (3,2.8) i.e. 
9{x)-m{y) = j'/^'^\j{g{x)-m{y))-pf{w) + pN{u,v)] 
Since Jp'^^''^' = (J + pdip{-, z))~^, the above equality holds if and only if 
J{g{x) - m{y)) - pf{w) + pN{u,v) e J{g{x) - m{y)) - pdip{g{x) - m{y), z) 
By the definition of the subdifferential of ip{-, z) the above relation holds. 
Hence we have if and only if 
ip{h,z)-^{g{x)-m{y),z) > {N{%v) - f{w),h-{g{x) - m{y))) for all heE 
Hence we have 
{f{w)-N{u,v),h-{g(x)-m{y))) > ip{g{x) - m{y),z) - ip{h,z) for all heE 
i.e. {x,u,v,w,z,y) is a solution of the CGQVI (3.2.1). 
On the basis of Lemma 3.2.1 we have the following iterative algorithm for solving 
the problem (3.2.1). 
Algorithm 3.2.1. Let A,B : E^ CB{E*) and C,D,F : E -^ CB{E) he set-valued 
mappings, f : E ^- E* and g,m : E ^ E he single-valued mappings with g{E) — E. 
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J : E -^ E* he a-strongly monotone and continuous and ip : E x E ^  R[j{+oo} be a 
lower semicontinuous subdifferentiable proper functional in the first argument such that 
for each x,y,z € E, g{x) - m{y) G Aom{dip{-, z)). For any given XQ e E, UQ e A{xo). 
vo e B{xo), Wo G C(xo), zo e D{XQ) and yo ^ F{xo)., compute the sequences {x^}, 
{«n}, {'"n}, [uin] [zn] aud {y„} for solving the CGQVI (3.2.1) as follows: 
g{xn+i) = m[yn) + J^p^^-''-\j{g{xn) - m{yn)) - pf{wn) + pN{un, Vn)] 
Un G AyXn), 
\\Un+l-Un\\ < {l + {n + l)-^)n{A{Xn+l),A{Xn)) 
Vn G B{Xn), 
ll^n+1-t^nll < {l + {n+l)-')n{B{Xn+l),B{Xn)) 
Wn G C{Xn), 
\\Wn+l-Wn\\ < {l + {n+l)-^)niC{Xn+l),C{Xn)) 
Zn G D{Xn), 
\\Zn+i-Zn\\ < {l + {n + l)-')n{D{Xn+l),D{Xn)) 
Vn e F{Xn), 
||yn+l-yn|| < {l + {n+l)-')n{F{Xn+l),F(Xn)) (3 .2 .9 ) 
n = 0 ,1 ,2 . . . , where p > 0 is a constant. 
3.2.2. EXISTENCE A N D CONVERGENCE RESULT: 
The existence result for solution of the problem (3.2.1) and the convergence of 
iterative sequences generated by Algorithm 3.2.1 is discussed in this section. 
Theorem 3.2.3. Let A, B : E -^ CB{E*) and C,D,F : E ^ CB{E) be Lipschitz 
continuous with the Lipschitz constant AA,AB,AC,A£) and Ai?, respectively. Let g,m : 
E ^ E and f : E -^ E* he Lipschitz continuous with the Lipschitz constant Ag, Am, A/, 
respectively and g is fc-strongly accretive (fc G (0,1)) satisfying g{E) = E. Let N : 
E* X E* ^ E* be A/vrLipschitz continuous in the first argument and AA'j-Lipschitz 
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continuous in the second argument. Let (p : E x E -^ R U {+00} he such that for 
each fixed z e E, ip{-,z) is a lower semicontinuous subdifferentiable proper functional 
satisfying g{x) - m{y) G dom{d(p{-, z)) for all x,y,z G E. Let J : E -> E* be a-
strongly monotone and A^-Lipschitz continuous. Suppose that there exists a constant 
/9 > 0 such that for each x,y E E, x* e E* 
and the following conditions are satisfied: 
2[AJ(A, + A„.A^)2] 3 - 2(A^A2, + ^I'Xl) 
Q,2 < fc< 1 
/(2fc + 3)«^ - 4[Aj(A, + X^Xf^ + c.^(A^A|. + //^Al,), 
Then the iterative sequences {xn}, {w„}, {"Un}, {i^n}, {•^ n} and {y„} generated by 
Algorithm 3.2.1 converges strongly to x, u, v, w, z and y, respectively and [x, u, v, w, z,y) 
is a solution of the CGQVI (3.2.1). 
Proof. We can write 
| |Xn+i - a;„||^ = \\g{Xn+l) - g{Xn) - g{Xn+l) + g{Xn) - Xn+l - Xn\f 
By Lemma 1.3.2, we obtain 
| |X„+1 - Xnf < \\g{Xn+l) - gMW^ - "^{giXn+l) " gM + Xn+l " Xn, j{Xn+l " Xn)) 
(3.2.12) 
By Algorithm 3.2.1, we have 
g{xn+i) = m{yn) + Jp'^^''""HJ{gM - m{yn)) - pf{wn) + pN{un, Vn)] 
Hence we have 
\\g{Xn+l)-giXn)f 
- \\miyn) + J^''^-''''\jig{Xn) - m{yn)) - pf{Wn) + pN{Un, Vn)] 
-m{yn-l) - J^/^'^'-'^[J{g{Xn-l) - m ( t / „ _ i ) ) - p / ( w „ _ l ) + pN{Un-l,Vn-i)]\\''. 
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Since \\x + y||^ < 2{\\x\\'^ + | |y |n , by the assumption and Theorem 3.2.2, we have 
< II Jp^^ -^-'" V(^(xn) - mivn)) - p / K ) + pN{un, Vn)] 
+ ll"^(z/n) - m{yn-i) + Jp'^^''^''\J{gixn-i) " m(yn-i)) - pf{wn-i) + /oiV(u„_i, u„_i)] 
- J f (••--^)[J(5(a;„_i) - m(y„_:)) - p / K _ i ) + p7VK_i, t;„_i)]||2 
< - ^ l l ^ ( 5 ( ^ n ) - m{yn)) - pf{Wn) + pN{Un,Vn) 
-J{g{Xn-i) -m(y„_i) ) + p/(w„_i) - pA^(wn-i,'yn-i)ir 
^2\\m{yn)~m{yn-i)f+2\\jf'^^-''-\j{g{xn-i)-m{yn-i))-pf{wn^^^ 
_ jM-,-n-i)[J(^(^^_^) _ ^(2/^_^)) _ p / K _ i ) + piV(Mn_i,t;„_i)]||2 
2 4p'^  
< -^11 J(^(a:„) - m(y„)) - J{g{xn-{) - m(y„_i))|p + ~\\f{wn) - f{wn-i)f 
a Oi 
ot'-
+2l|m(y„) - m(y„_i)|p + 2p2p„ - z„_if. (3.2.13) 
By the Lipschitz continuity of J,g^m,F and (3.2.9), we have 
\\J{g{xn) - m{yn)) ~ J{g{xn-i) - m{yn-i))\\ 
< \j{\\g(xn) - gixn~i)\\ + \\m{yn) - m(y„_i)||) 
< Xj{Xg\\Xn - Xn- l l l + A^l lyn " Vn-lW) 
< Xj{Xg\\Xn - Xn-l\\ + Xmil + n-^)H{F{Xn), F{Xn-l))) 
< Xj{Xg + XmXF(l + n-'))\\Xn-Xn-l\\ (3 .2 .14) 
By the Lipschitz continuity of / and C, we have 
||/(W„) -/(Wn-l)l l < Xf\\Wn - Wn-lW 
< Xf{l + n-')H{C{xn),C{xn-i)) 
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< A/Ac(l + n-i) | |x„-x„_i | | . (3.2.15) 
By the Lipschitz continuity of A''(-, •) in the first and second arguments we have 
\\N{Un, Vn)-N{Un, Vn-l) + N(Un, Vn-l)~N{Un-uVn-l)\\ 
< \\N{Un,Vn) - N{Un,Vn-l)\\ + \\N{Un,Vn-l) - N{u 
< XNAI + n-')'H{B{Xn), B{Xn-l)) + XNA^ + n-')n{A{Xn), A{Xn-l)) 
< {XN^XA + XN,^B){l + n-^)\\Xn-Xn-l\\ (3.2.16) 
By the Lipschitz continuity of m, D and F, we have 
\\m{yn) - m{yn-i)\\ < A„i(l + n )n{F{xn),F{xn-i)) 
< A„^ Aj.(l + 
\\Zn'Zn-l)\\ < il+n-')n{D{Xn),D{Xn-l)) 
< A£,(l +r?~^)| |3;„-.T„_i| | . 
By (3.2.13)-(3.2.18), we obtain 
\\g{xn+i)-g{xnW 
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(3.2.17) 
(3.2.18) 
< ^A5(A, + A^AK(1 + n-')f + ^X'fXUl + n-') -1\2 
SP 
+ ^{XN.XA + XN,XBY{1 + n-y + 4A .^A'^ (1 + n-'Y + 4/i'A:^(l + n -1\2 
a 
8p2 
\Xn — Xn-l\ 
1N2 , - l \ \ 2 ^(A}A^ + {XN.XA + XN.XBYYI + n-'Y + —A;(A, + A^A^ (1 + n'')) 
a a" 
+4A^A2,(1 + n-^Y + V A ' O ( 1 + ^~')'] \W - Xn-ilP 
Since g : E —¥ E is A;-strongly accretive by (3.2.12), we have 
(3.2.19) 
|a;„+i - Xnf < ||^(a:n+i) - oMW^ - 2{g{xn+i - g{xn) + Xn+i - x„, j(x„+i - x„) 
< ^(A^;A^ + (A^,A^ + Aiv.As)')(l + n-'Y + 4^'(^5 + -^-^^(^ + "'"'))' 
29 
It follows that 
^8p2(A2A2, + (A^,A^ + \N,XB?{1 + n-'f) 
l^n+l^'^^Till S (2A; + 3)a2 
4[AJ(A, + A„.Ap(l + n-')f + a^(A^A|, + /.^A|,)(l + n-'f] \ 
^ (2fc + 3)a2 j "•'" '"-^'^ 
= ^„| |x„-x„_i | |2 (3.2.20) 
where 
^ /8p2(A}A^ + {XM^A + A;V,AB)^(1 + 1)2) + 4[A^(A, + A,„A^(1 + ^))^ + ct^(A^A^- + M^A^)(1 ^ ^^^ 
" V (2fc + 3)a2 
Let 
Clearly ^„ —>• 6* as n -> oo Condition (3.2.11) implies that 0 < ^ < 1 and so 
Q < 9n < 1, when n is sufficiently large. It follows from (3.2.20) that {x„} is a Cauchy 
sequence in E. Let Xn —> x. Since the mapping A, B, C, D, F are Lipschitz continuous, 
it follows from (3.2.9) that {w„}, {u„}, {t«n}, {-^ n} and {j/„} are also Cauchy sequences. 
We can assume that Un -^ u, Vn -^ v, Wn -^ w, Zn ^  z and y„ -4 y, respectively. By 
Algorithm 3.2.1, we have 
gixn+i) = m{yn) + j f (•-'")[J(p(a;„) - m{yn)) - pf{wn) + pN{un.Vn)] (3.2.21) 
By the Lipschitz continuity of f,g,J,N{-,-) the condition (3.2.10) and Theorem 
3.2.2, we have 
\\j'^''^-''-\j{g{Xn)-m{yn))-pfiWn)+pN{Ur.,Vn)]-J^''^^^^^^ 
<\\j9'Pi-,^'')[J(g(Xn)-m{yn))-pf{Wn)+pN{Un,Vn)]-j'^^^^^^^ 
^J^''^-''^[Jigix)-m{y))-pfiw)+pNiu,v)]-j'/^^^^^^^ 
<~[\\J{g{xr.)~m{yn))-J{g{x)-mim\+p\\f{^n)-f{w)\\ + p\\N{un,Vn)-N{{i,vn 
a 
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+IJi\\zn — i| | —^  0 as n ^ oo. 
Hence by letting n —> oo in equality (3.2.21), we obtain 
g{x) = m{y) + j f (••^)[J(p(x) - m{y)) - pf{w) + piV(w,t))] 
Now we prove that it G A{x), v e B{x), w G C{x), z e D{x) and y G F{x) 
respectively. Since u„ G A{xn), we have 
d{u,A{x)) < \\u-Un\\+d{Un,A{Xn))+n{A{Xn),A{x)] 
< ||u — Unll + Ax||x„ — £|| —>• 0, as n —)• oo. 
Hence (i({i, A(x)) -> 0 and so tx G A{x). Since A{x) G CB{E*). In a similar way, 
we can also prove that v G -B(x), vj G C(x), £ G D{x) and y G F(x). By Lemma 3.2.1 
(£,{(,, {i,it»,y) is a solution of CGQVI (3.2.1). This completes the proof. 
3.3. GENERALIZED MULTIVALUED NONLINEAR QUASI-VARIATIONAL 
INCLUSIONS IN BANACH SPACES 
In this section, a more general problem than problem (3.2.1) is given which is 
introduced and studied by Ahmad et al. [3]. 
Let r , A : ^ ^ CB{E*) be set-valued mappings. Let N : E* x E* -^ E*, f : E -> 
E*, T] : E X E ^ E and g : E -^ E he single-valued mappings. Let yp : E x E -^ Ru 
{+00} be such that for each x G -E, </?(-, x) is a lower semicontinuous, 77-subdifferentiable 
functional on E (may not be convex) satisfying g{E) fl dom{dr,ifi{-, x)) 7^  0, where 
5,,(^(-,x) is the 7j-subdifferential of </'(•, x). 
The generalized multivalued nonlinear quasi-variational-like inclusion problem in 
Banach space (GMNQVLIP) is to 
Find X G -E, M G T(x), v G ^ (x) such that ^(x) G dom {dr^(p{-, x)) and 
{f{x)-N{u,v),rj{y,g{x))) > ip{g{x),x) - ip{y,x) for all y^E (3.3.1) 
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SPECIAL CASES: 
(i) U E = H is a. Hilbert space and f{x) = 0, then problem (3.3.1) reduces to the 
following generalized quasi-variational-like inclusion problem: 
Find X e H, u ^ T{x), v G A{x) such that g{x) G dom((9^(/j(-,x)) and 
{N{u,v),r]{y,g{x))) > (p{g{x),x) - (p{y,x) for aU yeH (3.3.2) 
Problem (3,3.2) is a variant form of the problem considered by Ding [32]. 
(ii) li E — H is a. Hilbert space and f{x) = g{x), then problem (3.3.1) reduces 
to the following generalized multivalued nonhnear quasi-variational-hke inclusion 
problem: 
Find X ^ H, u e T{x) and v G A{x) such that g{x) G dom(9^(/?(-, x)) and 
{g{x) - N{u,v), r]{y,g{x))) > ip{g{x),x) - ip{y,x) for all yeH (3.3.3) 
Problem (3.3.3) was introduced and studied by Salahuddin and Ahmad [74]. 
(iii) If JB = if is a Hilbert space, f{x) = 0, N{u,v) = u — v (or ell u,v G H and 
T,A : H -^ H are both single-valued mappings, then problem (3.3.1) reduces to 
the following generalized quasi-variational-like problem: 
Find X e H such that g{x) G dom(5^(/?(-,x)) and 
{T{x)-A{x),r]{y,9{x))) > ipig{x),x) - ip{y,x) for aU yeH (3.3.4) 
Problem (3.3.4) was introduced by Ding and Lou [34]. 
(iv) If E = if is a Hilbert space viu,^) = y — x hi a\\ y,x G H and f{x) = 0, 
N{u,v) — f{u) — P{v) for all u,v e H, where f,P : H -^ H are single-valued 
mappings and ^{x,y) = (p{x) for all x,y e H and for each x e H, (p{-,x) is a 
proper convex lower semicontinuous functional then problem (3.3.1) reduces to 
the following problem: 
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Find X e H,ue T{x), v e A{x) such that 
{f{u)-Piv),y-g{x)) > ifigix)) ~ ifiiy) for all yeH (3.3.5) 
Problem (3.3.5) is called set-valued nonlinear generalized variational inclusion 
problem which was introduced by Huang [45]. 
3.3.1 PRELIMINARIES A N D ALGORITHM 
The following Theorem gives some sufficient conditions for the existence and Lips-
chitz continuity of the J''-proximal mapping of a proper functional on reflexive Banach 
space. 
Theorem 3.3.1. Let £• be a reflexive Banach space with the dual space E* and 9 : 
E -> RU {+00} be lower semicontinuous, 77-subdifferentiable, proper functional which 
may not be convex. Let J : E -^ E* he r^-strongly monotone with constant a > 0. Let 
r] : ExE -^ Ehe Lipschitz continuous with constant r > 0 such that r]{x, y) = -r/(y, x) 
for all x,y e E and for any x G E, the function h(y,x) = {x* - Jx,rj{y,x)) is 0-DQCV 
ill y. Then for any /> > 0, and juiy x* G E*, th(n'(^  exists a uiii(iii(> .;• G E, such I hat 
{Jx - x*,r]{y,x)) + p(p{y) - p(p{x) > 0, for all x e E. (3.3.6) 
That is 3; = Jp'^'^{x*) and so the J''-proximal mapping of (/? is well defined. 
Theorem 3.3.2. Let £• be a reflexive Banach space with the dual space E*. J : 
E -^ E* is 77-strongly monotone continuous mapping with constant a > 0, ^p : E ^ 
R U {+co} be a lower semicontinuous, T^-subdifTerentiable proper functional. Let 77 : 
E X E ^ E he Lipschitz continuous with constant r > 0 such that r]{x,y) = —ri{y,x) 
for ah x,y e E and any given x & E, the functional h{y,x) = {x* — Jx,r]{y,x)) is 
0-DQCV in ?/, p > 0 is an arbitrary constant. Then the /''-proximal mapping j ; " ^ of 
(f is r/of-Lipschitz continuous. 
Lemma 3.3.1. The set of elements (x, M, , U) is a solution of the GMNQVLIP (3.3.1) 
if and only if (x, u,, v) satisfies the following relation: 
g{x) = j'^^^^-'^^Jigix)) - pf{x) + pN{u,v)] (3.3.7) 
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where x e E, u e T{x), v G A{x), p > 0 and jp^''""' = (J + pd,^<^{-,x))~^ is the 
•/''-proximal mapping of ip{-,x). 
Proof. Assume that x e E, u e T{x), v G A{x) satisfies relations (3.3.7), i.e., 
g{x) = j'^^''^-^\j{g{x))-pf{x) + pN{u,v)] 
Since Jp'''^^''^' = (J + pd,jip{-, x))~^, the above equality holds if and only if 
Jigi^)) - Pfi^) + P^iu, v) e J{g{x)) + pd^ip{g{x),x) 
By the definition of r^-subdifferential of (p{-,x) the above relation holds if and only 
if 
ip{y,x)-ip{g{x),x) > {N{u,v) ~ f{x),r]{y,g{x))) for all yeE. 
Hence we have 
{f{x) - Niu,v),r]{y,g{x))) > ^{g{x),x) - ip{y,x) for all yeE 
i.e. {x,u,v) is a solution of the GMNQVLIP (3.3.1). 
Algorithm 3.3.1. Let T,A : E ^ CB{E*) be set-valued mappings, f : E ^ E\ 
N : E* X E* ^ E*, r] : E X E -^ E, J : E ^ E* he single valued mappings and 
g : E -^ E he the single-valued mapping with g{E) = E. Let (p : E x E -^ Ru {+00} 
be a lower semicontinuous, 77-subdifferentiable proper functional on E satisfying g{E) n 
dom{drjip{-1 x)) 7^  0. For any given XQ e E, UQ e T{xo), VQ E A{XO) compute sequences 
{xn}, {un} and {vn} for solving GMNQVLIP (3.3.1) as follows: 
g{Xn-,l) = J^p^''^'''-\j{g{Xn)) - pf{Xn) + pN{Un, Vn)] 
Un e T{Xn), 
| |Wn+l-^nll < {l + {n + \T^)n{T{Xn+x)^T{Xn)) 
Vn e A{Xn), 
IK+1-t^nll < {l + {n + l)-')n{Aixn+i),A{xn)) (3.3.8) 
n = 0,1,2 . . . , where p > 0 is a constant. 
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3.3.2. EXISTENCE A N D CONVERGENCE RESULT: 
We mention the following existence result of solution for the problem (3.3.1) and 
the convergence of iterative sequences generated by Algorithm 3.3.1. 
Theorem 3.3.3. Let T,A : E ^- CB{E*) be Lipschitz continuous mappings with 
Lipschitz constant A^ and A^, respectively. Let g : E -^ E and f : E ~^ E* he 
Lipschitz continuous mappings with Lipschitz constant Xg and A/, respectively and 
g is /c-strongly accretive {k G (0,1)) satisfying g{E) = E. Let r] : E x E —^ E he 
Lipschitz continuous with Lipschitz constant r > 0 such that rj{x,y) = —rj{y,x) for 
all x,y G E and for each x G E, the function h{y,x) = (x* — Jx, ri{y,x)) is 0-DQCV 
in y. Let N : E* x E* -^ E* he A^Vi-Lipscitz continuous in the first argument and 
Ayvj-Lipscitz continuous in the second argument. Let ip : E x E ^ RU {+00} be such 
that for each fixed x ^ E, ip{-,x) is a lower semicontinuous rj-subdifferentiable proper 
functional satisfying g{x) G dom{d,^(p{-, x)). Let J : E -^ E* is 7]-strongly monotone 
with constant a > 0 and Aj-Lipschitz continuous. Suppose that there exists a constant 
p > 0 such that for each x,y € E, x* E E* 
IIj9.^(-,-n)(^*) _ ja.^(-,.n-0(^*)|| < ^ | |x„-a ;„_i | | (3.3.9) 
and the following conditions are satisfied: 
(2k + 3)a^ - 4r\X^>.l) + 2aV 
then the iterative sequences {xn}, {un} and {vn} generated by Algorithm 3.3.1 con-
verges strongly to x,u and v respectively and (x^u.v) is a solution of GMNQVLIP 
(3.3.1). 
Proof. For proof we refer to [3]. 
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CHAPTER IV 
CO-QUASI-VARIATIONAL-INEQUALITIES 
4.1. INTRODUCTION 
A11)(M' and Ya,<) [11 j used a simuy !U)ii(>,xi)a,usiv(^  rotiactiou to constnict, tlic projection 
iterative method for finding the approximate solutions of a class of multivalued quasi-
variational inequalities in Banach spaces. They gave the name co-quasi-variational 
inequalities for a quasi-variational inequality in Banach spaces. Ahmad, Ansari and 
Irfan [6] further generalized the results of Alber and Yao and Ahmad and Irfan [7] 
introduced and studied co-quasi-variational-Hke inclusions in Banach spaces. 
In this chapter, we mention and study the result of Alber and Yao [11], Ahmad, 
Ansari and Irfan [6] and Ahmad and Irfan [7]. 
4.2. GENERALIZED MULTIVALUED CO-VARIATIONAL INEQUALI-
TIES IN BANACH SPACES 
Let E he a, real Banach space with norm || • ||, E* its topological dual of E with 
norm |( • ||* and (x, / ) a pairing between x e E and f £ E*. Let T,A,G : E -^ E, V : 
E —^  C{E), where C{E) is the family of nonempty compact subsets of E,K : E ^ 2^ 
such that K{x) is nonempty closed and convex for all x E E. 
In this section, we consider the following generalized multivalued co-variational 
inequality problem introduced and studied by Alber and Yao [11]. 
Find X e E,y e V{x) such that G{x) G K{x) and 
{Tx + Ay, J{z - Gx) > 0, for all z G K{x) (4.2.1) 
where J : E -^ E* is the normalized duality mapping. 
4.2.1. ALGORITHM 
The following two results are essential for the construction of Algorithm. 
Theorem 4.2.1. Let E he a Banach space, T,A,G : E -^ E, V : E -^ C{E\ 
K : E -^ 2^ such that K{x) is nonempty closed convex for all x e E. Then the 
following statements are equivalent: 
(i) X G E, y e y(^) are solutions of the problem (4.2.1). 
(ii) X e E, y e V{x) and Gx = QK{X){GX - r{Tx + Ay)) for any r > 0. 
Theorem 4.2.2. Let E be a Banach space, X a nonempty closed convex subset of E. 
LeiT,A,G,m:E-^E,V:E-^ C{E), K : E-^ 2^ such that K{x) = m{x) + X for 
all x e E. Then x e E, y e V{x) are solutions of the problem if and only if 
X = X - Gx + Tn{x)+ Qx{Gx - T{TX +Ay)-mix)) for any r > 0. 
Algorithm 4,2.1. Let K{x) = m(a;) + X, where X is a nonempty closed convex 
subset of E and r > 0 be fixed. For given XQ G E, yo e V(xo) compute the sequences 
{xn} and {yn} by iterative schemes such that 
Vn € V{Xn) , hn ' Vn+l]] < n{V{Xn), V(x^+r)) (4.2.2) 
GXn + m{Xn) -t- Qx{GXn - T{TXn + At/„) - m{Xn)) (4.2.3) 
4.2.2. EXISTENCE A N D CONVERGENCE RESULT 
Theorem 4.2.3. Let £• be a uniformly smooth Banach space with the module of 
smoothness TE{t) < Dt^ for some I? > 0. Let X be a nonempty closed convex subset 
oi E,T,A,G,m : E ^  E,V : E -^ C{E), K : E ^  2^ such that K{x) = m{x) + X 
for all X e E. Suppose that the following conditions are satisfied: 
(i) T is Lipschitz continuous with constant /3 > 0, 
(ii) G is both strongly accretive with constant 7 > 0 and Lipschitz continuous with 
constant S > 0, 
(iii) A is both strongly accretive with respect to V with constant k > 0 and Lipschitz 
continuous with constant A > 0, 
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(iv) m is Lipschitz continuous with constant ^ > 0, 
(v) V is "H-Lipschitz continuous with constant ?7 > 0, 
(vi) 0 < 2(1 - 27 + 64^^2)1/2 4. 2^ + r/? + (1 - 2Tk + UDr'^X^ri^fl^ < 1. 
Then there exists x ^ E and y G V{x) which are solutions of the problem (4.2.1) 
and the sequences {xn}, {Vn} generated by Algorithm 4.2.1 converges strongly to x 
and y respectively i.e. a:„ -> x, y„ —>• j / as n —>• 00. 
Proof. By inequahties (4.2.2), (4.2.3) and Lemma 1.3.5, we have 
||a;„+i-3;„|| = \\xn-Gxn+m{xn) + Qx{Gxn-T{Txn+Axn)-m{xn)) 
--{Xn-l-GXn-l+m{Xn-l))-Qx{GXn-l-T{TXn-l+AXn-l)-rn{Xn-.l))\\ 
< \\Xn - Xn-1 - {GXn ' GXn-\)\\ + 2\\m{Xn) - m{Xn-\)\\ 
+ \\Xn-Xn-l-iGXn-GXn-l)\\+T\\TXn-TXn-l\\ + \\Xn-Xn-l-T{Ayn-Ayn-
= 2\\Xn - Xn-1 - [GXn - GXn_l) | | + 2 | | m ( l „ ) - m ( X n - l ) | | 
+ T\\Txn - Txn-i\\ + ||xn " 3;„_i - r(Ay„ - Ayn-i)\\ (4.2.4) 
By condition (i)-(v) and Lemma 1.3.2, we obtain 
||X„ - Xn-l - [GXn - GXn-l)f' 
< \\Xn - Xn-lf - 2{GXn - GXn-l, J{Xn " Xn-l ' {Gx,, ~ G x „ _ i ) ) ) 
= \\Xn - Xn-lf - 2{GXn - GXn-U J{Xn - Xn-l)) 
-2{GXn - GXn-l, J{Xn ~ Xn-l " {GXn - GXn-l) - J{Xn ~ Xn-l))) 
< \\Xn - Xn-l\\^ - 27||X„ - Xn-lf + 4 C V B ( 4 | | G I „ - GXn-l\\/C) 
< \\Xn - Xn-lf - 2^\\Xn - X^-lf + 64D\\GXn - GXn-lf 
< {1 - 2^ + 6W6^)\\xn - Xn-lf (4.2.5) 
and 
\\Xn - Xn-l - T{Ayn - Ayn-l)f 
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< \\xn-Xn-if-2T{Ayn-Ayn-u J{xn - Xn-i -r{Ayn - Ayn-i))) 
= j|x„ - .Xn-lf - 2T{Ayn - Ayn-U J{Xn " Xn-l)) 
-2T{Ayn - Ayn-U J{Xn -Xn-l- r{Ayn - Ayn~l) - J{Xn - Xn-l))) 
< \\Xn - Xn-lf - 2Tk\\Xn - Xn-l|l' + 2C^TB{4T\\Ayn - Ayn-x\\/C) 
< \\xn - Xn-if - 2TA;11X„ - Xn-if + QADr^Ayn - Ayn-if 
< (1 - 2rk)\\xn - x„_i| | ' + QWr^X'''H^{V{xn), V(x„_i)) 
< ( l -2 rA; + 64Z}r'AV)i|2;n-2;n-i| | ' (4.2.6) 
It is clear that 
| |m(2;„)-m(xn_i)| | < 9\\xn - Xn-i\\ (4.2.7) 
\\TXn-TXn-l\\ < P\\Xn-Xn-l\\ (4.2.8) 
Now (4.2.4)-(4.2.8) imply the following main inequahty; 
\\xn+i -Xn\\ < 9||a;„-a;„_i||, 
where 
g = 2(1 - 27 + 64^(^2)1/2 ^29 + Tp+il- 2rk + GADr^X^rjy^^ 
and 0 < g < 1 by (vi). Consequently, {xn} is a Cauchy sequence in E. Let x„ -> x by 
(4.2.2), one has 
\\yn-yn~l\\ < H{V{Xn),V{Xn-l)) < r]\\Xn+l - Xn\\, 
and hence {y„} is a Cauchy sequence in E. Let {y„} —>• y. Since Qx,G,T,A,V and 
m are continuous in E, we have 
X = X — Gx + m{x) + Qx{Gx — T{TX + Ay) — m{x)) 
By the argument as that in [54, Theorem 4.1], we can also show that y e V{x) and 
hence the claim follows from Theorem 4.2.2. 
The following result weakens the condition of A and strengthens the condition of T 
in Theorem 4.2.3. 
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Theorem 4.2.4. Let E be a uniformly smooth Banach space with rE{t) < Dt'^ for 
some D > 0. Let X be a nonempty closed convex subset of E, T, A, G, m : E —f E. 
V : E ^ C{E), K : E -^2^ such that K{x) = m{x) + X for all x e E. Suppose that 
the following conditions are satisfied: 
(i) T is strongly monotone with constant a > 0 and Lipschitz contiimous with 
constant /3 > 0, 
(ii) G is both strongly accretive with constant 7 > 0 and Lipschitz continuous with 
constant 6 > 0, 
(iii) A is Lipschitz continuous with constant A > 0, 
(iv) m is Lipschitz continuous with constant 9 > 0, 
(v) V is ?^-Lipschitz continuous with constant r] > Q, 
(vi) 0 < 2(1 - 27 + 64D(52)V2 + 20 + rXr) + (1 - 2Ta + GADr^^^y/^ < 1. 
Then there exists x e E and y G V{x) which are solutions of the problem (4.2.1) 
and Xn -^ X, i/n —>• y strongly as n —)• 00, where sequences {x„}, {yn} are generated by 
(4.2.2) and (4.2.3), respectively. 
Proof. For proof we refer to [11]. 
4.3. GENERALIZED MIXED CO-QUASI-VARIATIONAL INEQUALITIES 
WITH NONCOMPACT VALUED MAPPINGS 
Let Ehea. real Banach space with norm || • ||, E* its topological dual of E with norm 
11 • II* and {x,f) a pairing between x & E and / G E*. Given single valued mappings 
f,g,p,G : E -> E and multivalued mappings M,S,T,K : E ~^ 2^ such that for all 
x Ei E, K(x) is a nonempty closed and convex set. 
In this section, we consider the following generalized mixed co-quasi-variational 
inequality problem introduced and studied by Ahmad, Ansari and Irfan [6]. 
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Find X e E, ue M(x), v G S{x) and w G T{x) such that G{x) e K{x) and 
{p{u) - {f{v) - g{w)), J{z - G{x))) > 0, for all z e K{x) (4.3.1) 
where J : E -^ E* is the normalized duality mapping and 2^ is the family of all 
nonempty subsets of E. 
SPECIAL CASES: 
(i) If p = 0, ^ and M are identity mappings and T is single-valued mapping then 
generalized mixed co-quasi-variational inequality problem reduces to the problem 
of finding x £ E and v G S{x) such that G{x) G K{x) and 
{T{x)- f{v),J{z-G{x))) > 0, for all z e K{x) (4.3.2) 
A problem similar to (4.3.2) is recently considered and studied by Alber and Yao 
[11]. 
(ii) If £? is a Hilbert space, f,g and M are identity mappings, G{x) = p{x) and 
K{x) — K for all X G E' then generalized mixed co-quasi-variational inequality 
problem becomes the following generalized variational inequality problem con-
sidered and studied by Verma [84]: 
Find X G JE, D G S{x) and w G T{x) such that 
{vix) — iy ~ w), z — p{x)) > 0, for all z G K 
4.3.1. ALGORITHM 
The following characterization Theorems are useful for the solution of problem 
(4.3.1). 
Theorem 4.3.1. Let £• be a Banach space, f,g,p,G : E -^ E single valued mappings. 
M,S,T : E -^ CB{E) mappings and K : E -^ 2^ multivalued mappings such that 
for all X e E, K{x) is a nonempty closed and convex subset. Then the following 
statements are equivalent: 
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(i) The set of elements {x,u,v,w) such that x E E, u e M{x), v G S{x) and w e 
T{x) is a solution of generalized mixed co-quasi-variational inequality problem 
(ii) X e E,ue M{x), V e S{x), w G T{x) and 
G{x) = QKW^{x)-T{p{u)-{f{v)-g{w)))] for any r > 0. 
Theorem 4.3.2. Let E be a real Banach space, X a nonempty closed and convex 
subset of E. Let f,g,p,m,G : E ^ E he single valued mappings and M,S,T : E —>• 
CB{E) mappings and K : E ^ 2^ multivalued mappings such that for all x G E, 
K{x) = m{x) + X. Then the set of elements {x,u,v,w) such that x E E, u e M{x), 
V G S{x) and w G T{x) is a solution of the generalized mixed co-quasi-variational 
inequality problem if and only if 
x = x - G{x)+m{x) + Qx{Gx ~ T{p{y) ~ {f{y) - g{w))) — m{x)], for any r > 0. 
To compute the approximate solutions of generalized mixed co-quasi-variational 
inequality problem (4.3.1), the following iterative Algorithm is studied by Ahmad. 
Ansari and Irfan [6]. 
Algorithm 4.3.1. Let K{x) — m{x) + X, where X is a nonempty closed and convex 
subset of E and r > 0 be fixed. For any given UQ G M(XQ), VQ G S{XO) and WQ G T{XQ). 
compute the sequences {xn}, {un}, {vn} and {wn} by iterative schemes such that 
Xn+l = Xn- G{Xn) - m{Xn) + Qx[G{Xn) - r{p{Un) - UM " 9{u>n))) - m{Xn)] 
Un G M{Xn), 
\\Un-Un+l\\ < {l + {n + l)-')n{M{Xn),M{Xn+l)) 
Vn G S{Xn), 
l l ^ n - ^ n + l l l < il + {n+l)-')niS{Xn),SiXn+l)) 
Wn G T{Xn), 
\\Wn-Wn+l\\ < {l + {n + l)-')n{T{Xn),TiXn+i)) (4.3.3) 
for n = 0 ,1 ,2 , . . . . 
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4.3.2. EXISTENCE A N D CONVERGENCE RESULT 
Theorem 4.3.3. Let E he a real uniformly smooth Banach space with the module of 
smoothness TE{t) < Dt^ for some D > Q. Let X be a nonempty, closed and convex 
subset of E. f,g,p,'m,G : E ^ E single-valued mappings and M,S,T : E ^ CB[E) 
and K : E -^ 2^ multivalued mappings such that for all x E E, K{x) = m{x) + X. 
Suppose that the following conditions are satisfied: 
(i) f,g and p are Lipschitz continuous with corresponding constants ^,r and a re-
spectively, 
(ii) G is both strongly accretive with constant 7 and Lipschitz continuous with con-
stant (5, 
(iii) M,S,T are "H-Lipschitz continuous with corresponding constant s,h and d, re-
spectively, 
(iv) m is Lipschitz continuous with constant 6, 
(v) 0 < 2(1 - 27 + 64DS^y/^ + 20 + ras + [1 + T{^h - rd)] < 1. 
Then there exists a set of elements {x, u, v, w) such that x E E and u G M{x), v e 
S{x) and w e T{x) which is a solution of generalized mixed co-quasi-variational 
inequahty problem and Xn -^ x, Un -^ u, Vn -^ v, Wn —> w as n -^ 00, where 
{xn}, {un}, {vn} and {wn} are the sequences obtained by Algorithm 4.3.1. 
Proof. By the iterative schemes (4.3.1) and Lemma 1.3.5, we have 
l k n + l - a ; „ | | = \\Xn + G{Xn)+m{Xn) + Qx[G{Xn)-r{p{Un)-f{Vn)-g{Wn)))~m{Xn)] 
- (a:„_i - G{xn-i)) + m{xn-i) - Qx[G{xn-i) ~ r{p{un-i) 
- {f{vn-i) - g{wn-i))) - m(x„_i)]|| (4.3.4) 
< \\xn - Xn-1 - {G{xn) - G(x„_i))|| + 2||Tn(x„) - m(a;„_i)|| 
+ \\Xn - Xn-l - iG{Xn) ~ G{Xn-l))\\ + r\\p{Un) - p ( W n - l ) | | 
+ ll^n - Xn-X + T(f(Vn) ~ / ( U n - l ) ) " r{g{Wn) - g{Wn-l))\\ 
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= 2l|a:„ - Xn-i - {G{xn) - G{xn-i))\\ + 2||m(a:n) - m(x„_i)|| 
+ r\\p{Un)-p{Un-l)\\M\Xn-Xn-\+r{f{Vn)-f{Vn-l))-r{g{Wn)-g{Wn-l))\\ 
By Lemma 1.3.2, we have 
| |a;„-x„_i-(G(a;„)-G(x„-i)) |P < {I - 2^ + QW5'')\\x^ - x^^.f (4.3.5) 
It is clear that 
|lm(a;„)-m(x„_i)|| < 0||x„-x„_:| | (4.3.6) 
Since M, 5 and T are K-Lipschitz continuous and /, g and p are Lipschitz continu-
ous, we have 
\\p{Un) - p{Un-l)\\ < C r | | M „ - W n _ i | | 
< as{l + n-^)\\xn-Xn-i\\ (4.3.7) 
| | / ( ^ n ) - / ( ^ ^ n - l ) | | < aVn-Vn-l\\ 
< (h{l + n-^)\\xn-Xn-i\\ (4.3.8) 
lk(w„)-p(w„-i)|| < r| |w„-w„_i| | 
< rd{l + n-^)\\xn-Xn-i\\ (4.3.9) 
Prom (4.3.8)-(4.3.9), it follows that 
|ia;„ - Xn-i + T{f{vn) - fivn-i)) - r{g{wn) - g{wn-i))\\ 
< \\Xn - Xn~l\\ + r\\f{Vn) - f{Vn-l)\\ - r\\g{Wn) ~ g{Wn-l)\\ 
< \\xn - Xn-i\\ + T^h{l + n~^)\\xn - Xn-i\\ - rrd{l + n'^)\\xn - 2;„_iii 
= [l + T{l + n-^){(h-rd)]\\Xn-Xn-i\\ (4.3.10) 
Combining (4.3.4)-(4.3.7) and (4.3.10), it follows that 
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where 
tn = 2(1 - 27 + GADSy^^ + 29 + Tas{l + n'') + [I + r ( l + n-'){(h - rd)]. 
Let 
t = 2(1 - 27 + MD5y/^ + 29 + ras + [1 + T{^h - rd)]. 
Then „^ -)• i as n -4 00. It follows from (v) that t < 1. Hence t„ < 1 for n 
sufficiently large. Consequently, {x„} is a Cauchy sequence in E. Since E is complete, 
we can let x„ -> x G E. Now we prove that Un -^ u e M{x), -u^  -> u € S{x) and 
Wn-^ w e T{x). In fact, it follows from Algorithm 4.3.1 that 
| | M „ - M n - l | | < (I + n'^) s\\Xn - Xn~l\\ 
\\vn~Vn-i\\ < (1+ n~^)/i||a:n-2;„-i|| 
| |w„-w;n_i|| < (1+ n"'^)(i||a;n-2;n-i|| 
which implies that {u„}, {vn} and {wn} are also Cauchy sequences in E. Again, 
since E is complete, we can let u„ —>• u, f„ -> w, zf„ —>• w as n —> 00. Since 
Qx, G, / , g,P, M, S, T and m are continuous in E, we have 
X = x~G{x)+m{x) + Qx[G{x)-T{p{u)-{f{v)-g{w)))-m{x)] 
Further we have 
div,Six)) = m{{\\v-y\\:yGS(x)} 
< \\V - VnW + d(Vn, Six)) 
< \\v-Vn\\+n(S{Xn),S{x)) 
< \\v - Vn\\ + h\\Xn - X\\ -^ Q aS 77. - > OO. 
Hence v G S{x). Similarly we can prove that u e M{x), w G T{x). The result then 
follows from Theorem 4.3.2. 
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4.4. COMPLETELY GENERALIZED MULTIVALUED NONLINEAR CO-
QUASI-VARIATIONAL-LIKE INCLUSIONS 
Let T,A,M:E-^ CB{E) are the set-valued mappings. Lei J : E ->• E\ N : 
E X E -^ E, f,g,h,t : E ^ E, Tj : E X E -^ E axe single valued mappings. 
Let ip : E X E -^ RU {+00} be such that for each fixed x e E, (/?(•,.T) is a lower 
semicontinuous, 77-subdifferentiable functional on E (may not be convex) satisfying 
g{E) ndomdr^ip{-,x) 7^  0, where d^^p{-,x) is the r?-subdifferential of ^{••,x). 
In this section, we consider the following completely generalized multivalued non-
linear co-quasi-variational-like inclusion problem (CGMNCQVLIP) in Banacli spaces, 
introduced and studied by Ahmad and Irfan [7]. 
Find X e E,ue T{x), v G A(x), w e M{x) such that g{x) e dom(5^(/?(-,x)) and 
{J{N{f{u),h{v),t{w))},T]{y,g{x))) > <p{g(x),x) - if{y,x) for all yeE. {AAA) 
SPECIAL CASES: 
(i) li E — H is a Hilbert space, t = 0, J, M, / , h are identity mappings T, A are 
both single-valued mappings and N{u,v) = u-v for all u,v e H, then CGMNC-
QVLIP reduces to the following general quasi-variational-hke inclusion problem 
(GQVLIP-I) considered by Ding and Luo [34]. 
Find x E H such that g{x) G dom{dr)(p(-, x)) and 
{T{x)-A{x),r]{y,g{x))) > ip{g{x),x) - ip{y,x) for all y & H. 
(ii) U E = H is a Hilbert space, t ~ 0, J, M, f, h are identity mappings, then the 
CGMNCQVLIP reduces to the following generalized quasi-variational-like inclu-
sion problem (GQVLIP-II) 
Find x e H,ue T{x), v G A(x) such that g(x) e dom(5^c^(-,a;)) and 
{N{u,v),T){y,g{x))) > (p(g{x),x) - (p{y,x) for all y e H. 
GQVLIP-II is a variant form of the problem considered by Ding [32]. 
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(iii) U E = H isa Hilbert space, t = 0,J,M are identity mappings, r](y, x) = y-xfor 
all x,y e H, N{f{u), h{v)) = f{u) - h{v) for all u,v e H and (p{x, y) = ip{x) for 
all x,y e H, and for each x e H, (p{-,x) is a proper convex lower semicontinuous 
functional, then the CGMNCQVLIP reduces to the following set-valued nonlinear 
generalized variational inclusion problem (SVNGVIP) introduced by Huang [45]. 
4.4.1. ALGORITHM 
We mention the following Theorem which transfer the (GMNCQVLIP) into a fixed 
point problem. 
Theorem 4.4.1. The set of elements {x,u,v,w) is a solution of CGMNCQVLIP if 
and only if (x, u, v, w) satisfies the following relation: 
g{x) = J',^^^-^^\J{g{x)) - pJ{N[f[u), h{v), t{w))}] (4.4.2) 
where xe E,ue T{x), v e A{x), w G M{x), p > 0 and Jp"'^ '^'"^ ^ = (J + pd^i^{-, x))'^ 
is the J''-proximal mapping of </?(-, x). 
Algorithm 4.4.1. Let T,A,M:E-^ CB{E) be set-valued mappings, f,g,h,t: E -^ 
E, N : E X E X E -^ E, rj : E X E -^ E, J : E -^ E* he single-valued mappings with 
g{E) = E. Let ip : E x E -^ RU {+00} be a lower semicontinuous, ry-subdifferentiable 
proper functional on E satisfying g{E)r\dova.dnip{-,x) ^ 0. For any XQ G £;, WQ € T(io), 
Wo e A.{XQ) and WQ € M{XQ), compute the sequences {a;„}, {wn}, {un} and {«;„} by 
iterative schemes for solving CGMNCQVLIP such that 
u„€T(x„ ) , ||t/n+i - t/nll < (l + (n + l)-^)^(r(a;„+i) , T(x„)) 
WneA(Xn), \W^X-V^\\ < {l + in+l)-')H{A{x^+,),A{Xn)) 
Wn e M{xn), \\wn+i - «j„|| < (1 + (n + 1)"^) ?i(M(a;„+i), M(x-„)) (4.4.3) 
where p > 0 is a constant. 
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4.4.2. EXISTENCE A N D CONVERGENCE RESULT 
Theorem 4.4.2. Let T,A,M : E -^ CB{E) be Lipschitz continuous mappings witii 
Lipschitz constant Ar,A^ and \M respectively. Let f,g,h,t : E -¥ E are Lipschitz 
continuous mappings with Lipschitz constants A/, A^ ,, Xh and A^ , respectively and g 
is /c-strongly accretive {k e (0,1)) satisfying g{E) = E. Let r] : E x E -> E he 
Lipschitz continuous with Lipschitz constant r > 0 such that T]{x,y) = -v{y,x) for 
all X, y e E and for each given x e E, the function h{y, x) = {x* - J.x, r;(y, x)) is 
0-DQCV in y. Let N: ExExE-^Ehe AAr^-Lipschitz continuous, AA^,-Lipschitz 
continuous and AATj-Lipschitz continuous with respect to the first argument, second 
argument and third argument, respectively. Let ip : E x E -^ RU {+00} be such that 
for each x e E, (fi{-,x) is a lower semicontinuous, 77-subdifPerentiable proper functional 
satisfying g{x) e dom(c?,,c/?(-, x)). Let J : £^  -^ £^ * is rj-strongly monotone with constant 
a > 0 and A^-Lipschitz continuous. Suppose that there exists a constant p > 0 such 
that for each x,y e E, x* e E* 
||ja,^(.,x,0(^*)_j9.^(-,x.-:)(^*)|| < ^ | | a ;„-x„_i | | (4,4,4) 
and the following conditions are satisfied: 
2T'X]XI 3-/ /^ , , 
{2k + 3)a2 _ 4r2A2A2 + 2a2^2 
^<P<\lsr^ + {Xjv.XfXr + X^.XfXA + XN.XfXu? ^^'^'^^ 
then the iterative sequences {xn\, {wn}, {^n} and {wn} generated by Algorithm 4.4.1 
converges strongly to x, u, v and w, respectively and (a;,«, v^ w) is a solution of CGM-
NCQVLIP. 
Proof. For proof we refer to [7]. 
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CHAPTER V 
VARIATIONAL INCLUSIONS AND 
RESOLVENT EQUATIONS 
5.1. INTRODUCTION 
Fang and Huang [37] introduced a new class of ilf-accretive operators in the setting 
of Banach spaces and extended the concept of resolvent operators associated with the 
classical m-accretive operators to the new /f-accretive operators. A more general form 
of variational inclusion of Fang and Huang is introduced and studied by Ahmad and 
Ansari. They introduced the concept of if-resolvent equations. 
In the first section of this chapter results of Ahmad et al. [4] related to generalized 
variational inclusions and generalized resolvent equations are given and section second 
deals with the results of Ahmad and Ansari [8] related to variational inclusions with 
if-resolvent equations. 
5.2. GENERALIZED VARIATIONAL INCLUSIONS A N D GENERAL-
IZED RESOLVENT EQUATIONS IN BANACH SPACES 
Let T,F,P : E ->• CB{E) be set-valued mappings and 0 : E x E -^ E and 
h,g : E -^ E he single-valued mappings. Let A : E -^ 2^ he a set-valued mapping. 
In this section, we consider the following set-valued variational inclusion problem 
(SVVIP) introduced and studied by Ahmad et al. [4]. 
Find xe E,ue P{x), w G T{x) and q G F{x), such that 
Oeh{u) + e{w,q) + A{g{x)) (5.2.1) 
SPECIAL CASES: 
(i) li h = I the identity mapping and p = 0, then problem (5.2.1) is equivalent to 
find X e E,w G T{x), and q € F{x), such that 
Qeeiw,q) + A{gix)). (5.2.2) 
It is called generalized set-valued variational inclusion problem considered and 
studied by Chang et al [19]. 
(ii) U h = I the identity mapping and ^ = 0, then problem (5.2.1) reduces to the 
problem of finding x e E and u G P{x), such that 
Oeu + A{gix)) (5.2.3) 
which is called generalized set-valued implicit variational inclusion problem intro-
duced and studied by Huang [46]. When E = H is a, Hilbert space, this problem 
is studied in [47]. 
(iii) li E = H is a Hilbert space and A — dip, where tp : H ^ RU {-f-co} is a proper, 
convex, lower semicontinuous function on H and dip denotes the subdifferential 
of ip, then problem (5.2.1) is equivalent to find x e H, w e T(x), q € F{x) and 
u G P{x), such that 
{h{u) + 9{w, q), y - g{x)) > ip{g{x)) - ip{y), for all yeH (5.2.4) 
A variant form of this problem is considered by Ding [30]. 
5.2.1 ALGORITHM 
Lemma 5.2.1. The set of elements (x, w, w, q)^ where x e E,u e P(x), w G T'(x), and 
q G F{x) is a solution of problem (5.2.1) if and only if it is a solution of the following 
equation, 
g{x) = R^[g{x)-p{h{u)+e{w,q)}] 
where p > 0 is a constant. 
The following iterative Algorithm is used to compute the approximate solution of 
problem. (5.2.1). 
Algorithm 5.2.1. Let T,F,P : E -^ CB{E) be multivalued mappings and h : E -> E 
and 9 : E X E -^ E he single-valued mappings. Let ^ ; £" -^ £; be continuous and 
A;-strongly accretive mapping. For given 2:0 e E, UQ e P{xo), WQ e T{XQ), and 
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qo € F{XQ), compute the sequences {xn}, {un}, {wn}, and {?„} by iterative schemes 
such that 
- g{Xn) + R^lgiXn) - p{h{Un) + 0{Wn, Qn)}], 
U n e P ( X n ) , l|Wn " ^^n+l| | < D{P{Xn\P{x^^x)) + e ^ ^ i ^ ^ n " a^n+lH, 
Wn € T(x„), llton - Wn+ill < D(r(x„),^(xn+i)) + e"+1|x„ - a;„+i||, 
gn e F(xn), Ikn - Wil l < -D{F(a;„),F(x„+i)) + e"+'||x„ - a:„+i||, 
n = 0 , l , 2 , 3 , . . . (5.2.5) 
5.2.2. EXISTENCE A N D CONVERGENCE RESULT 
Theorem 5.2.1. Let .E be a real uniformly smooth Banach space with the module 
of smoothness TE,{£) < Ct^ for C > 0. Let A :£?—>• 2^ be an m-accretive mapping 
such that the resolvent operator associated with A is retraction and let T,F,P : E -^ 
CB{E) be D-Lipschitz continuous mappings with constants iji,t and 7, respectively. 
Let g : E -^ E he fc-strongly accretive and Lipschitz continuous with constant S. 
Assume that h : E -^ E is Lipschitz continuous with constant 5 and 9 : E x E -^ E 
is Lipschitz continuous in the first argument with respect to T and with constant a in 
the second argument with respect to F and with constant /3. If 
0 < (1 - 2A; + 64C52)^ + [5 + p(a/i + f3t - s^)] < 1, (5.2.6) 
then there exists x e E, we T{x), q e F{x), and u G P{x) satisfying problem (5.2.1) 
and the iterative sequences {a;„}, {wn}, {<?„}, and {Un} generated by Algorithm (5.2.1) 
converge strongly to a;, w, q, and u in E, respectively. 
Proof. Prom Algorithm (5.2.1), we have 
\\Xn+l-Xn\\ = \\Xn-giXn) + Rp{9{Xn)-p{h{Un)+9iWn,qn)}) 
- [ X „ _ i - g{Xn-l) + Rf{g{Xn-l) - p{hiUn-l) + e{Wn-l,qn-l)})]\\ 
< \\Xn - Xn-i - {g{Xn) - 9{Xn-l))\\ + \\Rf{Zn) - i ? ^ ( - 2 n - l ) ||, (5 .2 .7 ) 
where z^ = gixn) - p{h(un) + 9{wn,qn)}-
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By Lemma (1.3.2), we have 
\\Xn - Xn-1 - {g{Xn) " ^ ( i r i - l ) ) ||^ 
< \\Xn-Xn-lf + 2{-{g{Xn)-g{Xn-\)),j{Xn-Xn-l-{g{Xn)-g{Xn-l)))) 
= \\Xn - Xn-lf + 2{~{g{Xn) - g{Xn-l)), j{Xn " ^ n - l ) ) 
+ 2{-{g{Xn) - g{Xn-l)),j{Xn - Xn-\ - {g{Xn) " g{Xn~l)) ~ j{Xn ~ a^n-l))) 
^11 ii2 om^ ^ 112,4^2^ fM\gM-g{xn-i)\\^ 
< |):r„-:r„_i|| - 2k\\Xn - Xn-i\\ + 4d TE \ ^ I 
< ||X„ - Xn-lf - 2fcllx„ - Xn-lf + 64CMXn) - g{Xn-l)f 
<{l-2k + 6iCS^)\\Xn - Xn-lf, (5.2.8) 
and as Rf is nonexpansive, we have 
\\R^{z^)-R^{Zn-l)\\<\\Zn-Zn-^\\ 
= il^ (a;„) - p{h{un) + Oiwn,qn)} - [g{xn-i) - p{h{un-i) + ^(w„_i,g„_i)}]|| 
< \\g{Xn) -g{Xn-l)\\ +p\\9{Wn,qn) -d{Wn-l,qn-l)\\ - p\\h{Un) - h(Un-i)\\ 
= \\g{Xn) - g{Xn-l)\\ + p\\0{Wn,qn) - 9{Wn-lAn) + 0{Wn-uqn) " ^ ( ^ n - l , ^n-l)!! 
-p\\h{Un) -h{Un-l)\\ 
< \\g{Xn) - g{Xn-\)\\ -^ p\\0{Wn,qn) - ^ ( ^ n - l , ?n) || + p | | ^ (Wn- l , ^n) - ^ ( ^ n - l , ^n - l ) || 
-p\\h{un)-h{un-i)\\ (5.2.9) 
By using Lipschitz continuity of ^(.,.) in the first argument with respect to T and 
in the second argument with resect to F, and D-Lipschitz continuity of T, F, and P 
with constants p, t, and 7 respectively, we have 
\\9{Wn,qn) - 6{Wn-l,qn)\\ < a\\Wn - Wn~l\\ 
< a {D{T{xn),Tixn-i)) + e^xn - x„_i||) 
< a{i^ + e'')\\xn - Xn-i\l (5.2.10) 
\\e{Wn-uqn)-9{Wn-uqn~l)\\ < 0\\qn-qn-l\\ 
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<P{D{F{Xn),F{Xn-l))+€^ 
•^n •^n—1 j 
<0{t + e'')\\xn-Xn-il (5.2.11) 
and since h is Lipschitz continuous with constant s, we obtain 
\\h{Un) - h{Un-l)\\ < s\\Un " Wn-l|| 
Xn •^n—1 11 
< s ( 7 + e")||a;„-a;„_i||, (5.2.12) 
Prom (5.2.10)-(5.2.12), (5.2.9), can be written as 
\\R^{z^)-R^{Zn-l)\\ 
< S\\Xn-Xn-l\\+pa{fX+e'')\\Xn-Xn-l\\ 
+pp{t + e") \\Xn - Xn-1 II + ps(7 + e") Ikn - Xn-l || 
= [5 + paiix + e") + pP{t + e^) - ps(7 + e")]ila;„ - Xn-i\\. (5.2.13) 
By using (5.2.8) and (5.2.13), (5.2.7) becomes 
||Zn+i - Xn\\ < 0{€"-)\\Xn - Xn-l\\, 
where 
0(e") = (1 - 2A; + QiCS^)'^ +[6 + pci{n + e") + pl3{t + e") - /)s(7 + e")] 
= (1 - 2A; + 64C(52)i + [(5 + p(a// + ^ i - 57) + p(a + /? - s)e^]. 
Let ^ = (1 - 2A; + 64C52)i + [5 + /r,(a^ + /3t - 37)]. 
Since 0 < e < 1, it follows that 
^(e") ~^6, as n -> 00. 
From (5.2.6), we have 6* < 1, and consequently {xn} is a Cauchy sequence in E. 
Since £^  is a Banach space, there exists x e E, such that z„ -> 3; as n -^ 00, we have 
\\Wn - Wn-l\\ < D{T{Xn),T{Xn-l)) + C^Xr, - Xn-l\\ 
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< yU||z„ - X„_i|| + e"||x„ - Xn-l\\ 
< (/i + e") | |x„-x„_i | | , 
Ikn - Qn-lW < D{F{Xn), FiXn-l)) + e"||Xn - Xn-l\\ 
< t\\Xn - In-ill + e"-\\Xn " O^n-lll 
< (t + e")| |xn-a;n-i | | , 
iJWn - Wn-lll < D{P{Xn), P{Xn-l)) + e"|| ^ n '^ n—111 
< 7||a;n - 2;„_i|| + e"||x„ - a;„_i|| 
< (7 + e")| |a;„-x„_i| | , 
and hence, {wn}, {QU}, and {un} are also Cauchy sequences in E. Let tu„ -^ w e E, 
Qn -^ q & E, and Un ~^ u e E. Since T, F, P, ^, /i, ^ , and Rf are continuous in E, we 
have 
a: = X - g(x) + Rfigix) - p{h{u) + e{w, q)}]. 
Finally, it is proved that w G T{x), q G F{x), and M e -P(2:). In fact, since 
Wn € T(x„) and 
d(wn,T(x)) < max {d{'Wn,T{x)), sup (i(T(a;„),i>)} 
< max{ sup d(y,T{x)), sup d(T{xn)^v)} 
yeT{x) •u6T(i) 
= D(T(x„),T{x)) 
we have 
d{w,T{x)) < \\W -Wn\\+ d{Wn,T{x)) 
<\\w-Wn\\+DiT{Xn),T{x)) 
< \\w - Wn\\ + fJ,\\xn - xjl -> 0, as n -» +00, 
which implies that d{w,T{x)) = 0. Since T{x) e CB{E), it follows that w e T{x). 
Similarly, we can prove that q e F{x) and u e P{x). Then by Lemma (5.2.1), the 
result follows. 
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5.3. GENERALIZED RESOLVENT EQUATIONS 
In connection with problem (5.2.1), we consider the following generalized resolvent 
equation problem (GREP). 
Find z,x e E, ue P{x), w G T{x), and q G F{x), such that 
e{w,q) + h{u)+p-'J^z = 0, (5.3.1) 
where J^ — I - Rf, / i s the identity operator, Rf is the resolvent operator, and p > 0 
is a constant. The equation (5.3.1) is called generalized resolvent equation. 
When P is a constant mapping and h = 0, problem (5.3.1) is considered by Noor 
[65] in the setting of Hilbert spaces. 
The following proposition gives an equivalence between problem (5.2.1) and (5.3.1). 
Proposit ion 5.3.1. The problem (5.2.1) has a solution {x,u,'w,q) with x £ E, u 6 
P{x), w G T{x), and q G F(x) if and only if problem (5.3.1) has a solution (2, x, u, w, q) 
with z,x & E, u e P{x), w G T'(x), and q G F(x), where 
g{x) = R^z (5.3,2) 
z = g{x)-p{h{u) + e{w,q)}. (5.3.3) 
Proof. Let {x,u,w,q) be a solution of problem (5.2.1). Then by Lemma (5.2.1), it is 
a solution of the following equation, 
9{x) = R^[g{x)-p{h{u) + e{w,q)}]. 
Let z = [g(x) - p{h{u) + 9{w, q)}]. Then, we have g{x) = Rfz and 
z = Rfz-p{h{u)+e{w,q)} ^ h(u) + e{w,q)+p~^J^z = 0, 
that is (z, x, u, w, q) is a solution of problem (5.3.1). 
5.3.1. ALGORITHM 
On basis of Lemma 5.2.1, the following iterative Algorithm is established to compute 
the approximate solutions of problem (5.3.1). •^"^^'"\~~ • "r 
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Algorithm 5.3.1. For a given ^0,2:0 ^ E, UQ E P(xo), WQ G T{XO), and qo G F{xo), 
compute {zn}, {x„}, {u„}, {wn}, and {?„}, by the iterative schemes such that 
g{xr,) = R^Zn, (5.3.4) 
Mn e P{Xn), \\Un+l ~ «n| | < D{P{Xn+l), P{Xn)), (5.3.5) 
«;„ G T{Xn), \\Wn+l - WnW < D{T{Xn+l),T{Xn)), (5.3.6) 
Qn G i^ (x„) , ||g„+l - gnll < £ ' ( i^(Xn+l) , F{Xn)), (5.3.7) 
Zn+1 = ^(Xn) - p{h{Un) + 9{Wn, gn)} , (5.3.8) 
n = 0 ,1 ,2 ,3 , . . . 
5.3.2. EXISTENCE A N D CONVERGENCE RESULT 
Theorem 5.3.1. Let E be a real uniformly smooth Banach space with the module 
of smoothness TE{t) < Ct^ for C > 0. Let yl : £^  —>• 2-^  be an m-accretive mapping 
such that the resolvent operator associated with A is retraction and let T,F,P : E ^ 
CB[E) be D-Lipschitz continuous mappings with constants iJ.,t and 7, respectively. 
Let g : E -^ E he A;-strongly accretive and Lipschitz continuous with constant 6. 
Assume that h : E -¥ E is Lipschitz continuous with constant s and 9 : E x. E -^ E is 
Lipschitz continuous in the first argument with respect to T and with constant a, and 
in the second argument with respect to F and with constant /?. If 
0 < i ± M ^ < 1. (5A9) 
2 
where B = 2VT^-2k + Mc¥ and 
fip) = ' I + pjafj. + (3t) 1 - p{aiJ, + I3t)' 
then there exists z,x e E, u e P{x), w € T{x), and q G F{x) satisfying problem 
(5.3.1) and (5.3.3) and the iterative sequences {^n}, {xn}, {un}, {wn}, and {g„} 
generated by Algorithm (5.3.1) converge strongly to z, x, w, w and q in E, respectively. 
Proof. For proof we refer to [4]. 
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5.4. GENERALIZED VARIATIONAL INCLUSION A N D i^-RESOLVENT 
EQUATION WITH / / -ACCRETIVE OPERATORS 
Let N,W : ExE ^ E be two single-valued mappings and A,B,C,D:E-^ CB{E) 
be multi-valued mappings. 
In this section, we consider the following generalized variational inclusion problem 
(GVIP), introduced and studied by Ahmad and Ansari [8]: 
Find ue E, X e A{u), y € B{u), z e C{u) and w G D{u) such that 
OeN{x,y)-W{z,w) + M{u). (5.4.1) 
5.4.1. PRELIMINARIES A N D ALGORITHM 
The following Theorem is essential for proof of main problem. 
Theorem 5.4.1 [85]. Let E he a real uniformly smooth Banach space. Then E is 
Q-uniformly smooth if and only if there exists a constant Cg > 0 such that for all 
X, y G E, 
\\x + yr<\\xr + q{y,Ux)) + cM\'-
The following Lemma shows the equivalence between problem (5.4.1) and a fixed 
point problem. 
Lemma 5.4.1. Let H : E -^ E he a, strictly accretive operator and M : E -^ 2^ he 
an .f/'-accretive multivalued mapping. Then (u,x,y,z,v), where u e E, x e A{u)^ y e 
B{u), z 6 C{u) and v G D{u), is a solution of problem (5.4.1) if and only if it satisfies 
u = Rl^x[H{u) - \{N{x, y) - W{z, w)}], (5.4.2) 
where A > 0 is a constant. 
Proof. Let u satisfy (5.4.2). Then by using the definition of //-resolvent operator 
-^ M,A' we have 
u = {H+ XMy^[H{u) - X{N{x,y) - W{z, v)}] 
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H{u) - X{N{x, y) - W{z, v)} e H{u) + XM{u) 
-{N{x,y) -W{z,v)} & M{u) 
<;=» 0 e N{x, y) - W{z, v) + M{u). 
Algorithm 5.4.1. For a given UQ e E, XQ e A(UQ), yo G B{uo), ZQ e C{uo) and 
vo G D{uo), compute Un+i, Xn+i, yn+u Zn+i, and Vn+i, by the following rules: 
Wn+l = RMAH{U) - X{N{Xn,yn) " W{z^,V^)}l (5.4.3) 
Xn+1 e A{Un+l), \\Xn+l - Xn\\ < 'H(A(w„+i) , A ( u „ ) ) , (5.4.4) 
yn+1 G B{Un+l), \\yn+\ - yn\\ < ' H ( S ( u „ + i ) , B{Un)), (5.4.5) 
Zn+1 G C{Un+i), \\Zn+l - Zn|| < ?^(C(xx„+i), C ( u „ ) ) , (5.4.6) 
Vn+l G I)(Wn+l), hn+l - Vn\\ < n{D{Un+l), D{Un)), (5.4.7) 
n = 0,1, 2 , 3 , . . . , where A > 0 is a constant. 
5.4.2. EXISTENCE A N D CONVERGENCE RESULT 
The following existence result gives the solution of problem (5.4.1) and convergence 
of iterative sequences generated by Algorithm (5.2.1). 
Theorem 5.4.2. Let £• be a real g-uniformly smooth Banach space and let H : E -^ E 
be a strongly accretive and Lipschitz continuous operator with constants r and r, 
respectively. Let A'' and W be both Lipschitz continuous in both arguments with 
constants X/^^, X^^ ^^^ ^^Wi^ -^ ^^ 21 respectively, also let A, B, C and D be H-Lipschitz 
continuous with constants a, 0, 7 and /x, respectively. Suppose that M : £• —> 2-^  is 
an //-accretive multivalued mapping and there exists A > 0 such that 
0 < ^ (r'' - {q' - X%)[{XN,a + XN^P)' - {q - c^){Xw,l + Xw^lA']')' < 1, 
(5.4.8) 
where Cg is same as in the Theorem (5.4.1). Then there exists a unique solution 
{u,x,y,z,v) of problem (5.4.1) and the iterative sequences {w„}, {x„}, {yn},{zn}, and 
{vn} generated by Algorithm (5.4.1) converge strongly to u,x,y,z and v, respectively. 
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Proof. For proof we refer to [8]. 
5.5. ^/-RESOLVENT EQUATIONS 
In connection with problem (5.4.1), we mention the following //-resolvent equation 
problem (//-REP): 
Find s,ue E,x e A(u),y E B(u),z G C{u),v e D{u) such that 
N{x,y) - Wiz,v) -f A-V^,,(5) = 0, (5.5.1) 
where JM\ — ^~^i^M A)' ^ ^^ ^^^ identity operator, R^^ ^^ is the //—resolvent operator 
and A > 0 is a constant. The equation (5.4.1) is called //-resolvent equation. 
When H is the identity map, (5.4.1) is called resolvent equation. In this case, for 
C and D are single-valued identity mappings and W{u, u) = —h{u), where h : E -^ E, 
then the above problem is introduced and studied by Ahmad et al. [4]. 
The following proposition gives an equivalence between problem (5.4.1) and (5.5.1). 
Proposit ion 5.5.1. The problem (5.4.1) has a solution {u,x,y,z,v) with u e E,x E 
A{u),y G B{u),z G C(w), and v G D{u) if and only if problem (5.5.1) has a solution 
(s,u,X,y, z, v) with s,u G E,x e A{u),y G B{u), z G C{u), and v G D{u), where 
u = R^^,{s) (5.5.2) 
and 
s^H{u)-X{N{x,y)-W{z,u)}. (5.5,3) 
A > 0 is constant 
Proof. Let {u,x,y, z,v) be a solution of problem (5.4.1). Then by Lemma (5.4.1), it 
is a solution of the following equation 
u = RZ,,[H{U) - X{Nix, y) - W{z, v)}] (5.5.4) 
Let s = H{u) - X{N{x,y) - W{z,v)}, then from (5.5.4), we have u = R^xis)-
By using the fact Jj^^^ = I - H{Rj^^^), we obtain 
s = HiRl,(s)) - X{N{x, y) - Wiz, v)} 
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^ ,s - / - / « , , ( . s ) ) - -X[N{x,y) - W{z,v)} 
^ [I- H{Rl,)]{s) = ~X{Nix,y) - W{z,v)} 
^ J^Js) = -X{N{x,y)-W{z,v)}. 
Hence, N{x,y) - W{z,v) + X'^JJ^^^is) = 0. 
5.5.1. ALGORITHM 
Based on Proposition 5.5.1, we have the following iterative method to compute the 
approximate solution of problem (5.5.1). 
Algori thm 5.5.1. For any given SO,MO ^ E, XQ G A{UO), yo G B{uo), ZQ G C{UQ) 
and VQ 6 D{UQ), compute {5„}, {M„}, {xn}, {yn], [zn], and {f„}, by the iterative 
schemes: 
Wn+l = RM,x{^n+\)-, (5.5.5) 
Xn+i e A{Un+l), l k n + 1 " a^nll < 'H{A{Un+\), A ( u „ ) ) , (5 .5 .6 ) 
y „ + l G B{Un+l), | | t /n+l - VnW < H{B{Un+i), B{Un)), (5 .5 .7 ) 
Zn+l G C ( u „ + i ) , ||.Zn+l - ZnW < H{C{Un+l), C(Un)), (5 .5 .8) 
f „ + l G / ^ ( U n + i ) , | |Vn+l - ^^nll < H{D{Un+\), D{Un)), (5 .5 .9 ) 
S„+i = H{Un) - X{N{Xn, yn) - W{Zn, f n ) } - (5 .5 .10 ) 
n = 0 ,1 ,2 ,3 , . . . , where A > 0 is a constant. 
5.5.2. EXISTENCE A N D CONVERGENCE RESULT 
The following existence result gives the solution of problem (5.5.1) and convergence 
of iterative sequences generated by Algorithm (5.5.1). 
Theorem 5.5.1. Let E be a real g-uniformly smooth Banach space and H : E -^ E 
be a strongly accretive and Lipschitz continuous operator with constants r and r, 
respectively. Let A'' and W be both Lipschitz continuous in both arguments with 
constants A;vi, Ayvj and Xw^, Xw2, respectively, also let A, J5,C and D be "H-Lipschitz 
continuous with constants a, /3, 7 and ^, respectively. Suppose that M : E ^ 2^ 
60 
is an //-accretive multivalued mapping and there exists A > 0 such that condition 
(5.4.8) holds. Then there exists a unique solution {s,u,x,y,z,v) of problem (5.5.1) 
with s,u e E, X e A{u), y G B{u), z G C{u) and v e D{u), and the iterative 
sequences {5„}, {wn}, {^n}, {?/n}, {-^ n}, and {vn} generated by Algorithm (5.5.1) 
converge to s,u, x,y, z and v strongly in E, respectively. 
Proof. For proof we refer to [8]. 
61 
BIBLIOGRAPHY 
1. ADLY, S., Perturbed algorithms and sensitivity analysis for a general class of 
variational inclusions, J. Math. Anal. AppL, 201 (1996), 609-630. 
2. AGARWAL, R.P. CHO, Y.J and HUANG, N.-J., Stability of iterative proce-
dures with errors approximating common fixed points for a couple of quasi-
contractive mappings in q'-uniformly Smooth Banach spaces with applications, 
J. Math. Anal. AppL, 272 (2002), 435-447. 
3. AHMAD, R., SIDDIQI, A.H. and KHAN, Z., Proximal point algorithm for gen-
eralized multi-valued nonlinear quasi-variational-hke inclusions in Banach spaces, 
Appl. Math. Comput, 163 (2005), 295-308. 
4. AHMAD, R., ANSARI, Q.H., IRFAN, S.S., Generalized variational inclusions 
and generalized resolvent equations in Banach spaces, Comput. Math. Appl. 
(2005). 
5. AHMAD, R. and ANSARI, Q.H., An iterative algorithm for generalized nonlinear 
variational inclusions, Appl. Math. Lett., 13(5) (2000), 23-26. 
6. AHMAD, R., ANSARI, Q.H, IRFAN, S.S., On generalized mixed co-quasi-variational 
inequalities with noncompact valued mappings, Bull. Austral. Math. Soc.,70 
(2004), 7-15. 
7. AHMAD, R. and IRFAN, S.S., On completely generalized multivalued nonlinear 
co-quasi-variational-Hke inclusions. Accepted for pubUcation in Appl. Math. 
Comput. 
8. AHMAD, R. and ANSARI, Q.H., Generalized variational inclusions and H-resolvent 
equations with H-accretive operators. Submitted in Appl. Math. Comput. 
9. AHMAD, R., KHALIQ, A., IRFAN, S.S., Completely generalized nonlhiear variational-
hke inclusions with non-compact set-valued mappings, Nonlinear Anal. Forum, 
7(2) (2002), 159-166. 
10. ALBER.YA., Metric and generalized projection operators in Banach spacesiproperties 
and applications, Theory and Applications of Nonlinear operators of Accretive 
and Monotone Type, Lecture Notes In Pure And Appl. Math. Vol. 178, Dekker, 
New York, 1996. 
11. ALBER.YA., and YAO.J.C, Algorithm for generalized multivalued co-variational 
inequaUties in Banach spaces, Funct. Differ. Equ. 7(2000), 5-13. 
12. AUBIN, J.P. and Ekland, I, Applied Nonlinear Analysis, John Wiley and Sons, 
New York, (1984). 
13. BAIOCCHI, C. and CAPELO, A., Variational and Quasi-variational Inequali-
ties: Applications to Free Boundary Problems, John Wiley and Sons, New York, 
1984. 
14. BANYAMINI, Y. and LINDENSTRAUSS, J., Geometric Nonlinear Functional 
Analysis I, AMS Colloquium Publications, Vol. 48, 2000. 
15. BARBU, v., Nonhnear Semigroups and Differential Equations in Banach spaces, 
Int. Leyden, The Netherlands (1976). 
16. CHANG, S.-S., The Mann and Ishikawa iterative approximation of solutions to 
variational inclusions with accretive type mappings, J Comput. Math. Appl., 
37(9) (1999), 17-24. 
17. CHANG, S.S., Set-valued variational inclusions in Banach spaces, J. Math. Anal. 
Appl, 248 (2002), 438-453, 
18. CHANG, S.S., CHO, Y.J., JUNG, J.S., and KANG, S.M., Iterative approxi-
mation of fixed points and solutions for strongly accretive and strongly pseudo-
contractive mappings in Banach spaces, J. Math. Anal. Appl, 224 (1998), 
149-165. 
19. CHANG, S.S., CHO, Y.J., LEE, B.S. and JUNG, I.H., Generalized set-valued 
variational inclusions in Banach spaces, J. Math. Anal Appl, 246(2) (2000), 
409-422. 
63 
20. CHANG,S.S., KIM, K.J and KIM, K.H., On the existence and iterative ap-
proximation problems of solutions for set-valued variational inclusions in Banach 
Spaces,/ Math. Anal. AppL, 268 (1) (2002), 89-108. 
21. CHIPOT, M., Elements of nonlinear analysis Birkhauser Verlag, Berlin 2000. 
22. COTTLE, R.W., GIANNESSI, F. and LIONS, J.L., Variational Inequalities and 
Complementarity Problems, Theory and Applications, John Wiley and Sons, New 
York, 1980. 
23. COHEN, C , Auxiliary problem principle extended to variational inequaUty, J. 
Optim. Theory. Appl, 59(2) (1988), 325-333. 
24. DEIMLING, K., Nonlinear Functional Analysis, Springer-Verlag, Berlin, 1985 
25. DEMYANOV, V.E., STAVROUTAKIS, G.E., POLYAKOV, L.N. and PANA-
GIOTOPOLOUS, P.D., Quasi-differentiability and Nan smooth Modeling in Me-
chanics, Engineering and Economics, Kluwer Academic Publishers, Dordrecht, 
1996. 
26. DING, X.P., Generalized strongly nonlinear quasi-variational inequalities., J. 
Math. Anal. AppL, 173 (1993), 577-587. 
27. DING, X.P., General algorithm of solutions for nonlinear variational inequalities 
in Banach spaces, Comput. Math. Appl., 34(9) (1997), 131-137. 
28. DING, X.P., General algorithm for nonlinear variational-like inequalities in re-
flexive Banach space, Indian J. Pure. Appl. Math., 29(2) (1998), 109-120. 
29. DING, X.P. and XIA, F.Q., A new class of completely generalized quasi-variational 
inclusions in Banach spaces, J. Comput. Appl. Math. , 147 (2002), 369-383. 
30. DING, X.P., Perturbed proximal point algorithms for generalized quasi-variational 
inclusions, J. Math. Anal. Appl., 210 (1997), 88-101. 
31. DING, X.P., Proximal point algorithms with errors for generalized strongly non-
hnear quasi-variational inclusions, Appl. Math. Mech., 19(7) (1998), 597-602. 
64 
32. DING, X.P., Generalized quasi-variational-like inclusions with non convex func-
tionals, Appl. Math. Comput, 122 (2001), 267-282. 
33. DING, X.P. and LOU, C.L., Existence and algorithm for solving some generalized 
mixed variational inequaUties, Comput. Math. Appl., 27(3) (1999), 23-30. 
34. DING, X.P. and LOU, C.L., Pertm-bed proximal point algorithms for general 
quasi-variational-like inclusions, J. Comput. Appl. Math., 113(1-2) (2000), 153-
165. 
35. DING, X.P. and TAN, K.K., A minimax inequality with applications to existence 
of equilibrium point and fixed point theorems, Colloq. Math., 63 (1992), 233-247. 
36. DUVAUT, G. and LIONS, J.L., Inequalities in Mechanics and Physics, Springer-
Verlag, Berlin, 1976. 
37. FANG, Y.-P. and HUANG, N.-J., iif-accretive operators and resolvent operator 
technique for solving variational inclusions in Banach spaces, Appl. Math. Lett., 
17 (2004), 647-653. 
38. FICHERA, G., Problem! elastostalici con vincoli unilaterli: II problema di Singnorini 
con ambigue condizioni al contorno (Italian), Atti. Accad. Naz. Lincei Mem. CI. 
Sci. Fis. Mat. Nat. Sez., I 7(8) (1963/1964), 91-140. 
39. GIANNESSI, Theorems of alternative, quadratic programs and complementar-
ity problems. Variational inequahties and complementarity problems, (Edited 
by Cottle, R.W., Giannesi, F., Lions, J.L.), John Wiley and Sons, chichester, 
England, 1980. 
40. GIANNESSI, F. and MAUGERI, A., Variational Inequalities and Network Equi-
librium Problems, Plenum Press, New York, 1995. 
41. GLOWINSKI, R., LIONS, J.L. and TREMOLIERES, R., Numerical Analysts of 
Variational Inequalities, North-Holland Publishing Co., Amsterdam, New York, 
1981. 
65 
42. GOEBEL, K. and REICH, S., Uniform Convexity, Hyperbolic Geometry and Non-
expansive Mappings, Marcel Dekker, New York, 1984, 
43. HARKER, P.T. and PANG, J.S., Finite-dimensional variational inequality and 
nonlinear complementarity problems: a survey of theory, algorithms and appli-
cations. Math. Program. Ser., B48(2) (1990), 161-220. 
44. HASSOUNI, A. and MOUDAFI, A., A perturbed algorithm for variational in-
clusions, J. Math. Anal. AppL, 185 (1994), 706-712. 
45. HUANG, N.-J., Generalized nonlinear variational inclusions with noncompact 
valued mappings, Appl. Math. Lett, 9(3) (1996), 25-29. 
46. HUANG, N.-J., A new class of generalized set-valued implicit variational inclu-
sions in Banach spaces with an applications, Comput. Math. Appl, 41 (2001), 
937-943. 
47. HUANG, N.-J., A new completely general class of variational inclusions with 
noncompact valued mappings, Comput. Math. Appl, 35(10) (1998), 9-14. 
48. HUANG, N.-J., On the generalized impHcit quasi-variational inequalities, J. 
Math. Anal. Appl, 216 (1997), 197-210. 
49. HUANG, N.-J., Mann and Ishikawa type perturbed iterative algorithms for gen-
eralized nonlinear implicit quasi-variational inclusions. Computers. Math. Appl.. 
35(10) (1998), 1-7. 
50. ISAC, G., Complementarity Problems, Lecture Notes of Mathematics,Vol 1528, 
Springer-Verlag, Heidelberg, 1992. 
51. ISAC, G., BULAVSKY, V.A. and KALASHNIKKOV, V.V., Complementarity, 
Equihbrium, Efficiency and Economics, Kluwer Academic Publishers, Dordrecht, 
Boston, London, (2002). 
52. JOU, R. and VAO, J.C. , Algorithm for generalized multi-valued variational 
inequalities in Hilbert spaces, Comput. Math. Appl., 25 (1993), 7-13. 
66 
53. KINDERLEHRER, D. and STAMPACCHIA, G., An Introduction to Variational 
Inequalities and Their Applications, Academic Press, New York, 1980. 
54. LIONS, J.L. and STAMPACCHIA, C , Variational inequalities, Comm. Pure 
Appl Math., 20 (1967), 493-519. 
55. MOUDAFI, A. and NOOR, M.A., Sensitivity analysis for variational inclusions 
by Wiener-Hopf equation technique, J. Appl. Math. Stochastic Anal, 12 (1999), 
223-232. 
56. NAG\]RNEY, A., Network Economics: A Variational Inequality Approach, Kluwev 
Academic Publishers Group, Dordrecht, (1993). 
57. NADLER, S.B.Jr., Multi-valued contraction mappings, Pacific. J. Math., 30 
(1969), 475-488. 
58. NOOR, M.A., Set-valued mixed quasi-variational inequalities and implicit resol-
vent equation. Math. Com,put. Modeling., 29 (5) (1999), 1-11. 
59. NOOR, M.A., Some recent advances in variational inequalities I, New Zealand J. 
Math., 26 (1997), 53-80. 
60. NOOR, M.A., Some recent advances in variational inequahties II,, New Zealand 
J. Math., 26 (1997), 229-255. 
61. NOOR, M.A.,Sensitivity analysis of quasi-variational inequalities, J. Optim. The-
ory Appl, 95 (2) (1997). 399-407. 
62. NOOR, M.A., Generalized multi-valued quasi-variational inequaUties, Comput. 
Math. Appl, 35(5) (1998), 63-78. 
63. NOOR, M.A., and NOOR, K.I., Sensitivity analysis for quasi-variational inclu-
sions, J. Math. Anal Appl, 236 (1999). 290-299. 
64. NOOR, M.A., Strongly nonlinear variational inequalities, C./?. Afat/i. Rep. Acad. 
Sci.CanadaA (1982), 213-218. 
67 
65. NOOR, M.A., Generalized set-valued variational inclusions and resolvent equa-
tions, J. Math. Anal. Appl, 228 (1998), 206-220. 
66. NOOR, M.A., Equivalence of variational inclusions with resolvent equations, 
Nonlinear Anal, 41 (2000), 963-970. 
67. NOOR, M.A., Some algorithms for general monotone mixed variational inequal-
ities, Math. Comput. Modeling, 29(7) (1999), 1-9. 
68. NOOR, M.A., NOOR, K.I. and RASSIAS, T.M., Some aspects of variational 
inequalities, J. Comput. Appl. Math., 47 (1993), 285-312. 
69. NOOR, M.A., NOOR, K.I. and RASSIAS, T.M., Set-valued resolvent equations 
and mixed variational inequalities, J. Math. Anal. Appl., 220 (1998), 741-759. 
70. NOOR, M.A. and RASSIAS, T.M., Resolvent equations for set-valued mixed 
variational inequahties, Nonlinear Anal., 42 (2000), 71-83. 
71. PARIDA, J., SAHOO, M. and KUMAR, A., A variational-like inequality prob-
lem. Bull. Austral. Math. Soc, 39 (1989), 225-231. 
72. PATRIKSSON,M., Nonhnear Programming and variational inequality problem, 
A unified Approach, Kluwer Academic Publisher,Dordrecht, (1999). 
73. PETERSHYN, W.V., A characterization of strictly convexity of Banach spaces 
and other uses of duahty mappings, J. Funct. Anal, 6 (1970), 282-291. 
74. SALAHUDDIN and AHMAD.R., GeneraHzed multi-valued nonlinear quasi varia 
tional-like inclusion, Nonlin. Anal. Forum., 6(2) (2001), 409-416. 
75. SHI, P., An iterative method for obstacle problem via Green's function. Nonlinear 
Analysis., 15 (1990), 339-344 
76. SHI, P., Equivalence of variational inequalities with Wiener-Hopf equations, Proc. 
Amer. Math. Soc, 111 (1991), 339-346. 
68 
77. SIDDIQI, A.H. and ANSARI, Q.H., Strongly nonlinear quasi-variational inequal-
ities, J. Math. Anal. AppL, 149 (1990), 444-450. 
78. SIDDIQI, A.H. and AHMAD, R., An iterative algorithm for generalized nonlinear 
variational inclusions with relaxed strongly accretive mapping in Banach spaces. 
IJMMS., 20 (2004) ,1035-1045. 
79. SIDDIQI, A.H. and ANSARI, Q.H., An algorithm for a class of quasi variational 
inequalities. J. Math. Anal. AppL, 145 (1990), 413-418. 
80. TAA, A., The maximaUty of the sum of monotone operator in Banach space 
and application to hemivaritional inequalities. J. Math. Anal. AppL,204 (19%), 
693-700. 
81. TAKAHASHI, W. and KIM, G.E., Strong convergence of approximates to find 
points of nonexpansive non self-mappings in Banach Spaces. Nonlinear Anal.. 
32 (1998), 447-454. 
82. UKO, L.U., Strongly nonlinear generalized equations. J. Math. Anal. AppL. 
220 (1998), 65-76. 
83. VERMA, R.U., Iterative algorithms for variational inequahties and associated 
nonlinear equations involving relaxed Lipschitz operators. AppL Math. Lett. 9(4) 
(1996), 61-63. 
84. VERMA, R.U., On generalized variational inequalities involving relaxed Lipschitz 
and relaxed monotone operators. J. Math. AnaL AppL, 213 (1997), 387-392. 
85. XU, H.K., Inequalities in Banach spaces with applications, Nonlinear Anal., 
16(12) (1991), 1127-1138. 
86. YUAN, X.Z., KKM Theory and Apphcations in Nonlinear Analysis, Marcel 
Dekker, (1999). 
69 [[y^{ • •••• - - ^ ' / ,^ \\> 
