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Density matrix embedding theory (DMET) [Phys. Rev. Lett., 109, 186404 (2012)], introduced
a new approach to quantum cluster embedding methods, whereby the mapping of strongly cor-
related bulk problems to an impurity with finite set of bath states was rigorously formulated to
exactly reproduce the entanglement of the ground state. The formalism provided similar physics
to dynamical mean-field theory at a tiny fraction of the cost, but was inherently limited by the
construction of a bath designed to reproduce ground state, static properties. Here, we generalize
the concept of quantum embedding to dynamic properties and demonstrate accurate bulk spectral
functions at similarly small computational cost. The proposed spectral DMET utilizes the Schmidt
decomposition of a response vector, mapping the bulk dynamic correlation functions to that of a
quantum impurity cluster coupled to a set of frequency dependent bath states. The resultant spec-
tral functions are obtained on the real-frequency axis, without bath discretization error, and allows
for the construction of arbitrary dynamic correlation functions. We demonstrate the method on
the 1D and 2D Hubbard model, where we obtain zero temperature, thermodynamic limit spectral
functions, and show the trivial extension to two-particle Green functions. This advance therefore
extends the scope and applicability of DMET in condensed matter problems as a computationally
tractable route to correlated spectral functions of extended systems, and provides a competitive
alternative to dynamical mean-field theory for dynamic quantities.
I. INTRODUCTION
Dynamic correlation functions are directly probed in
spectroscopic methods, and describe the transport, opti-
cal, magnetic and wider electronic structure properties of
materials. As such, their accurate computation is highly
sought after. However, few robust approaches exist for
strongly correlated materials1. The difficulty is in si-
multaneously requiring both an accurate treatment of
the electron correlations beyond mean-field density func-
tional or low-order perturbation theory for the ground
state and excitation spectrum, as well as modeling a sys-
tem of sufficient size to reach the thermodynamic limit
and avoid spurious finite size effects. In general, only
mean-field electronic structure methods are computation-
ally cheap enough to access the required system sizes, and
so there is a pressing need for methods with mean-field
computational scaling, which can correctly describe the
excitation spectrum in strongly correlated materials.
A zero-temperature dynamic correlation function can
be defined in the frequency domain as
G(ω; Xˆ, Vˆ ) = 〈Ψ(0)|Xˆ†
1
ω − (H − E0) + iη
Vˆ |Ψ(0)〉, (1)
with the one-particle Green functions defined with Vˆ and
Xˆ being single annihilation/creation operators with ap-
propriate time-ordering. Spectral functions are then de-
fined as A(ω) = − 1
pi
ℑ[G(ω)], where the spectral broad-
ening is given by the small imaginary component of the
energy, η, which regularizes the correlation function. The
single particle density of states, experimentally measured
∗ george.booth@kcl.ac.uk
by scanning tunneling or photoemission spectroscopy, is
the spectral function of the one-particle Green function.
Two-particle spectral functions are also highly sought af-
ter, such as the two-hole propagator probed with Auger
spectroscopy2, or the particle-hole Green function that
gives the optical conductivity, polarizability and magne-
tizability, and are key descriptors in Raman spectroscopy
and the mechanism of high-Tc superconductivity
3–5.
One method which has revolutionized the computa-
tional description of strongly correlated spectral func-
tions is dynamical mean-field theory (DMFT, or Cluster-
DMFT for a multi-site extension)6–8. In DMFT, a single
unit cell (or site) in the bulk is viewed as a quantum im-
purity, described by its local, one-particle Green function,
and is self-consistently embedded with a non-interacting
self-energy (hybridization) from its environment. The
quantum impurity problem is then solved via an ‘im-
purity solver’, such as continuous-time quantum Monte
Carlo (CT-QMC)9 or exact diagonalization (ED)10. A
success of the approach is that the non-trivial physics in
the limit of a high dimensional system can be solved ex-
actly, as the correlated corrections to the Green function
are then local. However, there are some formal draw-
backs of the DMFT formulation. The essential problem
is that DMFT maps the infinite bulk onto a quantum im-
purity plus infinite bath problem, which while obviously
far simpler, is still numerically challenging to solve.
If CT-QMC is used as an impurity solver to integrate
over this infinite bath (or indeed general quantum Monte
Carlo approaches in isolation), then spectral functions
are obtained only on the imaginary frequency axis, re-
quiring unstable analytic continuation onto the real fre-
quency axis, which can wash out subtle or sharp features
of the spectra9,11. Accessing low temperatures or arbi-
trary interactions produces Fermion sign problems, which
2can require millions of computer-hours to stabilize, even
for a modest number of impurity sites. On the other
hand, exact diagonalization suffers from bath discretiza-
tion error in the spectra due to the need for a second,
approximate mapping of the hybridization (at all frequen-
cies) to a representation by a finite number of bath sites
with frequency independent energies and couplings12. In
addition, since DMFT is formulated via the Dyson equa-
tion on the one-particle Green function, other spectra
such as the two-particle Green function and optical spec-
tra are difficult to obtain, formally requiring expensive
vertex corrections3. Other methods to calculate spec-
tra of correlated extended systems, such as the dynami-
cal density matrix renormalization group13 or perturba-
tive methods14 are often limited to certain correlation
strengths, system sizes or spatial dimensions.
Here, we avoid many of these issues, by extending the
idea of quantum embedding of wavefunctions rather than
Green functions, to compute general dynamical correla-
tion functions. The framework, which we term density
matrix embedding theory (DMET) was introduced for
embedding of ground state wavefunctions in Ref. 15, with
extensions to long-range Hamiltonians and broken sym-
metry ground states found in Refs. 16–19. The essential
idea for static quantities is that the Schmidt decompo-
sition of a mean-field bulk state defines a manifestly fi-
nite quantum impurity mapping: for a cluster of l impu-
rity sites there are (at most) l bath sites. The mapping
is exact in the non-interacting and local limits, similar
to DMFT, but has no bath discretization error. Fur-
thermore, because it is a mapping to a finite quantum
problem, it is orders of magnitude cheaper numerically
to solve the resultant quantum system, while the accu-
racy of DMET compares very favorably (and can exceed)
that of DMFT.
Here, we show that for dynamic quantities, the Schmidt
decomposition of a mean-field bulk response vector yields
a similar finite quantum impurity mapping that renders
spectra exact in the non-interacting and local excitation
limits. This ‘spectral DMET’ possesses advantages com-
pared to DMFT. The finite quantum impurity mapping
results in numerically simple calculations of spectral func-
tions (no frequency point in these results took more than
a minute on a single computing core), while eliminating
bath discretization error of DMFT+ED calculations. In
addition, since the method is formulated in terms of a
general response vector, it is not restricted in the type or
rank of perturbing operators that it can consider, with
two-particle Green functions available within the same
framework at a comparable computational cost to the
single particle Green functions. A major contrasting fea-
ture of the approach compared to DMFT+ED is that the
bath space and couplings change continuously with fre-
quency, which is a major factor in the compactification of
the bath. This frequency-dependent bath space can then
exactly represent the entanglement between the impurity
and its environment at a given frequency, as defined by a
global mean-field response function. Furthermore, since
this bath is not fit and can be algebraically constructed
based on real frequency values, direct evaluation of the
correlated spectral function on the real frequency axis is
straightforward.
The approach will be demonstrated for the Hubbard
model, defined by the Hamiltonian in the site basis as
H = −t
∑
〈ij〉,σ
(a†i,σaj,σ +h.c.) +U
∑
i
(ni,↑ −
1
2
)(ni,↓ −
1
2
).
(2)
This is one of the key unresolved models in the electronic
structure of correlated materials, encapsulating the com-
peting effects of kinetic energy and Coulomb repulsion,
which can give rise to correlation driven phase transi-
tions and the Mott–Hubbard physics of many transition
metal oxides20, including qualitative features of high-Tc
superconductivity4,5,21. Where possible, we compare to
one-dimensional exact results from the Bethe Ansatz22,23,
as well as benchmark 1D and 2D cluster DMFT calcula-
tions at half-filling and under doping24–26. In addition,
we compute local two-particle Green functions.
II. METHODOLOGY
We first recap the DMET quantum embedding formal-
ism introduced for the ground state to familiarize the
approach and enable similarities with the spectral adap-
tation to be emphasized, with more details provided in
Ref. 15 and 16 and 19. The quantum impurity model and
bulk properties are defined in the following steps.
1. From the ground state of a one-particle Hamilto-
nian defined over the lattice, h, a single Slater de-
terminant, |φ(0)〉, is variationally minimized.
2. A set of local ‘impurity’ sites are chosen, spanned
by the states {|α〉}. The formal Schmidt decompo-
sition of |φ(0)〉 =
∑
αβ φαβ |α〉|β〉 over this impurity
space yields a set of bath states, {|β〉}, whose Fock
space is the same dimension as the impurity space.
For the case of the decomposition of a single Slater
determinant, {|β〉} takes the form of a set of sin-
gle particle states multiplied by a determinant of
the states remaining in |ψ(0)〉 which are rendered
uncoupled via h to the impurity space by the pro-
cedure.
3. The interacting quantum impurity plus bath Hamil-
tonian is constructed by projecting H into this
basis of {|α〉} ⊗ {|β〉} as H ′ = PHembP , with
P =
∑
αβ |αβ〉〈αβ|. This space spans the exact
entanglement of the impurity to its environment
within |φ(0)〉, and is now independent of the to-
tal number of sites in the system. To avoid double
counting of correlation effects, Hemb is defined as
the fully-interacting H over the impurity, while the
one-particle h′ is used over the rest of the space.
4. H ′|Ψ(0)〉 = E0|Ψ
(0)〉 is solved for the wavefunction
over the quantum impurity and bath, |Ψ(0)〉.
5. A one-particle, Hermitian potential defined over the
impurity space, u, is obtained in order to match the
elements of the one-body density matrix of |φ(0)〉
and |Ψ(0)〉. This interaction potential mimics some
of the longer-ranged correlation effects, and controls
the effective number of particles on the impurity
cluster.
36. This defines the new one-particle lattice Hamilto-
nian, h′ = h + u (where u is periodically repeated
across the lattice), from which the process can be
repeated until self-consistency.
7. Static, local expectation values are defined as
〈Ψ(0)|Oˆ|Ψ(0)〉, while non-local expectation values,
such as the energy for the impurity cluster, can be
defined through a partial trace of the density ma-
trices with the Hamiltonian, as defined in Ref. 15
and 19.
We now generalize to dynamic quantities. This re-
quires the construction of a set of frequency-dependent
bath states, into which the interacting dynamic response
equations are projected. This procedure exactly embeds
the local spectrum in the response of the entire (formally
infinite) lattice, as defined by a response vector, |φ(1)(ω)〉
constructed from the one-particle Hamiltonian, h′.
1. The one-particle response vector is obtained from
the solution to
|φ(1)(ω)〉 = [ω − (h′ − ε0) + iη]
−1
Vˆ |φ(0)〉
= Rˆ(ω)
∑
αβ
φ
(0)
αβ |α〉|β〉. (3)
where Rˆ(ω) is the response operator relating |φ(0)〉
and |φ(1)(ω)〉.
2. The operator R(ω) is decomposed into separate
operators as R(ω) =
∑
i Aˆ
(i)(ω)Bˆ(i)(ω), where
Aˆ(i)(ω) acts only on the local impurity states {|α〉},
and Bˆ(i)(ω) on the states of {|β〉}.
3. The Schmidt decomposition of |φ(1)(ω)〉 takes the
form
|φ(1)(ω)〉 =
∑
αβi
φ
(0)
αβAˆ
(i)|α〉Bˆ(i)|β〉. (4)
|φ(1)(ω)〉 is contained in the space K(ω) = {|α〉} ⊗
{Bˆ(i)(ω)|β〉} which then defines the projector
P (ω) = |K(ω)〉〈K(ω)|, into which the interacting
response equations are projected.
4. The interacting response vector, |Ψ(1)(ω)〉, is calcu-
lated from
P [ω − (Hemb − E0) + iη]P |Ψ
(1)(ω)〉 = P Vˆ P |Ψ(0)〉, (5)
which in this work is solved via an exact, itera-
tive procedure27. In this work, |Ψ(0)〉 was identical
to that found from the ground-state DMET. How-
ever, |Ψ(0)〉 can be reoptimized in the larger space
of K(ω) (which also fully spans the space of the
original ground state wavefunction, included when
Bˆ(i) = 1). However, this was found not to qual-
itatively change the results, and so |Ψ(0)〉 and E0
are taken to be the ground-state wavefunction and
energy in the original quantum impurity and bath
space of {|α〉} ⊗ {|β〉}.
5. The final spectral function is obtained as
G(ω; Xˆ, Vˆ ) = 〈Ψ(0)|PXˆ†P |Ψ(1)(ω)〉.
There are a number of points to note about the above
construction. For simplicity, we restrict ourselves here to
consider local spectral functions, where Vˆ and Xˆ are both
closed operators within the space of {|α〉}. The set of op-
erators Bˆ(i)(ω) include the unit operator. This ensures
that the space of the ground-state DMET is included
within K(ω). The rest of the Bˆ(i)(ω) operators define
frequency-dependent bath states, which may not always
be orthogonal, but nonetheless exactly ‘span’ |φ(1)(ω)〉
throughout the lattice. This ensures that the spectral
functions are exact in the U = 0 non-interacting limit,
where h′, and therefore |φ(1)(ω)〉 are also exact. Away
from this limit, |φ(1)(ω)〉 also changes, due to the presence
of the interaction potential u in the one-particle Hamil-
tonian, which includes local interaction effects of the ex-
tended system. In addition, |Ψ(1)〉 is also exact for uncou-
pled, local excitations within the impurity cluster, due to
the completeness of the impurity space {|α〉} included in
K(ω). One missing feature of the above construction is
that the self-consistent potential u, is not updated as a
function of frequency, u(ω). This is appropriate at low
energies, where the component of the ground state in the
response function is large, but not at higher energies, as
discussed further below.
The exactness of the non-interacting and local limits
is a feature that this construction shares with DMFT,
but there are important properties which DMFT does
not possess. The coupling to the environment is achieved
via a set of bath states, which change continuously with
frequency, and which couple the impurity space to the
set of non-local excitations given by the spectrum of h′
for the frequency considered. In contrast, DMFT+ED
constructs bath states which are frequency-independent,
and whose size must be formally infinite in order to avoid
a discretization error which is not present in the above
algebraic bath construction. Furthermore, DMFT is for-
mulated in terms of the one-particle Green function, but
the procedure outlined above is suitable for general op-
erators Vˆ of any rank. A key point of the approach is
that the analytic construction of the bath states which
exactly span |φ(1)(ω)〉, is no more costly than the diago-
nalization of the one-particle Hamiltonian. Once the fully
interacting response is projected into this basis, there is
no dependence on the size of the underlying lattice, ren-
dering the cost of the method truly mean-field scaling
with the size of the system.
III. RESULTS
We first examine the one-dimensional Hubbard model,
whose ground state energy22 and spectral gap23 are ob-
tainable from the Bethe Ansatz, and additionally com-
pare to zero-temperature, cluster DMFT results24. Fig. 1
shows the local density of states, calculated with a four-
site DMET impurity cluster, and compared to six-site
cluster DMFT results, obtained via an exact diagonaliza-
tion within a six bath orbital representation. As expected
in the one-dimensional case, there is no frustration, and
the system is dominated at all values of U by long-range
magnetic ordering22. Consequently, the system is insulat-
ing for arbitrarily small values of U , in both the DMET
and CDMFT spectra. The spectral gaps are very similar
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FIG. 1. Comparison of the local density of states between a
four impurity cluster DMET calculation and a (six impurity,
six bath) CDMFT+ED calculation for the half-filled 1D Hub-
bard model. The analytic bath construction of DMET renders
the spectral functions smooth over the frequency range, with
the same spectral broadening (η = 0.05t) used for both the
CDMFT+ED and DMET calculations.
in the DMET and CDMFT calculations. However, many
of the higher frequency peaks in the CDMFT calcula-
tions are very sharp – these features could be physical, or
indeed could be spurious results of the finite (six) bath
representation of the coupling of the cluster to the envi-
ronment. In contrast, the DMET results give an entirely
smooth representation of the spectra, due to the analytic
construction of the exact coupling to |φ(1)(ω)〉 at each
frequency.
However, at even higher frequencies, outside the band-
width of |φ(1)(ω)〉, there is little coupling of the local ex-
citations to the rest of the lattice provided by the DMET
bath construction. At larger values of U , this can re-
sult in uncoupled local excitations in the impurity sites,
as shown explicitly in Fig. 2. This is related to the fre-
quency independence of the local potential u, and there-
fore inability of h′ to couple high energy excitations to
the lattice in a sufficiently physical manner. While im-
proving this aspect of the method will be a source of
further work, in the following results we concentrate on
the lower-frequency spectral window, determined by the
bandwidth of |φ(1)(ω)〉, ensuring an appropriate coupling
of the excitations to the wider lattice response. Fig. 3
shows the error in the spectral gap from the exact Bethe
Ansatz result23, demonstrating the convergence towards
the exact spectral gap as the cluster size is increased from
two to four sites, and indicating a generally similar qual-
ity to CDMFT calculations.
A sterner test comes from the 2D paramagnetic Hub-
bard model. Cluster DMFT calculations exhibit a metal-
insulator transition (MIT) at finite U , representative of a
Mott transition3,5,7,25. The DMET local density of states
are shown in Fig. 4 for a 2×2 plaquette of impurity sites.
In the low U regime, the famous ‘three-peak’ structure is
observed, with a central Kondo resonance peak, and the
Hubbard bands either side. At U ≈ 6.9t, there is a tran-
sition to an insulating regime, with a Mott gap opening
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Integrated weight
Bandwidth of h′
FIG. 2. Further detail of the U = 6t 4-impurity DMET
spectra for the 1D Hubbard model. The dashed line gives
the linetrace across all frequencies, demonstrating that the
sum rule is obeyed, with the integrated weight appropriately
unity over the entire frequency range. However, at higher fre-
quencies outside of the bandwidth of the mean-field response
(shown in the plot), there is a lack of an appropriate bath
space to couple to high-energy local excitations, and high-
weighted weakly coupled excitations can result, such as the
ones between 4t ≤ |ω| ≤ 5t.
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FIG. 3. Error in the spectral gap from the impurity 1-particle
and 2-particle Green functions compared to analytic results
from the Bethe Ansatze23, and six bath orbital CDMFT+ED
lattice Green functions. The results show generally good
agreement, and convergence of the results with increasing clus-
ter size. The spectral gap from the CDMFT calculations was
taken from the final lattice Green function, since this was
found to be more accurate than the impurity Green function.
with increased U . The spectra then feature prominent
coherence peaks at the gap edge25. Cluster DMFT cal-
culations with the same plaquette size observe a MIT at
a slightly lower U ≈ 5.5t, with a coexistence region at low
temperatures, which we also observe. However, analyti-
cally continued spectral functions from CT-QMC smooth
out many of the subtle correlation driven substructures
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FIG. 4. Local density of states of the half-filled 2D Hubbard
model from a 2× 2 impurity cluster DMET calculation, with
a MIT at U ≈ 6.9t. The exact bath states from |φ(1)(ω)〉 for
each frequency allows for smooth spectral functions at real
frequencies.
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FIG. 5. Local density of states of the hole doped 2D Hubbard
model calculated with a 2 × 2 impurity cluster with U = 8t.
Dotted lines indicate the Fermi level. Qualitative features
present in the CDMFT study of Ref. 26 are observed (see Fig.
1(c) and (d)).
observed in Fig. 4. Fig. 5 shows the effect on the spec-
tra upon hole doping the system, which is shown for the
insulating phase at U = 8t. Once doped, the weight is
transferred to lower frequencies until the system becomes
a Fermi liquid phase26.
Fig. 6 shows the local density-density response func-
tion of the 2D Hubbard model at half-filling, obtained
from the local two-particle Green function. The poles
of this function correspond to the neutral excitation en-
ergies, and as such determine the optical properties of
the system3,28. Unfortunately, direct comparison of the
spectra in Fig. 6 to other results is difficult due to the
paucity of other comparable calculations for this quan-
tity, but show the expected MIT, and transfer of spectral
weight to higher frequencies as U increases. However,
0 1 2 3 4 5 6 7
χ
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U = 4t
0 1 2 3 4 5 6 7 8
U = 6t
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FIG. 6. 2×2 impurity DMET calculation of the local density-
density response function for the half-filled 2D Hubbard model
(Vˆ = Xˆ =
∑
σ
a†
ασ
aασ ).
in the 1D Hubbard Hamiltonian the optical and single-
particle gaps obtained should be the same, and these can
be tested against the exact Bethe Ansatz results of Fig. 3,
and show that the differences between the spectral gaps
are generally small28. While not conclusive, this sup-
ports the assertion that the one- and two-particle Green
functions are of similar quality, while also of comparable
computational cost, and validating the results of Fig. 6.
IV. CONCLUSIONS
In this manuscript, we have presented a quantum em-
bedding formalism for accurate, zero-temperature spec-
tral functions of extended, strongly correlated systems
at a small computational cost, which vastly extends the
scope of the DMET method. The approach has a num-
ber of advantageous formal properties, in particular when
compared to DMFT-like theories. i) The embedding
within the environment is achieved via coupling to a fi-
nite set of analytically constructed, many-particle bath
states, which are derived from the formal Schmidt de-
composition of the response vector obtained from a one-
particle Hamiltonian. The quantum impurity plus bath
space therefore exactly spans this vector, and changes
with frequency, to give smooth spectra without any er-
ror from discretization of the continuum. This contrasts
with the formally infinite bath of DMFT. ii) The sim-
ple finite quantum impurity model allows spectral func-
tions to be easily obtained on the real frequency axis,
removing the need for any analytic continuation from the
imaginary axis. iii) The interacting quantum impurity
and bath space is independent of the size of the underly-
ing lattice, and is constructed at a cost no greater than
the diagonalization of the one-particle Hamiltonian. The
overall computational cost of this method is therefore
very small compared to equivalent DMFT calculations.
iv) Both extension to clusters of impurity sites, and arbi-
trary dynamic correlation functions are straightforward
within the framework.
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