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a b s t r a c t
Let G be a simple graph with n vertices. The coloring complex ∆(G) was defined by
Steingrímsson, and the homology of ∆(G) was shown to be nonzero only in dimension
n − 3 by Jonsson. Hanlon recently showed that the Eulerian idempotents provide a
decomposition of the homology group Hn−3(∆(G)) where the dimension of the jth
component in the decomposition, H(j)n−3(∆(G)), equals the absolute value of the coefficient
of λj in the chromatic polynomial of G, χG(λ).
LetH be a hypergraphwith n vertices. In this paper, we define the coloring complex of a
hypergraph,∆(H), and show that the coefficient ofλj inχH(λ) gives the Euler Characteristic
of the jth Hodge subcomplex of the Hodge decomposition of ∆(H). We also examine
conditions on a hypergraph, H , for which its Hodge subcomplexes are Cohen–Macaulay,
and thus where the absolute value of the coefficient of λj in χH(λ) equals the dimension
of the jth Hodge piece of the Hodge decomposition of ∆(H). We also note that the Euler
Characteristic of the jth Hodge subcomplex of the Hodge decomposition of the intersection
of coloring complexes is given by the coefficient of jth term in the associated chromatic
polynomial.
© 2011 Elsevier B.V. All rights reserved.
1. Preliminaries
Definition 1.1. A hypergraph, H , is an ordered pair, (V , E), where V is a set of vertices and E is a set of subsets of the vertices
of V . A hypergraph is said to be uniform of rank r if all of its hyperedges have size r .
Throughout this paper, H will denote a hypergraph whose vertex set V is {1, . . . , n}.
Definition 1.2. The chromatic polynomial of H , denoted as χH(λ), is the number of ways to color the vertices of the
hyperedges of H with at most λ colors, so that the vertices of each edge are colored with at least two colors.
Example 1.3. Let H be the hypergraph on 5 vertices with hyperedges {1, 2, 3} and {3, 4, 5}. It follows that χH(λ) =
λ5 − (λ3 + λ3)+ λ = λ5 − 2λ3 + λ.
The following theorem is a generalization of a well-known result for the chromatic polynomial of a graph and will be
used in the proof of Theorem 8.3. The same counting argument that is used to prove the deletion–contraction formula for
the chromatic polynomial of a graph can be used to prove the following theorem.
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Theorem 1.4 (Deletion–Contraction Property [16]). Let e be a hyperedge of H. Let H − e denote the hypergraph obtained from
H by deleting the edge e, and let H/e denote the hypergraph obtained from H by identifying the vertices in e. Then
χH(λ) = χH−e(λ)− χH/e(λ).
Example 1.5. Let H be as in Example 1.3, and let e = {1, 2, 3}. Then H − e is the hypergraph on 5 vertices with hyperedge
{3, 4, 5}, and H/e is the hypergraph on 3 vertices with edge {123, 4, 5}. Then χH−e(λ) = λ2(λ3 − λ) and χH/e = λ3 − λ.
Thus, by Theorem 1.4
χH(λ) = λ5 − 2λ3 + λ.
In this paper, we will study the Hodge decomposition of the coloring complex of a hypergraph. The coloring complex of
a hypergraph has also been recently studied by Breuer et al. [3]. In their paper, they show that the f - and h- vectors of the
coloring complexes of hypergraphs provide tighter bounds on the chromatic polynomials of hypergraphs. They also show
that the coloring complex of a hypergraph has a wedge decomposition, and they provide a characterization of hypergraphs
having a connected coloring complex.
2. The coloring complex
We begin by defining Steingrímsson’s [15] coloring complex following the presentation in [12].
Let (B1, . . . , Br+2) be an ordered partition of {1, . . . , n}where at least one of the Bi contains a hyperedge of H , and let∆r
be the set of ordered partitions (B1, . . . , Br+2).
Definition 2.1. The coloring complex of H is the simplicial complex defined by the sequence:
· · · → Cr δr→ Cr−1 δr−1→ · · · δ1→ C0 δ0→ C−1 δ−1→ 0
where Cr is the vector space over a field of characteristic zero with basis∆r and
∂r((B1, . . . , Br+2)) :=
r+1−
i=1
(−1)i

B1, . . . , Bi

Bi+1, . . . , Br+2

.
Notice that ∂r−1 ◦ ∂r = 0. Then:
Definition 2.2. The rth homology group of∆(H), Hr(∆(H)) := ker(∂r)/im(∂r+1).
It is worth noting that Hultman [11] defined a complex that includes both Steingrímsson’s coloring complex and the
coloring complex of a hypergraph as a special case.
For the proof of our main result, Theorem 8.3, we will need the following lemma. Lemma 2.3 is the hypergraph version
of Lemma 1.3 in [12]. We follow the notation in [7].
Lemma 2.3. Let E be the hypergraph with the single hyperedge e and the same vertices as H, and let Cr(∆(H),∆(E)) be the
vector space spanned by ordered partitions in∆r(H) with no block containing e. Then
Cr(∆(H),∆(E)) ∼= Cr(∆(H − e))/(Cr(∆(H − e)) ∩ Cr(∆(E)))
and
Cr(∆(H − e)) ∩ Cr(∆(E)) ∼= Cr(∆(H/e)).
Proof. For the first isomorphism, notice that ∆r(H − e) consists of all partitions, (B1, . . . , Br+2) of {1, . . . , n} where Bi
contains a hyperedge ofH−e for some i, and∆r(H−e)∩∆r(E) consists of the partitions of∆r(H−e)where the hyperedge
e is in Bj for some j. Thus∆r(H − e) \ (∆r(H − e) ∩∆r(E)) consists of the partitions of∆r(H − e)where e ∉ Bi for all i.
For the second isomorphism, note that∆r(H/e) consists of the partitions of {1, . . . , n}where e ∈ Bi for some i, and e′ ∈ Bj
for some j and for some hyperedge e ≠ e′ in H . 
3. Eulerian idempotents
Recently, Hanlon [7] showed that there is a Hodge decomposition ofHn−3(∆(G)) for a graph G; wewill discuss this result
and its generalization to the hypergraph case. In order to describe this decomposition, wemust first define and describe the
Eulerian idempotents. The Eulerian idempotents havemany interesting properties and have proved useful inmany different
algebraic and combinatorial problems. For more information on Eulerian idempotents see [5,14,8,9,2,4].
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Define a descent of a permutationπ ∈ Sn to be a pair of consecutive integers (i, i+1) such thatπ(i) > π(i+1). It follows
from Loday’s [14] definition that the Eulerian idempotents e(j)r can be defined as follows:
Definition 3.1. The Eulerian idempotents are defined by
n−
j=1
t je(j)n =
−
π∈Sn

n+ t − des(π)− 1
n

sgn(π)π,
where des(π) is the number of descents of π .
There are several important properties of the Eulerian idempotents which are due to Gerstenhaber and Schack [5]. In
their paper, they show that the Eulerian idempotents are mutually orthogonal idempotents and that their sum is the unit
element in C[Sn]. So then for any Sn-module,M , we have that
M =

j
e(j)n M.
Notice that we can define an action of Sr+2 on∆r . Namely, if σ ∈ Sr+2, then σ · (B1, . . . , Br+2) = (Bσ−1(1), . . . , Bσ−1(r+2)).
This action then makes Cr into an Sr+2-module.
Hanlon [7] notes (and this result can be derived from thework of Gerstenhaber and Schack [5]) in Lemma 2.1 of his paper
that for any graph G and for each r, j,
∂r ◦ e(j)r+2 = e(j)r+1 ◦ ∂r .
This implies then that, for each j, C (j)r = e(j)r+2Cr is a subcomplex of (C∗(∆(G)), ∂∗). We may then consider the homology
of the subcomplex, and it will be denoted by H(j)∗ (∆(G)). So then we have
Hr(∆(G)) =

j
H(j)r (∆(G)).
The above decomposition is called the Hodge decomposition of H∗(∆(G)).
Hanlon [7] showed that there is a Hodge decomposition of the top homology group of ∆(G), i.e. Hn−3(∆(G)) =n−1
j=1 H
(j)
n−3(∆(G)). Further, he showed that the dimension of the jth Hodge piece is equal to the absolute value of the
coefficient of λj in the chromatic polynomial of G.
In the case where H is a hypergraph, the Hodge decomposition of ∆(H) can be defined by following the same process
as above. However, in general, the homology of ∆(H) is not concentrated in one dimension, and thus Hanlon’s result does
not in general hold for an arbitrary hypergraph. In this paper, we will provide a generalization of Hanlon’s result and study
instances where the absolute value of the coefficient of λj in the chromatic polynomial of H is equal to the dimension of
H(j)∗ (∆(H)).
4. The relationship between the chromatic polynomial of H and∆(H)
In this section, wewill provide a generalization of Hanlon’s result to hypergraphs. In our study,wewill need the following
definition:
Let X (j) denote the Euler Characteristic of the jth Hodge piece of∆(H). In particular,
X (j) =
n−r−1
i=−1
(−1)i dim(C (j)i (∆(H)))
=
n−r−1
i=−1
(−1)i dim(H(j)i (∆(H))).
Theorem 4.1. Let H be a hypergraph on n vertices. Then
X (j)(∆(H)) = −[λj](χH(−λ)− (−λ)n),
where [λj]χH(−λ) denotes the coefficient of λj in χH(−λ).
Proof. The proof follows the proof of Theorem 4.1 in [7] and will be by induction on the number of hyperedges. For the base
case, suppose that H has exactly one hyperedge, e. Notice that if e has size k, there are λk − λ ways to properly color the
edge with λ colors. Thus, χH(λ) = λn−k(λk − λ) = λn − λn−k+1. Without loss of generality, assume that the vertices of the
hyperedge are labeled 1, . . . , k. Via the map, g : ∆(H)→ ∆(Bn−k+1), defined by
g(i) =

1 1 ≤ i ≤ k
i− (k− 1) k+ 1 ≤ i ≤ n,
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∆(H) is equivalent to the order complex of the Boolean algebra, Bn−k+1. It is well known that
dim(Hr(Bn−k+1)) =

1 r = n− k− 1
0 r ≠ n− k− 1
and
Γ =
−
σ
sgn(σ )σ · (1, . . . , n− k+ 1)
is a homology representative of Hn−k−1(Bn−k+1). This gives a homology representative for Hn−k−1(∆(H)). Since
1
(n− k)!
−
σ
sgn(σ )σ = e(n−k+1)n−k+1 ,
dim(H(j)n−k−1(∆(H))) is 1 for j = n− k+ 1 and 0 otherwise.
By way of induction, let H be a hypergraph with l ≥ 2 hyperedges. Suppose that the size of the smallest edge in H is k,
and fix an edge e of size k. Following the notation of Hanlon [7], let E be the hypergraph with the single hyperedge e and the
same vertices as H , and let Cr(∆(H),∆(E)) be the vector space spanned by ordered partitions in Cr(∆(H)) with no block
containing e. Then
Cr(∆(H)) = Cr(∆(H),∆(E))⊕ Cr(∆(E))
and thus for all j and r
C (j)r (∆(H)) = C (j)r (∆(H),∆(E))⊕ C (j)r (∆(E))
since the isomorphism between the two sides of the former equation commutes with the action of Sr+2.
From Lemma 2.3, we know that
Cr(∆(H),∆(E)) ∼= Cr(∆(H − e))/(Cr(∆(H − e)) ∩ Cr(∆(E)))
and
Cr(∆(H − e)) ∩ Cr(∆(E)) ∼= Cr(∆(H/e)).
Since both of these isomorphisms commute with the actions of Sr+2,
C (j)r (∆(H),∆(E)) ∼= C (j)r (∆(H − e))/(C (j)r (∆(H − e)) ∩ C (j)r (∆(E))),
and
C (j)r (∆(H − e)) ∩ C (j)r (∆(E)) ∼= C (j)r (∆(G/e)).
Therefore,
dim C (j)r (H) = dim(C (j)r (∆(H − e)))− dim(C (j)r (∆(H/e)))+ dim(C (j)r (E)).
Then,
X (j)(∆(H)) =
n−k−1
i=−1
(−1)i dim(H(j)i (∆(H)))
=
n−k−1
i=−1
(−1)i dim(C (j)i (∆(H)))
=
n−k−1
i=−1
(−1)i(dim(C (j)i (∆(H − e)))− dim(C (j)i (∆(H/e)))+ dim(C (j)i (E)))
= −[λj]((χH−e(−λ)− (−λ)n)− (χH/e(−λ)− (−λn−k+1))+ (χE(−λ)− (−λ)n))
= −[λj](χH−e(−λ)− χH/e(−λ)− (−λ)n)
= −[λj](χH(−λ)− (−λ)n). 
Hultman [11] notes that a hypergraph H on n vertices, without inclusions among edges, may be associated with a
subspace arrangement embeddable in the braid arrangement An. Following his construction and Theorem5.7 of his paper, he
notes that this then gives an interpretation of the chromatic polynomial of such hypergraphs in terms of Hilbert polynomials.
Thus, for such hypergraphs, Theorem 8.3 above gives a relationship between the Euler Characteristics of the Hodge pieces
of∆(H) and coefficients in Hilbert polynomials.
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5. Star hypergraphs
The previous theorem leads to the following question.
Question 1. For which hypergraphs H is it the case that, for each j, there exists at most one r for which dim(H(j)r (∆(H))) is
nonzero and therefore
dim(H(j)r (∆(H))) = (−1)r+1[λj](χH(−λ)− (−λ)n)?
Recall the following definition:
Definition 5.1. A simplicial complex ∆ is Cohen–Macaulay over a ring R if Hi(link∆(σ ); R) = 0 for all σ ∈ ∆ and
i < dim(link∆(σ )).
In this section, wewill show that ifH is a star hypergraph, then∆(H) is Cohen–Macaulay and thus satisfies the condition
in Question 1.
Definition 5.2. Let H be a uniform hypergraph of rank k with no singleton vertices. H is a star hypergraph if all of its
hyperedges intersect in a common set of size k− 1.
Before we show that∆(H) is Cohen–Macaulay, we need the following definitions.
Definition 5.3. A simplicial complex is pure if all of its maximal faces have the same dimension.
The definition of a constructible complex is due to Hochster [10].
Definition 5.4. 1. Simplices, including the empty set, are constructible.
2. If∆1 and∆2 are n-dimensional constructible complexes and∆1 ∩ ∆2 is an (n− 1)-dimensional constructible complex,
then∆1 ∪∆2 is constructible.
As noted in [1], constructible complexes are Cohen–Macaulay. We will show that for H , a star hypergraph, ∆(H) is
constructible and thus Cohen–Macaulay.
Theorem 5.5. If H is a star hypergraph, then∆(H) is constructible, and hence,
dim(H(j)n−k−1(∆(H))) = (−1)n−k[λj](χH(−λ)− (−λ)n).
= (−1)n−k[λj](−λ(−λ− 1)n−(k−1) − (−λ)n−(k−1)).
Proof. We follow the proof of Theorem 1.4 in [12]. The proof is by induction on the number of edges of H . For the base case,
suppose that H has exactly one edge of size k. As noted in the proof of the previous theorem,∆(H) is equivalent to the order
complex of the Boolean algebra, Bn−k+1, which is well known to be shellable and hence constructible.
For the general case, suppose that H is a star hypergraph of rank k. Let e be an arbitrary edge of H , and let ∆(E) denote
the coloring complex of the hypergraph on n vertices with the single edge e. Notice that∆(H) = ∆(H− e)∆(E) and that
both∆(H − e) and∆(E) are pure complexes of dimension n− k− 1.
Consider ∆(H − e) ∩ ∆(E). From Lemma 2.3, we can deduce that ∆(H − e) ∩ ∆(E) ∼= ∆(H/e). Notice that H/e is a
graph with n− k edges, all of which contain the contracted edge e as a vertex. This complex is thus constructible and pure
of dimension n− k− 2. Therefore,∆(H) = ∆(H − e)∆(E) is constructible.
Note that the chromatic polynomial of a star hypergraph of rank k is
χH(λ) = λ(λ− 1)n−(k−1) + (λk−1 − λ)λn−(k−1),
from which the second part of the theorem follows. 
It is worth noting that an alternative proof of the fact that the coloring complex of a star hypergraph has exactly one
nonzero homology group can be obtained by noting that ∆(H) is homeomorphic to the link of a hypergraph subspace
arrangement. One can then use Alexander duality and the Goresky–MacPherson [6] formulawith the associated intersection
poset to obtain the result.
Corollary 5.6. If H is a star hypergraph, then the dimension of Hn−k−1(∆(H)) equals the sum of the absolute values of the
coefficients of χH(λ)minus one.
6. Cohen–Macaulay Hodge subcomplexes of∆(H)
Under certain conditions, while ∆(H) may not be Cohen–Macaulay, the Hodge subcomplexes of ∆(H) are Cohen–
Macaulay and thus provide an alternative answer to Question 1. In this section, we will study these conditions. We begin by
examining a class of hypergraphs which are Cohen–Macaulay when n ≤ 5.
J.H. Long, S.C. Rundell / Discrete Mathematics 311 (2011) 2164–2173 2169
Theorem 6.1. Let H be a uniform hypergraph of rank k ≠ 2 having n vertices, n ≤ 5. If each hyperedge of H intersects at least
one other hyperedge of H in a set of size k− 1, then∆(H) is Cohen–Macaulay and hence,
dim(H(j)n−k−1(∆(H))) = (−1)n−k[λj](χH(−λ)− (−λ)n).
Proof. Notice that the case n = 3 is trivial, so without loss of generality suppose n = 4 or n = 5.
First, suppose that H has exactly one edge of size k. As noted in the proof of the previous theorem,∆(H) is equivalent to
the order complex of the Boolean algebra, Bn−k+1, which is Cohen–Macaulay.
Now suppose thatH is a uniform hypergraph of rank kwhere each hyperedge ofH intersects at least one other hyperedge
of H in a set of size k− 1 and that H has at least two edges. Let e be an arbitrary edge of H , and let∆(E) denote the coloring
complex of the hypergraph on n verticeswith the single edge e. Notice that∆(H) = ∆(H−e)∆(E) and that both∆(H−e)
and∆(E) are pure complexes of dimension 1 when n = 5 and dimension 0 when n = 4.
Consider ∆(H − e) ∩ ∆(E). From Lemma 2.3, we can deduce that ∆(H − e) ∩ ∆(E) ∼= ∆(H/e). Consider H/e. When
n = 4, ∆(H/e) is trivial. Suppose then that n = 5 and k = 3, then either a hyperedge in H intersects the contracted edge
in a set of size 1 or a set of size 2. If all hyperedges in H intersect the contracted edge in a set of size 2, then either H/e is a
star hypergraph and hence ∆(H/e) is constructible and pure of dimension 0 or H/e is a graph on three vertices and hence
constructible (by Theorem 1.4 of [14]) and pure of dimension 0.
Otherwise, H/e consists of an edge of size 3 containing one or more edges of size 2. In this case, ∆(H/e) is the coloring
complex of a graph on three vertices and hence is constructible and pure of dimension 0. Suppose that n = 5 and k = 4. In
this case, H/e is a graph on two vertices with a single edge and is thus constructible and pure of dimension−1. Therefore,
∆(H) = ∆(H − e)∆(E) is constructible. 
We now present some results concerning the homology of hypergraphs built from H by including an additional edge,
beginning with two lemmas concerning their homology. For any hypergraph H , and any hyperedge e of H , it can be seen
directly from the definitions that there exists a short exact sequence
0→ Cr(∆(E))→ Cr(∆(H))→ Cr(∆(H),∆(E))→ 0
where ∆(E) denotes the edge complex of e and C∗(∆(H),∆(E)) in degree r is understood to represent the vector space
spanned by ordered partitions in Cr(∆(H))with no block containing e; the boundary maps on C∗(∆(H),∆(E)) are induced
by the boundary maps on C∗(∆(H)). We can show
Lemma 6.2. Let H be a uniform hypergraph of rank k and e be a hyperedge of H. Then, for r < n − k − 1, Hr(∆(H)) ∼=
Hr(∆(H),∆(E)) and Hn−k−1(∆(H)) ∼= Hn−k−1(∆(E))⊕ Hn−k−1(∆(H),∆(E)).
Proof. The result in degree less than n− k− 1 follows from the long exact sequence of a pair associated to the short exact
sequence
0→ Cr(∆(E))→ Cr(∆(H))→ Cr(∆(H),∆(E))→ 0
and the fact that ∆(E) is equivalent to the order complex of Bn−k+1, i.e., the coloring complex associated to the Boolean
algebra, so its homology has dimension one in degree n− k− 1 and dimension zero otherwise.
For degree n− k− 1, note that the first few nonzero terms of long exact sequence on homology are
· · · → 0→ Hn−k−1(∆(E))→ Hn−k−1(∆(H))→ Hn−k−1(∆(H),∆(E))→ Hn−k−2(∆(E)) = 0→ · · ·
and the result immediately follows. 
Lemma 6.3. Consider a uniform, rank k hypergraph H on n vertices such that ∆(H − e) is constructible for some hyperedge e in
the edge set of H. Then, for r < n− k− 1, Hr(∆(H)) ∼= Hr−1(∆(H/e)).
Proof. From Lemma 2.3, we have the short exact sequence
0→ Cr(∆(E)) ∩ Cr(∆(H − e))→ Cr(∆(H − e))→ Cr(∆(H),∆(E))→ 0
and the isomorphism
Cr(∆(H − e)) ∩ Cr(∆(E)) ∼= Cr(∆(H/e)),
which yields a long exact sequence on homology
· · · → Hr(∆(H/e))→ Hr(∆(H − e))→ Hr(∆(H),∆(E))→ Hr−1(∆(H/e))→ Hr−1(∆(H − e))→ · · ·
Since H − e is constructible, it has a nonzero homology group in at most the degree n− k− 1, so, for r < n− k− 1, we
have
Hr(∆(H),∆(E)) ∼= Hr−1(∆(H/e))
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and consequently
Hr(∆(H)) ∼= Hr−1(∆(H/e))
by Lemma 6.2. 
From this lemma we can deduce:
Corollary 6.4. Let H be a uniform, rank k hypergraph on n vertices such that, for some hyperedge e, H − e is a star hypergraph
and the largest size of any intersection of e with another edge of H is1. Then the homology of ∆(H) is nonzero in dimensions
n− k− 1 and n− 2k+ 1. The dimension of Hn−k−1(∆(H)) equals the sum of the absolute values of the coefficients of χH−e(λ),
and the dimension of Hn−2k+1(∆(H)) equals the sum of the absolute values of the coefficients of χH/e(λ)minus one.
Proof. In this case, Lemmas 6.2 and 6.3 apply.
By Corollary 5.6, the dimension of Hn−k−1(∆(H − e)) equals the sum of the absolute values of the coefficients of χH−e(λ)
minus one. As noted in the proof of Lemma 6.2,∆(E) is equivalent to the order complex of Bn−k+1, and thus the dimension
of Hn−k−1(∆(E)) is one in degree n− k−1. Therefore the dimension of Hn−k−1(∆(H)) equals the sum of the absolute values
of the coefficients of the chromatic polynomial of H − e.
Since H − e is a star hypergraph and the largest size of any intersection of e with another edge of H is 1, the complex
∆(H/e) is Cohen–Macaulay with nonzero homology group in dimension n − 2k. By the previous lemma, Hn−2k(∆(H)) ∼=
Hn−2k+1(∆(H/e)). By Corollary 5.6, the dimension ofHn−2k(∆(H/e)) equals the sum of the absolute values of the coefficients
of χH/e(λ)minus one. 
We now have the following theorem from which we can deduce an answer to Question 1.
Theorem 6.5. Let H be a uniform hypergraph of rank k ≠ 2 having n vertices, n ≤ 5, then all Hodge subcomplexes of ∆(H) are
Cohen–Macaulay.
Proof. By inspection of all uniform hypergraphs on 5 or fewer vertices, we see that only the rank 3 hypergraph on 5
vertices with edge set {123, 345} does not satisfy the condition of Theorem 6.1. One can compute directly, however, that
the dimensions of the Hodge pieces of this complex are:
dim(H(1)1 (∆(H))) = 0 dim(H(1)0 (∆(H))) = 1 dim(H(1)−1(∆(H))) = 0
dim(H(2)1 (∆(H))) = 0 dim(H(2)0 (∆(H))) = 0
dim(H(3)1 (∆(H))) = 2.
(These computations also follow from Lemmas 6.2 and 6.3.) 
Notice that this result is no longer true when n = 6:
Example 6.6. LetH be the hypergraphwith 6 vertices and edges {1, 2, 3, 4}, {1, 2, 5, 6}, and {3, 4, 5, 6}. It is straightforward
to see that the dimensions of the Hodge pieces of the homology of∆(H) are:
dim(H(1)1 (∆(H))) = 0 dim(H(1)0 (∆(H))) = 2 dim(H(1)−1(∆(H))) = 0
dim(H(2)1 (∆(H))) = 3 dim(H(2)0 (∆(H))) = 3
dim(H(3)1 (∆(H))) = 3.
The results in this section lead to the following open questions:
Question 2. Let H be a uniform, rank k hypergraph on n vertices such that, for some hyperedge e, H − e is a star hypergraph and
the largest size of any intersection of e with another edge of H is greater than one. Is there a nice formula for the dimensions of
Hr(∆(H)) in this case?
Question 3. Is there a general condition for uniform hypergraphs with n ≥ 6 vertices so that the Hodge subcomplexes of ∆(H)
are Cohen–Macaulay?
7. The chromatic polynomial of∆(H) and the Hodge decomposition of H∗(∆(H))
When each of the Hodge subcomplexes of ∆(H) have exactly one nonzero Hodge piece, there are some interesting
relationships between the signs of the coefficients of the chromatic polynomial of ∆(H) and the Hodge decompositions
of the homology groups of∆(H). We present these results below.
Theorem 7.1. Suppose the jth Hodge subcomplex of ∆(H) has at most one nonzero Hodge piece for all j. If both
1. the coefficient of λj has the same sign as the coefficient of λj−1 and
2. the homology of the jth Hodge subcomplex is nonzero in the decomposition of Hk(∆(H))
then the (j−1) st Hodge subcomplex is nonzero in the decomposition of Hl(∆(H)), where l is the largest integer, with the opposite
parity as k, that is less than k and greater than−1, and for which Hl(∆(H)) is nonzero.
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Consider the following example:
Example 7.2. Let H be the hypergraph of 5 vertices with edges {1, 2, 3}, {2, 4, 5}, and {3, 4, 5}. It can be verified that
χH(λ) = λ5 − 3λ3 + λ2 + λ, and the dimensions of the Hodge pieces of the homology of∆(H) are:
dim(H(1)1 (∆(H))) = 0 dim(H(1)0 (∆(H))) = 1 dim(H(1)−1(∆(H))) = 0
dim(H(2)1 (∆(H))) = 1 dim(H(2)0 (∆(H))) = 0
dim(H(3)1 (∆(H))) = 3.
In this case, the coefficient of λ2 and λ have the same parity, and dim(H(2)1 (∆(H))) = 1. Notice that 0 is the only integer
less than 1 and greater than−1which is even. Thus, according to the theorem, dim(H(1)0 (∆(H))) ≠ 0.
We now present a proof of the theorem:
Proof. From Theorem 8.3, we know that X (j)(∆(H)) = −[λj](χH(−λ) − (−λ)n). Since the homology of the jth Hodge
subcomplex is nonzero in the decomposition of Hk(∆(H)) and the jth Hodge subcomplex thus has exactly one nonzero
Hodge piece, X (j)(∆(H)) = (−1)k dim(H(j)k (∆(H))). We know that the coefficient of λj has the same sign as the coefficient
of λj−1, so the coefficient of λj and the coefficient of λj−1 will have opposite parity in χH(−λ). Thus, the Euler Characteristics
X (j) and X (j−1) will have opposite parity. Since X (j−1) = ∑i(−1)i dim(H(j−1)i (∆(H))), it follows that the (j − 1)st Hodge
subcomplex is nonzero in the decomposition of Hl(∆(H)), where l is the largest integer, with opposite parity as k, that is
less than k and greater than−1, and for which Hl(∆(H)) is nonzero. 
Similarly, one can show that:
Theorem 7.3. Suppose the jth Hodge subcomplex of ∆(H) has at most one nonzero Hodge piece for all j. If both
1. the coefficient of λj has the opposite sign as the coefficient of λl where l is the largest integer less than j such that l has the
same parity as j (and all coefficients of λi are zero for l < i < j) and
2. if the homology of the jth Hodge subcomplex is nonzero in the decomposition of Hk(∆(H))
then the lth Hodge subcomplex is nonzero in the decomposition of Hm(∆(H)), where m is the largest integer, with the opposite
parity as l, that is less than k and greater than−1, and for which Hm(∆(H)) is nonzero.
Example 7.4. Let H be the hypergraph of 5 vertices with edges {1, 2, 3} and {3, 4, 5}. As determined earlier in the paper,
χH(λ) = λ5 − 2λ3 + λ, and the dimensions of the Hodge pieces of the homology of∆(H) are:
dim(H(1)1 (∆(H))) = 0 dim(H(1)0 (∆(H))) = 1 dim(H(1)−1(∆(H))) = 0
dim(H(2)1 (∆(H))) = 0 dim(H(2)0 (∆(H))) = 0
dim(H(3)1 (∆(H))) = 2.
8. Hodge structure of the intersection of coloring complexes
Following the same proof technique as in Theorem 4.1 in [7] and that used in Theorem 4.1 above, we can provide a
generalization of Hanlon’s result to the intersection of coloring complexes. The topology of the intersection of coloring
complexes was studied by Jonsson [13]. We begin with a few definitions:
Definition 8.1. Let m ∈ N and let G = (G1, . . . ,Gm) be a sequence of nonempty graphs on a vertex set, V , of cardinality n.
The intersection of coloring complexes of G, denoted as∆(G), is
∆(G) =
m
i=1
∆(Gi).
Jonsson [13] showed that when the sequenceG is diagonally cycle-free, the complex∆(G) is homology Cohen–Macaulay.
Definition 8.2. Let G = (G1, . . . ,Gm) be a sequence of nonempty graphs on a vertex set V , and let E = {e1, . . . , em} be a set
of edges where ei ∈ Gi for each i, 1 ≤ i ≤ m. The set E is called a diagonal of G. The sequence G is diagonally cycle-free if the
edge sets of the Gi are mutually disjoint, and if for all E, the graph (V , E) is acyclic.
The chromatic polynomial, χG(λ), of G is defined to be the number of ways of coloring the vertices in V with λ colors
such that the coloring is proper for at least one of the Gi. Let G′ = (G1, . . . ,Gm). It is straightforward to prove the following
recursive identity:
χG(λ) = χG′,Gm−1(λ)− χG′,Gm−1∪Gm(λ)+ χG′,Gm(λ).
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In the case of the intersection of coloring complexes, the Hodge decomposition of∆(G) can be defined by following the
same process as in Section 3 above. For an arbitrary sequence of nonempty graphs, G = (G1, . . . ,Gm), the homology of∆(G)
is not concentrated in one dimension, and thus Hanlon’s result does not in general hold. We will provide a generalization of
Hanlon’s result and will note that when the sequence G is diagonally cycle-free the absolute value of the coefficient of λj in
χG(λ) is equal to the dimension of H
(j)∗ (∆(G)).
Let X (j)(∆(G)) denote the Euler Characteristic of the jth Hodge piece of∆(G). In particular,
X (j)(∆(G)) =
n−r−1
i=−1
(−1)i dim(C (j)i (∆(G)))
=
n−r−1
i=−1
(−1)i dim(H(j)i (∆(G))).
Theorem 8.3. For each j,
X (j)(∆(G)) = −[λj](χG(−λ)− (−λ)n),
where [λj](χG(−λ)− (−λ)n) denotes the coefficient of λj in χG(−λ)− (−λ)n.
Proof. The proof is similar to the proof of Theorem 4.1 in [7] and will be by induction on m. The base case follows from
Theorem 4.1 in [7]. By way of induction, supposem ≥ 2. Let G′ = (G1, . . . ,Gm−2). Jonsson [13] notes:
∆r(G′,Gm−1 ∪ Gm) = (∆r(G′,Gm−1) \∆r(G)) ∪∆r(G′,Gm).
Let Cr(G) be the vector space having as its basis∆r(G). This then implies that
Cr(G′,Gm−1 ∪ Gm) = (Cr(G′,Gm−1) \ Cr(G))⊕ Cr(G′,Gm).
Notice that this isomorphism commutes with the action of Sr+2, which implies that
C (j)r (G
′,Gm−1 ∪ Gm) = (C (j)r (G′,Gm−1) \ C (j)r (G))⊕ C (j)r (G′,Gm).
Therefore,
dim C (j)r (G
′,Gm−1 ∪ Gm) = dim C (j)r (G′,Gm−1)− dim C (j)r (G)+ dim C (j)r (G′,Gm).
In particular,
dim C (j)r (G) = dim C (j)r (G′,Gm−1)− dim C (j)r (G′,Gm−1 ∪ Gm)+ dim C (j)r (G′,Gm).
Then,
X (j)(∆(G)) =
n−3
i=−1
(−1)i dim(H(j)i (∆(G)))
=
n−3
i=−1
(−1)i dim(C (j)i (∆(G)))
=
n−3
i=−1
(−1)i(dim C (j)r (G′,Gm−1)− dim C (j)r (G′,Gm−1 ∪ Gm)+ dim C (j)r (G′,Gm))
=
n−3
i=−1
(−1)i(dim C (j)r (G′,Gm−1))−
n−3
i=−1
(−1)i(dim C (j)r (G′,Gm−1 ∪ Gm))+
n−3
i=−1
(−1)i(dim C (j)r (G′,Gm))
= −[λj]((χG′,Gm−1(−λ)− (−λ)n)− (χG′,Gm−1∪Gm(−λ)− (−λ)n)+ (χG′,Gm(−λ)− (−λ)n))
= −[λj](χG(−λ)− (−λ)n)
where the second to last inequality follows by induction and the last line follows by identity (12) in Jonsson [13]. 
Corollary 8.4. If G is diagonally cycle-free, then for each j, the dimension of H(j)n−3(∆(G)) equals the absolute value of λj in
χG(−λ).
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