This paper analyzes how the existence of electron spin changes the equation for the probability current density in the quantum-mechanical continuity equation. A spinful electron moving in a potential energy field experiences the spin-orbit interaction, and that additional term in the timedependent Schr€ odinger equation places an additional spin-dependent term in the probability current density. Further, making an analogy with classical magnetostatics hints that there may be an additional magnetization current contribution. This contribution seems not to be derivable from a non-relativistic time-dependent Schr€ odinger equation, but there is a procedure described in the quantum mechanics textbook by Landau and Lifschitz to obtain it. We utilize and extend their procedure to obtain this magnetization term, which also gives a second derivation of the spin-orbit term. We conclude with an evaluation of these terms for the ground state of the hydrogen atom with spin-orbit interaction. The magnetization contribution is generally the larger one, except very near an atomic nucleus.
I. INTRODUCTION
The probability interpretation of the wave function w of a particle is a fundamental building block of our current understanding of matter. In the historical development of quantum theory Born introduced the idea 1 that jwj 2 (suitably normalized) is the probability density function. This expression in conjunction with the concept of superposition of states allows a description of the interference property that is an ubiquitous feature of the microscopic world.
One consequence of the probability interpretation is that the total probability is constant, i.e., the probability that the particle is somewhere must be unity: Ð jwj 2 dV ¼ 1 (the integral being over the whole configuration space). Furthermore, this constraint must be satisfied at all times, even when the state is evolving in time. The time evolution of the state for a non-relativistic particle is governed by the time-dependent Schr€ odinger equation i h@w=@t ¼ Hw, where H is the Hamiltonian. The constraint on the integral of the absolutevalue-squared of the wave function imposes the requirement that H must be a self-adjoint operator.
The property described in the previous paragraph is global, i.e., it is on the integral of the wave function over the whole spatial domain. However, there is also a local property: if the probability decreases in one region of space and increases in another, it must have flowed from one region to the other. This idea implies that there must exist a probability current density function describing this flow. This quantummechanical function describing flow of probability and its global conservation is entirely analogous to matter flow in fluid dynamics and charge flow in classical electrodynamics. In those fields, we are familiar with the so-called continuity equation relating the rate of change of the mass or charge density at each point in space to the divergence of the associated current density at the same point. There must be an essentially identical equation in quantum mechanics.
Because it is so important to understanding the probability interpretation of the wave function, courses and textbooks carefully develop the continuity equation with its associated probability current density. However, this discussion typically occurs early in the course (and the textbook) when only the simplest form of the time-dependent Schr€ odinger equation has been introduced. That form is for a scalar wave function with a scalar potential energy function. The idea that the equation for the probability current density depends on the specific form of the Hamiltonian is usually not developed.
The purpose of this paper is to present the modified form for the probability current density when the description of the particle is expanded to include its spin and it experiences the spin-orbit interaction. In addition to the spin-orbit contribution, there is another spin-dependent contribution that, curiously, seems to be independent of the Hamiltonian. There has been some discussion of this contribution in the literature. 3, 4 It is not obtainable by the usual procedure (illustrated below) starting from the time-dependent Schr€ odinger equation with a non-relativistic Hamiltonian. We will discuss the origin of this term, show that the spin-orbit interaction contribution can also be obtained the same way, and illustrate the magnitudes of both of these spin-dependent terms in a specific example.
The outline of this paper is as follows. Section II reviews the derivation of the probability current density for the case of a spinless particle. Section III gives the derivation of the probability current density for an electron with spin and spin-orbit interaction. An additional "magnetization" contribution is discussed in Sec. IV. Section V applies these general results to the specific situation of one of the ground states of the hydrogen atom. Finally, Sec. VI summarizes our results.
II. REVIEW OF DERIVATION FOR A SPINLESS PARTICLE
To set the stage for subsequent derivations, we briefly review the derivation of the probability current in introductory non-relativistic quantum mechanics. It begins from the time-dependent Schr€ odinger equation with a scalar potential energy function VðxÞ for a scalar wave function wðx; tÞ (where x denotes a point in three-dimensional position space):
Here H 0 denotes the Hamiltonian operator, written explicitly in the right-most part of the equation. The procedure is to multiply this equation by the complex conjugate of the wave function w Ã ðx; tÞ, then conjugate Eq. (1) and multiply it by wðx; tÞ, and finally subtract these two equations. Because VðxÞ is real-valued, terms including it cancel, and after some manipulations one obtains
(with the arguments x; t omitted for brevity), where
is the probability density function. Next, to the second term of Eq. (2) one applies the vector identity r Á ðf VÞ ¼ f r Á V þ rf Á V twice, once with the assignments f ! w Ã and V ! rw and a second time with the complex conjugate assignments. The result is
which has the form of the continuity equation
familiar from electricity and magnetism, where it describes the conservation of electric charge. It is customary to take the probability current density to be the vector that appears in braces in Eq. (4), j P ðx; tÞ ¼ h 2mi ½w Ã ðx; tÞrwðx; tÞ À wðx; tÞrw Ã ðx; tÞ
where the subscript P stands for "paramagnetic" and = denotes the imaginary part. We point out here that there is a degree of non-uniqueness in this identification of the probability current: additional terms with vanishing divergence could be added to the righthand-side of Eq. (6) and Eq. (4) would still be satisfied. However, no proposal to modify Eq. (6) has been adopted since the formal structure of quantum mechanics was established.
III. DERIVATION FOR A PARTICLE WITH SPIN AND SPIN-ORBIT INTERACTION
(In the remainder of this paper, we concentrate exclusively on electrons. Similar considerations apply to other particles with spin, e.g., neutrons and protons in an atomic nucleus, but details such as electric charge, g-factors, and relevant magneton values are different.)
To obtain the analog of the continuity equation, Eq. (5), for spin-1/2 electrons, several features must be added. The components of the position operatorx (the caret denotes an operator that acts on the Hilbert space of ket vectors) no longer provide a complete set of commuting operators for describing an electron. The electron also has an intrinsic spin, described by an operatorŜ, whose components obey angular momentum commutation relations. It is customary to choose as a complete set of commuting operators the set fx;Ŝ z g. The wave function generalizes to wðx; r; tÞ, which is the quantum-mechanical amplitude to find the particle at point x, with spin orientation r either up or down (the values of r are 61=2, the quantum numbers ofŜ z ), at time t. The two possible values for r are often more pictorially denoted as r ¼ "; #. These two functions are usually packaged into a two-component spinor given by
The probability density function for finding the electron at point x at time t is
Electrons also have a magnetic moment related to their spin angular momentum, given by
here g is the electron g-factor (approximately equal to 2) and l B ¼ e h=ð2mcÞ is the Bohr magneton. The existence of electron spin raises the possibility of additional terms in the Hamiltonian and in the timedependent Schr€ odinger equation that describe the interaction of the spin with its environment. An "intrinsic" (not involving externally applied fields) such term is the spin-orbit interaction, which is the interaction of the intrinsic magnetic moment of the electron with the effective magnetic field arising from the motion of the electron. An heuristic derivation of this interaction is given in many textbooks. [5] [6] [7] [8] The resulting Hamiltonian iŝ
In the atomic physics applications that are typically presented in quantum mechanics textbooks, the potential energy is a central potential: VðxÞ ¼ VðjxjÞ ¼ VðrÞ. In this case, its gradient is proportional to the position vector x, which leads to the appearance of the orbital angular momentum operator L ¼ x Â p. Thus, for atomic systems the spin-orbit interaction is proportional to the operator S Á L. We will employ this form in the final section, but here we continue with a more general potential energy function VðxÞ, so that our equations are applicable to additional systems. For example, the spin-orbit interaction is important in condensed-matter systems where the potential energy function is a spatially periodic function.
To obtain the equation for the probability current density for the Hamiltonian in Eq. (10), one writes the corresponding time-dependent Schr€ odinger equation and then duplicates the steps enumerated after Eq. (1) as closely as possible. This time-dependent Schr€ odinger equation for the twocomponent spinor Wðx; tÞ is
The quantity S here is the representation of the spin operator in the basis of S z eigenstates, which can be written as the 2 Â2 matrix
and it acts on the spinor Wðx; tÞ. Equation (11) 
Our purpose here is to derive equations analogous to Eqs. (5) and (6) for the spinless case. The following derivation is somewhat tedious, so readers interested only in the result can skip to Eq. (28). We include the derivation to make it available to instructors who want to construct homework exercises from it.
Because of the similarities of the two probability density functions in Eqs. (3) and (8), we start the derivation with the same three steps listed after Eq. (1); the result is, for r ¼"; #,
From the arguments ðx; r; tÞ of the spinor components, we have suppressed x; t, and we have moved the spin orientation variable r to a subscript. In addition, we have introduced the force FðxÞ ¼ ÀrVðxÞ (15) and for future use we note r Â FðxÞ ¼ Àr Â rVðxÞ ¼ 0:
The left-hand-side of Eq. (14) is i h@jw r j 2 =@t. To the first term on the right-hand-side we apply the vector identity written in the text before Eq. (4) and obtain
Since the spin-orbit interaction causes the orbital and spin motions to exert torques on each other, the probability densities for each spin component are not separately conserved. Therefore, we sum Eq. (17) over the spin orientations and get
In this equation q is defined in Eq. (8), and j P is similar to Eq. (6) but has an additional sum over the spin orientations:
To accomplish our goal, we must demonstrate that the last term of Eq. (18) is the divergence of a "spin-orbit probability current density" j SOI . Towards that goal, we reverse the order of the factors of the cross products in the last term of Eq. 
In the second term here, we interchange the summation indices r $ r 0 and continue Eq. 
Using the vector identity r Á ðV
The quantity in Eq. (26) is zero, because of both Eq. (16) and the fact that the matrix elements of the spin operator in Eq. (12) have no dependence on x. Thus, we have found that the last term in Eq. (18) can be written as the divergence of a vector, shown in the first term of Eq. (25). We identify this vector as the spin-orbit contribution to the probability current:
Combining the contribution in Eq. (19) with the contribution in Eq. (27) we obtain a candidate for the total probability current density for a system with the Hamiltonian in Eq. (10):
We remind the reader again that additional terms with vanishing divergence could be added to the right-hand-side of Eq. (28) and the continuity equation would still be satisfied.
IV. AN ADDITIONAL CONTRIBUTION
A. An heuristic analysis There are ideas from electricity and magnetism that hint that the contribution from the spin S appearing in Eq. (28) may not be the entire contribution. This possibility has also been noted by Greiner. 2 It is well known that a magnetized sample produces a magnetic field. In magnetostatics one relates this field to the magnetization M of the sample and specifically a nonuniform magnetization produces the same field as an electric current density
We use J to denote electric current density to distinguish it from probability current density j. Equation (29) can be used to argue that there should be an additional spin-dependent contribution to the probability current density of an electron. For an electron in (spinor) state W and with magnetic moment given by Eq. (9), the expectation value of the magnetic moment is
The integrand in Eq. (30) is the density of the magnetic moment, i.e., the magnetization
Equation (29) applied to this magnetization says that there is an associated electric current density. With the customary assumptions that the electric current density and the probability current density are proportional and the proportionality constant is the particle's charge, there is an associated "magnetization" probability current
This argument is not rigorous, but it does hint that another term should be added to the two other contributions identified at the end of Sec. III. Since this current density is the curl of another vector, its divergence is identically zero. Therefore, as noted at the end of Sec. III, this current density cannot be obtained by the "customary" derivation (i.e., the one used in Secs. II and III) of the continuity equation, which starts from the time-dependent Schr€ odinger equation, obtains the divergence of the current density, and then tries to identify the current density itself. Additional considerations must be employed.
B. Other analyses of the spin contribution to the probability current
Mita has published a different approach to obtaining a result like that in Eq. (32). 3 First, he establishes a relation between the expectation value of the angular momentum and the paramagnetic probability current density for an arbitrary state with wave function w. Then he establishes a similarlooking relation for the expectation value of the spin angular momentum for an arbitrary spinor state W. From that he identifies a spin probability current density. His result is the same as our Eq. (32), except that it does not include the g-factor. His paper has a discussion of why that might be appropriate.
Nowakowski obtains Eq. (32) by starting from the relativistic Dirac equation. 4 First, he reviews the standard reduction of the Dirac equation, for a four-component spinor wave function, to the Pauli equation, for a two-component wave function. Then he applies this same reduction to the equation in the Dirac theory for the probability current density and obtains our Eq. (32), noting that corrections to this result are of order ðv=cÞ 2 . His result includes the g-factor that Mita wants to omit. This approach appears to us to be an unobjectionable method for obtaining this "magnetization" contribution to the probability current density.
We point out here that the spin-orbit interaction that we employed in Sec. III is of order ðv=cÞ 2 , one order beyond that used to obtain the Pauli equation. This is made clear, for example, when one employs the formal Foldy-Wouthuysen procedure 9 to expand the Dirac equation to any desired order in v/c.
C. Alternative derivation
To obtain a term such as Eq. (32) in the probability current density, one could try applying an external field to the system that couples directly to the spin operator-a magnetic field B. Of course this field also couples to the orbital motion through the associated vector potential A, so the simplest Hamiltonian describing this situation is
If one writes the time-dependent Schr€ odinger equation appropriate for this Hamiltonian and goes through the steps listed in Sec. III to obtain a continuity equation, one finds that the terms involving S cancel because this operator is self-adjoint. There is a change in the equation for the probability current density because of the presence of the vector potential A in the kinetic energy operator, viz.,
but nothing like Eq. (32) appears in this derivation. The second term here is called the diamagnetic current density; it will appear again in the following discussion.
There is a different derivation of probability current density that produces the term in Eq. (32); it is given in the classic textbooks of Landau and Lifshitz. 12, 13 Their starting point 12 is the classical Lagrangian for a non-relativistic electron in a magnetic field
where
is the electric current density. (In this and subsequent equations, x 0 denotes a generic spatial point in distinction to x, the position of the electron). They note that a small change in the vector potential Aðx 0 Þ ! Aðx 0 Þ þ dAðx 0 Þ induces a small change in the Lagrangian
For the classical Hamiltonian obtained from this Lagrangian
the corresponding change is
To
Their example of this procedure is an otherwise free electron in the presence of a vector potential field Aðx 0 Þ describing a magnetic field. [Of course one needs a vector potential to utilize Eq. (39).] We apply their idea to the Hamiltonian in Eq. (10) for an electron with spin-orbit interaction, to which we add a magnetic field B and associated vector potential A; the vector potential appears in the orbital factors and the magnetic field in the term for the energy of the spin magnetic moment in the field:
From Eq. (41), we obtain the classical Hamiltonian according to Eq. (40); it is
(All functions here are evaluated at the spatial point x 0 at time t.) We have written Eq. (42) so that the first integral is the classical Hamiltonian for the example presented by Landau and Lifshitz and the second integral is the contribution from the spin-orbit interaction.
The next steps are to calculate the change in H cl induced by an infinitesimal change in the vector potential, and then to put the resulting expression in the form of Eq. (39). Equation (42) shows the classical Hamiltonian for a vector potential Aðx 0 Þ. We imagine rewriting it with an infinitesimally different vector potential Aðx 0 Þ þ dAðx 0 Þ and then obtain the difference of these two expressions, evaluated to first order in the infinitesimal dAðx 0 Þ. The result is
The two integrals here correspond to the two integrals in Eq. (42). In the first term of Eq. (43), we use the vector identity in the text before Eq. (4) to write
By using the divergence theorem, the volume integral of the first term of this equation converts to a surface integral at
By the same argument just used, the integral of the divergence term in this equation is zero. Finally, in the last term of Eq. (43) (the spin-orbit term), we interchange the scalar and vector products. The result of these manipulations is
According to Eq. (39), the coefficient of dAðx 0 Þ in Eq. (46) is the electrical current density multiplied by ðÀ1=cÞ, so
The first three terms in Eq. (47) are those obtained by Landau and Lifshitz; the spin-orbit interaction contribution is the last term. The first term is the paramagnetic current density, and the second is the diamagnetic current density. 10, 11 Having obtained this result, we set A ¼ 0 (which of course entails that B ¼ 0) to get only the terms not depending on externally applied fields. Finally we obtain the probability current density by dividing the electric current density by the charge ðÀeÞ. The result is
Equation (48) is our final result for the probability current density of an electron with spin and spin-orbit interaction, and it is the major result of this paper. In addition to the familiar paramagnetic current density term, it includes the spin-orbit contribution that we already obtained in Sec. III, and the contribution from the magnetization that is the subject of this section. This alternative procedure of Landau and Lifshitz produces both the magnetization contribution to the probability current density and the spin-orbit contribution. The conventional derivation employed in Sec. III does not give the magnetization contribution.
V. APPLICATION
In this section, we apply Eq. (48) for the total probability current density to the simplest possible system, the ground states of a one-electron atom or ion. Since these are stationary states, the probability current density is time-independent. We remind the reader that for a spinless electron, the system normally discussed in textbooks initially, the scalar ground state wave function is real-valued. For this state the probability current density (which consists only of the paramagnetic current) is zero, according to Eq. (6) .
For this atomic system, the potential energy function is the central potential (in cgs units, with Z being the atomic number)
and the spin-orbit interaction [last term of Eq. (10)] specializes to
The expression to be evaluated is the sum of the three terms in Eq. (48), where Wðx; tÞ denotes the exact spinor wave functions of the state under consideration. Here, we have the apparent complication that for the Hamiltonian in Eq. (10) with spin-orbit interaction included, the exact wave functions are not known. In general, we must be content to use approximate wave functions obtained by perturbation theory carried to some desired order. The spin-orbit interaction problem provides one of the standard problems treated in quantum-mechanics textbooks because it is a problem of real physical interest that requires use of both degenerate perturbation theory and the theory of addition of angular momentum. Because the equation for the spin-orbit interaction has the large (on the atomic scale) rest mass energy of the electron in the denominator, it is a small perturbation on the first two terms of Eq. (10). This is the term used to order the perturbation series for this problem.
We will evaluate the probability current density so that it is correct to first order in the spin-orbit perturbation. The spin-orbit contribution to this current [third term of Eq. (48)] is essentially proportional to the perturbation energy, so that even when evaluated with zeroth-order wave functions, it is a first-order term. In contrast, to evaluate the "paramagnetic" and "magnetization" current density terms [first and second terms in Eq. (48)] correctly to first order, we must use wave functions that are accurate to first order. The three terms in Eq. (48) will then be evaluated to the same order.
The task of using perturbation theory to obtain approximate energy eigenvalues and wave functions of the oneelectron atom with spin-orbit interaction included is treated in many quantum-mechanics texts; we briefly recall the procedure here. When electron spin is ignored, the system has a complete set of commuting operators fH; L 2 ; L z g. The eigenfunctions of these three operators are labeled by three quantum numbers: principal quantum number n ¼ 1; 2; …; square of orbital angular momentum ' ¼ 0; 1; …; n À 1; and z-component of orbital angular momentum m ' ¼ '; ' À 1; …; À'. In spherical coordinates, these wave functions are the product of a radial factor and a spherical harmonic w n;';m ' ðr; h; uÞ ¼ R n;' ðrÞY ';m ' ðh; uÞ. When the existence of electron spin is included, but the spin-orbit interaction is not yet included in the Hamiltonian, the complete set of commuting operators given above is augmented with two additional operators, S 2 and S z . The quantum number for S 2 is fixed at s ¼ 1=2, and the quantum number for S z has two possible values m s ¼ 61=2 ¼ "; #. The eigenfunctions are now labeled by five quantum numbers, and they are a product of three factors, the third factor being the spin-dependent part: w n;';m ' ;1=2;m s ðx; rÞ ¼ R n;' ðrÞY ';m ' ðh; uÞv m s ðrÞ. The third factor is an eigenfunction of S z and is v m s ðrÞ ¼ d m s ;r . In spinor form these are
The energy eigenvalues of these states depend only on the quantum number n and are E n ¼ Àð13:6 eVÞ=n 2 . Their degeneracy is 2n 2 , so in particular the lowest energy eigenvalue is two-fold degenerate. Degenerate perturbation theory must be used to obtain corrections to these values.
The prescription of degenerate perturbation theory is first to obtain the correct zeroth-order wave functions by diagonalizing the matrix of the perturbation formed with respect to the initial choice of zeroth-order states. For our problem the perturbation is the spin-orbit interaction term in Eq. (50), and the states are the W n;';m ' ;1=2;m s states. The task of diagonalizing the matrix of H SOI is simplified by introducing the total angular momentum operator J ¼ L þ S. Because the angular and spin factor of H SOI can be written
the eigenstates of the complete set of commuting operators fH; L 2 ; S 2 ; J 2 ; J z g diagonalize the matrix of H SOI and are thus the correct zeroth-order states for going to higher order in perturbation theory. These energy eigenfunctions are labeled with the quantum numbers n, ', 1/2, j, m. The two-component spinor eigenfunctions of this basis are also products of a radial factor multiplied by a spinor angular factor: ðh; uÞ ¼ 6
We emphasize that, according to degenerate perturbation theory, Eqs. (53) and (54) are the correct zeroth-order wave functions. Now, we observe an important property of the subset of s states (states with ' ¼ 0) of the one-electron atom. In this case there is only one possible value for the total angular momentum quantum number (j ¼ 1=2) and two values for the zcomponent quantum number m j ¼ 61=2. The zeroth-order spinor wave functions have the form W n;0;1=2;1=2;61=2 x ð Þ ¼ R n;0 ðrÞY 1=2;61=2 0 ðh; uÞ;
and from Eq. (54) the angular-spinor factors are
using the fact that the s-state spherical harmonic is
We act on the spinor wave functions in Eq. (55) with the total Hamiltonian and get
Equation (57) shows that for s states the zeroth-order wave functions provided by degenerate perturbation theory are in fact the exact energy eigenfunctions of the total Hamiltonian and that the energy eigenvalue is unchanged from the unperturbed value. In other words, for s states we have the exact wave functions, so that we can obtain an exact result for the probability current density for these states using Eq. (48).
Most textbooks that present calculations of effects of the spin-orbit interaction for one-electron atoms point out that there is no first-order energy shift for s states. But rarely do these textbooks present a calculation of the eigenfunctions using perturbation theory or point out that for s states an exact solution is possible. Of course for states with nonzero ' values, to obtain the probability current density correct to first order, we would need the correct first-order wave functions, as pointed out at the start of this section. Since obtaining these requires performing a sum over all of the unperturbed states, this is a formidable task beyond the aim of this paper.
Having identified the wave function to use for the calculation, we end this section by calculating the probability current density for one of the ground states of the one-electron atom with spin-orbit interaction included, viz., the state with quantum numbers n ¼ 1;
The spinor wave function is
where a 0 ¼ h 2 =ðme 2 Þ is the Bohr radius. We use this spinor wave function to evaluate the three terms of Eq. (48).
Because this wave function is real-valued, the "paramagnetic" current density [first term of Eq. (48)] is zero. All contributions to the probability current density of this state are due to the existence of electron spin.
One of the factors in the "magnetization" contribution to the current density [second term of Eq. (48)] is W † SW; the result of evaluating that using the spinor wave function in Eq. (58) and the spin matrix in Eq. (12) 
Hereû ¼ Àðx sinu Àŷ cosuÞ is the unit vector in the direction of increasing azimuthal angle at the point x in space with spherical coordinates r; h; u; it is parallel to the xy-plane. We return to Eq. (48) to get the prefactors of the magnetization term and obtain for the "magnetization" contribution to the current density
For the "spin-orbit interaction" contribution [last term of Eq. (48)], one of its factors evaluated for this quantum state is identical to Eq. (59). This factor is multiplied by the classical force on the electron
wherer is the unit vector in the radial direction, giving 
At a point in space with polar angles ðh; uÞ,r ¼ sin h cos ux þ sin h sin uŷ þ coshẑ, and
We put all these factors together and obtain that for this particular ground state, the spin-orbit interaction contribution is 
For both of these contributions to the probability current density, the streamlines are circles around the z-axis, flowing in the direction of increasing azimuthal angle, with maximum magnitude at the equator (h ¼ p=2) and decreasing magnitude toward the poles (h ¼ 0; p). Both contributions increase rather rapidly for increasing nuclear charge. This strong dependence on Z is a general result, not restricted to one-electron atoms, so these contributions to the probability current densities are expected to be more important for condensed matter systems that include higher-Z elements.
The probability current density for the other ground state (with azimuthal quantum number m ¼ À1=2) is the negative of the one just found.
A. Magnitudes
To plot these results for the magnetization and spin-orbit interaction probability current densities, it is convenient to express them in atomic units. 15 The dimensions of probability current density (flux) are probability (dimensionless) per unit area per unit time. The atomic length unit is the Bohr radius a 0 ¼ 5:29 Â 10 À9 cm, and the time unit is t 0 ¼ h 3 =ðme 4 Þ ¼ 2:42 Â 10 À17 s. The atomic flux unit is then
With the probability current density expressed in units of F 0 and lengths expressed in units of a 0 , the two contributions to jðxÞ are
and
where a ¼ e 2 =ð hcÞ ¼ 7:297 Â 10 À3 is the fine-structure constant.
These equations show that these two contributions have the same angular and vectorial dependence. However, the presence of the a 2 factor shows that the spin-orbit interaction contribution is generally considerably smaller than the magnetization contribution. The spin-orbit interaction contribution diverges near the origin, so that for r values smaller than the fraction a=2 ¼ 0:00367 (taking g ¼ 2) of a Bohr radius, it is larger than the magnetization contribution. Figure 1 shows a vector plot of the spin-orbit interaction contribution to the probability current density of Eq. (68) in the equatorial plane (h ¼ p=2) and computed for hydrogen (Z ¼ 1). All the arrows are the same length; the decrease in the magnitude of j SOI for increasing r is shown by the shading of the vectors. The inset is a plot of the magnitudes of j SOI and j M in an interval around the r value where the two curves cross. A vector plot of j M would have the same orientation of the vectors, but because it decreases less rapidly with increasing r, the fading would occur less rapidly.
VI. CONCLUSIONS
We have investigated how the spin of the electron extends the equations for probability current density, elaborating on the usual discussion of probability current density in quantum mechanics courses.
We began by applying the conventional approach, used in all textbooks to derive the continuity equation for probability density, to an electron that experiences the spin-orbit interaction. From that continuity equation, in addition to the familiar paramagnetic current, we found a specifically spin-dependent contribution to the probability current density. This new term [Eq. (27)] in the current density is proportional to the cross product of the local spin density with the classical force on the electron.
Subsequently we investigated a possible additional spindependent contribution to the probability current density. In the literature, the existence of such a term has been argued (i) on the basis of an analogy with classical magnetostatics, (ii) using a spin analogy to the relation between the orbital angular momentum and the paramagnetic current, and (iii) by investigating the non-relativistic limit of the Dirac equation to order ðv=cÞ. We then extended a different procedure used by Landau and Lifschitz by including the spin-orbit interaction with the terms that they use, and we obtained a final result for the probability current density with all three terms that we have discussed: the paramagnetic term, the magnetization term, and the spin-orbit term.
Finally, we presented numerical results for a system where the paramagnetic current density is zero, so only the spindependent terms contribute. Considering only their dependence on the fine structure constant, the magnetization contribution is dominant; however, near a nucleus the spin-orbit contribution becomes larger.
which are named the "Darwin" term and the "dependence of mass on velocity" term, respectively. Since these two terms do not depend on the spin operator S, strictly speaking they are not relevant to the concern of this paper, which is about the relation between the probability current density and the spin. But because they have the same magnitude as the spinorbit interaction, one could question whether they might change the results found in the preceding section. We will briefly deal with this question in this Appendix and without derivations, but with references to sources where the details can be found.
The Darwin term is easily dealt with. It can be added to the potential energy term VðxÞ in the non-relativistic timedependent Schr€ odinger equation (1) ; in the subsequent manipulations to derive the continuity equation, the Darwin terms cancels, just as the potential energy term does. It has no effect on the result for the probability current density.
To discuss the "dependence of mass on velocity" term, we begin from the relativistic Dirac Hamiltonian,
where a and b are the four 4 Â 4 Dirac matrices, and with the momentum operator p ¼ Ài hr. For simplicity, we restrict attention to the free-particle case because the velocity dependence of the mass is already present for a free particle. The corresponding relativistic time-dependent Schr€ odinger equation is in terms of a four-component Dirac spinor W D , which in the usual fashion is written as a two-component column vector, each of whose components is itself a twocomponent spinor:
The upper component W is the same as the spinor that appears in Secs. III and IV of this paper. The a matrices couple the upper and lower components of W D . The timedependent Schr€ odinger equation with Hamiltonian (A2) does lead to a continuity equation describing the conservation of (67) and (68) as a function of r over an interval where they intersect.
probability, but the equation for the probability current density is proportional to a and brings both upper and lower components of the Dirac spinor into the probability current density. To obtain the non-relativistic limit one needs to decouple the upper and lower components of the Dirac spinor. The systematic way to do this is by the Foldy-Wouthuysen transformation, 9,16 which is a unitary transformation on the time-dependent Schr€ odinger equation corresponding to the Hamiltonian (A2). For a free particle this unitary transformation can be obtained exactly 9, 16 and one finds that the transformed Hamiltonian is
We have introduced the explicit form of the b matrix here (I 2 is the 2 Â 2 identity matrix) to emphasize that the upper and lower components of the transformed Dirac spinor are not coupled by this transformed Hamiltonian. This Hamiltonian is problematic because of the presence of the Laplacian within the square root. However, it is diagonal in momentum space, so that one can straightforwardly write a relativistic time- 
Since this time evolution equation in the Foldy-Wouthuysen representation is non-local in position space, one cannot obtain a local continuity equation to describe the conservation of probability. The non-relativistic limit is obtained by expanding the square root in Eq. (A4) as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
The last term here is the "dependence of mass on velocity" term written in Eq. (A1 
