The application of reinforcement learning in industrial fields makes the safety problem of the agent a research hotspot. Traditional methods mainly alter the objective function and the exploration process of the agent to address the safety problem. Those methods, however, can hardly prevent the agent from falling into dangerous states because most of the methods ignore the damage caused by unsafe states. As a result, most solutions are not satisfactory. In order to solve the aforementioned problem, we come forward with a safe Q-learning method that is based on constrained Markov decision processes, adding safety constraints as prerequisites to the model, which improves standard Q-learning algorithm so that the proposed algorithm seeks for the optimal solution ensuring that the safety premise is satisfied. During the process of finding the solution in form of the optimal state-action value, the feasible space of the agent is limited to the safe space that guarantees the safety via the feasible space being filtered by constraints added to the action space. Because the traditional solution methods are not applicable to the safe Q-learning model as they tend to obtain local optimal solution, we take advantage of the Lagrange multiplier method to solve the optimal action that can be performed in the current state based on the premise of linearizing constraint functions, which not only improves the efficiency and accuracy of the algorithm, but also guarantees to obtain the global optimal solution. The experiments verify the effectiveness of the algorithm.
I. INTRODUCTION
Reinforcement learning (RL) aims to solve the problem with maximizing its long-term reward returned by executing actions. Given a specific state-action pair, the agent of reinforcement learning is able to learn the optimal policy by interacting with the dynamic environment through trial and error [1] . Although reinforcement learning algorithms have long been studied, most of them were initially designed for toy environments [2] , [3] . Recently some reinforcement learning algorithms were gradually applied to the industrial fields, e.g. automatic driving [4] , where the safety of the agent is particularly important [5] . As a result, the goal of the agent is not only to maximize the long-term reward, but also guarantee The associate editor coordinating the review of this manuscript and approving it for publication was Xiping Hu . that the agent always stays away from unsafe states, which means the agent should seek for optimal solution under safety constraints to avoid unnecessary losses. However, traditional reinforcement learning methods are incompatible with the above cases unless dangerous operations are completely eliminated and the safety of the agent is ensured at the initial time of deployment.
At present, there are two main methods to solve safety problems for the agent: changing the objective function and improving the exploration process [6] . The method of changing the objective function obtains the safety policy for the agent by changing the optimization criterion. In some cases, this method may reduce the probability of the agent entering dangerous state, but it does not fundamentally solve the safety problem of the agent, and the agent may still enter dangerous state causing damage to itself and increasing the cost of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ seeking the optimal policy [7] . The method of improving exploration process is to obtain the knowledge of tasks by random exploration of state space and action space. Only when enough information is gathered from the environment can the algorithm's performance be improved [8] . Driessens et al. proposed that the agent can convert the exploring process into Boltzmann exploring or completely greedy exploring according to the predicted value of the initial training stage [9] . In this way, the agent is exposed to the most relevant areas of the state space and action space from the initial stage of the learning process, thus reducing the time required for random exploration to discover these areas. However, this method needs more additional information. Moreover, it doesn't fundamentally solve the safety problems of the agent, and the agent may still enter a dangerous state because it is difficult for the agent to obtain all undesired states in a risky environment. In recent years, researchers have applied constrained reinforcement learning methods to system safety and other related issues [10] . Meanwhile, the reinforcement learning methods based on the constrained model is only a preliminary attempt and the solution is not satisfactory. There is no systematic description of solving the problem, especially description of effectively solving large-scale continuous space tasks.
In reinforcement learning, although dynamic programming method is able to solve problems ensuring the safety of the agent to some extent, it needs a perfect environment model, namely, a thorough understanding of the environment in advance [11] . As in most cases of control tasks, prior knowledge is unavailable, making dynamic programming incapable of dealing with model-free control problems. Safe Q-learning, however, can solve model-free problem for Q-learning is an efficient model-free reinforcement algorithm.
Aiming at the safety problem of the agent in reinforcement learning, we propose a method of safe Q-learning (SQL) based on constrained Markov decision processes (CMDPS) [12] . Our safe Q-learning algorithm adds multi-dimensional constraint function to the original objective function so that it divides the state space into feasible state space that satisfies the constraint condition, as well as infeasible state space that doesn't meet the constraint condition. Similarly, the action space is also divided into feasible action space and infeasible action space. Under constraint functions, the agent only performs feasible actions and enters into feasible states so as to avoid unnecessary damage caused by incorrectly performing the infeasible action and entering the infeasible state.
This paper is organized as follows. In Section 2, we introduce the related concepts and studies. In Section 3, we formalize our model and transform the model into a convex model by linearizing constraint functions, where we exploit the Lagrange multiplier method to obtain the optimal action that the agent can take in the current state. In Section 4, we compare safe Q-learning with standard reinforcement learning algorithms. In Section 5, a summary of the safe Q-learning and a discussion of future work are concluded.
II. PRELIMINARIES A. REINFORCEMENT LEARNING
In the reinforcement learning task, the agent perceives the environment with the purpose of obtaining maximum longterm cumulative return, a valuable reward signal [13] . Markov decision process (MDP) is the framework for solving reinforcement learning problems, described by quaternion (X , U , P, R) [14] , where X is the state space set, U is the action space set, P is the state transition probability and R is the reward function, represented as r t+1 = R(x t , u t , x t+1 ) showing the immediate reward r t+1 the agent receives after taking action u t in state x t and moving to next state x t+1 . The state transition probability [15] is as:
At time t, the agent is in the state x t , and the action u t is selected according to the policy h, represented as u t ∼ h(x t ). The environment returns the agent a feedback according to the action performed so that the agent is able to enter the next state and get the reward. The model of reinforcement learning is shown in Figure 1 .
The state-action value function Q h (x, u) is used to evaluate the quality of policies in reinforcement learning, it refers to the sum of cumulative rewards that an agent obtains when performing action u t which is taken under the guidance of policy h in the current state x t . The state-action value function [16] is as:
where E is the expectation and R t = T k=t γ k−t r k is the sum of the accumulated discounted rewards of the agent from the time t to the time T .
With the increasing of iteration steps, the state-action value converges to the optimal value. The optimal state-action value [17] is as:
Q-learning algorithm [18] is a famous and widely used off-policy algorithm that introduced the concept of temporal difference error (TD-error) [19] , by which Q-value function is updated iteratively and finally converges to the optimal stateaction value. The TD-error and update process of Q-value are as:
where t represents time step, α t is the learning rate, δ t is the TD-error, and u is the action that is to be performed in the next state x t+1 . The optimal control policy is obtained by iterating continuously using Behrman equation, and the state-action value finally converges [2] , [20] . Q-learning algorithm is one of the most widely used algorithms with fast convergence speed and can obtain the maximum reward while executing the action [21] .
B. CONSTRAINED MARKOV DECISION PROCESSES
Constrained Markov decision processes can be modeled by a five-tuple (X , U , P, R, C), where X is a set of state space containing a limited number of states, U is a set of action space consisting of a finite series of actions, P is the transition probability from one state to another, R is the reward function about instant reward and C is the set of constraint functions. The purpose of constrained Markov decision processes is to maximize the reward function under prerequisites of satisfying constraints. The set of constraint functions is specifically expressed as:
where k is a constant. Constrained Markov decision process is based on the constrained Markov chain that refers to a constrained process where the state space is constrained, and the state space is a set of space with finite elements. In discrete space, the mathematical model of constrained Markov chains is as Eq.7 [22] :
where β > 0 is a scalar, the objective function f and the constraint function g are defined as: X × U → R. The upper limit operation is taken for the objective function and the constraint function in the model, because the maximum value of the objective function is required, and the left side of the constraint function is not greater than the right side, otherwise the lower limit operation needs to be taken down.
In previous work, some researchers combined constrained Markov decision processes with reinforcement learning to solve limitation and safety problem of the agent in practical applications. Bušić et al. proposed action-constraints Markov decision processes with Kullback-Leibler (KL) cost and its main idea is to solve a complete parameter cluster of Markov decision processes [23] . Reinforcement learning algorithm based on constrained Markov decision process can solve the limitation and safety problem of the agent in the process of exploration. Borkar et al.'s work of actor-critic algorithm based on constrained Markov decision processes [24] provided theoretical support for reinforcement learning based on constrained Markov decision processes; however, they didn't carry out experimental verification. Achiam et al. put forward constrained policy optimization (CPO); however, their work only approximately satisfied constraints [25] . Wen et al. developed a constrained cross-entropy-based method to solve the safety issues for agents; however, it ignored the feasibility of initial policies with both Markovian and non-Markovian objective functions and constraint functions [26] .
In general, the safe Q-learning belongs to constrained RL methods that have models with limited resources or minimum cost, multi-objective models, and limited speed for agents and so on.
C. LAGRANGE MULTIPLIER
Reinforcement learning methods are to make the agent performs the optimal action by maximizing the objective function, which is oversimplified and neglects the agent's safety and other limitations. Adding constraint functions to the objective function can ensure the safety of the agent in the process of exploration, nevertheless original reinforcement learning methods are no longer suitable.
Optimization problem with equality constraints can be solved by using Lagrange multiplier and the one with inequality constraints can be solved by exploiting Lagrange multiplier and Karush-Kuhn-Tucker (KTT) conditions which are necessary and sufficient condition when the model is convex and determine whether the solution obtained by Lagrange multiplier method is optimal [27] . The general form of constrained optimization model is represented by Eq.8, the objective function and the constraint function are differentiable in Eq.8 [28] .
where formulas c i (y) = C i and c i (y) ≤ C i are the abstract representation of constraint functions, γ is the discount factor, 0< γ <1, k is a constant and represents the number of constraint functions, k is a constant and represents the number of equality constraint functions, and the number of inequality constrained functions is k −k , y is the independent variable which is an n-dimensional vector. The above model is abstract, and the concrete form is given by the specific task. If the model requires to minimize the objective function, the process of minimizing the objective function can be changed to the process of maximizing the objective function by adding a negative sign to the objective function.
The optimal solution satisfies λ i = 0 or c i (y) − C i = 0, i = k + 1, . . . , k [29] . This has already been similarly applied to support vector machine(SVM) [30] . Thus, when variable y satisfies strict inequality constraints, that is, when the constraint functions are strict inequality constraint, it is an inactive constraint, and only when the constraint function is an equality constraint can it be turned active. Therefore, the optimization problem with inequality constraints is transformed into the optimization problem with equality constraints and can be solved by Lagrange multiplier method [31] . As a result, the problem' solving process is simplified.
According to Lagrange multiplier method, the model is converted into the following form:
where the current variable y that satisfies ∇ y L (y, λ i ) = 0 and
. . , k} are local optimal solution which is the maximum point. We use gradient descent method to solve the local optimal solution. Solutions of λ i {i =1, . . . , k} can be obtained by solving formulas ∇ λ i L (y, λ i ) = 0 {i = 1, . . . , k} and ∇ y L (y, λ i ) = 0 [32] . If the model is convex, the local optimal solution equals the global optimal solution. λ i {i = 1, . . . , k} is the Lagrange multiplier, which implies that the objective function changes in accordance with constraint function. Because the optimal solution satisfies the constraint c i (y) − C i = 0, λ i won't affect the solution of the optimization problem.
D. SAFE REINFORCEMENT LEARNING
Reinforcement learning with safety issues is referred as safe reinforcement learning (SRL), which can be defined as maximizing the expected return value of related issues in the process of learning policy, and at the same time guarantees reasonable system performance and satisfies safety constraints in the whole process of the learning or exploring [33] . Existing safe reinforcement learning methods mainly include changing the objective function and improving the exploration process [34] .
The safe reinforcement learning method based on changing the objective function is to obtain the optimal policy which can produce the maximum return in the worst case by maximizing the optimization criterion. This optimization criterion can mitigate the impact of variability caused by a given policy, which may lead to risk or adverse conditions. There are three main methods to ensure the safety of the agent in the system by changing the optimization criteria: Worst Case Criterion [35] , Risk-Sensitive Criterion [36] and Constrained Criterion [37] . Worst Case Criterion maximizes the worst-case return to obtain the optimal policy and Risk-Sensitive Criterion method balances the reward and the risk to obtain the optimal policy. However, neither of the two approaches fundamentally solves the safety problem of the agent as the agent still has a certain probability of entering a dangerous state. Moreover, they expend more in exploration. Constrained Criterion method can better solve the safety problem of the agent, but the existing method is only experimental. Moldovan et al. proposed safe exploration in Markov decision processes [38] and Kadota et al. put forward discounted Markov decision processes with utility constraint functions [39] . Chow et al. introduced the classical Lyapunov Function in the control theory into reinforcement learning [40] , but experiments only compared the two algorithms: Safe Policy Improvement (SDPI) and Safe Q-learning (SDQN).
Although all the above methods guarantee the safety of the agent by providing some constraints, they didn't consider the problem of global optimal solution and only ensured that the agent obtain a safe sub-optimal solution after exploration. The method of discounted Markov decision processes with utility constraints function only proposed the theoretical conclusion, without experimental verification.
There are two main ways to modify the exploration process to avoid that the agent enters into dangerous situations. The first method is to improve the algorithm by integrating external information; the second method is the exploration based on risk. Clouse et al. put forward the method of accepting external suggestions when the agent decides it needs guidance and the agent explores the optimal policy through external guidance [41] . Tang et al. regarded that the integrated external information was not used to guide the agent to explore, but to deduce a safety policy offline [42] , [43] . Since the method requires extensive external information, it requires extra cost to integrate external information, in addition to exploration. However, the agent still has a certain probability to enter the dangerous state under this method.
III. SAFE Q-LEARNING BASED ON CONSTRAINED MODEL
Methods based on constrained Markov decision processes have shown good results in improving safety of the agent, but the solution is not always effective and especially cannot be applied to the problem with large-scale space or continuous solution. Aiming at solving this problem, an algorithm named safe Q-learning based on constrained Markov decision processes is proposed and we adopt Lagrange multiplier method to solve this model. By linearizing the constraint function using Taylor expansion [44] , the problem is transformed into a convex problem, so that the algorithm is able to find the global optimal solution rather than the sub-optimal solution.
For tasks with small discrete state space, the problem can be directly resolved through the constraint to determine whether a state is safe and which action the agent should currently take. If the state space and action space is very large and continuous, the problem can be solved by using the Lagrange multiplier method.
A. CONSTRAINED SAFE Q-LEARNING MODEL
Reinforcement learning that is based on constrained Markov decision processes, referred to as constrained reinforcement learning (CRL), is described as a quintuple (X , U , P, R, C) [12] , where X is the state space, U is the action space, P is the transition probability, R is the immediate reward function, the set of constraint functions C = {c i : X × U → R|i = 1, · · · , k represents that the action space is constrained, and the set of constraint functions whose state space is constrained is represented as C = {c i : X → R|i = 1, · · · , k. The purpose of constrained reinforcement learning is to maximize the reward function. The constrained reinforcement learning model is shown in Figure 2 .
The safe Q-learning model that adds constraints to the action space on the basis of Q-learning is as follows:
where formulas c i (x t , u t ) = C i and c i (x t , u t ) ≤ C i are the abstract representation of constraint functions, indicator sets {1,2, . . . , k'} and {k'+1, k'+2, . . . , k} represent the equality constraint and the inequality constraint respectively, x t represents the state of the agent at time t, and u t represents the action selected by the agent under state x t and time t.
The state space can be divided into a feasible state space set and an infeasible one by adding constraints. The action space is also divided into a feasible action space set and an infeasible one, which ensures safety from the beginning of scheduling by determining whether the state is safe through the constraint condition, and only in the safe state is agent allowed to proceed. Therefore, the feasible region of the safe Q-learning model is represented by Eqs.11 and 12.
where U is a feasible action space and X is a feasible state space, x represents any safety state and u represents any safety action. The inequality constraint c i (x t , u t ) ≤ C i on the action and state space is a general form. If the inequality constraint form c i (x t , u t ) ≥ C i is satisfied for some states, it is only necessary to multiply both sides of the inequality by -1 to convert the inequality constraint into a general form. Indicator sets {1,2, . . . , k'} and {k'+1, k'+2, . . . , k} are represented by the expression 13. ξ = 1, 2, · · · , k ,
where ξ represents the indicator set of equality constraint functions, I represents the indicator set of non-strict inequality constraint functions, and I represents the indicator set of non-strict inequality constraint functions (c(x) ≥ C or c(x) ≤ C) that satisfy the equality constraint by taking an action u under a certain state x. For non-strict inequality constraint, if indicator i 0 ∈ I is present, the i 0 th constraint is an inactive constraint at the state x, and the non-strict inequality constraint function can be converted into equality constraint function. The set of effective constraint indicators at state x is ξ ∪ I , and above-mentioned inequality constraints can be transformed into equality constraints, so the safe Q-learning model is modified to Eq.14:
The above-mentioned safe Q-learning model only contains equality constraints, because only the equality constraint is an active constraint, and the strict inequality constraint removed is an inactive constraint, which reduces the complexity and the difficulty of solving the model.
B. SAFE MODEL WITH ACTION CONSTRAINTS
The safe Q-learning model adds multi-dimensional constraints to the Q-learning model, so the traditional solution method is no longer able to deal with the problem. In order to solve safe Q-learning efficiently and accurately, we propose a method to solve the optimal action that can be performed in the current state by Lagrange multiplier method on the basis of Q-learning, which requires that the objective function and the constraint function are first-order continuous and differentiable. The first-order continuous differentiability of the objective function can be satisfied in the case of continuous time t, but the constraint function does not always guarantee the first-order continuous differentiability during the process of construction. The differentiability of the constraint function can be realized by linearizing the constraint function.
Since the next state of the agent is determined by the current state and the current action, the following formulas can be obtained:
where Eq.16 indicates that the state of the agent at next time is determined by the current state of the agent and the action currently executed, and it represents a mapping relationship from x t and u t to x t+1 , and formula 16 indicates that the safety of the current state and the current action is determined by the safety of the state of the agent at next time.
In the process of solving the model, in order to obtain a global optimal solution, the objective function and the constraint function are required to be convex functions. According to the safe Q-learning model, the objective function is a convex function, but the constraint function may be not. In this paper, for the constraint function we use a linear approximation. Since the linear function must be a convex function, the constrained function obtained is a convex function. At this point, the solution of the constrained reinforcement learning model must be able to obtain the global optimal solution. A linear approximation of the constraint function is:
where x t is used as input, the output that has the same dimension with u t is a vector, and d(x t ; ω i ) can be obtained by solving the following function:
where D is a set whose elements are a triad (x t , u t , x t ) meaning that agent takes action u t and transfer from state x t to state x t and the optimal solution of the objective function is found in set D. Therefore, the safe Q-learning model obtained by linear approximation of the constraint function is:
Solving the above model according to the Lagrange multiplier method is to solve the following formula:
where u * is the optimal action that the agent can take at the current state, λ i {i ∈ ξ ∪ I } is lagrangian multiplier. In order to avoid the maximum long-term cumulative return value of the model falling into the local optimal solution, we use linearization to convert Q-learning model's constraint function into convex function. Therefore, the optimal solution obtained by the Lagrange multiplier method that is the global optimal solution. The following is a proof that the global optimal solution can be obtained by using the Lagrange multiplier method to solve the safe Q-learning model Eq.19.
Proposition 1: It is assumed that safe Q-learning model Eq.19 has a feasible solution {u * , {λ * i } * i=1 } at the state x * , where λ * i is the best Lagrange multiplier associated with the ith constraint.
Proof: Let u * be the local optimal solution of problem Eq.18, and Q t+1 (x t , u t ) and c i (x t )+d(x t ; ω i ) T u t {i ∈ ξ ∪I } are the first order continuous differentiable in the neighborhood of u * . If the constraint specification condition is established as
where SFD [45] is the abbreviation of sequence feasible direction and LFD [45] is the abbreviation of linear feasible direction, the existence of λ * i {i ∈ ξ ∪ I } makes that formulas (22)-(25) are established:
As u * is a local optimal and feasible solution, Eq.23 is active. Let d ∈ SFD (u * , U ), since u * is a local optimal solution, d T ∇Q t+1 (x * , u * ) ≤ 0, ∀d ∈ SFD (u * , U ) can be obtained from the geometric optimality condition.
By the constraint specification condition (21), the equations
have no solution.
Using the Farkas Lemma [46] :
Finally, obviously there is λ * i ≥0, and formula (27) .
Because safe Q-learning model is a convex model, the local optimal solution is the global optimal solution. Proposition 1 is the first-order optimality condition theorem, which theoretically guarantees that Lagrange multiplier method can solve the safe Q-learning model's optimal action at each step and obtain the global optimal solution. The algorithm of the safe Q-learning is convergent with the above proposition and the convergence of Q-learning.
C. ALGORITHM DESCRIPTION
We propose a safe Q-learning algorithm based on the constrained Markov decision processes, which limits the action executed at each step to the set of safe action by adding multidimensional constraints. By limiting the feasible state of the agent to the set of safe state, the safety of the agent can be guaranteed at the early stage of exploration. Safe Q-learning algorithm is shown in Algorithm 1.
Algorithm 1 Safe Q-Learning (SQL)
Input: state set X , action set U , and reward function Output: safe state-action pair sequence 1: initialize: state-action value function Q (x, u) , ∀x ∈ X , u ∈ U , Lagrange multiplier λ i , i = 1, · · · , k, k ∈ N + , parameter ω i , step size α ∈ (0, 1] and D = x, u, x , ∀x, x ∈ X , u ∈ U 2: Repeat 3: initialize initial state 4: Repeat 5: get d (x; ω i ) by solving the formula ω * i ← arg min
: the constraint function is approximated linearly:
: take action u * , observe r, x 9: Q(x, u * ) ← Q(x, u * ) + α R + γ max u Q(x , u) − Q(x, u * ) 10: Until termination 11: performs the action u * , then moves to the next state:
x ← x 12: Until x is terminal For steps from 5 to 9 in algorithm1, the Lagrange multiplier method is used to solve the constraint problem to obtain the safety action under the condition that the long-term cumulative return value is the largest, and the safety of the agent is ensured while satisfying the global optimality. In step 11, the agent performs the optimal safety action and moves to next state.
IV. EXPERIMENT AND ANALYSIS
Safe Q-learning method based on the constrained Markov decision processes can be used for the exploration of the agent in a limited situation to obtain the maximum longterm cumulative return value so as to improve the safety of the agent. Comparison algorithms in this paper are classical reinforcement learning algorithms Sarsa [2] , Sarsa(λ) [2] and Q-learning [18] . All comparison algorithms and the safe Q-learning algorithms are used to solve model-free reinforcement learning problems.
In order to ensure the safety of the agent during the process of exploration, we add constraint to the objective function represented by Eq.28.
where, χ is a set consisting of all the dangerous states, and x t+1 is the next state. Eq.28 shows the distance between x t+1 and χ in the form of Manhattan distance [47] between the current state and dangerous states which is positive. In reinforcement learning, the agent isn't aware of the experimental environment, and when the agent performs an action, it may move in different directions, reach different states and get different rewards. The agent maximizes the long-term cumulative return value to obtain the optimal action and the state reached at next moment, and finally gets the optimal path. Reinforcement learning algorithm uses long-term cumulative reward as an evaluation metric because reinforcement learning algorithms seek for an optimal solution by maximizing long-term reward. Therefore, larger long-term reward value denotes better performance. In the experiment we utilized long-term reward as evaluation. Moreover, we used the standard deviation of reward to exam the stability of the algorithms.
A. CLIFF WALKING EXPERIMENT
In the cliff walking experiment, the agent needs to find a shortest path from start point S to terminal point G without falling into the cliff, as shown in Figure 3 .
The purpose is to learn a safe shortest path. The gray part is dangerous state. If the agent reaches cliff, the agent gets a reward of -100 and ends the exploration, then the agent needs to return to the starting position to explore again. In addition to the dangerous state and the terminal state, in order to prevent the agent from strolling freely in the grid, the agent will get a reward of -1 every time it enters a new state, so as to prevent the agent from walking freely in the grid, ensuring that the agent can find the shortest path into the termination state in the shortest period of time. In Figure 3 , the path indicated by the red line is the optimal path. The agent can go from the starting point to the end point in the shortest time period under the premise of ensuring safety. The path indicated by the blue line is only the safety path, that is, the further from the cliff the agent experiences in the process from start to finish, the safer the agent is, but this is often not the optimal path. The baselines in the experiment setting is given, the step size α is uniformly set to 0.5, and the discount factor γ is set to 1. The ε-greedy method is used for the agent to explore the random action in the training phase, in order to avoid the agent falling into the local optimum in the learning process. The policy parameter ε set to 0.1. The experiment runs 50 times independently, and the number of episodes for each independent operation was 500.
We compared the learning performance of the Sarsa, Sarsa(λ), Q-learning and safe Q-learning in the Cliff Walking. Figure 4 shows the long-term cumulative return value of each episodes of four algorithms.
As shown in Figure 4 , the long-term cumulative return value obtained using the safe Q-learning algorithm is significantly higher than those of Sarsa, Sarsa(λ), and Q-learning. As Q-learning is a typical off-policy algorithm, the behavior policy that is used for generating behavior is different from the evaluation policy that is used for updating value function. While as Sarsa and Sarsa(λ) are on-policy algorithms, their behavior policy and evaluation policy are the same. As a result, the agent of Sarsa and Sarsa(λ) can't avoid entering the dangerous state during the exploration process. Every time the agent enters a dangerous state, the agent gets a reward of -100 and returns to the initial state, so the longterm cumulative return values of each episode calculated by Q-learning, Sarsa and Sarsa (λ) algorithm are not stable. The agent is easy to enter dangerous state and has great volatility. The long-term accumulation of each episode calculated by Q-learning algorithm is obtained, which is the most unstable and the learning effect is the worst. On the contrary, the safe Q-learning algorithm can get a better long-term cumulative return value per episode, because the safety of the agent is ensured by adding constraints, and the agent does not enter the dangerous state and causes unnecessary loss. Therefore, the algorithm converges faster and the learning effect is better. 
B. MAZE EXPERIMENTS WITH TRAPS
The second comparative experiment is a maze world with traps. The agent is to find out a safe shortest path from the start point to the terminal point without entering the trap. In the maze experiment, there is a 6×6 grid, in which the black grid represents the trap, the yellow grid in the upper left corner is the starting point, the yellow grid in the lower right corner is the terminal point, and the red grid refers to the grid position where the agent currently is. When the agent enters the black grid, a dangerous state, the agent will get a reward of -10. When the agent reaches the lower right corner, the destination block, the agent will get a reward of 10. In order to urge the agent to find a shortest safe path from the starting point to get to the destination as quickly as possible, the agent will get a reward of -1 every time it reaches a new state, as shown in Figure 5 .
The baselines in the experiment setting is given, the step size α is set to 0.1, the discount factor γ is uniformly set to 0.9, the parameter ε of the ε-greedy policy is set to 0.8, and the number of the episode is set to 500. Figure 6 shows the long-term cumulative return value of each episode of the four reinforcement learning algorithms of Sarsa, Sarsa(λ), Q-learning, and safe Q-learning in the maze experiment.
According to Figure 6 , the long-term cumulative return value of per episode calculated by the safe Q-learning algorithm is significantly higher than those calculated by the Sarsa, Sarsa(λ), and Q-learning algorithms, because under the safe Q-learning algorithm, the agent does not enter the trap during the learning process, while the Sarsa, Sarsa(λ) and Q-learning algorithms continue to learn to avoid dangerous situation by entering the trap, so the calculated long-term cumulative return value of per episode is low and unstable. The safe Q-learning algorithm ensures the safety of the agent during the exploration process and avoids the loss of the agent as a result of entering a dangerous state.
C. LARGE-SCALE MAZE EXPERIMENTS WITH TRAPS
In order to verify that the safe Q-learning algorithm still has better performance when the state space and action space have a larger scale, we expand the 6 × 6 maze world with traps to a 12 × 12 maze world with traps, increasing the number of traps and the random distribution of traps, as shown in Figure 7 .
As shown in Figure 8 , the safe Q-learning algorithm still has the best performance, and the long-term cumulative return value converges faster and more stable. In the reinforcement learning algorithm, the choice of the action of the agent is random, and the agent cannot be completely prevented from entering the dangerous state. The safe Q-learning algorithm can ensure that the agent does not enter the dangerous state during the process of exploration, thus ensuring the safety of the agent and avoid damage to the agent and unnecessary losses. 
D. ANALYSIS OF ALGORITHM STABILITY
To evaluate stableness of safe Q-learning, we calculate the standard deviation of safe Q-learning, Q-learning, Sarsa (λ) and Sarsa using formula (29) . According to the table 1, safe Q-learning has the lowest standard deviation and the best stability. std = (r 1 − r) 2 + (r 2 − r) 2 + · · ·+(r n −r) 2 /n (29) wherer is the average of the sum of rewards r i {i = 1 · · · n}. The experiment calculated the standard deviation for each method when models converge and the formula of standard deviation is as illustrated in the table below.
V. CONCLUSION
The application of reinforcement learning in the industrial field makes the safety of the agent increasingly important. For the safety of the agent, we propose a safe Q-learning algorithm based on the constrained Markov decision processes. The feasible action space and state space of the agent are limited to the safe action space and the safe state space, thereby ensuring the safety of the agent.
The safe Q-learning algorithm proposed in this paper can guarantee the safety of the agent in the exploration process, which can be possibly applied not only in video game and toy to improve players' performance, but also in industry area such as automatic drive, where cars are prevented from moving to dangerous areas and hitting moving objects on the path; the method can also be applied in robot platform, enabling the robot to avoid obstacles on the road to destination point and program an energy-saving path. In our subsequent experiments, we find that the Lagrange multiplier method also can be applied to other reinforcement learning algorithms to solve the safety problems of the agent. The safe Q-learning algorithm is based on a constrained Markov decision processes, so the algorithm can also be applied to constrained models, such as models with limited resources or minimum cost, multi-objective models, and limited speed for agents.
The safe Q-learning algorithm can be further extended to the modeling and solving of constrained problems. In the future, we are looking forward to solving the constrained problem of the agent by applying the safe Q-learning algorithm.
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