Abstract. Algorithms are given for calculating the block triangular factors A, Â, B = A'1 and B = Â'1 and the block diagonal factor D in the factorizations R = ADA and BRB = D of block Hankel and Toeplitz matrices R. The algorithms require OipW) operations when R is an n X zz-matrix of p X p-blocks.
Introduction.
Let R = {A¿,}, i, j -0, 1, • • -, n, be a matrix with the entries Ru as p X /z-matrices of real valued elements. Such a matrix is called a (block) Hankel matrix if Ru = jRt+i, and a (block) Toeplitz matrix if Rif = /?,_¡. where A is a lower triangular matrix with p X /z-identity matrices / on the diagonal, Â is an upper triangular matrix with matrices / on the diagonal, D is an invertible block diagonal matrix, and B and Ê are inverses of A and Â, respectively. The algorithms for finding the two triangular decompositions require 0(j>3n2) arithmetic operations when R is either a Hankel matrix or a Toeplitz matrix. Special cases of our algorithms have been derived earlier for different purposes. For p = 1 and R a positive definite Toeplitz matrix, Levinson [1] has derived such an algorithm for solving predictor problems, which, in effect, also finds the factors (1.2). A generalization of the same algorithm for p > 1 was derived (slightly imprecisely) in [2] . For p = 1 and R, a Hankel matrix, an algorithm for finding the factors in (1.1) was derived in [3] by use of the so-called moments and the Lanczos algorithm.
The algorithm for finding the factorization (1.1) for R, a Toeplitz matrix, is believed to be completely new; not even special cases of it seem to have been found before. In the particular case where R is symmetric and positive definite, this algorithm also finds the related Cholesky factorization, R = ÄÄ' [6] .
The algorithm for the Cholesky factors has an important application in a numerical solution of the classical spectral factorization problem. This problem, with applications in prediction theory, representation or identification of random processes, and a number of other areas as well, is to factor a p X p-matrix polynomial R(x) -227-m PiX', Ri = R'-i, positive for each |x| = 1, as follows:
where the factor A(x) has the form X)"-o ^x* and is "outer" [4] . In the present context, À(x) being outer merely means that it has the indicated form and is invertible for |x| ^ 1. Our algorithm requires an order of magnitude fewer arithmetic operations than the earlier ones in [5] and [7] . Observe the evident but important fact that these subfactorizations, one for each k, k 5i zz, form a nested sequence such that a subfactorization for any k!, k' ^ k, is also a subfactorization of the one corresponding to k. Denoting the z'th block-row of R as the array (R¡, Ri+X, ■ ■ ■), we find that the (zc -f-l)th block-row of B satisfies the equation and, conversely, is determined by it:
By picking the block columns 1 to zc -1 from R, we also have
With the notations,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use we deduce from (2.2) and (2.3), by subtraction, the two equations: The coefficient matrices Ck and Gk^x are determined by (2.6) in the following way:
First, (2.4) and (2.6) imply
EoiRk-x, Rk)+ ■■■ + E"iR2k-x, R2k) + iPkk, Pk,k+X) = 0.
Then, with the preceding equality, we derive the equality C"t(0, Pkk) + Gk-xiPk-x,k~x, Pk-X,k) + iPkk, Pk,k+i) = 0 which leads to
where Dk = Pkk. Define G, = 0, if i is negative, and /\,-= 0 and B¡¡ = 0, if i or j are negative. Then, we get the first recursion: Equations (2.7), (2.9), and (2.10) generalize those in [3] . Equations (2.7H2.10)
give both B and Â in 0(2zz2(/z3 + /z2)) operations. Therefore, in order to get the factors Ê' and A', we just replace Rt by R'i in all the preceding equations.
3. Toeplitz Matrices. Consider again the following portion of the matrix equation BR = DÂ = A P, where all the block k X /c-sections of the Toeplitz matrix R are nonsingular: we deduce from (2.4) and (3.6):
Similarly, we obtain Fl.
We point out that it is possible to derive a recurrence equation also for Fk and F*., as we shall show shortly. However, these recurrence relations save calculations only when both factorizations (1.1) and (1.2) are determined.
We shall now turn to the problem of finding the factors in (1.1). The situation turns out to be different from the case with Hankel matrices in that the algorithms for determining the factorizations (1.1) and (1.2), respectively, are independent from each other. Beginning with (3.1), we have An application of (3.9) to (3.16) gives in turn the recursion for the Qik's: by /?!,., the same algorithm also finds the factor A'. In particular, when R is a symmetric Toeplitz matrix, Â' = A, and (3.14) gives (3.25) Q*kk = ßr», (ifÄ-< = R',).
These recurrence relations require 0(4zz2(/z3 + p2)) arithmetic operations to determine the factorization (1.1), and only 0(5zz2(/z3 + p2)) to find both (1.1) and (1.2) in case p > 1. In case p = 1, they require only 0(2n2) for (1.1) and 0(3zz2) for both (1.1) and (1.2).
In case R is a symmetric positive definite matrix, the factorization (3.26) R = ÄÄ'
is called a Cholesky factorization [6] . Such a factorization is obtained from ( 
