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Abstract
We prove the Bisognano-Wichmann and CPT theorems for massive particles
obeying braid group statistics in three-dimensional Minkowski space. We start from
first principles of local relativistic quantum theory, assuming Poincare´ covariance
and asymptotic completeness. The particle masses must be isolated points in
the mass spectra of the corresponding charged sectors, and may only be finitely
degenerate.
Introduction
The Bisognano-Wichmann theorem states that a large class of models in relativis-
tic quantum field theory satisfies modular covariance, namely: The modular unitary
group [8] of the field algebra associated to a (Rindler) wedge region coincides with the
unitary group representing the boosts which preserve the wedge. Since the boosts as-
sociated to all wedge regions generate the Poincare´ group, modular covariance implies
that the representation of the Poincare´ group is encoded intrinsically in the field alge-
bra. This has important consequences, most prominently the spin-statistics theorem,
the particle/anti-particle symmetry and the CPT theorem [29,34]. Modular covariance
also implies a maximality condition for the field algebra, namely the duality property [2],
and it implies the Unruh effect [57], namely that for a uniformly accelerated observer
the vacuum looks like a heat bath whose temperature is (acceleration)/2pi. The orig-
inal theorem of Bisognano and Wichmann [2, 3] relied on the CPT theorem [45] and
was valid for finite component Wightman fields. However, the physical significance
of this latter hypothesis is unclear. In the framework of algebraic quantum field the-
ory [1,31], Guido and Longo have derived modular covariance in complete generality for
conformally covariant theories [9]. In the four-dimensional Poincare´ covariant case the
Bisognano-Wichmann theorem has been shown by the author [39] to hold under physi-
cally transparent conditions, namely for massive theories with asymptotic completeness.
(Conditions of more technical nature have been found by several authors [5,7,30,35,54],
see [7] for a review of these results.) In three-dimensional spacetime, however, there
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2may be charged sectors with braid group statistics [19, 24] containing particles whose
spin is neither integer nor half-integer, which are called Plektons [23] or, if the statistics
is described by an Abelian representation of the braid group, Anyons [59]. In this case,
modular covariance and the CPT theorem are also expected [25, Assumption 4.1] to
hold under certain conditions, but so far have not been proved in a model-independent
way. The aim of the present article is to prove these theorems from first principles for
massive Poincare´ covariant Plektons satisfying asymptotic completeness.
Let us comment in more detail on the Bisognano-Wichmann and CPT theorems,
and their interrelation, in the familiar case of permutation group statistics. Let W1 be
the standard wedge
W1 := {x ∈ R
3 : |x0| < x1 }. (1)
The Tomita operator associated with the field algebra of W1 and the vacuum is defined
as the closed anti-linear operator S satisfying
S FΩ := F ∗Ω, F ∈ F(W1), (2)
where F ∗ is the operator adjoint and F(W1) denotes the algebra of fields localized in
W1. Denoting its polar decomposition by S = J∆
1/2, J and ∆it are called the modular
conjugation and modular unitary group, respectively, associated with F(W1) and Ω.
Modular covariance means that the modular unitary group coincides with the unitary
group representing the boosts in 1-direction (which preserve the wedge W1), namely:
∆it = U(λ1(−2pit)) , (3)
where λ1(t) acts as cosh(t) 1 + sinh(t)σ1 on the coordinates x
0, x1. Here, U is the
representation of the universal covering group, P˜ ↑+, of the Poincare´ group under which
the fields are covariant. (Note that then, by covariance, the modular groups associated
to other wedgesW = gW1 represent in the same way the corresponding boosts λW (t) =
gλ1(t)g
−1, and hence the entire representation U is fixed by the modular data.) The
CPT theorem, on the other hand, asserts the existence of an anti-unitary CPT operator
Θ which represents the reflexion1 j := diag(−1,−1, 1) at the edge of the standard wedge
W1 in a geometrically correct way:
2
ΘU(g˜)Θ−1 = U(jg˜j), g˜ ∈ P˜ ↑+, (4)
AdΘ : F(C)→ F(jC). (5)
Here, C is a spacetime region within a suitable class. Further, if a field F carries a
certain charge then
ΘFΘ−1 carries the conjugate charge. (6)
The CPT theorem has been used as an input to the proof of modular covariance by
Bisognano and Wichmann [2, 3]. Conversely, the work of Guido and Longo [29], and
Kuckert [34], has shown that modular covariance implies the CPT theorem. In particu-
lar, Guido and Longo have shown [29] that modular covariance of the observable algebra
A(W1) implies that the corresponding modular conjugation is a “PT” operator on the
1We consider j as the PT transformation. The total spacetime inversion arises in four-dimensional
spacetime from j through a pi-rotation about the 1-axis, and is thus also a symmetry. In the odd-
dimensional case at hand, j is the proper candidate for a symmetry (in combination with charge
conjugation), while the total spacetime inversion is not – in fact, the latter cannot be a symmetry in
the presence of braid group statistics [25].
2In Eq. (4), jg˜j denotes the unique lift [58] of the adjoint action of j from P ↑+ to P˜
↑
+.
3observable level, namely satisfies Eq. (4) on the vacuum Hilbert space and Eq. (5) with
A(C) instead of F(C). Further, it intertwines a charged sector with its conjugate sector
in the sense of representations, see Eq.s (63) and (65) below. Therefore, the modular
conjugation can be considered a CPT operator. These results also hold in theories with
braid group statistics. In the absence of braid group statistics, the CPT theorem can
be made much more explicit [29,34], namely on the level of the field algebra. In fact, in
this case the modular conjugation associated with F(W1), multiplied with the so-called
twist operator, is a CPT operator in the sense of Eq.s (4), (5) and (6).
In extending the Bisognano-Wichmann and CPT theorems to the case of braid
group statistics, one encounters several difficulties. Since in this case there are no
Wightman fields3, the original proofs of the CPT and Bisognano-Wichmann theorems
do not work. Also the proof of modular covariance in [39] and the derivation of the
explicit CPT theorem on the level of the field algebra from modular covariance [29,34]
do not go through, on two accounts. Firstly, the “fractional spin” representations of
the universal covering group of the Poincare´ group do not share certain analyticity
properties of the (half-) integer spin representations which have been used in [39]. This
problem has been settled in the article [40], whose results have been used to prove
the spin-statistics theorem for Plektons [42]. Secondly, the derivations of modular
covariance in [39] and of the CPT theorem in [29,34] rely on the existence of an algebra
F of charge carrying field operators containing the observables A as the sub-algebra
of invariants under a (global) gauge symmetry and such that the vacuum is cyclic and
separating for the local field algebras. Such a frame, which we shall call the Wick-
Wightman-Wigner (WWW) scenario, always exists in the case of permutation group
statistics [17], but does not exist in the case of non-Abelian braid group statistics.
Then it is not even clear what the proper candidate for the Tomita operator should
be. We use here a “pseudo”-Tomita operator which has already been proposed by
Fredenhagen, Rehren and Schroer [23]. A major problem then is that one cannot use
the algebraic relations of the modular objects among themselves and with respect to the
field algebra, and with the representers of the translations. These relations are asserted
by Tomita-Takesaki’s and Borchers’ [4] theorems, respectively, and enter crucially into
the derivation of modular covariance and the CPT theorem in [29,34,39]. This problem
has been partially settled in [41], where the algebraic relations of our pseudo-modular
objects among themselves and with the translations have been analyzed.
In the present paper, we prove pseudo-modular covariance, namely that Eq. (3)
holds with ∆it standing for the pseudo-modular unitary group. We also show that the
pseudo-modular conjugation already is a CPT operator in the sense of Eq.s (4), (5) and
(6). Our line of argument parallels widely that of [39]. In the special case of Anyons,
there does exist a WWW scenario and we show modular covariance in the usual sense.
The article is organized as follows. In Section 1 we specify our framework and as-
sumptions in some detail. As our field algebra we shall use the reduced field bundle [23].
This is a C∗-algebra F acting on a Hilbert space which contains, apart from the vac-
uum Hilbert space, subspaces corresponding to all charged sectors under consideration.
It contains the observable algebra as the sub-algebra which leaves the vacuum Hilbert
space invariant. However, in contrast to the field algebra in the permutation group
statistics case it does not fulfil the WWW scenario. In particular the vacuum is not
separating for the local algebras, and worse: Every field operator F which carries non-
trivial charge satisfies F ∗Ω = 0. Correspondingly, there are no Tomita operators in the
3However there might be, in models, string-localized Wightman type fields in the sense of [43,55].
4literal sense. This may be circumvented as proposed in [23]: There is a (non-involutive)
pseudo-adjoint F 7→ F † on F which coincides with the operator adjoint only for ob-
servables. The point here is that FΩ 7→ F †Ω, F ∈ F(W1), is a well-defined closable
anti-linear operator.4 We define now S ≡ J∆1/2 as in Eq. (2), with F ∗ replaced by
F †, and call S, J and ∆it the pseudo-Tomita operator, pseudo-modular conjugation
and pseudo-modular unitary group, respectively, associated with F(W1) — We add the
word “pseudo” because S is not a Tomita operator in the strict sense (it is not even
an involution). In Section 2, we express the pseudo-Tomita operator S in terms of a
family of relative Tomita operators [56] associated with the observable algebra A(W1)
and certain suitably chosen pairs of states, and recall some algebraic properties of these
objects established in [41]. Using these properties, we show that the pseudo-modular
group associated with F(W1) leaves this algebra invariant (Proposition 2.1), just as in
the case of a genuine modular group. In Section 3 we derive single particle versions of
pseudo-modular covariance and the CPT theorem (Corollary 3.3) from our assumption
that the theory be purely massive (A1). This was already partially implicit in [42].
We then prove, in Section 4, that this property passes over from the single particle
states to scattering states. Under the assumption of asymptotic completeness (A2),
this amounts to pseudo-modular covariance of the field algebra. This is our main re-
sult, stated in Theorem 4.2. Since the †-adjoint coincides with the operator adjoint
on the observables, the restriction of S to the vacuum Hilbert space coincides with
the (genuine) Tomita operator of the observables. We therefore have then modular
covariance, in the usual sense, of the observables. As explained above, this also implies
the CPT theorem on the level of observables. In Section 5 we make the CPT theorem
explicit and show that the pseudo-modular conjugation of the field algebra F(W1) is
a CPT operator in the sense of Eq.s (4), (5)5 and (6) (Theorem 5.6). To this end, we
use the mentioned CPT theorem on the observable level [29], as well as the algebraic
properties of the “pseudo”-modular objects established in [41]. (The argument used in
Section 5 of [39] via scattering theory cannot be used since it relies on the fact that the
modular conjugation maps the algebra onto its commutant, which does not hold in the
present case.6) In Section 6 we finally treat the case of Anyons, where there is known
to be a field algebra Fa in the WWW sense [38,48]. In particular, the vacuum is cyclic
and separating for Fa(W1), allowing for the definition of a (genuine) Tomita operator
associated with the wedge. Considering the genuine modular objects, we prove modular
covariance (Theorem 6.2). We finally show that the modular conjugation, multiplied
with an appropriate twist operator, is a CPT operator (Theorem 6.4). This extends
the mentioned derivation of the CPT theorem in [29, 34] from Bosons and Fermions
to Anyons. To achieve these results, we exhibit the anyonic field algebra Fa as a sub-
algebra of the reduced field bundle F , and show that the corresponding Tomita operator
of Fa(W1) coincides with the pseudo-Tomita operator of F(W1) (Lemma 6.3).
4To be precise, the “local” field algebras depend not only on spacetime regions such as W1, but also
on certain paths in a sense to be specified in Section 1. In the definition of the pseudo-Tomita operator,
W1 must therefore be replaced by a path W˜1, see Eq. (22).
5In Eq. (5), C is now understood to be a path of space-like cones as explained in Section 1.
6On this occasion, I would like to rectify a minor error in the argument of [39, Section 5]. Namely,
in Lemma 8 the modular conjugation, JW1 , must be replaced by Z
∗JW1 , where Z is the twist operator,
and twisted Haag duality for wedges [39, Eq. (1.4)] must be assumed. This does not influence the
validity of its consequences, in particular of the CPT theorem (Proposition 9).
51 General Setting and Assumptions
Since we are aiming at model-independent results, we shall use the general framework
of algebraic quantum field theory [1, 31], where only the physical principles of local-
ity, covariance and stability are required, and formulated in mathematical terms in a
quantum theoretical setting. We now specify this setting and make our assumptions
precise.
Observable Algebra. The observables measurable in any given bounded spacetime
region O are modelled as (the self-adjoint part of) a von Neumann algebra A0(O) of
operators, such that observables localized in causally separated regions commute. These
operators act in a Hilbert spaceH0 which carries a continuous unitary representation U0
of the (proper orthochronuous) Poincare´ group P ↑+ which acts geometrically correctly:
AdU0(g) : A0(O)→ A0(gO), g ∈ P
↑
+. (7)
(By Ad we denote the adjoint action of unitaries.) To comply with the principle of
stability or positivity of the energy, the energy-momentum spectrum of U0, namely the
joint spectrum of the generators Pµ of the spacetime translations, is assumed to be
contained in the forward light cone. The vacuum state corresponds to a unique (up
to a factor) Poincare´ invariant vector Ω0 ∈ H0. It has the Reeh-Schlieder property,
namely it is cyclic and separating for every A0(O). Since the vacuum state should be
pure, the net of observables is assumed irreducible, ∩OA0(O)
′ = C1 . For technical
reasons, we also require that the observable algebra satisfy Haag duality for space-like
cones and wedges.7 Namely, denoting by K the class of space-like cones, their causal
complements, and wedges, we require
A0(I
′) = A0(I)
′, I ∈ K. (8)
(A0(I) is defined as the von Neumann algebra generated by all A0(O), O ⊂ I. The
prime denotes the causal complement of a region on the left hand side, and the com-
mutant of an algebra on the right hand side.) For the following discussion of charged
sectors, it is convenient to enlarge the algebra of observables to the so-called universal
algebra A generated by isomorphic images A(I) of the A0(I), I ∈ K, see [20, 23, 28].
The family of isomorphisms A(I) ∼= A0(I) extends to a representation pi0 of A, the
vacuum representation. We then have
A0(I) = pi0A(I),
and the vacuum representation is faithful and normal on the local8 algebras A(I).9 The
adjoint action (7) of the Poincare´ group on the local algebras lifts to a representation
by automorphisms αg of A, g ∈ P
↑
+, which acts geometrically correctly:
AdU0(g) ◦ pi0 = pi0 ◦ αg,
αg : A(I)→ A(gI).
7A space-like cone with apex a is a region in Minkowski space of the form C = a + R+O, where
O is a double cone whose closure does not contain the origin. A wedge is a region which arises by a
Poincare´ transformation from W1, see Eq. (1).
8We call the algebras A(I) “local” although the regions I extend to infinity in some direction, just
in distinction from the “global” algebra A.
9However, pi0 is in general not faithful on the global algebra A due to the existence of global
intertwiners [23], see Footnote 10.
6Charged Sectors. A superselection sector is an equivalence class of irreducible rep-
resentations pi of the algebra A0 of quasi-local observables, namely the C
∗-algebra gen-
erated by all local observable algebras A0(O). As a consequence of our Assumption A1,
we shall deal only with representations which are localizable in space-like cones [12],
i.e., equivalent to the vacuum representation when restricted to the causal complement
of any space-like cone. Such representation uniquely lifts to a representation of the uni-
versal algebra A. If Haag duality (8) holds, it is equivalent [14,20] to a representation
of the form pi0 ◦ ρ acting in H0, where ρ is an endomorphism of A localized in some
specific region C0 ∈ K in the sense that
ρ(A) = A if A ∈ A(C ′0). (9)
The endomorphism ρ is further transportable to other space-like cones, which means
that for every space-like cone C1 and I ∈ K containing both C0 and C1, there is a
unitary U ∈ A(I) such that AdU ◦ ρ is localized in C1.
10 We shall call localized
and transportable endomorphisms simply localized morphisms. We further assume the
representation pi ∼= pi0ρ to be covariant with positive energy. That means that there is
a unitary representation Uρ of the universal covering group P˜
↑
+ of the Poincare´ group
with spectrum contained in the forward light cone such that
AdUρ(g˜) ◦ pi0ρ = pi0ρ ◦ αg, g ∈ P
↑
+, (10)
where g˜ is any element of P˜ ↑+ mapped onto g by the covering projection. Superselection
sectors, namely equivalence classes of localizable representations of A0, are in one-to-
one correspondence with inner equivalence classes of localized morphisms of A. They
are the objects of a category whose three crucial structural elements are products,
conjugation and sub-representations. More specifically, products ρ1ρ2 := ρ1 ◦ ρ2 of
localized morphisms are again localized morphisms, leading to a composition of the
corresponding sectors. A morphisms ρ localized in C is said to contain another such
morphism τ as a sub-representation if there is a non-zero observable T ∈ A, such that
ρ(A)T = T τ(A) for all A ∈ A.
(If both ρ and τ are localized in a space-like cone C, then T ∈ A(C) by Haag duality.)
An observable T satisfying this relation is called an intertwiner from τ to ρ. The set of
all such intertwiners is denoted as Int(ρ|τ). They are the arrows between the objects
ρ and τ . Arrows can be composed if they fit together and have adjoints. Namely: If
T ∈ Int(ρ|τ) and S ∈ Int(τ |σ) then T ◦S ∈ Int(ρ|σ); if T ∈ Int(ρ|τ) then T ∗ ∈ Int(τ |ρ).
It follows that if τ is irreducible (i.e., the representation pi0 ◦τ of A is irreducible), then
Int(ρ|τ) is a Hilbert space with scalar product 〈T, S〉 being fixed by
〈T, S〉 1 := pi0(T
∗S), T, S ∈ Int(ρ|τ).
There is also a product on the arrows, namely: if T ∈ Int(ρ|ρˆ) and S ∈ Int(σ|σˆ) then
T × S := T ρˆ(S) ≡ ρ(S)T ∈ Int(ρσ|ρˆσˆ). (11)
10In 2 + 1 dimensions, for every pair of causally separated space-like cones C0, C1 there are two
topologically distinct ways to choose I ⊃ C0 ∪C1: Either one has to go clockwise from C0 to C1 within
I , or anti-clockwise. This is the reason for the existence of global self-intertwiners in A which are in
the kernel of the vacuum representation, and makes the enlargement from A0 to A necessary. It is also
the reason for the occurrence of braid group statistics in 2 + 1 dimensions.
7As a consequence of our Assumption A1, all morphisms considered here have finite
statistics [18], i.e. the so-called statistics parameter λρ [14] is non-zero. This implies [15]
the existence of a conjugate morphism ρ¯ characterized, up to equivalence, by the fact
that the composite sector pi0ρ¯ρ contains the vacuum representation pi0 precisely once.
Thus there is a unique, up to a factor, intertwiner Rρ ∈ A(C0) satisfying ρ¯ρ(A)Rρ =
RρA for all A ∈ A. The conjugate ρ¯ shares with ρ the properties of covariance (10),
finite statistics, and localization (9) in some space-like cone which we choose to be C0.
Using the normalization convention of [15, Eq. (3.14)], namely R∗ρRρ = |λρ|
−11 , the
positive linear endomorphism φρ of A defined as
φρ(A) = |λρ| R
∗
ρρ¯(A)Rρ (12)
is the unique left inverse [12,15] of ρ. In the present situation of three-dimensional space-
time, the statistics parameter λρ may be a complex non-real number, corresponding
to braid group statistics. We admit the case when its modulus is different from one
(namely when ρ is not surjective), corresponding to non-Abelian braid group statistics.
Field Algebra. From the observable algebra and a set of relevant sectors a field
algebra can be constructed in various ways, see for example [23,25–27,37,49]. Some of
these constructions have a quantum group or a more general structure playing the role of
a global gauge group, however none of them fulfils the WWW scenario. Unfortunately,
most constructions work only for models with a finite set of charges, whereas we wish
to consider here an arbitrary (though countable) number of charges. We choose as field
algebra the reduced field bundle proposed in [23], which in turn has been based on the
field bundle of [15]. We start with a countable collection Σ of pairwise inequivalent
localized, covariant, irreducible morphisms with finite statistics, one from each relevant
sector, which is stable under conjugations and composition with subsequent reduction,
and contains the identity morphism ι. We take all morphisms to be localized in the
same space-like cone C0, which we choose to be contained in W1. The space of all
relevant states is described by the Hilbert space
H :=
⊕
ρ∈Σ
Hρ, Hρ = H0. (13)
We shall denote elements of Hρ as (ρ, ψ). For each ρ ∈ Σ there is a unitary representa-
tion Uρ of P˜
↑
+ acting in H0. (For ρ = ι, we take Uι ≡ U0.) This gives rise to the direct
sum representation U on H
U(g˜) (ρ, ψ) := (ρ, Uρ(g˜)ψ). (14)
The vacuum vector
Ω := (ι,Ω0) ∈ Hι
is invariant under this representation. The observables act in H via the direct sum of
all relevant representations pi0 ◦ ρ =: pi0ρ,
pi(A) (ρ, ψ) := (ρ, pi0ρ(A)ψ).
The idea of a charge carrying field is that it should add a certain charge ρc to a given
state ψ ∈ Hρs . But since the product morphism ρsρc is, in general, not contained in the
chosen set of irreducible morphisms, the new state must be projected onto an irreducible
8sub-representation ρr ∈ Σ of ρsρc. (The subscripts s, c, r stand for “source”, “charge”
and “range”, respectively.) This idea is realized as follows [22, 23]. Given any three
ρs, ρc, ρr ∈ Σ such that ρsρc contains ρr as a sub-representation, the corresponding
intertwiner space Int(ρsρc|ρr) has a certain finite [23] dimension N . We choose an
orthonormal basis, i.e., a collection Ti ∈ A(C0), i = 1, . . . , N , satisfying
T ∗i Tj = δij1 ,
N∑
i=1
Ti T
∗
i = 1 ρsρc ,
where 1 ρsρc is the unit in the algebra Int(ρsρc|ρsρc). Following [46], we shall call the
multi-index
e := (ρs, ρc, ρr, i)
a “superselection channel” of type (ρs, ρc, ρr), and denote any one of the Ti from above
generically as
Te ∈ Int(ρsρc|ρr).
We shall also call s(e) := ρs, c(e) := ρc and r(e) := ρr the source, charge and range of
e, respectively. If s(e) or c(e) = ι, we choose Te = 1 . The charge carrying fields are
now defined as follows. Given e of type (ρs, ρc, ρr) and A ∈ A, F (e,A) is the operator
in H defined by
F (e,A) (ρ, ψ) := δρs,ρ
(
ρr, pi0
(
T ∗e ρ(A)
)
ψ
)
.
Heuristically, this describes the action of A in the background charge ρ, addition of the
charge ρc and subsequent projection onto Hρr via the intertwiner T
∗
e . The norm-closed
linear span of all these operators,
F :=
(⊕
e
{F (e,A), A ∈ A}
)–
,
where the sum goes over all superselection channels e, is closed under multiplication
and will be called the field algebra. It is in fact a C∗ sub-algebra of B(H) [22]. It
contains the (representation pi of the) observable algebra, namely
pi(A) =
∑
e: c(e)=ι
F (e,A).
Localization. Fields are localizable to the same extent to which the charges are lo-
calizable which they carry, namely in unbounded regions in the class K. In order to
have any definite space-like commutation relations, the fields need to carry some sup-
plementary information in addition to the localization region, due to the existence of
global intertwiners (see Footnote 10). The possibility we choose is to consider paths
in K starting from our fixed reference cone C0.
11 By a path in K from C0 to a region
I ∈ K (or “ending at” I) we mean a finite sequence (I0, . . . , In) of regions in K with
I0 = C0, In = I, such that either Ik−1 ⊂ Ik or Ik−1 ⊃ Ik for k = 1, . . . , n. Given a path
(C0 = I0, I1, . . . , In = I) and a morphism ρ ∈ Σ there are unitaries Uk ∈ A(Ik−1 ∪ Ik)
such that ρk := Ad(Uk · · ·U1) ◦ ρ is localized in Ik. We shall call U := Un · · ·U1 a
11Two other possibilities are: To introduce a reference space-like cone from which all allowed local-
ization cones have to keep space-like separated (this cone playing the role of a “cut” in the context
of multi-valued functions) [12]; or a cohomology theory of nets of operator algebras as introduced by
Roberts [50–52].
9charge transporter for ρ along the path (I0, . . . , In). Now a field operator F (e,A) with
c(e) = ρ, is said to be localized along a path in K ending at I if there is a charge
transporter U for ρ along the path such that
UA ∈ A(I).
This localization concept clearly depends only on the homotopy classes (in an obvious
sense [23]) of paths. We shall denote the homotopy class of a path ending at I by I˜,
and the set of all such (classes of) paths by K˜. The field operators localized in a given
path I˜ generate a sub-algebra of F which we denote by F(I˜). The vacuum Ω is cyclic
for the local fields, i.e. for any path I˜ there holds(
F(I˜)Ω
)–
= H. (15)
Note, however, that Ω is not separating for the local12 field algebras F(I˜), since every
field with non-trivial source annihilates the vacuum.
We now give an alternative description of K˜ in the spirit of the “string-localized”
quantum fields proposed in [43], which will be useful in the sequel. It is based on the
observation that a space-like cone C is characterized by its apex a ∈ R3 and the space-
like directions contained in C. Namely, let H be the manifold of space-like directions,
H := {r ∈ R3, r · r = −1}.
The set of space-like directions contained in C is CH := (C − a) ∩H, and there holds
C = a + R+CH . CH is in fact a double cone in H.13 A similar consideration holds
for causal complements of space-like cones and wedge regions (except that the apex of
a wedge is fixed only modulo translations along its edge). We can therefore identify
regions in K with regions of the form
{a} × IH ⊂ R3 ×H, (16)
where IH is a double cone, a causal complement thereof, or a wedge, in H. Let us
denote the class of such regions by KH . Regions in KH are simply connected, whereas
H itself has fundamental group Z. Thus the portion of the universal covering space of
H over a region IH in KH consists of a countable infinity of copies (“sheets”) of IH .
We shall generically denote such a sheet over IH by I˜H , and we denote by K˜H the
class of such sheets. We identify the universal covering space H˜ of H with homotopy
classes of paths in H starting at some fixed reference direction r0, which we assume to
be contained in the reference cone C0. (A sheet I˜
H is canonically homeomorphic to IH ,
but contains in addition the information of a winding number distinguishing it from
the other sheets over IH , see Figure 1.) We now identify paths I˜ ∈ K˜ with regions of
the form
{a} × I˜H ⊂ R3 × H˜, (17)
as follows. Given a path (I0 = C0, I1, . . . , In = I) in K, pick a path γ = γn∗· · ·∗γ0 in H
from r0 to some r contained in I, and points a0, . . . , an in R
3 with a0 = 0 and an = a =
apex of I, such that γk(t) ∈ Ik − ak for t ∈ [0, 1], k = 0, . . . , n. Then we associate
12Again, we call the algebras F(I˜) “local” just in distinction to the “global” algebra F .
13This is so because the boundary of C − a consists of 4 (pieces of) light-like planes through the
origin. The intersection of such a plane with H is a light-like geodesic in H [44, proof of Prop. 28].
Thus, CH is bounded by 4 light-like geodesics emanating from two time-like separated points, and
therefore is a double cone in the two-dimensional spacetime H .
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with (I0, . . . , In) the region (17), where I˜
H is the unique sheet over IH = (I − a) ∩H
which contains the homotopy class of γ. Different paths γ lead to the same sheet, and
the sheet depends only on the “homotopy class” (in the sense of [23]) of (I0, . . . , In).
Therefore the above prescription defines a one-to-one correspondence between K˜ and
R
3 × K˜H , which shall be used to identify them. In this identification, the covering
space aspect of K˜ shows up in “accumulated angles”, endowing K˜ with a partial order
relation. Namely, given I˜i = {ai} × I˜
H
i with I1 and I2 space-like separated, we shall
write
I˜1 < I˜2
if for any [γi] ∈ I˜
H
i there holds
∫
γ1
dθ <
∫
γ2
dθ, where dθ denotes the angle one-form
in a fixed Lorentz frame. (This is well-defined since the last relation is independent of
the representants of [γi] and of the Lorentz frame.)
PSfrag replacements
r0
γ1
γ2
γ3
CH
H
Figure 1: The (classes of the) paths γ1 and γ2 lye in the same sheet, say C˜
H , over CH .
The path γ3 lies in a different sheet, which is mapped by a 2pi rotation onto C˜
H .
Covariance. The adjoint action of the representation U of P˜ ↑+ leaves the field algebra
invariant, more specifically [15]:
U(g˜)F (e,A)U(g˜)∗ = (e, Yρ(g˜)αg(A)), (18)
where ρ = s(e) is the charge of e, and the so-called cocycle Yρ(g˜) ∈ A is characterized
by
pi0
(
Yρ(g˜)
)
= Uρ(g˜)U0(g)
∗. (19)
The adjoint action on the fields is geometrically correct, i.e.,
AdU(g˜) : F(I˜)→ F(g˜ ·I˜).
Here, g˜ · I˜ denotes the natural action of the universal covering of the Poincare´ group
on K˜, defined as follows. Let g˜ = (x, λ˜), where x is a spacetime translation and λ˜ is
an element of the universal covering group L˜↑+ of the Lorentz group, projecting onto
λ ∈ L↑+. Then
(x, λ˜)·
(
{a} × I˜H
)
:= {x+ λa} × λ˜·I˜H , (20)
where λ˜·I˜H denotes the lift of the action of the Lorentz group on H to the respective
universal covering spaces. The rotations about integer multiples of 2pi do not act
trivially, but rather coincide with the action of the fundamental group, Z, on the
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universal covering space of H. Namely, they change winding numbers, see Figure 1.
Related to this, we define the relative winding number N(I˜2, I˜1) of I˜2 w.r.t. I˜1 to be
the unique integer n such that
r˜(2pin)·I˜1 < I˜2 < r˜(2pi(n + 1))·I˜1,
where r˜(·) denotes the rotation subgroup in L˜↑+. See Fig. 2 for an example. (Note that
this number is independent of the choice of reference direction r0.)
PSfrag replacements
r0
C˜H1 C˜
H
2
H
Figure 2: C˜1 and C˜2 have relative winding number N(C˜2, C˜1) = −1.
Pseudo-Adjoint. Let Fι be the Banach space generated by field operators F (e,A) ∈ F
which have trivial source, s(e) = ι, i.e., which have e of the form (ι, ρ, ρ). For such e,
we define an adjoint channel e¯ := (ι, ρ¯, ρ¯). Following [23], we define a pseudo-adjoint
F 7→ F † on the space Fι by
F (e,A)† := F (e¯, ρ¯(A∗)Rρ), e = (ι, ρ, ρ).
This pseudo-adjoint does not coincide with the operator adjoint (with respect to which
F is a C∗-algebra). In fact, it is not an involution, but rather satisfies
(F †)† = χρ F (21)
if F has charge ρ. The number χρ is a root of unity in a self-conjugate sector (ρ¯ ≃ ρ),
intrinsic to the sector, while in all other sectors Rρ and Rρ¯ may be chosen so that
χρ = 1 [23, Eq. (3.2)]. (Those self-conjugate sectors with χρ = −1 are called pseudo-
real sectors.) The adjoint preserves localization, i.e. leaves invariant the spaces of local
fields with trivial source, Fι(I˜) := Fι ∩ F(I˜):(
Fι(I˜)
)†
= Fι(I˜).
Finally, the adjoint is preserved by Poincare´ transformations:(
U(g˜)FU(g˜)∗
)†
= U(g˜)F †U(g˜)∗
for all g˜ ∈ P˜ ↑+ and F ∈ Fι. Due to the faithfulness of pi0ρ on the local algebras
A(I), F †Ω = 0 implies F = 0 for F ∈ F(I˜). This allows for the definition of our
pseudo-Tomita operator [23]
S : FΩ 7→ F †Ω, F ∈ Fι(W˜1). (22)
Here, W˜1 is a path ending at W1 which will be specified in Eq. (28) below.
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Braid Group Statistics. For every pair of localized morphisms ρ, σ in Σ there is a local
unitary intertwiner ε(ρ, σ) ∈ Int(σρ|ρσ), the so-called statistics operator. The family
of statistics operators satisfies the braid relations [23, Eq. (2.6)] and determines the
statistics of fields, as follows. Let C1 and C2 be causally separated, and let C˜i be paths
ending at Ci with relative winding number N(C˜2, C˜1) = n, and let F (e1, A1) ∈ F(C˜1)
and F (e2, A2) ∈ F(C˜2) be two fields with superselection channels e1 of type (α, ρ1, β)
and e2 of type (β, ρ2, γ), where α, β, γ, ρi ∈ Σ. Then there holds the commutation
relation [23, Prop. 5.9]
F (e2, A2)F (e1, A1) =
∑
δ,i1,i2
R(δ, e1, e2, n)F (eˆ1, A1)F (eˆ2, A2). (23)
Here eˆ1 = (δ, ρ1, γ, i1) and eˆ2 = (α, ρ2, δ, i2), and the sum goes over all morphisms δ
which are contained in the product representation α ◦ ρ2. The numbers R(·) are given
by
R(δ, e1, e2, n) =
(ωαωγ
ωβωδ
)n
pi0
(
T ∗e2T
∗
e1α(ε(ρ2, ρ1))Teˆ2Teˆ1
)
. (24)
The vacuum expectation values (26) of these commutation relations are already deter-
mined by the statistics phases. The statistics parameter λρ and statistics phase ωρ of
a sector [ρ] are defined by the relations
φρ(ε(ρ, ρ)) = λρ1 , ωρ =
λρ
|λρ|
, (25)
respectively. (They depend only on the equivalence class of ρ.) Suppose now that
C1 and C2 are causally separated, and C˜1 and C˜2 have relative winding number
N(C˜2, C˜1) = −1, see Figure 2 for an example. Then for F1 = F (e,A1) and
F2 = F (e,A2) ∈ Fι(C˜i) with e = (ι, ρ, ρ) there holds(
F2Ω, F1Ω
)
= ωρ
(
F †1Ω, F
†
2Ω
)
, (26)
see e.g. [15, Eq. (6.5)] and [42, Lemma A.1]. Of course ωρ = ±1 corresponds to Bosons/
Fermions, while the generic case corresponds to braid group statistics. Note that the
hypothesis on the relative winding number under which Eq. (26) holds is not symmetric
in C˜1 and C˜2. Without this condition, Eq. (26) would imply ωρωρ¯ = 1. But ωρ and ωρ¯
are known to coincide [25], hence Eq. (26) would be be self-consistent only for ωρ = ±1,
excluding braid group statistics.
Assumptions. We shall assume that the theory is purely massive, and that asymp-
totic completeness holds. By purely massive, we mean that the set Σ of relevant sectors
is generated by a set of elementary charges, which correspond to massive particles.
A covariant representation is called a massive single particle representation if its
mass spectrum14 contains a strictly positive eigenvalue (the mass of the corresponding
particle type), isolated from the rest of the mass spectrum in its sector by a mass gap
(implementing the idea that there are no massless particles in the model). We also
assume that there are only finitely many particle types in a given sector with a given
mass, and that these have the same spin. We thus make the
14By mass spectrum we mean the spectrum of the mass operator PµP
µ.
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Assumption A1 (Massive particle spectrum.) There is a finite subset
Σ(1) ⊂ Σ
of morphisms corresponding to massive single particle representations, which generates
Σ. (In other words, Σ is exhausted by composition and subsequent reduction of mor-
phisms in Σ(1).) For each ρ ∈ Σ(1), the restriction of the representation Uρ to the
eigenspace of the corresponding mass value15 mρ is a finite multiple of an irreducible
representation.
(Note that Σ is countable but may be infinite.) It is gratifying that this assumption,
together with Haag duality (8), implies that all relevant sectors really have as represen-
tatives localized morphisms [12] with finite statistics [18] as assumed in our framework.
Our second assumption is that the theory can be completely interpreted in terms of
multi-particle states:
Assumption A2 (Asymptotic Completeness.) The scattering states span the en-
tire Hilbert space H.
(We shall sketch in Section 4 the Haag-Ruelle construction of scattering states from
single particle states in the setting of the reduced field bundle for Plektons.)
2 Algebraic Properties of the Pseudo-Modular Objects
As a first step, we discuss algebraic properties of the pseudo-modular objects which are
independent of our special assumptions A1 and A2, and are analogous to properties
of genuine modular objects. In particular, we show that the (adjoint action of the)
pseudo-modular group leaves the field algebra of the wedge invariant, and point out
that Borchers’ commutation relations between the modular objects and the translations
also hold in the present case. To this end, we exhibit the pseudo-Tomita operator S
as a family of relative Tomita operators [56] Sρ, ρ ∈ Σ, associated with the observable
algebra and certain suitably chosen pairs of states. We then use results obtained in a
recent article [41] by the author on the relative modular objects.
Recall that S maps each Hρ to Hρ¯, and therefore corresponds to a family of oper-
ators Sρ acting in H0 via
S(ρ, ψ) =: (ρ¯, Sρψ). (27)
In order to calculate each operator Sρ explicitly, we first have to specify the path W˜1
from C0 to W1 which enters in its definition (22). For simplicity, we shall take the
reference cone C0 to be properly contained in W1 (i.e., its closure is contained in W1),
and define W˜1 to be the (class of the) path
W˜1 := (C0,W1). (28)
Then, F (e,A) is in Fι(W˜1) if and only if A is in A(W1) and e is of the form e = (0, ρ, ρ)
for some ρ ∈ Σ, in which case Te = Rρ. Thus the definition (22) reads explicitly
Sρ pi0(A)Ω0 = pi0[ρ¯(A
∗)Rρ]Ω0, A ∈ A(W1).
15For simplicity, we shall assume that there is only one mass eigenvalue in each sector, but our results
still hold if no restriction is imposed on the number of (isolated) mass values in each sector.
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In the special case ρ = ι, this is just the Tomita operator of the observables, which
we shall denote by S0 ≡ J0∆
1/2
0 . In the general case ρ 6= ι, Sρ is the relative Tomita
operator associated with the algebra A(W1) and the pair of states ω0 := (Ω0, pi0(·)Ω0 )
(the vacuum state) and the positive functional
ϕρ := |λρ|
−1 ω0 ◦ φρ =
(
RρΩ0, pi0ρ¯(·)RρΩ0
)
.
We denote again the polar decomposition by Sρ = Jρ∆
1/2
ρ and call ∆itρ and Jρ the
relative modular group and conjugation, respectively. It is known in relative Tomita-
Takesaki theory [56] that the operator ∆itρ∆
−it
0 is in pi0A(W1) for t ∈ R, giving rise to
a family of unitaries
Zρ(t) := pi
−1
0
(
∆itρ∆
−it
0
)
∈ A(W1) (29)
known as the Connes cocycle (Dϕρ : Dω0)t with respect to the pair of weights ω0 and
ϕρ. Starting from the Connes cocycle, the algebraic properties of the relative modular
objects have been analyzed in [41]. It has been shown there that the relative modular
unitary group ∆itρ and conjugation Jρ satisfy the implementation properties
Ad∆itρ ◦ pi0ρ = pi0ρ ◦ σt, (30)
AdJρ ◦ pi0ρ = pi0ρ¯ ◦ αj
on A(W1) ∪ A(W
′
1). Here, σt is the modular group associated with A(W1) and the
vacuum state [8], and αj is an anti-isomorphism from A(W1) onto A(W
′
1) and vice
versa. These are characterized by the fact that there holds
Ad∆it0 ◦ pi0 = pi0 ◦ σt
AdJ0 ◦ pi0 = pi0 ◦ αj (31)
on A(W1) ∪ A(W
′
1). Furthermore, Borchers’ commutation relations have been
shown [41] to hold between the relative modular objects and the translations, namely
for all t ∈ R and x ∈ R3 there holds
∆itρ Uρ(x, 1)∆
−it
ρ = Uρ(λ1(−2pit)x, 1), (32)
Jρ Uρ(x, 1)J
−1
ρ = Uρ¯(jx, 1). (33)
Finally, the algebraic relations among the relative modular objects, also established
in [41], are completely analogous to the case of the genuine ones:
Jρ ∆
it
ρ J
−1
ρ = ∆
it
ρ¯ , (34)
Jρ Jρ¯ = χρ1 , (35)
where χρ are the factors defined after Eq. (21). Note that these equations (or Eq. (21))
imply that the pseudo-Tomita operator S of the field algebra is not an involution, but
rather satisfies
S2 ⊂ χ :=
∑
ρ∈Σ
χρEρ. (36)
Using relative Tomita-Takesaki theory and the fact that the pseudo-modular objects
are related to the relative ones by
J(ρ, ψ) = (ρ¯, Jρψ), ∆
it(ρ, ψ) = (ρ,∆itρ ψ) (37)
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due to uniqueness of the polar decomposition, we shall now calculate the adjoint action
of the pseudo-modular group on the fields localized in W˜1. It turns out that this action
leaves F(W˜1) invariant — a non-trivial fact which enters crucially in the calculation
of ∆it on scattering states in Section 4. For completeness’ sake we also show that the
action of the pseudo-modular group commutes with the pseudo-adjoint †.
Proposition 2.1 The adjoint action of the pseudo-modular group leaves the field alge-
bra F(W˜1) associated to the wedge invariant, and commutes with the pseudo-adjoint †
on Fι(W˜1):
∆it F(W˜1) ∆
−it = F(W˜1), (38)
(∆itF∆−it)† = ∆itF †∆−it, (39)
F ∈ Fι(W˜1). Specifically, if e is a superselection channel with c(e) = ρ, then
∆it F (e,A)∆−it = F (e, Zρ(t)σ
0
t (A)). (40)
It is interesting to note the resemblance of Eq.s (29) and (40) with Eq.s (19) and (18),
respectively.
Proof. We shall use two facts about the Connes cocycle (29) established by Longo in
the present context. Namely, on A(W1) ∪ A(W
′
1) there holds [36, Prop. 1.1]
AdZρ(t) ◦ σt ◦ ρ = ρ ◦ σt, (41)
and for any intertwiner T ∗ from ρr to ρsρc there holds [36, Props. 1.3, 1.4]
T ∗ ρs(Zρc(t))Zρs(t) = Zρr(t)σ
0
t (T
∗). (42)
For the proof of the proposition, let A be in A(W1) and e be of type (ρs, ρc, ρr). There
holds
∆it F (e,A)∆−it (ρs, ψ) =
(
ρr,∆
it
ρrpi0(T
∗
e ρs(A))∆
−it
ρs ψ
)
=
(
ρr, pi0(T
∗
e ρs(Zρc))∆
it
ρspi0ρs(A)∆
−it
ρs ψ
)
=
(
ρr, pi0(T
∗
e ρs(Zρc))pi0ρs(σ
0
t (A))ψ
)
= F (e, Zρc(t)σ
0
t (A)) (ρs, ψ).
In the third equation we have used Eq. (30), and in the second one we have used that
∆itρrpi0(T
∗) = pi0(T
∗ρs(Zρc(t))∆
it
ρs ,
which is a consequence of Eq. (42). This proves the explicit formula (40). Since Zρc(t)
and σt(A) both are in A(W1), this also shows invariance (38) of F(W˜1). To prove
Eq. (39), let e = (ι, ρ, ρ) and e¯ := (ι, ρ¯, ρ¯). Then
(∆it F (e,A)∆−it)† = (e¯, ρ¯[σ0t (A
∗)Zρ(t)
∗]Rρ),
∆it F (e,A)†∆−it = (e¯, Zρ¯(t)σ
0
t [ρ¯(A
∗)Rρ]).
But Eq.s (41) and (42) imply that
ρ¯[σ0t (A)Zρ(t)
∗]Rρ = Zρ¯(t)σ
0
t ρ¯(A)Zρ¯(t)
∗ρ¯(Zρ(t)
∗)Rρ = Zρ¯(t)σ
0
t [ρ¯(A)Rρ].
This shows Eq. (39) and completes the proof. 
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3 Modular Covariance and CPT operator on the Single
Particle Space
As a first step, we prove single-particle versions of the Bisognano-Wichmann and the
CPT theorems. For ρ in the set Σ(1) of single particle charges, let Eρ be the projection
from H onto Hρ, and E
(1)
ρ the projection from H onto the eigenspaces of the mass
operator in Hρ (corresponding to the isolated eigenvalues in the sector ρ). We denote
by E(1) the sum of all E
(1)
ρ , where ρ runs through Σ(1), and call the range of E(1) the
single particle space.
Borchers’ commutation relations (32), (33) imply that the pseudo-modular unitary
group and the pseudo-modular conjugation commute with the mass operator. Hence
the pseudo-Tomita operator S commutes with E(1). Let us denote the corresponding
restriction by
S(1) := S E(1) .
Similarly, the representation U(P˜ ↑+) leaves E
(1)H invariant, giving rise to the sub-
representation
U (1)(g) := U(g)E(1) ,
and one may ask if modular covariance holds on E(1)H.We show in this section that this
is indeed the case, the line of argument being as follows. Let K denote the generator of
the unitary group of 1-boosts, U (1)(λ1(t)) = exp(itK). We exhibit in Eq. (46) below an
anti-unitary “CPT -operator” U (1)(j) representing the reflexion j on E(1)H, and show
that S(1) coincides with the “geometric” involution
S(1)geo := U
(1)(j) e−piK (43)
up to a unitary operator which commutes with the representation U (1) of P˜ ↑+. By
uniqueness of the polar decomposition, this will imply modular covariance on E(1)H,
namely U (1)(λ1(−2pit)) ≡ exp(−2piitK) = ∆
itE(1).
We begin by exploiting our knowledge about U (1)(P˜ ↑+). By assumption, for each
ρ ∈ Σ(1) the sub-representation U
(1)
ρ := EρU
(1) is equivalent to a finite number, say
nρ, of copies of the irreducible “Wigner” representation of the universal covering of
the Poincare´ group with mass mρ and a certain spin sρ ∈ R. Let us denote this
representation by Uwρ . It acts on the Hilbert space L
2(H+mρ , dµ)⊗ C
nρ , which consists
of momentum space “wave functions” ψ : H+mρ → C
nρ living on the mass shell H+mρ :=
{p ∈ R3| p · p = m2ρ, p0 > 0} and having finite norm w.r.t. the scalar product
(
ψ, φ
)
=
∫
H+mρ
dµ(p)
(
ψ(p) , φ(p)
)
C
nρ .
The representation Uwρ acts in this space as (see e.g. [40])
(
Uwρ (a, λ˜)ψ
)
(p) = eisΩ(λ˜,p) eia·p ψ(λ−1p) ,
where λ is the Lorentz transformation onto which λ˜ projects, and Ω(λ˜, p) ∈ R is the
so-called Wigner rotation. To the representation Uwρ an anti-unitary operator U
w
ρ (j)
can be adjoined satisfying the representation properties
Uwρ (j)
2 = 1 and Uwρ (j)U
w
ρ (g˜)U
w
ρ (j) = U
w
ρ (jg˜j) (44)
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for all g˜ ∈ P˜ ↑+. Namely, it is given by [40](
Uwρ (j)ψ
)
(p) := ψ(−j p) ,
where the overline denotes component-wise complex conjugation in Cnρ. Uwρ is then a
representation of the group P˜+ which we identify with the semi-direct product of P˜
↑
+
and Z2, the latter acting in the former via the unique lift [58] of the adjoint action of j
on P ↑+. Let us denote the unitary intertwiner between the representations U
w
ρ and U
(1)
ρ
of P˜ ↑+ by Wρ. In other words, Wρ is an isometric isomorphism from L
2(H+mρ , dµ)⊗C
nρ
onto E
(1)
ρ H satisfying
U (1)ρ (g˜)Wρ =Wρ U
w
ρ (g˜) (45)
for all g˜ ∈ P˜ ↑+. It is known that the masses [18], spins [42] and degeneracies nρ [42]
coincide for ρ and ρ¯. Hence the ranges of W ∗ρ and W
∗
ρ¯ coincide, and Cρ := Wρ¯W
∗
ρ is
a unitary operator from E
(1)
ρ H onto E
(1)
ρ¯ H, representing “charge conjugation”, which
intertwines the representations U
(1)
ρ and U
(1)
ρ¯ . Therefore the “CPT ”-operator
U (1)(j) :=
∑
ρ∈Σ(1)
U (1)ρ (j), U
(1)
ρ (j) :=Wρ¯U
w
ρ (j)W
∗
ρ ≡ CρWρU
w
ρ (j)W
∗
ρ , (46)
not only conjugates the charge, but also represents the reflection j, namely satisfies
U (1)(j)2 = 1 , U (1)(j)U (1)(g˜)U (1)(j)∗ = U (1)(jg˜j). (47)
We define now a closed anti-linear operator S
(1)
geo in terms of the representation U (1)(P˜+),
as anticipated, by Eq. (43). Note that the group relation j λ˜1(t) j = λ˜1(t) implies that
S
(1)
geo is an involution: it leaves its domain invariant and satisfies (S
(1)
geo)2 ⊂ 1 .
Proposition 3.1 There is a unitary operator D on E(1)H commuting with the repre-
sentation U (1) of P˜ ↑+ and with each Eρ, such that
S(1)geo = DS
(1) . (48)
Proof. Let C1 denote the class of space-like cones which have apex at the origin, contain
the positive x1-axis and are contained in the wedge W1, and have non-zero intersection
with the time-zero hyper-surface, and let C˜1 be the set of (equivalence classes of) paths
in K of the form (C0,W1, C) with C ∈ C1. Let further F
∞
ι,ρ(C˜) be the set of field
operators F ∈ Fι(C˜) with superselection channel e = (ι, ρ, ρ) and for which g˜ 7→ αg˜(F )
are smooth functions.
Lemma 3.2 ( [11, 42]) Let C˜ ∈ C˜1 and F ∈ F
∞
ι,ρ(C˜). Then, for fixed p ∈ H
+
mρ, the
C
nρ-valued function
t 7→ ψ(t, p) :=
(
Uwρ (λ˜1(t))W
∗
ρE
(1)
ρ FΩ
)
(p) (49)
extends to an analytic function in the strip t ∈ R + i(0, pi), which is continuous and
bounded on its closure. At t = ipi, it has the boundary value
ψ(t,−jp)|t=ipi = Dρ¯
(
W ∗ρ¯E
(1)
ρ¯ F
†Ω
)
(p), (50)
where Dρ¯ is an isometry in C
nρ independent of C˜ and F .16
16On the left hand side of Eq. (50), one first analytically continues into t = ipi and then conjugates
component-wise in Cnρ .
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Proof. We show how this lemma follows from [42, Proposition 2], which in turn is based
on the work of Buchholz and Epstein [11]. If C˜ ∈ C˜1, then C contains a space-like cone
C1 of the special class used in [11] and [42, see Eq. (16)]. Defining C2 := −C1 and
choosing a path C˜2 ending at C2 and satisfying N(C˜2, C˜1) = −1, all conditions on
C˜1 and C˜2 used in [42] are satisfied. (In particular, the “dual” [42, Eq. (17)] of the
difference cone C2 − C1 contains the negative x
1-axis, as required in Eq. (36) of [42].)
For i ∈ {1, 2} we now pick nρ operators Fi,β ∈ F
∞
ι,ρ(C˜i), β = 1, . . . , nρ, with F1,1 := F
of the lemma, such that the nρ vectors(
W ∗ρE
(1)
ρ Fi,βΩ
)
(p) ∈ Cnρ
are linearly independent for all p in some open set.17 Then Proposition 2 in [42] asserts
that there is an isometric matrix Dρ¯, independent of C˜i and Fi,β, such that the assertion
of our Lemma holds for all F1,β. This completes the proof of the lemma. 
We now reformulate the lemma in terms of the operators S(1) and S
(1)
geo. By the lemma,
there is an operator Aρ on E
(1)
ρ H with domain
D
(1)
0,ρ := span
C˜∈C˜1
E(1) F∞ι,ρ(C˜)Ω
defined via (
W ∗ρAρφ
)
(p) :=
(
W ∗ρU
(1)
ρ (λ˜1(t))φ
)
(p)
∣∣
t=ipi
, φ ∈ D
(1)
0,ρ. (51)
Denoting by Dˆρ the multiplication operator with the matrix Dρ,(
W ∗ρ Dˆρφ
)
(p) := Dρ
(
W ∗ρφ
)
(p),
Eq. (50) of the Lemma reads
U (1)ρ (j)Aρ ⊂ Dˆρ¯S
(1)Eρ. (52)
(Note that the domain D
(1)
0,ρ of Aρ is contained in the domain of S
(1).) We wish to iden-
tify Aρ with e
−piKρ, where Kρ is the generator of the one-parameter group U
(1)
ρ (λ˜1(t)).
First, relation (52) shows that Aρ is closable since S
(1) is. Now for φ in the dense
domain of A∗ρ, ψ ∈ D
(1)
0,ρ and f ∈ C
∞
0 (R) one finds (by a calculation as in [39, proof of
Lemma 11]): (
φ , e−piKρf(Kρ)ψ
)
=
(
A∗ρφ , f(Kρ)ψ
)
.
This implies that the span of vectors of the form f(Kρ)ψ as above, D
(1)
ρ , is in the domain
of the closure A∗∗ρ of Aρ, and that on D
(1)
ρ the closure A∗∗ρ coincides with e
−piKρ . But
D
(1)
ρ is invariant under the unitary one-parameter group U
(1)
ρ (λ˜1(t)), because for each
t there is some C˜t ∈ C˜1 such that λ1(t)C˜ ⊂ C˜t. By standard arguments, the closure
of Aρ then coincides with the operator e
−piKρ. In particular, D
(1)
0,ρ is a core for e
−piKρ ,
ρ ∈ Σ(1), hence
⊕
ρD
(1)
0,ρ is a core for S
(1)
geo. Therefore, relation (52) implies
S(1)geo ⊂ DS
(1), (53)
17If E
(1)
ρ FΩ is non-zero, then this is possible due to the Reeh-Schlieder property.
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whereD :=
⊕
ρ Dˆρ. By construction, D commutes with Eρ and with the representation
U (1), as claimed in the Proposition. It remains to show the opposite inclusion “⊃” in
Eq. (53). To this end, we refer to the opposite wedge W ′1 = r(pi)W1. Let
Sˆ := U(r˜(−pi)) S U(r˜(pi)) ,
Sˆ(1) := U (1)(r˜(−pi)) S(1) U (1)(r˜(pi)) ≡ Sˆ E(1) ,
Sˆ(1)geo := U
(1)(r˜(−pi)) S(1)geo U
(1)(r˜(pi)) .
We claim that the following sequence of relations holds true:
S(1) ⊂ ω χ (Sˆ(1))∗ ⊂ ωD∗ (Sˆ(1)geo)
∗ = ω U (1)(r˜(−2pi))D∗ S(1)geo . (54)
Here, ω :=
∑
ρ ωρEρ where ωρ are the statistics phases, and χ is the operator defined in
Eq. (36). To see the first inclusion, note that Sˆ is the closure of the operator FΩ 7→ F †Ω,
F ∈ Fι(r˜(−pi)W˜1). Therefore Eq.s (26) and (21) imply that for F1 ∈ Fι(W˜1) and
F2 ∈ Fι(r˜(−pi)W˜1), there holds(
ω χ∗ Sˆ F †2Ω, F1Ω
)
=
(
S F1Ω, F
†
2Ω
)
.
This implies S ⊂ (ωχ∗Sˆ)∗ ≡ Sˆ∗χω∗, which coincides with ωχSˆ∗ because χρ¯ = χρ
and ωρ¯ = ωρ, while Sˆ
∗ is anti-linear and maps EρH into Eρ¯H. Since S commutes
with E(1) due to Borchers’ commutation relations, this implies the first inclusion in
(54). To show the second inclusion, we first note that relations (53) and (36) imply
(D∗S
(1)
geo)2 ⊂ (S(1))2 ⊂ χ. Since Sˆ
(1)
geo = (Sˆ
(1)
geo)−1, this yields
D∗ S(1)geo = χS
(1)
geoD ≡ S
(1)
geoDχ
(we have equality here instead of ⊂, since D leaves the domain of S
(1)
geo invariant), and
the same relation holds for Sˆ
(1)
geo. Therefore, the adjoint of Eq. (53) yields
(Sˆ(1))∗ ⊂ (D∗ Sˆ(1)geo)
∗ ≡ χ∗D∗(Sˆ(1)geo)
∗,
which implies the second inclusion in (54). As to the last equality in Eq. (54), note
that the group relations jr˜(ω)j = r˜(−ω), r˜(pi)λ˜1(t)r˜(−pi) = λ˜1(−t) and jλ˜1(t)j = λ˜1(t)
imply that (Sˆ
(1)
geo)∗ coincides with U (1)(r˜(−2pi))S
(1)
geo. This completes the proof of the
sequence of relations (54). Using relation (53) then yields
S(1) ⊂ ω U (1)(r˜(−2pi))D∗ S(1)geo ⊂ ω U
(1)(r˜(−2pi))S(1).
This implies firstly that ω = U (1)(r˜(2pi)) (which is the spin-statistics theorem) and
secondly that S(1) ⊂ D∗S
(1)
geo, and completes the proof of the Proposition. 
Note that the proof shows that, although we use results from [42], the spin-statistics
connection needs not be assumed but rather follows.
By uniqueness of the polar decomposition, equation (48) of the proposition implies
the equations
∆
1
2 E(1) = e−piK E(1) , D J E(1) = U (1)(j) E(1) .
Since the unitary D commutes with U (1)(P˜ ↑+), the above equations and Eq. (47) imply
the single particle versions of the Bisognano-Wichmann and CPT theorems:
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Corollary 3.3 Let the Assumption A1 of Section 1 hold. Then
i) Modular Covariance holds on the single particle space:
∆it E(1) = U(λ1(−2pit)) E
(1) . (55)
ii) J E(1) is a “CPT operator” on E(1)H, namely, for all g˜ ∈ P˜ ↑+ holds
J U(g˜)J−1 E(1) = U(jg˜j) E(1). (56)
Note that J is not an involution, but rather satisfies J2 = χ, c.f. Eq. (35).
4 Modular Covariance on the Space of Scattering States
We shall now show that modular covariance, which we have established on the single
particle space, extends to multi-particle states via (Haag-Ruelle) scattering theory.
Haag-Ruelle scattering theory, as developed in [32,33], associates a multi-particle state
to n single particle vectors which are created from the vacuum by quasi-local field
operators. It has been adapted, within the field bundle formulation, to the setting of
algebraic quantum field theory in [14], to theories with topological charges (i.e., charges
localized in space-like cones) in [12], and to theories with braid group statistics in [21].
Since we are not aware of an exposition of scattering theory within the reduced field
bundle framework, we shall give a brief such exposition here. For ρ ∈ Σ(1) and C˜ ∈ C˜,
let F = F (e,A) be a field operator in F(C˜) carrying charge ρ, which produces from the
vacuum a single particle vector with non-zero probability in the sense that it satisfies
E(1) FιΩ 6= 0. Here we have written
Fι := F (eι, A
)
if F = F (e,A),
eι := (ι, ρ, ρ) if e = (ρs, ρ, ρr, i).
The mentioned quasi-local creation operator is constructed from F as follows. Let
f ∈ S(R3) be a Schwartz function whose Fourier transform f˜ has compact support
contained in the open forward light cone V+ and intersects the energy momentum
spectrum of the sector ρ only in the mass shell H+mρ . Recall that the latter is assumed
to be isolated from the rest of the energy momentum spectrum in the sector EρH. Let
now
ft(x) := (2pi)
−2
∫
d3p ei(p0−ωρ(p))t e−ip·x f˜(p),
F (ft) :=
∫
d3x ft(x)αx(F ) ,
where ωρ(p) := (p
2+m2ρ)
1/2. For large |t|, the operator F (ft) is essentially localized in
C˜ + t Vρ(f), where Vρ(f) is the velocity support of f ,
Vρ(f) := {
(
1,
p
ωρ(p)
)
, p = (p0,p) ∈ suppf˜ } . (57)
Namely, for any ε > 0, F (ft) can be approximated by an operator F
ε
t ∈ F(C˜ + t V
ε),
where V ε is an ε–neighborhood of Vρ(f), in the sense that ‖F
ε
t − F (ft)‖ is of fast
decrease in t [6, 32]. Further, Fι(ft) creates from the vacuum a single particle vector
Fι(ft)Ω = f˜(P )Fι Ω ∈ E
(1)
ρ H , (58)
21
which is independent of t, and whose velocity support is contained in that of f. (Here
the velocity support of a single particle vector is defined as in Eq. (57), with the spectral
support of ψ taking the role of suppf˜ .) To construct an outgoing scattering state from
n single particle vectors, pick n localization regions C˜i, i = 1, . . . , n and compact sets
Vi in velocity space, such that for suitable open neighborhoods V
ε
i ⊂ R
3 the regions
C˜i + t V
ε
i are mutually space-like separated for large t. Next, choose Fi ∈ F(C˜i) with
respective superselection channels ei suitably chosen such that the vector Fn · · ·F1Ω
does not vanish from “algebraic” reasons, i.e. satisfying s(e1) = ι and s(ei) = r(ei−1),
i = 2, . . . , n. Choose further Schwartz functions fi as above with Vρi(fi) ⊂ Vi. Then
the standard lemma of scattering theory, in the present context, asserts the following:
Lemma 4.1 The limit
lim
t→∞
Fn(fn,t) · · ·F1(f1,t)Ω =:
(
ψn × · · · × ψ1
)out
(59)
exists and depends only on the single particle vectors ψi := (Fi)ι(fi,t)Ω, on the localiza-
tion regions C˜i and on the superselection channels ei.
18 The limit vector is approached
faster than any inverse power of t, and depends continuously on the single particle
vectors ψi. Further, there holds
(ψn × · · · × ψ1)
out = lim
t→∞
Fn(fn,t) (ψn−1 × · · · × ψ1)
out . (60)
Proof. The space-like commutation relations (23) imply that, for k ∈ {2, . . . , n},
Fk(fk,t) · · ·F1(f1,t)Ω ≃
∑
ρ2,...,ρk−1
Rk−1 · · ·R1 Fk−1(fk−1,t) · · ·F1(f1,t)Fˆk(fk,t)Ω (61)
up to terms which are of fast decrease in t. Here, Ri = R(ρi, e
(i)
k , ei, n
(i)
k ), where e
(i)
k has
the same charge as ek, the same source as ei, and range ρi, and n
(i)
k = N(C˜k, C˜i). The
sum goes over all ρi contained in the product c(ek)s(ei), i = 1, . . . , k − 1,
19 plus the
internal indices of the e
(i)
k . Further, Fˆk is the operator arising from Fk by substituting its
superselection channel ek for e
(1)
k ≡ (ι, ρ1, ρ1) with ρ1 = c(ek). From here the proof goes
through as in [14]: Differentiating Fn(fn,t) · · ·F1(f1,t)Ω with respect to t yields a sum
of terms of the form Fn(fn,t) · · ·
(
d
dtFk(fk,t)
)
· · ·F1(f1,t)Ω. Now
d
dtFk(fk,t) is of the same
form as Fk(fk,t), hence can be permuted to the right by Eq. (61) up to fast decreasing
terms, where it annihilates the vacuum due to Eq. (58). This shows the fast convergence
in (59). Let now Gk be a field operator with the same localization C˜k and superselection
channel ek as Fk and such that (Gk)ι(gk) creates the same single particle vector ψk
from the vacuum as (Fk)ι(fk). Then Eq. (61) still holds, with the same numbers Ri,
when Fk(fk,t) is replaced by Gk(gk,t). This implies that the scattering state (59) only
depends on the single particle states, localization regions and superselection channels.
The continuous dependence on the single particle vectors follows from the local tensor
product structure derived in [21, Thm. 3.2]. Eq. (60) follows as in [32] from the facts
that Fn−1(fn−1,t) · · ·F1(ft)Ω converges rapidly to (ψn−1×· · ·×ψ1)
out, while ‖Fn(fn,t)‖
increases at most like |t|3. 
18We omit the dependence on C˜i and ei in our notation.
19ρ1 does not appear in the sum because c(ek)s(e1) ≡ c(ek) contains no other representation than
ρ1 ≡ c(ek). In particular there is no sum if k = 2.
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Let us denote by H(n), n ≥ 2, the closed span of outgoing n-particle scattering states
as in the lemma, and by H(out) the span of all (outgoing) particle states:
H(out) :=
⊕
n∈N0
H(n) .
Here H(0) is understood to be the span of the vacuum vector Ω and H(1) := E(1)H.
Asymptotic completeness (our Assumption A2) means that H(out) coincides with H.
Our main result is now
Theorem 4.2 (Covariance of the Pseudo-Modular Groups.) Let the Assump-
tions A1 and A2 of Section 1 hold. Then the field algebra satisfies covariance of the
pseudo-modular groups,
∆it = U(λ1(−2pit)) . (62)
(Of course, this is equivalent to ∆itρ = Uρ(λ1(−2pit)), ρ ∈ Σ.)
Proof. On the single particle space, the claim is our Corollary 3.3. For the scattering
states, one proves Eq. (62) by induction over the particle number. Here, we can literally
take over the proof from [39, Prop. 7] due to the last lemma and the results of Section 2,
in particular Borchers’ commutation relations (32) and invariance of the wedge field
algebra under the pseudo-modular group (38). Asymptotic completeness then implies
that Eq. (62) holds on the entire Hilbert space H. 
Since for observables the pseudo-adjoint F † coincides with the operator adjoint,
this theorem asserts in particular modular covariance of the observables and implies,
as mentioned in the introduction, the CPT theorem on the observable level. (Of course
for these properties to hold true, asymptotic completeness on the vacuum sector is a
sufficient condition, namely H(out) ∩Hι = Hι.)
5 The CPT Theorem
We now prove that the pseudo-modular conjugation J is a CPT operator on the level
of the field algebra, namely satisfies Eq.s (4), (5) and (6). As mentioned in the intro-
duction, Guido and Longo have shown [29] that modular covariance of the observables,
which we have established in Theorem 4.2, implies that the corresponding modular
conjugation J0 is a “PT” operator on the observable level, namely satisfies Eq. (4) on
the vacuum Hilbert space and Eq. (5) with A(C) instead of F(C). As a consequence,
the anti-isomorphism αj : A(W1) → A(W
′
1) implemented by J0, cf. Eq. (31), extends
to an anti-automorphism of the entire universal algebra A (still implemented by J0).
In particular, we have
Corollary 5.1 ( [29]) The modular conjugation J0 of the observable algebra associated
with the wedge W1 implements an anti-automorphism αj of the universal algebra A,
AdJ0 ◦ pi0 = pi0 ◦ αj , (63)
which has the representation properties αjαgαj = αjgj, α
2
j = ι, and acts geometrically
correctly:
αj : A(I)→ A(jI), I ∈ K. (64)
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Guido and Longo also show that αj intertwines any localized morphism ρ ∈ Σ with its
conjugate ρ¯ up to equivalence:
αj ◦ ρ ◦ αj ≃ ρ¯. (65)
(In fact, we exhibit an intertwiner establishing this equivalence in Lemma 5.5 below.)
In order to make the CPT theorem more explicit on the level of the field algebra, we
begin with establishing the representation and implementation properties of the relative
modular conjugations Jρ.
Proposition 5.2 The relative modular conjugations Jρ, ρ ∈ Σ, represent the reflec-
tion j in the direct sum representation Uρ ⊕ Uρ¯, and implement αj in the direct sum
representation pi0ρ⊕ pi0ρ¯ of A. Namely, there holds
JρUρ(g˜)J
−1
ρ = Uρ¯(jg˜j), g˜ ∈ P˜
↑
+, (66)
AdJρ ◦ pi0ρ = pi0ρ¯ ◦ αj on A. (67)
Of course, Eq. (66) implies that also the pseudo-modular conjugation J represents the
reflection, JU(g˜)J−1 = U(jg˜j).
Proof. Eq. (66) corresponds to Prop. 2.8 of Guido and Longo’s article [29], whose proof
uses Borchers’ commutation relations, commutation of the modular unitary group with
the modular conjugation, and an assertion [29, Thm. 1.1] about unitary representations
of the universal covering group of SL(2,R). But the commutation relations also hold
in the present setting, c.f. Eq.s (32) through (35), and the universal covering group of
SL(2,R) is just the homogeneous part of our P˜ ↑+, hence the proof of Guido and Longo
goes through in the present case. The implementing property (67) has been shown
in [41, Prop. 1] to hold on A(W1). By Eq. (66) it extends to all wedges W = gW1.
Considering a space-like cone C, we note that C coincides with the intersection of the
wedge regions containing C. Then Haag duality for wedges and for space-like cones
implies that
A(C) =
⋂
W⊃C
A(W ).
(This can be seen by the arguments in the proof of Cor. 3.5 in [10].) This implies that
Eq. (67) also holds for space-like cones, and further, again by Haag duality, for their
causal complements. Thus Eq. (67) holds for all I ∈ K, and the proof is complete. 
Before calculating the adjoint action of J on the fields, we discuss the item of
geometrical correctness (5). In order to formulate it, one needs an action of j on the
set K˜ of paths of space-like cones, such that j ·I˜ is a path which starts at C0 and ends
at jI. Since j cannot be continuously transformed to the identity transformation, such
action must be of the form
j ·(C0, I1, . . . , In) = (C0, I, jC0, jI1, · · · , jIn),
where I ∈ K contains both C0 and jC0. Now our requirement that C0 be contained in
W1 implies that C0 and jC0 are causally separated. Hence there are two topologically
distinct regions I± containing C0∪jC0, and the action of j on K˜ depends on this choice.
The action would be canonical, however, if the reference cone C0 (which enters in the
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definition of K˜) were invariant under j.20 Namely, then j would act canonically as
j ·(C0, I1, . . . , In) := (jC0, jI1, . . . , jIn). (68)
We therefore wish to go over to such a reference cone. To this end we first convince
ourselves that all relevant structure of the field algebra is preserved under such change.
More precisely, we show that two field algebras constructed as in Section 1 from the
same observables and sectors, but with different reference cones, are isomorphic in all
structural elements mentioned in Section 1:
Lemma 5.3 Let Σˆ be a collection of morphisms localized in a reference cone Cˆ0 (in-
stead of C0), one per equivalence class, and let Fˆ ,
̂˜K, Fˆ(I˜) for I˜ ∈ ̂˜K, Hˆ and Uˆ(g˜) be
defined as in Section 1 with Σ replaced by Σˆ. Then there is a bijection I˜ 7→ ˆ˜I from K˜
onto ˆ˜K and an isometric isomorphism W : H → Hˆ which implements a unitary equiva-
lence F ∼= Fˆ preserving the respective notions of localization and pseudo-adjoints, and
intertwining the representations U and Uˆ as well as the vacua. In formulas:
AdW : F(I˜)→ Fˆ( ˆ˜I), I˜ ∈ K˜, (69)
WF †W ∗ = (WFW ∗)†, F ∈ Fι, (70)
W U(g˜)W ∗ = Uˆ(g˜), g˜ ∈ P˜ ↑+, (71)
WΩ = Ωˆ. (72)
Proof. We choose I0 ∈ K which contains both C0 and Cˆ0, and pick for each ρ ∈ Σ with
corresponding ρˆ ∈ Σˆ a unitary intertwiner Wρ ∈ A(I0) such that ρˆ = AdWρ ◦ ρ. Note
that ˆ¯ρ coincides with the conjugate of ρˆ, since Σ and Σˆ contain exactly one morphism
per class. As intertwiner from ι to ¯ˆρρˆ we choose
Rρˆ :=Wρ¯ ρ¯(Wρ)Rρ ≡ ˆ¯ρ(Wρ)Wρ¯Rρ.
For e = (ρs, ρc, ρr, i) let eˆ := (ρˆs, ρˆc, ρˆr, i) and
Teˆ := (Wρs ×Wρc)TeW
∗
ρr ≡Wρsρs(Wρc)TeW
∗
ρr = ρˆs(Wρc)Wρs TeW
∗
ρr .
If i runs through 1, . . . , dim Int(ρsρc|ρr), then the Teˆ are an orthonormal basis of
Int(ρˆsρˆc|ρˆr). Let finally W : H → Hˆ be defined by W (ρ, ψ) := (ρˆ, pi0(Wρ)ψ). Then
there holdsW F (e,A)W ∗ = Fˆ (eˆ,WρA), where ρ is the charge of e. Defining a bijection
K˜ → ˆ˜K by
(C0, I1, . . . , , In) = I˜ 7→
ˆ˜I = (Cˆ0, I0, C0, I1, . . . , In),
one also checks that F (e,A) ∈ F(I˜) if and only if Fˆ (eˆ, A) ∈ Fˆ( ˆ˜I). Eq. (70) is easily
verified, and the intertwiner relation (71) follows from [15, Lem. 2.2]. 
The lemma implies of course that the pseudo-modular objects of Fˆ have the same
algebraic relations among themselves and with the representation Uˆ(P˜ ↑+) as those of F .
Namely, it implies that the new pseudo-Tomita operator Sˆ defined via
Sˆ Fˆ Ωˆ := Fˆ †Ωˆ, Fˆ ∈ Fˆ( ˆ˜W1),
satisfies Sˆ =W SW ∗, and we have the following
20Again, there are two topologically distinct possibilities for the choice of C0: It must contain either
the positive or of the negative x2-direction. The difference between the two choices shows up, in our
context, only in the action of the twist operator for Anyons, see Eq. (88). So far, we leave the choice
of C0 unspecified.
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Corollary 5.4 All commutation relations between the relative modular objects and the
Poincare´ transformations, namely Eq.s (34, 35, 62, 66), as well as the implementation
property (67), also hold with ρ,∆ρ, Jρ, Uρ replaced by ρˆ, ∆ˆρˆ, Jˆρˆ, Uρˆ, respectively.
Here, Jˆρˆ and ∆ˆρˆ are defined from Sˆ ≡ Jˆ ∆ˆ
1/2 as in Eq.s (27), (37).
Proof. Only the implementation property (67) of the new conjugation Jˆρˆ remains to
be shown. But this property follows from the fact that Wρ intertwines the morphisms
ρˆ and ρ by construction, c.f. the proof of Lemma 5.3. 
Due to this result, we may from now on assume that the reference cone C0 in which
all morphisms ρ ∈ Σ are localized is invariant under j, jC0 = C0, and that j acts on
K˜ in a canonical way as in Eq. (68). We now wish to calculate the action of J on the
field algebra, and to this end introduce “cocycle” type unitaries Vρ which implement
the equivalence (65) of αjραj and ρ¯:
Lemma 5.5 The unitary operator JρJ0 is in A0(C0). Its pre-image under the (faithful)
restriction of pi0 to A(C0) is an intertwiner from αjραj to ρ¯. In other words, the unitary
Vρ := pi
−1
0 (JρJ0) (73)
is in A(C0) and satisfies
AdVρ ◦ αj ραj = ρ¯. (74)
Proof. The implementation properties (63) and (67) imply that
Ad(JρJ0) ◦ pi0 αjραj = pi0ρ¯.
The morphisms on the left and right hand sides are localized in C0 and jC0, respectively.
Hence by Haag duality, JρJ0 is in A0(I) = pi0A(I), whenever I contains C0 ∪ jC0. The
rest of the proof is straightforward. 
Our explicit formula for the adjoint action of J below uses the unitaries Vρ and relies on
the following observation. Recall that for each superselection channel e = (ρs, ρc, ρr, i)
we have chosen an intertwiner Te in Int(ρsρc|ρr). One easily verifies that
T¯e := (Vρs × Vρc)αj(Te)V
∗
ρr ≡ ρ¯s(Vρc)Vρsαj(Te)V
∗
ρr
is an intertwiner in Int(ρ¯sρ¯c|ρ¯r), and can therefore be expanded in terms of the basis
{Te¯}, where e¯ is of type (ρ¯s, ρ¯c, ρ¯r). Therefore,
T¯e =
∑
e¯
ce¯,e Te¯, with ce¯,e 1 := T
∗
e¯ T¯e, (75)
where the sum goes over all superselection channels e¯ of type (ρ¯s, ρ¯c, ρ¯r). We are now
prepared for the CPT theorem.
Theorem 5.6 (CPT Theorem.) The pseudo-modular conjugation J is a CPT oper-
ator in the sense of Eq.s (4), (5) and (6). Namely, it represents the reflection j in a
geometrically correct way:
J U(g˜)J−1 = U(jg˜j), g˜ ∈ P˜ ↑+, (76)
AdJ : F(I˜)→ F(j ·I˜), I˜ ∈ K˜, (77)
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and conjugates charges. More explicitly, AdJ is given by
J F (e,A)J−1 =
∑
e¯
c¯e¯,e F (e¯, Vρcαj(A)), (78)
where the sum goes over all superselection channels e¯ of type (ρ¯s, ρ¯c, ρ¯r) if e is of type
(ρs, ρc, ρr).
It is interesting to note the resemblance of Eq.s (73) and (78) with Eq.s (19) and (18),
respectively.
Proof. The representation property (76) has been shown in Proposition 5.2. To prove
Eq. (78), let e be of type (ρs, ρc, ρr). We have
JF (e,A)J−1(ρ¯s, ψ) =
(
ρ¯r, pi0
(
Vρrαj(T
∗
e )V
∗
ρs ρ¯sαj(A)
)
ψ
)
=
∑
e¯
c¯e¯,e
(
ρ¯r, pi0
(
T ∗e¯ ρ¯s(Vρcαj(A)
)
ψ
)
=
∑
e¯
c¯e¯,e F (e¯, Vρcαj(A)) (ρ¯s, ψ).
In the second equality we have used that Vρrαj(T
∗
e )V
∗
ρs = (T¯e)
∗ρ¯s(Vρc) by definition of
T¯e, and substituted T¯e as in Eq. (75). This proves Eq. (78), and shows that AdJ is an
anti-automorphism of the field algebra. In order to show that it acts geometrically cor-
rectly, let I˜ = (I0 = C0, I1, . . . , In = I) ∈ K˜, let U = Un · · ·U1 be a charge transporter
for ρ along I˜, and let F (e,A) be in F(I˜) with c(e) = ρ. We define
U¯k := αj(Uk), k = 1, . . . , n.
Then U¯ := U¯n · · · U¯1V
∗
ρ is a charge transporter for ρ¯ along j ·I˜ , since
Ad(U¯k · · · U¯1V
∗
ρ ) ◦ ρ¯ ≡ αj ◦Ad(Uk · · ·U1) ◦ ρ ◦ αj
is localized in jIk, k = 1, . . . , n. Further, U¯Vραj(A) ≡ αj(UA) is in A(jI) by Eq. (64),
since by hypothesis UA ∈ A(I). Hence F (e¯, Vρcαj(A)) is in F(j · I˜), and the proof is
complete. 
6 Anyons
We now consider the case of Anyons, i.e., when all sectors correspond to automorphisms
of the observable algebra. In this case, one can construct a field algebra Fa [38,47,53] in
the sense of the WWW scenario, in particular the vacuum vector is cyclic and separating
for the local field algebras. Thus, the Tomita operator associated with Fa(W˜1) and the
vacuum is well-defined and one may ask whether there holds modular covariance. We
show that this is indeed the case. To this end, we exhibit Fa as a sub-algebra of the
reduced field bundle F , and show that the pseudo-modular operator of F(W˜1) coincides
with the (genuine) Tomita operator of Fa(W˜1). Then modular covariance is implied by
the results from the previous sections, and the CPT theorem follows in analogy with
the permutation group statistics case.
We assume for simplicity that the set Σ(1) of elementary charges consists of only
one automorphism, localized in C0 = jC0. (All results are easily transferred to the case
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of finitely many elementary Abelian charges, i.e., Σ(1) finite.) Σ has then the structure
of an Abelian group with one generator, i.e., ZN if there is a natural number N such
that the N -fold product of the generating automorphism is equivalent to the identity,
and Z otherwise. In the former case there may or may not be a representant whose
N -fold product coincides with the identity, as Rehren has pointed out [47]. We wish to
exclude the case with obstruction for simplicity, and therefore make the following
Assumption A3 The set of relevant sectors Σ is generated by one automorphism, γ.
If there is a natural number N such that γN := γ ◦ · · · ◦ γ is equivalent to the identity
ι, then γ can be chosen such that γN = ι.
6.1 The Field Algebra for Anyons.
In the assumed absence of an obstruction, there is a field algebra Fa in the sense of
the WWW scenario as mentioned in the introduction: The dual group of Σ, in our
case U(1) or ZN , acts as a global gauge group on the local algebras, singling out
the local observables as invariants under this action. The vacuum vector is cyclic
and separating for the local field algebras. Further, the local commutation relations
(governed by an Abelian representation of the braid group) can be formulated in terms
of twisted locality (90), as in the familiar case of Fermions [13].21 The field algebra Fa
for Anyons [38,48] is constructed as follows. Due to our Assumption A3, the map
γq 7→ q, q ∈ ZN or Z
establishes an isomorphism of the groups Σ and ZN or Z, respectively. We shall identify
Σ with ZN or Z by this isomorphism, and write q instead of γ
q, Hq and Eq instead of
Hγq and Eγq , and so on. We consider the same Hilbert space H and representation U
of the universal covering group of the Poincare´ group as before, see Eq.s (13) and (14).
The dual Σˆ of the group Σ is called the gauge group and is represented on H via
V (t) :=
∑
q∈Σ
exp(2piiqt)Eq. (79)
The anyonic field algebra Fa is now the C
∗-algebra generated by operators Fa(c,A),
c ∈ Σ, A ∈ A, acting as
Fa(c,A) : (q, ψ) 7→ (q + c, piq(A)ψ).
Here we have written piq := pi0 ◦ γ
q to save on notation. Clearly there holds
Fa(c1, A1)Fa(c2, A2) = Fa(c1 + c2, pic2(A1)A2), and therefore Fa coincides with the
closed linear span of the operators Fa(c,A), A ∈ A, c ∈ Σ. Furthermore, the adjoint is
given by
Fa(c,A)
∗ = Fa
(
− c, γ−c(A∗)
)
. (80)
As in the case of the reduced field bundle, we call a field operator Fa(c,A) localized in
I˜ ∈ K˜ if there is a charge transporter U for γc along I˜ such that UA ∈ A(I). The von
Neumann algebra generated by these operators is denoted by Fa(I˜). The adjoint action
of the gauge group (79) leaves each local field algebra Fa(I˜) invariant, the fixed point
21Some results on the anyonic field algebra in d = 2 + 1 are spread out over the literature, or have
not been made very explicit in the accessible literature (see however [38]), namely: Local commutation
relations under consideration of the relative winding numbers, twisted duality, and the Reeh-Schlieder
property. We therefore collect them, with proofs, in the appendix for the convenience of the reader.
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algebra being the direct sum of all piq(A(I)), hence isomorphic to A(I). The space-like
commutation relations have the following explicit form. Let F1 = Fa(c1, A1) ∈ Fa(I˜1)
and F2 = Fa(c2, A2) ∈ Fa(I˜2), where I˜1, I˜2 are causally separated and have relative
winding number N(I˜2, I˜1) = n. Then there holds
22
F2 F1 = ω
c1·c2(2n+1) F1 F2,
where ω ≡ ωγ denotes the statistics phase of the generating automorphism γ,
see Eq. (26). This may be reformulated in the form of twisted locality, which by
Haag duality (8) sharpens to twisted duality, as follows. For I˜1, I˜2 causally separated
with relative winding number N(I˜2, I˜1) = n, let Z(I˜2, I˜1) be the unitary operator in H
defined by
Z(I˜2, I˜1) Eq :=
(
ω
1
2
)q2(2n+1)
Eq, (81)
where the root of ω may be chosen at will. (This “twist operator” has been first
proposed in [53].)
Lemma 6.1 (Twisted Haag Duality.) Let I˜ , I˜ ′ be (classes of) paths in K˜ ending at
I and its causal complement I ′, respectively. Then there holds
Z(I˜ , I˜ ′)Fa(I˜
′)Z(I˜ , I˜ ′)∗ = Fa(I˜)
′. (82)
(We give a proof of this lemma in the appendix.)
6.2 Modular Covariance and CPT Theorem.
We now show that the anyonic field algebra satisfies covariance of the modular groups
and conjugations. Since the vacuum is cyclic and separating for the local algebras, see
Lemma A.3, the Tomita operator associated with Fa(W˜1) is well-defined. Let us denote
this operator and its polar decomposition by
Sa = Ja∆
1/2
a .
Theorem 6.2 (Modular Covariance.) Let the Assumptions A1, A2 and A3 hold.
Then the modular unitary group of the anyonic field algebra satisfies modular covari-
ance, namely coincides with the representers of the 1-boosts:
∆ita = U(λ˜1(−2pit)).
Proof. The theorem is a simple consequence of our Theorem 4.2 and the following
lemma. 
Lemma 6.3 The anyonic field algebra Fa is a sub-algebra of the reduced field bundle
F , and the pseudo-Tomita operator S associated with F(W˜1) and Ω coincides with the
Tomita operator Sa associated with Fa(W˜1) and Ω.
22See appendix.
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(The fact that then S must be an involution, S2 ⊂ 1 , is no contradiction to Eq. (36),
since if γ is self-conjugate our Assumption A3 implies that γ is real and not pseudo-
real [47, Remark 2 after Lem. 4.5], hence χγ = 1.)
Proof. Let us first set up the reduced field bundle in the special case at hand. We
identify Σ with Z or ZN as before, and denote elements by q, s, c, r. A superselection
channel e = (s, c, r) has non-zero intertwiner Te ∈ Int(s + c|r) only if r = s + c. In
this case we choose Te = 1 and write F (s, c;A) instead of F (e,A). The field algebra
F (alias reduced field bundle) is thus generated by the operators
F (s, c;A) : (q, ψ) 7→ δs,c (q + c, piq(A)ψ), (83)
s, c ∈ Σ, A ∈ A. Clearly, Fa(c,A) =
∑
s∈Σ F (s, c;A), and hence Fa is a sub-algebra of
F . Further, the map23 µ : F 7→ Fa defined by
µ
(
F (s, c;A)) := Fa(c,A) (84)
preserves localization, and for F ∈ Fι satisfies µ(F )Ω = F Ω and µ
(
F †
)
= µ(F )∗. (The
last equation follows from
F (0, c;A)† = F
(
0,−c; γ−c(A∗)
)
and Eq. (80).) These relations imply that for F ∈ Fι there holds
S µ(F )Ω = S FΩ = F †Ω = µ(F †)Ω = µ(F )∗Ω.
But µ clearly maps F(W˜1) onto Fa(W˜1), and the proof is complete. 
The lemma also implies, of course, that the modular conjugation Ja associated with
Fa(W˜1) represents the reflection j in the sense of Eq. (4) or (76). In order to achieve
a geometrically correct action on the family of algebras Fa(I˜) in the sense of Eq. (77),
however, one has to multiply it with the twist operator Z,
Z := Z(W˜1, j ·W˜1). (85)
Theorem 6.4 (CPT Theorem for Anyons.) The anti-unitary operator Θ := Z∗ Ja
is a CPT operator: It satisfies
Θ2 = 1 , ΘU(g˜)Θ∗ = U(jg˜j), (86)
g˜ ∈ P˜ ↑+, and acts geometrically correctly: For all I˜ ∈ K˜, there holds
AdΘ : Fa(I˜)→ Fa(j ·I˜). (87)
Proof. The commutation relations Eq. (86) of Θ are inherited from those of Ja ≡ J ,
since Z commutes with U(P˜ ↑+). J
2
a = 1 , anti-linearity of Ja and JaEq = E−qJa imply
that Θ2 = 1 . Tomita-Takesaki’s theorem and twisted duality (82) imply that
Ja Fa(W˜1)J
∗
a = Fa(W˜1)
′ = Z Fa(j ·W˜1)Z
∗,
23In fact, µ is a conditional expectation from F onto Fa.
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which yields Eq. (87) for the case of W˜1. Covariance then implies the geometric action
for every I˜ ∈ K˜ which ends at a wedge region W , namely, every I˜ of the form g˜ ·W˜1.
If I˜ ends at a space-like cone, note that twisted Haag duality (82) implies that Fa is
self-dual, namely
Fa(I˜) =
⋂
W˜⊃I˜
Fa(W˜ ),
where the intersection goes over all W˜ ∈ K˜ which contain I˜. (By I˜ ⊂ W˜ we mean that
I ⊂W and in addition I˜H ⊂ W˜H as subsets of H˜.) Hence Eq. (87) also holds for such
I˜. If I˜ ends at the causal complement of a space-like cone, the equation also holds,
since Fa(I˜) is generated by all Fa(C˜) with C˜ ⊂ I˜. (This is so because the analogous
statement holds for A(I).) This completes the proof of the theorem. 
Up to here, the reference cone C0 has not been specified, and W˜1 may be any path
from C0 to W1. The difference in the choices only shows up in the value of the twist
operator Z. Recall that there are two topologically distinct choices for C0 satisfying
jC0 = C0. With any one of these choices, the natural choice of W˜1 is the “shortest”
path from C0 to W1, namely
W˜1 := (C0, I,W1)
for some I ∈ K. Specifying now C0 so as to contain the positive or negative x
2-axis,
respectively, the relative winding number of W˜1 and j ·W˜1 is N(W˜1, j ·W˜1) = −1 or 0,
respectively, hence
Z Eq = ω
∓ 1
2
q2 Eq, (88)
respectively.
A The Anyon Field Algebra
We collect some results on the anyonic field algebra which are spread out over the
literature, or have not been made very explicit in the literature.
Lemma A.1 (Anyonic Commutation Relations.) Let I˜1, I˜2 be causally separated,
with relative winding number N(I˜2, I˜1) = n.
i) For F1 = Fa(c1, A1) ∈ Fa(I˜1) and F2 = Fa(c2, A2) ∈ Fa(I˜2) there hold the commuta-
tion relations
F2 F1 = ω
c1·c2(2n+1) F1 F2, (89)
where ω denotes the statistics phase of the generating automorphism γ, see Eq. (26).
ii) Equivalent with these relations is twisted locality, namely
Z(I˜2, I˜1)Fa(I˜1)Z(I˜2, I˜1)
∗ ⊂ Fa(I˜2)
′ (90)
if I1 and I2 are causally separated.
Here, Z(I˜2, I˜1) is the “twist” operator defined in Eq. (81).
Proof. Ad i) The commutation relations (23) satisfied by the reduced field operators
read as follows in the present context of Anyons. Two fields F (s1, c1;A1) ∈ F(I˜1) and
F (s2, c2;A2) ∈ F(I˜2), where s2 = s1 + c1, which are causally separated satisfy the
commutation relations
F (s2, c2;A2)F (s1, c1;A1) = R(s1, c1, c2;n)F (sˆ1, c1;A1)F (s1, c2;A2), (91)
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where sˆ1 = s1+ c2, and where n is the relative winding number N(I˜2, I˜1). The number
R(s1, c1, c2;n) is given by, see Eq. (24),
R(s1, c1, c2;n) =
(ωαωγ
ωβωδ
)n
pi0γ
s1
(
ε(γc2 , γc1)
)
(92)
with α = s1, β = s2 ≡ s1 + c1, γ = s2 + c2 ≡ s1 + c1 + c2, δ = sˆ1 ≡ s1 + c2. Now the
statistics operator ε(γc2 , γc1) coincides, in the present situation, with ε(γ, γ)c1·c2 [23,
Eq. (2.3)]. Further, ε(γ, γ) coincides with a multiple ω1 of unity [14], where ω ≡ ωγ
is the statistics phase of γ. Putting all this into Eq. (92) yields R(s1, c1, c2;n) =
ωc1c2(2n+1). Using this equality, the commutation relations (91) transfer to the fields
Fa(ci, Ai) ≡
∑
s F (s, ci;Ai), proving the claim. Ad ii) For F1, F2 as in (i) and Z :=
Z(I˜2, I˜1) one calculates
[F2, ZF1Z
∗]Eq = ω
1
2
c21+qc1
(
F2F1 − ω
c1c2F1F2
)
Eq.
Hence the anyonic commutation relations (89) are equivalent with [F2, ZF1Z
∗] = 0.
This implies that ZF1Z
∗ also commutes with the von Neumann algebra generated by
operators of the form F2, and completes the proof. 
Lemma A.2 (Twisted Haag Duality.) Let I˜ , I˜ ′ be (classes of) paths in K˜ ending
at I and its causal complement I ′, respectively. Then there holds
Z(I˜ , I˜ ′)Fa(I˜
′)Z(I˜ , I˜ ′)∗ = Fa(I˜)
′. (93)
Proof. This follows from twisted locality and Haag duality of the observables as in the
permutation group case [17, Thm. 5.4], the argument being as follows in the present
setting. A standard argument [16, Remark 1 after Prop. 2.2] using the Reeh-Schlieder
property and the action (79) of the gauge group implies that every operator B in Fa(I˜)
′
decomposes, just like a field operator, as the sum of operators Bq ∈ Fa(I˜)
′ carrying
fixed charge, i.e. BcEq = Eq+cBc. (Namely, Bc =
∫
Σˆ dt exp(−2piict)V (t)BV (t)
∗.) The
same holds for Z∗Fa(I˜)
′Z, where Z := Z(I˜ , I˜ ′). Let now F ∈ Z∗Fa(I˜)
′Z carry charge c,
and pick a unitary Ψ ∈ Fa(I˜
′) of the same charge. Then B := Ψ∗F also is in Z∗Fa(I˜)
′Z
by twisted locality, and carries charge zero. Therefore it is in Fa(I˜)
′, and acts according
to B (q, ψ) = (q,Bqψ). One concludes that for every q ∈ Σ, charge transporter Uq for
γq along the path I˜ and observable A ∈ A(I) there holds
Bqpi0(U
∗
qA) = pi0(U
∗
qA)B0.
Putting q = 0, this implies by Haag duality that B0 = pi0(Bˆ) for some Bˆ ∈ A(I
′). The
same equation (with A = 1 ) then implies that Bq = pi0(U
∗
q BˆUq), which coincides with
piq(Bˆ). Thus, B coincides with Fa(0, Bˆ) and is therefore in Fa(I˜
′), and the same holds
for F . This completes the proof. 
Lemma A.3 (Reeh-Schlieder Property.) The vacuum is cyclic and separating for
every Fa(I˜), I˜ ∈ K˜.
Proof. Cyclicity of the vacuum Ω = (0,Ω0) for Fa(I˜) follows from the cyclicity of Ω0 for
A(I) and the definition Fa(c,A)(0,Ω0) = (c, pi0(A)Ω0). Now by twisted locality (90),
Fa(I˜)
′Ω contains ZFa(I˜
′)Ω, with Z unitary, which is dense. Hence the vacuum is cyclic
for Fa(I˜)
′ and therefore separating for Fa(I˜). 
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