The existence of the solution to the mixed problem (for the Cauchy problem see [KMa2] ) for the barotropic case was first proved by Ebin [El] under the assumption that the initial velocity is subsonic and the initial density is nearly constant. The existence theorem without these assumptions was proved by us [BV1] , [BV2] and (in an independent paper) by Agemi [A] . The existence of the solution [in spaces ~°° (0, T; H3)] for the non-barotropic case was proved by Schochet [Scl] by using a different approach which has, however, some ideas in common with the method followed in [BV2] ; see also [Sc2] . It is worth nothing that Schochet's approach can be easily adapted to cover the case ~ °° (0, T; Hk), k ~ 3 .
Below, we prove the existence of the solution to this last problem in spaces (0, T; Hk), by following our approach. See theorem 1. 1.
Well-posedness for the mixed problem (barotropic case) was proved in reference [BV4] and k = 3; and in reference [BV5] for arbitrarily large k > 3 and bounded regular Q. The method followed in these references (introduced in [BV3] for first order hyperbolic systems) applies to a large class of problems; see [BV3, 4, 5, 6] (Hk) and that these data satisfy the compatibility conditions up to order k -l, for the system ( 1. 2). Then, there is a positive T such that a (unique) solution U = {v, P, S) E T (Hk) of problem ( 1 . 2) exists in QT. Let us describe the main problems studied in the sequel: (i ) Assume that a sequence of data (U, fn) is given, each pair satisfying the properties required in theorem 1. 1. Assume that U~ -~ Uo in Hk as n --~ oo . Are the solutions Un convergent to U, in the strong norm ~T (Hk)?
(ii) Assume that a family of laws of state p~ ( ~ , ~ ) is given, and that pn -~ p as n -oo, in a suitable norm. Are the solutions Un convergent to U in the strong norm?
In the sequel we prove that the answer to the above questions (put together) is affirmative. See theorem 1 . 2 and 1. 3.
For convenience, in the following we replace the above parameter n by a "prime". We also remark that in theorems 1. 2 and 1.3 below To may be larger than the T guaranteed by theorem 1. In this statement the equation of state g ( . , . ) = log p { ~ , ~ ) is invariant. In fact, g' = g (P', S') is distinct from g = g (P, S) merely because (P', S') ~ (P, S). However, the following sharp structural-stability theorem holds. [BV7] .
In the sequel, in order to avoid unnecessary repetitions, we will partially apply to results proved in reference [BV5] . Hence [BV5] . Let us prove the equivalence between these systems. The equivalence between the initial conditions follows trivially by using the equations. Next, note that the assumptions (1. 2)2, (1 . 2)3, and = 0 are common to both systems. Hence, the terms containing V h . V P can be eliminated from the right hand side of (2.8), by eventually increasing a and p. Now, we prove (2.7) by arguing as in [BV5] in order to get (1.7) from (2. 3). 0 Proof of theorem 1. Let now 3, ç, Q be given functions defined on QT (~ is a vector field, 3 and Q are scalars) that satisfy suitable conditions, specified later on. By solving the elliptic system (2.9) we get v. Then, the transport equation (2.10) gives S. At this stage, we can define g, gl, g2, and g3, by using (2.11). Next, we solve the hyperbolic mixed problem (2.13), which gives P. Finally (2.14) gives ~. The above procedure defines a map ~, by setting (3, ~, Q) = (~, ~, P). Solving the system ( 1 . 8) is equivalent to proving the existence of a fixed point for ~ in a suitable set K. (A, T) . Similar relations hold for the solutions S (t), P (t) of problems (2.10), (2.13).
Suitable estimates for the solutions v, ç, P, and b of the above systems (2.10), (2. 12), (2.13), (2.14) are obtained as in section 5 of reference [BV5] . In particular, the solution P of problem (2.13) is estimated by using equation (2.7). Here, the positive lower bound condition (2. 3) for are now X-functions depending only on the norms of the functions v, Q, and S. For more details, see [BV5] . Estimates for S follow easily from equations (2.10) by arguing as in [BV5] ~ (3, ~, Q) = (~tb, ~, P), where (~, ~, P) = ~ (3, ~, Q). One easily shows that ~ (~)
Hence, by the contraction map principle, ~ has a fixed point in (l~ (see [BV5] , for details). Let be (~, ~, Q) _ (~S, ~, P). Obviously, (~, Q) _ (~, P). It [BV5] . D
