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Abstract
In this thesis, we study ad-nilpotent ideals and its relations with nilpotent orbits,
affine Weyl groups, sign types and hyperplane arrangements.
This thesis is divided into three parts. The first and second parts deal with ad-
nilpotent ideals for complex reductive Lie groups. In the first part, we study the left
equivalence relation of ad-nilpotent ideals and relate it to some equivalence relation
of affine Weyl groups and sign types. In the second part, we prove that for classical
groups there always exist ideals of minimal dimension as conjectured by Sommers.
In the third part, we define an analogous object for connected real reductive Lie
groups, which is called θ-nilpotent subspaces. We relate θ-nilpotent subspaces to
dominant regions of some real hyperplane arrangement and get the characteristic
polynomials of the real hyperplane arrangement in the case of U(m,n) and Sp(m,n).
We conjecture a general formula for other types.
Thesis Supervisor: David A. Vogan, Jr.
Title: Professor of Mathematics
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We first introduce some basic notations for this chapter. Let N be the set of nonneg-
ative integers and N+ be the set of positive integers.
Let G be a complex semisimple algebraic group. Let g be the Lie algebra of G. We
denote by h a Cartan subalgebra of g. Let ∆ be the reduced root system associated to
(g, h). For each root α, let gα be the corresponding root space in g. Under the adjoint
representation of h on g, there is a direct sum decomposition g = h⊕⊕α∈∆ gα. Let
W be the Weyl group of g.
We fix a positive root system ∆+ inside ∆. The choice of the positive root system
gives rise to a Borel subalgebra b=h ⊕⊕α∈∆+ gα and its opposite Borel subalgebra
b−. Let n and n− be the nilradicals of b and b−. Let B be the Borel subgroup of G
that corresponds to ∆+.
Let Π = {α1, α2, α3, . . . , αn} be the set of simple roots of ∆. Then Q = ⊕ni=1Zαi
is the root lattice. We set V = ⊕ni=1Rαi = h∗R. The Killing form on g induces a
W -invariant positive definite and symmetric bilinear form on V , which is denoted by
( , ). For each root α, α∨ = 2α
(α,α)
is the coroot for α and Q∨ = ⊕pi=1Zα∨i is the coroot
lattice.
Now we recall the definition of affine Weyl groups based on Kac’s book [Kac].
Let V̂ = V ⊕ Rδ ⊕ Rλ. We extend the bilinear form on V to the bigger space V̂
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by letting (δ, δ) = (δ, v) = (λ, v) = (λ, λ) = 0 for any v ∈ V and (δ, λ) = 1. This
is a nondegenerate symmetric bilinear form on V̂ and by abuse of notation, we still
denote it by ( , ).
Let ∆̂ = {∆ + kδ | k ∈ Z} be the set of affine real roots. Let
∆̂+ = (∆+ + Nδ) ∪ (∆− + N+δ)
be the set of positive affine roots. We denote by α > 0 when α is a positive affine
root and α < 0 when α ∈ ∆̂ is negative.
Let Π̂ = Π ∪ {−α0 + δ} be the set of affine simple roots, where α0 is the highest
root in ∆.
For each α in ∆̂, we define the reflection sα on V̂ by
sα(x) = x− 2(α, x)
(α, α)
α
for any x ∈ V̂ . The affine Weyl group Ŵ is generated by the set of reflections {sα}α∈∆̂.
For simplicity, we write s0 for s−α0+δ and si for the reflection sαi . Let S be the set of
simple reflections {s0, s1, . . . , sn}. Then (Ŵ , S) is a Coxeter system.
Set
C0 = {α ∈ V | (x, a) > 0, ∀α ∈ Π and (x, α0) < 1},
C = {x ∈ V | (x, α) > 0,∀α ∈ Π}.
We call C0 the fundamental alcove and C the (open) fundamental chamber.
For any root α ∈ ∆ and any integer k, let Hα,k = {x ∈ V | (x, α) = k} be the
hyperplane that is determined by α and k.
Set
N(w) = {Hα,k | Ha,k separates C0 and w(C0)}
= {α ∈ ∆̂+ | w−1(α) ∈ −∆̂+}.
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For each w ∈ Ŵ , let l(w) be the cardinality of N(w). We call l the length function
of Ŵ .
The affine Weyl group Ŵ is isomorphic to a semi-direct product of W and the
coroot lattice Q∨ (see [Hu]), where any wˆ ∈ Ŵ is uniquely decomposed into wˆ = wtv,
such that w ∈ W and v ∈ Q∨. Then Ŵ has an affine-linear transformation on V ,
where the translation tv is given by tv(y) = y + v for any y ∈ V and v ∈ Q∨.
1.2 Ad-nilpotent Ideals
In this chapter, we discuss ad-nilpotent ideals of b and the ideals in ∆+. The defini-
tions are as follows.
Definition 1.2.1. We call an ideal I of b an ad-nilpotent ideal if I is contained in
the nilradical n = [b, b] of b.
Definition 1.2.2. We call a subset I of ∆+ a (combinatorial) ideal of ∆+ if for any
α ∈ I, β ∈ ∆+ and α + β ∈ ∆, we have α + β ∈ I.
Lemma 1.2.3. The map I 7→ ⊕α∈Igα gives a bijection from the set of ideals of ∆+
to the set of ad-nilpotent ideals of b.
Remark. Unless otherwise stated, we denote the ad-nilpotent ideal that corresponds
to the ideal I of ∆+ by I. The set of ad-nilpotent ideals of b is denoted by Ad.
For ad-nilpotent ideals in g, we mainly discuss its geometric properties and for
the ideals in the root system, we mainly discuss its combinatorial properties.
Let I be an ideal of ∆+. We call a root α a generator of I if α ∈ I and for any
β ∈ ∆+, α − β /∈ I. The set of generators of I (resp. I) is denoted by Γ(I) (resp.
Γ(I)).
For two ad-nilpotent ideals I1 and I2, the bracket relation is
[I1, I2] = {[X,Y ] | ∀X ∈ I1 and ∀Y ∈ I2}.
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Similarly, for any ideals I1 and I2 in ∆+, we define a bracket relation as follows:
[I1, I2] = {α + β | α ∈ I1, β ∈ I2 and α + β ∈ ∆}.
Then [I1, I2] is an ideal of ∆+ and corresponds to the ad-nilpotent ideal [I1, I2].
Then we can derive inductively a sequence of ideals {I1, I2, . . . , Ik} from I by
letting I1 = I, Ik = [Ik−1, I]. This is a descending sequence of ideals.
Let
Ŵdom = {w ∈ Ŵ | w(α) ≥ 0 for all α ∈ Π}.
Elements that lie in the subset Ŵdom are called dominant. By the definition of
N(w), the following conditions are equivalent:
(1) w ∈ Ŵ is dominant.
(2) N(w) is a subset of ∪k≥1(kδ −∆+).
(3) there’s no hyperplane Hα,0 separating C0 from w−1(C0).
(4) w−1(C0) lies in the fundamental chamber of V .
The first two properties of Ŵ come from the linear action of W on Ŵ and the
last two properties of Ŵ come from the affine transformation of Ŵ on V .
Now define a map φ from Ŵdom to the set of ideals in ∆
+ by
w 7→ {µ ∈ ∆+ | δ − µ ∈ N(w)}.
(The fact that I is an ideal of ∆+ follows from dominance property of w.)
In fact it’s a surjective map. For combinatorial ideal I, there is a special dominant
element w that corresponds to I. These elements were introduced in [CP1].
Definition 1.2.4. An element w ∈ Ŵ is called minimal if
(1) w(α) ≥ 0 for all α ∈ Π.
(2) If α ∈ Π̂ and w−1(α) = kδ + µ, then k > −1.
We denote the set of minimal elements by Ŵmin. From part (1) of definition, it’s
obvious that Ŵmin ⊂ Ŵdom. Moreover, we have the following result on the relations
between the minimal elements and the ideals in ∆+.
12
Proposition 1.2.5. [CP1, Prop2.12] There is a bijection between Ŵmin and the set
of ideals in ∆+. The bijection is constructed as follows:
(a) For each w ∈ Ŵmin, its corresponding ideal is φ(w).
(b) For each ideal I in ∆+, the corresponding w is determined by the set of affine
roots
N(w) = ∪k>1(kδ − Ik) ⊂ ∆̂+.
For each w ∈ Ŵmin, we denote by Iw the ideal that is determined by the element
w. Conversely, the minimal element that corresponds to I is denoted by wmin(I),
or simply by wI . Because of the bijection between the set of ad-nilpotent ideals and
the set combinatorial ideals, we have similar notations Iw and wI for the ad-nilpotent
ideal I. We call the ad-nilpotent ideal Iw the first layer ideal of w.
It is obvious that for any positive root α in an ideal I, then w−1I (−α + δ) > 0.
Sommers gave a description of the set of generators of the ideal I in [So1, Cor6.3]
and Panyushev showed independently in [Pa1, Thm2.2].
Proposition 1.2.6. If w ∈ Ŵmin, then any positive root α ∈ I is a generator of the
ideal Iw if and only if w(α− δ) is an affine simple root in Π̂.
The normalizer of an ad-nilpotent ideal I can also be described in terms of the
minimal affine Weyl group element wI . Since the Borel subalgebra b normalize I, the
normalizer of I must be a parabolic subalgebra containing b. Therefore the normalizer
is determined by the simple root Levi subalgebras that it contains.
Suppose l(α) is the Levi subalgebra in g corresponding to a simple root α ∈ Π.
Namely l(α) = h⊕ gα ⊕ g−α. Panyushev showed in [Pa3, Thm2.8] that:
Proposition 1.2.7. If I is an ad-nilpotent ideal of b, then l(α) ⊂ Ng(I) if and only
if wI(α) ∈ Π̂, where Ng(I) denotes the normalizer of I in g.
1.3 The Moment Maps
Let B be the set of all Borel subalgebras in g, T ∗B the cotangent bundle over B and
N the nilpotent cone of g. Following [CG, Lem1.4.9], if one identifies the Lie algebra
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g with its dual g∗ via the Killing form of g, the moment map
m : T ∗(B) −→ N
is equivalent to
m : G×B n −→ N .
Therefore, for each ad-nilpotent ideal I ⊂ n, G ×B I may be considered as a G-
invariant subbundle of cotangent bundle T ∗B. The image of G×BI under the moment
map is the closure of a nilpotent orbit in N .
Let N(g) be the set of nilpotent orbits of g. The moment map m induces a map
p : Ad→ N(g)
by sending I ∈ Ad to a nilpotent orbit O, where the image of G ×B I under the
moment map is the closure of O. The nilpotent orbit O is called the associated orbit
of the ideal I.
It is easy to see that the map is surjective. Indeed, if e ∈ O, by Jacobson Morozov
theorem, there exists an sl2-triple {e, h, f} with h ∈ h. We conjugate the triple with
elements of G such that α(h) > 0 for positive root a. Then Ih := ⊕i>2gi, where
gi = {X ∈ g | [h,X] = iX} is an ad-nilpotent ideal and OIh = O.
Concerning this map p, there is several natural questions to ask:
When two different ideals give rise to the same nilpotent orbit?
Is it possible to describe combinatorially the equivalence relation on minimal ele-
ments of the affine Weyl group corresponding to p(Iw1) = p(Iw2)?
In the special case that the two ideals differ by a single positive root, then the
following result from [GS] that partially answers the first question.
Proposition 1.3.1. Let I be an ad-nilpotent ideal of n. Suppose that I is stable
under the adjoint action of l(α) for some simple root α ∈ Π and β is a generator of
I such that sα(β) > β. Let J be the ad-nilpotent ideal such that I = J ⊕ gβ. Then I
and J has the same image under p.
14
If two ideals I and J satisfies the condition of Proposition 1.3.1, we denote by
I ∼L J or J ∼L I.
Definition 1.3.2. Two ad-nilpotent ideals I and J are called left equivalent if either
I = J or there exists a sequence of ideals I1 = I, I2, . . . , Ik = J , such that Ii ∼L Ii+1
for i = 1, . . . , k − 1.
It’s easy to see that the relation defined above is actually an equivalence relation.
Proposition 1.3.1 is a sufficient condition for two ad-nilpotent ideals have a same
associated orbits. Since the moment map sends the left-equivalent classes of ideals to
the same orbit, one may ask whether it is true that two ad-nilpotent ideals have the
same associated orbits only if these two ideals are left equivalent. For some cases, we
can give an affirmative answer.
Example 1.3.3. When g is of type G2. Suppose that α1 is the short simple root, and
α6 the long root. The other four roots are α2 = α1 +α6, α3 = 2α1 +α6, α4 = 3α1 +α6,
α5 = 3α1 + 2α6. There are eight ideals and five equivalence classes:
1. The zero ideal, which corresponds to the zero orbit;
2. The ideal gα3 ⊕ gα4 ⊕ gα5, which corresponds to the 8-dimensional orbit;
3. The maximal ideal, which corresponds to the principal orbit;
4. gα5 ∼L gα5 ⊕ gα4, which corresponds to the minimal orbit;
5. gα1⊕gα2⊕gα3⊕gα4⊕gα5 ∼L gα2⊕gα3⊕gα4⊕gα5⊕gα6 ∼L gα2⊕gα3⊕gα4⊕gα5,
which corresponds to the subregular orbit.
In this example above, the left equivalence relation on the ideals completely deter-
mines the image of the moment map. For class cases other than type A, Proposition
1.3.1 is not necessary to determine the fiber of the moment map. The simplest counter
example is in type B3.
Example 1.3.4. Let g be so(7). Suppose that α1, α2 are the long simple roots of
g and α3 is the short simple root. Let I be the ad-nilpotent ideal with generators
α2 + α3, α1 + α2 and J be the ad-nilpotent ideal with generators by α2 + 2α3 and
α1 + α2. Then I = J ⊕ gα2+α3, and I, J have the same associated orbit. But no
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Levi subalgebra of g normalizes I except h. I and J don’t satisfy the condition of
Proposition 1.3.1.
In the type A case, we haven’t found such a counter example yet. We would
prove some results in the following section which may shed some light on whether
Proposition 1.3.1 completely determines the fiber of the moment map.
Before directly approaching this problem, let us make a short digression and turn
to the geometric description of the ideals via sign types. It turns out sign types
are very useful for us to understand affine Weyl groups and are also connected with
ad-nilpotent ideals.
1.4 Sign types
Recall that for any positive root α ∈ ∆+, Hα,k is the hyperplane defined by Hα,k =
{v ∈ V | (v, α) = k}. We denote three regions that are separated by two hyperplanes
Hα,0 and Hα,1 by:
Hα,+ = {v ∈ V | (v, α) > 1},
Hα,0 = {v ∈ V | 0 < (v, α) < 1},
Hα,− = {v ∈ V | (v, α) < 0}.
The non-empty connected simplex of V − ∪α∈∆+,k=0,1Hα,k is called a sign type of
V . The definition of sign type was first introduced by Shi in [Sh1] to study the left
cells and two-sided cells of affine Weyl group of type A˜n−1 and later was generalized
by him to other classical groups in [Sh2]. Notice that in Shi’s original definition, he
used the coroot system of g while here we use the root system.
We denote the set of all sign types by S. For any sign type s ∈ S, it lies in one
of the three regions Hα,, where  ∈ {0,+,−}. Therefore each sigh type has the form
s = ∩α∈∆+,α∈{+,0,−}Hα,α , with α 7→ α a map from ∆+ to the index set {0,+,−}.
This map completely determines the sign type.
Since the walls Hα,0 for α ∈ ∆+ are used to define sign types, each sign type
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either lies in the fundamental chamber or has no intersection with the fundamental
chamber. We call the special sign types that lie inside the fundamental chamber C
dominant sign types. The set of dominant sign types in S is denoted by Sdom. It’s
clear from the definition that the sign type s is dominant if and only if it lies in the
region Hα,, for each α ∈ ∆+ and  ∈ {+, 0}.
Proposition 1.4.1. [Sh3] The map
I 7→ RI := {x ∈ C | (x, α) > 1 if gα ⊂ I and 0 < (x, α) < 1 if gα * I}
gives a bijection from the set Ad of ad-nilpotent ideals in b to Sdom.
Also sign types are closely related to affine Weyl groups.
For each w ∈ Ŵ , w−1 maps the fundamental alcove C0 to another alcove. Thus
w−1(C0) is contained in a unique sign type s. We obtain a map Ŵ → S by sending w
to s. It turns out that dominant elements in Ŵ are mapped to dominant sign types.
Namely, when restricted to Ŵdom, we have Ŵdom → Sdom.
Recall that for each dominant element w ∈ Ŵ , one can associate an ad-nilpotent
ideal I = {α ∈ ∆+ | w(δ − α) ≤ 0}. This is equivalent to say that the hyperplane
Hα,1 separates w
−1(C0) from C0 if and only if the positive root α lies in the ideal I.
In other words, w−1(C0) lies in the region Hα,+ for any positive root α ∈ I and lies in
the region Hα,0 for any positive root α that is not in the ideal I.
Comparing this with the map Ŵ → S defined in the preceding paragraph and the
bijection between dominant sign types and ad-nilpotent ideals in Proposition 1.4.1,













Under this commutative diagram, it’s possible for us to explore the relation be-
tween the equivalent classes of affine Weyl group and the equivalent classes of ad-
nilpotent ideals given by Definition 1.3.2 in further detail.
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1.5 The Case of Type A˜n−1
Now we focus on the affine Weyl group of type A˜n−1. In this section, Ŵ denotes an
affine Weyl group of type A˜n−1.
For affine Weyl groups of type A˜n−1, there’s a combinatorial description of the
affine Weyl group elements. We regard Ŵ as a set of permutations on Z as follows
Ŵ = {σ : Z→ Z | σ(i+ n) = σ(i) for i ∈ Z,
n∑
t=1
(σ(t)− t) = 0(mod n)}.
The simple reflection s0, s1, . . . sn−1 can be taken to the permutations as follows.
For 0 6 j 6 n− 1, j is mapped to:
si(j) =

j + 1, if j ≡ i(mod n);
j − 1, if j ≡ i+ 1(mod n);
j, otherwise .
We denote by < the Bruhat order on Ŵ and denote the set of partitions of n by
P (n).
Let [n] be the index set {1, 2, . . . , n}. For any w ∈ Ŵ , the partial order w of
[n] is defined by i w j if and only if either i < j and w(i) > w(j) or i > j and
w(i) > w(j) + n. A chain of [n] is a sequence of integers {i1, . . . , ih} with the order
i1 w i2 · · · w ih. A k-family is a subset of [n] such that there’s no chain of length
k + 1 in this subset.
Let dk be the maximal cardinality of a k-family of [n]. Then d1 6 d2 6 . . . 6
dn = n. Let λ1 = d1, λj = dj − dj−1 for 1 6 j 6 n. By a theorem of Green
[Gr], λ1 > λ2 . . . > λn and
∑n
i=1 λi = dn = n, which gives us a partition of n. Let
µ = {µ1 > µ2 . . . > µn} be the conjugate partition of λ = {λ1 > . . . > λn}, meaning
that for any h = 1, . . . , n, µh is equal to the number of parts in λ of size h. This
gives us a map φ : Ŵ → P (n) with φ(w) = µ. This map is related to two-sided cells
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of Ŵ . (The reason that we choose the conjugate partition µ instead of λ is to get a
commutative diagram 1.5.1 below).
Set
L(w) = {sj ∈ S | sjw < w} = {αj ∈ Π̂ | w−1(αj) < 0},
We follow the usual definition of left cells, right cells and two-sided cells in [KL].
For any two elements w, u ∈ Ŵ , we denote by w ∼L u (resp, w ∼R u; or w ∼LR u)
if w and u lie in the same left cell (resp, right cell; or two sided cell) of Ŵ .
It was proved by Lusztig in [Lu] and Shi in [Sh1] that the two-sided cells of
Ŵ is parameterized by P (n) and these two-sided cells coincide with fibers of φ. In
particular, to describe the fiber of the map, Shi [Sh1] constructed a map Φ : S → P (n)












For the map Ŵ → S, Shi proved in [Sh1, Chap 18] that if two affine Weyl group
elements are mapped to the same sign type, then these two elements lie in the same
left cell. Because of the commutative diagram 1.4.1, two dominant elements of Ŵ
with the same associated ideal also lie in the same left cell.
When g = sl(n), the set of nilpotent orbits of g is parameterized by P (n) (see
[CM]) and the moment map of g gives us p : Ad→ P (n). Since the set of dominant
sign types Sdom is in bijection with the set of ad-nilpotent ideals, there might be some
relation between the map Φ|Sdom and the map p.
Indeed the work of Shi (see [Sh1]) and the work of Lawton (see [Law]) imply that
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p // P (n)
(1.5.1)
Recall that Proposition 1.3.1 gives us a criterion to determine when two ad-
nilpotent ideals have the same associated orbits. One might hope that this criterion
has some relations with the cell structure of affine Weyl groups and sign types. Here
is the main result about these relations.
Let s, t be two simple reflections of Ŵ such that st has order 3.
Definition 1.5.1.
DL(s, t) = {w ∈ Ŵ | L(w) ∩ {s, t} contains only one element },
If w is in the set DL(s, t), then {tw, sw} ∩ DL(s, t) contains only one element,
which is denoted by ∗w. Then the map that sends w to ∗w defines an involution on
DL(s, t) and is called a left star operation. This involution depends on the two simple
reflections s and t. For example, if w lies both in the sets DL(s1, t1) and DL(s2, t2)
for simple reflections s1, s2, t1, t2, then the involution ∗ may give two different ∗w.
The left star operation generates another equivalence relation on Ŵ . The element
w is PL equivalent to w
′ if and only if there is a succession of affine Weyl group
elements w1 = w,w2, . . . , wn = w
′ such that each wi lies in some set DL(si, ti) and
wi+1 =
∗wi under the left star operation in DL(si, ti). We denote this equivalence
relation by ∼PL .
It is proved in [KL] that w and ∗w lie in the same left cell, therefore w ∼PL w′
implies that w ∼L w′.
Now we can come to the proof of the main theorems.
Theorem 1.5.2. Suppose I1 and I2 are two ideals and I1 ∼L I2, then there exists
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two dominant elements w1 and w2, such that Iw1 = I1, Iw2 = I2 and w1 ∼L w2.
Proof. Since any elements of Ŵdom with the same associated ideal lie in the same
left cell, by the definition of left equivalence relation for the ideals, it suffices to prove
the statement when I1 and I2 differs by only one positive root.
Suppose that I2 ⊂ I1, α is a simple root that normalize I1 and β is a generator
of I1, s.t. I1 = I2 ⊕ gβ and sα(β) > β. Let wI1 be the minimal element in Ŵ that
corresponds to I1 (By Proposition 1.4.1). Recall from Proposition 2.1.5, wI1 maps
α to a simple root in Π̂, which we denote by αi. On the other hand, since β is a
generator of I1, by Proposition 1.2.6, wI1(β − δ) = αj for some simple root αj. The
condition that sα(β) > β implies that (α, β) < 0. We denote sαi by si and sαj by sj.
Then si, sj are two simple reflections of Ŵ . Since the inner product on V̂ is invariant
under Ŵ , (αi, αj) < 0 and sisj has order 3. The fact that wI1(α) = αi implies that
siwI1 > wI1 and wI1(β − δ) = αj implies that sjwI1 < wI1 . Therefore, wI1 is an
element that lies in the set DL(si, sj). In this case, we can determine
∗wI1 explicitly.
Indeed it’s clear that sj(sjwI1) = wI1 > sjwI1 and si(sjwI1) < sjwI1 because:
(sjwI1)
−1(αi) = w−1sj(αi) = w−1I1 (αi + αj) = α + β − δ < 0
Hence ∗wI1 = sjwI1 . In addition, l(sjwI1) < l(wI1) and N(wI1) = N(sjwI1) ∪ (β −
δ). Hence N(sjwI1) is a subset of ∪k>1(kδ − ∆+), which implies that sjwI1 is still
dominant. We have IsjwI1 ⊕ gβ = I1, i.e. IsjwI1 = I2.
If two dominant elements in Ŵ are PL-equivalent, we can prove a converse version
of Theorem 1.5.2. First we need to prove a lemma that states a special property for
the PL equivalence classes of elements in Ŵdom.
Lemma 1.5.3. Suppose that w is dominant and α is a simple root in Π̂. If w−1(α) <
0, then w−1(α) = −kδ+β, where k is positive and β is an element of Iw. In particular,
if k = 1, then β is a generator of Iw.
Proof. The element w is dominant implies that w−1(α) = −kδ + β, where k > 1
and β ∈ ∆+. Since w(δ − β) = −α − (k − 1)δ < 0, β lies in the first layer ideal Iw.
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If k = 1, for any γ ∈ ∆+, w(δ − (β − γ)) = w(δ − β) + w(γ) = −α + w(γ). Since
w(γ) is a positive affine root and α is simple, w(δ − (β − γ)) > 0 and β − γ does not
belong to the ideal Iw, which means that β is indeed a generator of Iw.
Lemma 1.5.4. If w ∈ Ŵdom and w lies in the set DL(si, sj) for some simple reflec-
tions si and sj with sisjsi = sjsisj, then
∗w is also a dominant element.
Proof. Any element u ∈ Ŵ is dominant if and only if N(u) is contained in
∪k>1(kδ−∆+). There are two possibilities for ∗w. The first case is l(∗w) = l(w)− 1.
Then N(∗w) is a subset of N(w) and the fact that w is dominant implies ∗w is also
dominant.
The other case is l(∗w) = l(w) + 1. In this case, by the symmetry of i and j,
suppose ∗w = sjw. Then sjw > w, siw < w and sisjw > sjw. Let ai, aj be the two
simple roots of Π̂ that correspond to si and sj. By the dominance property of w and
the fact that siw < w, we have w
−1(ai) = tδ − β, where t is a positive integer and
β ∈ ∆+. Similarly sjw > w means that w−1(αj) > 0, namely w−1(αj) = kδ + γ,
where k > 0 and γ ∈ ∆+ or k > 1 and γ ∈ ∆−.
Case (a): k = 0 and γ ∈ ∆+. From the facts that sisjw > sjw and αj has the same
length as αi, w
−1(αi + αj) = (sjw)−1(αi) > 0. On the other hand, w−1(αi + αj) =
β + γ − kδ < 0, which is a contradiction.
Case (b) : k > 0 and γ ∈ ∆+. Since w is dominant, w(γ) is a positive root in
∆̂+. Also w fixes kδ. Therefore, αj = w(kδ + γ) can not be a simple root in ∆̂
+.
Contradiction.
The only possible form for w−1(αj) is kδ + γ, where k > 1 and γ ∈ ∆−. Notice
that N(∗w) is the union of N(w) and w−1(αj), then ∗w is again dominant.
Lemma 1.5.5. [Pa3, Thm3.5] Suppose w ∈ Ŵ is dominant, and let Iw be the cor-
responding ideal of w. If there exist a simple root α ∈ Π, such that w(α) ∈ Π̂, then
l(α) normalize Iw.
Theorem 1.5.6. Suppose that w1 is dominant and w1 ∼PL w2. Then w2 is also
dominant and the corresponding ideals of w1 and w2 are left equivalent, i.e. Iw1 ∼L
Iw2.
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Proof. The dominance of w2 is shown in Lemma 1.5.4. By definition of PL-
equivalence relation, the problem can be reduced to the case when w1 lies in the set
DL(si, sj) for some i, j ∈ {0, 1, . . . n} and w2 = ∗w1. In addition, by the symmetry of
w1 and w2, as well as the symmetry of i and j, we may assume that l(
∗w1) < l(w1)
and ∗w1 = siw1. Then siw1 < w1, sjw1 > w1 and sjsiw1 < siw1. This means that
w−11 (αi) < 0, w
−1
1 αj > 0, and w
−1
1 (αi + αj) = (siw1)
−1(αj) < 0. By lemma 1.5.3,
w−11 (αi) = β − kδ, where β is an element of Iw1 , and k > 1.
If k > 1, then kδ − β belongs to N(w1) and any tδ − β for 1 6 t < k also belongs
to N(w1). That means kδ − β is the only element that lies in N(w1), but not in
N(siwi). Since the definition of the corresponding ideals of siw1 and w1 involves only
the first layer of positive roots in siw1 and w1, siw1 and w1 have the same first layer
ideal, i.e. Iw1 = Isiw1 .
Suppose k = 1. In this case, from Lemma 1.5.3, β is a generator of Iw1 . In
addition, we have known that w−11 (αj) > 0 and w
−1
1 (αi + αj) < 0. There are four
possible cases for w−11 (αj) > 0.
Case(a): w−11 (αj) = kδ + β1, where k > 1 and β1 ∈ ∆+.
In this case, w−11 (αi + αj) = (k − 1)δ + β + β1 > 0. Contradiction.
Case(b): w−11 (αj) = kδ − β1, where k > 2 and β1 ∈ ∆+.
Similar to case (a), w−11 (αi + αj) = (k − 1)δ + β − β1 > 0. Contradiction.
Case(c): w−11 (αj) = δ − β1, where β1 ∈ ∆+.
In this case, w−11 (αi + αj) = β − β1 ∈ ∆−. Suppose that β − β1 = −γ, where γ
lies in ∆+. Then β1 = β + γ, which implies that β1 also lies in ideal Iw1 since β is a
generator of Iw1 . This contradicts the fact that w1(δ − β1) = αj, which is positive.
Case(d): w−11 (αj) = β1, where β1 ∈ ∆+.
This is the only possible form for w−11 (αj). In this case, β1 is a simple root of ∆
+.
Indeed, if β1 is not simple, say β1 = γ1 + γ2, where γ1 and γ2 are two positive roots
in ∆+, then w1(β1) = w1(γ1) + w2(γ2), where w1(γ1) and w2(γ2) are two positive
roots in ∆̂+. This contradicts the fact that αj = w1(β1) is a simple affine root.
From lemma 1.5.5, l(β1) normalize the ideal Iw1 . Also β is a generator of Iw1 and
(β, β1) = (αi, αj) < 0. Since N(w1) is equal to N(siw1) ∪ (δ − β), β appears in the
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first layer ideal of w1, but not the first layer ideal of siw2. By the definition of left
equivalence of ideals, Iw is left equivalent to Isiw.
We have shown above that if two dominant elements in Ŵ are PL-equivalent,
then their corresponding ideals are left equivalent (see Definition 1.3.2) and also two
left equivalent ideals would give us two PL equivalent elements. It was proved in
[Sh1, Chap 19] that two dominant sign types lie in the same two-sided cell if and
only if they lie in the left cell. Therefore, if we can prove that dominant elements
in the same left cell give rise to left equivalent ideals, then Proposition 1.3.1 is the
necessary condition to determine the two-sided cell structure of sign types. However,
Shi defined two operations for elements in the same left cell. The first one is related to
PL-equivalence relation, which we showed above that it does give two left equivalent
ideals. The other one is called raising layer operation, which we can not get its relation
with the left equivalence relation of ad-nilpotent ideals.
24
Chapter 2
Ideals of Minimal dimension
2.1 Introduction
The notations in this chapter are the same as in Chapter 1 unless otherwise stated.
Here are some additional ones. If V is a subspace of g that’s invariant under the
action of h, we denote ∆(V ) = {α ∈ ∆ | gα ∈ V }. If S is a finite set, we denote by
|S| the cardinality of S. For any k ∈ R, let bkc be the largest integer less than or
equal to k and let dke be the smallest integer not less than k.
In [So2] Sommers showed that the dimensions of the ideals with the same associ-
ated orbit O have a lower bound mO.
Proposition 2.1.1. [So2, Prop5.1] Let O be a nilpotent orbit. Let I be an ad-
nilpotent ideal whose associated orbit is O and X be an element that lies both in the
ideal I and O. Then
dim I > dimB − dimBGX
where GX is the centralizer of X in G and BGX is a Borel subgroup of GX .
Notice that dimBGX is independent of the choice of X, but only depends on the
orbit O. Set mO = dimB − dimBGX . Then Sommers conjectured that
Conjecture 2.1.2. For each nilpotent orbit O, there exists an ideal I with OI = O
and dim I = mO.
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For exceptional groups, this conjecture was implicitly proved by the work of
Kawanaka [Kaw1] and Mizuno [Mi]. Now we will verify his conjecture in the case
of classical groups.
Before we come to the proof of this conjecture for classical groups, let’s first recall
some results about standard triples.
Let {H,X, Y } be a standard triple (see [CM]) of g, satisfying:
[H,X] = 2X, [H, Y ] = −2Y, [X, Y ] = H.
We call X (resp. Y ) the nilpositive (resp. nilnegative ) element and H the charac-
teristic of the triple {H,X, Y }. In particular, after conjugation by some element of
G, we can assume that H ∈ h and H is dominant, i.e. α(H) > 0, for all α ∈ ∆+.
Such H is uniquely determined by the nilpotent orbit OX and is called the Dynkin
element for OX . There is an H-eigenspace decomposition of g:
g = ⊕i∈ZgH,i, where gH,i = {Z ∈ g | [H,Z] = iZ}, i ∈ Z.
It’s also shown in [So2] that
dimBGX = dim gH,1 +
1
2
[dim(gH,0) + dim(gH,2) + rank GX ]. (2.1.1)
Let qH,i = ⊕j>igH,j. Then, qH,i is an ad-nilpotent ideal and X ∈ qH,2. We call the
ideal qH,2 the Dynkin ideal for the orbit OX . We may write X as Xα1 +Xa2 +· · ·+Xαk ,
where Xαi is a root vector and αi(H) = 2. Since H is dominant, each αi is a positive
root.
Consider the adjoint action adX : gH,0 → gH,2, which sends any Z ∈ gH,0 to
[X,Z] ∈ gH,2. Since gH,0 is a Levi subalgebra of g containing h, there is a direct sum
decomposition: gH,0 = h ⊕ g+0 ⊕ g−0 , where g+0 = n ∩ gH,0 and g−0 = n− ∩ gH,0. It’s




0 ). If we impose some additional
restrictions on the set {α1, α2, . . . αk}, we will have a direct sum decomposition of
gH,2. First we introduce the notion of antichain.
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Definition 2.1.3. [St1] An antichain Γ of the root poset (∆+, <) is a set of pairwise
incomparable elements, i.e: for any α, β ∈ Γ, α− β /∈ Q+, where Q+ = {∑ni=1 niαi |
ni ∈ N} is the positive part of the root lattice.
By the definition of generators of an ad-nilpotent ideal, a set Γ = {γ1, . . . , γl} is
a set of generators of some ad-nilpotent ideal if and only if γi − γj /∈ Q+. Therefore,
the set of generators for ad-nilpotent ideals is in bijection with the set of antichains
of the root poset.
We need the following result of Kostant. (see [Kos]):
Theorem 2.1.4. Let QH,2, GH,0 be the closed connected Lie subgroup of G with the
Lie algebras qH,2, gH,0 respectively. Let OX be the G-orbit of X and oX the GH,0-orbit
of X. Then
(1) oX is open, dense in gH,2.
(2) oX = OX ∩ gH,2.
(3) (QH,2GH,0) ·X = OX ∩ qH,2 = oX + qH,3. In particular, (QH,2GH,0) ·X is open
and dense in qH,2.
As a consequence, the Dynkin ideal qH,2 has associated orbit OX .
Lemma 2.1.5. [Pa1, Prop2.10] Let Γ be a subset of ∆+. If for any roots α, β ∈ Γ,
α− β /∈ ∆, then the elements of Γ are linearly independent and hence |Γ| 6 dim(h).
Proof. Since α− β /∈ ∆, (α, β) 6 0. This means that the angle between any pair
of roots in Γ is non-acute. Since all the roots in Γ lie in the same open half-space of
V , they are linearly independent.
Remark. If Γ is an antichain, then Γ satisfies the assumption of lemma 2.1.5, hence
elements in an antichain are linearly independent. In Panyushev’s original statement,
he assumed that Γ is an antichain. But from his proof, the weaker condition that
α−β /∈ ∆ is sufficient for this lemma. In type An−1 and Dn, we can get an antichain
but in type Cn case, we can only get a set Γ satisfying the weaker condition of Lemma
2.1.5.
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Lemma 2.1.6. Suppose Γ is a subset of ∆+ as in Lemma 2.1.5. Let {Hα, Xα, Yα} be
a standard triple that corresponds to α ∈ Γ. Suppose H lies in the span of all {Hα}α∈Γ
so that α(H) = 2 for all α ∈ Γ. Let X = ∑α∈Γ Xα. There exists an element Y , such
that {H,X, Y } is a standard triple.
Remark. The main idea of the proof comes from [CM, 4.1.6].
Proof. Since Γ is a subset as in Lemma 2.1.5, {Hα | α ∈ Γ} is linearly inde-
pendent. Also H lies in the subspace of h that’s spanned by all {Hα}α∈Γ, therefore
we may write H as H =
∑







α∈C α(H)Xα = 2X. The last equality follows from
(2.2.1). Similarly, [H, Y ] = −2Y . Also












The second equality comes from the fact that α − β /∈ ∆ and [Xα, Yβ] = 0 for
α 6= β.
Proposition 2.1.7. Suppose that the set {α1, α2, . . . αk} is an antichain of (∆+, <).
Then gH,2 = adX(gH,0) and gH,2 = adX(h)⊕ adX(g+0 )⊕ adX(g−0 ). Moreover, adX(h),
adX(g
+
0 ) and adX(h) are invariant under the adjoint action of h and each can be
written as a direct sum of root spaces.
Proof. By Theorem 2.1.4, the image of adX is the whole space gH,2. What remains
to prove is that it is a direct sum decomposition. Suppose there exist three elements
H1 ∈ h , Z ∈ g+0 , U ∈ g−0 and [X,H1] + [X,U ] + [X,Z] = 0.
Suppose αi(H1) 6= 0 for some αi. Since [X,H1] =
∑k
i=1−αi(H1)Xαi , there is a
nonzero summand in [U,X] or [Z,X] that lies in gαi . Without loss of generality, we
may assume [Uβ, Xαj ] ∈ gαi , where Uβ is a summand of U and Xαj is a summand of
X. Then αi = αj + β, which implies that αi < αj and contradicts the assumption
that αi and αj are incomparable.
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Otherwise αi(H) = 0 for 1 6 i 6 k. By similar argument, we can prove that
adX(g
+
0 ) ∩ adX(g−0 ) = 0, which shows that gH,2 = adX(h)⊕ adX(g+0 )⊕ adX(g−0 ).
Suppose that Xα is a root vector in gH,2. By lemma 2.1.5, {α1, α2, . . . , αk} are
linearly independent. If α ∈ {α1, α2, . . . , αk}, then α lies in adX(h). If α = αi + β,
where β ∈ ∆(g+0 ), from the proof above, Xα can not appear in the summands of
adX(h) and adX(g
−
0 ). Similarly, elements in adX(g
−
0 ) has the form
∑
Xαi+βi , where
βi ∈ ∆(g−0 ). Therefore, Xα ∈ adX(g+0 ) if α = αi + β and β ∈ ∆(g+0 ) and Xα ∈
adX(g0)
− if α = αi + β and β ∈ ∆(g−0 ). This shows that adX(g−0 ), adX(g+0 ) and
adX(h) are h-invariant, which completes the proof.
Definition 2.1.8. A partition λ is a sequence of positive integers
λ = [λ1, λ2, . . . , λp], where λ1 > λ2 . . . > λp > 0.
Each λi is a part of λ. If λ1 + · · · + λp = n, we say λ is a partition of n and write
λ ` n.
We recall the parametrization of nilpotent orbits in classical groups.
Theorem 2.1.9. [CM, 5.1] (1)(Type An−1) Nilpotent orbits in sln are in one-to-one
correspondence with the set P (n) of partitions of n.
(2)(Type Bn) Nilpotent orbits in so2n+1 are in one-to-one correspondence with the
set P1(2n+ 1) of partitions of 2n+ 1 in which even parts occur with even multiplicity.
(3)(Type Cn) Nilpotent orbits in sp2n are in one-to-one correspondence with the
set P−1(2n)of partitions of 2n in which odd parts occur with even multiplicity.
(4)(Type Dn) Nilpotent orbits in so2n are in one-to-one correspondence with the
set P1(2n) of partitions of 2n in which even parts occur with even multiplicity, except
that (‘very even’) partitions (those with only even parts; each having even multiplicity)
correspond to two orbits.
For each partition λ, we denote by Oλ the nilpotent orbit that corresponds to λ
except the very even case in type Dn, in which we denote the two orbits by OIλ and
OIIλ .
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We will prove conjecture 3.2.2 by constructing explicit minimal ideals in the classi-
cal groups. In addition, we have an explicit formula for the dimension of the minimal
ideals in terms of partition.
Let’s briefly discuss the main idea to construct minimal ideals. First let’s recall
the method to compute the weighted Dynkin diagram of a nilpotent orbit in [CM].
Given a partition λ = [λ1, . . . , λp] as a nilpotent orbit in type An−1, for each part λi,
we take the set of integers {λi − 1, . . . , 1− λi}. Then we take the union of these sets
and write it into a sequence (h1, h2, . . . , hn), where h1 > . . . > hn. We assign the
value hi − hi+1 to the i-th node of the Dynkin diagram of An−1. This gives us the
weighted Dynkin diagram corresponding to λ.
Coming back to the construction of ad-nilpotent ideals, for each hi in the sequence
(h1, . . . , hn), we have to specify which part of the partition it comes from. For exam-
ple, if hi1 , . . . , hik come from the same part of λ in a descending order, then we may
pick the roots {eij − eij+1}k−1j=1 to be generators of an ideal I. To make sure the ideal
I is minimal, we have to choose carefully the positions of {λi − 1, . . . , 1− λi} in the
sequence (h1, . . . , hn).
Similar ideas apply to other types. For classical groups of types B,C and D,
the construction of the weighted Dynkin diagram is a little different and we have to
adjust our choice accordingly.
First let’s discuss the type A case.
2.2 Minimal Ideals For Type An−1
Suppose g = sl(n). Following standard notation, let b be the standard upper trian-
gular matrices and h be the diagonal matrices. The root system of g is {ei − ej | 1 6
i, j 6 n, i 6= j} and ∆+ = {ei− ej | 1 6 i < j 6 n}. We denote by Eij the elementary
matrix with its ij-entry 1 and other entries 0. The root space for ei − ej is spanned
by the matrix Eij.
By Theorem 2.1.9, let λ = [λ1, λ2, . . . , λp] be a partition of n. Following the idea
discussed at the end of previous section, we need to construct some maps to keep
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track of the positions of {λi − 1, λi − 3, . . . , 1− λi}.
Indeed, let σi, for 1 6 i 6 p, be a sequence of index maps
σi : {λi − 1, λi − 3, . . . , 1− λi} → [n] = {1, 2, . . . , n}
Lemma 2.2.1. There exists a sequence of maps {σi}pi=1, satisfying the following
properties:
(1) Each σi is one-to-one and Im(σi) ∩ Im(σj) = ∅, if i 6= j.
(2) If k < l and k ∈ Dom(σi), l ∈ Dom(σj), then σi(k) > σj(l).
(3) For any λi, λj and k, l ∈ Dom(σi) ∩Dom(σj), if σi(k) > σj(k), then σi(l) >
σj(l). Here Dom(σi) denotes the domain of σi and Im(σi) denotes the image of σi.
Proof. We form a sequence of integers h = (h1, . . . , hn) by placing λi − 2s + 1 in
the position σi(λi − 2s+ 1) for 1 6 i 6 n. Property (1) and (2) make sure we indeed
get a weighted Dynkin diagram from h. Property (3) gives some restriction on the
positions of integers of the same value, but coming from different parts of λ.
Remark. 1. If {σ1, . . . , σp} is a sequence of maps as above, then unionsqpi=1Im(σi) = [n].
2. As a special case of property (2), σi(λi − 1) < σi(λi − 3) < · · · < σi(1− λi).
Example 2.2.2. Let λ = [4, 2] be a partition of 6. Let h = (3, 1, 1,−1,−1,−3) and
h′ = (3, 1, 1,−1,−1,−3), where i means that i comes from λ2 = 2 and i means that i
come from λ1 = 4 of the partition λ. Then h, h
′ give rise to the same weighted Dynkin
diagram and also show that the sequence of the maps {σi} is not unique.
For each σi, we attach a set of positive roots:
C+(σi) = {eσi(λi−1) − eσi(λi−3), eσi(λi−3) − eσi(λi−5), . . . , eσi(3−λi) − eσi(1−λi)}.
For the partition λ = [λ1, λ2, . . . , λp], we set C = ∪iC+(σi). Let Xα be a root
vector that corresponds to the root α ∈ C and define X be the sum of Xα.
Given λ, attach C+(λi) = {eNi+1 − eNi+2, . . . , eNi+λi−1 − eNi+λi} to λi. Here Ni




α∈C+ Xα. It’s showed in [CM, section 5.2] that X˜ lies in the orbit Oλ. From
the construction of C and C+, we can see that X is conjugate to X˜ by some elements











Although each HC+(σi) is dependent on the choice of the map σi, by property (2)
above, the diagonal entries of H are decreasing and H is independent of the series of
the maps {σi} we choose. Indeed, H is the Dynkin element of the orbit Oλ.
For any root α = eσi(k) − eσj(l) ∈ ∆, α(H) = k − l. In particular
α(H) = 2, for any α ∈ C. (2.2.1)
There are several things to show:
Lemma 2.2.3. The set of positive roots C is an antichain in ∆+.
Proof. The set C is an antichain if and only if α− β /∈ Q+ for any roots α, β ∈ C.
Let α = eσi(m)− eσi(m− 2) and β = eσj(l)− eσj(l − 2) be two roots in C. Then by
property (3) in lemma 2.2.1 above, α−β = (eσi(m)−eσj(l))+(eσj(l−2)−eσi(m−2))
can not lie in Q+. Thus C is an antichain.
Then the set C satisfies the assumption of Lemma 2.1.6 and we can find an ap-
propriate nilnegative element Y such that {H,X, Y } is a standard triple.
Since there is a canonical bijection between the antichains of the root poset and
the ad-nilpotent ideals, we can construct an ad-nilpotent ideal IC that is generated
by C.
Lemma 2.2.4. The ideal IC contains qH,3.
Proof. Both IC and qH,3 are direct sum of root spaces. Let α be a positive root and
gα ⊂ qH,3. Suppose α = eσi(k)−eσj(l). Then α(H) = k− l > 3. There are two possible
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cases for k. If k > 0, then k− 2 ∈ Dom(σi) and α = β+ γ, where β = eσi(k)− eσi(k−2)
and γ = eσi(k−2)−eσi(l). By property 2 of the maps {σi, σj}, β ∈ C and γ ∈ ∆+, hence
α ∈ ∆(IC). If k 6 0, then l < 0 and l + 2 ∈ Dom(σj). Therefore α = β + γ ∈ ∆(IC),
where β = eσi(k) − eσi(l+2) ∈ ∆+ and γ = eσi(l+2) − eσi(l) ∈ C.
Proposition 2.2.5. The associated orbit of the ideal IC is Oλ and it is an ideal of
minimal dimension.
Proof. By formula (2.2.1), the ideal IC is contained in the Dynkin ideal qH,2. By
Kostant’s theorem 2.1.4, the associated orbit of the ideal IC is contained in the closure
of the orbit OX . On the other hand, IC contains X, so OIC = OX . We only need to
prove that dim IC = mO.
The Dynkin ideal qH,2 is contained in the Borel subalgebra b and there is a de-
composition b = g+0 ⊕ h⊕ gH,1 ⊕ qH,2. By the formula 2.1.1 for mO,
dim qH,2 −mO = dimB − (dim gH,1 + dim g+0 + dim h)− dimB + dimBGX








(dim gH,2 − dim h + rank GX).
The last equality follows from the fact that gH,0 = g
+
0 ⊕ g−0 ⊕ h and dim g+0 = dim g−0 .
Let C− = {α ∈ ∆(gH,2) | α /∈ ∆(IC)} and C+ = {α ∈ ∆(gH,2) ∩∆(IC) | α /∈ C}.
Then ∆(gH,2) = C unionsq C+ unionsqC−. By Lemma 2.1.5, since the set C consists of linearly
independent roots, |C| = dim adX(h) = dim h− dimZh(X) = dim h− rank GX . Then
dim qH,2 −mO = 1
2
(|C+|+ |C−|).
From Lemma 2.2.4, qH,3 is contained both in qH,2 and IC. So
dim qH,2 − dim IC = dim gH,2 − dim IC ∩ gH,2 = |C−|.
Now it suffices to prove that C+ and C− have the same cardinality. This follows
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from Lemma 2.2.6 below, which proves this proposition.
Notice that any root in ∆(gH,2) has the form eσi(m) − eσj(m−2) for some i, j and
m ∈ Dom(σi) and m− 2 ∈ Dom(σj). We define a map
ι : ∆(gH,2)→ ∆(gH,2)
by eσi(m)− eσj(m−2) 7→ eσj(2−m)− eσi(−m). Since the domain of σi and σj is symmetric
with respect to 0, so −m ∈ Dom(σi) and 2 − m ∈ Dom(σj) and the map is well-
defined.
Lemma 2.2.6. Keep the notations as above, the map ι is an involution on ∆(gH,2).
Moreover, ι maps C to itself and maps C+ to C− and vice versa.
Proof. Since ι2 = id, it’s obvious that ι defines an involution on ∆(gH,2). If
α = eσi(m)− eσj(m−2) ∈ C, then m,m− 2 come from the same part of the partition λ,
so i = j and ι(α) ∈ C. That means ι maps C to itself and also maps C+ unionsqC− to itself.
Suppose that α ∈ C+. Since α lies in the ideal that’s generated by C, there exists
a root β ∈ C and a positive root γ ∈ ∆+ such that α = β + γ.
If m > 0, then m − 2 ∈ Dom(σi). In this case α = β + γ, where β = eσi(m) −
eσi(m−2) ∈ C and γ = eσi(m−2) − eσj(m−2) > 0. Hence σi(m − 2) < σj(m − 2). The
domains of σi and σj are symmetric with respect to 0, so 2 − m,−m ∈ Dom(σi)
and 2 − m ∈ Dom(σj). Then ι(α) = eσj(2−m) − eσi(−m) = β′ + γ′ , where β′ =
eσj(2−m) − eσi(2−m) and γ′ = eσi(2−m) − eσi(−m). Then γ′ ∈ C and by property (3) of
the maps {σi, σj}, σi(2−m) < σj(2−m), so β′ ∈ ∆− and ι(a) ∈ C−.
If m 6 0, then m ∈ Dom(σj). In this case, β = eσj(m) − eσj(m−2) ∈ C. With the
same argument, α′ = eσj(2−m) − eσi(−m) is the unique element that corresponds to α
and lies in C−.






















Figure 2-1: An ad-nilpotent ideal for type An−1
2.3 Dimension formula for minimal ideals of Type
An−1
For type An−1, n is the set of strictly upper triangular matrices. Following [Pa1], an
ad-nilpotent ideal is represented by a right-justified Ferrers (or Young) diagram with
at most n− 1 rows, where the length of the i-th row is at most n− i. Namely, if any
root space gα lies in an ideal I, then any root subspace gβ that’s on the northeast
side of gα also lies this ideal. The generators of the ideal are the set of southwest
corners of the diagram. We use the pair [i, j] to denote the positive root ei−ej, where
1 6 i < j 6 n. Then the set of generators of the ideal I can be writen as (see Figure
2-1):
Γ(I) = {[i1, j1], . . . , [ik, jk]},where 1 6 i1 < · · · < ik 6 n− 1,
2 6 j1 < · · · < jk 6 n.
In order to compare the dimension of two minimal ideals, we first need to have
an explicit formula for the dimension of the minimal ideal in terms of the partition
λ. Suppose the sequence of maps {σi} satisfies properties (1) and (2) in Lemma 2.2.1
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plus an additional one:
(4) σi(k) < σj(k), when i < j and k lies in the domain of σi and σj.
The sequence of the maps exists and is uniquely determined by those restrictions.
Moreover, {σi} automatically satisfy property (3) of Lemma 2.2.1 so the ideal I
constructed from these maps has minimal dimension. The Dynkin element H =
diag{h1, h2, . . . hn} is the same as in last section.
Let A(l) be the number of entries in H that are less or equal to l. Let B(l) be the
number of entries of H that are bigger than l. Then A(l) + B(l) = n. If we rewrite




2 , . . . , t
ntk
k ], then
the minimal dimension has the following formula:
Proposition 2.3.1. The dimension of the minimal ideals corresponding to the par-













Proof: To calculate the dimension for the ideal I, we need to sum up the number
of positive roots in I in each row.
From the construction of the maps {σi}, it is obvious that in the σi(λi−1), σi(λi−
3) . . . σi(3 − λi)′s rows, Cλi forms a subset of generators of the ideal I, therefore the
Ferrers diagram begins with boxes [σi(λi − 1), σi(λi − 3)], . . . , [σi(3− λi), σi(1− λi)].
On the other hand, there is no generator in row σi(1 − λi). Let [si, ti] be the
generator that’s below this row and row σi(1 − λi). Then row sλi share the same
columns. Then row σi(1− λi) of the Ferrers diagram begins with box [σi(1− λi), ti].
If there is no generator below this row, we simply say that the diagram begins with
box [σi(1−λi), n+1]. This convention makes the formula (2.3.1) in the next paragraph
give the correct number of positive roots in row σi(1− λi), which is zero.
Suppose that the Ferrers diagram corresponding to the ideal I begins with box
[s, t] in row s. Then the number of positive roots in this row is equal to 1 + n− t =
(1 + n− s) + (s− t).
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. We only need to know the value of σi(λi − 1) and ti.
Indeed, σi(λi − 1) shows the position of λi − 1 in the Dynkin element H =
diag{h1, h2, . . . hn}. If λi satisfies that all λj < λi, when j > i, by property 4,
σi(λi − 1) is the first t, such that ht = λi − 1. Namely σi(λi − 1) = max{t | ht >
λi − 1}+ 1 = B(λi − 1) + 1.
If λi−1 = λi, then σi−1(λi−1 − 1) = σi(λi − 1) + 1. If we consider the exponential
expression of the partition λ, the summation of all σi(λi − 1), where λi = tj is equal
to nj(1 +B(λi − 1))− nj(nj + 1)/2.
What remains to discuss is the value of ti. We need to find the nearest corner of
the Ferrers diagram that’s below row σi(1− λi).
Case 1: Suppose that λl is the smallest integer such that λl > λi and λl ≡
λi(mod 2). Then [σl(1− λi), σl(−λi − 1)] is a generator that’s below row σi(1− λi).
The column coordinate ti is the smallest integer σl(λi − 1) for such λl. Therefore it
is equal to B(−λi − 1).
Case 2: Suppose there’s no such λl as in case (1). But there exist some λl such that
λl > λi+2. In this case [σi(−λi), σi(−2−λi)] is a generator that’s below row σi(1−λi).
Then similar to case (1), ti is equal to B(−2−λi)+1. But under previous assumption,
no −1− λi appears in the diagonal entries of H, so B(−2− λi) = B(−1− λi).
Case 3: Suppose λl − λi 6 1 when 1 6 l 6 i. Then all diagonal entries of H are
bigger than −li− 1 and B(−1−λi) = n. In this case, there’s no generator below row
σi(1− λi) so (?)λi = n+ 1 = B(−1− λi + 1).
The formula for mOλ is derived if we use A(l) = n − B(l) and put the values of
σi(1− λi) and ti into the equation (2.3.1).
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Lemma 2.3.2. A(l) =
∑n
i=1max(min(bλi+l+12 c, λi), 0).
Proof. The number of elements in the set {λi − 1, . . . , 1− λi} that are at most l
is equal to a positive integer t, where t 6 λi and −λi − 1 + 2t 6 l. The summation
of all such t is A(l).
We write O1 6 O2 (resp. O1 < O2) if the closure of the orbit O1 is (resp. strictly)
contained in the closure of the orbit O2. This defines a partial order on nilpotent
orbits. It is obvious that if O1 is smaller than O2, the dimension of O1 is smaller
than the dimension of O2. It turns out that we also have the same relation for the
dimension of minimal ideals.
Suppose that λ = [λ1, λ2, . . . λp] and d = [d1, d2, . . . , dq] are two partitions of n
and correspond to the orbits Oλ and Od respectively. As shown in [CM, 6.2.1], the





1 6 l 6 n.
Lemma 2.3.3. [CM, Lem6.2.4]
(1). Suppose λ,d ∈ P (n). Then λ covers d in the order 6 (meaning λ < d and
there is no partition e with λ < e < d) if and only if d can be obtained from λ by the
following procedure. Choose an index i and let j be the smallest index greater than i
with 0 6 λj < λi− 1. Assume that either λj = λi− 2 or λk = λi whenever i < k < j.
Then the parts of d are obtained from the λk by replacing λi, λj by λi − 1, λj + 1
respectively(and rearranging).
(2). Oλ 6 Od if and only if λ 6 d. Hence λ covers d iff Od < Oλ and there is
no nilpotent orbit Oe, with Od < Oe < Oλ.
Proposition 2.3.4. If Od 6 Oλ (resp Od < Oλ), then mOd 6 mOλ (resp. mOd <
mOλ).
Proof. It suffices to prove the proposition under the assumption that λ covers d.
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Since all λi are nonnegative, by Lemma 2.3.2,


















































































Since λ covers d, as in lemma 2.3.3, for simplicity, we assume when i < t < j,
λi < λt < λj. Then d differs from λ only when di = λi − 1 and dj = λj + 1. The
difference between the second term of mOλ and mOd is equal to
− (2i− 1)λi − (2j − 1)λj + (2i− 1)(λi − 1)− (2j − 1)(λj + 1)
= 2(j − i) > 0.
We need to discuss the exponential form of λ and d. If λi − λj > 2, then because
of the assumption, i = j − 1. Since λi 6= λj, suppose the exponential expression
of λ is λ = [λ
nλ1




j , . . . , λ
nλn
n ]. Then the exponential form of d is λ =
[λ
nλ1
1 , . . . , λ
nλi−1
i , λi − 1, λj + 1, λ
nλj−1
j , . . . , λ
nλn
n ]. The difference between the third
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− (nλi − 1)(nλi − 2)
2
− (nλj − 1)(nλj − 2)
2
= nλi + nλj − 2 > 0.
From the two inequalities above, it’s easy to deduce that mOλ > mOd .
If λi − λj = 2, then λt = λi − 1 = λj + 1, for any i < t < j. The exponential
form of λ is λ = [λ
nλ1






j , . . . , λ
nλn
n ] and d has exponential form d =
[λ
nλ1






j , . . . , λ
nλn
n ]. The difference between the third term of









− (nλi − 1)(nλi − 2)
2
− (nλj − 1)(nλj − 2)
2
− (nλt + 2)(nλt + 1)
2
= nλi + nλj − 2− 2nλt − 1.
Since nλt = j− i− 1, we can compare the second and third term of mOλ and mOd
and still get strict inequality.
We proved the existence of minimal ideals of dimension mO for nilpotent O. And
Example 2.2.2 shows that minimal ideals are not unique. All the minimal ideals we
have constructed above are contained in the Dynkin ideal qH,2. However, it’s possible
to have minimal ideals that are not contained in the Dynkin ideal. If we know some
information about a general ideal I, here is a criterion to see whether this ideal is
minimal or not.
Corollary 2.3.5. Suppose the ideal I contains a nilpotent element X and dimI =
mOX , then the associated orbit of I is OX .
Proof. The ideal I containsX, soOI > OX . By the strict inequality in Proposition
2.3.4, it’s not possible that OI  OX .
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2.4 Minimal Ideals For Type Cn
Let g be sp2n. The set of positive roots in g is ∆
+ = {ei− ej | 1 6 i < j 6 n}∪ {2ei |
1 6 i 6 n}. Take a partition d of 2n with odd parts repeated with even multiplicity.
By Theorem 2.1.9, it corresponds to a nilpotent orbit Od in g. The partition d can
be written as
d = [drd , (d− 1)rd−1 , . . . , 2r2 , 1r1 ],
where rk is even if k is odd. To distinguish the integers with with the same value but
in different positions, we rewrite d as
d = [d1, . . . , drd , . . . , 11 . . . , 1r1 ], where
i∑
i=1
(ri)d = 2n and ri is even if i ∈ 2N+ 1.
Here the index di has value d and the subscript i distinguishes indexes with the same
value but at different positions.
The procedure to get an ideal of minimal dimension for the nilpotent orbit Od is
similar to what we did in the type An−1 case. LetA be the index set unionsqdk=1{k1, . . . , krk}.
First recall the procedures to get the weighted Dynkin diagram of d. We take the
union of integers {ki−1, ki−3, . . . , 1−ki} for any ki ∈ A and rearrange the sequence
in the form h = (h1, . . . , hn,−h1, . . . ,−hn), where h1 > h2 . . . > hn > 0. Again we
need some index maps to keep track of the first n integers in h.
We define the following sequence of maps {σki}ki∈A.
σki =

{k − 1, k − 3, . . . , 2, 0} → [n] if k is odd and 1 6 i 6 rk
2
;
{k − 1, k − 3, . . . , 2} → [n], if k is odd and rk
2
< i 6 rk;
{k − 1, k − 3, . . . , 1} → [n], if k is even and 1 6 i 6 rk.
For any ki ∈ A, let Im(σki) (resp. Dom(σki)) be the image (resp. domain) of σki .
For 1 6 k 6 2n, 1 6 i 6 rk, write i˜k = rk + 1− i.
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Lemma 2.4.1. There exists a set of maps {στ}τ∈A satisfying the following properties:
(1) For any τ, ω ∈ A, στ is one-to-one and Im(στ ) ∩ Im(σω) = ∅.
(2) For any τ, ω ∈ A, m ∈ Dom(στ ), l ∈ Dom(σω), and m > l, στ (m) < σω(l).
(3) If 1 6 k 6 2n , 1 6 i < j 6 rk, and m ∈ Dom(σki) ∩ Dom(σkj), then
σki(m) < σkj(m).
(4) If k, l ∈ N , 1 6 i 6 b rk
2
c, 1 6 j 6 b rl
2
c and m > 0, then either σlj(m) <
σki(m) < σki˜k
(m) < σlj˜l
(m) or σki(m) < σlj(m) < σlj˜l
(m) < σki˜k
(m).
(5) Let k, l, i, j be the same as in (4), if σki(2) < σlj(2), then σki(0) < σlj(0).
(6) Let k, l be even integers, if rk is odd, i = d rk2 e and 1 6 j 6 b rl2 c, then
σlj(m) < σki(m) < σlj˜l
(m).
(7) Let k, l be even integers. If rk, rl are odd and k < l, then σkd rk2 e
(m) < σld rl2 e
(m).
The construction of index maps is similar to type An−1 case except that here we
need more restrictions for different types of indexes maps. If we put any m ∈ Dom(στ )
into the position στ (m) and −m into στ (m)+n, properties (1) and (2) make sure that
we could get h as above. Property (3) and (4) gives orders for integers from different
parts of d. Properties 5 deal with odd parts of the partition d. And properties (6)
and (7) deal with even parts of d.
Now it’s possible to get a set of positive roots. If k is odd and 1 6 i 6 rk
2
, set
C(σki) = {eσki (k−1) − eσki (k−3), . . . , eσki (2) − eσki (0)}.
If k is odd and i > rk
2
, set
C(σki) = {eσki (k−1) − eσki (k−3), . . . , eσki (4) − eσki (2), eσki (2) + eσki˜k (0)}.
If k is even and i 6 b rk
2
c, set
C(σki) = {eσki (k−1) − eσki (k−3), . . . , eσki (3) − eσki (1), eσki (1) + eσki˜k (1)}.
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If k is even and i > d rk
2
e, set
C(σki) = {eσki (k−1) − eσki (k−3), . . . , eσki (3) − eσki (1)}.
If k is even, rk is odd and i = drk/2e, set
C(σki) = {eσki (k−1) − eσki(k−3), . . . , eσki (3) − eσki (1), 2eσki (1)}.
We define C (the union of {C(στ )}τ∈A ), {Xα}α∈C and X =
∑
α∈CXα the same
way as we did for sl(n). Let





m(Eστ (m),στ (m) − En+στ (m),n+στ (m)).
Then H is the matrix realization of h, hence is the Dynkin element for the orbit
Od. And X is a nilpotent element that’s in Od (The reason is similar to the case of
type An−1 and the reference is [CM, chap5]).
Lemma 2.4.2. For any roots α, β ∈ C, α− β /∈ ∆.
Proof. If a and β are positive roots such that α− β is a root, then we are in one
of the following cases: 1) α = ei± ej, β = ei± ek (i 6= j, i 6= k); 2) α = ei− ek, ej − ek
(j 6= l, i 6= k); 3) α = ei ± ek and β = 2ei (i 6= k). Because of the construction of the
set C, it does not contain two roots of the form mentioned above.
Lemma 2.4.2 is a weaker condition than Lemma 2.2.3. Indeed, the set C is not
antichain. For example, let d = [4, 2] and H = diag{3, 1, 1}. For simplicity, we omit
the negative part of the diagonal entries of H. Then C = {e1 − e3, 2e3} ∪ {2e2} and
2e2 > 2e3.
Notice in the construction of the standard triple for H and X, we only need
the condition stated in Lemma 2.4.2, therefore we still can get a standard triple
{H,X, Y } associated to C as in Lemma 2.1.6. Thus gH,i, qH,i, IC, C+ and C− are
defined accordingly as in Section 2.2. Also we can prove that qH,3 is contained in the
ideal IC in a similar way.
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Proposition 2.4.3. The dimension of the ideal IC is equal to mOd and OIC = Od.
Proof. The main part of the proof is basically the same as Proposition 2.2.5. The
problem is reduced to construct a bijection between C+ and C−.
Since the root space of gH,2 depends only on either the odd parts or the even parts
of d, we discuss odd partitions and even partitions separately.
Let ki, lj be odd parts of d and we always have the dual indexes ki˜k and lj˜l . If
α = eσki (m) − eσlj (m−2) /∈ C, where m > 2. Then we look at β = eki˜k (m) − elj˜l (m−2).
By condition 4 of Lemma 2.4.1, either α lies in C+ and β lies in C− or the other way
around.
By condition (5), the two roots α = eσki (2) − eσlj (0) and β = eσki˜k (2) + elj(0) are in
bijection with each other.
Suppose ki, lj are even parts of d. The two roots α = eσki (m) − eσlj (m−2) and
β = eki˜k (m)
− elj˜l (m−2) are in bijection with each other when m > 3 and either i 6= i˜k
or j 6= j˜l.
If ki and lj are even and either i 6= i˜k or j 6= j˜l,then α = eσki (1) +eσlj (1) corresponds





The only remaining part is α = eσki (m) − eσlj (m−2) where k and l are even and
i = i˜k and j = j˜l. In this case, surely k 6= l.
If k > l and m > 5, then α is in bijection with β = eσlj (m−2) − eσki (m−4) in
∆(gH,2)\C. If m = 3, α is in bijection with β = eσki (1) + eσlj (1). If k < l and m > 3,
α corresponds to root β = eσlj (m+2) − eσki (m).
If i = i˜k and j = j˜l, then α = eσki (1) +eσlj (1) is in bijection with β = eσlj (3)−eσki (1),
if l > k or β = eσki (3) − eσlj (1), if l < k.
Finally if k is even, α = 2eσki (1) and β = 2eσki˜k
(1) are bijective with each other.
Example 2.4.4. Let d = [52, 32] and let H = diag{4, 4, 2, 2˜, 2˙, 2, 0, 0˜} be the Dynkin
element. Here again we omit the negative half part of H. σ51 maps i to the position
of i and σ52 maps i to the position of i and σ31 maps i to i˜, σ32 maps i to i˙.
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2.5 Minimal Ideals For Type Bn
Let g = so(2n + 1). The set of positive roots is ∆+ = {ei − ej, ei | 1 6 i < j 6
n} ∪ {ei + ej | 1 6 i, j 6 n, i 6= j} ∪ {ei}ni=1. Let d be partition of 2n + 1 with
even parts repeated with even multiplicity. As in Theorem 2.1.9, it corresponds to a
nilpotent orbit Od.
Suppose that d = [drd , . . . , 2r2 , 1r1 ], then rk is even when k is an even integer. We
rewrite d in the form
d = [d1, . . . , drd , . . . , 11, . . . , 1r1 ] where
d∑
i=1
(ri)i = 2n+ 1 and ri is even if 2|i.
For each part of the partition d, we need to attach a set of positive roots to it.
Then this means again that we should choose the appropriate index map for each
ki, which would determine the corresponding positive roots. Let A be defined as in
section 2.4.
For any ki ∈ A, let
σki =

{k − 1, k − 3, . . . , 2, 0} → [n] if k is odd and 1 6 i 6 b rk
2
c;
{k − 1, k − 3, . . . , 2} → [n], if k is odd and d rk
2
e < i 6 rk;
{k − 1, k − 3, . . . , 1} → [n], if k is even and 1 6 i 6 rk.
In the case of sp(2n), the odd parts have even multiplicity, therefore, we could
define a dual pair of indexes (ki, ki˜k), where k is odd and i˜k := rk +1− i. The formula
above defines index maps {σki} for all any ki ∈ A in the last section. However, for
so(2n+1), it’s possible that rk is odd for an odd part k of d. In that case, we haven’t
defined the map σki when i is equal to d rk2 e. Indeed, compared to the previous case,
if the difficulty lies in the even parts of the partition d for sp(2n), the most difficult
part to construct the index map and to find the bijection for so(2n+ 1) lies in its odd
part.
Suppose l1, l2, . . . , lr are the remaining indexes ofA without index maps associated
to them. Namely, li = ks, where k, rk are odd, and s = d rk2 e. Moreover, we assume
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that l1 < l2 · · · < lr. Then r must be odd since the total summation of all parts of d
is 2n+ 1. Now it’s possible to define the index maps for {li}.
If i is odd, set
σli : {li − 1, li − 3, . . . , 2} → [n].
If i is even, set
σli : {li − 1, li − 3, . . . , 2, 0} → [n].
The properties for these index maps are slightly different from the previous case.
Lemma 2.5.1. There exits a sequence of maps {στ | τ ∈ A}, satisfying the first five
properties as in lemma 2.4.1 with additional two:
(6) Let k, l be odd integers, 1 6 i 6 brk/2c and j = j˜l, then σki(m) < σlj(m) <
σki˜k (m)
. If m = 0, then σki(0) < σlj(0).
(7) If k, l are odd integers, k < l and i = i˜k, j = j˜l, then σki(m) < σlj(m).
The last two properties give additional restrictions for the placements of the in-
dexes that come from the odd parts of d with odd multiplicities.
For the even part ki of d, if 1 6 i 6 rk2 , we can attach a set of positive roots to
the map σki :
C(σki) = {eσki (k−1) − eσki (k−3), . . . , eσki (3) − eσki (1), eσki (1) + eσki˜k (1).}
If k is even and i > rk
2
, set:
C(σki) = {eσki (k−1) − eσki (k−3), . . . , eσki (3) − eσki (1)}.
For any odd part ki of d, if i < i˜k, set
C(σki) = {eσki (k−1) − eσki (k−3), . . . , eσki (2) − eσki (0)}.
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If i > i˜k, the set of positive roots we attached to the map σki is
C(σki) = {eσki (k−1) − eσki(k−3), . . . , eσki (2) + eσki˜k (0)}.
The remaining case is that there exists some i such that i = i˜k. In this case, if
0 ∈ Dom(σki), we can attach
C(σki) = {eσki (k−1) − eσki (k−3), . . . , eσki (2) + eσki (0), eσki (2) − eσki (0)}
to the map σki . Otherwise, 0 /∈ Dom(σki), we can attach almost the same chunk of
roots to σki except replacing the last two roots in C(σki) with eσki (2). Namely
C(σki) = {eσki (k−1) − eσki(k−3), . . . , eσki (4) − eσki (2), eσki (2)}
For each map σki , once we get the set of positive roots associated to σki , we can
define H,X, C, IC, gH,i, qH,i, C+ and C− the same way as in previous section. The fact
that OX = Od comes from [CM, Chap 6]. In the case of type Bn, C is not an antichain
and does not satisfy lemma 2.4.2. It’s because that ei, ej can be both in C for some
i, j. That means we cannot get a standard triple from H,X. However, we will prove
Proposition 2.5.2. The ideal IC has associated orbit Od and dim IC = mOd.
This follows from Proposition 2.5.3 below.
Proposition 2.5.3. There exists a bijection between C+ and C−.
Proof. We discuss the even parts and odd parts of the partition d separately. For
simplicity, we will use ki to denote the map σki .
Suppose ki, lj are even parts of the partition d and ki 6= lj as index in A. Then
α = eki(m) − elj(m−2) is in bijection with β = eki˜k (m) − elj˜l (m−2) when m > 2. Namely
either α ∈ C+ and β ∈ C− or α ∈ C− and β ∈ C− (by condition 4 of lemma 2.5.1). If
α = eki(1) + elj(1), then it is in bijection with β = eki˜k (1)
+ elj˜l (1)
(also by lemma 2.5.1).
Suppose that ki, lj are odd parts of d. If m > 2 and either i 6= i˜k or j 6= j˜l,
then the roots α = eki(m) − elj(m−2) and β = eki˜k (m) − elj˜l (m−2) are bijective with each
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other. If α = eki(2), where i 6= i˜k, the root corresponding to α is β = eki˜k (2). If
α = eki(2) − eσlj (0), then β = eσki˜k (2) + eσlj (0) is the corresponding root.
The final step is to find the bijection when k 6= l, i = i˜k and j = j˜l. Suppose that
m > 4 and k > l, the root α = eki(m)− elj(m−2) lies in C− while its corresponding root
β = elj(m−2)− eki(m−4) lies in C+. For any α = eki(2)− elj(0) that lies in C−, i.e. k > l,
it corresponds to a positive root β = eki(2) + elj(0) that lies in C+.
The remaining positive root that lies in the set C− has the form α = eki(4)− elj(2),
with i = i˜k and j = j˜l. Then we need to switch our notation to α = els(4) − elt(2),
where ls = ki and l
t = lj. Since α ∈ C−, by condition 7 of lemma 2.5.1, we have
ls > lt and s > t.
In this case, if 0 /∈ Dom(lt), then elt(2) ∈ C, and α corresponds to β = elt(2)−els(0) ∈
C+ if 0 ∈ Dom(ls) or α corresponds to β = elt(2) − els−1(0) ∈ C+ if 0 /∈ Dom(ls).
If 0 ∈ Dom(lt), then elt(2) ± elt(0) ∈ C, and α corresponds to β = elt(2) − els(0) if
0 ∈ Dom(ls) or α corresponds to β = elt(2) − els−1(0) if 0 /∈ Dom(ls) and s > t+ 1. If
s = t+ 1, then 0 /∈ Dom(ls) and a corresponds to β = elt(2) ∈ C+.
2.6 Minimal Ideals For Type Dn




 | Zi ∈Mn(C), Z2, Z3 skew-symmetric }.
The set of positive roots is ∆+ = {ei − ej | 1 6 i < j 6 n} ∪ {ei + ej | 1 6 i, j 6
n, i 6= j}. Let d be partition of 2n with even parts repeated with even multiplicity.
If d is not a very even partition, as in Theorem 2.1.9, it corresponds to a nilpotent
orbit Od. If d is a very even partition, then it corresponds to two nilpotent orbits OId
and OIId .
Suppose that d = [drd , . . . , 2r2 , 1r1 ], then rk is even when k ∈ 2N. We rewrite d in
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the form
d = [d1, . . . , drd , . . . , 11, . . . , 1r1 ] where
d∑
i=1
(ri)i = 2n and ri is even if 2|i.
Recall the procedure to get the weighted Dynkin diagram from the partition d.
We can obtain a sequence of integers from d the same way as we did for g = sp(2n).
The sequence takes the form (h1, . . . , hn,−h1, . . . ,−hn) and h1 > h2 > . . . > hn. If
d is not a very even partition, following previous matrix realization of g, the Dynkin
element for the orbit Od is H = diag{h1, h2, . . . , hn,−h1, . . . ,−hn}. However, if d
is a very even partition, the Dynkin elements for the orbits OId and OIId are H1 =
diag{h1, . . . , hn,−h1, . . . ,−hn} andH2 = diag{h1, . . . , hn−1,−hn,−h1, . . . ,−hn−1, hn},
both of which are dominant.
Let A be the same as in last section and we define the index maps {σki}ki∈A the
same way as we did for g = so(2n + 1). The notations l1, l2, . . . , lr have the same
meaning as in last section. The only difference is that r is even.
Lemma 2.6.1. There exits a sequence of maps {στ | τ ∈ A}, satisfying the first five
properties as in lemma 2.4.1 with additional two:
(6) Let k, l be odd integers, 1 6 i 6 brk/2c and j = j˜l, then σki(m) < σlj(m) <
σki˜k (m)
. If m = 0, then σki(0) < σlj(0).
(7) If k, l are odd integers, k < l and i = i˜k, j = j˜l, then σki(m) < σlj(m).
For every even part ki of d and for odd part ki such that i 6= i˜k := rk − i+ 1, we
attach the same set of positive roots C(σki) to σki as in section 2.5.
For l1 6 . . . 6 lr, there is always a pair (li, li+1), where 1 6 i 6 r and i is odd.
If i is odd, we attach the following set of roots to σli :
C(σli) = {eσli (li−1) − eσli (li−3), . . . , eσli (2) ± eσli+1(0)}.
If i is even, we attach the following set of roots to σli :
C(σli) = {eσli (li−1) − eσli (li−3), . . . , eσli (2) − eσli(0)}.
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Similarly, we have C, X,H, IC, C+, C− and IC. If d is not an even partition, OX is
the unique orbit Od.
If d is a very even partition, then X corresponds to the first orbit OId and the
Dynkin element H has the form H = diag{h1, . . . , hn,−h1, . . . ,−hn}. To get a rep-
resentative for another orbit, first notice that n = σki(1) for some ki ∈ A and k is
even. Let j = i˜k = rk − i+ 1. We let
C˜(σki) ∪ C˜(σkj) ={eσki (k−1) − eσki (k−3), . . . , eσki(3) + eσki(1), eσki (1) − eσkj (1)}
∪ {eσkj (k−1) − eσkj (k−3), . . . , eσkj (3) − eσkj (1)}.
For any τ ∈ A, if τ 6= ki, kj, let C˜(στ ) = C(στ ) and C˜ = ∪τ∈AC˜(sτ ). Let X˜ =∑
τ∈C˜ Xτ , it corresponds to the orbit OIId . The Dynkin element H˜ has the form
H˜ = diag{h1, . . . , hn−1,−hn,−h1, . . . ,−hn−1, hn}.
In both cases, it’s easy to see that C and C˜ are antichains and there exist triples
{H,X, Y } and {H˜, X˜, Y˜ }.
Example 2.6.2. Let d = [42]. Then H = diag(3, 3, 1, 1,−3,−3,−1,−1), where
{3, 1} = Im(σ41) and {3, 1} = Im(σ42). Then C = {e1 − e3, e3 + e4, e2 + e4} and
C˜ = {e1 − e3, e3 − e4, e2 + e4}.
We can obtain Proposition 2.5.2 in a similar way for so(2n). If d is a very even
partition, then IC is the minimal ideal for OId and IC˜ is the minimal ideal for OIId .
Here we omit the proof.
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Chapter 3
The Closure Relation for the
K-orbits
3.1 Preliminary
We refer to the book of Onishchik and Vinberg [OV] and the book of Knapp [Kn]
about the basic structure theory of real reductive Lie algebras and Lie groups.
Let GR be a connected linear reductive real Lie group. Let θ be the Cartan
involution of GR. Let KR be the fixed points of θ. It is a maximal compact subgroup
of GR. We restrict our discussion to the situation when rank(GR) = rank(KR). Let
HR be a Cartan subgroup of KR andH be its complexification. Under our assumption,
HR is also a maximally compact Cartan subgroup of GR. Let hR be the Lie algebra
of HR.
Let G (resp. K) be the corresponding complexification of GR (resp. KR) and
gR, g be the Lie algebra of GR and its complexification. We denote by g = k ⊕ p
the complexified Cartan decomposition of g. Let h be the complexification of hR and
∆ be the root system of (g, h). The root space that corresponds to any root α is
denoted by gα. Since hR ⊂ kR, for any α ∈ ∆, gα is θ-stable. Therefore either gα ⊂ k
or gα ⊂ p. In the first case, we call α a compact root and in the second case, we call
α a noncompact root. We write ∆k and ∆p for the set of compact and noncompact
roots respectively. Then ∆ = ∆k unionsq∆p.
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We choose a set of positive roots ∆+k in ∆k and a set of positive roots ∆
+ in ∆ such
that ∆+k ⊂ ∆+. Let BK (resp. B) be the Borel subgroups of K and G corresponding
to ∆+k and ∆
+. Then B is θ-stable and BK = B ∩K. Let W and WK be the Weyl
groups of G and K. For any w ∈ W , let w˙ be a representative of w in NG(H), where
NG(H) is the normalizer of H in G.
Let Q be the weight lattice and Q∨ be the coweight lattice. Let V = Q∨ ⊗Z R,
the real span of the coweight lattice. Then the dimension of V is equal to the rank
of K (and G) and all roots take real values on V . In fact V = h0 := ihR.
Let C be the fundamental chamber and
Ck = {x ∈ V | β(x) > 0 for all β ∈ ∆+k }.
We call Ck the (open) real dominant chamber of V .
For any left coset c ∈ WK\W , there exists a unique coset representative w ∈ c
mapping C into Ck, i.e. w˙Bw˙−1 ∩ K = B ∩ K. Let KW be the set of such coset
representatives. Then KW is in bijection with WK\W .
3.2 θ-nilpotent Subspaces
Let B be the flag variety of G. Then B is isomorphic to G/B. The group G acts on
B transitively, which induces a natural action of K on B simply by restriction. The
flag variety B is a disjoint union of finitely many K-orbits. We denote by Σ the set
of closed orbits of K in B. As mentioned in [Mil, lem 5.8], the set of closed orbits is
in bijection with the set of θ-stable Borel subalgebras (up to conjugacy), therefore, Σ
is in bijection with KW . Namely
Σ = {Kw˙Bw˙−1 | w ∈ KW}.
Here notice that the K-orbit Kw˙Bw˙−1 is independent of our choice of the represen-
tative w˙ ∈ NG(H), but is uniquely determined by w ∈ KW . Therefore we denote the
K-orbit by Qw.
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For the complex group G, recall that we have defined the moment map from the
cotangent bundle of the flag variety to the nilpotent cone in section 1.3. We fix a
non-degenerate symmetric G-invariant bilinear form on g and identify g with g∗ via
this bilinear form. There is a G-equivariant isomorphism T ∗B ' G×B n. Under this
isomorphism, the moment map m : T ∗B → g∗ can be identified with the projection
map G×B n→ N (see [CG, Lem 3.2.2 & Cor 3.2.3]).
For any w ∈ KW , if we restrict the moment map m to the conormal bundle
T ∗Qw(B) of some closed K-orbit Qw on B, the image m(T ∗Qw(B)) lies in the cone N ∗θ
of nilpotent elements in (g/k)∗ = {f ∈ g∗ | f(x) = 0 for all x ∈ k}. In this way, we
have a restriction of moment maps
mK : T
∗
Qw(B) −→ N ∗θ .
Under the symmetric bilinear form on g, (g/k)∗ is identified with p and there is a
K-equivariant isomorphism
T ∗Qw(B) ' K ×w˙Bw˙−1∩K (w˙nw˙−1 ∩ p).
Then mK is equivalent to
mK : K ×w˙Bw˙−1∩K (w˙nw˙−1 ∩ p) −→ Np := N ∩ p.






K ×BK (w˙nw˙−1 ∩ p) // Np
.
Recall that in chapter 1 and 2, when talking about an ad-nilpotent ideal I, we
always need to specify a fixed Borel subalgebra b and I is an ideal of b. Now if we
pick any w ∈ KW , then w˙bw˙−1 is also a Borel subalgebra of g and contains bk. Let
I be an ad-nilpotent ideal of w˙nw˙−1, then I ∩ p is BK-invariant and K ×BK I ∩ p is
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a subbundle of the conormal bundle K ×BK (w˙nw˙−1 ∩ p).
Definition 3.2.1. We call a subspace of p a θ-nilpotent subspace if it is the intersec-
tion of an ideal of some Borel subalgebra and p, where the Borel subalgebra is of the
form w˙bw˙−1 for some w ∈ KW .
The name “θ-nilpotent” comes from the fact that any θ-nilpotent space is θ-stable
and consists of nilpotent elements. We denote by AdK the set of θ-nilpotent subspaces.
Then
AdK = {I ∩ p | where I is an ideal of w˙bw˙−1, and w ∈ KW}.
This definition of θ-nilpotent subspaces looks tedious and not very natural. It’s
possible to have an ideal I of w˙bw˙−1 and an ideal J of w˙1bw˙−11 for some w,w1 ∈ KW ,
such that I ∩ p = J ∩ p. We may try to interpret θ-nilpotent subspaces in a simpler
way.
Let AdK be the set of BK-invariant subspaces of p, consisting no semisimple
elements. Then any θ-nilpotent subspace is BK-invariant and consists of nilpotent
elements, hence lies in AdK and AdK is a subset of Ad
K . Now we can state our
conjecture.
Conjecture 3.2.2. AdK = Ad
K. Namely, for any subspace in AdK, there exists
some w ∈ KW and some ad-nilpotent ideal I of w˙bw˙−1, such that J = I ∩ p.
If Conjecture 3.2.2 is true, then we can have a simple and natural definition of θ-
nilpotent subspaces. Indeed, as we may see in Chapter 4, we can prove this conjecture
for U(m,n) via direct calculation. Unfortunately, we don’t have a general proof of
this conjecture now.
Lemma 3.2.3. [J, J ] ⊂ nk.
Proof. Since J is a sum of root spaces, it is enough to look at two noncompact
roots β1 and β2 so that Xβi is in J , and to prove that the bracket of root spaces is in
nk. If β1 = −β2, then Xβ1 +Xβ2 is a nonzero semisimple elements ∈ J , contradiction.
So assume β1 + β2 is not zero. If it’s not a root, then the bracket is zero. So suppose
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β1 + β2 is a root α. Since [p, p] ⊂ k, α has to be compact. If it’s positive, we’re done;
so suppose it’s negative. Then β1 − α = −β2, so [Xβ1 , X−α] is a nonzero multiple of
X−β2 . But the bracket is in [J, nk], so it follows that −β2 is a weight of J , and again
we get a semisimple element in J .
Corollary 3.2.4. The space J + nk is an h-stable nilpotent subalgebra, so it is con-
tained in the nilradical of one of the Borel subalgebras wb, for some w ∈ KW .
For any ad-nilpotent ideal I of a Borel subalgebra, the G-saturation of I is the
closure of one nilpotent G-orbit. We denote this orbit by OI .
The K-saturation of a θ-nilpotent subspace J is always irreducible, closed and lies
in the nilcone of p, hence is the closure of one unique nilpotent K-orbit, which we
denote by OKJ .
We partially order the ad-nilpotent ideals of b by inclusion, writing I1  I2 if I1
is contained in I2. Similarly, we partially order θ-nilpotent subspaces by inclusion.
We partially order nilpotent orbits in g by inclusion of closures, writing O1  O2
if O1 ⊆ O2. Similarly, for nilpotent orbits of K, we write OK1  OK2 if OK1 ⊆ OK2 .
First it’s easy to see that if one ideal is contained in another, i.e. I1 ⊂ I2, then
OI1  OI2 . On the other hand, if O1, O2 are two nilpotent G-orbits and O1  O2,
the following theorem of Sommers showed that it’s possible to find two ideals I1 ⊂ I2
and OI1 = O1, OI2 = O2 under the assumption that there’s no intermediate orbit
between O1 and O2.
Theorem 3.2.5. [So2, Thm4.2] Suppose O1, O2 are two nilpotent G-orbits such that
O1  O2 and there’s no intermediate orbit between O1 and O2. Then there exist two
ad-nilpotent ideals I1 and I2, such that I1  I2 and OI1 = O1, OI2 = O2.
We will prove a similar result for nilpotent K-orbits and θ-nilpotent subspaces.
This is the precise statement.
Theorem 3.2.6. Suppose OK1 and OK2 are two nilpotent K-orbits in p and OK1  OK2 .
There’s no intermediate orbit between OK1 and OK2 . Then there exist two θ-nilpotent
subspaces J1 and J2, such that J1  J2 and OKJ1 = OK1 , OKJ1 = OK1 .
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3.3 Normal Triples
Definition 3.3.1. A normal triple {H,X, Y } in g is a standard triple with θ(X) =
−X, θ(Y ) = −Y and θH = H.
Given a normal triple {H,X, Y }, then g can be decomposed into a direct sum of




gH,i, where gH,i = {Z ∈ g|[H,Z] = iZ}.
We denote by gH,>2 the direct sum of eigenspaces of H with eigenvalues bigger or
equal to 2 and define gH,>2 in the same way. Since H is fixed by θ, each subspace
gH,2, gH,>2 is θ-invariant.
We write OX for the G-orbit through X and OKX for the K-orbit through X.
Lemma 3.3.2. [KR] Let OK be a nilpotent K orbit. Then there exists a normal
triple {H,X, Y } such that OKX = OK, H ∈ h0 and H is dominant for all the positive
roots in k.
If H is dominant, we call I = gH,>2 a Dynkin ideal. From Theorem 2.1.4, OX ∩ I
is open and dense in I.
Lemma 3.3.3. [KR] Keep the notations as above. Then OKX ∩ (I ∩ p) is open dense
in I ∩ p. This implies that K(I ∩ p) = OX .
In particular, H is uniquely determined by the orbit OKX (see [KR] and [Kaw]).
3.4 Proof of Theorem 3.2.6
For simplicity, we write O1 for OK1 and O2 for OK2 . First we show that if O1 ≺ O2,
there exist two ideals I and J stable under the same Borel subalgebra b′ with the
property:
I ⊂ J ; I, J are θ-stable; K(I ∩ p) = O1 and K(J ∩ p) = O2.
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By Lemma 3.3.2, there is a normal triple {e2, H, f} with e2 ∈ O2, H ∈ h0, and H
dominant for bk. Define J = gH,>2. Then J is a θ-nilpotent ideal preserved by bk and
K(J ∩ p) = O2.
Since O1 ⊂ K(J ∩ p), there exists an element e1 ∈ O1 ∩ (J ∩ p). There’s a
decomposition e1 = x+ x
′ where x ∈ gH,2 ∩ p, and x′ ∈ gH,>2 ∩ p.
Again there exists a normal triple {h, x, y} for x. We have h and H are both
semisimple elements in k with eigenvalue 2 on x. We can write H = h + z, where
z ∈ Zk(x) and Zk(x) is the centralizer of x in k. Then z is also semisimple. Since
z is semisimple, it can be conjugated by some k′ ∈ ZK(x,H) to k′z ∈ t, where t is
the Cartan subalgebra of ZK(X) and is contained in h. Here ZK(x,H) denotes the
centralizer of x,H in K. In this case, k′h = H − k′z ∈ h and we can replace the
triple {h, x, y} with {k′h, x, k′y} and e1 with k′e1 = x+ k′x′, where x ∈ gH,2 ∩ p and
k′x′ ∈ gH,>2 ∩ p. By abuse of notation, we still use {h, x, y} to denote the normal
triple and e1 to denote k
′e1. Then h and H lies in the same Cartan h.
Let I be (gH,2 ∩ gh,>2)
⊕
gH,>2. It is θ-stable and contains e1. It’s obvious that
I ⊂ J . In the proof of Theorem 4.2 in [So2], Sommers showed that I does not intersect
Ge2. Then K(I ∩ p)  K(J ∩ p).
Then we have the following inclusion:
O1 ⊆ K(I ∩ p) ( K(J ∩ p) = O2.
Recall that there’s no intermediate orbit between O1 and O2. Then it follows
O1 = K(I ∩ p).
Next we claim that I and J lie in the same nilradical of some Borel subalgebra b′
and they are the b′ stable ideals.
We choose a Weyl group element w in W so that H is dominant for the root
system w(∆+). Since H is b dominant, we can assume that w∆+ contains ∆+k . Then
J is a w(b)-stable ideal and lies in w(n).
Let L be the subgroup of G with Lie algebra gH,0 . Then h ⊂ gH,0 and let WL
be the Weyl group of L. We conjugate wb by some Weyl group element wl with the
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property that h is dominant for the root system wl(w∆





k . Since WL fixes H, it also fixes the wb ideal gH,>2. In other words,
gH,>2 is a wlwb-stable ideal.
Next by following an analogous statement in Sommers’ paper [So2], we can also










4.1 Hyperplane Arrangement for the Real Groups
4.1.1 Background
The idea of θ-nilpotent subspaces in the real case is an analogue of ad-nilpotent ideals
in the complex case. In the complex case, the ad-nilpotent ideals are closely related to
the theory of affine Weyl groups and hyperplane arrangements. For example, Cellini
and Papi showed in [CP1] that there exists a bijection between the set of dominant
minimal affine Weyl group elements and the set of ad-nilpotent ideals. It was also
proved by J. Y. Shi in [Sh3] that the set of ad-nilpotent ideals is in bijection with the
set of dominant regions of the Shi arrangement (and the set of dominant regions of
the Catalan arrangement) (see the definition below).
When we turn to the situation of real groups, there is no known bijection be-
tween the set of θ-nilpotent spaces and some special affine Weyl group elements. This
is because in general there might be several minimal elements in the affine Weyl
group corresponding to one θ-nilpotent space. However, we will see that there still
exists a bijection between the set of θ-nilpotent subspaces and the set of dominant
regions of certain special hyperplane arrangements. Therefore, the theory of hyper-
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plane arrangements can be applied to the case of real groups with some necessary
modifications.
Definition 4.1.1. A hyperplane arrangement is a finite collection of affine hyper-
planes of Rn.
Definition 4.1.2. A region of an arrangement A is a connected component of the
complement X of the hyperplanes:
X = Rn − ∪H∈AH.
A bounded region is a region that is contained in a ball of finite radius.
The number of the regions of A is denoted by r(A). The number of bounded
regions is denoted by b(A).
For instance, let G be a complex reductive Lie group of rank n. Let ∆ be the
set of roots and ∆+ be the set of positive roots of G. Let V = X∗ ⊗Z R ∼= Rn,
where X∗ is the coweight lattice. The simplest example of hyperplane arrangement
is {Hα,0 | α ∈ ∆}. Its regions are the Weyl chambers. We call it the Coxeter
arrangement that corresponds to the root system ∆. There are three types of basic
Coxeter arrangements.
When ∆ is of type An−1, the Coxeter arrangement is
An−1 = {xi − xj = 0 | 1 6 i, j 6 n}.
When ∆ is of type Bn or Cn, the Coxeter arrangement is
Bn = {xi − xj = 0, xi + xj = 0, xi = 0 | 1 6 i, j 6 n}.
When ∆ is of type Dn, the Coxeter arrangement is
Dn = {xi + xj = 0, xi − xj = 0 | 1 6 i, j 6 n}.
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If moreover the arrangement A contains Hα,0 for any α ∈ ∆, we call a region
dominant when it is contained in the fundamental chamber of V .
By definition in [Sh1] and [Sh2], the collection of hyperplanes of the Shi arrange-
ment is given by
Shi = {Hα,k | α ∈ ∆+, k = 0, 1}.
The collection of hyperplanes of the Catalan arrangement is given by
Cat = {Hα,k | α ∈ ∆+, k = 0, 1,−1}.
In the papers [Ath3] and [Ath4], Athanasiadis introduced the generalized Catalan
arrangements. A generalized Catalan arrangement is defined by
gCat = {Hα,k | α ∈ ∆+, k = 0, 1, . . .m}
for some positive integer m. The characteristic polynomials of the general Catalan
arrangements are similar to those of the usual Catalan arrangements.
From the definition above, the dominant regions of the Shi arrangement and the
Catalan arrangement are exactly the same.
In the study of sign types [Sh3], Shi obtained the number of ad-nilpotent ideals by
direct calculation. Later, in his thesis [Ath1] and also in [Ath2], Athanasiadis studied
the hyperplane arrangement that was related to the ad-nilpotent ideal and got the
characteristic polynomial of the Catalan arrangements by counting the number of
points over finite fields that do not lie in any defining hyperplanes. By using a result
of Zaslavsky, he got the number of dominant regions which was equal to the number
of ad-nilpotent ideals. All the approaches above are based on case by case study
of semisimple Lie algebras of different types. A case-free proof was first given by
Cellini and Papa in [CP2]. They proved that there was a bijection between the set
of ad-nilpotent ideals and the set of W -orbits in Q∨/(h + 1)Q∨, where Q∨ is the
coroot lattice and h is the Coxeter number of G. This led to a uniform formula for







(h+ ei + 1),
where e1, e2, . . . , en are the exponents of G.
E. Sommers in [So1] defined maximal dominant elements of the affine Weyl group
associated to bounded dominant regions of the Catalan arrangement. Then he derived





(h+ ei − 1).
Indeed, it was proved by Athanasiadis in [Ath3] that the characteristic polynomial




(q − h− ei).
The formulas of Cellini, Papi and Sommers are corollaries of his result.
In the case of real groups, since there is no known bijection between the set of
θ-nilpotent spaces and some special affine Weyl group elements, the method of Cellini
and Papi fails and we could not get a uniform formula. However, the ideas in [Ath1]
and [Ath2] can still be used in the study of the real hyperplane arrangement as well
as the θ-nilpotent subspaces.
4.1.2 Characteristic Polynomials
For an arbitrary arrangement A, let LA be the set of non-empty intersections of
hyperplanes in A, including V itself as the intersection of empty set. The partial
order on LA is defined by the reverse inclusion principle. Namely, for any x, y ∈ LA,
x  y if and only if x ⊇ y. Given by this partial order, LA becomes an intersection
poset. In particular, the space V is the minimal element in the poset LA and is
denoted by 0ˆ.
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The Mo¨bius function µ of LA is defined recursively by
µ(x, x) = 1, for any x ∈ LA;
µ(x, y) = −
∑
x6z<y
µ(x, z), for all x < y in LA.





In geometry, letM be the complex manifold Cn−∪H∈AH, where A is considered





where Hp(M,C) is the p-th cohomology of the complement M. It was proved by
Orlik and Solomon in [OS] that the relation between the characteristic polynomial
and the Poincare´ polynomial is
p(M, t) = (−t)nχ(A,−t−1).
The geometric method to compute the characteristic polynomial seems not straight-
forward. In combinatorics, a practical method to compute the characteristic polyno-
mial is to restrict the hyperplanes in the finite field and count the number of some
points, which would give us a polynomial. This is the finite field method.
The origin of finite field method was implicit in the work of Crapo and Rota (see
[CR]) about the Mo¨bius inversion argument.
Motivated by their ideas and the work of Blass and Sagan in [BS], Athanasiadis
developed a systematic tool to compute characteristic polynomials for all hyperplane
arrangements defined over integers. In particular, He used the abelian group Zq of
integers modulo q instead of a power prime.
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An hyperplane arrangement A is called a Z-arrangement if its hyperlanes are given
by equations with integer coefficients. If we reduce the coefficients of A modulo q,
then A defines an arrangement in Znq . Then Athanasiadis showed that
Theorem 4.1.3. [Ath1][Ath2][Ath5][Ath6] Let A be a Z-arrangement in Rn. There
exist positive integer r, k which depend only on A, such that for all q relatively prime
to r with q > k,
χ(A, q) = ](Znq − ∪H∈AH).
A good exposition of finite field method is the lecture note [St2] of Stanley.
Once we have obtained the characteristic polynomial of the arrangement A, it
can be applied immediately to count the number of regions r(A) and the number of
bounded regions b(A) of the arrangement A. This is based on a result of Zaslavsky
[Zas, section 2].
Theorem 4.1.4. For any hyperplane arrangement A in Rn, we have
r(A) = (−1)nχ(A,−1)
and




where | · | denotes the absolute value.
Fix a positive root system ∆+ and two integers a 6 b, we denote by Aˆ[a,b](∆) the
hyperplane arrangement defined by
(α, x) = k for α ∈ ∆+ and k = a, a+ 1, . . . , b.
In particular, if ∆ = An, we denote the hyperplane arrangement by Aˆ[a,b]n and if
∆ = BCn, we denote it by BˆC[a,b]n .
Remark. In Theorem 4.1.3, the assumption for q is that q is relatively prime to an
integer r and is big enough. As discussed in the remark after Theorem 2.1 of [Ath5],
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Athanasisiadis stated that if the arrangement A is contained in some Aˆ[a,b]n and BˆC[a,b]n
respectively, then the choice of r is 1 or 2. We will use this fact in Lemma 4.1.12 and
4.1.18.
4.1.3 The Real Hyperplane Arrangements
One motivation to study the real hyperplane arrangement comes from the paper [GS]
of Gunnells and Sommers and the paper [Pa2] of Panyushev. In the complex case,
there is a one-to-one correspondence between the set of dominant regions of the Shi
(or the Catalan) arrangement and the set of ad-nilpotent ideals of g. In the real case,
we will exhibit a one-to-one correspondence between the set of dominant regions of
certain real hyperplane arrangement and the set of θ-nilpotent subspaces.
The general setting in this subsection is the same as in Chapter 3.
Definition 4.1.5. The real hyperplane arrangement A is the set of hyperplanes
{Hα,0 | α ∈ ∆+k } ∪ {Hα,1 | α ∈ ∆p},
where Hα,k = {v ∈ V | α(v) = k}.
This set of hyperplanes cuts V into open regions. In particular, the boundary of
the real dominant chamber is the set {Hα,0 | α ∈ ∆k}, which is a subset of the real
hyperplane arrangement. Hence the regions in the real dominant chamber are the
open connected components of Ck−∪α∈∆pHα,1. We denote by R the set of regions in
Ck. Given a region R ∈ R, we define a subspace of p by
IR = ⊕α∈IRgα, where IR = {α ∈ ∆p | α(x) > 1 for any x ∈ R}.
Then we have the following lemma.
Lemma 4.1.6. Let IR be a θ-nilpotent subspace and IR be its corresponding set of
roots. Then
(i) If µ ∈ IR, γ ∈ ∆+k and µ+ γ ∈ ∆p, then µ+ γ ∈ IR.
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(ii) The subspace IR is bk-stable, where bk is the Borel subalgebra of k corresponding
to ∆+k .
(iii) The K-saturation of IR is the closure of a unique nilpotent K-orbit.
Proof. Since the region R lies in the real dominant chamber, γ(x) > 0 for all
x ∈ R. (i) holds. (ii) follows from (i).
To prove (iii), we choose a generic element h ∈ R, i.e. α(h) 6= 0 for all α ∈ ∆.
There exists an element w ∈ W , such that wh is dominant, i.e. α(wh) > 0, for all α ∈
∆+. Let J = ⊕α∈J gα, where J = {α ∈ ∆+ | α(wh) > 1}. Then J is an ad-nilpotent
ideal of b and IR is a equal to w
−1J ∩ p. By its definition, IR is θ-nilpotent.
Proposition 4.1.7. There exists a bijection between the set of dominant regions of
the real hyperplane arrangement A and the set of θ-nilpotent subspaces.
Proof. Given a region R ∈ R, in the proof of Lemma 4.1.17(iii), we actually
constructed an ideal J of b, such that IR = w
−1J ∩ p is a θ-nilpotent subspace.
Conversely, given a θ-stable subspace I, and the corresponding set I of weights of I,
the region is defined by R = (∩α∈IHα,+) ∩ Ck, where Hα,+ = {x ∈ V | α(x) > 1}.
Indeed, the region can be rewritten as
R = {x ∈ Ck | γ(x) > 1,∀γ ∈ I and γ(x) < 1, ∀γ ∈ ∆p − I}.
We only need to check that R is nonempty. By the definition of θ-nilpotent
subspaces, there exists an ad-nilpotent ideal J of wb (w ∈ KW ), such that I = J ∩ p.
Then w−1J is an ad-nilpotent ideal of b and by Proposition 1.4.1, there exists a
sign type S corresponding to w−1J . Then wS lies in R, which shows that R is
nonempty.
For any θ-nilpotent subspace I, we denote its corresponding region by RI .
Recall that the affine Weyl group played an important role in the description of
ad-nilpotent ideals. Here it also has some applications. In this subsection, we keep
the same notation of C0 (the fundamental alcove), Ŵ , ∆̂ = {kδ + ∆ | k ∈ Z} and
V̂ = V ⊕ Rδ ⊕ Rλ as in Chapter one. Since the hyperplanes in A are among those
defining the alcoves of V , any alcove of V is contained in some regions of A.
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Given a θ-nilpotent subspace I, pick an element wˆ ∈ Ŵ , such that wˆ−1(C0) ⊂ RI .
That means that the hyperplane Hγ,1 separates C0 from wˆ−1(C0) for any γ ∈ I and
C0 and wˆ−1(C0) lie in the same side of Hγ,1 when γ ∈ ∆p − I. That is, if γ is a
noncompact root, then wˆ(δ − γ) < 0 if and only if γ ∈ I.
Some results of ad-nilpotent ideals in [Pa3] are still valid for the θ-nilpotent sub-
spaces. For example, if I is θ-nilpotent subspace, set |I| = ∑gγ⊂I γ. Then we have
Lemma 4.1.8. Let I1, I2 be two θ-nilpotent subspaces and |I1| = |I2|, then I1 = I2.
Proof. Let I1, I2 be the corresponding sets of roots of I1 and I2. We write I1\I2
(resp. I2\I1) as the set of roots that is contained in I1 but not in I2 (resp. the roots
in I2 but not in I1). Suppose that I1 6= I2, then either I1\I2 or I2\I1 is nonempty




γ∈I2\I1 γ. This equality can be
rewritten as ∑
β∈I1\I2




where c = dim I1− dim I2. Without loss of generality, we assume that c > 0. Pick an
element wˆ ∈ Ŵ such that wˆ−1(C0) ⊂ RI1 . Then wˆ(δ − β) < 0 for any β ∈ I1\I2 and
wˆ(δ − γ) > 0 for any γ ∈ I2\I1. Moreover wˆ fixes cδ. We apply wˆ to the equation
above and get a contradiction.
The proof is basically the same as in [Pa3] except that we need to change the
minimal element in [Pa3] to an arbitrary affine Weyl group element in RI1 .
Given any region R in the real dominant chamber Ck, and its corresponding θ-
nilpotent subspace IR, recall from Chapter 3 that under the moment map, IR is
mapped to the closure of one unique nilpotent K-orbit, which is denoted by OIR .
Namely, the closure of the orbit OIR is the K-saturation of IR.
Let R be the set of dominant regions of A in Ck. Given a nilpotent K-orbit O,
define
NO = {R ∈ R | K · IR = O}.
Recall in the section 3.3 of chapter 3, we have discussed normal triples. There exists





H ∈ NO and for all h ∈ NO, |h| > 12 |H|, where || denotes the length
function. If h 6= 1
2
H, then |h| > 1
2
|H|.
Proof. It’s a special case of Proposition 2.4 in [Pa2].
Remark. The complex case is proved in [GS].
4.1.4 The Real Hyperplane Arrangement for U(m,n)
In this section, let GR = U(m,n). Then gR = u(m,n). The complexifications of GR








 , for any g ∈ GL(m+ n).
Then K = GL(m) × GL(n) (embedded block diagonally into G). The space
V = ihR is isomorphic to Rm+n.
The real hyperplane arrangement for U(m,n) is the following set of hyperplanes
xi − xj = 0, for 1 6 i, j 6 m, or m+ 1 6 i, j 6 m+ n, (1)
xi − xj = 1,−1, for 1 6 i 6 m,m+ 1 6 j 6 m+ n (2)
and is denoted by Am,n.
Example 4.1.10. The characteristic polynomial for A2,1 is q(q2 − 5q + 6) = q(q −
2)(q − 3) (see Figure 4-1).
Theorem 4.1.11. The characteristic polynomial of Am,n is given by
χ(Am,n, q) = q
m−1∏
i=1
(q − n− i)
n−1∏
j=0






















































Figure 4-1: The real hyperplane arrangement for A2,1 on the space x1 +
x2 + x3 = 0
To prove this theorem, we follow [Ath1][Ath2] and apply the finite field method
introduced in subsection 4.1.3.
Suppose A is an arrangement in Rm+n consisting of distinct hyperplanes of the
form a1x1 + a2x2 + · · · + am+nxm+n = a0 with all ai in Z and a1, a2, . . . , an not all
zero. Let q be a large enough integer satisfying the assumption of Theorem 4.1.3.
By Theorem 4.1.3, χ(A, q) counts the number of (n+m)-tuples (x1, x2, . . . , xm+n) in
Zn+mq which satisfy conditions of the form
a1x1 + · · ·+ am+nxm+n 6= a0.
Each (n+m)-tuple (x1, x2, . . . , xn+m) in Zn+mq can be considered as a map from the
index set [n+m] = {1, 2, . . . , n+m} to Zq, with the image of i being xi.
Elements of Zq can be arranged clockwise in a circle with q boxes. The zero class
of Zq is placed on the top of the circle and 1 mod Zq is placed next to the zero class
in the clockwise order, etc. Under this idea, an (n + m)-tuple (x1, x2, . . . , xm+n) in
Zm+nq is a placement of integers from 1 to m + n into q boxes on the circle with the
integer i goes into the box xi. The defining equations for A (which are not satisfied)
give certain restrictions on the placement. For example, if A contains the Coxeter
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arrangement Am+n−1 as a subarrangement , it means that any distinct integers i and
j should not be placed into the same box. If A contains the hyperplanes xi− xj = 1,
then the integer i could not follow j immediately in the clockwise order.
Suppose that the equations in A are all of the form xi − xj = m (This is the case
for the real hyperplane arrangement Am,n). In the interpretation of elements of Zm+nq
as placements of the integers from 1 to m+n into q boxes on a circle, such an equation
says that i should not be placed m boxes clockwise from j. Such a condition does
not refer to which box is labeled 0, but only to relative position around the circle.
We may therefore consider a new formula
χ˜(A, q) (4.1.5)
which counts placements of the integers from 1 to m+n into q boxes on a circle; two
placements differing by a rotation of the circle are now regarded as equal. Each such
placement corresponds to q different placements of type A, corresponding to the q
possible boxes to label as 0. The relation between χ(A, q) and χ˜(A, q) is therefore:
χ˜(A, q) = 1
q
χ(A, q).
This shows in particular that χ(A, q) always has q as a factor.
For large enough q, χ˜(A, q) is the characteristic polynomial of A restricted in the
hyperplane x1 + · · ·+ xm+n = 0, therefore, it is the characteristic polynomial for the
real group SU(m,n).
For two integers i and j, if xi − xj = 1, we say that i is consecutive to j. We call
i, j next to each other if xi − xj = ±1. Those boxes that are not filled with integers
are called “unlabeled” boxes.
We divide the index set [n + m] into two groups. The first group is the subset
{1, 2, . . . ,m} and the remaining integers m + [n] = {m + 1,m + 2, . . . , n + m} form
the second group. Indeed these two groups of integers are invariant under Sn × Sm
(the Weyl group of K).
By defining equation (1) of Am,n, one can tell that two integers from the same
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group should not be placed into the same box and by equation (2) of Am,n, two
integers from different groups should not be placed next to each other.
One difficulty to count the number χ(Am,n, q) directly is that two integers from
different groups could be placed in the same box. To overcome such difficulty, we
may apply some idea in [Ath1]. That is, we may introduce a new arrangement that
contains the Coxeter arrangement Am+n−1 as a subarrangement and find a relation
between the characteristic polynomials of the two arrangements.
Theorem 4.1.13 follows from the following two lemmas.
Remark. By the remark at the end of subsection 4.1.2, r = 1 and we can assume
q, q −m are both big enough and relatively prime to 1.
Lemma 4.1.12. Let A˜m,n be the hyperplane arrangement that’s defined by
xi − xj = 0, 1, for 1 6 i, j 6 m, (3)
xi − xj = 0, for m+ 1 6 i, j 6 m+ n, (4)
xi − xj = 0, 1,−1, for 1 6 i 6 m,m+ 1 6 j 6 m+ n. (5)
Suppose q and q −m satisfies the requirements of Theorem 4.1.3. We have
χ˜(Am,n, q −m) = χ˜(A˜m,n, q).
Proof. A placement of type α(q − m) is a placement of the integers from 1 to
m + n into q − m boxes arranged around a circle (modulo rotations of the circle),
subject to the following requirements:
-two integers from the same group cannot be placed in the same box; and
-two integers from different groups cannot be placed next to each other.
The number of placements of type α(q−m) is χ˜(Am,n, q−m). This is because we
For example, if we cut the circle of boxes and unfold it, in the clockwise order,
the possible form of a sub-string of the boxes could be :
i0/j0i1i2 . . . ik . . .j1j2 . . . jl
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where 1 6 i0, . . . , ik 6 m, m+ 1 6 j0, . . . , jl 6 m+n,  denotes the unlabeled boxes,
i0/j0 denotes that the integer i0 and j0 fill the same box in the string and i1 . . . ik
denotes that integers i1, . . . , ik fill distinct boxes in the string.
A placement of type β(q) is a placement of the integers from 1 to m + n into
q boxes around a circle (also modulo rotations of circle), subject to the following
requirements:
-two integers from the first group cannot be placed in the same box or next to
each other (equation (3));
-two integers from the same group cannot be placed in the same box (equation
4); and
-two integers from different groups cannot be placed in the same box or next to
each other (equation (5)).
The number of placements of type β(q) is χ˜(A˜m,n, q).
For example, one string of the placement of type β(q) could be partly of form
i1 . . .i2 . . .j1 . . . jl
where , i1, i2, and j1 . . . , jl have the same meaning as before.
In order to prove the lemma, we construct a bijection between placements of type
α(q −m) and placements of type β(q).
For any placement of type β(q), the boxes that are next to the integer i, when
1 6 i 6 m are always boxes unfilled with integers. Remove each unfilled box that’s
consecutive to i in the clockwise order. The remaining q−m boxes form a circle filled
with m + n integers and different integers are always in different boxes. After the
removal of m boxes, in the clockwise order, the possible form of string of consecutive
integers could only be
i1i2 . . . ikj1j2 . . . jl
where 1 6 i1, . . . , ik 6 m, m + 1 6 j1, . . . , jl 6 m + n. The string of integers always
begins with integers from the first group because only the unlabeled boxes following
integers from the first group are removed and sting of integers from the second group
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always end with an unlabeled box.
When k = 0 or l = 0, the string of integers satisfies the restrictions for placements
of type α(q−m). If k and l are both nonzero, then two integers from different groups
are consecutive to each other, which contradicts the restriction for Am,n. Then we
need to rearrange this string of integers to get a placements of type α(q − m). If
k > l, in the clockwise order, we rearrange the string in the following form
i1 . . . ik−lik−l+1/j1 . . .ik/jl.
If k < l, we rearrange the string in the form
i1/j1i2/j2 . . .ik/jkjk+1 . . . jl.
After this readjustments, two integers from different groups are not consecutive
to each other, but it’s possible to have such two integers into the same box. This
gives a placement of type α(q −m).
On the other hand, given any placement of type α(q −m), we could reverse our
operations and get a placement of type β(q). This gives us a bijection between these
two placements and the equality for the characteristic polynomial follows.
Lemma 4.1.13.
χ(A˜m,n, q) = q
m−1∏
i=1
(q −m− n− i)
n−1∏
j=0
(q − 2m− n+ j).
Proof. Notice that χ(A˜m,n, q) = qχ˜(A˜m,n, q). For χ˜(A˜m,n, q), we need to count
the number of placements of type β(q) in lemma 4.1.12. Since A˜m,n includes Am+n−1
as subarrangement, the m + n integers are placed into distinct boxes and there are
q−m−n boxes unfilled with integers. Assume the q−m−n boxes arranged around
a circle and we need to insert integers from 1 to m + n in between these unlabeled
boxes. Because of cyclic symmetry, there is 1 choice to place 1. Integers from the
first group could not be next to each other so there are q−m−n− 1 possible choices
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for 2 and q − m − n − i choices for the i + 1 when i < m. Altogether there are∏m−1
i=1 (q −m− n− i) ways to insert the first m integers.
The integers from m + 1 to m + n could not be inserted into spaces between
two unlabeled boxes that already contain integers from the first group. There are
q − 2m− n choices for m+ 1. Since integers from the second group could be next to
each other, there are q− 2m− n+ j − 1 ways to insert the integer m+ j. Combining
these two kinds of insertions together, we get the desired formula for A˜m,n.
Combining the two lemmas from above, we are able to get the characteristic
polynomial of Am,n.
Applying the theorem of Zaslasvky [Zas, section 2], we have the following conse-
quence.
Corollary 4.1.14. The number of regions of Am,n is
r(Am,n) = |χ(Am,n,−1)| =
m−1∏
i=1
(n+ 1 + i)
n∏
j=1
(m+ 1 + j)
and the number of bounded regions of Am,n is
b(Am,n) = |χ(Am,n, 1)| =
m−1∏
i=1
(n− 1 + i)
n∏
j=1
(m+ j − 1).
Also combining Proposition 4.1.7 and Theorem 4.1.13 above, one can count the
number of θ-nilpotent subspaces.
Corollary 4.1.15. The number of θ-nilpotent subspaces is equal to











Proof. The arrangement Am,n is invariant under the Weyl group of K. Therefore,




r(Am,n) = N(m+ n+ 1,m). This corollary follows from Proposition
4.1.7.









is called a Narayana number.
4.1.5 The Real Hyperplane Arrangement for Sp(m,n)
Let GR = Sp(m,n). Then gR = sp(m,n) and g = gR ⊗ C = sp(m + n). Also
K = Sp(m)×Sp(n) and the set of compact roots ∆k is the disjoint union of the root
systems of sp(m) and sp(n).
Let Cm,n be the real hyperplane arrangement with the set of hyperplanes:
2xi = 0, for 1 6 i 6 m+ n,
xi − xj = 0, for 1 6 i, j 6 m, or m+ 1 6 i, j 6 m+ n,
xi + xj = 0, for 1 6 i, j 6 m, or m+ 1 6 i, j 6 m+ n,
xi − xj = 1,−1, for 1 6 i 6 m,m+ 1 6 j 6 m+ n,
xi + xj = 1,−1, for 1 6 i 6 m,m+ 1 6 j 6 m+ n.
Example 4.1.16. The characteristic polynomial for C(1, 1) is q2− 6q+ 9 = (q− 3)2.




(q − 2(m+ n) + 2i− 1)
n∏
j=1
(q − 2(m+ n) + 2j − 1).
The idea to prove the U(m,n) case is still applicable here.
Let q be a large enough integer satisfying the assumption of Theorem 4.1.3. As
in the previous case, the abelian group Zq is arranged into a circle of boxes with
each box denoting a class mod q. The zero class is placed on the top and all other
classes in Zq increase in the clockwise order. For arbitrary hyperplane arrangement
C in type B,C,D, since we are dealing with both hyperplanes of the form xi ± xj =
α, the m + n-tuples (x1, x2, . . . , xm+n) are considered as a map from ±[m + n] =












































Figure 4-2: The real hyperplane arrangement for C1,1
Elements of ±[m + n] are called signed integers. The set of signed integers is
divided into two groups. The first group is ±[m] = {±1, . . . ,±m} and the second
group is ±(m + [n]) = {±(m + 1), . . . ,±(m + n)}. The two groups of integers are
invariant under the Weyl group of K = Sp(m)× Sp(n).
To count the number of (n + m)-tuples (x1, x2, . . . , xn+m) which does not satisfy
the defining equation in C, we need to count again the total number of placements of
2(m + n) signed integers into q boxes, with restrictions that come from the defining
equation of C. For example, the equation 2xi = 0 means that i should not placed
into the zero class on the top of the circle. The equations xi± xj = 0 means that the
signed integers i and −i should not be placed to the same box as j.
Moreover, the signed integers are placed symmetrically around the zero class. If i
is placed into the xi class, then −i is placed into the −xi class. Again we call boxes
unfilled with integers “unlabeled” boxes.
The theorem follows from the following two lemmas.
Let C˜m,n be the hyperplane arrangement defined by the following set of hyper-
76
planes.
2xi = 0, for 1 6 i 6 m+ n, (1)
xi ± xj = 0,±1, for 1 6 i, j 6 m, and i 6= j, (2)
xi ± xj = 0, for m+ 1 6 i, j 6 m+ n, and i 6= j, (3)
2xi = 0,±1, for 1 6 i 6 m, (4)
xi ± xj = 0,±1, for 1 6 i 6 m,m+ 1 6 j 6 m+ n. (5)
The relation between χCm,n(q) and χC˜m,n(q) is given by the following lemma.
Remark. By the remark at the end of subsection 4.1.2, r = 2, if we assume q is odd
and big enough, then q and q − 2m both satisfy the assumption of Theorem 4.1.3.
Lemma 4.1.18. Let q be an odd integer and q−2m satisfy the condition of Theorem
4.1.3. Then
χ(C˜m,n, q) = χ(Cm,n, q − 2m).
Proof. A placement of type α(q−2m) is a placement of the signed integers from ±1
to ±(m+n) into q−2m boxes around a circle, subject to the following requirements:
-the signed integers i and −i should be placed symmetrically around the zero
class;
-two integers from the same group cannot be placed to the same box; and
-two signed integers from distinct groups cannot be placed next to each other.
The number of placements of type α(q − 2m) is χCm,n(q − 2m).
A placement of type β(q) is a placement of the signed integers from ±1 to ±(m+n)
into q boxes around a circle, subject to the following requirement:
-the signed integers i and −i should be placed symmetrically around the zero
class;
-any two signed integers cannot placed into the same box (equation (1)(2)(3)) and
any two signed integers from the second group cannot be not placed next to each
other (equation (2));
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(q + 1) (equation (4)); and
-two signed integers from distinct groups cannot placed next to each other (equa-
tion (5)).
The number of placements of type β(q) is χC˜m,n(q).
To get a bijection between these two kinds of placements, we need to remove 2m
unlabeled boxes from the placements of type β(q) and readjust the position of some
signed integers to get a placement of type α(q − 2m).
From the description of two placements above, i and −i could not appear both
on the right half circle from the class zero to the class 1
2
(q− 1) mod Zq. It suffices to
do the operation the right semicircle and do a symmetric operation on the left side.
Given a placement of type β(q), remove one unlabeled box that is clockwise con-
secutive to a signed integer from the right half circle. Remove the same amount of
unlabeled boxes on the left hand side in a symmetric way. This operation is possible
because of equation (2) and (4). Equation (2) ensures that signed integers from the
first group is not next to any signed integers. Equation (4) ensures that elements
from the first group would not occupy the last position 1
2
(q − 1).
Similar to the U(m,n) case, a consecutive string of integers on the right semicircle
only has form
i1i2 . . . ikj1j2 . . . jl,
where i1, i2, . . . , ik come from the first group and j1, j2, . . . , jl come from the second
group. To readjusting the position of these integers, we may choose a way that’s
slightly different from the previous case. When k < l, then in the clockwise order,
the new string would become
i1/j1i2/j2 . . . ik/jkjk+1 . . . jl,
where is/js means that is and js are placed into the same box,  means that it’s an
unlabeled box. The last part jk+1 . . . jl is a string of integers placed clockwise into
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distinct boxes that are consecutive to each other. When k < l, the new string is
i1/j1i2/j2 . . . ik/jkil+1 . . . ik.
We do a symmetric operation on the left side. Under this adjustment, the last
position on the right semicircle could not have two signed integers in the same box.
This make sure that this placement satisfies all the equalities that are defined by
χCm,n and we get a placement of type α(q − 2m). The reverse operation is obvious
and therefore we get a bijection of two kinds of placements, as well as the equality
for the two characteristic polynomials.
The number of placements of type β(q) is easy to compute and we can derive the
characteristic polynomial of C˜m,n.





q − 2(m+ n)− 2i+ 1) n∏
j=1
(
q − 4m− 2n+ 2j − 1).
Proof. To calculate the number of circular placements of type β(q), again we only
need to discuss the right semicircle. There are m + n signed integers that should be
placed on the right hand side and i, −i could not appear both on the same side. The
signed integers are placed into distinct boxes and the no signed integers appear on the
zero class. Therefore we arrange the 1
2
(q+1)−(m+n) unlabeled boxes (including the
zero class on the top) around the right half circle such that m+n signed integers are
placed in between these boxes. Let us first consider the signed integer from the first
group. They could not be placed into the 1
2
(q−1) class. There are 1
2
(q+1)−(m+n)−1
ways to insert the first one. Since all signed integers from the first group are not next
to each other, after we have inserted a signed integer, then the number of possible







(q + 1)− (m+ n)− i)
79
ways to insert signed integers from the first group.
Given a signed integer from the second group, then it could be placed to the
class 1
2
(q − 1), but not next to any signed integers from first group. There are
1
2






(q + 1)− (2m+ n) + j)
ways to place all signed integers from the second group.
Since we can choose either i or −i when we place any signed integers, the total
number of placements should be multiplied by 2m+n and this gives us the characteristic
polynomial we want.
In general, if we consider a general semisimple real Lie group GR as in Chapter
3, we may conjecture a general formula for the characteristic polynomial of the real
hyperplane arrangement A of GR. Suppose h is the Coxeter number of G, the com-
plexification of GR and {e1, e2, . . . , em} is the set of exponents of K. We have the
following conjecture.
Conjecture 4.1.20. Keep the notations from above. Then the characteristic polyno-
mial of the real hyperplane arrangement A of GR is
χ(AK , q) =
m∏
i=1
(q − h+ ei).
When GR = SU(m,n), the Coxeter number of G is m + n and the exponents
of K = S(GL(m) × GL(n)) are {0, 1, . . . ,m − 1, 1, . . . , n − 1}. (The exponent 0
corresponds to the centralizer of K). The characteristic polynomial χ˜(Am,n, q) for
SU(m,n) in Theorem 4.1.13 verifies the conjecture. This conjecture is not valid for
U(m,n).
When GR = Sp(m,n), its Coxeter number is 2(m + n) and the exponents of






































































































Figure 4-3: The real hyperplane arrangement for G2
There are other real groups satisfying the requirements of Chapter 3. For example,
GR = Sp(n,R) or GR = SO(m,n). We have verified the conjecture when n = 4 or 6
for Sp(n,R) and when m = 2 and n is an odd integer for SO(m,n).
Example 4.1.21. This conjecture holds for G2, where the short simple root α1 is a
compact root and the long simple root α2 is a noncompact root. The characteristic
polynomial for the real hyperplane arrangement of G2 is q
2 − 10q + 25 = (q − 5)2 =
(q − h+ e1)2, where h is the Coxeter number of G2 and e1 is the exponent of A1.
4.2 Some Combinatorics
4.2.1 Calculation of the number of θ-nilpotent subspaces
In this section, we will show that Conjecture 3.2.2 is valid for U(m,n). It is proved
in Corollary 4.1.15 that the number of θ-nilpotent subspaces is a Narayana number.
Panyushev also showed in [Pa1], the number of ad-nilpotent ideals with k generators
in type A is a Narayana number.
Let Admm+n+1 be the set of ad-nilpotent ideals with m generators and Adm,n be
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the set of θ-nilpotent subspaces. Let Adm,n be the set of BK-invariant subspaces of
p, consisting no semisimple elements. As discussed in Chapter 3, Adm,n is a subset of
Adm,n.
Next we will construct an explicit bijection between the ad-nilpotent ideals with
m generators in type Am+n and Ad
m,n. Then by using Panyushev’s result, we can
prove that Adm,n = Ad
m,n.
Lemma 4.2.1. [Pa1] The number of ad-nilpotent ideals in sl(n) with k generators is
equal to N(n, k) .
Proposition 4.2.2. There exists a bijection between Adm,n and the set of ad-nilpotent
ideals for sl(m+ n+ 1) with m generators.
In this section, when we talk about ad-nilpotent ideals and subspaces in Adm,n,
we always mean their underlying set of roots.
We follow the notation of Chapter 2 and use [i, j] to denote the root αij = ei− ej.
When i < j, then [i, j] is a positive root and when i > j, [i, j] is a negative root. The
root [i, j] is compact if and only if 1 6 i, j 6 m, or m + 1 6 i, j 6 m + n. And [i, j]
is noncompact if and only if 1 6 i 6 m,m + 1 6 j 6 m + n, or 1 6 j 6 m,m + 1 6
i 6 m+ n.
Let J be a subspace in Adm,n. Suppose J+ ⊂ p+ and J− ⊂ p− are the positive and
negative part of J . In the case of U(m,n), J+ and J− are both BK-invariant. The
subspace J+ is BK-invariant means that J
+ is the northwest corner of p+. Namely,
if [i, j] ⊂ J+, then for all integers k, l, such that k 6 i and l > j, [k, j] and [i, l] also
belong to J+. In other words, J+ is represented by a right-justified Young diagram
with at most m rows and at most n boxes in each row.
The subspace J− is also BK-invariant, meaning that ∆(p+) − J− is also BK-
invariant and is represented by the right-justified Young diagram that’s restricted to
the m× n rectangle.
Since J consists no semisimple element, there’s no pair of roots α and −α both


























Figure 4-4: The bijection between Admm+n+1 and Ad
m,n
Young diagram that represents ∆(p+)− J− should include the Young diagram of J+
as a sub-diagram.
From the descriptions above, one could conclude that the set Adm,n is in bijection
with the set of two restricted right-justified Young diagrams such that the first one
contains in the second one.
Now we give the bijection between Adm,n and Admm+n+1.
The ad-nilpotent ideal is completely determined by its generators. Suppose I ∈
Admm+n+1, then its generator Γ(I) is the set
{[i1, j1], [i2, j2] . . . [im, jm]},
where
1 6 i1 . . . im 6 m+ n, 1 6 j1 . . . jm 6 m+ n+ 1 and ik < jk.
It’s easy to see that the sequences i1i2 . . . im and j1j2 . . . jm satisfy the inequalities
i1 > 1, i2 > 2, · · · , im > m;
j1 6 m+ 2, j2 6 m+ 3, · · · , jm 6 m+ n+ 1.
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We have
0 6 i1 − 1 6 i2 − 2 6 . . . 6 im −m 6 n;
0 6 j1 − 2 6 j2 − 3 6 . . . 6 jm − (m+ 1) 6 n;
and ik − k 6 jk − (k + 1), for 1 6 k 6 m.
The right-justified Young diagram is completely determined by its left-most coor-
dinate at each row. Then [1, i1], . . . , [m, im −m + 1] and [1, j1 − 1], . . . , [m, jm −m]
give us two right-justified Young diagrams with the first one containing the second
one (If a Young diagram begins at [k,m+1] at k’s row , then it means that the Young
diagram has length 0 at this row). That gives us a subspace in Adm,n corresponding
to I.
Combining Lemma 4.2.1 and Proposition 4.2.2 together, we have
Corollary 4.2.3. The number of Adm,n is equal to N(m+ n+ 1,m).
Corollary 4.2.4. Adm,n = Adm,n.
Remark. There is an isomorphism between real groups U(m,n) and U(n,m). In
[Pa1], Panyushev gave a natural bijection between Admm+n+1 and Ad
n
m+n+1. In the real
case, it is compatible with a natural bijection between the sets of θ-nilpotent subspaces
of U(m,n) and U(n,m).
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