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ABSTRACT 
 
The structure of interphase chromosomes remains elusive after decades of research by 
using chemical, physical and biological methods. Although large-scale interphase 
chromatin has been observed repeatedly, its high-order compaction level is hard to 
reconcile with its active biological functions, like replication and transcription. 
Decondensation of such large-scale chromosome structure is intuitively expected to be a 
prerequisite for biological factors to be able to access chromosomes and fulfil biological 
function. On the other hand, a “melting polymer” model, based on chemical evidence, 
has been proposed to explain the interphase chromatin structure and behavior. 
Furthermore, the interphase chromosome is considered as grouped 10 nm fibers without 
specific higher order folding motif, thus decondensation is not required for interphase 
chromosome to perform biological function.  
In this study, the structure of large-scale interphase chromatin fiber was analyzed by 
several new methods. A cell line with tagged chromosome regions and replication foci 
were used to investigate the behavior of large-scale chromatin fiber during replication. A 
novel pulse-chase condition was applied to track the structural change of newly replicated 
DNA. Minuscule sized nanobody was labeled with nanogold particle via an innovated 
labeling method, and then integrated into several in vivo loading techniques to stain 
specific nuclear targets in live cells, aiming at revealing the detail of interphase 
chromosome structure.  
Cytology of replication showed dynamic plasticity existed in large-scale structure of 
interphase chromosome, which allows the highly compact chromatin fiber to replicate 
without predecondensation. The potentials of new in vivo immunogold labeling 
 iii 
techniques suggested the possibility of studying chromosome structure with specificity by 
electron microscopy.   
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Order is repetition of units. Chaos is the multiplicity of rhythms. 
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CHAPTER I: INTRODUCTION 
 
 
In a typical eukaryotic interphase nucleus with an approximately 10 µm diameter (a 
volume of ~100 fL to 1 pL), roughly 2 meters long of genomic DNA need to fit in and 
maintain the function of blueprint for regulation, replication and translation. This 
scenario requires DNA to be packed and accessible at the same time. The fact that helix 
DNA packed into nucleosomes, forming fiber-like structure called chromatin, has been 
widely established (Bickmore, 2013; Cavalli and Misteli, 2013). The cytological 
morphology of tightly packed mitotic/meiotic chromosomes which are ready to segregate 
into two daughter cells during division is also well-recognized, although the detail and 
mechanism of this high-level compaction is still not fully revealed. Furthermore, the 
levels of package between the two extremes remain elusive. Intuitively, the structure of 
interphase chromatin is expected to be in line with mitotic/meiotic chromosomes with 
less folding or looping yet higher-order conformation than nucleosomes. However, this 
convenient yet over-simplistic view has been long challenged by contradictory evidence 
(Belmont, 2006; Belmont, 2014). The task of deciphering different organization levels, 
interrelationships between adjacent chromosomal regions and principles that govern the 
higher order chromatin structure remains challenging for decades (Belmont, 2014).  
 
Nucleosomes and 10 nm Fibers 
Deoxyribonucleic acid (DNA) is negatively charged. This property, conferred by 
phosphate groups in the phosphodiester bond, alone could cause adjacent nucleic acid 
regions to repel each other electrostatically. Therefore, it would be physically impossible 
for approximately 2 meters long of genomic DNA to be folded in to nuclei with diameter 
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as small as 10 µm without considerable neutralization of negative charges (Bloomfield, 
1996). This most basic form of DNA compaction is realized by a protein complex known 
as nucleosome. At its core there is histone octamer. It is composed of two tetramers, each 
of which consists of four core histones (H2A, H2B, H3, and H4) (Kornberg, 1974; Olins 
and Olins, 1974; Woodcock et al., 1976) Core histones contains high content of 
approximately 220 positively charged amino acids, primarily lysine and arginine acid 
residues. This complex alleviates the electrostatic repulsion among adjacent DNA regions 
and thus facilitate substantial folding of negatively charged DNA. The structure of a 
nucleosome has been well determined by the use of X-ray crystallographic analysis at 1.9 
Å atomic resolution (Davey et al., 2002), revealing repetitive DNA motifs (147 base 
pairs) being wrapped in a 1.7 left-handed manner as super-helical turns around a histone 
octamer with a positively charged surface. Our knowledge, advanced by early-stage 
structural studies of nucleosomes through X-ray crystallography and electron 
microscopy, were put together to shed light on the initial steps of DNA compaction into 
10 nm fiber. This was originally referred to as “beads on a string” model, vividly 
depicting nucleosome-linker DNA repetitive structure (Olins and Olins, 2003). 
Noticeably, it is estimated only approximately half of negatively charged DNA are 
neutralized by positively charge histone cores, there must exist other factors that facilitate 
tight folding of linear DNA. The prominent macromolecules that assume this role include 
linker histone H1 and its variants. Other positively charged ions such as cations also seem 
to effectively neutralize the remaining negative charge of DNA and consequently 
contribute to the stabilization of the overall structure of 10 nm fiber (Nozaki et al., 2013). 
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The Elusive 30 nm Fiber 
Little detailed structural or mechanistic information was available for high-order 
chromatin structure beyond “beads on string” until 1976. In that year, accumulating 
evidence attained under transmission electron microscope revealed that purified 10 nm 
nucleosome fibers could folded into fibers with a diameters of 30 nm in the presence of 
linker histone H1 and Mg2+ ions. Those fibers were named “30 nm chromatin fibers” 
directly after their diameter (Finch and Klug, 1976). Two models were hence brought 
forth in their attempt to explain microscopic observations. Both of models are consistent 
in terms of rough stacking configuration of nucleosomes but on the fundamental issue 
they differ as to how the stacking are organized into what has been seen under 
microscope (Luger et al., 2012). On one hand, the solenoid model describes interactions 
that take place between consecutive nucleosomes (n, n+1). 30 nm chromatin fiber 
organized in a way as such is referred to as one-start helix. On the other hand, the zigzag 
model depicts interactions between alternate nucleosomes (n, n+2). The nucleosomes are 
so arranged in a zigzag manner that the unit of 30 nm fibers repeats as two-start helix 
(Bassett et al., 2009). Many other variants of 30 nm chromatin fibers based on these two 
models have been proposed yet so far none of subsequent efforts have succeeded in 
producing a new model in which solenoid and zigzag configurations were reconciled (van 
Holde and Zlatanova, 2007). 
30 nm chromatin fibers have been receiving extensive attentions since this structure 
has been discovered (Dorigo et al., 2004; Kruithof et al., 2009; Widom and Klug, 1985; 
Woodcock et al., 1984), yet the effort to determine its existence in living cells continue to 
invite further questions. The previously proposed models require strictly equal length of 
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linker DNA so as not to cause significant structural change of the 30 nm fiber because 
even variations in length as slight as 1 base pair haven been shown to produce results that 
are incompatible with standard models. Even though 30 nm fiber appears to suitably 
accommodate both models under certain circumstances, most 30 nm chromatin fibers in 
EM images are now believed to be in vitro artifacts caused by the low-salt buffer 
conditions (Maeshima et al., 2010). 
This belief has been reinforced by the fact that the absence of 30 nm fibers in cells 
seems to be far more common than does their presence. This is particularly because the 
30 nm fibers can be only preserved as a set of strenuous environmental conditions are 
satisfied. Firstly, as aforementioned, the variation in regular lengths of linker DNA can be 
hardly guaranteed throughout cellular development. Secondly, acetylation occurs on 
numerous histone tail lysines frequently while this specific type of modification prevents 
30 nm fiber from forming. Thirdly, low ionic environment is not usually found as a 
possible physiological condition. Lastly, depletion of histones frequently occurs yet 
standard 30 nm fiber model fails to take it into consideration. Virtually all the data from 
in vivo studies showed no signs of 30 nm fibers except in some specific types of cells: 
chicken erythrocytes (Langmore and Schutt, 1980; Scheffer et al., 2011; Woodcock, 
1994), starfish sperm (Scheffer et al., 2012), and mouse rod cells (Kizilyaprak et al., 
2010). In these highly differentiated cells, the temporary existence of 30 nm fiber is 
associated with transcription silencing.  
 
Structural Order Beyond 30 nm Fiber 
The presence of higher-order structure of chromosome is unequivocal. One 
conspicuous example is metaphase chromosome during mitosis. However, the topics of 
 5 
the temporal control of forming the mitotic chromosomes and more intriguingly whether 
they are definitively hierarchical are still under intensive biochemical and microscopic 
studies (Woodcock et al., 2006).  
One approach that is continually shedding light on higher-order beyond 30 nm is 
through biochemical and structural studies of interactions between nucleosomes (Depken 
and Schiessel, 2009; Li and Reinberg, 2011). As largely expected, physiological ionic 
condition is key in the formation and stabilization of chromosome structure beyond 30 
nm. For example, not only do Mg2+ ions play a crucial role in the stabilization of initial 
steps of DNA folding, they also mediate oligomerization of nucleosomal arrays that are 
shown to further the formation of tertiary chromatin structure (Dorigo et al., 2004). 
Results of mass spectrometric analysis of cross-linked peptides showed that histone H4 
tail in one nucleosome directly interacts with the acidic patch that is between H2A and 
H2B in adjacent nucleosomes (Fan et al., 2004; Luger et al., 1997). The function of 
histone H4 tail is pronounced when proteolytic removal of H4 tail impedes normal self-
association of nucleosomal arrays and therefore chromosome condensation (Lin et al., 
1991). Epigenetic modification such as acetylation on H4 tail causes similar anomaly in 
condensation as does its removal (Shogren-Knaak et al., 2006).  
The second approach that is working another way toward elucidation of high-order 
chromosome structure is through both electron and light microscopic instruments. The 
nuclear structures resulting from different methods of sample preparations, in both 
examples, modulate outcomes of an observation. Ideally, studies directly with living cells 
are preferable than one with denaturation steps, such as FISH, that causes in irreversible 
loss of structural information. The structural ambiguity in border cases as a result of ~250 
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nm resolution limit of light serve as a barrier to our understanding of higher-order 
chromosome structure (Woodcock and Ghosh, 2010). The impact of a ~250 nm 
resolution limit imposed by properties of natural wave light on tertiary chromosome 
structure is well investigated, provided an elegant structural arrangement of an 
approximately 400 kb engineered chromosome (Muller et al., 2004). The results illustrate 
the limitation of light microscope images produced by deconvolution microscopy. This ~ 
400 kb region clusters as a single bead with a diameter no larger than resolution limit 
imposed by light when transcriptionally inactive. On the contrary, when transcriptional 
active, this ~ 400 kb region display as a strand connecting 2 to 6 beads. These 
observations made at light resolution limit are consistent with previous studies based on 
2-Mb MMTV tandem array (Muller et al., 2001), 2-Mb tet-regulated lac operator arrays 
(Tsukamoto et al., 2000), and somewhat with study based on 90-Mb lac operator array 
(Tumbar et al., 1999). However, the results obtained from VP16 acidic activation 
domain-induced large-scale chromosome unfolding and remodeling cannot rule out the 
possibility of an underlying fiber-like structure existing below the resolution of the light 
microscope. Results from electron microscopy with 5 to 10 nm coupled with tomography 
support the fiber-like structure with various diameter, suggesting its irrelevance to 30 nm 
organization (Belmont et al., 1989; Konig et al., 2007). Not surprisingly, Muller et al. 
failed to distinguish between competing models, such as radial-loop model and random 
chain model, even though all models are equally explained by data at light microscopic 
resolution (Muller et al., 2004). Subdiffraction multicolor imaging coupled three-
dimensional structured illumination microscopy offers higher resolution and provides 
great potential to delve into the detailed structure inside the compacted “bead” due to 
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inactive transcription (Schermelleh et al., 2008). In a subsequent study, a 4.3-Mb region 
of mouse chromosome14 was selected to investigate how alternating transcriptionally 
active and inactive segments could affect intranuclear higher-order chromosome 
structure. This region is well-annotated, and contains four gene clusters separated by 
gene-poor sequence. Each cluster was labelled with corresponding colored fluorescent 
probes. This labelling strategy reveals four pattern of cluster arrangements, with equal 
proportionality. The first pattern fits in this section by assuming a linear “stripped” 
arrangement connecting alternating signals (Shopland et al., 2006). 
Labeling techniques for electron microscopy have considerably lagged behind light 
microscopy which can readily incorporate fluorescent probes. Imbedding labeling 
techniques require stringent fixation conditions and detergents to enable antibody to 
access condensed chromosome regions. However, the preservation of ultrastructure is 
very poor and the authenticity of chromosome structure under investigation is open to 
question. Electron microscopy can also be coupled with fluorescent probes (Gaietta et al., 
2002). However, this approach is not reliable when the protein of interest to be visualized 
is in low abundance due to low resolution caused by photo-conversion. In vivo Nanogold 
labeling has been adapted to reveal a pattern of chromosome folding into higher-order 
structure with diameters varying from 120 to 170 nm, concordant with previous results 
revealed by harsh-treated, permeabilized cells. Moreover, in the same study, individual 
30 nm fiber was scarcely seen. There is no sufficient evidence to draw a valid conclusion 
that whether the observed cylindrical 120-170 nm thick fiber constitute a genuine layer of 
higher-order hierarchical chromosome structure (Kireev et al., 2008). 
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Dynamic plasticity of Large-scale Chromosome Structure 
Recent cell biology together with physics made a breakthrough in quenching the 
debate over 10 nm fiber versus rigid 30 nm fiber. High-resolution microscopy in 
conjunction with ingenious use of LacO/LacI-GFP systems revealed a notable dynamic 
plasticity of chromosome fibers (Belmont et al., 1999; Straight et al., 1996; Vazquez et 
al., 2001). This seminal system integrated a LacO array into genome on a particular 
chromosome region, commonly referred to as an engineered chromosome, so that GFP-
LacI signal binds to the array and highly dynamic long-range chromosome movement can 
be visualized (Belmont and Bruce, 1994). This system has been successfully applied to 
several model organisms, including yeast, Drosophila and mouse, demonstrating high 
versatility as it has been employed to elucidate mechanisms underlying chromosomsal 
translocation (Roukos et al., 2013), replication fork convergence (Zhang et al., 2015), and 
assembly of a nuclear bodies (Mao et al., 2011). Bacterial CRISPR/Cas9 system has been 
used to modify telomeric DNA and visualize specific genomic loci in living cells, 
revealing dynamics nature of endogenous chromosomes (Chen et al., 2013). Direct 
imaging of nucleosomes also reveals large-scale genome-wide chromosome dynamics 
conferred by intrinsic nucleosomal fluctuation (Nozaki et al., 2013). 
The physical mechanism that drives chromosome motions largely comes from 
modeling and simulation studies with respect to interactions among nucleosomes (Ozer et 
al., 2015). They produced an appealing view of chromatin movement in the living cells 
based the so-called “liquid-like” property as opposed to treating it as static solid-like fiber 
(Maeshima et al., 2016). Results from coarse-grained modelling, a special case of 
atomistic modeling of nucleosomes, show that tail domains of histones H3 and H4 are 
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crucial for regulating both the structure of a single nucleosome and of the chromatin fiber 
(Zhou et al., 2007). Another modelling approach treated chromosome fibers as polymer 
which exhibits internal pressure (Marko and Siggia, 1997). Recent studies using Monte 
Carlo simulation reproduced the correct conformational fluctuations of the polymer based 
on data from Chromosome Conformation Capture approach (Giorgetti et al., 2014), 
which will be described in later section. 
 
Functional Compartments of Chromosome –  
Heterochromosome and Euchromosome 
Cytological observations lead to rough separation of chromosome into two states of 
compaction and potential for transcription, namely, euchromosome and its hetero-
counterpart (Zhimulev et al., 1988). The former type of chromosome is ordinarily 
associated with lightly condensed and gene enriched chromosome regions whereas the 
latter one is thought to form due to pack of high density of transposons and DNA repeats 
around nucleosomes consisting of heavily epigenetically modified histones (Volpe et al., 
2002). Of particular interest is the molecular events when two types of chromosomes 
interact. The juxtaposition of heterochromatic regions with genes on euchromosome 
triggers the morphogenesis of latter into highly condensed region and consequently 
induces gene silencing (Grewal and Elgin, 2002). This observation shed light on 
functions of chromosomal proteins that bind on heterochromosomes other than histones 
and their variants as opposed to the dull traditional view in which heterochromosomes are 
“dark” domain made up only of excessive trash DNA. One of a wide array of prominent 
heterochromosome-associated proteins is heterochromatin protein 1 (HP1) (Vermaak and 
Malik, 2009). The discovery of HP1 as a key component for maintenance of 
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heterochromosome status paves way for exploring complex eukaryotic genomes. There 
are at least five HP1 paralogs whose roles are divergent. Functions of HP1 that diverge 
from canonical role in maintenance of telomeric and pericentric regions include 
regulation of euchromatic gene expression, inhibition/stimulation of DNA damage 
response and protection of germline cells against transposon elements (Levine et al., 
2012).  
X chromosome inactivation in female mammals is among the earliest examples of 
heterochromosome-associated molecular events. One copy of X chromosome is heavily 
packaged and thus silenced, often referred to as Barr body, whereas the other copy 
remains active in terms of gene expression (Brockdorff, 2011). One of the topics that has 
received continuous attention that relate to this specific type of heterochromosome is the 
question of how X inactive specific transcript (Xist) non-coding RNA (ncRNA) mediates 
X-chromosome silencing.  Xist initiates inactivation by spreading across X-chromosome 
in an in cis binding fashion, followed by recruitment of polycomb repressive complex 2 
and formation of a sub-nuclear compartment that characterize gene-silencing (Avner and 
Heard, 2001; Clemson et al., 1996; Silva et al., 2003). One feature that signifies the 
importance of Xist ncRNA is that it consists of several distinct domains, each of which 
specifies corresponding functions. This feature ensures Xist ncRNA exploiting and 
gaining access to three-dimensional architecture of X chromosome (Engreitz et al., 2013). 
Besides its own unique structures, Xist ncRNA also modulate gene silencing across X 
chromosome by interacting with a cohort of proteins (McHugh et al., 2015). One of these 
proteins is Lamin B Receptor, an anchor protein on inner nuclear membrane that is 
required for directing chromosome to lamina (Chen et al., 2016). The discovery of roles 
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of Xist ncRNA in the morphogenesis of euchromosome into heterochromosome in the 
nuclear compartment starts to put pieces and bits altogether as to how spatial changes of 
chromosome structure are triggered. However, it is worth pointing out that in the rod cells 
of nocturnal animals the hetero/euchromosome orientation is inverted, with the heavily 
condensed heterochromosomes being positioned in the interior part of nucleus while the 
lightly condensed euchromosome being anchored at the nuclear periphery (Solovei et al., 
2009). 
 
Chromosome Territories 
Comparing to mitotic chromosomes, interphase chromosomes appear to be dispersed, 
characterized by a lack of definitive higher-order structure. In early days, the individual 
chromosomes cannot be distinguished from one another in an interphase nucleus via both 
light and electron microscopy. Despite a lack of direct evidence, two models were 
proposed by early researchers for the organization of chromosomes in the nuclei of 
nondividing cells. The first model, called chromosome territory (CT) model, was 
proposed by Carl Rabl in 1885. According to this model, the DNA of each chromosome 
occupies a defined volume of the nucleus and only overlaps with its immediate 
neighbors. In the contrast, the second model, “spaghetti” model, depicts the fibers of 
multiple chromosomes being intermingled and entangled with each other. Furthermore, 
these fibers are distributed through nucleus in a largely random manner (Cremer et al., 
2000).  
It has been argued that in cases where chromosomes only occupy a sub-compartment 
of nucleus as depicted by CT model (Cremer and Cremer, 2001), changes such as 
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epigenetic modifications confined to a limited volume would only affect adjacent 
chromosomes. By similar line of reasoning, if “spaghetti” model was correct, 
chromosomal changes that occur within a small volume would become global and have 
impact on large number of chromosomes that are even distant. The Cremers and their 
group developed a laser that could be focused very narrowly to shine on a small section 
of a cell’s nucleus. The laser induced DNA damage in the illuminated regions. The 
Cremers then provided the cells with radioactively labeled nucleotides, which were 
incorporated into the DNA once cells started repair process. Once cells entered the next 
mitosis the marked regions were analyzed by radiography. The Creamers found that only 
a few chromosomes per cell were damaged. Thus, the result strongly favored the CT 
model (Zorn et al., 1979).  
FISH techniques were applied to study CTs and successful in probing many 
fundamental properties. FISH has demonstrated that CTs are of inconsistent shapes but 
typically of about similar diameter (1 to 2 micrometers). CTs are also proved to be 
conserved across all higher eukaryotes but CTs become much less well-shaped in lower 
eukaryotes such as yeasts. CTs have additionally been found to border each other closely. 
This close proximity of each CT shapes sub-nuclear compartments which in turn 
immobilize CTs. In other words, each CT gets held tenaciously in its own place. 
Chromosome regions within CTs mostly move in a slow motion, over a small distance 
during a period of several hours (Bornfleth et al., 1999). A counterexample was offered 
when LacO/LacI-GFP systems was used to study the repositioning of chromosome locus 
between two nuclear sub-compartments. A long-range directional movements of 
chromosome locus was revealed (Chuang et al., 2006). Further studies also revealed that 
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CTs can be passed on to daughter cells from parental cells although the inheritance of 
CTs does not seem to be verbatim (Manuelidis, 1990). An entirely different approach 
called labelling/segregation (L/S), which combine nucleotides with conjugated 
fluorochromes, yields nucleic images with starkly distinct patches reflecting DNA 
replication (Manders et al., 1999). Several computer models have been proposed in their 
attempt to explain CTs data. In a backfolding-deprived model, chromatin fibers appear to 
be radial, implying a non-territorial interphase chromosome organization (Kreth et al., 
1998). In a random-walk/giant-loop model, backfold is taken into account to 
accommodating randomly folded chromatin loops, each of which take on a size of 
approximately several megabases (Sachs et al., 1995). The multi-loop subcompartment 
model supports a 1-Mb rosette-like chromatin domains from a series of randomly folded 
chromatin-loop domains with sizes of approximately 100 kb (Munkel et al., 1999). CTs 
demonstrated the great potential three-dimensional computer modeling in construction of 
spatial organization of interphase chromosomes and set up the conceptual for later 
studies. 
 
Spatial Organizations of Chromosome Architecture 
FISH techniques has several limitations, such as low throughput and low resolution. 
Due to those drawbacks, it is virtually impossible to construct three-dimensional 
chromosome structure at a fine scale (Gerlich et al., 2003). The attempt to determine 
spatial organization of chromosomes at high resolution naturally extend to sequencing 
techniques. A clever approach to capturing chromosome interactions based on contacts in 
close proximity has been developed, namely, Chromosome Conformation Capture 
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technology, commonly referred to as 3C (Dekker et al., 2002). This approach detects the 
frequency of physical contacts between any two genomic loci. Distances inferred from 
cross-linking frequencies data of physical contacts are stored in a contact matrix. Given 
such a symmetric data matrix, a three-dimensional model of the chromosome can be 
constructed based on Choleski decomposition (Lesne et al., 2014). Adaptations of 3C has 
substituted inverse PCR for PCR (4C) (Simonis et al., 2006; Zhao et al., 2006). 
Microarrays or high-throughput quantitative DNA sequencing was subsequently 
combined with 3C in lieu of polymerase chain reaction (PCR), drastically enhancing 
simultaneous detection capability (5C) (Dostie et al., 2006). Further adaptions of 5C have 
extended the process with massive computation and achieved a resolution at a megabase 
scale, unveiling two nucleic compartments corresponding to open and closed states of 
chromosome (Hi-C) (Lieberman-Aiden et al., 2009). Similar procedures have been 
applied to construct in situ Hi-C maps across nine mammalian cell lines (Rao et al., 
2014). Massive mapping identified approximately 10,000 loops and revealed several 
principles that govern the positioning of loops (e.g. loops affects global transcription by 
linking enhancer and promoter) (Sanborn et al., 2015). Apart from interphase 
chromosome dynamics, 3C has been also combined with polymer physics simulations to 
pry into metaphase chromosome. The model proposed support a classical view with 
regards to the distribution of mitotic chromosome proteins -- protein network located 
centrally inside the chromosomes (Kleckner et al., 2013; Naumova et al., 2013). Hi-C 
raw data present formidable challenges to computation because in addition to the 
ultrahigh dimensionality of Hi-C datasets, they also exhibit intrinsic layers of systematic 
biases. Those biases are inevitable due to varied cutting frequencies by restriction 
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enzymes, GC contents as well as presence of unique sequences (Yaffe and Tanay, 2011). 
Moreover, Hi-C experiments are not single-cell based techniques. In other words, they 
only measure average population effects. Therefore it is challenging to see into spatial 
variations of chromosome structure from Hi-C data (Hu et al., 2013). Due to nature of 
intensive computation and requirements of systematic elimination of biases, 
computational tools are indispensable in each generation of chromosome conformation 
capture techniques. The latest tools emphasize on visualization of Hi-C data (Durand et 
al., 2016). 
The feature that chromosome conformation capture techniques transcended into 
beyond CT model is chromosome domains. The first domain consists of gene-dense 
regions that tend to associate with each other, mostly intrachromosomally (Kalhor et al., 
2012). Somewhat surprisingly, this type of congregation was shown not be driven by 
transcriptional factories related signaling pathways as would be largely expected 
(Schoenfelder et al., 2010). The second domain, as anticipated, consists of inactive 
genomic regions. A noticeable example is that inactive Hox gens are clustered together 
by Polycomb repressive complexes (Chambeyron and Bickmore, 2004). The third type of 
domain is topologically associating domains (TADs). TADs have yet to be functionally 
defined. Nucleosome-open sites such as CTCF are frequently found in TADs. Therefore, 
chromosome structures located in TADs have very high likelihood of protruding out of 
CTs and forming loops (Dixon et al., 2012). Epigenetic modifications of histones in 
TADs are rich yet, counterintuitively, status quo of TADs does not seem to be responsive 
to removal of H3K9 and H3K27 methylation (Nora et al., 2012). The last domain that is 
emphasized recently is replication timing domain, with late-replicating domain being 
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correlated to transcriptionally inactive genomic region at the nuclear periphery (Hiratani 
et al., 2008). This domain is largely a derivative of the first two domains because 
nucleosomes sequentially replace components of transcription machinery at promoters 
after replication is through at active chromosome regions (Ramachandran and Henikoff, 
2016). 
 
Non-genetic Functions of Chromosomes 
Various sizes and degrees of compaction status of chromosome broach the subject of 
chromosome as a physical entity in tandem with a role as carrier of hereditary 
information (Bustin and Misteli, 2016). Special organization of interphase chromosomes 
contribute to establishment and maintenance of the eukaryotic cell nucleus. First evidence 
came from studies of nuclear envelope assembly at postmitotic stage (Wandke and 
Kutay, 2013). Chromosomes support laminas which in turn immobilize envelope 
membrane fragments so that these fragments are readily to assemble into an entirety. This 
role further relates chromosomes to a determinant of nuclear sizes through sensing the 
ratio of soluble factors in nuclei and cytoplasm (Jevtic et al., 2014). Another line of 
interesting evidence came from mouse melanoma cell migration experiments. H1 variants 
remain on chromosomes for a protracted period and lead to an increase in compaction. It 
strongly suggests the association between cell migration and chromosome compaction 
status (Gerlitz and Bustin, 2011).  
The complicated topology of higher-order chromosomes makes them an efficient 
platform for a wide array of molecular components to be cling on. One prominent 
example is correct timing for kinetochore assembly on centromere which is characterized 
by which is characterized by the presence of specific core histone proteins on centromeric 
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chromosome (CENP-A in mammals and Cse4 in Saccharomy cescerevisiae) (London and 
Biggins, 2014). This process that ensures precise segregation of two sets of sister-
chromatids is severely compromised when loss of methylation of H3 Lys9 at the 
centromere occurs (Tanno et al., 2015). Of note, molecules that sense chromosome 
compaction status has been identified. One notable example is ATR, an essential cell 
cycle checkpoint kinase. Conventionally, it has been viewed as a DNA damage response 
protein that sense double-strand breaks when DNA begins to replicate or genome 
instability is induced by the presence of detrimental chemical components or physical 
agents. Co-localization studies reveal ATR kinase appears on nuclear envelope after a 
short stint on nuclear periphery in response to mechanical force induced by osmotic stress 
or glass pipette manipulation in normal growing cells (Kumar et al., 2014), 
accompanying by chromosome condensation. This observation resonates with early 
findings in which DNA damage response was activated at the absence of DNA damage 
yet upon chromosome global decondensation (Bakkenist and Kastan, 2003).  
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CHAPTER II: CYTOLOGY OF DNA REPLICATION REVEALS DYNAMIC 
PLASTICITY OF LARGE-SCALE CHROMATIN FIBERS 
 
ABSTRACT1 
 
In higher eukaryotic interphase nuclei, the 100- to >1,000- fold linear compaction of 
chromatin is difficult to reconcile with its function as a template for transcription, 
replication, and repair. It is challenging to imagine how DNA and RNA polymerases with 
their associated molecular machinery would move along the DNA template without 
transient decondensation of observed large-scale chromatin “chromonema” fibers 
transcription or “replication factory” models (Belmont, 2014; Cook, 1999) in which 
polymetases remain fixed while DNA is reeled through, are similarly difficult to 
conceptualize without transient decondensation of these chromonema fibers. Here, we 
show how a dynamic plasticity of chromatin folding within large-scale chromatin fibers 
allows DNA relocation to take place without significant changes in the global large-scale 
chromatin fibers. Time-lapse imaging of lac-operator-tagged chromosome regions shows 
no major change in the overall compaction of these chromosome regions during their 
DNA replication. Improved pulse-chase labeling of endogenous interphase chromosomes 
yields a model in which the global compaction and shape of large-Mbp chromatin 
domains remains largely invariant during DNA replication, with DNA within these 
domains undergoing significant movements and redistribution as they move into and then 
out of adjacent replication foci. In contrast to hierarchical folding models, this dynamic 
plasticity of large-scale chromatin organization explains how localized changes in DNA 
topology allow DNA replication to take place without an accompanying global unfolding 
1Reprinted, with permission, from Deng et al., 2016, “Cytology of DNA Replication Reveals Dynamic 
Plasticity of Large-Scale Chromatin Fibers”, Current Biology 26, 1-8 
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of large-scale chromatin fibers while suggesting a possible mechanism for maintaining 
epigenetic programming of large-scale chromatin domains throughout DNA replication.  
 
 
INTRODUCTION 
 
Two very different models have been proposed for DNA replication. “Replication 
factory” models proposed that polymerases are immobilized in a nuclear body, while 
DNA is reeled into and out of these bodies as it is replicated. In early replication factory 
models, replication foci were interpreted as corresponding to special structures well 
separated from and independent of the pre-existing interphase chromosome structure 
(Figure 2.1A). The more traditional “replication-in-place” model instead proposes that 
the initiation of DNA replication occurs within the interphase chromosome structure, 
with DNA replication proceeding through movement of polymerases, together with their 
associated, very large, multi-protein assemblies, along the DNA template folded within 
this interphase chromosome structure. In the simplest replication-in-place model, DNA 
replication foci and incorporation of labeled nucleotides appear within the pre-existing 
interphase chromosome structure, which maintains its overall conformation before, 
during, and after DNA replication (Figure 2.1B). In this model, “replication foci” simply 
correspond to PCNA (proliferating cell nuclear antigen) accumulation or nucleotide 
incorporation over replicating DNA within pre-existing, condensed interphase 
chromosome structure. Early pulse-labeling experiments revealing compact regions of 
DNA replication were interpreted as supporting a replication factory model, due to the 
implicit assumption that interphase chromatin was dispersed and relatively uncondensed 
(Hozak et al., 1994; Nakamura et al., 1986). Later pulse-chase experiments supported a 
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DNA replication-in-place model (Figure 2.1B), due to their visualization of condensed 
chromosome foci that behaved as stable structural units through the cell cycle. This 
visualization of stable chromosome foci by pulse-chase replication labeling introduces 
new constraints with regard to either replication factory or replication-in-place models. If 
replication factories exist, then they should be located adjacent or within condensed 
interphase chromosome structures (Figure 2.1C) rather than apart from decondensed 
chromatin, as envisioned in the original model (Figure 2.1A). In the case of a replication-
in-place model, any interphase chromosome structural changes coordinated with DNA 
replication must preserve the overall structural integrity of these units of chromosome 
replication before and after replication; for instance, by a transient uncoiling of 
hierarchical folded structure prior to DNA replication, replication within this transiently 
unfolded structure (Figure 2.1D), and then re-coiling of this structure after replication.  
Distinguish between replication factory and replication-in-place models is 
considerably complicated by the high compaction of metazoan interphase chromosomes. 
In typical mammalian nuclei, most 100- to 200- kb genomic regions appear as a near-
diffraction-limited spot by fluorescence in situ hybridization (FISH). This level of 
compaction is poorly understood, although light and electron microscopy approached 
have revealed condensed, linear “chromonema” fiber-like segments with diameters of 
~100 nm and estimated compaction ratios of ~1-3 Mbp/µm. These fiber-like structures 
have been observed even for transcriptionally active chromosome regions (Belmont, 
2014; Belmont et al., 2010; Hu et al., 2009; Kireev et al., 2008).  
Although replication-in-place model was supported by the demonstration of stable, 
condensed chromosomal foci after pulse-chase labeling, more recent live-cell imaging 
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experiments revealed PCNA foci just several hundred nanometers in diameter marking 
sites of active DNA replication smaller than those previously described chromosomal 
units of replication (Leonhardt et al., 2000). These PCNA foci could represent special 
replication factories into which DNA is reeled from adjacent interphase chromosomes for 
replication (Figure 2.1C). However, they could also simply represent regions of 
condensed interphase chromosomes actively undergoing DNA replication (Figure 2.1D). 
Clusters of two to ten replicons are known to replicate synchronously (Jackson and 
Pombo, 1998). Each replicon measures 25-325 kb in size (mode, 125 kb). These replicon 
clusters packaged into large-scale chromatin fibers with 1-3 Mbp/µm compaction levels, 
therefore, would give rise to structures of a size roughly comparable to that of the 
observed PCNA foci.  
Conspicuously missing from these previous studies has been the simultaneous 
imaging of a clearly demarcated chromosome region together with PCNA replication 
foci. Also missing has been the use of pulse-chase labeling conditions of sufficient 
temporal resolution to determine the spatial relationships between sites of DNA 
replication, recently replicated DNA replication. Here, we tackle both needs, visualizing 
GFP-PCNA replication foci relative to a several-megabase-pair labeled chromosome 
region and establishing pulse-chase conditions producing effective pulse durations much 
shorter than those used previously.  
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MATERIALS AND METHODS 
 
Tissue Culture and Transfection  
CHO DG44 PDC cells containing lac operator tagged, homogeneously staining 
regions (HSRs) generated by gene amplification [S1] were grown in Ham’s F12 media 
without thymidine and hypoxathine and with 10% dialyzed FBS (Hyclone). PDC cells 
were stably transfected with pcDNA3_NLS_eGFP_hPCNA and p3’SS-dLacI-mCherry 
using Lipofectamine 2000 (Invitrogen) according to the manufacturer’s directions and 
selected with 200µg/ml G418 and 197µg/ml Hygromycin. pcDNA3_NLS_eGFP_hPCNA 
was derived from pENeGFPPCNA [S2]; eGFP-PCNA was cut from pENeGFPPCNA 
with BamHI and XbaI and cloned into pcDNA3 (ThermoFisher) cut with HindIII and 
XbaI using an adapter (AGCTTATGGCTTCGTGGGGATC) to reconstruct the correct 
start codon for eGFP-PCNA. Individual subclones were obtained by serial dilution of 
mixed clonal populations of stable transformants. HT1080 cells were cultured in 
Dulbecco’s modified Eagle medium (Invitrogen) plus 10% Fetal Bovine Serum 
(Hyclone). CHO K1 cells were grown in Ham’s F12 media with 10% FBS (Hyclone). All 
cells were incubated at 37°C in 5% CO2.  
 
Immunofluorescence  
Cells were fixed in PBS for 15 min at room temperature (RT) with 1.6% 
formaldehyde (Polyscience) or freshly made 2% paraformaldehyde (Sigma), washed 3x 5 
min with PBS, and permeabilized for 15 min in 0.1% Triton X-100 (Pierce) in PBS. Cells 
were blocked in PBS with 5% BSA in 0.1% Triton X-100 (Pierce) for 1hr at room 
temperature. Anti-PCNA staining used mouse monoclonal anti-PCNA PC- 10 (Abcam) 
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primary antibody at 1:2000 dilution and Alexa Fluor 488 goat anti-mouse IgG secondary 
antibody (Life Technologies) at 1:1,000 dilution. Click-iT (Invitrogen) labeling of EdU 
with Alexa Fluor 488 or Alexa Fluor 594 followed the manufacturer’s suggested 
procedure. DNA was counterstained with DAPI for 5min at RT (2µg/ml).  
 
Mitotic Spreads  
Mitotic cells were collected by mitotic shake-off at selected chase times after pulse 
labeling with 10µM EdU for 5 min. After shake-off, cells were incubated in 75mM KCl 
at 37°C for 15min, fixed for 10min 3x in ice-cold fresh 3:1 methanol/acetic acid, and then 
dropped onto clean glass coverslips. Coverslips were air-dried and stored for 24-48 hours 
at RT prior to rehydration in PBS with 0.1% Triton X- 100 for 10min prior to EdU 
labeling. Click-iT labeling of EdU with Alexa Fluor 488 followed antibody staining 
according to manufacturer’s instructions.  
 
Cell Synchronization  
Synchronization of PDC cells at late G1/early S used a mitotic block with 0.6µg/ml 
nocodazole for 2-2.5hr followed by mitotic shake-off and 3x wash in complete media. 
Cells were plated in compete media containing 1mM hydroxyurea (HU) for 14 hr. The 
HU block was released by washing 3x in complete media prior to live-imaging.  
CHO K1 cells were synchronized in G1/G0 using isoleucine deprivation [S3]. CHO 
K1 cells were grown in F12 media with 10% FBS to 50-60% confluency. Cells were then 
rinsed with PBS and cultured in isoleucine-free F12 media with 10% dialyzed FBS. After 
48 hr, isoleucine-minus F12 media was replaced by fresh F12 media with 10% FBS and 1 
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mM HU. This G1/S block was removed 14 hrs later by washing cells and adding media 
without HU.  
HT1080 cells were synchronized by a double thymidine block. Cells were grown in 
DMEM media with 10% FBS to 50-60% confluency. 200 µM of thymidine (SIGMA) 
was added to the media. Approximately 16 hr later, cells were rinsed with PBS and 
incubated with new media. 10 hr later, 200 µM thymidine was added to the media and 
cells were cultured for another ~16hrs. Cells were released into S- phase by changing to 
new media.  
 
Microscopy and Data Analysis  
Wide-field light microscopy images for measuring nuclear EdU incorporation were 
collected on the Applied Precision Deltavision IX71-Olympus wide-field microscope 
(GE Healthcare) using a 60X/1.42 PlanApochromatic oil immersion objective. 3D optical 
section datasets at 0.2µm z-increment were collected, spanning the entire nuclear 
volumes from randomly selected cells on the coverslip.  
Deconvolution used an iterative constrained algorithm in the Softworx software 
package (GE, Healthcare). Samples were mounted in VectaShield anti-fade solution prior 
to microscopy.  
Samples for Structured Illumination Microscopy (SIM) were mounted in VectaShield 
(Vector) anti-fade solution. SIM (Fig. 2) was performed on an Applied Precision OMX 
V3 (GE Healthcare) using a 100x/1.4 NA oil immersion objective. Light from pairs of 
diode lasers (405 nm and 488 nm, or 488 nm and 592.5 nm) was transmitted on the focal 
plane of the sample. Image stacks with a z-distance of 0.125 µm were acquired. Emitted 
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light passes through a set of dichroic mirrors directing light to two EMCCD cameras 
(Cascade II 512). Exposure time was between 30 ms and 100 ms, yielding typically 3000-
5000 max counts in a raw image of 16-bit dynamic range. SIM image reconstruction, 
registration of channels, and data alignment used used Softworx software (GE 
Healthcare).  
For live-cell microscopy, cells were plated onto glass-bottom microwell dishes 
(MatTek) and placed within a microscope incubation chamber (Applied Precision) set to 
37°C and 5% CO2. Data was collected on the OMX V3 system with 100x/1.4 NA oil 
immersion objective and cooled EMCCD (Cascade II 512) using 0.1% and 1% 
transmittance for 488 and 592 nm lasers, respectively, with exposure times of 20-30 ms 
(488 nm) and 20-40 ms (592 nm). 3D optical sections (z-step 0.25 µm) were taken every 
15min for 7 hrs after release from HU block. Two channels (Ex 488nm, 592.5nm) were 
acquired sequentially. Deconvolution using iterative, constrained reconstruction and 
channel registration and alignment was done using Softworx software.  
 
Image Analysis  
Fluorescence intensity measurements of total intensity were performed using ImageJ 
using “sum intensity” projections. The integrated intensity within a region of interest 
(ROI) was measured; this ROI was shifted over an adjacent background region and the 
integrated intensity summed in the equivalent size background region. This background 
integrated-intensity was then subtracted from the original ROI integrated intensity to 
yield a background corrected value. This procedure was adopted to calculate nuclear EdU 
fluorescence, using the entire nucleus as the ROI, or the total mCherry-LacI signal over 
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chromosome loci. For the latter measurements, an adjacent, nucleoplasmic region with 
the same size of the target ROI was used for the background signal. For measurements of 
EdU incorporation per chase time, ~20 cells were analyzed for each chase time point and 
normalized by the variable exposure times used. Area measurements were made for the 
selected ROIs. Plotting of values was done using Microsoft Excel. Calculation of the 
Manders’ coefficient for colocalization used the JACoP Plugin for NIH Image J [S4].  
 
Flow Cytometry  
CHO K1 or HT1080 cells were synchronized at the G1/S boundary and released into 
S-phase for 2hrs. Pulse-chase conditions for each cell line were as used in our imaging 
experiments. CHO K1 cells were pulsed with 10 µM EdU for 30s and chased for 3 min, 6 
min, 9 min, 18 min or 36 min. HT1080 cells were pulsed with 40 µM EdU for 10s and 
chased for 3 min, 6 min, 9 min, 18 min or 36 min. After chase, cells were rinsed with ice-
cold PBS and trypsinized. Cells were pelleted and stained with Alexa Fluor 488, 
following the manufacturer’s instruction (Click-iT EdU Alexa Fluor 488 Flow Cytometry 
Assay Kit, Thermo Fisher, Cat # C-10425). We used cells that were not pulsed with EdU 
but were stained with the Click-iT Alexa Fluor 488 as a negative control. Flow cytometry 
used a BD FACS Canto RUO Special Order System (Biotechnology Center, UIUC).  
 
Measurement of The Tntracellular EdU Pool Levels by LC-MS/MS  
Cells were synchronized and pulse-chased as described above. After pulse labeling, 
CHO K1 or HT1080 cells were chased for 0 min, 3 min, 6 min, 9 min, 18 min or 36 min. 
Cells were then rinsed with ice-cold PBS, trypsinized, washed with PBS again, and 
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centrifuged to collect cell pellets. Greater than 1x107 cells were collected for each time 
point and the same numbers of cells were used to extract EdU and nucleotides at each 
time point. 70% ice-cold ethanol was used to resuspend the cell pellets and precipitate 
proteins. The resulting solution was vortex-mixed, incubated at -20 °C overnight, and 
sonicated for 15 min at 4 °C. Cell extracts were centrifuged at 1,000xg for 5 min at 4 °C. 
Supernatants were passed through pre-equilibrated Amicon Ultra centrifugal filters at 
4 °C to remove macromolecules >3 KDa. The filtrates were evaporated on a Vacufuge 
Concentrator 5301 machine (Eppendorf) or dried under a stream of nitrogen. The 
resultant material was reconstituted in 200 µl of mobile phase A and centrifuged at 
1,000xg for 5min at 4 °C to remove any precipitation. BrdU was added to the resulted 
supernatant with a final concentration of 1 µM. 10 µl of the supernatant was injected into 
LC-MS/MS system.  
LC-MS/MS experiments were performed in the UIUC School of Chemistry Sciences 
Mass Spectrometry Laboratory on a Waters Synapt G2-Si ESI MS electrospray mass 
spectrometer (Waters). Previously reported HPLC conditions were adopted and coupled 
to the LCQ ion trap mass spectrometer for the analysis [S5, S6]. The ESI source was 
operated in the negative mode. All operations were controlled by MassLynx (Waters) 
software and quantitative analysis was carried out with MarkerLynx software (Waters).  
 
Immunogold Staining  
Cells pulse-chased with EdU were permeablized for 1min in PBS* buffer (Ca-, Mg-
free PBS with 5mM MgCl2 and 0.1mM EDTA) containing 0.1% Triton X-100 and then 
fixed in 3.7% paraformaldehyde for 15min at room temperature. After washing 3x 5min 
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in PBS*, EdU was Click-it labeled with Alexa 488-azide (Invitrogen). Samples were 
washed with PBS* and blocked in 5% BSA in PBS*+0.1%Triton X- 100 for 30 min at 
room temperature followed by staining with anti-Alexa 488 (Invitrogen) primary 
antibody (1/1,000 dilution) at 4°C overnight. Cells were washed in PBS*+0.1% Triton X-
100, and stained with secondary goat-anti-mouse Nanogold-coupled Fab’ (Nanoprobes) 
at 4°C for 12 hrs. Samples were then washed in PBS*+0.1%Triton X-100, fixed with 
2.5% glutaraldehyde in PBS* for 1 hr at room temperature, quenched with 1mg/ml 
NaBH4 and processed for silver enhancement using the Dancher procedure. 
 
 
RESULT 
 
We used gene amplification of cDNA DHFR (dihydrofolate reductase) transgenes in 
Chinese hamster ovary (CHO) cells to create large lac-operator/repressor-tagged 
chromosome regions choosing the PDC gene-amplified cell clone for further analysis 
(Robinett et al., 1996). PDC cells contain large lac-operator-tagged chromosome regions, 
forming linear chromonema fibers of ~120-180 nm in diameter, as demonstrated by both 
conventional and in vivo immunogold labeling, resembling endogenous chromosome 
regions (Belmont and Bruce, 1994; Kireev et al., 2008; Kireeva et al., 2004; Robinett et 
al., 1996). We isolated the PDC clone bA2 stably expressing EGFP-PCNA and mCherry-
lac repressor. bA2 mitotic chromosome spreads show three distinct amplified 
chromosome regions (Figure 2.2A), which replicate during the first ~4hr of S phase, as 
revealed by live-cell microscopy (Figure 2.4), pulse-chase EdU (5-ethynyl-2’-
deoxyuridine) labeling of mitotic cells (Figure 2.2B-E), and pulse labeling of interphase 
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nuclei (Figure 2.3). The two smaller regions (loci 2 and 3) begin replication early in S 
phase, whereas the largest region (locus) begins replication ~1-2 hr into S phase (Figure 
2.2B). This replication timing is consistent with the localization of PCNA loci near the 
edge of, or within, these PDC chromosome regions in cells with replication patterns 
typical of early (loci 1-3) to mid-S phase (locus 1) (Figure 2.3, Figure 2.4, Figure 2.5B-D, 
Figure 2.6A, Figure 2.7A, Figure 2.8A) (O'Keefe et al., 1992). 
From previous estimation of metaphase chromosome compaction in CHO cells, loci 1 
and 2 must be tens of mega base pairs in size (Figure 2.2A) (Li et al., 1998). The high 
compaction of DNA and desity of lac operator repeats within these amplified 
chromosome regions allow us to visualize large chromosome regions as near contiguous 
fiber segments of lac repressor staining within interphase nuclei as they undergo DNA 
replication (Figure 2.5B). 
We observed individual replication foci closely associated with PDC chromosome 
regions over periods of ~15-60min (two to four time points) (data not shown), consistent 
with the previously reported 30- to 180-min lifetimes of PCNA foci (Leonhardt et al., 
2000). These replication foci appeared shortly before and during the several hours that 
the mCherry-LacI signal over these PDC regions doubled in intensity (Figure 2.5A, 
Figure 2.6B, Figure 2.7B, Figure 2.8C). Thus, three independent methods for determining 
replication timing—pulse-chase labeling of mitotic spreads, stable association of GFP-
PCNA foci, and doubling of mCherry-LacI signal—all show these amplified 
chromosome regions as replicating during the first half of the S phase. Locus 1 continues 
replication into the beginning of replication pattern 3 in mid-S phase, as inferred by the 
stable association of replication foci with this locus during this time (Figure 2.8A-B, 5hr) 
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and the 1- to 2- hr delays in replication timing, relative to the other loci, demonstrated by 
the mitotic pulse-chase (Figure 2.2B) and doubling of mCherry-LacI signal 
measurements (Figure 2.8C). 
Importantly, these PDC chromosome regions typically showed no major, global 
decondensation in large-scale chromatin structure throughout the periods of S phase in 
which they replicated (Figure 2.5A-B, Figure 2.6A-B, Figure 2.7A-B, Figure 2.8B-C). 
Replication foci frequently appeared at the edge of large segments of large-scale 
chromatin foci or fibers (Figure 2.5B-C, Figure 2.6B-C, Figure 2.7B-C), as supported by 
the skewed distribution of the distance between the PCNA foci centers from the center of 
the adjacent mCherry-LacI signals (Figure 2.5D). Transient localized extension of large-
scale chromatin loci was sometimes observed, but this occurred after DNA replication, as 
timed by the disappearance of associated PCNA foci and doubling of the mCherry-LacI 
signal (Figure 2.8B, large arrow; Figure 2.8C, red line). No significant decondensation 
coinciding with DNA replication was observed, as would be expected from models in 
which a hierarchical folded large-scale chromatin fiber uncoiled to a lower level of 
compaction (Figure 2.1D). 
Our imaging results, instead, favor the adjacent replication factory model (Figure 
2.1C) in which DNA segments, tens of kilobases in size, move smaller distances from 
within condensed large-scale chromatin fibers into discrete replication foci immediately 
adjacent to and/or within these fibers. No new fiber formation or change in overall 
compaction accompanies DNA replication of these PDC loci, implying that this newly 
synthesized DNA must exit these replication foci back into the same large-scale 
chromatin fiber following their replication. This “dynamic chromatin plasticity” 
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replication model would require a relatively disordered, dynamic internal structure for 
these large-scale chromatin fibers, very different from previously proposed hierarchical 
folding models (Belmont and Bruce, 1994; Kireeva et al., 2004), but in line with 
conclusions drawn from the analysis of lac operator repeat pairing within BAC (bacterial 
artificial chromosome) transgene tandem arrays (Sinclair et al., 2010). 
To test this dynamic chromatin plasticity model, we visualized newly replicated DNA 
of endogenous chromosomes. Preliminary experiments in CHO cells showed that newly 
replicated DNA exits replication foci after a ~9 min pulse. We adjusted EdU labeling 
conditions until we established significantly improved EdU labeling conditions with an 
effective pulse duration of 9 min. 
We determined the effective pulse duration by measuring how long the EdU total 
incorporation per nucleus continued to increase after a pulse and then chase. We 
measured total EdU fluorescence per nucleus using either deconvolution light microscopy 
(“image analysis”; Figure 2.9A-B) or flow cytometry. A constant EdU concentration 
producted a linear increase versus time in EdU incorporation (Figure 2.9A). In CHO 
cells, EdU incorporation plateaued 9 min after a 30-s pulse of 10 µM EdU (Figure 2.9 B). 
This 9 min effective pulse duration in CHO cells is consistent with the time required for 
EdU cytosolic concentrations, measured by liquid chromatography-tandem mass 
spectrometry (LC-MS/MS), to decrease substantially after the same 30 s, 10 µM EdU 
pulse (Figure 2.9C) 
Changes in the size or shape of the EdU foci after 9 min chase, therefore, represent 
conformational changes rather than new EdU incorporation. The EdU signal co-localized 
with PCNA immunostaining with short pulse times of ~8 min or less, as visualized by 3D 
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SIM (Structured illumination Microscopy) super-resolution light microscopy (Figure 
2.9D). newly labeled DNA, still organized in punctate foci, shows increasing separation 
from partially overlapping PCNA foci from ~9 to 18 min chase times (Figures 2.9D and 
Figure 2.10 A-B, Figure 2.11A-B). Separation between EdU and PCNA foci is also 
apparent from the progressive drop in the Manders’ overlap coefficient measuring the 
proportion of EdU image signal overlapping with GFP-PCNA signal (Figure 2.11D) 
(Manders et al., 1992). By 36-60 min of chase, newly labeled DNA has expanded 
noticeably from small punctate foci to larger, elongated fiber-like segments that are 
largely non-overlapping with adjacent PCNA foci (Figure 2.10, Figure 2.11C). These 
adjacent PCNA foci likely represent some combination of old and new replication foci 
from what existed at the time of the EdU pulse, with the proportion of new replication 
foci increasing with increasing chase time. The appearance of GFP-PCNA foci adjacent 
to EdU fiber-like signals after a long (1 hr) chase suggests that new GFP-PCNA foci may 
form and replicate additional replicon clusters contained within the same large-scale 
chromatin fiber, consistent with our live-cell imaging showing replication foci appearing 
and disappearing at different locations on the periphery of the same mCherry-LacI foci 
(Figure 2.5B, Figure 2.6A, Figure 2.7A, Figure 2.8A). Both sets of observations suggest 
the intermingling of neighboring replicon clusters with asynchronous replication timing, 
each several hundred kilo-bases in size, within the same chromonema fiber segment. Out 
results do not distinguish between random firing of replicon clusters along a chromonema 
fiber segment versus a domino model in which completion of replication in one 
replication focus triggers the initiation of replication in neighboring new replication focus 
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(Sporbert et al., 2002). Our results do exclude a model involving a continuous 
progression in replication timing along the length of a chromonema fiber. 
This transition from small, punctate EdU foci overlapping with PCNA foci to larger, 
elongated, fiber-like segments adjacent to PCNA foci is paralleled by an increase in the 
co-localization of EdU with DAPI-dense regions (Figure 2.10). After a 36 to 60 min 
chase, the EdU signal largely overlaps bright DAPI-stained regions, while PCNA foci lie 
on the periphery or adjacent to these DAPI and EdU bright regions, like the distribution 
of GFP-PCNA foci adjacent to the PDC chromosome loci visualized in live cells.  
These results strongly support the adjacent replication factory model (Figure 2.1C), in 
which DNA moves into replication foci lying immediately adjacent to or overlapping 
with large-scale chromatin domains, replicates, and then moves back into and spreads 
within these large-scale chromatin domains with increasing chase time. We suggest that 
poorer temporal resolution due to continued nucleotide incorporation after traditional 
pulse-chase experiments have led, instead, to the replication-in-place models proposed in 
previous studies (Ferreira et al., 1997; Jackson and Pombo, 1998; Sadoni et al., 1999; 
Sparvoli et al., 1994).  
Indeed, earlier experiments of ours in human HT1080 fibroblasts had also suggested a 
“replication-in-place” model for DNA replication. Using traditional pulse-chase 
conditions, SIM images showed abundant short, fiber-like segments of EdU incorporation 
after 10 µM EdU pulses for 20-40 min. We subsequently determined that separation of 
DNA from replication foci in HT1080 cells occurs within ~6 min. In HT1080 cells, we 
used a 10 s, 40 µM EdU exposure to create an effective pulse time of 6 min (Figure 
2.12A-C). 
 34 
Using these modified pulse-chase condition, we observed a faster but otherwise 
similar transition, as seen in CHO cells. Punctate EdU incorporation extensively 
overlapped PCNA foci after a 3 to 6 min chase (Figure 2.12D). EdU incorporation began 
to separate from PCNA foci at later times, changing to larger, fiber-like segments of EdU 
incorporation adjacent to PCNA foci after an 18 to 36 min chase (Figure 2.13, Figure 
2.14). PCNA foci are smaller and more closely spaced in HT1080 cells (mean separation, 
0.27µm) than in CHO cells (mean separation, 0.5 µm). Using traditional pulse durations 
of 20-40 min, EdU incorporation from adjacent replication foci, instead, would merge 
into labeled fiber segments.  
To confirm our light microscopy observations, we used Transmission Electron 
Microscopy (TEM) to visualize EdU spreading after a pulse-chase in CHO cells. After a 
9 min chase, immune gold staining shows EdU incorporation in small foci lying over, or 
at the immediate periphery of, large-scale chromatin domains (Figure 2.15A-B). After a 
36 min chase, this EdU incorporation spreads throughout large-scale chromatin fiber 
segments (Figure 2.15C-D). 
 
 
DISCUSSION 
 
In summary, our SIM and TEM pulse-chase labeling, combined with our live imaging 
results, lead to a dynamic chromatin plasticity model for DNA replication within the 
context of large-scale chromatin compaction. Traditional effective pulse times of tens of 
minutes would have suggested a replication-in-place model (Figure 2.16A). In contrast, 
our improved pulse-chase conditions reveal how DNA from multiple replicons contained 
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within a common large-scale chromatin domain or fiber must move into and concentrate 
in replicon foci that lie adjacent to this domain or fiber (Figure 2.16B, upper left). Newly 
replicated DNA then exits these foci, returning into and spreading throughout these large-
scale chromatin structures without any major global large-scale chromatin 
decondensation accompanying the DNA replication of these regions (Figure 2.16B; 
arrows indicate order of increasing chase time). 
These results also confirm the folding of most DNA, including early replicating, 
gene-rich, euchomatic chromosomal regions, into large-scale chromatin fibers in CHO 
and HT1080 cells. We had previously inferred this from our studies of transcriptionally 
active multi-copy BAC transgenes (Hu et al., 2009), but our present results now 
demonstrate this for endogenous chromosomes.  
Our dynamic chromatin plasticity model has several potential biological implications. 
First, it explains how DNA replication, executed by large, macromolecular complexes, 
can occur in the context of highly condensed, large-scale chromatin organization. Second, 
out model suggests a speculative model for inheritance of distinct epigenetic states over 
large chromatin domains such as TADs (Dixon et al., 2012; Hou et al., 2012; Nora et al., 
2012; Sexton et al., 2012), LOCKs (Wen et al., 2009) and LADs (Guelen et al., 2008; 
Peric-Hupkes and van Steensel, 2010). 
Our results show that newly replicated DNA near newly activated origins would still 
be within replication foci within ~6-9 min after replication, depending on the cell types 
(Figure 2.16C, upper left panel). At later times, replicated DNA would begin dispersing 
throughout condensed large-scale chromatin domains (Figure 2.16C; arrow show 
progression over time), thus becoming surrounded by unreplicated chromatin still 
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containing its full repertoire of epigenetic marks and chromatin-modifying machinery. 
Close contact with this unreplicated DNA would then facilitate duplication of similar 
marks over the newly replicated DNA (Figure 4C). The estimated 30 to 180 min lifetime 
of individual replication foci would allow sufficient time (Leonhardt et al., 2000), first for 
the transfer of these epigenetic marks from the unreplicated DNA to the earliest 
replicating DNA and then for the repeated transfer of these epigenetic marks from this 
nearly replicated DNA to the last DNA to replicate within the chromatin domain. 
Moreover, DNA from several neighboring clusters of replicons, each cluster replicating 
at slightly different times in different PCNA foci, might physically intermingle through 
this dynamic plasticity behavior within the same large-scale chromatin fiber segment, 
extending the time even further for inheritance of chromatin domain epigenetic memory. 
Finally, our dynamic plasticity model suggests how long-range DNA looping can occur 
within the context of large-scale chromatin domains or fibers, possibly reconciling 
predictions of extensive long-range looping from 3C (chromosome conformation capture) 
experiments with the observations of extended chromonema fibers visualized by 
microscopy. 
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FIGURES 
 
Figure 2.1 Four Models for DNA Replication Spatial Organization  
 
 
 
 
 
A.   Replication factory model: dispersed DNA is reeled in and out of replication foci 
during replication  
B.   Replication-in-place model: replication foci correspond to pre-existing megabase-pair 
scale units of large-scale chromatin compaction undergoing replication  
C.   Modified replication factory model: replication factories lie immediately adjacent to 
pre-existing megabase-pair scale units of large-scale chromatin compaction  
D.   Modified replication-in-place model: replication foci correspond to units of large-
scale chromatin compaction that may transiently decondense during in- place DNA 
replication  
Gray indicates DNA/chromosomes, and green indicates replication foci. 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Figure 2.2 Tagged Chromosome Regions in PDC bA2 and Their Replication Timing 
Measured by Mitotic Spread 
 
 
 
A.   Mitotic spread (DAPI, blue) of PDC bA2 cell clone shows three gene-amplified 
chromosome regions (mCherry-LacI, red) named in order of decreasing size  
B.   Fraction (Labeling Ratio, y axis) of labeled mitotic spreads (blue) or chromosome 
loci (orange, locus 1; green, locus 2; dotted orange, locus 3) as a function of chase 
time after EdU pulse labeling reveals early (loci 1–3) to mid-S phase (loci 1) labeling.  
C-E. Pulse-chase labeling of mitotic spreads using 3 min EdU pulse and 2-14 hrs chase. 
Mitotic spread (DAPI, blue) of PDC βA2 cell clone shows three gene-amplified 
chromosome regions (mCherry-LacI, red)- loci 1-3 named in order of decreasing size and 
EdU incorporation (green, Click-It Alexa Fluro 488), tagged chromosome regions. C.  12 
hrs chase; D.  9 hrs chase; E.  3 hrs chase. In (A.) and (C-E.), locus 1, long arrow; locus2, 
short arrow; locus 3, arrow head. Scale bars: 5 µm.  
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Figure 2.3 Association of Replication Foci Suggests Replication Timing of Tagged 
Regions 
 
Early replication of amplified chromosome regions based on pulse-chase and mitotic 
chromosome labeling is also consistent with presence or absence of co-localization of 
GFP-PCNA foci (green) with mCherry-LacI loci (red) in early (A), middle (B), and late 
S-phase nuclei (C). GFP-PCNA foci localize adjacent to or overlapping with loci 1-3 in 
early S phase, but only locus 1 co-localizes with GFP-PCNA in a subset of middle S-
phase cells; no overlap is seen in late S-phase.  
Locus 1, long arrow; locus2, short arrow; locus 3, arrow head. Scale bars: 5 µm.  
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Figure 2.4 PDC bA2 Cell Went Through S Phase 
 
Tagged (red, mCherry-LacI) chromosome regions (loci 1–3, long arrow, short arrow, and 
arrowhead, respectively) and GFP-PCNA foci (green) visualized as 2D projections as a 
function of time (in hours) after release from late G1/early S phase block. PCNA foci 
adjacent or near amplified chromosome loci are only seen in early to middle S phase. A. 
1 hrs; B. 3 hrs; C. 5 hrs; D. 7 hrs after release from the G1/S phase boundary. Scale bar: 5 
µm. 
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Figure 2.5 Live-cell Imaging Showing Replication Timing for Locus 1 of PDC bA2  
 
A.   Images showing locus 1 at 15 min intervals from 15 min to 7 hrs (arranged from left 
to right, top to bottom) after release from late G1/early S phase block: mCherry-LacI 
(red), GFP-PCNA (green). “Begin” and “End” correspond to estimated beginning and 
end times for DNA replication inferred from measurement of mCherry-LacI signals. 
GFP- PCNA foci associate with loci during these times. 
B.   Doubling of mCherry-LacI signal (red) for locus 1 show DNA replication timing. 
During DNA replication, the projected area (black) of locus 1 remains unchanged. 
Scale bars, 1 µm 
C.   Images and intensity line-scans (along white arrows) from orange-framed panels (A.) 
showing GFP-PCNA (green, image and line-scans) associated with mCherry-LacI 
(red, image and line-scans) signals from loci 1 
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Figure 2.6 Live-cell Imaging Showing Replication Timing for Locus 2 of PDC bA2  
  
A. Locus 2 DNA replication occurs without global decondensation of large-scale 
chromatin fiber, as shown by doubling of mCherry-LacI signal from 15 min to 4–5 hr 
(red) without significant change in projected area (black). B. Visualization of locus 2 
(red, mCherry-LacI), as seen in projections at 15-min intervals (in order of left to right, 
top to bottom) after release from the late G1/early S phase block. GFP-PCNA foci 
(green) adjacent to locus 2 are observed in optical sections from 15 min (Begin) to 4 hr, 
45 min (End). C.  Images and intensity line scans (along white arrows) from the orange-
framed panels in B. showing GFP-PCNA (green, image and line scans) associated with 
mCherry-LacI (red, image and line scans) signals. D. Histogram of measured peak-to-
peak distances between GFP-PCNA and mCherry-LacI signals for 28 foci from B. Scale 
bars, 1 µm  
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Figure 2.7 Live-cell Imaging Showing Replication Timing for Locus 3 of PDC bA2  
 
A.   Images showing locus 3 at 15 min intervals from 15 min to 7 hrs (arranged from left 
to right, top to bottom) after release from late G1/early S phase block: mCherry-LacI 
(red), GFP-PCNA (green). “Begin” and “End” correspond to estimated beginning and 
end times for DNA replication inferred from measurement of mCherry-LacI signals. 
GFP- PCNA foci associate with loci during these times. 
B.   Doubling of mCherry-LacI signal (red) for locus 1 show DNA replication timing. 
During DNA replication, the projected area (black) of locus 3 remains unchanged. 
Scale bars, 1 µm 
C.   Images and intensity line-scans (along white arrows) from orange-framed panels (A.) 
showing GFP-PCNA (green, image and line-scans) associated with mCherry-LacI 
(red, image and line-scans) signals from loci 3 
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Figure 2.8 Locus 1 Occasionally Decondenses after Replication  
 
A.   Replication of locus 1 sometimes continues into first part of middle S phase. GFP-
PCNA foci patterns change from early to middle replication pattern between 3-5 hrs 
but concentration of GFP-PCNA foci (green) over locus 1 (red, mCherry-LacI, 
arrowheads) is still present at 5 hrs but gone at 7 hrs. 
B.   Projections of optical sections covering the entire locus from consecutive 15 min time 
points (arranged from left to right, top to bottom) from 15 mins to 7 hrs after release 
from early-S phase block: GFP-PCNA foci (green), mCherry-LacI (red). GFP-PCNA 
foci are associated with different regions of locus 1 from ~1.25-6 hrs. One sub-region 
shows closely associated GFP-PCNA foci between 1.25 hrs (arrowhead) to 3 hrs 
(small arrow). At 4 hrs this region (larger arrow) shows local 
extension/decondensation 
C.   Doubling of overall mCherry-LacI signal (blue) between 1-6 hrs after release from 
late G1/early S phase block occurs during time when GFP- PCNA foci are associated 
with locus 1. Integrated projected area of locus 1 does not change significantly 
throughout this replication period (grey dash line). Local decondensation at 4 hrs 
(large arrow,H) of subregion within locus 1 occurs after doubling of its mCherry-LacI 
signal (red). (Gap in mCherry-LacI represents time period when this subregion 
merges with other regions of locus 1.) Scale bars: 5 µm (A.), 1 µm (B.).  
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Figure 2.9 Effective Pulse Condition Strictly Labeled Nascent DNA within 
Replication Foci for CHO Cells 
 
 
A.   EdU incorporation increases linearly with the duration of pulse-labeling time (in 
minutes, along the x axis) for CHO, as measured by image analysis (solid squares and 
line, y axis at left) or flow cytometry (hollow squares, dashed line, y axis at right). 
B.   EdU incorporation plateaus in CHO cells at ~9 min after a 30-s EdU pulse. 
C.   EdU cellular pool concentration by LC-MS/MS after a 30-s pulse in CHO cells. EdU 
concentrations were undetectable at longer chase times (18 and 36 min) 
D.   Exit of EdU (red) from GFP-PCNA (Green) foci becomes obvious at chase time of ~9 
min in CHO cells. Scale bars, 0.5 µm 
Error bars in (A.) and (B.) indicate the SD of nuclear fluorescence intensity among 
20–30 sampled nuclei. 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Figure 2.10 Newly Replicated Chromosome Regions Labeled by Effective Pulse 
Showed Shape Change After 9min Chase for CHO Cells 
 
In CHO cells, EdU signals (red) versus GFP-PCNA foci (green) and DAPI (blue) after 
chase times of 9 min (A), 18 min (B), 36 min (C), and 1 hr (D). DNA (blue) colocalizes 
with GFP-PCNA (green) foci at 9 min (A), is still compact in shape but has largely 
separated from GFP-PCNA foci by 18 min (B), and has spread out within DAPI-dense 
regions at 36 min (C), with spreading continuing through to 1 hr (D). Longer chase times 
yield an increased colocalization of EdU signal (red outlines) with DAPI- rich regions, 
while PCNA foci (green outlines) remain over DAPI-poor regions. EdU area increases in 
CHO cells from a 9-min to a 1-hr chase time. Panels (below) show the enlargements of 
the regions highlighted in square white boxes (top). Scale bars, 5 µm (top row) and 1 µm 
(bottom row).  
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Figure 2.11 Separation of nascent DNA from PCNA replication foci as function of 
chase time in CHO Cells 
 
CHO cells expressing GFP-PCNA (green) after 30s, 10 µM EdU pulse (red) and chase 
for 9 min (A), 18 min (B), and 1 hr (C). Left panel: grazing optical section from early S-
phase nucleus, scale bar: 5 µm; Right panel (top): enlarged region from left panel (boxed 
region), scale bar: 1 µm; Right panel (bottom): Scatter plot of green (y-axis) versus red 
(x-axis) pixel intensities. (D) Pearson R value (y-axis) showing loss of correlation 
between red and green with increasing chase time (x-axis).  
  
 48 
Figure 2.12 Effective Pulse Condition Strictly Labeled Nascent DNA within 
Replication Foci for HT1080 Cells 
 
A.   EdU incorporation increases linearly with the duration of pulse-labeling time (in 
minutes, along the x axis) for HT1080, as measured by image analysis (solid squares 
and line, y axis at left) or flow cytometry (hollow squares, dashed line, y axis at 
right). 
B.   EdU incorporation plateaus in HT1080 cells at ~6 min after a 10-s EdU pulse. 
C.   EdU cellular pool concentration by LC-MS/MS after a 10-s pulse in HT1080 cells. 
EdU concentrations were undetectable at longer chase times (12 and 18 min) 
D.   Exit of EdU (red) from GFP-PCNA (Green) foci becomes obvious at chase time of ~6 
min in HT1080 cells. Scale bars, 0.5 µm 
Error bars in (A.) and (B.) indicate the SD of nuclear fluorescence intensity among 20–30 
sampled nuclei. 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Figure 2.13 Newly Replicated Chromosome Regions Labeled by Effective Pulse 
Showed Shape Change After 6min Chase for HT1080 Cells 
 
In HT1080 cells, EdU signals (red) versus GFP-PCNA foci (green) and DAPI (blue) after 
chase times of 6 min (A), 12 min (B), 18 min (C), and 36 min (D). DNA (blue) 
colocalizes with GFP-PCNA (green) foci at 9 min (A), is still compact in shape but has 
largely separated from GFP-PCNA foci by 12 min (B), and has spread out within DAPI-
dense regions at 18 min (C), with spreading continuing through to 36 min (D). Longer 
chase times yield an increased colocalization of EdU signal (red outlines) with DAPI- 
rich regions, while PCNA foci (green outlines) remain over DAPI-poor regions. EdU area 
increases in HT1080 cells from a 6-min to a 36 min chase time. Panels (below) show the 
enlargements of the regions highlighted in square white boxes (top). Scale bars, 5 µm 
(top row) and 1 µm (bottom row).  
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Figure 2.14 Separation of nascent DNA from PCNA replication foci as function of 
chase time in HT1080 Cells 
 
 
HT1080 cells expressing GFP-PCNA (green) after 10s, 30 µM EdU pulse (red) and chase 
for 6 min (A), 12 min (B), and 18 min (C). Left panel: grazing optical section from early 
S-phase nucleus, scale bar: 5 µm; Right panel (top): enlarged region from left panel 
(boxed region), scale bar: 1 µm; Right panel (bottom): Scatter plot of green (y-axis) 
versus red (x-axis) pixel intensities. (D) Pearson R value (y-axis) showing loss of 
correlation between red and green with increasing chase time (x-axis).  
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Figure 2.15. Spreading of Newly Replicated DNA within Large-Scale Chromatin 
Fibers in CHO Cells Visualized by TEM  
 
(A–D) Immunogold staining against EdU-Alexa Fluor 488. 30-s EdU pulse followed by a 
9-min (A and B) or 36-min (C and D) chase. Scale bars, 1 mm in (A) and (C) and 0.5 
mm in (B) and (D). (A and B) At the 9-min chase, EdU-labeled, newly replicated DNA 
(black, silver-enhanced gold particles) localizes at the immediate periphery of large-scale 
chromatin domains (gray).  
(C and D) After a 36-min chase, EdU pulse incorporation has spread within large-scale 
chromatin domains.  
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Figure 2.16. Movement of Replicated DNA out of Replication Foci and into Large-
Scale Chromatin Fibers or Domains and Model for How This Chromatin Dynamic 
Plasticity May Explain Inheritance of Distinct Epigenetic States over Large 
Chromatin Domains  
 
A.   Traditional labeled-nucleotide pulse times of tens of minutes will result in the 
labeling (red) of both replication foci (bumps on edge of fiber) and adjacent large-
scale chromatin fibers or domains (gray). The predicted invariance of this labeling 
pattern with additional chase time would be interpreted as consistent with a 
replication-in-place model. 
B.   Using shorter effective pulse times will result in labeling (red), first over replication 
foci (upper left) adjacent to large-scale chromatin fiber or domain (gray), followed by 
exit of labeled DNA out of the replication foci into the large- scale chromatin fiber. 
With increasing chase times (arrows), a constant amount of labeled DNA will spread 
out within the large-scale chromatin fiber (pink). 
C.   Model for epigenetic inheritance of marks over large chromatin domains: newly 
replicated DNA (red, upper left corner) in replicated foci will incorporate new 
histones. With the chase out of replication foci into large-scale chromatin fiber, newly 
replicated DNA, as it inserts into the large-scale chromatin fiber or domain, will now 
accumulate new marks through contact with surrounding, not-yet-replicated 
chromatin with distinctive epigenetic marks and the ma- chinery for writing these 
marks (blue). If this acquisition of new marks (red to purple to blue transition) occurs 
sufficiently fast, the last replicating DNA in each replicon will reinsert into large-
scale chromatin domains after earlier replicated regions of these replicons have 
assumed these marks and the machinery for writing these marks. 
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CHAPTER III: A NOVEL METHOD FOR LABELING CAMELID NANOBODY 
WITH NANOGOLD PARTICLES 
 
ABSTRACT 
 
Derived from the variable regions of Camelidae atypical immunoglobulins, the 
single-domained nanobodies have shown promising potentials as research, diagnostic and 
therapeutic tools, owing to their high-affinity, high-specificity, small size and 
straightforward bacterial expression. Nanobodies conjugated with conventional chemical 
dyes are commercially available already. The novel in vivo expression of fluorescent 
proteins or peroxidases fused nanobodies attracts attention to their versatility in the field 
of live labeling. However, as one type of the conventional labels, gold particles have only 
been reported to be successfully conjugated with nanobodies once (Van de Broek, 2011) 
using a complicated procedure. No commercial version of this labeling is available, 
indicating the possible difficulties in conjugation of gold particles and nanobodies.  
As foreseeing the wide application of gold conjugated nanobodies, I designed a new 
method to label nanobodies with nano-sized gold particles. This labeling method, 
featuring straightforward procedures, is compatible with commercial gold reagents.  
 
INTRODUCTION 
 
Antibodies (Abs) throughout all vertebrate species examined so far are composed of a 
basic structure formed by two identical light chains and two identical heavy chains. The 
N-terminal variable regions of heavy (VH) and light chains (VL) exhibit the same antigen 
specificity. And separation of conventional Abs into heavy and light chains decreases 
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their antigen binding activity. Surprisingly, a considerable fraction of IgG antibodies 
isolated from camelidae species contain only heavy chains, lacking the light chains 
(Hamers-Casterman et al., 1993). Unlike the heavy chain of conventional IgG, which is 
composed of four globular domains, the camelid HCAbs only contains three globular 
domains. In the HCAbs, the two constant domains are highly homologous to the CH2 and 
CH3 domains of conventional antibodies, while the corresponding domain to CH1 of 
conventional antibodies is missing (Nguyen et al., 1999; Woolven et al., 1999). Hence, 
only a single variable domain in the HCAb serves as an antigen binding fragment.   
In general, the variable domain in a HCAb, referred as VHH, shares remarkably 
similarity with the variable domains of the H-chain of a conventional antibody (VH). By 
sequence and structure analysis, a number of characteristic features of VHH were 
identified, minor but important. These characteristics explained the antigen-binding 
capacity of VHHs in a single-domain format. Both VH and VHH are composed of four 
conserved framework regions (FRs) interspersed between three hypervariable 
complementarity determined regions (CDRs). They fold into a typical Ig structure of two 
b-sheets, one of four b-strands and one of five b-strands (Muyldermans, 2001; Padlan, 
1994). Within the Ig fold structure, the three CDRs are located in loops that connect the 
b-strands and clustered at one end of the domain, determining antigen recognition. 
However, the sequence analysis and elucidation of crystal structure of VHH found that 
CDR1 and CDR3 of VHH are much longer than those of VH’s, and in dromedary but not 
in llama, the long CDR3 loop contains a cysteine in addition to a cysteine located either 
in CDR1, or on position 50 or 55 in FR2. These two cysteines form a new disulfide-bond, 
which does not exist in VH, but may assist in shaping the long CDR3 loops 
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(Muyldermans, 2001; Muyldermans et al., 1994; Vu et al., 1997). Another striking 
distinction between VHH and VH occurs in FR2s. In VH, the FR2 regions are highly 
conserved and enriched with hydrophobic amino acids that form an anchoring surface for 
VL domain. But in VHHs, four of the seven highly conserved residues, located at 
position 42, 49, 50 and 52, are substituted with more hydrophilic residues (Muyldermans 
et al., 1994; Muyldermans et al., 2001), which explains the absence of VL association 
and the soluble behavior of VHH (Nguyen et al., 2001). 
Although the paratope of conventional antibody is expected to be much larger than 
that of a VHH due to the existence of three CDR’s in the VL domain, the paratope of 
VHH has actually been reported to be enlarged because of the extension of the CDR1 
loop and the longer CDR3 loop in VHHs (more in dromedary than in llama’s). Much of 
the paratope diversity of conventional antibodies comes from VH-VL pairing, while the 
diversity of antigen recognition in VHHs is proposed to originate from the amino acids 
composition of CDR1. It is also likely that the impact of CDR1 and CDR2 of VHH in 
antigen binding is limited, because crystal structure survey on dromedary VHH’s in 
complex with lysozyme shows that CDR3 dominates antigen binding by providing at 
least 60%-80% of the contacts with antigen (De Genst et al., 2004; De Genst et al., 
2006a; De Genst et al., 2006b; De Genst et al., 2005; Desmyter et al., 1996). The 
extruding long CDR3 loop of VHH helps form a convex shaped paratope. Consequently, 
VHH’s targets are preferably epitopes with concave topology, such as cravities or clefts 
on the surface of proteins that are often inaccessible to conventional antibodies. 
The method to isolate antigen-specific and functional VHH, referred to as nanobodies 
(Nbs) has been well developed. Genetic engineering techniques allow fast cloning, 
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selection and synthesis of Nbs. However, the Nbs produced in such “animal-free” ways 
often bind to antigens with low affinity. By adding an animal immunization step to the 
procedure, the affinity-matured VHH can be identified. In this case, camelid animals 
provide the repertoire of affinity-matured VHH for following selection. This type of 
techniques usually composes of the following steps: immunization, cDNA synthesis, 
VHH selection and large scale bacteria/yeast production. A widely-adopted procedure to 
identify antigen-specific VHH applies phage-display technique in selection step. In this 
method, camelids are immunized by repeated subcutaneous injections in presence of 
adjuvant, similar to immunization of other animals. After 6-7 weeks of immunization, the 
lymphocytes are purified from a lymph node biopsy or a 50-100 ml peripheral blood 
sample. And RT-PCR is performed to synthesize cDNA of VHHs from lymphocytes. The 
VHH repertoire is then cloned into a phage display vector. The VHHs are expressed at 
the tip of the phage and after 2-3 rounds of panning, individual clones producing virons 
harboring an antigen-specific VHH is identified (Muyldermans, 2001; Nguyen et al., 
2001; Saerens et al., 2004). Another method invented a new way to select Nbs by 
combining information from sequencing and LC-MS/MS analysis (Fridy et al., 2014). By 
this method, bone marrow and crude serum are both collected after immunization of 
animals. On the one hand, cDNA is prepared from bone marrow by nested PCR. The 
cDNA is then subjected to high-throughput DNA sequencing and an Nbs DNA sequence 
library is established. The primary aminol acid sequences of Nbs is translated from the 
DNA sequence and the peptide sequence library is also established. On the other hand, 
IgG is purified through affinity purification from crude serum. The antigen-specific VHH 
fraction is analyzed in LC-MS/MS. The peptide library established from translation of 
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cDNA in combination with the enrichment information provided by LC-MS/MS thus 
identify a list of ranked antigen-specific VHH. The following step after identification of 
the VHH by either of the methods is to clone the gene sequence and express the protein 
in bacteria or yeast, thus the convenient production of Nbs in large scale at low cost. For 
example, by using Saccharomyces cerevisiae, the production level of Nbs can reach as 
high as >1g/L (Frenken et al., 2000). 
Comparing to VH of conventional antibodies, the VHH is naturally soluble due to the 
substitution of hydrophobic by hydrophilic residues in FR2 region as mentioned above. 
Therefore, VHH is suitable for expression in bacterial and yeast and it can be 
concentrated to as high as 10 mg/ml. 
VHH also shows remarkable stability in extreme conditions, like high temperature, 
low and high pH value and denaturing reagents. Ghahroudi et al. (Arbabi Ghahroudi et 
al., 1997) found that after 1 week of incubation in 37°C, three out of four VHHs that 
were tested retained 100% while the other one VHH retained 80% of its binding activity. 
The one that showed reduced binding activity was the only one among the four that 
lacked the interloop disulfide bond as discussed above. Some VHHs were able to bind 
antigen specifically at temperature as high as 90°C, whereas all mouse monoclonal 
antibodies against the same antigen lose their function (van der Linden et al., 1999). 
Further investigation demonstrated that the melting temperature of VHH and recombinant 
single chain antibody were similar, but VHH fragment was being able to efficiently 
refold upon cooling to its native conformation (Perez et al., 2001). Research also 
demonstrated that VHHs have incredible pH stability. The majority of VHH’s activity 
can be preserved in an environment with pH value as low as 3 (Ebrahimizadeh et al., 
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2015) or as high as 11 (Dolk et al., 2005). When VHH were treated with chaotropic 
reagents (urea, guanidinium hydrochloride and ammonium isothiocyanate), VHH 
demonstrated its resistance against denaturing effect. Urea could not fully denature VHH. 
Whereas, the fully guanidinium-denatured VHH refolded immediately upon diluting the 
solution into water. The stability of VHH strongly suggested that VHH can be thoroughly 
sterilized and is suitable for in vivo usage.  
The VHH isolated from the immunized libraries are highly specific to the target 
antigen, and do not cross-react with other irrelevant antigens (Fridy et al., 2014; Vu et al., 
1997). The affinity of purified VHH is comparable or even higher than scFv fragments 
derived from monoclonal antibodies at nanomolar level (Muyldermans et al., 1994). 
All the merits of VHH grant its biotechnological application in wide range: VHH has 
been used for super-resolution or in vivo imaging; diagnostic tools are developed using 
VHH as biosensors; therapeutic peptide-based drugs are developed based on VHH; VHH 
has also been injected into animals to target cancer cells as a “magic bullet” fused with 
other toxin or drugs.  
 
 
MATERIALS AND METHODS 
 
Anti-GFP Nanobodies and Anti-mCherry/RFP Nanobodies 
The plasmid of anti-GFP nanobody (GFP binding protein, GBP) was obtained from 
Vladimir Gelfand’s lab at Northwestern University. The gene encoding anti-
mCherry/RFP nanobody (LaM4) was designed according to the amino-acid sequence 
reported by Fridy et al (Fridy et al., 2014) and synthesized by GenScript. The protein 
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encoding DNA sequences of the two nanobodies were inserted into pET28a plasmid 
between NcoI and BamHI cloning sites. A 20 aa long of glycine-serine linker 
(GGGGSGGGGSGGGGSGGGGS) and a lysine-cysteine-lysine (KCK) sandwich were 
inserted between nanobody encoding sequence and the C’ terminal 6-His tag to provide a 
single free cysteine site for gold particle labeling and prevent interference in protein 
function. Escherichia coli strain DH5a was used for propagation of plasmids. BL(DE3) 
was used as a recipient for transformation.  
 
Bacterial Expression and Purification of Nanobodies 
BL21(DE3) transformed by pET28a inserted with nanobody encoding DNA 
fragments was firstly cultured in 200 ml LB media containing 500 µg/ml Kanamycin at 
37°C overnight. The overnight culture was used to Inoculate 3.2 L of fresh Kanamycin 
added LB media and let the culture grow at 37°C till OD600 was about 0.6. To induce 
protein expression, isopropyl b-D-1-thiogalactopyranoiside (IPTG) was added to the 
culture at final concentration of 400 µM. After 16 hrs of culturing at 30°C, bacteria pellet 
was collected by spinning down the culture and was frozen in -20°C till the day of 
protein purification. To prepare nanobody contained cell extract, the pellet was firstly 
thawed on ice and then resuspended in 80 ml binding buffer. 1 mg/ml lysozyme and 5 
µg/ml DNase was added to the suspension, and the mixture was incubated at 4°C for one 
hour. The bacteria lysis was then centrifuged at 10k rpm for 20 min at 4°C. Supernatant 
was collected and spun again in rotor 45Ti at 40K for 40 min. Thus, the cell extract was 
ready for protein purification. The cell extract was mixed with Ni-resin and incubated on 
shaker at 4°C overnight. The following protein purification steps and the recipe of buffer 
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followed the standard protocol of Ni-affinity chromatography resin manufacturer. The 
protein purity was analyzed on Coomassie-stained 15% sodium dodecyl sulfate-
polyacrylamide gel electrophoresis gels (SDS-PAGE gels) and western blot. Purified 
protein was aliquoted and frozen down in -80°C after measuring its concentration.  
 
Label Nanobodies with Nanogold Particles 
After an aliquot of protein was thawed on ice, Tris (2-carboxyethyl) phosphine 
hydrochloride solution (TCEP, Sigma) was added to the aliquot at a 1: 20 molar ratio of 
protein: TCEP, and the mixture was incubated at RT for 10 min. The reduced protein was 
then spun twice in Amicon Ultra Centrifugal Filter Unit (EMD Millipore) at 4000xg for 1 
hr to achieve three purposes: firstly, to resubstitute the buffer that dissolved protein to 
degassed 20 mM phosphate buffer (pH 6.1); secondly, to get rid of TCEP; thirdly, to 
concentrate protein, facilitating labeling procedure (but avoided reaching a concentration 
higher than 0.5mg/ml, because the reduced protein would form trimer at that 
concentration). The Amicon filter was pretreated with BSA to avoid attachment of 
nanobodies onto the membrane.  The protein would be allowed to refold on ice for 
another 2 hrs. To label the protein with 1.4 nm Monomaleimido Nanogold (Nanoprobes), 
the lyophilized nanogold was dissolved in degassed double-distilled water. Protein was 
then added to the dissolved nanogold at 1:3 molar ratio (protein: nanogold) and incubated 
for 2 hrs at RT. The free gold was then removed by dialysis or fast protein liquid 
chromatography (FPLC). Nanobodies were also labeled with 5 nm Maleimide-Activated 
Gold Nanoparticles (Cytodiagnostics), following manufacturer’s direction. 
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Cell Culture and Cell Line 
CHO cells were grown in Ham’s F12 media with 10% FBS(Hyclone). Cells were 
stably transfected with pEGFP-Lamin B1 using Lipofectamine 2000 (Invitrogen) 
according to the manufacturer’s directions and selected with 200µg/ml G418. The 
plasmid expressing GPI-RFP and mCherry-Kinesin were gifts from Paul Selvin’s lab at 
UIUC. CHO cells were transiently transfected with the two plasmids upon experiments. 
All cells were incubated at 37°C in 5% CO2.  
 
Immunostaining with Gold Labeled Nanobodies 
Cells plated on coverslips were permeablized for 40s in High Magnesium Buffer (50 
nM PIPES pH 7.5 + 5 mM MgCl2) containing 0.1% Triton X-100 and then fixed in 1.8% 
formaldehyde for 15min at room temperature or fixed directly without permeablization. 
After washing 3x 5min in High-Mag Buffer, samples were stained with gold-labeled 
nanobodies at RT for 2.5 hrs. Samples were then washed in High-Mag+0.1%Triton X-
100, fixed with 2.5% glutaraldehyde in High-Mag for 1 hr at RT, quenched with 1mg/ml 
NaBH4 and processed for silver enhancement using the Dancher procedure.  
 
Electron Microscopy  
Samples were dehydrated in EtOH, embedded in PolyBed 812 resin (Polysciences), 
sectioned, and stained as described elsewhere (Belmont and Bruce, 1994). Images were 
acquired using a Philips CM 200 electron microscope operating at 120-200 kV and a 
TVIPS 2k x 2k Peltier-cooled CCD camera and software (Tietz Video and Image 
Processing Systems GmbH).  
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RESULT 
In order to restrict only one nanogold particle conjugated to each nanobody molecule, 
a free cysteine residue was added to the nanobodies. This cysteine residue is flanked by 
two lysine residues, forming a lysine-cysteine-lysine (KCK) sandwich. This design 
mimicked the active binding site of naturally existing proteins, within which the SH 
group of a cysteine is pushed out of the protein surface (Tonazzi et al., 2005) by the 
competing NH2 groups of flanking lysine residues. As expected, the nanobodies with 
KCK sandwich immediately formed disulfide bond after purification (Figure 3.4). A ~35 
KDa band was shown on Coomassie-blue stained SDS-PAGE gel, whereas the purified 
nanobody without the extra free cysteine located at one ~17 KDa band on the gel. The 
expression level of GBP and LaM4 were similar by this procedure, roughly 40 mg of 
nanobodies could be produced from each preparation of 2 liters of bacteria. This amount 
of protein is enough for ~50 times of nanogold labeling experiment. Coomassie-blue 
stained SDS-PAGE gel demonstrated that the proteins were well purified, as a clear 
single band shown on the gel after purification (Figure 3.4). However, faint background 
was still visible, which might due to the inefficiency of the Ni-resin I used or might also 
due to the possible existence of dimer and trimer of nanobodies (Figure 3.4).  
To eliminate the occurrence of nanobody dimers and then facilitate SH group 
labeling, different protein purification buffers with various pH values were tested, but the 
effect was limited. Thus, reducing nanobody dimers to release free thiol group after 
affinity chromatography became necessary for its labeling. However, in both GBP and 
LaM4, there are two cysteines that form a intrachain disulfide bond in the natural forms 
of the proteins, stabilizing loop CDR3 and they are crucial for the nanobody function. 
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Considering its importance, after reducing nanobodies, the intra disulfide bond needs to 
be recovered. Different reducing condition were tested and the mildest but still efficient 
condition was determined according to its effectiveness to reduce nanobody dimer 
(Figure 3.4), assuming the interchain disulfide bond is more accessible than the intrachain 
disulfide bond. Nanobodies are reported to be able to refold immediately once the 
denature reagent was removed or thermal treatment was stopped. Therefore, as TCEP 
was thoroughly removed from the nanobody solution and the protein was transferred to a 
reducing environment (pH 6.1), the protein was allowed to refold during that period. 
Although higher concentration of protein is in general preferred in protein conjugation 
procedure, the reduced nanobodies tended to form trimer if concentration was higher than 
0.5 mg/ml. This is clearly due to the three thiol groups of a reduced nanobody. As a 
result, the concentration was strictly controlled during centrifuging process.   
A 20 aa linker was inserted between nanobody and the KCK sandwich (Figure 3.1, 
Figure 3.2, Figure 3.3). This linker had been proved to be crucial for preservation of 
nanobody’s activity after nanogold labeling. Earlier version of nanobody that had KCK 
but without linker lost its binding function after nanogold conjugation, possibly due to the 
hydrophobic characteristic of gold particle.  With the linker and KCK sandwich at their 
C’ terminal, GBP was successfully labeled with 1.4 nm nanogold and 5 nm nanogold, 
and LaM4 was labeled with 1.4nm nanogold (Figure 3.5). The labeling efficiency for 
1.4nm nanogold reached 0.7-0.8, and the concentration of labeled nanobody was about 
3µM. Both were comparable to the commercially available nanogold IgG/Fab.  
The activity of GBP and LaM4 were tested via immunostaining against GFP and 
RFP/mCherry fused targets. The staining signal was specific. GFP-Lamina, GPI-RFP and 
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mCherry kinesin were all intensively labeled, although the background could not be 
neglected (Figure 3.6). 
 
 
DISCUSSION 
 
In order to take advantage of the high resolution granted by electron microscopy, 
miniscule sized probes that can penetrate into inaccessible sites in case of large probes 
are in urgent need. The nanobodies, the size of which are about 2 nm X 4 nm, are natural 
choices to serve this purpose. The power of nanobodies in super-resolution light 
microscopy has been demonstrated (Ries et al., 2012), yet the probes for electron 
microscopy is still underdeveloped. Only one research reported successful conjugation of 
gold to nanobody (Van de Broek et al., 2011), but the procedure was complicated, not 
compatible with the gold reagents that are commercially available. Here, a novel method 
to label nanobody has been invented. The method uses genetic engineering scheme, 
requires minimum chemical treatments on nanobodies and is compatible with common 
commercially available reagents.  
Early attempt to label nanobodies on amine groups was failed. Within days after 
conjugation, the protein precipitated and no functional protein had ever been found. It is 
likely that multiple gold particles conjugated on one nanobody molecule interfered with 
its solubility and might even disturb the antigen-recognition loops. Thus, the idea of 
adding a single labeling site far from the epitope-binding regions naturally came up. The 
KCK sandwich was then added to the C’- terminal of nanobodies with a hope that this 
free cysteine could restrict the number of conjugated nanogold particles to one or less. By 
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this design, the nanobody was successfully labeled without afterwards precipitation, but 
the labeled protein still lacked function. This problem was finally solved by inserting a 20 
aa linker between nanobody encoding sequence and KCK sandwich. The length of linker 
had never been scrutinized. It is not clear what is the shortest length of the linker that can 
help preserve the function of nanobody after gold labeling. A linker of 15 aa was used by 
Van de Broek et al. (Van de Broek et al., 2011). 
The exact causes for all the preliminary failures with regard of gold labeling are 
unknown, yet they are specifically gold-related, for the nanobody was easily labeled with 
chemical dyes or biotinylation reagents against either amine groups or thiol groups. Even 
a dye like Atto647N, which is known to be difficult to work with, was successfully 
conjugated to the nanobody with only one try. Thus, it is reasonable to speculate that the 
relatively big size of nanogold particle (1 nm or 5 nm) comparing to nanobody (2-4 nm), 
and the hydrophobic feature may both interfere with the function of nanobody by 
disturbing its crucial hydrophilic characteristics or blocking its antigen-binding region.  
So far, the degree of labeling (DOI) has constantly been ~0.7 in our lab setting with 
limited biochemical facilities. It is foreseeable that the DOI can be increased to even 
closer to 1 by improving the degassing efficiency or increasing the concentration of gold 
particles during labeling. These goals can be easily achieved in a professional company 
like Nanoprobes. As a result, a type of small sized probe will soon be commercially 
available and its application will then be broadened to electron microscopy. Nevertheless, 
as has been approved here, the nanobody can also been conjugated to 5 nm nanogold 
particles without losing functionality. As a result, nanobody labeled with larger gold 
particles can support localized surface plasmon resonances (LSPRs) and even plasmonic 
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photothermal therapy of cancer. This design of gold-nanobody labeling procedure will 
thus largely facilitate its application in research, diagnostics and disease therapy.   
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FIGURES 
 
Figure 3.1 Plasmid Map of pET28a-GBP -Linker-KCK 
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Figure 3.2 Plasmid Map of pET28a- LaM4-Linker-KCK 
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Figure 3.3 Amino Acid Sequence of GBP/LaM4-Linker-KCK 
 
 
Complementarity determined region (CDR). Framework region (FR). Linker (green).  
KCK(Red). Cysteines that form intrachain disulfide bond (Blue) 
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Figure 3.4 Titration of Reducing Condition 
 
The ratios beneath the figure stand for the molar ratio of protein: TCEP. The lane marked 
“N” is negative control, protein without TCEP treatment.  
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Figure 3.5 Nanogold-Nanobody Labeling Scheme  
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Figure 3.6 Immunogold Staining of eGFP-Lamin B1with Gold-GBP 
 
 
A-C CHO K1 cells expressing eGFP-LaminB1 were stained with gold-GBP. The figures 
are arranged in order of increasing magnification. Gold-GBP correctly stained Lamin B1 
(white arrow heads) with some background. 
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CHAPTER IV: DEVELOPING IN VIVO IMMUNOGOLD METHOD USING 
NANOGOLD LABELED NANOBODIES 
 
INTRODUCTION 
 
 
Over the last decade, super-resolution light microscopy has improved visualization of 
cellular substructure significantly up to a resolution of ~20 nm in x-y and ~50 nm in the 
z-direction using stochastic image reconstruction methods.  In comparison, however, 
electron microscopy has provided potential resolution of cellular substructure of ~2-5 nm 
in x-y and ~5-30 nm in z using tomographic image reconstruction with TEM or focused 
ion beam (FIB) or serial block face (SBF) sectioning with SEM.  Yet even on fixed 
samples, super-resolution light microscopy approaches have proven much more useful 
for cell biologists despite being a newer technology with much lower resolution. 
 The reason simply is the absence of good, selective labeling methods for electron 
microscopy in comparison to the highly selective fluorescent probes used for light 
microscopy.  Without the ability to label specific cell proteins/ structures, the applications 
of electron microscopy remain limited.  Traditional immunogold labeling approaches are 
limited.  Post-embedding immunogold labeling allows application to well-fixed samples 
but staining is quite inefficient and limited to the small fraction of epitopes exposed at the 
surface of thin section, preventing 3-dimensional image visualization approaches.  Pre-
embedding immunogold labeling in contrast provides true 3-dimensional staining and 
visualization but typically requires detergent extraction at the expense of significant 
disruption to cell structures to provide accessibility to gold-labeled antibodies. Peroxidase 
approaches using HRP-labeled antibody staining or genetically expressed fusion proteins 
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tagged with APEX allow 3-dimensional staining of better fixed samples, but the contrast 
of the label is relatively low relative to the heavy metal counter-staining of cell structures.  
Therefore, these peroxidase methods are better suited for counter-staining of entire cell 
compartments- such as chromatin- reserving immunogold labeling for low abundance 
targets. 
 The significance of achieving a high-resolution, 3D labeling approach for electron 
microscopy is highlighted by applications to chromatin biology.  Currently, new genomic 
approaches such as Hi-C are revealing reproducible features of higher-order chromatin 
organization, including TADs and CTCF long-range “loops” that correlate highly with 
different aspects of gene regulation.  The direct visualization of these features is lacking 
but urgently needed to understand the meaning of these genomic features.  
 Previously, we provided a proof-of-principle solution to this challenge of 
visualizing specific chromosome loci while preserving large-scale chromatin structure.  
Gold-labeled IgG and Fab’ antibodies were microinjected into live cells and used to tag 
lac operator repeats labeling specific chromosome loci (Kireev et al., 2008).  This method 
provided 3D staining while preserving chromosome structure.  Yet the technical 
difficulty of microinjecting a few cells and then processing these few cells for electron 
microscopy was too low throughput for practical applications. 
 Here, an in vivo immunogold labeling approach using single-chain antibodies 
covalently linked to 1.4 nm Nanogold is developed. Two pore-forming methods, 
Streptolycin O (SLO) mediated cell loading and BLAST (Wu et al., 2015) were used to 
achieve high-throughput and high-specificity labeling by staining entire coverslips of 
cells that would be processed for EM tomography. 
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MATERIAL AND METHODS 
 
GBP Engineering and Labeling 
In order to label intranuclear epitopes, a nuclear location signal (NLS) sequence 
(PKKRKV) was inserted after NcoI cloning site to the N’- terminal of GBP via PCR. The 
forward primer (5’-CATGCCATGGCACCAAAGAAGAAGAGAAAGGTTATGGCAG 
ATGTTCAGCTGGTT-3’) was used. The expression and labeling procedure is the same 
as described in Chapter III. 
 
Cell Culture and Cell Line 
CHO EGFP-Lamin B1 cell line was constructed as described in Chapter III. CHO 
EGFP-SON cell line was created by transfecting CHO K1 cells with BAC-EGFP-SON 
(Khanna et al., 2014) and selected with 100 µg/ml Zeocin. Alu-TALE-GFP and MjSat-
TALE-GFP plasmids were designed by Huiming Zhao’s lab at UIUC. U2OS cells were 
transfected with Alu-TALE-GFP and 3T3 cells were transfected with MjSat-TALE-GFP 
using Lipofectamine 2000 (Invitrogen) according to the manufacturer’s directions and 
selected with 10 µg/ml Blasticitin. All cells were incubated at 37°C in 5% CO2.  
 
Streptolycin O Mediated Cell Loading 
The cells were plated on coverslips until they reached 70% confluency. After rinsing 
with PBS, the cells were permeablized with SLO for 7-10 min at 37°C, followed by 
incubation on ice for 5 min with gold-GBP. Excess probes were then removed and 
“complete medium” supplemented with ATP, GTP, and glucose, was added to reseal the 
cell membrane. The cells were then allowed to recover in the incubator at 37°C for 15-20 
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min. Additional 2 hrs of incubation in regular complete medium was performed to allow 
enough time for gold-GBP to travel into nuclei and bind to targets.  
 
Biophotonic Laser-assisted Surgery Tool (BLAST) 
BLAST experiment was conducted in Michael Teitell and Pei-Yu Chiou’s lab. Cells 
were seed on silicon-based delivery chips which were loaded onto a custom-built pump 
for laser pulsing. The laser scanning system includes a Q-switched Nd: YAG laser 
(Minilite, Continuum) with a wavelength at 532 nm, a pulse duration of 6 ns, and a beam 
diameter of 1 mm and is coupled with 2D scanning mirror (Thorlabs) for rapid scanning 
across the entire active photothermal delivery area. Laser intensity was set as 3 mJ, and 
the cargo was pumped for 10 s at 250 hPa after laser pulse. Cells loaded with fluorescent 
GBP were then observed under light microscopy or subjected to flow cytometry to check 
the loading efficiency, viability and specific binding. Cells loaded with gold-GBP were 
fixed directly in 2% glutaraldehyde for 1hr at RT.   
 
Electron Microscopy 
After loading, cells plated on coverslips were either permeablized for 40s in High 
Magnesium Buffer (50 nM PIPES pH 7.5 + 5 mM MgCl2) containing 0.1% Triton X-100 
and then fixed in 2% glutaraldehyde for 1 hr at room temperature or fixed directly 
without permeablization, quenched with 1mg/ml NaBH4 and processed for silver 
enhancement using the Dancher procedure. The dehydration, embedding, sample 
preparation and imaging process were the same as in Chapter III.  
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RESULT 
 
The SLO treatment condition was determined for each cell line, as cells showed 
varied sensitivity to this toxin, with the CHO cells being the least sensitive one requiring 
harsh treatment. Preliminarily, the loading efficiency was monitored by light microscopy 
after silver enhancement. Two hours of extra incubation after membrane healing was 
found to be necessary for gold-GBP to travel into nuclei and bind targets, demonstrated 
by more concentrated yellow color inside nuclei under light microscope comparing to 
loaded cells without extra incubation. Although intensive efforts had been made to 
determine the ideal condition for each cell line, the amount of gold-GBP loaded into the 
cells remained low, incomparable to the strong signal from similar loading of fluorescent 
GBP. To make the silver enhanced gold particles visible under light microscope with low 
magnification and thus better assess the loading efficiency, prolonged silver enhancement 
was performed and the gold particle size exhibited as ~40 nm instead of ideal 20 nm. 
Both CHO K1 EGFP-SON cells and U2OS cells expressing Alu-TALE-GFP showed 
correct staining patterns, which were similar to the fluorescent signals in untreated cells 
(Figure 4.1).   
After confirming the loading capability of SLO-mediated method, more experiments 
were performed with same loading conditions but shorter silver enhancement time aiming 
at an ideal size of 20 nm for silver-enhanced gold particles. CHO cells expressing EGFP-
Lamin B1 were treated with SLO and then fixed directly without detergent 
permeablization to preserve the ultra-structure.  Light microscopy suggested successful 
loading as the morphology of cells were normal and a typical lamina ring around nuclear 
membrane stood out from background. Electron microscopy samples were still under 
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processing. Some cells showed a nice lamina ring with very low background (Figure 4.2) 
as compared to conventional staining (Figure 3.6). However, because the morphology of 
cells was abnormal, no conclusion can be drawn at this moment. These staining signals 
(Figure 4.2) might be false-positive staining occurred when cells were over-permeablized 
by SLO and gold-GBP thus leaked into nuclei. 
BLAST experiment was performed with CHO K1 cells expressing EGFP-SON. This 
cell line was found to be less sensitive to laser treatment, and a higher energy level was 
applied to the cells. The loading efficiency was as high as ~90%, judging by the 
fluorescent signals of GBP conjugated with red dyes or the yellow color of silver 
enhanced gold-GBP. However, the morphology of cells was abnormal: cells were round 
and small with shrunken cytoplasm, and the EGFP-SON labeled speckle pattern was lost. 
Electron microscopy images also confirmed that, as gold particles were seen in small 
bubbles inside cytoplasm (Fig 4.3).  
 
 
DISCUSSION 
 
In the process to develop an easier method for in vivo immunogold labeling, more 
difficulties emerged. Comparing to directly injecting the probes into nucleus, probes 
loaded via pore-forming methods have to escape from endosomes and pass the barrier of 
nuclear membrane. This problem was hopefully solved by the addition of nuclear 
localization signals to nanobody.  
So far, the results of SLO-mediated cell loading method has been the most promising 
ones. Although this method yielded a few number of specifically labeled cells, the major 
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goal of this project, to label entire coverslip of cells, has still been missed. From my 
experience, SLO works best when there are spaces among cells. Thus, the SLO loading 
experiments have always been performed on coverslips with cells of ~70% confluency. 
In order to load enough nanogold-GBP into the cells, relatively harsh conditions were 
applied, causing lots of cell death. Even with such strong treatment, the amount of loaded 
gold-GBP was still barely detectable, not to mention the variation among cells. Initially, 
prolonged silver enhancement was performed simply to estimate the loading efficiency, 
although the overly amplified gold particles were not ideal for publication purpose. Thus, 
the dilemma is obvious: normal silver enhancement is not able to reveal the labeling 
signal for most of the loaded cells, and then allow accurate and convenient EM sample 
processing; prolonged silver enhancement does not suit higher requirement. The only 
possible way to solve this problem is to increase the initial gold-GBP concentration, 
which is not feasible with regard of our lab’s settings. In non-chemical research labs, the 
most commonly used method to concentrate protein is to centrifuge with filter units made 
of taflone or similar material, which is not suitable for GBP, because GBP conjugated 
with either chemical dye or nanogold particles easily sticks to the membrane during 
centrifuging process regardless of the pretreatment of membrane with BSA, causing loss 
of labeled protein. The other solution that we can turn to is to collaborate with 
professional companies, like Nanoprobes, and have the protein to be labeled in a more 
professional way with higher starting concentration of both gold and protein, and then use 
FPLC to collect the elute peak of labeled protein. In this way, the gold-GBP with higher 
concentration may be obtained.  
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On the other hand, BLAST method was able to load 90% of cells in a small area, but 
BLAST method missed the mark of keep the cells alive. The loading condition was not 
optimized even for fluorescent GBP, since the specific binding signal has never been 
critically tested in higher magnification. Apparently, the cells were sick after being 
scanned by laser beam at high energy level. The speckle pattern was lost, which likely 
indicated the disturbance of basic biological activities (e.g. transcription). Additional 
drawbacks of BLAST may stem from gold-GBP per se, because, as discussed in the 
Introduction of Chapter III, gold labeled nanobodies have been used as photothermal 
therapy tools, in which application gold particles would absorb light into heat and cause 
formation of small bubbles inside cells. This is very similar to what has been shown in 
the EM pictures of BLAST loaded samples (Figure 4.3). The BLAST method still 
possess potentials to serve our purpose. Optimal energy level of laser shall be determined 
to slash pores big enough on the membrane and preserve the viability of cells. A stricter 
assay of staining signals shall be applied. And a cell line expressing GFP fused structural 
protein shall be used for the test. CHO K1 expressing EGFP-Lamin B1 would be a 
suitable candidate. However, it is still not clear whether the photothermal effect of gold 
particles can be eliminated by lowing the energy level.  
Other live loading method can also be tested, for example, the glass beads loading, 
which is also a pore-forming method. By sprinkling 100 µm glass beads onto the 
coverslips, lesion will form on cell membrane and probes can travel into cell through the 
opening. Similar to SLO-mediated method, this simple technique also doesn’t not allow 
much probe pass through as the lesion may reseal after seconds.  
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If further information collected from EM data suggests successful loading and 
specific binding of gold-GBP with certainty, EM double live labeling can be achieved by 
combining in vivo immunogold labeling technique and intracellular peroxidase fused 
protein expression. In this way, the higher-order chromosome organization can be 
revealed at the highest resolution of microscopy with best preserved chromosome 
structures.  
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FIGURES 
 
Figure 4.1 U2OS Cells Expressing Alu-TALE-GFP Loaded with Nanogold-GBP via 
SLO-mediated method. 
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Figure 4.2 CHO K1 Cells Expressing eGFP-SON Loaded with Nanogold-GBP via 
BLAST Technique 
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Figure 4.3 CHO K1 Cells Expressing eGFP-SON Loaded with Nanogold-GBP via 
BLAST Technique 
 
 
The morphology of loaded cells is abnormal. Small bubbles formed inside cells with 
gold-GBP trapped. Right: enlarged view of white square marked area.  
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CHAPTER V: FUTURE DIRECTIONS 
 
When infrastructure of chromosomes is viewed as a null model that is only governed 
by mechanical stress, a whole myriad of accessory chromosomal components such as 
remodeling complexes can then be successively added on or removed from this 
infrastructure, serving to regulate directions and/or magnitudes of internal mechanical 
force. Over-simplified as this may seem, but this model, in my opinion, provides a rather 
elegant framework that accommodates rapidly ever-growing experimental results 
involving chromosomes and makes effective predictions based on mechanical theories. 
Additionally, a view that chromosome functions are governed by mechanical status is 
advantageous in a way that mechanical signals propagate across cytoplasm and into 
nucleus in a much faster manner than do chemical signals. Therefore, it would not strain 
the credibility to say that mechanical force applied at the cell surface can be sensed by 
chromosomes directly at a distance to promote nuclear mechanotransduction as 
chromosomes changes their conformation, concomitant with and/or followed by addition 
or removal of accessory chromosomal components.  
However, technically there is intrinsic difficulty in distinguishing chromosomal 
conformational change induced by direct mechanical force from the change induced by 
biochemical pathways that indirectly alter force constraining chromosomes. In a recent 
study that was carried out in Dr. Ning Wang’s laboratory at University of Illinois in close 
collaboration with ours, chromatin was observed to be stretched by a local shear stress on 
cell surface created by magnetic field. This mechanical stimulus is applied on integrins, 
then propagates through actin cytoskeleton to the LINC complex on nuclear membrane, 
and finally reaches lamina. Chromatin tethered on to lamina gets directly stretched and 
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upregulation of gene expression is observed in proportion to the magnitude of chromatin 
stretching. The results from this experimental system thus provide cogent evidence that, 
according to Nancy Kleckner, “Information might therefore travel by direct mechanical 
linkage from the chromosome outward and from external components inward to the 
chromosome.” But the role of condensation status of chromosomes as key regulator of 
physiological activities in interphase is far from being established because RNA 
transcription machinery recruited on to the stretched chromosome region is composed of 
rather downstream regulatory components. My goal is yet to identify an upstream master 
regulator such as one of kinases that controls global state of physiological activities and 
would need to be able to control chromosome dynamics in recognition to topological 
changes, including but not limited to those caused by DNA lesions. 
A promising candidate to study is ATR kinase. ATR exhibits elastic properties at N 
terminus whereas a small portion of the C terminus displays kinase activity. This 
observation provides some mechanistic details on what would make ATR an ideal 
module to respond to environmental mechanical stimuli via its elastic domain. Another 
demonstration came from whole-cell mechanostimulation experiments. Upon receiving 
mechanical stimuli, ATR was observed to relocate on to nuclear envelop as chromosomes 
continued to condense. This relocation activated ATR independent of classical DNA 
damage-induced response, likely reflecting a distinct ATR signaling pathway triggered 
by the topological stress arising from chromatin dynamics. However, the outcome of 
ATR activation on nuclear envelope remains elusive. Another seemingly trivial yet 
important observation placed in the supplementary materials of same article is that 
removal of mechanostimulation reversed the ATR relocation process, namely, activated 
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ATR assumed the typical distribution of unstressed cells, presumably getting back on to 
chromosome because recovery of ATR distribution paralleled chromosome 
decondensation. This simple observation has two significances. Firstly, ATR could 
recognize change of chromosome condensation status directly because the recovery 
process is independent of DNA damage response. Secondly, ATR that gets activated on 
nuclear envelope ends up still functioning on chromosomes and contributes to 
maintenance of chromosome integrity. This is quite comprehensible considering high 
degree of plasticity cells display when facing frequent environmental insults. Even 
though authors provided a rather global and static view of ATR activation on nuclear 
envelope due to limitations of their experimental systems, I can envision these steps, 
including ATR activation, relocation on to chromosome and so on, must be carried out in 
a rather dynamic manner for cells to sense and respond to environmental mechanical 
stimuli. It is thus speculated that ATR kinase may sense change in chromatin 
condensation status for its own activation. In my opinion, this is a very appealing 
speculation because should it turn out to be correct, DNA double strand breaks would 
only be sufficient but not necessary for ATR activation in that DNA damage essentially 
causes decreased condensation of chromatin. 
If mechanisms that monitor and respond to higher-order chromatin structure do exist, 
they would have other implications that shed light on structures of heterochromatin 
regions that exhibit high variability. To give an example, centromeric chromatin are 
usually considered as a “black hole” of genomic sciences because they are not amenable 
to sequencing and physical mapping onto chromosomes. Centromeric DNA are highly 
repetitive and, more strikingly, widely variable across different species. As a result, 
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despite the known functionality essential for kinetochores assembly and subsequently 
microtubule attachment, centromeres were once considered not all that important because 
they are not evolutionarily conserved. Despite rapidly evolving centromeric DNA and 
histones, higher-order centromeric and pericentric heterochromatins structures that are 
presumably being constantly surveyed may be highly conserved. This is in part supported 
by the analysis that centromeric histones adapt in accordance with change in centromeric 
DNA. Also, ATR kinase has been implicated in the phosphorylation of condensin 
subunits which are found to be enriched at centromeres. Thus ATR kinase may exert 
precise spatiotemproal controls on centromere’s functions by sensing the condensation 
status of centromeric chromatin. From this point of view, centromeric and pericentric 
heterochromatin regions differ from other chromatin regions only in terms of wide 
variability of DNA sequence and nucleosomal structures yet their higher-order structures 
are likely to be governed by same mechanism.  
Instead of keeping on enumerating examples bolstering the would-be roles played by 
ATR kinase in sensing higher-order chromatin structure, I would like to emphasize on the 
possible future approaches that would lead us to a better understanding of chromatin 
condensation status. Since results that led to the aforementioned speculation came from 
whole-cell experiments, such strategies thus need to be scaled down in order to explore 
the possibilities of sensing subtle chromatin dynamics at a local level and to obtain 
broadly interpretable results. New strategies can be implemented in view of mechanical 
stresses via cytoskeletal networks that govern chromosomal activities. An innovative 
combination of large-scale engineered chromosome region and microrheology method 
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made possible studies of possible consequences resulting from local chromatin 
condensation without inducing anomalous mechanical responses from chromatin. 
We can test ideas by using magnetic twisting cytometry that can generate controllable 
force to affect lamina-associated engineered heterochromatin. Then we could investigate 
whether ATR would respond to stretching or decreased condensation of chromatin. 
Moreover, we are likely to distinguish well-studied DNA damage-induced ATR signaling 
cascade from a putative mechanical stress-induced counterpart and subsequently the 
participants in the latter type of signaling cascade. Magnetic twisting cytometry has a 
severe limitation, namely, its maximum torque is limited to approximately 100 Pa. This 
limitation may not allow us to force chromosome regions open as widely as we would 
want them to. By note, local shear stress is applied on integrins, and propagated via actin 
filaments. Thus, actin-stabilizing chemicals may substantially improve stretching 
capability conferred by magnetic twisting cytometry. 
To summarize, my view of cell biology is completely chromosome-centric. Not only 
do they carry genetic information or act as a primordial segregation machine, but also 
accessory components clinging on chromosomes sense and transduce mechanical stimuli 
transferred from surroundings. Identification of functional potentials of higher-order 
chromosome structures, as well as unification of different functions of important protein 
regulators in the context of higher-order chromosome structures, become 
unprecedentedly important. There must have simple yet beautiful explanations behind a 
whole myriad of organizational changes chromosomes have to undergo different stages 
of development.  
  
 90 
REFERENCES 
 
Arbabi Ghahroudi, M., A. Desmyter, L. Wyns, R. Hamers, and S. Muyldermans. 1997. 
Selection and identification of single domain antibody fragments from camel 
heavy-chain antibodies. FEBS letters. 414:521-526. 
Avner, P., and E. Heard. 2001. X-chromosome inactivation: counting, choice and initiation. 
Nature reviews. Genetics. 2:59-67. 
Bakkenist, C.J., and M.B. Kastan. 2003. DNA damage activates ATM through 
intermolecular autophosphorylation and dimer dissociation. Nature. 421:499-506. 
Bassett, A., S. Cooper, C. Wu, and A. Travers. 2009. The folding and unfolding of 
eukaryotic chromatin. Current opinion in genetics & development. 19:159-165. 
Belmont, A.S. 2006. Mitotic chromosome structure and condensation. Current opinion in 
cell biology. 18:632-638. 
Belmont, A.S. 2014. Large-scale chromatin organization: the good, the surprising, and the 
still perplexing. Current opinion in cell biology. 26:69-78. 
Belmont, A.S., M.B. Braunfeld, J.W. Sedat, and D.A. Agard. 1989. Large-scale chromatin 
structural domains within mitotic and interphase chromosomes in vivo and in vitro. 
Chromosoma. 98:129-143. 
Belmont, A.S., and K. Bruce. 1994. Visualization of G1 chromosomes: a folded, twisted, 
supercoiled chromonema model of interphase chromatid structure. The Journal of 
cell biology. 127:287-302. 
Belmont, A.S., Y. Hu, P.B. Sinclair, W. Wu, Q. Bian, and I. Kireev. 2010. Insights into 
interphase large-scale chromatin structure from analysis of engineered 
chromosome regions. Cold Spring Harbor symposia on quantitative biology. 
75:453-460. 
Belmont, A.S., G. Li, G. Sudlow, and C. Robinett. 1999. Visualization of large-scale 
chromatin structure and dynamics using the lac operator/lac repressor reporter 
system. Methods in cell biology. 58:203-222. 
Bickmore, W.A. 2013. The spatial organization of the human genome. Annual review of 
genomics and human genetics. 14:67-84. 
Bloomfield, V.A. 1996. DNA condensation. Current opinion in structural biology. 6:334-
341. 
Bornfleth, H., P. Edelmann, D. Zink, T. Cremer, and C. Cremer. 1999. Quantitative motion 
analysis of subchromosomal foci in living cells using four-dimensional microscopy. 
Biophysical journal. 77:2871-2886. 
Brockdorff, N. 2011. Chromosome silencing mechanisms in X-chromosome inactivation: 
unknown unknowns. Development. 138:5057-5065. 
Bustin, M., and T. Misteli. 2016. Nongenetic functions of the genome. Science. 
352:aad6933. 
Cavalli, G., and T. Misteli. 2013. Functional implications of genome topology. Nature 
structural & molecular biology. 20:290-299. 
Chambeyron, S., and W.A. Bickmore. 2004. Chromatin decondensation and nuclear 
reorganization of the HoxB locus upon induction of transcription. Genes & 
development. 18:1119-1130. 
Chen, B., L.A. Gilbert, B.A. Cimini, J. Schnitzbauer, W. Zhang, G.W. Li, J. Park, E.H. 
Blackburn, J.S. Weissman, L.S. Qi, and B. Huang. 2013. Dynamic imaging of 
 91 
genomic loci in living human cells by an optimized CRISPR/Cas system. Cell. 
155:1479-1491. 
Chen, C.K., M. Blanco, C. Jackson, E. Aznauryan, N. Ollikainen, C. Surka, A. Chow, A. 
Cerase, P. McDonel, and M. Guttman. 2016. Xist recruits the X chromosome to the 
nuclear lamina to enable chromosome-wide silencing. Science. 
Chuang, C.H., A.E. Carpenter, B. Fuchsova, T. Johnson, P. de Lanerolle, and A.S. Belmont. 
2006. Long-range directional movement of an interphase chromosome site. Current 
biology : CB. 16:825-831. 
Clemson, C.M., J.A. McNeil, H.F. Willard, and J.B. Lawrence. 1996. XIST RNA paints 
the inactive X chromosome at interphase: evidence for a novel RNA involved in 
nuclear/chromosome structure. The Journal of cell biology. 132:259-275. 
Cook, P.R. 1999. The organization of replication and transcription. Science. 284:1790-
1795. 
Cremer, T., and C. Cremer. 2001. Chromosome territories, nuclear architecture and gene 
regulation in mammalian cells. Nature reviews. Genetics. 2:292-301. 
Cremer, T., G. Kreth, H. Koester, R.H. Fink, R. Heintzmann, M. Cremer, I. Solovei, D. 
Zink, and C. Cremer. 2000. Chromosome territories, interchromatin domain 
compartment, and nuclear matrix: an integrated view of the functional nuclear 
architecture. Critical reviews in eukaryotic gene expression. 10:179-212. 
Davey, C.A., D.F. Sargent, K. Luger, A.W. Maeder, and T.J. Richmond. 2002. Solvent 
mediated interactions in the structure of the nucleosome core particle at 1.9 a 
resolution. Journal of molecular biology. 319:1097-1113. 
De Genst, E., F. Handelberg, A. Van Meirhaeghe, S. Vynck, R. Loris, L. Wyns, and S. 
Muyldermans. 2004. Chemical basis for the affinity maturation of a camel single 
domain antibody. The Journal of biological chemistry. 279:53593-53601. 
De Genst, E., D. Saerens, S. Muyldermans, and K. Conrath. 2006a. Antibody repertoire 
development in camelids. Developmental and comparative immunology. 30:187-
198. 
De Genst, E., K. Silence, K. Decanniere, K. Conrath, R. Loris, J. Kinne, S. Muyldermans, 
and L. Wyns. 2006b. Molecular basis for the preferential cleft recognition by 
dromedary heavy-chain antibodies. Proceedings of the National Academy of 
Sciences of the United States of America. 103:4586-4591. 
De Genst, E., K. Silence, M.A. Ghahroudi, K. Decanniere, R. Loris, J. Kinne, L. Wyns, 
and S. Muyldermans. 2005. Strong in vivo maturation compensates for structurally 
restricted H3 loops in antibody repertoires. The Journal of biological chemistry. 
280:14114-14121. 
Dekker, J., K. Rippe, M. Dekker, and N. Kleckner. 2002. Capturing chromosome 
conformation. Science. 295:1306-1311. 
Depken, M., and H. Schiessel. 2009. Nucleosome shape dictates chromatin fiber structure. 
Biophysical journal. 96:777-784. 
Desmyter, A., T.R. Transue, M.A. Ghahroudi, M.H. Thi, F. Poortmans, R. Hamers, S. 
Muyldermans, and L. Wyns. 1996. Crystal structure of a camel single-domain VH 
antibody fragment in complex with lysozyme. Nature structural biology. 3:803-
811. 
 92 
Dixon, J.R., S. Selvaraj, F. Yue, A. Kim, Y. Li, Y. Shen, M. Hu, J.S. Liu, and B. Ren. 2012. 
Topological domains in mammalian genomes identified by analysis of chromatin 
interactions. Nature. 485:376-380. 
Dolk, E., M. van der Vaart, D. Lutje Hulsik, G. Vriend, H. de Haard, S. Spinelli, C. 
Cambillau, L. Frenken, and T. Verrips. 2005. Isolation of llama antibody fragments 
for prevention of dandruff by phage display in shampoo. Applied and 
environmental microbiology. 71:442-450. 
Dorigo, B., T. Schalch, A. Kulangara, S. Duda, R.R. Schroeder, and T.J. Richmond. 2004. 
Nucleosome arrays reveal the two-start organization of the chromatin fiber. Science. 
306:1571-1573. 
Dostie, J., T.A. Richmond, R.A. Arnaout, R.R. Selzer, W.L. Lee, T.A. Honan, E.D. Rubio, 
A. Krumm, J. Lamb, C. Nusbaum, R.D. Green, and J. Dekker. 2006. Chromosome 
Conformation Capture Carbon Copy (5C): a massively parallel solution for 
mapping interactions between genomic elements. Genome research. 16:1299-1309. 
Durand, N.C., M.S. Shamim, I. Machol, S.S. Rao, M.H. Huntley, E.S. Lander, and E.L. 
Aiden. 2016. Juicer Provides a One-Click System for Analyzing Loop-Resolution 
Hi-C Experiments. Cell systems. 3:95-98. 
Ebrahimizadeh, W., S.L. Mousavi Gargari, Z. Javidan, and M. Rajabibazl. 2015. 
Production of Novel VHH Nanobody Inhibiting Angiogenesis by Targeting 
Binding Site of VEGF. Applied biochemistry and biotechnology. 176:1985-1995. 
Engreitz, J.M., A. Pandya-Jones, P. McDonel, A. Shishkin, K. Sirokman, C. Surka, S. 
Kadri, J. Xing, A. Goren, E.S. Lander, K. Plath, and M. Guttman. 2013. The Xist 
lncRNA exploits three-dimensional genome architecture to spread across the X 
chromosome. Science. 341:1237973. 
Fan, J.Y., D. Rangasamy, K. Luger, and D.J. Tremethick. 2004. H2A.Z alters the 
nucleosome surface to promote HP1alpha-mediated chromatin fiber folding. 
Molecular cell. 16:655-661. 
Ferreira, J., G. Paolella, C. Ramos, and A.I. Lamond. 1997. Spatial organization of large-
scale chromatin domains in the nucleus: a magnified view of single chromosome 
territories. The Journal of cell biology. 139:1597-1610. 
Finch, J.T., and A. Klug. 1976. Solenoidal model for superstructure in chromatin. 
Proceedings of the National Academy of Sciences of the United States of America. 
73:1897-1901. 
Frenken, L.G., R.H. van der Linden, P.W. Hermans, J.W. Bos, R.C. Ruuls, B. de Geus, and 
C.T. Verrips. 2000. Isolation of antigen specific llama VHH antibody fragments 
and their high level secretion by Saccharomyces cerevisiae. Journal of 
biotechnology. 78:11-21. 
Fridy, P.C., Y. Li, S. Keegan, M.K. Thompson, I. Nudelman, J.F. Scheid, M. Oeffinger, 
M.C. Nussenzweig, D. Fenyo, B.T. Chait, and M.P. Rout. 2014. A robust pipeline 
for rapid production of versatile nanobody repertoires. Nature methods. 11:1253-
1260. 
Gaietta, G., T.J. Deerinck, S.R. Adams, J. Bouwer, O. Tour, D.W. Laird, G.E. Sosinsky, 
R.Y. Tsien, and M.H. Ellisman. 2002. Multicolor and electron microscopic imaging 
of connexin trafficking. Science. 296:503-507. 
 93 
Gerlich, D., J. Beaudouin, B. Kalbfuss, N. Daigle, R. Eils, and J. Ellenberg. 2003. Global 
chromosome positions are transmitted through mitosis in mammalian cells. Cell. 
112:751-764. 
Gerlitz, G., and M. Bustin. 2011. The role of chromatin structure in cell migration. Trends 
in cell biology. 21:6-11. 
Giorgetti, L., R. Galupa, E.P. Nora, T. Piolot, F. Lam, J. Dekker, G. Tiana, and E. Heard. 
2014. Predictive polymer modeling reveals coupled fluctuations in chromosome 
conformation and transcription. Cell. 157:950-963. 
Grewal, S.I., and S.C. Elgin. 2002. Heterochromatin: new possibilities for the inheritance 
of structure. Current opinion in genetics & development. 12:178-187. 
Guelen, L., L. Pagie, E. Brasset, W. Meuleman, M.B. Faza, W. Talhout, B.H. Eussen, A. 
de Klein, L. Wessels, W. de Laat, and B. van Steensel. 2008. Domain organization 
of human chromosomes revealed by mapping of nuclear lamina interactions. 
Nature. 453:948-951. 
Hamers-Casterman, C., T. Atarhouch, S. Muyldermans, G. Robinson, C. Hamers, E.B. 
Songa, N. Bendahman, and R. Hamers. 1993. Naturally occurring antibodies 
devoid of light chains. Nature. 363:446-448. 
Hiratani, I., T. Ryba, M. Itoh, T. Yokochi, M. Schwaiger, C.W. Chang, Y. Lyou, T.M. 
Townes, D. Schubeler, and D.M. Gilbert. 2008. Global reorganization of 
replication domains during embryonic stem cell differentiation. PLoS biology. 
6:e245. 
Hou, C., L. Li, Z.S. Qin, and V.G. Corces. 2012. Gene density, transcription, and insulators 
contribute to the partition of the Drosophila genome into physical domains. 
Molecular cell. 48:471-484. 
Hozak, P., D.A. Jackson, and P.R. Cook. 1994. Replication factories and nuclear bodies: 
the ultrastructural characterization of replication sites during the cell cycle. Journal 
of cell science. 107 ( Pt 8):2191-2202. 
Hu, M., K. Deng, Z. Qin, J. Dixon, S. Selvaraj, J. Fang, B. Ren, and J.S. Liu. 2013. 
Bayesian inference of spatial organizations of chromosomes. PLoS computational 
biology. 9:e1002893. 
Hu, Y., I. Kireev, M. Plutz, N. Ashourian, and A.S. Belmont. 2009. Large-scale chromatin 
structure of inducible genes: transcription on a condensed, linear template. The 
Journal of cell biology. 185:87-100. 
Jackson, D.A., and A. Pombo. 1998. Replicon clusters are stable units of chromosome 
structure: evidence that nuclear organization contributes to the efficient activation 
and propagation of S phase in human cells. The Journal of cell biology. 140:1285-
1295. 
Jevtic, P., L.J. Edens, L.D. Vukovic, and D.L. Levy. 2014. Sizing and shaping the nucleus: 
mechanisms and significance. Current opinion in cell biology. 28:16-27. 
Kalhor, R., H. Tjong, N. Jayathilaka, F. Alber, and L. Chen. 2012. Genome architectures 
revealed by tethered chromosome conformation capture and population-based 
modeling. Nature biotechnology. 30:90-98. 
Khanna, N., Y. Hu, and A.S. Belmont. 2014. HSP70 transgene directed motion to nuclear 
speckles facilitates heat shock activation. Current biology : CB. 24:1138-1144.
 94 
Kireev, I., M. Lakonishok, W. Liu, V.N. Joshi, R. Powell, and A.S. Belmont. 2008. In vivo 
immunogold labeling confirms large-scale chromatin folding motifs. Nature 
methods. 5:311-313. 
Kireeva, N., M. Lakonishok, I. Kireev, T. Hirano, and A.S. Belmont. 2004. Visualization 
of early chromosome condensation: a hierarchical folding, axial glue model of 
chromosome structure. The Journal of cell biology. 166:775-785. 
Kizilyaprak, C., D. Spehner, D. Devys, and P. Schultz. 2010. In vivo chromatin 
organization of mouse rod photoreceptors correlates with histone modifications. 
PloS one. 5:e11039. 
Kleckner, N., D. Zickler, and G. Witz. 2013. Molecular biology. Chromosome capture 
brings it all together. Science. 342:940-941. 
Konig, P., M.B. Braunfeld, J.W. Sedat, and D.A. Agard. 2007. The three-dimensional 
structure of in vitro reconstituted Xenopus laevis chromosomes by EM tomography. 
Chromosoma. 116:349-372. 
Kornberg, R.D. 1974. Chromatin structure: a repeating unit of histones and DNA. Science. 
184:868-871. 
Kreth, G., C. Munkel, J. Langowski, T. Cremer, and C. Cremer. 1998. Chromatin structure 
and chromosome aberrations: modeling of damage induced by isotropic and 
localized irradiation. Mutation research. 404:77-88. 
Kruithof, M., F.T. Chien, A. Routh, C. Logie, D. Rhodes, and J. van Noort. 2009. Single-
molecule force spectroscopy reveals a highly compliant helical folding for the 30-
nm chromatin fiber. Nature structural & molecular biology. 16:534-540. 
Kumar, A., M. Mazzanti, M. Mistrik, M. Kosar, G.V. Beznoussenko, A.A. Mironov, M. 
Garre, D. Parazzoli, G.V. Shivashankar, G. Scita, J. Bartek, and M. Foiani. 2014. 
ATR mediates a checkpoint at the nuclear envelope in response to mechanical stress. 
Cell. 158:633-646. 
Langmore, J.P., and C. Schutt. 1980. The higher order structure of chicken erythrocyte 
chromosomes in vivo. Nature. 288:620-622. 
Leonhardt, H., H.P. Rahn, P. Weinzierl, A. Sporbert, T. Cremer, D. Zink, and M.C. 
Cardoso. 2000. Dynamics of DNA replication factories in living cells. The Journal 
of cell biology. 149:271-280. 
Lesne, A., J. Riposo, P. Roger, A. Cournac, and J. Mozziconacci. 2014. 3D genome 
reconstruction from chromosomal contacts. Nature methods. 11:1141-1143. 
Levine, M.T., C. McCoy, D. Vermaak, Y.C. Lee, M.A. Hiatt, F.A. Matsen, and H.S. Malik. 
2012. Phylogenomic analysis reveals dynamic evolutionary history of the 
Drosophila heterochromatin protein 1 (HP1) gene family. PLoS genetics. 
8:e1002729. 
Li, G., and D. Reinberg. 2011. Chromatin higher-order structures and gene regulation. 
Current opinion in genetics & development. 21:175-186. 
Li, G., G. Sudlow, and A.S. Belmont. 1998. Interphase cell cycle dynamics of a late-
replicating, heterochromatic homogeneously staining region: precise choreography 
of condensation/decondensation and nuclear positioning. The Journal of cell 
biology. 140:975-989. 
Lieberman-Aiden, E., N.L. van Berkum, L. Williams, M. Imakaev, T. Ragoczy, A. Telling, 
I. Amit, B.R. Lajoie, P.J. Sabo, M.O. Dorschner, R. Sandstrom, B. Bernstein, M.A. 
Bender, M. Groudine, A. Gnirke, J. Stamatoyannopoulos, L.A. Mirny, E.S. Lander, 
 95 
and J. Dekker. 2009. Comprehensive mapping of long-range interactions reveals 
folding principles of the human genome. Science. 326:289-293. 
Lin, R., R.G. Cook, and C.D. Allis. 1991. Proteolytic removal of core histone amino 
termini and dephosphorylation of histone H1 correlate with the formation of 
condensed chromatin and transcriptional silencing during Tetrahymena 
macronuclear development. Genes & development. 5:1601-1610. 
London, N., and S. Biggins. 2014. Signalling dynamics in the spindle checkpoint response. 
Nature reviews. Molecular cell biology. 15:736-747. 
Luger, K., M.L. Dechassa, and D.J. Tremethick. 2012. New insights into nucleosome and 
chromatin structure: an ordered state or a disordered affair? Nature reviews. 
Molecular cell biology. 13:436-447. 
Luger, K., A.W. Mader, R.K. Richmond, D.F. Sargent, and T.J. Richmond. 1997. Crystal 
structure of the nucleosome core particle at 2.8 A resolution. Nature. 389:251-260. 
Maeshima, K., S. Hihara, and M. Eltsov. 2010. Chromatin structure: does the 30-nm fibre 
exist in vivo? Current opinion in cell biology. 22:291-297. 
Maeshima, K., S. Ide, K. Hibino, and M. Sasai. 2016. Liquid-like behavior of chromatin. 
Current opinion in genetics & development. 37:36-45. 
Manders, E.M., H. Kimura, and P.R. Cook. 1999. Direct imaging of DNA in living cells 
reveals the dynamics of chromosome formation. The Journal of cell biology. 
144:813-821. 
Manders, E.M., J. Stap, G.J. Brakenhoff, R. van Driel, and J.A. Aten. 1992. Dynamics of 
three-dimensional replication patterns during the S-phase, analysed by double 
labelling of DNA and confocal microscopy. Journal of cell science. 103 ( Pt 3):857-
862. 
Manuelidis, L. 1990. A view of interphase chromosomes. Science. 250:1533-1540. 
Mao, Y.S., H. Sunwoo, B. Zhang, and D.L. Spector. 2011. Direct visualization of the co-
transcriptional assembly of a nuclear body by noncoding RNAs. Nature cell biology. 
13:95-101. 
Marko, J.F., and E.D. Siggia. 1997. Polymer models of meiotic and mitotic chromosomes. 
Molecular biology of the cell. 8:2217-2231. 
McHugh, C.A., C.K. Chen, A. Chow, C.F. Surka, C. Tran, P. McDonel, A. Pandya-Jones, 
M. Blanco, C. Burghard, A. Moradian, M.J. Sweredoski, A.A. Shishkin, J. Su, E.S. 
Lander, S. Hess, K. Plath, and M. Guttman. 2015. The Xist lncRNA interacts 
directly with SHARP to silence transcription through HDAC3. Nature. 521:232-
236. 
Muller, W.G., D. Rieder, G. Kreth, C. Cremer, Z. Trajanoski, and J.G. McNally. 2004. 
Generic features of tertiary chromatin structure as detected in natural chromosomes. 
Molecular and cellular biology. 24:9359-9370. 
Muller, W.G., D. Walker, G.L. Hager, and J.G. McNally. 2001. Large-scale chromatin 
decondensation and recondensation regulated by transcription from a natural 
promoter. The Journal of cell biology. 154:33-48. 
Munkel, C., R. Eils, S. Dietzel, D. Zink, C. Mehring, G. Wedemann, T. Cremer, and J. 
Langowski. 1999. Compartmentalization of interphase chromosomes observed in 
simulation and experiment. Journal of molecular biology. 285:1053-1065. 
Muyldermans, S. 2001. Single domain camel antibodies: current status. Journal of 
biotechnology. 74:277-302. 
 96 
Muyldermans, S., T. Atarhouch, J. Saldanha, J.A. Barbosa, and R. Hamers. 1994. Sequence 
and structure of VH domain from naturally occurring camel heavy chain 
immunoglobulins lacking light chains. Protein engineering. 7:1129-1135. 
Muyldermans, S., C. Cambillau, and L. Wyns. 2001. Recognition of antigens by single-
domain antibody fragments: the superfluous luxury of paired domains. Trends in 
biochemical sciences. 26:230-235. 
Nakamura, H., T. Morita, and C. Sato. 1986. Structural organizations of replicon domains 
during DNA synthetic phase in the mammalian nucleus. Experimental cell research. 
165:291-297. 
Naumova, N., M. Imakaev, G. Fudenberg, Y. Zhan, B.R. Lajoie, L.A. Mirny, and J. Dekker. 
2013. Organization of the mitotic chromosome. Science. 342:948-953. 
Nguyen, V.K., A. Desmyter, and S. Muyldermans. 2001. Functional heavy-chain 
antibodies in Camelidae. Advances in immunology. 79:261-296. 
Nguyen, V.K., R. Hamers, L. Wyns, and S. Muyldermans. 1999. Loss of splice consensus 
signal is responsible for the removal of the entire C(H)1 domain of the functional 
camel IGG2A heavy-chain antibodies. Molecular immunology. 36:515-524. 
Nora, E.P., B.R. Lajoie, E.G. Schulz, L. Giorgetti, I. Okamoto, N. Servant, T. Piolot, N.L. 
van Berkum, J. Meisig, J. Sedat, J. Gribnau, E. Barillot, N. Bluthgen, J. Dekker, 
and E. Heard. 2012. Spatial partitioning of the regulatory landscape of the X-
inactivation centre. Nature. 485:381-385. 
Nozaki, T., K. Kaizu, C.G. Pack, S. Tamura, T. Tani, S. Hihara, T. Nagai, K. Takahashi, 
and K. Maeshima. 2013. Flexible and dynamic nucleosome fiber in living 
mammalian cells. Nucleus. 4:349-356. 
O'Keefe, R.T., S.C. Henderson, and D.L. Spector. 1992. Dynamic organization of DNA 
replication in mammalian cell nuclei: spatially and temporally defined replication 
of chromosome-specific alpha-satellite DNA sequences. The Journal of cell 
biology. 116:1095-1110. 
Olins, A.L., and D.E. Olins. 1974. Spheroid chromatin units (v bodies). Science. 183:330-
332. 
Olins, D.E., and A.L. Olins. 2003. Chromatin history: our view from the bridge. Nature 
reviews. Molecular cell biology. 4:809-814. 
Ozer, G., A. Luque, and T. Schlick. 2015. The chromatin fiber: multiscale problems and 
approaches. Current opinion in structural biology. 31:124-139. 
Padlan, E.A. 1994. Anatomy of the antibody molecule. Molecular immunology. 31:169-
217. 
Perez, J.M., J.G. Renisio, J.J. Prompers, C.J. van Platerink, C. Cambillau, H. Darbon, and 
L.G. Frenken. 2001. Thermal unfolding of a llama antibody fragment: a two-state 
reversible process. Biochemistry. 40:74-83. 
Peric-Hupkes, D., and B. van Steensel. 2010. Role of the nuclear lamina in genome 
organization and gene expression. Cold Spring Harbor symposia on quantitative 
biology. 75:517-524. 
Ramachandran, S., and S. Henikoff. 2016. Transcriptional Regulators Compete with 
Nucleosomes Post-replication. Cell. 165:580-592. 
Rao, S.S., M.H. Huntley, N.C. Durand, E.K. Stamenova, I.D. Bochkov, J.T. Robinson, A.L. 
Sanborn, I. Machol, A.D. Omer, E.S. Lander, and E.L. Aiden. 2014. A 3D map of 
 97 
the human genome at kilobase resolution reveals principles of chromatin looping. 
Cell. 159:1665-1680. 
Ries, J., C. Kaplan, E. Platonova, H. Eghlidi, and H. Ewers. 2012. A simple, versatile 
method for GFP-based super-resolution microscopy via nanobodies. Nature 
methods. 9:582-584. 
Robinett, C.C., A. Straight, G. Li, C. Willhelm, G. Sudlow, A. Murray, and A.S. Belmont. 
1996. In vivo localization of DNA sequences and visualization of large-scale 
chromatin organization using lac operator/repressor recognition. The Journal of cell 
biology. 135:1685-1700. 
Roukos, V., T.C. Voss, C.K. Schmidt, S. Lee, D. Wangsa, and T. Misteli. 2013. Spatial 
dynamics of chromosome translocations in living cells. Science. 341:660-664. 
Sachs, R.K., G. van den Engh, B. Trask, H. Yokota, and J.E. Hearst. 1995. A random-
walk/giant-loop model for interphase chromosomes. Proceedings of the National 
Academy of Sciences of the United States of America. 92:2710-2714. 
Sadoni, N., S. Langer, C. Fauth, G. Bernardi, T. Cremer, B.M. Turner, and D. Zink. 1999. 
Nuclear organization of mammalian genomes. Polar chromosome territories build 
up functionally distinct higher order compartments. The Journal of cell biology. 
146:1211-1226. 
Saerens, D., J. Kinne, E. Bosmans, U. Wernery, S. Muyldermans, and K. Conrath. 2004. 
Single domain antibodies derived from dromedary lymph node and peripheral 
blood lymphocytes sensing conformational variants of prostate-specific antigen. 
The Journal of biological chemistry. 279:51965-51972. 
Sanborn, A.L., S.S. Rao, S.C. Huang, N.C. Durand, M.H. Huntley, A.I. Jewett, I.D. 
Bochkov, D. Chinnappan, A. Cutkosky, J. Li, K.P. Geeting, A. Gnirke, A. 
Melnikov, D. McKenna, E.K. Stamenova, E.S. Lander, and E.L. Aiden. 2015. 
Chromatin extrusion explains key features of loop and domain formation in wild-
type and engineered genomes. Proceedings of the National Academy of Sciences of 
the United States of America. 112:E6456-6465. 
Scheffer, M.P., M. Eltsov, J. Bednar, and A.S. Frangakis. 2012. Nucleosomes stacked with 
aligned dyad axes are found in native compact chromatin in vitro. Journal of 
structural biology. 178:207-214. 
Scheffer, M.P., M. Eltsov, and A.S. Frangakis. 2011. Evidence for short-range helical order 
in the 30-nm chromatin fibers of erythrocyte nuclei. Proceedings of the National 
Academy of Sciences of the United States of America. 108:16992-16997. 
Schermelleh, L., P.M. Carlton, S. Haase, L. Shao, L. Winoto, P. Kner, B. Burke, M.C. 
Cardoso, D.A. Agard, M.G. Gustafsson, H. Leonhardt, and J.W. Sedat. 2008. 
Subdiffraction multicolor imaging of the nuclear periphery with 3D structured 
illumination microscopy. Science. 320:1332-1336. 
Schoenfelder, S., T. Sexton, L. Chakalova, N.F. Cope, A. Horton, S. Andrews, S. Kurukuti, 
J.A. Mitchell, D. Umlauf, D.S. Dimitrova, C.H. Eskiw, Y. Luo, C.L. Wei, Y. Ruan, 
J.J. Bieker, and P. Fraser. 2010. Preferential associations between co-regulated 
genes reveal a transcriptional interactome in erythroid cells. Nature genetics. 42:53-
61. 
Sexton, T., E. Yaffe, E. Kenigsberg, F. Bantignies, B. Leblanc, M. Hoichman, H. Parrinello, 
A. Tanay, and G. Cavalli. 2012. Three-dimensional folding and functional 
organization principles of the Drosophila genome. Cell. 148:458-472. 
 98 
Shogren-Knaak, M., H. Ishii, J.M. Sun, M.J. Pazin, J.R. Davie, and C.L. Peterson. 2006. 
Histone H4-K16 acetylation controls chromatin structure and protein interactions. 
Science. 311:844-847. 
Shopland, L.S., C.R. Lynch, K.A. Peterson, K. Thornton, N. Kepper, J. Hase, S. Stein, S. 
Vincent, K.R. Molloy, G. Kreth, C. Cremer, C.J. Bult, and T.P. O'Brien. 2006. 
Folding and organization of a contiguous chromosome region according to the gene 
distribution pattern in primary genomic sequence. The Journal of cell biology. 
174:27-38. 
Silva, J., W. Mak, I. Zvetkova, R. Appanah, T.B. Nesterova, Z. Webster, A.H. Peters, T. 
Jenuwein, A.P. Otte, and N. Brockdorff. 2003. Establishment of histone h3 
methylation on the inactive X chromosome requires transient recruitment of Eed-
Enx1 polycomb group complexes. Developmental cell. 4:481-495. 
Simonis, M., P. Klous, E. Splinter, Y. Moshkin, R. Willemsen, E. de Wit, B. van Steensel, 
and W. de Laat. 2006. Nuclear organization of active and inactive chromatin 
domains uncovered by chromosome conformation capture-on-chip (4C). Nature 
genetics. 38:1348-1354. 
Sinclair, P., Q. Bian, M. Plutz, E. Heard, and A.S. Belmont. 2010. Dynamic plasticity of 
large-scale chromatin structure revealed by self-assembly of engineered 
chromosome regions. The Journal of cell biology. 190:761-776. 
Solovei, I., M. Kreysing, C. Lanctot, S. Kosem, L. Peichl, T. Cremer, J. Guck, and B. Joffe. 
2009. Nuclear architecture of rod photoreceptor cells adapts to vision in 
mammalian evolution. Cell. 137:356-368. 
Sparvoli, E., M. Levi, and E. Rossi. 1994. Replicon clusters may form structurally stable 
complexes of chromatin and chromosomes. Journal of cell science. 107 ( Pt 
11):3097-3103. 
Sporbert, A., A. Gahl, R. Ankerhold, H. Leonhardt, and M.C. Cardoso. 2002. DNA 
polymerase clamp shows little turnover at established replication sites but 
sequential de novo assembly at adjacent origin clusters. Molecular cell. 10:1355-
1365. 
Straight, A.F., A.S. Belmont, C.C. Robinett, and A.W. Murray. 1996. GFP tagging of 
budding yeast chromosomes reveals that protein-protein interactions can mediate 
sister chromatid cohesion. Current biology : CB. 6:1599-1608. 
Tanno, Y., H. Susumu, M. Kawamura, H. Sugimura, T. Honda, and Y. Watanabe. 2015. 
The inner centromere-shugoshin network prevents chromosomal instability. 
Science. 349:1237-1240. 
Tonazzi, A., N. Giangregorio, F. Palmieri, and C. Indiveri. 2005. Relationships of Cysteine 
and Lysine residues with the substrate binding site of the mitochondrial 
ornithine/citrulline carrier: an inhibition kinetic approach combined with the 
analysis of the homology structural model. Biochimica et biophysica acta. 1718:53-
60. 
Tsukamoto, T., N. Hashiguchi, S.M. Janicki, T. Tumbar, A.S. Belmont, and D.L. Spector. 
2000. Visualization of gene activity in living cells. Nature cell biology. 2:871-878. 
Tumbar, T., G. Sudlow, and A.S. Belmont. 1999. Large-scale chromatin unfolding and 
remodeling induced by VP16 acidic activation domain. The Journal of cell biology. 
145:1341-1354. 
 99 
Van de Broek, B., N. Devoogdt, A. D'Hollander, H.L. Gijs, K. Jans, L. Lagae, S. 
Muyldermans, G. Maes, and G. Borghs. 2011. Specific cell targeting with 
nanobody conjugated branched gold nanoparticles for photothermal therapy. ACS 
nano. 5:4319-4328. 
van der Linden, R.H., L.G. Frenken, B. de Geus, M.M. Harmsen, R.C. Ruuls, W. Stok, L. 
de Ron, S. Wilson, P. Davis, and C.T. Verrips. 1999. Comparison of physical 
chemical properties of llama VHH antibody fragments and mouse monoclonal 
antibodies. Biochimica et biophysica acta. 1431:37-46. 
van Holde, K., and J. Zlatanova. 2007. Chromatin fiber structure: Where is the problem 
now? Seminars in cell & developmental biology. 18:651-658. 
Vazquez, J., A.S. Belmont, and J.W. Sedat. 2001. Multiple regimes of constrained 
chromosome motion are regulated in the interphase Drosophila nucleus. Current 
biology : CB. 11:1227-1239. 
Vermaak, D., and H.S. Malik. 2009. Multiple roles for heterochromatin protein 1 genes in 
Drosophila. Annual review of genetics. 43:467-492. 
Volpe, T.A., C. Kidner, I.M. Hall, G. Teng, S.I. Grewal, and R.A. Martienssen. 2002. 
Regulation of heterochromatic silencing and histone H3 lysine-9 methylation by 
RNAi. Science. 297:1833-1837. 
Vu, K.B., M.A. Ghahroudi, L. Wyns, and S. Muyldermans. 1997. Comparison of llama 
VH sequences from conventional and heavy chain antibodies. Molecular 
immunology. 34:1121-1131. 
Wandke, C., and U. Kutay. 2013. Enclosing chromatin: reassembly of the nucleus after 
open mitosis. Cell. 152:1222-1225. 
Wen, B., H. Wu, Y. Shinkai, R.A. Irizarry, and A.P. Feinberg. 2009. Large histone H3 
lysine 9 dimethylated chromatin blocks distinguish differentiated from embryonic 
stem cells. Nature genetics. 41:246-250. 
Widom, J., and A. Klug. 1985. Structure of the 300A chromatin filament: X-ray diffraction 
from oriented samples. Cell. 43:207-213. 
Woodcock, C.L. 1994. Chromatin fibers observed in situ in frozen hydrated sections. 
Native fiber diameter is not correlated with nucleosome repeat length. The Journal 
of cell biology. 125:11-19. 
Woodcock, C.L., L.L. Frado, and J.B. Rattner. 1984. The higher-order structure of 
chromatin: evidence for a helical ribbon arrangement. The Journal of cell biology. 
99:42-52. 
Woodcock, C.L., and R.P. Ghosh. 2010. Chromatin higher-order structure and dynamics. 
Cold Spring Harbor perspectives in biology. 2:a000596. 
Woodcock, C.L., J.P. Safer, and J.E. Stanchfield. 1976. Structural repeating units in 
chromatin. I. Evidence for their general occurrence. Experimental cell research. 
97:101-110. 
Woodcock, C.L., A.I. Skoultchi, and Y. Fan. 2006. Role of linker histone in chromatin 
structure and function: H1 stoichiometry and nucleosome repeat length. 
Chromosome research : an international journal on the molecular, supramolecular 
and evolutionary aspects of chromosome biology. 14:17-25. 
Woolven, B.P., L.G. Frenken, P. van der Logt, and P.J. Nicholls. 1999. The structure of 
the llama heavy chain constant genes reveals a mechanism for heavy-chain 
antibody formation. Immunogenetics. 50:98-101. 
 100 
Wu, Y.C., T.H. Wu, D.L. Clemens, B.Y. Lee, X. Wen, M.A. Horwitz, M.A. Teitell, and 
P.Y. Chiou. 2015. Massively parallel delivery of large cargo into mammalian cells 
with light pulses. Nature methods. 12:439-444. 
Yaffe, E., and A. Tanay. 2011. Probabilistic modeling of Hi-C contact maps eliminates 
systematic biases to characterize global chromosomal architecture. Nature genetics. 
43:1059-1065. 
Zhang, J., J.M. Dewar, M. Budzowska, A. Motnenko, M.A. Cohn, and J.C. Walter. 2015. 
DNA interstrand cross-link repair requires replication-fork convergence. Nature 
structural & molecular biology. 22:242-247. 
Zhao, Z., G. Tavoosidana, M. Sjolinder, A. Gondor, P. Mariano, S. Wang, C. Kanduri, M. 
Lezcano, K.S. Sandhu, U. Singh, V. Pant, V. Tiwari, S. Kurukuti, and R. Ohlsson. 
2006. Circular chromosome conformation capture (4C) uncovers extensive 
networks of epigenetically regulated intra- and interchromosomal interactions. 
Nature genetics. 38:1341-1347. 
Zhimulev, I.F., E.S. Belyaeva, A.V. Bgatov, E.M. Baricheva, and I.E. Vlassova. 1988. 
Cytogenetic and molecular aspects of position effect variegation in Drosophila 
melanogaster. II. Peculiarities of morphology and genetic activity of the 2B region 
in the T(1;2)dorvar7 chromosome in males. Chromosoma. 96:255-261. 
Zhou, J., J.Y. Fan, D. Rangasamy, and D.J. Tremethick. 2007. The nucleosome surface 
regulates chromatin compaction and couples it with transcriptional repression. 
Nature structural & molecular biology. 14:1070-1076. 
Zorn, C., C. Cremer, T. Cremer, and J. Zimmer. 1979. Unscheduled DNA synthesis after 
partial UV irradiation of the cell nucleus. Distribution in interphase and metaphase. 
Experimental cell research. 124:111-119. 
 
 
