Mapping knowledge structures is a key task in Knowledge Discovery in Databases (KDD). In order to display the thematic organization of knowledge, we compare and evaluate two different cartography approaches: principal components analysis (PCA) and a multilayer perceptron (MLP) in "self-association" mode. This kind of MLP can be used to perform a PCA when the activation function is set to the identity function. This allows us to look for the non-linear activation function which best fits the data structure. We present an evaluation criterion and the results and maps obtained with both methods. We notice that the MLP detects a non-linearity in the data structure that the PCA does not detect. However, the MLP does not express the non-linearity completely. Finally we show how a related component analysis (RCA), based on graph theory, provides representations of the inter-clusters relationships, compensating for the approximate nature of the maps, and improving their readability.
Introduction
We are concerned with the design and development of information analysis tools in which informetrics, computational linguistics and artificial intelligence techniques are combined. In particular, informetrics address the issue of applying metric or quantitative information analysis methods (i.e., statistics, probabilities and multivariate data analysis) to produce useful information (for a general statistical perspective on KDD, see [3] ). The aim of our activity is to perform the analysis of information by computer using cluster analysis and cartography algorithms which represent the generated clusters in the form of maps. We apply this approach to the domain of scientific and technical information, i.e., publications and patents stored in databases (for details, see [7] ; [10] ; [11] ; [9] ). In this article, we avoid using the terms classification and classes; rather we use cluster analysis or clustering and clusters, in order to distinguish at the conceptual level two different techniques: a supervised method that classifies data into predefined classes or taxonomy, and a descriptive unsupervised technique that seeks to produce statistically some aggregations from data themselves. We use the terms cartography and maps to mean our statistical-based process of knowledge representation, that is knowledge mapping, as opposed to the knowledge representations and the processing of representations in logically-inspired ways (see, [8] , ch. 6).
Process Overview
Clustering, cartography, and hypertext generation are the three main components of our approach. Informetric analysis of the information is divided into two phases: the first involves the generation of clusters using clustering procedures, in which learning is unsupervised (the user does not define classes), while the second consists of positioning the clusters on a global map in order to display the topical organization of knowledge. These two phases are data driven. A hypertext interface generator provides the user with a user-friendly interface displaying the global map, the topics or clusters and the documents themselves. The global map consists in an overview of the target documents set and then gives access to useful information organized by topics (clusters). This approach is implemented in the NEURODOC system. The NEURODOC system uses the axial k-means method (AKM), i.e., an unsupervised winner-takes-all algorithm producing overlapping clusters, and a principal components analysis (PCA) for mapping. Our research is currently oriented to develop NEURODOC into a platform which can be used to apply artificial neural networks (ANNs) on bibliographic and textual data for clustering and mapping ( [12] ). Our interest in ANNs algorithms lies in the links which exist between multivariate data analysis and connectionist approach. This article covers the cartography issue only, and concentrate on work concerned explicitly with mathematical means for comparing two different cartography techniques: PCA and a MLP. In the process of KDD, the maps are "visualizationbased analysis tools". As Brachman and Anand ( [2] , p. 45) note: "The visualization produced is by itself a model, and the user can examine the visualization to determine its explanatory power (...) Appropriate display of data points and their relationships can give the analyst insight that is virtually impossible to get from looking at tables of output or simple summary statistics. In fact, for some tasks, appropriate visualization is the only thing needed to solve a problem or confirm a hypothesis, even though we do not usually think of picture-drawing as a kind of analysis".
Application Domain
The target data set used here for mapping knowledge structures was built for an unpublished study on "prion diseases" which was carried out in 1997 by PRI/INIST for the Life Science Department of the CNRS. The corpus consists of 1855 bibliographic records taken from the Science Citation Index CD-ROM (SCI). This data set represents essentially the past five years of research published in 453 journals covered by the SCI. Documents (n objets) are indexed by 1750 keywords (p attributes) generated by an in-house linguistic engineering platform (ILC platform) applied on titles and abstracts. Using the AKM, the NEURODOC cluster analysis generates 30 clusters (m) described by a cluster matrix X (m * p = 30 * 1750) which is very multi-dimensional and sparse, that is essentially composed of null values. In this paper, the clusters, that are obtained, are the data to be positioned on the global map. In documentary data analysis, the representativeness of the two axes of the map measured as an inertia percentage, is always very weak. In the case of the "prion diseases" corpus, the factorial plane of the PCA explains only 17.77 % of the inertia.. The MLP is of interest since it is able to detect non-linearities in the data structure and therefore produces a more representative cartography in theory.
A Non Linear MLP with One Hidden Layer
This section presents the MLP used for mapping the clusters obtained by the AKM. We do not use the MLP for its "associative properties" which perform a discriminant factorial analysis, but for its "spatial projection properties" which can be used to map the data. The learning is defined by the gradient back-propagation algorithm, which is both stochastic and incremental.
Network Architecture
The network architecture corresponds with the task that the MLP has to perform. Bourret et al. [1] , continuing the work of Gallinari et. al [6] show that a linear MLP using the "identity" activation function (f = Id) can perform a PCA. To do this, the input and output layers have an equal number of neurons and the hidden layer has only two neurons. This MLP takes vectors of size p as input and compresses them in 2-dimensional vectors before restoring the information at the output. Once the convergence has been carried out, the outputs of the hidden neurons are used for a 2-dimensional map representation. The data (clusters) are centered before to be passed through the MLP, implying that the network does not contain a polariser neuron, i.e., a neuron the output of which is always equal to 1, which would give as result a affine line. In this case, we know that the best-fit plane passes through the origin now situated at the center of gravity of the clusters. Similarly, the output s k of neuron k of the output layer is given by :
For an input x, the output x c j of neuron j of the hidden layer is given by : 
Learning Algorithm
The learning mode is a "self-association" supervised learning algorithm, that is to say that the network is trained to adjust its output as close as possible to the input. For each input, the individual squared error (ISE) corresponds to the Euclidean distance between the input and output vectors. The learning level of the network is known due to the mean squared error (MSE) which is calculated periodically. Its evolution has three phases: a relatively long plateau, a step-wise descent, and a final stabilization. The MSE is given by the following formula:
( ) where for a data x :
The learning is stochastic, the network connections are corrected after processing each data x. Moreover, the standard gradient back-propagation algorithm is not incremental, and the connections of the two neurons of the hidden layer are calculated simultaneously. In order to perform a PCA, we must apply an incremental algorithm [5] , and so once the connections of the first neuron have been calculated and have stabilized, the connections of the second neuron are then calculated. Once convergence has been achieved, the outputs of the two hidden neurons define the coordinates on the map for each cluster.
Statistical Assessment of Performance
This section presents the comparisons between PCA and a MLP using different activation functions. In attempting to perform this comparison, we present the PCA as a means of approximating a matrix by minimizing the MSE.
MSE definition for PCA
To place the clusters on a map (defined in the space R 2 ), the best result obtained using multivariate data analysis methods is the set of data projections on the first two factorial axes, also defined by the set of the coordinates of the first two principal components, the vectors c 1 and c 2 . This corresponds to the second rank approximation of the cluster matrix X, that is X*(2): This MSE corresponds therefore to the sum of the eigenvalues of the complementary space to the first factorial plane, which is defined by the two factors associated with the two largest eigenvalues. This MSE is the minimum MSE that the PCA can achieve, and is thus our means of evaluating the MLP.
PCA and linear and non-linear MLP
The MLP performs the approximation S f for the cluster matrix X(m,p). For the identity function f = Id, the network output becomes: In other words, the self-associative linear MLP (where f = Id) with two hidden units projects the data in the 2-dimensional space corresponding to that which would have been found by the PCA. This linear MLP then performs a PCA which will be used as a basis for comparison with the behavior of a non-linear MLP. The only difference between the two networks is the non-linearity provided by the activation function. The aim is now to verify that this function detects a non-linearity in the data structure, and therefore performs a better cartography, which can be qualified as a non-linear projection of the clusters.
Determination of the activation function
The intrinsic data structure is unknown a priori. We are looking for a sigmoid function f which produces a better approximation of the data S f at the output than the result obtained via the factorial plane (S id ). The comparison criterions that we define for evaluating the results are MSE and Quality. Quality is defined in terms of global relative error and is expressed as a percentage. Thus, for all m clusters, the global relative error (GRE) is:
The quality is thus:
( )
100 . In the case of PCA, this corresponds to the quality of the data global projection on the first factorial plane, which is also called the percentage of explained inertia. Table 1 shows the results summarized in three columns: [1] Initial MSE = MSE before learning; for PCA, Initial MSE is comparable to the sum of the normalized squares of the vectors ; [2] Final MSE = MSE after learning; [3] Quality. allows us to verify that the identity activation function: Id(x) = x gives results which are very close to the PCA. We then use the sigmoid activation function f. The function f brings out the problem that the output s is positive for all neurons, while the input x does not need to be (the data are centered). We introduce the additional term (-1/2) to make the function odd, and thus preserve positive and negative signs. By analogy with numerical methods used to find eigenvectors and eigenvalues, we introduce a factor acc to spread out the spectrum of the covariance matrix. The function thus defined is the function g acc given by:
The functions g acc allows the MLP to obtain an initial MSE comparable to the initial MSE of the PCA (= 0.8418) while for the function f, the initial MSE is high (8.307 ).
The function g 1 provides better results than the function Id but with a slow rate of convergence (4 million iterations). The factor acc speeds up the convergence: 160 thousand iterations with acc=15, moreover, this factor provides the lowest value of final MSE (0.6694), and the highest Quality of 20.47%. Thus we have adopted the function g 15 which enables the optimal minimum obtained by the PCA to be passed, and to find a final MSE between a 2-dimensional PCA and a 3-dimensional PCA.
In conclusion, we can observe that the results obtained with the MLP are at least similar to the PCA results, therefore the learning process may be considered to be achieved. This process carries out a minimization whose result depends on the correlations between the data. Nervertheless, the large dimension of the data implies a low final quality with MLP as well as with PCA.
Mapping Knowledge Organization
Before examining the maps obtained by the two methods, we present an approach that we call Related Components Analysis, for validating and explaining the map obtained in a format better suited for human reading. Indeed, one of the objects of KDD is to generate a visualization of knowledge in a form suitable for verification or interpretation providing users with useful or interesting knowledge.
Related Components Analysis (RCA)
This method is based on graph theory. It defines the related components which represent the relative closeness between clusters. These related components are not defined according to predefined thresholds, but 10 proximity levels are calculated from the distances between clusters. The highest level is defined by the minimum distance between clusters and the lowest by the maximum distance between clusters. At a given level, two clusters are connected if their distance is lower than the maximum threshold of that level. Once the connections are calculated, sets of clusters linked up by a connection path, named "related components", are defined. This operation is repeated for each level. While this method does not have the means to project the individual points (clusters), it clearly shows their closeness and separation in multidimensional space. The maps obtained by PCA and MLP do not allow a complete representation of the position of the clusters, because their quality value is not superior to 21% as we can see in table 1. To compensate for this, we use the RCA. This technique gives the analyst the means of verifying if maps respect the distances between the clusters, and therefore the concentration of some clusters and the isolation of others. Moreover, the RCA facilitates the interpretation of the maps by allowing the clusters configuration to be visualized.
Presentation of the maps
The function g 15 makes the MLP to converge on the plane giving the best account of the non-linearity. Once this plane has been determined, its axes can be interpreted in the same way as standard factorial axes. While this activation function gives a better approximation of the data than the PCA, it is less easy to visualize, because the clusters are close together at the centre of the space. To solve the visualization problem, we added a scale factor to the function g 15 that is g 1 5 ( sca le* x ). This operation is performed after the convergence of the MLP and can be thought of as unfolding the Kohonen map. Figure 2 shows the map obtained by the MLP for our example of "prion diseases" with scale=10. Figure 3 shows the map obtained with the same set of data using the PCA. The related components of the three highest levels are shown on these figures. In figure 2 , the left-hand side of the map groups together two very strong related components (level 1). According to our expert, these two components correspond to the domains of the "molecular biology of the prion protein" (component [17, 16, 11, 15, 4, 9] ) and "scrapie" (component [6, 0, 2] ). If we also look at the related components of levels 2 and 3, these two components are grouped together in a large set taking up the whole of the left-hand side of the map. This confirms the proximity of the two level 1 components. At the bottom right in figure 2 , we note a level 3 related component (component [14, 24, 28] ) which, according to our expert, corresponds to the problem of the "transmission of Creutzfeldt Jacob and Spongiform Encephalopathy Diseases". At the top right of the MLP map are the clusters more isolated in the multidimensional space. The map therefore respects the relationships between the clusters. In figure 3 , the related components representing the "molecular biology of the prion protein" and the "scrapie" are also found on the left-hand side of the PCA map, but they are further away from each other, which is not justified by the RCA. The related component [14, 24, 28] representing "transmission of Creutzfeldt Jacob and Spongiform Encephalopathy Diseases", appears less well grouped on this map. The above discussion shows that knowledge organization designate by the clusters can be represented in the forms of maps in which relations (proximities) can be examined by users or experts. A user-friendly hypertext interface allows to explore the knowledge organization interactively.
Conclusions and Open Problems
This study represent a step towards the development of a reliable automated mapping knowledge method. As mentioned in section 1, for representing the patterns of the inherent data structure, our approach applies cluster analysis and the geometrical representation of clusters in a 2-dimensional space in the form of maps. In this article, we have compared and evaluated two different cartography approaches: PCA and MLP. We have also explained in what manner a MLP, with the architecture and learning algorithm described in section 2, can be used to perform a PCA if the activation function is set to the identity function. This allowed us in section 3 to look for the non-linear activation function which best fits the data structure. The MSE was used as the means of comparison. We have noticed that MLP detect a non linearity in the clusters structure that the PCA does not detect. In fact, the MLP has given a better performance than 2-dimensional PCA, but lower than 3-dimensional PCA. In other words, the MLP does not express the non linearity completely. A further study of the structure defined by the clusters would allow us to determine the degree of freedom of such structure, and to know whether it can be described by two factors. Such results could be used to create maps which better represent the knowledge content of the data. The maps studied in this article are not only means of visualization. They also represent an analysis tool insofar as they allow us to evaluate the relative position of clusters (or topics) in the multidimensional space of representation. As observed in section 4, we must deal with the problems of readability of such maps. In the case of the MLP map, we have added a scale factor for improving its readability. A RCA, based on graph theory, was also used to show and evaluate best-fit distances and proximities in multidimensional space, and compensating the approximate nature of the maps obtained by the MLP or the PCA. Finally, as regards of the remark that KDD process involves "the evaluation and possibly interpretation of the patterns to make the decision of what constitutes useful or interesting knowledge and what does not" [4, p. 9] , all that can be said currently is that generating maps easily understood by people is a promising field that calls for further studies. Furthermore, cartography may indicate an interesting new domain of research and development in knowledge discovery systems.
