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ABSTRAK 
Info jumlah orang yang masuk dalam suatu wilayah mempunyai info penting untuk beberapa tujuan seperti 
bisnis, keamanan, kebutuhan sumber daya yang harus dicukupi, dan lainnya. Ketika jumlah orang yang masuk 
terlalu banyak  sehingga mengurangi akurasi perhitungan secara manual, maka keadaan tersebut membutuhkan 
sistem untuk menghitung secara otomatis dan people counting bisa melakukan tugas tersebut.  
Perkembangan computer vision mampu memberikan akurasi yang baik untuk diterapkan pada people 
counting. Penggunaan metode Face Detection menggunakan haar-cascade classifier yang bisa menghasilkan 
akurasi 94%, tracking menggunakan extended CAMSHIFT yang bisa menanggulangi tabrakan tracking window 
dengan warna background yang sama dengan akurasi 88%. Metode yang bisa diterapkan ke dalam people 
counting.  
 
Kata Kunci: Computer Vision, People Counting, Haar-Cascade Classifier, Extended CAMSHIFT 
 
 
ABSTRACT 
The information of visitor that entering in an area could be an important information for several purposes 
such as business, security, resources demand, and etc. While numbers of visitors are too excessive that could 
reduce accuration of manual counting, then this condition needs a system which could count automatically and 
people counting could do it. 
The developing of computer vision could give good accuration when implementing it in people counting. 
Using Face Detection with haar-cascade classifier that can give accuration 94%, tracking with extended 
CAMSHIFT can avoid tracking window collision with the same-color object with accuration 88%. This method 
can be implemented to people counting. 
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1. Pendahuluan 
1.1  Latar Belakang 
Informasi jumlah pengunjung yang terdapat di 
suatu tempat memang dibutuhkan. Masalah 
keamanan, jumlah kepadatan pengunjung, atau 
masalalah yang lain bisa menjadi bahan acuan 
pertimbangan pemilik usaha atau tempat dalam 
mengelola keputusannya. Pengunjung dalam 
jumlah besar dan dalam aliran  waktu yang sangat 
cepat akan menjadi sangat susah dihitung dengan 
cara manual dan memunculkan kesalahan 
perhitungan yang sangat besar. Oleh karena itu 
dibutuhkan alat secara otomatis menghitung jumlah 
pengunjung yang datang yang disebut people 
counting. 
People counting menggunakan beberapa 
teknologi dalam implementasinya seperti infrared 
beam atau computer vision. Walaupun infrared 
beam mayoritas digunakan untuk people counter, 
metode ini tidak mempunyai akurasi yang tinggi 
jika jumlah orang yang melewati perangkatnya 
terlalu banyak. Computer vision menggunakan citra 
yang ditangkap kamera mampu memberikan 
akurasi yang lebih tinggi jika dibandigkan 
menggunakan infrared beam. Pengolahan citra 
yang dilakukan untuk people counting salah 
satunya dengan cara mendeteksi wajah yang ada 
kemudian wajah yang tertangkap akan dilakukan 
tracking. [1] 
Setelah ditemukannya metode tracking 
CAMSHIFT oleh R.Bradsky [3], metode ini 
mampu lebih adaptif untuk melakukan tracking 
terhadap citra sekuensial (video) yang citranya 
berubah-ubah setiap urutannya. Metode ini lebih 
baik dari metode MEANSHIFT [4]. Walaupun 
CAMSHIFT mempunyai kelebihan seperti real-
time, robust, mampu beradaptasi, dan lainnya, Lee 
et al [2] memperbaiki CAMSHIFT yang mudah 
kelihangan tracking ketika objeknya mempunyai 
warna yang sama dengan background. Selain itu 
Lee et al [2] juga menggunakan fitur Haar dan 
algoritma Adaboost untuk mempercepat deteksi 
wajah. 
 Dengan menggunakan  motode dari Lee et al 
[2] dapat mempercepat dan memperbaiki people 
counting berdasarkan deteksi wajah dan tracking 
wajah. Jadi nantinya diharapkan dengan memakai 
metode ini akan lebih mampu tracking dengan 
kondisi background yang lebih mirip dengan warna 
kulit.  
1.2 Perumusan Masalah 
Permasalahan yang  biasa terjadi dalam people 
counting antara lain masalah akurasi dan pengaruh 
background pada citra yang menyebabkan 
kesalahan pengenalan. People counting 
membutuhkan akurasi yang baik dalam berbagai 
kondisi. Untuk people counting dengan 
menggunakan pengenalan wajah dan tracking, 
pengenalan wajah dibutuhkan metode yang cepat 
dan tepat. Untuk tracking pun dibutuhkan metode 
yang baik mampu menghadapi error ketika objek 
bertemu dengan background yang warnanya sama.  
Pembatasan tugas akhir kali ini perbaikan citra 
yang dipengaruhi noise, pencahayaan yang kurang 
terhadap warna kulit, dan blur pada citra  tidak 
masuk dalam pembuatan tugas akhir kali ini. Selain 
itu bentuk pose muka yang tidak frontal juga 
termasuk batasan malasah 
1.3 Tujuan 
Tujuan tugas akhir kali ini antara lain : 
1. Mendeteksi wajah menggunakan fitur 
haar-like dengan algoritma   Adaboost 
2. Melakukan tracking wajah dengan 
algoritma Extended CAMSHIFT 
3. Melakukan people counting dari hasil 
tracking wajah 
4. Analisa parameter yang mempengaruhi 
untuk menghasilkan akurasi people 
counting yang tinggi. 
1.4  Hipotesa 
Hipotesa dari tugas akhir ini sebagai berikut :  
1. Dengan menggunakan metode ini, 
muka bisa dideteksi dengan akurasi 
94% berdasarkan hasil literatur [2] jika 
dibandingkan dengan literatur [10]. 
2. Berdasarkan hasil studi literatur [2], 
tracking menghasilkan akurasi 95,3% 
pada frame rate 30-35 fps (frame per 
second) yang nantinya berdampak 
pada akurasi people counting 
3. Metode ini mampu tracking objek 
ketika berdempatan dengan warna 
background yang sama. 
 
 
1.5  Metodologi Penyelesaian Masalah 
1.5.1 Studi Literatur 
Pada tahap ini dilakukan studi literatur yang 
berkaitan dengan tugas akhir ini antara lain :  
1. Referensi tentang pengolahan citra 
2. Referensi tentang people counting 
3. Referensi tentang face detection 
menggunakan fitur haar-like 
4. Referensi tentang tracking 
menggunakan Extended CAMSHIFT 
5. Referensi tentang library OpenCV 
1.5.2 Analisa dan Perancangan Sistem 
Pada tahap ini dilakukan analisa terhadap 
perancangan sistem serta bentuk dataset yang 
digunakan untuk percobaan. Untuk perancangan 
sistem, sistem dipecah menjadi beberapa analisa. 
Analisa-analisa itu antara lain :  
1. Analisa pembagian imaging process 
dan perancangan sistem 
2. Analisa code dari library OpenCV 
3. Analisa kerja face detection dan 
tracking menggunakan fitur haar-like 
dan extended CAMSHIFT 
4. Analisa akurasi sistem people counting 
ini dengan berbagai kondisi 
1.5.3 Implementasi Sistem 
Pada tahap ini akan dilakukan coding atau 
implementasi berdasarkan rancangan yang telah 
dibuat sebelumnya. 
1.5.4 Pengujian Sistem 
Pada tahap ini akan dilakukan testing atau 
pengujian terhadap sistem yang telah 
diimplementasikan apakah sistem mampu 
mendeteksi dan tracking wajah dengan baik 
sehingga sistem people counting ini dapat 
menghasilkan akurasi yang tinggi. Dalam 
pengujian ini akan diukur berapa jumlah wajah 
yang masuk sampai berapa orang yang sudah 
dihitung sistem dengan berbagai kondisi 
lingkungan (pencahayaan, letak kamera, dan situasi 
objek). 
 
1.5.5 Analisa Hasil Pengujian dan 
Pengambilan Keputusan 
Sistem yang people counting berdasarkan face 
detection dan tracking menggunakan fitur haar-like 
dan extended CAMSHIFT ini diuji dengan 
menggunakan video. Kemudian hasil dari sistem 
ini akan dianalisa. Analisa difokuskan kepada 
akurasi yang dihasilkan sistem ini terhadap bentuk 
lingkungannya (pencahayaan, letak kamera, situasi 
objek). Hasil dari analisa ini akan didapatkan 
bentuk lingkungan yang paling baik untuk 
menghasilkan akurasi people counting yang tinggi. 
 
1.5.6 Perumusan Kesimpulan dan 
Penyusunan Tugas Akhir 
Pada tahap ini akan dilakukan perumusan 
kesimpulan berdasarkan analisa dari hasil 
implementasi sistem yang telah dilakukan pada 
tahap sebelumnya. Setelah diambil kesimpulan 
akan dilakukan penyusunan tugas akhir sesuai 
aturan-aturan yang telah ditetapkan oleh institusi.  
 
2. Tinjauan Pustaka 
2.1 Citra Digital 
Benda-benda yang selama ini bisa kita lihat 
adalah pantulan gelombang cahaya putih ke mata 
 kita. Setiap benda memantulkan gelombang cahaya 
dengan panjang yang berbeda-beda. Mata kita 
hanya bisa merepresentasikan warna dengan 
panjang gelombang antara 380-780 nanometer[5]. 
Citra digital adalah representasi warna pada 
perangkat digital dan disajikan dalam bentuk yang 
model warna berbeda-beda, antara lain RGB (red, 
green, blue), grayscale, HSV(hue, saturation, 
value) dan YCbCr. 
2.1.1 RGB (Red, Green, Blue) 
 
RGB adalah pemodelan warna yang berasal 
dari tiga warna dasar yaitu merah (red), hijau 
(green), dan biru (blue). Setiap warna dasar ini 
memiliki nilai 8 bit dan range nilainya antara 0-
255. Jadi ketika mendefinisikan sebuah warna 
contoh wahna hijau murni, maka nilai RGB nya 
akan didefinisikan R=0. G=255, B=0 atau ditulis 
RGB (0,255,0). Model warna ini biasanya terdapat 
dalam perangkat elektronik yang jika tidak diberi 
cahaya sama sekali RGB(0,0,0) akan berwarna 
hitam. Model RGB ini juga disebut warna additif 
karena jika digabungkan ketiga warna itu maka 
warna yang akan tampak berwarna putih, 
RGB(255,255,255). 
 
 
2.1.2 Grayscale 
Model warna grayscale merepresentasikan 
warna berdasarkan tingkat keabuannya [5]. Model 
warna grayscale biasanya digunakan untuk 
mempermudah analisa citra karena citra itu hanya 
akan mempunyai sebuah warna dengan rentang 0-
255.  
Sebagai contoh jika kita mempunyai citra RGB 
akan dikonversikan ke dalam bentuk citra 
grayscale, maka rumusnya sebagai berikut 
𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒 = 0,299 ∗ 𝑅 + 0,587 ∗ 𝐺 + 0,114 ∗ 𝐵 
 
2.1.3 HSV (Hue, Saturation, Value) 
 
Model warna HSV(Hue, Saturation, Value) 
mempunyai beberapa komponen antara lain  : 
 Hue mendefinisikan warna yang sebenarnya 
dari warna merah hingga warna biru. Hue 
digunakan untuk menentukan warna dasar 
sebuah warna. 
 Saturation mendefinisikan kemurnian dari 
warna hue dan warna dasar putih. Sebagai 
contoh warna kuning dengan tingkat 
saturation 100% maka warna itu akan 
memberikan warna kuning murni. Jika 
saturation 50% maka warna kuningnya akan 
memudar sebanyak 50% dan jika saturation 
sebesar 0% maka warna kuning itu akan 
berwarna putih. 
 Value mendefinisikan tingkat kecerahan dari 
model warna HSV. Sebagai contoh warna 
kuning tadi, jika mempunyai value yang 
lebih rendah maka warna yang dimunculkan 
akan semakin gelap. Jika sebuah warna 
mempunyai nilai value sebesar 0 maka 
warna itu didefinisikan sebagai warna hitam 
atau tidak ada warna sama sekali. 
 
2.1.4 YCbCr 
 
 
YCbCr adalah panel warna yang dipakai 
dalam menampilkan citra dari sistem video dan 
fotografi digital. YCbCr terdiri dari komponen 
kroma biru (Cb), kroma merah ( Cr), dan luma (Y). 
YCbCr mengadopsi dari panel warna RGB.  
Kroma adalah derajat antara warna dan luma. 
Sebagai contoh kroma biru adalah selisih nilai 
antara warna biru dengan komponen luma. Warna 
merah juga begitu. Ketika warna Cr dan Cb sama-
sama 0, maka warna yang dihasilkan adalah hijau. 
Sedangkan ketika sama-sama 255, warna yang 
dihasilkan adalah magenta. 
Luma memberikan brightness pada gambar. 
Ketika pada posisi puncak dan nilai antar kroma 
sama, maka warna yang dihasilkan berwarna putih. 
Begitu pula sebaliknya ketika nilai kroma sama 
tetapi nilai luma kecil maka warna yang dihasilkan 
warna hitam. 
 
2.2 Hsu Skin Detection 
Pengenalan wajah terdiri dari beberapa tahap. 
Untuk mengenali wajah pertama kali harus 
dilakukan adalah pendeteksian piksel warna kulit. 
Dari hasil menentukan piksel yang termasuk 
golongan warna kulit atau non-warna kulit. 
Pendeteksian warna kulit adalah faktor 
fundamental untuk pendeteksian wajah. Biasanya 
proses pengenalan warna kulit berlangsung sangat 
cepat. Namun karena ada pengaruh iluminasi, 
background yang sama dengan warna kulit, atau 
gangguan lainnya, pendeteksian warna kulit 
mempunyai tingkat akurasi yang rendah. Akibatnya 
sering terjadi kesalahan dalam pendeteksian warna 
kulit. 
Salah satu metode pendeteksian warna kulit 
dilakukan oleh Hsu et al[7]. Hsu menggunakan skin 
color correction sebelum melakuka deteksi warna 
kulit. Dalam metodenya, Hsu menggunakan model 
warna YCbCr.  
 Setelah mengkonversi RGB ke YCbCr, 
kemudian hasilnya dipakai untuk skin color 
correction. 
Skin color correction adalah salah satu versi 
metode white patch. Prinsip dari skin color 
correction ini adalah mencari piksel dengan nilai 
luminasi yang termasuk top 5% dari nilai seluruh 
citra [2]. Piksel yang terdeteksi kita anggap sebagai 
bagian dari objek warna putih. Jika angka top 
piksel ini melebihi 100 dan artinya seluruh citra 
bukan warna kulit, maka color correction ini 
dijalankan. 
 
  
2.3 Deteksi wajah menggunakan fitur haar-like  
Deteksi wajah banyak digunakan dalam bidang 
computer vision. Salah algoritma yang banyak 
digunakan adalah algoritm Viola-Jones [6]. 
Algoritma ini mampu mendeteksi wajah yang 
terdapat dalam citra atau terdapat dalam frame 
video. Untuk mengerti kerja algoritma ini, kita 
harus mengerti beberapa konsep penting antara lain 
: 
 Citra integral untuk deteksi fitur haar-like 
untuk perhitungan lebih cepat 
 Classifier wajah yang dibangun 
menggunakan algoritma learning Adaboost 
 Kombinasi dari beberapa classifier dalam 
bentuk cascade classifier 
Ada beberapa alasan kenapa lebih baik 
memakai fitur daripada langsung menghitung 
piksel. Salah satu alasan paling penting adalah 
sistem berbasis fitur bekerja lebih cepat daripada 
sistem berbasis piksel [6]. Selain itu fitur bisa 
berperan meng-encode ad-hoc domain knowledge 
yang susah dipelajari menggunakan jumlah 
training data yang terbatas. 
Fitur sederhana yang digunakan mengingatkan 
kita kepada fungsi basis haar yang suah digunakan 
oleh Papageorgiou et al (1998). Sebagai contoh dua 
fitur persegi yang terdiri dari satu bagian berwarna 
gelap dan bagian yang lain berwarna terang. Bagian 
ini mempunyai ukuran persegi panjang yang sama 
dan berdekatan satu sama lainnya. Nilai fitur ini 
diambil dari selisih jumlah antara bagian gelap dan 
jumlah bagian yang terang. Untuk fitur dengan 
bentuk yang lain seperti fitur yang menggunakan 3 
buah persegi atau dengan kemiringan 45 derajat, 
perhitungan nilai fitur juga sama yaitu antara 
selisih jumlah bagian yang gelap dengan jumlah 
bagian yang terang. Contoh fitur bisa  dilihat di 
gambar berikut. 
 
Gambar 2.4 Contoh fitur haar 
Fitur haar yang dipakai Viola-Jones jumlahnya 
ada 160.000. Jumlah ini sangat besar dan 
membutuhkan waktu proses yang lama jika 
digunakan semuanya. Untuk mempercepat hanya 
dipilih fitur-fitur tertentu dengan tingkat pembeda 
yang tinggi antara wajah dan non-wajah. Untuk 
memilihnya dibutuhkan algoritma Adaboost dan 
selanjutnya kumpulan fitur-fitur ini disebut 
classifier. Algoritma Adaboost berfungsi untuk 
memilih fitur-fitur penting yang akan digunakan 
dalam classifier wajah. Algoritma Adaboost ini 
memiliki beberapa classifier dan nantinya 
classifier-classifier itu disusun bertingkat dalam 
memilih region wajah dan non-wajah. Adaboost 
disebut juga dengan machine learning dan fitur-
fitur yang ada disebut juga dengan learner.  
Jika menggunakan fitur yang termasuk wajah, 
maka jumlahnya akan lebih banyak ketimbang fitur 
non-wajah. Oleh karena itu lebih cepat 
menggunakan fitur non-wajah atau weak learner 
untuk seleksi karena jumlahnya yang sedikit. Tentu 
dengan hanya menggunakan weak leraner yang 
jumlahnya sedikit ini akan merpercepat proses 
pemilihan atau pengklasifikasian wajah.  
Setelah proses menggunakan algoritma 
Adaboost tadi, kita mendapatkan beberapa fitur 
yang cocok dipilih untuk mengklasifikasikan wajah 
dan non-wajah yang di dalam sebuah classifier. 
Untuk lebih mempercepat komputasi, 
pengklasifikasian ini dilakukan dengan cara 
mengkombinasikan beberapa classifier secara 
bertingkat (cascade classifier). Contoh alur kerja 
sebuah cascade classifier dengan 3 tingkat (stage) 
bisa dilihat seabgai berikut 
 
Gambar 2.7 Alur kerja algoritma Adaboost 
2.4 Algoritma Extended CAMSHIFT 
Ada beberapa algoritma untuk tracking seperti 
meanshift, CAMSHIFT, atau extended 
CAMSHIFT [7]. Algoritma meanshift secara luas 
dipakai untuk real-time tracking objek. Meanshift 
merupakan algoritma mencari rataan dalam 
distribusi padat peluang dalam distribusi citra (x,y). 
Hasil dari rataan distribusi padat peluang ini itulah 
yang nantinya menjadi centroid yang digunakan 
untuk tracking. Centroid mengikuti perpindahan 
gradient objek. Langkah-langkah algoritma ini 
sebagai berikut : 
1. Search window W dipilih dengan ukuran 
s. 
2. Initial search window dipilih dengan pk 
sebagai centroid awal. 
3. Hitung centroid  dalam search window 
itu dengan menggunakan rumus 
𝑃𝑘 𝑊 =  
1
 𝑊 
  𝑃𝑗 
∞
𝑗=𝑊
  (
4
) 
Lalu hitung juga meanshift mengikuti 
gradient dari f(p) 
𝑃𝑘 𝑊 − 𝑃𝑘  ≈  
𝑓′ (𝑃𝑘) 
𝑓(𝑃𝑘)
 
(5) 
4. Set centroid search window yang 
dihasilkan pada point 𝑃𝑘 𝑊 . 
5. Ulangi langkah ke-3 dan ke-4 sampai 
konvergen, yaitu ketika 𝑓′ 𝑝 ≅ 0 
Kamera video menggunakan distribusi diskrit, 
oleh sebab itu centroid pada search window pada 
rumus (3) dan (4) ditambahkan aturan berikut : 
 Tentukan zeroth moment 
𝑀00 =   𝐼(𝑥,𝑦)
𝑦𝑥
 
(6) 
Tentukan moment pertama untuk x dan y 
𝑀10 =   𝑥𝐼(𝑥,𝑦)
𝑦𝑥
 
(7) 
𝑀01 =   𝑦𝐼(𝑥,𝑦)
𝑦𝑥
  
Kemudian centroid dari search window 
diperoleh melalui rumus 
 
𝑋𝑐 =  
𝑀10
𝑀00
 𝑌𝑐 =  
𝑀01
𝑀00
 
(8) 
 
I(x,y) adalah intensitas piksel pada posisi (x,y) 
plane ekstraksi fitur, di mana x dan y adalah range 
sepanjang search window. 
Konvergensi iterasi algoritma meanshift dari 
distribusi diskrit dapat dirumuskan sebagai berikut.  
𝑑𝑥 =  𝑥𝑐 −  𝑃𝑥 (9) 
𝑑𝑦 =  𝑦𝑐 −  𝑃𝑦  
𝑑𝑥2 +  𝑑𝑦2  ≤ 1 (10) 
 
(Px, Py) adalah koordinat pusat dari search 
window yang lama. Rumus (10) berkoresponden 
dengan konvergensi pada distribusi Euclidean yaitu 
𝑓′  𝑝 ≅ 0. Berikut ini penjabaran proses algoritma 
meanshift jika dilakukan terhadap citra : 
1. Dapatkan ukuran dari input search 
window 
2. Dapatkan lokasi kalkulasi dari plane fitur 
yang berkoresponden dengan ukuran dan 
lokasi dari input search window 
3. Tentukan lokasi centroid dalam input 
search window 
4. Geser atau shifting input search window 
sehingga akan dihasilkan output search 
window yang memiliki posisi centroid 
sesuai dengan hitungan pada langkah ke-3 
5. Ulangi langkah ke-3 dan ke-4 sampai 
search window konvergen, yaitu sampai 
search window tersebut berpindah dengan 
jarak yang kurang dari nilai threshold 
yang sudah ditentukan dalam rumus (10). 
 
Algoritma meanshift didesain untuk distribusi 
gambar statis. Distribusi gambar yang statis tidak 
mengalami perubahan nilai piksel setiap saat, 
padahal saat kondisi real, kamera selalu mengalami 
perubahan warna karena adanya pergerakan objek, 
noise, atau perbedaan lingkungan. Pada saat 
tracking, objek mengalami perubahan ukuran dan 
lokasi sehingga distribusi probabilitas ikut berubah 
dalam setiap waktunya. Karena ada perubahan ini 
maka dibutuhkan algoritma yang dinamis dan 
adaptif terhadap perubahan. Algoritma 
CAMSHIFT mengambil probabilitas hue sebagai 
dasar pencarian objek tracking. 
Ide dari algoritma CAMSHIFT ini didasari 
dari pencarian centroid yang dilakukan oleh 
algoritma meanshift. Tambahannya adalah 
algoritma CAMSHIFT ini menggunakan 
probabilitas dari hue untuk proses tracking. Warna 
hue didapat dari panel warna HSV. Dalam hal ini 
wajah yang dideteksi pada bagian sebelumnya 
mempunyai hue yang terdeteksi sebagai warna 
kulit. Distribusi probabilitas warna kulit ini kita 
ambil. Setelah itu warna hue dipetakan dalam 
histrogram dan dilihat distribusi probabilitasnya. 
Probabilitas yang ada dibuah dikembalikan dalam 
bentuk citra grayscale sebagai backprojection. 
Citra backprojection itu dipakai untuk tracking 
biasa menggunakan meanshift.  
Gambaran lengkap dari CAMSHIFT bisa 
dilihat dalam proses berikut : 
1. Input citra RGB dari image sequence 
2. Inisialisasi ukuran dan lokasi search 
window 
3. Konversi panel warna RGB ke HSV 
4. While ( # iterasi) do 
5. Hitung distribusi probabilitas warna hue 
yang ada di dalam search window 
6. Temukan lokasi centroid dari search 
window 
7. Jalankan algoritma meanshift dan 
dapatkan ukuran dan lokasi baru dari 
search window 
8. Dalam next frame dari sequence image, 
inisialisasi ukuran dan lokasi search 
window yang nilainya didapat dari 
langkah ke-7 
9. Endwhile 
10. pergi ke langkah ke-3 
 
Algoritma CAMSHIFT selalu melakukan 
perubahan ukuran search window dalam setiap 
iterasinya. CAMSHIFT akan menyesuaikan ukuran 
dan sudut dari objek setiap kali search window 
berpindah, tidak seperti meanshift. Hal ini terjadi 
karena dalam citra bergerak, ukuran wajah akan 
berubah setiap waktunya dan algoritma 
CAMSHIFT selalu meng-set ukuran search 
window. 
Perubahan yang terjadi tidak hanya pada 
ukuran dari search window saja, namun juga terjadi 
pada sudut orientasi objek. Objek yang bergerak 
bisa berubah ukurannya setiap waktu dan 
dibutuhkan algoritma yang adaptif untuk bisa 
melakukan hal ini.  
Selama berjalan algoritma ini, pergerakan 
wajah yang terjadi dengan arah kanan-kiri (sumbu 
X), atas-bawah (sumbu Y), maju-mundur (sumbu 
Z), dan patah kanan-kiri (roll). Algoritma ini pun 
butuh rumus untuk pergerakan sudut orientasi dan 
penskalaan search window sebagai berikut : 
first moment untuk x dan y 
𝑀11 =   𝑥𝑦𝑙(𝑥,𝑦)
𝑦𝑥
 (11) 
second moment untuk x dan y 
𝑀20 =   𝑥
2𝑙 𝑥,𝑦   
𝑦𝑥
 (12) 
𝑀02 =   𝑦
2𝑙 𝑥,𝑦 
𝑦𝑥
 (13) 
Sudut orientasinya wajah ketika melakukan 
roll adalah 
  
𝜃 =  
arctan 
2(
𝑀11
𝑀00
−  𝑥𝑐𝑦𝑐)
 
𝑀20
𝑀00
−  𝑥𝑐2 −  
𝑀02
𝑀00
−  𝑦𝑐2 
 
2
 
 
(14) 
 
Dengan adanya pergerakan dari wajah pada 
sumbu x, y, dan z, maka akan terjadi perubahan 
ukuran search window. Ukuran panjang l dan lebar 
w search window dihitung menggunakan rumus : 
 
𝑎 =  
𝑀20
𝑀00
−  𝑥𝑐
2 
(15) 
𝑏 = 2(
𝑀11
𝑀00
−  𝑥𝑐𝑦𝑐) 
(16) 
𝑐 =  
𝑀02
𝑀00
−  𝑦𝑐
2 
(17) 
𝑙 =   
 𝑎 + 𝑐 +   𝑏2+(𝑎 − 𝑐)2
2
 
 
(18) 
𝑤 =    
 𝑎 + 𝑐 −   𝑏2+(𝑎 − 𝑐)2
2
 
 
(19) 
 
Lae-Kyoung Lee at el [2] [8] mengembangkan 
algoritma CAMSHIFT yang telah ada.  Metode 
yang asli yang hanya menggunakan nilai dari 
komponen hue dalam panel warna HSV, tidak 
cukup untuk mengekpresikan warna objek. Sebagai 
contoh jika warna objek sama dengan warna 
background, tentu akan sangat mudah kehilangan 
tracking pada objek. Berdasarkan hal kekurangan 
ini, mereka menggunakan multi-dimensional 
histogram dengan mengambil nilai hue dan 
saturation. Multi-dimensional histogram digunakan 
untuk komputasi probabilitas back projection yang 
berkoresponden selama tracking nantinya.  
Setiap perubahan citra yang terjadi akan 
dihitung dan ditempatkan dalam skala [0;1] untuk 
setiap histogramnya. Nantinya histogram hue atau 
saturation yang berada pada satu objek akan 
digabung, dihitung kembali dan hasilnya akan 
ditempatkan kembali dalam skala [0;1].  
Selanjutnya dalam banyak kasus, histogram 
yang men-tracking objek dipengaruhi oleh 
perubahan iluminasi, background yang kacau 
dengan warna objek, dan perubahan ukuran 
geometri dari objek. Untuk itulah sangat diperlukan 
untuk meng-update model histogram objek agar 
tracking menjadi lebih baik.  
Kita memberikan nilai update 𝜏 ∈ (0,1) yang 
nantinya akan menjadi koefisien dalam rumus 
pencarian histogram 𝐻 𝑡  baru yang adaptif. Rumus 
nilai update sebagai berikut  
H 𝑡 =  1 − 𝜏 ∗ H𝑡 + 𝜏 H𝑡−1 (20) 
Update koefisien 𝜏 dijalankan sesuai dengan 
parameter  yang mengontrol ukuran dari target 
model histogram adaptation dari candidate model. 
Berdasarkan pendekatan histogram generalized 
adaptation, kita akan membagi tracking window 
menjadi bagian yang blok-blok kecil. Setiap blok 
itu akan dihitung setiap komponen histogram hue 
dan saturation dan menemukan sub-region yang 
mirip dengan distribusi histogram yang sedang 
dipakai. 
Dengan menggunakan hasil ini, kita akan 
mengukur (weighting) histogram sub-region dan 
hasilnya akan dimasukkan ke dalam histogram baru 
dengan menggunakan weighting function dengan 
exponential preference untuk setiap region yang 
mirip dengan region serupa. 
Kita andaikan ada beberapa blok sejumlah M 
yang terdiri dari 𝐵1,𝐵2. .𝐵𝑀  dengan 𝑆𝑖  piksel dalam 
blok 𝑖𝑡𝑕 . Setiap pembagian tracking window 
ditunjukkan oleh cara berubah-ubah, yang secara 
khusus diberikan tracking window untuk 
memisahkan ke dalam blok-blok persegi yang 
diatur oleh sebuah regular grid secara kolektif. 
Untuk setiap blok, normalisasinya 𝐸𝑖  ada 
diatas threshold. Kami menganggap sebagai sebuah 
outlier dan mengeluarkannya dari komputasi 
histogram 
𝐸𝑖𝑏𝑙𝑜𝑐𝑘  𝑖 =  
1
𝑆𝑖
  𝐻 𝑖𝑗
𝑡 −  𝐻 𝑖𝑗
𝑡−1 
2
𝑥∈𝐵𝑖
 
(21) 
2.5 People Counting 
People counting menjadi bidang riset yang 
yang telah memperoleh banyak perhatian beberapa 
tahun ini. Sistem ini mampu untuk menghitung 
jumlah orang ketika masuk atau keluar sebuah 
ruangan. People counting saat berguna untuk 
memantau jumlah orang di sebuah ruangan dengan 
tujuan pengamanan, mengatur kapasitas, 
merancang strategi marketing terhadap jumlah 
pengunjung, atau yang lainnya.  
Secara tradisional people counting sudah dapat 
dilakukan menggunakan turnstile, laser atau sensor 
yang lainnya. Tapi alat-alat ini mengganggu 
pergerakan manusia yang melewatinya. Sebagai 
pembandingnya, people counting memanfaatkan 
computer vision mampu memberikan solusi yang 
tidak mengganggu dan murah. Selain itu, banyak 
kamera pemantau yang banyak dipasang dan bisa 
dimanfaatkan untuk people counting. 
 
3. Perancangan Sistem 
3.1 Perancangan People Counting 
People Counting adalah gambaran umum dari 
sistem ini. Sistem ini akan menggunakan counting 
line untuk mengetahui jumlah orang yang dihitung. 
Ketika wajah orang yang terdeteksi kamera, wajah 
itu disimpan dalam list pointer, wajah itu kemudian 
dilakukan tracking pada frame yang dilewati, dan 
ketika wajah itu melewati counting line maka 
wajah itu akan dihitung. Gambaran sistem (per 
frame yang masuk) sebagai berikut :  
 
capture image 
288 x 384 pixel
1. convert color
2. Face Detection
ada 
wajah ?
3. tambah 
face ke dalam 
list
ya
ada list
wajah ?
4. Extended 
Camshift per 
pointer wajah
ya
Wajah
 melewati line 
?
5. hitung + 
delete pointer 
wajah
ya
list 
pointer 
wajah
Tambah pointer
delete pointer
show 
image
ambil
HSV, Gray, 
YCbCr Image
simpan
ambil
tidak
Ambil + update
 
Gambar 3.1 Flowchart sistem 
 3.2 Perancangan Face Detection – Haar 
Cascade Classifier 
Untuk perancangan fitur haar cascade 
classifier, diperlukan data wajah yang akan di-
training dan hasilnya berupa classifier akan 
digunakan untuk mengenal region yang mana 
wajah dan non-wajah. Data training akan berformat 
.xml dan nantinya data training ini akan dipakai 
sebagai classifier untuk people counter. 
Classifier yang telah didapat akan dipakai 
dalam pendektesian wajah selanjutnya. Classifier 
akan menghasilkan nilai positif dan nilai negatif 
untuk wajah. Data classifier .xml hasil training 
wajah bisa didapat dari beberapa sumber seperti 
hasil training dari beberapa dataset [11] atau dari 
OpenCV.org [12]. Aplikasi Face detection pada 
tugas akhir ini memanfaat classifier hasil training 
untuk mendeteksi wajah yang ada pada setiap 
frame image. 
Untuk pengujian deteksi muka nantinya akan 
dicari parameter terbaik pada bab selanjutnya untuk 
digunakan ketika aplikasi People Counter. Face 
Detection ini termasuk bagian yang paling penting 
karena aplikasi ini pembuka untuk aplikasi lainnya. 
Jika tidak ada wajah yang terdeksi, maka tidak ada 
wajah bisa di-tracking dan dihitung. Jika ada wajah 
yang terdeteksi, maka ROI wajah itu disimpan. 
Gambaran Face Detection per frame bisa 
dilihat di flowchart di bawah ini : 
 
Gray Image
Face Detect 
menggunakan 
Adaboost
Face 
Cascade 
Classifier
Ambil classifier
Ambil image
Apakah ada 
wajah
List pointer 
wajah
Simpan ROI wajah
 
Gambar 3.2 Flowchart Face Detection 
 
3.3 Perancangan Extended CAMSHIFT Face 
Tracking 
Aplikasi Face Tracking akan dilakukan setelah 
pendeteksian wajah. Setiap wajah yang terdeteksi 
yang ada di dalam list pointer akan dilakukan 
tracking dalam setiap frame. Untuk aplikasi Face 
Tracking juga dilakukan pre-processing untuk 
setiap wajahnya. Tahapan tracking untuk setiap 
pointer dalam wajah (Face Rect) per frame (HSV 
Image) bisa dilihat di flowchart diagram di bawah 
ini  
 
Prev + Curr 
Face Rect
1. Face RoI 
Cropping
2. calcHist
3. backprojection
4. Skin Color 
Masking
6. CAMShift
HSV, Gray, 
YCbCr Image
Face 
histogram
simpan
ambil
Backprojection 
Image
ambil
ambil ambil
ambil
simpan
5. Adaptive 
Threshold
simpan
ambil
 
Gambar 3.3 Flowchart Extended CAMSHIFT 
 
Wajah yang telah terdeteksi akan dilakukan 
tracking sesuai kebutuhan. Tracking wajah dimulai 
dengan menyimpan wajah yang telah terdeteksi 
menjadi intial tracking window dan selanjutnya 
setiap koordinat tracing window disimpan dalam 
list berbentuk pointer. 
4. Analisa dan Pengujian Sistem 
4.1 Pengujian Sistem 
Pengujian sistem tugas akhir ini akan terdiri 
dari tiga bagian dan harus bertahap. Tahapan ini 
dilakukan karena jika ada salah satu bagian belum 
berhasil maka bagian selanjutnya belum bisa diuji. 
Pengujiannya antara lain :  
1. Pengujian Face Detection menggunakan 
algoritma Viola-Jones  
2. Pengujian Face Tracking menggunakan 
Extended CAMSHIFT dari hasil Face 
Tracking. 
3. Pengujian People Counting  
4.2 Tujuan Pengujian 
Tujuan dilakukannya pengujian adalah 
1. Menganalisa pengaruh scaleFactor dan 
minimum Neighbors pada saat Viola-Jones 
Face Detection. 
2. Menganalisa pengaruh nilai update 
coeffisien 𝜏 dan nilai normalisasi E 
Saturation pada saat tracking 
menggunakan algoritma Extended 
Camshift. 
3. Mengukur keefektifan sistem ini ketika 
menghitung orang. 
 
4.3 Hasil dan Analisa Pengujian Sistem 
4.3.1 Hasil dan Analisa Pengujian Skenario 
A 
Pengujian skenario A mencari nilai scale 
factor terbaik menggunakan nilai 1.2, 1.3, 1.4. 
Rumus akurasi deteksi sebagai berikut 𝑎𝑘𝑢𝑟𝑎𝑠𝑖 =
𝑤𝑎𝑗𝑎 𝑕  𝑡𝑒𝑟𝑑𝑒𝑡𝑒𝑘𝑠𝑖
𝑡𝑜𝑡𝑎𝑙  𝑤𝑎𝑗𝑎 𝑕
 
Hasil ujicoba pendeteksian wajah dengan nilai 
minimal neighbours sementara 5 bisa dilihat tabel 
di bawah. Nilai error nantinya akan dipakai untuk 
memisahkan parameter mana yang tidak dipakai. 
Jika ada nilai error maka paramater itu tidak akan 
 dipakai. Pada tabel berikut data yang error akan 
diberi tanda merah : 
nama 
jumlah 
terdeteksi 
jumlah 
real 
error keterangan akurasi 
1 2 3 0 
indoor 
terang 
67% 
2 2 3 0 
indoor 
terang 
67% 
3 1 2 1 
indoor 
terang 
50% 
4 1 2 2 
outdoor 
gelap 
50% 
5 2 2 2 
outdoor 
gelap 
100% 
6 3 3 0 
outdoor 
gelap 
100% 
7 1 1 1 
indoor 
gelap 
100% 
8 1 1 0 
indoor 
gelap 
100% 
9 1 1 1 
indoor 
gelap 
100% 
10 1 3 1 
outdoor 
terang 
33% 
11 5 9 0 
outdoor 
terang 
56% 
12 4 7 0 
outdoor 
terang 
57% 
 
Tabel 4.3 Hasil Face Detection dengan Scale Factor 1.4 
 
nama 
jumlah 
terdeteksi jumlah real 
error keterangan 
akurasi 
1 2 3 0 indoor terang 
67% 
2 2 3 0 indoor terang 
67% 
3 1 2 0 indoor terang 
50% 
4 1 2 0 outdoor gelap 
50% 
5 2 2 0 outdoor gelap 
100% 
6 3 3 0 outdoor gelap 
100% 
7 1 1 0 indoor gelap 
100% 
8 1 1 0 indoor gelap 
100% 
9 1 1 0 indoor gelap 
100% 
10 2 3 0 
outdoor 
terang 67% 
11 6 9 0 
outdoor 
terang 67% 
12 5 7 0 
outdoor 
terang 71% 
 
Tabel 4.4 Hasil Face dengan scale factor 1.3 
 
nama 
jumlah 
terdeteksi 
jumlah real error keterangan akurasi 
1 2 3 0 
indoor 
terang 
67% 
2 3 3 0 
indoor 
terang 
100% 
3 1 2 0 
indoor 
terang 
50% 
4 1 2 0 
outdoor 
gelap 
50% 
5 2 2 0 
outdoor 
gelap 
100% 
6 3 3 0 
outdoor 
gelap 
100% 
7 1 1 0 indoor gelap 100% 
8 1 1 0 indoor gelap 100% 
9 1 1 0 indoor gelap 100% 
10 2 3 0 
outdoor 
terang 
67% 
11 6 9 0 
outdoor 
terang 
67% 
12 5 7 0 
outdoor 
terang 
71% 
 
Tabel 4.5 Hasil Face Detection dengan scale factor 1.2 
Berdadarkan hasil tersebut wajah masih bisa 
diberikan nilai scale factor 1.2 dan deteksinya  
mampu berjalan di kondisi outdoor terang, outdoor 
gelap, indoor terang, maupun indoor gelap. Akan 
tetapi untuk penentuan minimal neighoburs yang 
tepat harus dicoba lagi. Percobaan minimal 
neighbour yang tepat akan diujicobakan dengan 
nilai 3,4, dan 5. 
Tabel berikut hasil ujicoba wajah dengan 
minimal neighbours 3 dan 4  dengan menggunakan 
scale factor 1.2. Minimal neighbours 5 sudah 
diujicobakan pada tahap pertama dan hasilnya bisa 
diambil dari tabel 4.3 
nama 
jumlah 
terdeteksi 
jumlah 
real 
error keterangan akurasi 
1 2 3 0 indoor terang 67% 
2 3 3 0 indoor terang 100% 
3 1 2 0 indoor terang 50% 
4 1 2 0 outdoor gelap 50% 
5 2 2 0 outdoor gelap 100% 
6 3 3 0 outdoor gelap 100% 
7 1 1 0 indoor gelap 100% 
8 1 1 0 indoor gelap 100% 
9 1 1 0 indoor gelap 100% 
10 2 3 0 
outdoor 
terang 
67% 
11 6 9 0 
outdoor 
terang 
67% 
12 5 7 0 
outdoor 
terang 
71% 
 
Tabel 4.6 Hasil Face Detection dengan min. Neighoburs 4 
 
nama 
jumlah 
terdeteksi 
jumlah 
real 
error keterangan akurasi 
1 2 3 0 
indoor 
terang 
67% 
2 3 3 0 
indoor 
terang 
100% 
3 1 1 1 
indoor 
terang 
100% 
4 1 2 0 
outdoor 
gelap 
50% 
5 2 2 1 
outdoor 
gelap 
100% 
6 2 3 2 
outdoor 
gelap 
67% 
7 1 1 0 
indoor 
gelap 
100% 
8 1 1 0 
indoor 
gelap 
100% 
9 1 1 0 
indoor 
gelap 
100% 
10 2 3 0 
outdoor 
terang 
67% 
11 6 9 1 
outdoor 
terang 
67% 
12 5 7 1 
outdoor 
terang 
71% 
 
Tabel 4.7 Hasil Face Detection dengan min. Neighoburs 3 
 
4.3.2 Hasil dan Analisa Pengujian Skenario B 
Sebelum skenario B dilakukan, tracking 
diujicoba di berbagai kondisi seperti outdoor 
dengan kondisi cahaya redup (sekitar jam 5 sore 
dan tertutup bayangan), outdoor dengan cahaya 
cukup terang, indoor gelap, dan indoor dengan 
cahaya cukup terang.  Pada skenario B ini hanya 
 diujicobakan data dengan jumlah orang yang 
sedikit dan jalannya sudah diskenarionkan. Tujuan 
data seperti ini agar kita tahu hasil tracking saja. 
Apakah ini tracking ini berjalan normal dan bisa 
dilihat lebih teliti hasilnya. Berdasarkan hasil 
percobaan dari data yang ada backprojection hanya 
berjalan pada kondisi terang baik outdoor maupun 
indoor. Berdasarkan hal ini tracking skenario B 
hanya dilakukan di kondisi terang. Hasil 
backprojection sangat mempengaruhi tracking. 
Hasil backprojection dengan berbagai kondisi bisa 
dilihat di gambar 4.4, 4.5, dan 4.6. 
 
Gambar 4.5 Backprojection indoor dengan cahaya cukup terang 
 
Gambar 4.6 Backprojection outdoor dengan cahaya cukup 
terang 
 
 
Gambar 4.7 Backprojection outdoor dengan cahaya redup  
 
Pada kondisi gelap, probabilitas warna pada 
backprojection tidak muncul sama sekali sehingga 
objek tidak bisa dilakukan tracking. Jadi skenario 
B dilakukan di kondisi terang. 
 Pengukuran akurasi hasil tracking sama 
seperti deteksi wajah. Jika tracking gagal dengan 
asumsi tracking tidak mencapai counting line atau 
tertahan di tengah-tengah maka tracking 
dikategorikan tidak berhasil. Selain itu asumsi 
lainnya jika hanya wajah yang terdeteksi bisa 
dilakukan tracking yang dihitung dalam akurasi 
tracking ini. Tracking dilkukan dengan kondisi 
cahaya terang (outdoor) dan ada menggunakan 
hambatan seperti wajah berdempetan dan tanpa 
hampatan seperrti jalan sendirian atau jalan 
bersamaan. Dari hasil pengaruh nilai update tidak 
berpengaruh banyak. Untuk perbedaan hasil 1 
orang pada video 2 di tabel hasil, bukan termasuk 
hasil signifikan. Hipotesa akurasi di atas 93.4% 
tidak benar karena itu tergantung kondisi 
pencahayaan dan kemampuan kamera. Rata-rata 
akurasi tertinggi sebesar 88 %. Hasil tracking bisa 
dilihat pada tabel di bawah ini dengan rata-rata 
akurasi tertinggi  :  
video deskripsi video 
jumlah 
orang 
nilai update video 
0.25 0.5 0.75 
1 
satu orang berjalan sendiri-
sendiri 
3 66% 66% 66% 
2 
dua orang berjalan 
bersama-sama 
4 75% 50% 75% 
3 
Ada orang dempet dengan 
lainnya 
3 100% 100% 100% 
4 
Salah satu orang melakukan 
crossing 
2 100% 100% 100% 
5 orang terhalang benda 1 100% 100% 100% 
rata-rata akurasi 88% 83% 88% 
 
Tabel 4.8 Hasil tracking outdoor terang 
 
4.3.3 Hasil dan Analisa Pengujian Skenario 
C 
Skenario ini adalah data real yang 
diujicobakan untuk people counting. Counting line 
mempunyai fungsi untuk mengetahui siapa saja 
diantara objek yang mengalami deteksi dan 
tracking yang termasuk perhitungan. Counting line 
memberikan arti ruang gerak apakah objek itu 
berjalan sesuai perhitungan. Karena data berbasis 
video, maka counting line diambil 10 dan 25 persen 
dari bawah. 10 persen mempunyai arti sangat dekat 
dengan batas bawah sedangkan 25 persen lebih 
agak ke atas. Nilai 25 diset agar wajah segera 
terhitung. Untuk akurasi people counting ini, nilai 
yang didapat dari jumlah di sistem orang yang 
wajah frontalnya terlihat melewari sampai counting 
line per jumlah real-nya. 
Kesimpulan untuk skenario ini jumlah orang 
melewati terlalu banyak dan dempet maka data 
yang dihasilkan tidak akurat. Dari hasil ujicoba 
ternyata yang lebih baik counting line diset 
mendekati batas bawah video. Tetapi ketika 
tracking nya buruk yang dipengaruhi cahaya maka 
hasilnya counting nya juga buruk. Data hasil 
people counting dengan nilai counting line 10 bisa 
dilihat sebagai berikut : 
 
nama jumlah terdetek jumlah real 
video 1 5 11 
video 2 5 6 
video 3 4 4 
Tabel 4.9 Akurasi dengan counting line 10 
 
Ketika counting line di-set sebesar 25, maka 
hasil counting line menjadi berkurang karena 
wilayah deteksi muka semakin diperkecil. Semakin 
diperkecil wilayah deteksi muka maka berakibat ke 
hasil deteksi. 
 
nama jumlah terdetek jumlah real 
video 1 6 11 
video 2 2 6 
video 3 4 4 
 
Tabel 4.9 Akurasi dengan counting line 25 
 
 5. Kesimpulan dan Saran 
 
Dalam tugas ini penulis menyimpulkan  
1. Data training untuk cascade classifier deteksi 
wajah harus jelas apakah nantinya people 
counting berbentuk menghadapat wajah 
frontal, miring, atau yang lainnya. Untuk 
metode ini cascade classifier harus sesuai 
dengan kondisi cahaya dan letak kamera. Letak 
kamera yang salah dan cahaya sekitara yang 
kurang berpengaruh terhadap deteksi wajah.  
2. Cahaya sekitar juga perlu diperhatikan karena 
berdampak pada tracking. Cahaya yang gelap 
terhadap warna kulit akan membuat 
backprojection tidak terlihat sehingga ketika 
Extended CAMSHIFT berjalan menghasilkan 
akurasi yang jelek.  
3. Counting line berpengaruh terhadap jumlah 
objek. Ketika counting line digeser ke bawah, 
maka masih tersedia ruang yang besar terhadap 
deteksi da tracking. Ketika terlalu ke atas 
maka bisa jadi wajah tidak terdeteksi karena 
terhalang objek lain atau piksel wajah kurang 
memenuhi syarat cascade classifier. 
 
Saran dari penulis untuk tugas akhir 
1. Untuk mengaplikasikan people counting harus 
dalam kondisi cahaya yang terang menghadap 
area warna kulit agar bisa melakukan tracking 
yang baik. Perlu ada metode deteksi kulit pada 
kondisi cahaya yang gelap. 
2. Agar face detection dan saat perhitungan orang 
menggunakan counting line menghasilkan 
perhitungan yang cepat di resolusi yang besar, 
perlu algoritma atau strategi khusus agar bisa 
melakukan people counting di resolusi kamera 
yang besar. 
3. Perlu ada sistem yang bisa automatis 
memberikan parameter-parameter yang 
digunakan pada setiap lingkungan sehingga 
jika ada lingkungan baru tidak usah men-set 
parameter. Dalam kasus ini contoh system bisa 
automatis men-set lingkungan gelap atau 
terang 
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