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Jessica Oehrlein
Sudden stratospheric warmings (SSWs) are a key driver of winter climate variability in the
Northern Hemisphere. SSWs are a disruption of the strong stratospheric westerlies over the winter
pole in which the winds in the upper to middle stratosphere, from about 30 to 50 km above the
surface, weaken and reverse and the polar cap temperatures increase by up to 50 K in only a
few days. These events affect tropospheric conditions for the two months following, on average
shifting the North Atlantic storm track equatorward and resulting in a negative Northern Annular
Mode and North Atlantic Oscillation at the surface. These changes are associated with colder and
drier than average conditions in Northern Europe and Eurasia and warmer and wetter than average
conditions across Southern Europe, as well as high temperatures across North Africa, the Middle
East, and Central Asia and increased cold air outbreaks in North America and Eurasia.
This thesis examines this typical surface response to SSWs in several different contexts. We
consider its relationship to other atmospheric phenomena and features, first quantifying its impor-
tance relative to the North Atlantic impacts of the El Niño-Southern Oscillation (ENSO) and then
examining the role of ozone chemistry in modeling the surface response to SSWs. We also study
the variability of the surface signature of SSWs, with the goal of understanding the uncertainty in
magnitude and spatial pattern of surface climate patterns following SSWs and the relative roles of
different sources of this uncertainty.
After providing background and context in the first chapter, the second chapter studies interac-
tions between SSWs and the El Niño phase of ENSO. El Niño affects climate in the North Atlantic
and European regions, those most affected by SSWs, through tropospheric and stratospheric path-
ways. One of these pathways is increased SSW frequency. However, most SSWs (about 90%)
are unrelated to ENSO, and the importance for boreal winter surface climate of this frequency
increase compared to other El Niño pathways remains to be quantified. We here contrast these
two sources of variability using two 200-member ensembles of one-year integrations of the Whole
Atmosphere Community Climate Model, one ensemble with prescribed El Niño sea surface tem-
peratures (SSTs) and one with neutral-ENSO SSTs. We form composites of wintertime climate
anomalies, with and without SSWs, in each ensemble and contrast them to a basic state repre-
sented by neutral-ENSO winters without SSWs. This approach allows us to isolate the distinct
effects of ENSO and SSWs more clearly than was done in previous work. We find that El Niño
and SSWs both result in negative North Atlantic Oscillation anomalies and have comparable im-
pacts on European precipitation, but SSWs cause larger Eurasian cooling. These results indicate
the potential impact of a strong El Niño on seasonal forecasting in the North Atlantic as well as
the importance of resolving the stratosphere in subseasonal and seasonal forecast models to best
capture stratospheric polar vortex variability.
In the third chapter, we study the importance of interactive ozone chemistry in representing
the stratospheric polar vortex and Northern Hemisphere winter surface climate variability. Mod-
eling and observational studies have reported effects of stratospheric ozone extremes on Northern
Hemisphere spring climate. Recent work has further suggested that the coupling of ozone chem-
istry and dynamics amplifies the surface response to midwinter SSWs. We contrast two 200-year
simulations from the interactive and specified chemistry (and thus ozone) versions of the Whole
Atmosphere Community Climate Model with constant year-2000 forcings. This experiment is thus
designed to clearly isolate the impact of interactive ozone on polar vortex variability. In particular,
we analyze the response with and without interactive chemistry to midwinter SSWs, March SSWs,
and strong polar vortex events (SPVs). With interactive chemistry, the stratospheric polar vortex
is stronger, and more SPVs occur, but we find little effect on the frequency of midwinter SSWs.
At the surface, interactive chemistry results in a pattern resembling a more negative North Atlantic
Oscillation following midwinter SSWs, but with little impact on the surface signatures of late win-
ter SSWs and SPVs. These results suggest that including interactive ozone chemistry in model
simulations is important for representing North Atlantic and European winter climate variability.
In the fourth chapter, we turn from models to reanalysis and consider the uncertainty in the sur-
face response to SSWs. While the qualitative features of the mean surface signature of SSWs in the
North Atlantic and Europe are well-established, its uncertainties as well as other features of sur-
face climate following SSWs are less well-understood. To address the question of robustness of the
mean observed response to SSWs, we use bootstrapping with replacement to construct synthetic
SSW composites from SSW events in reanalysis, creating an ensemble of composites comparable
to the observed one. We then examine the differences across these synthetic composites. We find
that the canonical responses of a negative North Atlantic Oscillation and associated temperature
and precipitation anomalies in the North Atlantic and European regions in the months following
SSWs are robust. However, the magnitude and spatial pattern of these anomalies vary considerably
across the composites. We further find that this uncertainty is unrelated to vortex strength and is
instead the result of unrelated tropospheric variability. These results have implications for evaluat-
ing the fidelity of forecast models in capturing the surface impact of SSWs, by comparing both the
mean impact as well as the contribution from internal variability with observations.
Overall, we demonstrate the complexity of interactions of sudden stratospheric warmings with
other sources of variability in the Earth system. We find that the state of the polar vortex itself, the
strength of downward propagation following the SSW, and the surface response can all be affected
in important ways by these other components (e.g. tropospheric variability and Arctic ozone). We
close by providing broader context for these results and looking towards continuing and future
work in the field.
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Chapter 1: Overview of Stratospheric Polar Vortex Climatology and
Variability
The stratospheric polar vortex is a strong westerly circumpolar circulation during winter, or
the region of high potential vorticity over the winter polar cap. It extends from about 100 hPa
through the stratosphere and into the mesosphere. The polar vortex forms as a result of thermal-
wind balance and the temperature gradient in the stratosphere between the equator and the pole in
winter (Schoeberl 1978). Thus, the typical life cycle of the vortex involves spinning up in the late
summer or early fall, increasing in strength through winter, and then weakening and eventually
returning to weak easterlies in spring. There is relatively little variation from year to year in the
timing of the formation of the polar vortex; this is largely driven by the large-scale temperature
gradient. There is much more variability in the strength of the vortex throughout the winter and in
the timing of the return to weak easterlies, or stratospheric final warming, due to wave activity that
can disrupt the vortex.
There are key differences in this vortex life cycle between the two hemispheres. In the Northern
Hemisphere, the polar vortex forms in late September or early August and lasts until spring, with
the final warming occurring anywhere from early March to early May but on average falling in mid-
April. The maximum strength of the westerlies at 10 hPa and 60◦ N (roughly where the westerlies
are strongest (Waugh, Sobel, et al. 2017)) is around 40 ms−1 on average and is typically reached in
December or January. In the Southern Hemisphere, the vortex typically forms in mid-February and
persists until November or early December. The vortex is at its strongest in August and September,
later in winter than in the Northern Hemisphere, and the maximum wind speeds at 10 hPa and 60◦
S are typically around 85 ms−1. The Southern Hemisphere vortex is thus much longer lasting
and also significantly stronger. This is due mainly to the lower upward-propagating wave activity
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resulting from the more zonal features of the Southern Hemisphere, with lower topographic and
land-sea contrasts (van Loon et al. 1973). This also results in a more zonal and less variable
Southern Hemisphere polar vortex.
The main topic of this thesis is extreme events of the stratospheric polar vortex and their surface
impacts, and in particular how other sources of variability in the Earth system influence these
extreme polar vortex states and the resulting tropospheric climate. While such extreme events with
effects in the troposphere do occur in the Southern Hemisphere, they are much more frequent in
the Northern Hemisphere due to the difference in variability described above. We thus focus on the
Northern Hemisphere vortex for the remainder of this introduction, which will provide an overview
of the polar vortex extremes, sudden stratospheric warmings and strong polar vortex events, that
are of interest for the following work.
We first discuss the weak state of the vortex in Sections 1.1 and 1.2. Sudden stratospheric
warmings (SSWs) are disruptions to the typically westerly flow in which the circulation breaks
down and polar cap temperature in the stratosphere increases by as much as 50 K in a few days.
We discuss the history of observation of these events and their basic features in Section 1.1.1 and
the variety of definitions used for them in Section 1.1.2. SSWs are typically divided into two types
of events based on the form of the disruption, with the vortex either displaced from the pole or
splitting into two smaller vortices. We discuss these types and other classifications of SSWs in
Section 1.1.3. Section 1.1.4 reviews the theory of how SSWs occur, related to upward-propagating
planetary waves and stratospheric preconditioning. We discuss model representations of SSWs and
their key statistics in Section 1.1.5. We then turn to the tropospheric and surface effects of SSWs
in Section 1.2. In both the observations and models, SSWs are followed on average by a negative
phase of the Northern Annular Mode and the North Atlantic Oscillation for up to two months after
SSW onset, with associated temperature and precipitation impacts in Europe, Eurasia, and North
America. We first provide a brief overview of stratosphere-troposphere coupling and then discuss
the observed and modeled responses to SSWs in Sections 1.2.1 and 1.2.2 respectively. We then
close the discussion of SSWs with brief comments on the large variability in this surface response,
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which is the focus of the work in Chapter 4, in Section 1.2.3.
We then turn to strong polar vortex events in Section 1.3. Strong polar vortex events (SPVs)
are particularly strong circumpolar westerlies, accompanied by a colder than average polar cap.
We discuss these basic features in more depth in Section 1.3.1 and then review definitions of SPVs
in the literature in 1.3.2. Finally, Section 1.3.3 focuses on the positive Northern Annular Mode and
North Atlantic Oscillation response that is typical at the surface following an SPV.
In Section 1.4 we discuss interactions of the stratospheric polar vortex with other modes of vari-
ability, particularly the El Niño-Southern Oscillation. We discuss the relationship among strato-
spheric ozone, the stratospheric polar vortex, and surface climate following SSWs and SPVs in
Section 1.4.1.
Section 1.5 concludes the introduction and outlines the remainder of this thesis.
1.1 Sudden Stratospheric Warmings
Sudden stratospheric warmings (SSWs) are events in which the stratospheric polar vortex
breaks down in midwinter, named for the rapid spike in polar cap temperature that occurs along
with this breakdown. We describe below the first observations of SSWs, their basic features, how
they are defined in the literature, and the different types of events. We then turn to the theory of
how SSWs occur, precursors to SSWs, and model representations of these events.
1.1.1 History and Basic Features
Sudden stratospheric warmings were first identified by Richard Scherhag from radiosonde mea-
surements taken in Berlin in January 1952 (Scherhag 1952). The same event was identified over
the northern United States, with effects on tropospheric climate in Canada and Greenland (Darling
1953). These early observations noted increases in temperature of about 50 K at 50 hPa over the
course of a few days, as well as an increased frequency of easterly winds at that level as opposed
to the climatological westerlies. The observed temperature increase and zonal wind reversal be-
came the defining features of these events (Labitzke 1977; Quiroz 1975; Schoeberl 1978) and are
3
Figure 1.1: The (a) zonal mean zonal wind at 10 hPa and 60◦ N, (b) zonal mean temperature at 10
hPa and 55-75◦ N, and (c) 45-day mean midlatitude heat flux at 10 hPa, both on average over the
1978-2020 period (black, uncertainty in gray) and the 2018-19 winter (red), during which an SSW
occurred in mid-February. Figures from NASA OzoneWatch.
shown in Figure 1.1. These anomalies typically originate in the upper stratosphere and descend; in
the case of temperature, the anomalies can descend to the tropopause and persist for two months
following the event, as is illustrated in Figure 1.2.
In terms of a potential vorticity conception of the stratospheric polar vortex, SSWs are events in
which this region of high potential vorticity is strongly perturbed by wave breaking (McIntyre and
Palmer 1983; McIntyre and Palmer 1984). This generally results in displacement from the pole
or splitting into multiple vortices (Baldwin and Holton 1988; Butchart and Remsberg 1986). This
disturbance to the vortex takes place over several days, concurrent with the temperature increase
4
Figure 1.2: Temperature anomalies in the stratosphere and troposphere in days -20 to +60 around
the SSW central date. Contours are spaced by 1 K. Figure from Baldwin, Ayarzagüena, et al.
(2021).
and deceleration in zonal mean zonal winds, and the vortex often does not recover for two to three
weeks (Baldwin, Ayarzagüena, et al. 2021).
SSW frequency varies by the particular definition used to identify these events. That said,
the most common definitions yield an average of 6 events per decade in reanalysis over the past
60 years (Butler, Seidel, et al. 2015; Polvani, Sun, et al. 2017). Again using the most com-
mon definitions, SSWs are most frequent in the observations in January and February, with the
fewest events observed in November while the vortex is still generally strengthening (Charlton and
Polvani 2007a). There are not major differences in strength, measured by amplitude of the polar
cap temperature anomaly at 10 hPa, of SSWs based on their timing with the exception of March
SSWs, which are lower in amplitude than midwinter events (Charlton and Polvani 2007a).
1.1.2 Definitions
The literature includes a wide variety of definitions of sudden stratospheric warmings or weak
polar vortex events. Here we review the main classes of such definitions. We then discuss work on
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the level of agreement of these definitions and on optimal criteria for identifying SSW events.
Early definitions of SSWs relied on a combination of temperature and zonal mean zonal wind
measurements. Reversal of the circulation was used as one criterion to formally distinguish be-
tween major and minor warmings, a distinction that dates to at least 1964 (McInturff 1978; WMO/IQSY
1964). The distinction between SSWs, after which the polar vortex recovers, and early and dynam-
ical final warmings, is also found early on (WMO/IQSY 1964). Minor warmings were defined by
the World Meteorological Organization Committee on Atmospheric Sciences as temperature in-
creases of at least 25 K in less than a week, at any level of the stratosphere and any location in
the winter hemisphere, that did not meet the criteria for major warmings. Major warmings were
defined either as increases of at least 30 K below 10 mb or at least 40 K at or above 10 mb in un-
der a week (WMO CAS 1978) or as temperature increases (of at least minor warming magnitude)
poleward of 60◦ N and accompanied by a circulation reversal poleward of 60◦ N (McInturff 1978).
Temperature increase requirements have since generally evolved into requirements of a reversal
in meridional temperature gradient; these are less stringent than large (i.e. > 40 K) temperature
increase criteria (Butler, Seidel, et al. 2015).
Since then, while no single definition has been canonical, measures based on an absolute
threshold of zonal mean zonal wind at 10 hPa are most common, though there is some varia-
tion in the latitude(s) used. Zonal mean zonal wind reversal is an appealing definition because of
its dynamical implications, limiting the upward propagation of planetary-scale stationary waves
(Charney and Drazin 1961; Matsuno 1971; O’Neill and Taylor 1979; Palmer 1981); it is also
relatively simple to calculate based on commonly available data. Charlton and Polvani (2007a)
defined an SSW as a November-March reversal of the zonal mean zonal winds at 10 hPa and 60◦
N, separated from any other such reversal by at least 20 consecutive days of westerlies (see corri-
gendum (Charlton and Polvani 2011)). If this requirement is not met, the reversal is not considered
a separate SSW from the earlier event. The definition further requires that after the reversal date,
called the central date, the winds must recover to westerly for at least 10 consecutive days before
30 April. Events that do not meet this condition are considered stratospheric final warmings, the
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seasonal breakdown of the vortex. This definition differs from the WMO definition mainly in the
lack of temperature gradient criterion; the addition of this criterion affects the status of very few
events (Charlton and Polvani 2007a).
Similar identification methods, with some variation in latitudes considered, detail, or inclu-
sion of a temperature increase or tendency requirement, have been used elsewhere (Andrews et al.
1987; Ayarzaguena et al. 2013; Bancalá et al. 2012; Christiansen 2001; Labitzke 1981; Labitzke
and Naujokat 2000). While there is little sensitivity to including the temperature gradient criterion,
there is some sensitivity to latitude considered. Considering reversal at 65◦𝑁 increases SSW fre-
quency; considering mean reversal poleward of 60◦𝑁 increases it further. This is because 60◦ N is
near the edge of the polar vortex, in the surf zone. That is, when the zonal mean zonal winds at
60◦ N reverse, the winds poleward also reverse, and those equatorward often do not.
Another common approach to SSW identification involves empirical orthoogonal functions
(EOFs) of geopotential height anomalies (Baldwin and Dunkerton 2001; Baldwin and Thompson
2009b; Gerber 2010) or zonal mean zonal wind at a particular pressure level (Limpasuvan, Thomp-
son, et al. 2004). Baldwin and Dunkerton (2001) calculated the Northern Annular Mode (NAM)
using EOFs of geopotential height anomalies at 10 hPa and identified events with a NAM index
of -3 or below as weak vortex events. EOFs of vertical profiles of polar cap temperature have also
been used (Hitchcock, Shepherd, and Manney 13; Hitchcock and Shepherd 2013; Kuroda et al.
2004). These methods are fundamentally different from circulation reversal definitions in being
relative as opposed to absolute thresholds; they identify weak polar vortex events relative to the
climatological state of the vortex (Palmeiro et al. 2015).
Similar methods to those already described include those based on polar cap-averaged geopo-
tential height anomalies (Thompson 2001), which are similar to those based on NAM indices, and
those that use tendencies of the NAM (Martineau et al. 2013), polar cap temperature (Nakagawa
and Yamazaki 2006), or zonal mean zonal wind as opposed to a direct measure of those quantities.
Other methods such as vortex moments or other vortex geometry-based approaches (Hannachi
et al. 2011; Matthewman, Esler, et al. 2009; Mitchell, Charlton-Perez, and Gray 2011; Mitchell,
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Gray, et al. 2013; Seviour, Mitchell, et al. 2013; Waugh, Randel, et al. 1999), k-means clustering
(Coughlin and Gray 2009), or neural network-based approaches (Blume et al. 2012) have also been
used. These definitions are a mix of absolute and relative methods; for example, vortex moment
methods are absolute, and those based on NAM indices in any way are relative.
These varied definitions can have meaningful implications (Butler, Seidel, et al. 2015; Palmeiro
et al. 2015). SSW frequency as calculated by these definitions varies from 3.5 events per decade to
8 or 9 events per decade. Under some definitions we see decades with almost no SSWs (notably,
the 1990s); others show no such gap, classifying as major SSWs what other definitions would
consider to be minor events. Seasonal distributions are largely similar across definitions, though
vortex moment approaches identify a higher fraction of SSWs in March, and EOF and temperature
tendency methods identify a higher fraction in December. These statistics are particularly impor-
tant for considering how SSWs will change (or not change) in the future. The SSW definition used
also has implications of the strength of the surface response to the event. Those definitions that
capture more minor warmings show weaker coupling to the surface on average.
Butler, Seidel, et al. (2015) found that, using a zonal mean zonal wind-based definition, a
threshold anywhere between reversal and < 5 ms−1 made little difference to SSW frequency. Re-
quiring stronger easterly winds, however, drastically reduced the number of SSWs identified in
reanalysis. The relationship to latitude was more linear; more SSWs are identified as the latitude
used at which zonal mean zonal wind reversal is measured moves poleward from about 55◦ N. But-
ler and Gerber (2018) studied zonal mean zonal wind-based definitions and found that, based on
several key characteristics, definitions based on winds at levels between 30 and 5 hPa, at latitudes
between 55-70◦ N, and with decelerations to near or below 0 ms−1 were optimal. This supports
the continued use of the Charlton and Polvani (2007a) and Charlton and Polvani (2011) definition,
which is the SSW identification method that we use throughout this thesis.
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Figure 1.3: Temperature anomalies at 10 hPa (color, K) and potential vorticity at 550 K (contours
for 75, 100, 125 units) for three states of the polar vortex: (a) undisturbed/strong, (b) displacement
SSW, and (c) split SSW. Figure from Butler, Sjoberg, et al. (2017).
1.1.3 Types of SSWs
SSWs are often classified into one of two types of events, splits or displacements, based on the
form of the vortex disruption. A split event involves the vortex splitting into two smaller vortices
of equal size, and a displacement involves the vortex elongating and shifting off the pole, often
forming a comma shape. This is illustrated in Figure 1.3. These different types of SSWs are of
interest because they may have different precursors or mechanisms (Matthewman and Esler 2011).
Whether they have different effects on the surface following the SSW is unclear (Charlton and
Polvani 2007a; Karpechko, Hitchkock, et al. 2017; Maycock and Hitchcock 2015; Mitchell, Gray,
et al. 2013; Nakagawa and Yamazaki 2006; Seviour, Gray, et al. 2016; White, Garfinkel, et al.
2019).
There are several ways of identifying an SSW as a split or displacement. One type of method
is based on local maxima of absolute vorticity (Ayarzagüena, Palmeiro, et al. 2019; Charlton and
Polvani 2007a), another is based on vortex aspect ratio and centroid (Gerber, Martineau, et al.
2021; Mitchell, Charlton-Perez, and Gray 2011; Mitchell, Gray, et al. 2013; Seviour, Mitchell, et
al. 2013), and a third is based on a similar idea to the local maxima approach but uses geopotential
height like the vortex geometry approach (Lehtonen and Karpechko 2016). These methods agree
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on about two-thirds of SSW events. The other third are classified inconsistently and may show
aspects of both a split and a displacement at different times (Gerber, Martineau, et al. 2021; Rao,
Garfinkel, and White 2020b).
SSW events can also be classified as wave-1 or wave-2 events, based on the more dominant
wave activity preceding them (Bancalá et al. 2012; Barriopedro and Calvo 2014; Castanheira and
Barriopedro 2010; Garfinkel, Hartmann, and Sassi 2010; Tung and Lindzen 1979; Woollings et al.
2010). This is of interest because of the mechanism of some SSWs based in dynamical forcing of
the stratospheric polar vortex by enhanced tropospheric wave activity, described in the next section.
The classification of SSWs by wave number aligns to some extent with the split/displacement
classification, with most wave-2 events being splits and most wave-1 events being displacements
(Gerber, Martineau, et al. 2021). However, only just over half of events classified unambiguously
as splits are wave-2 events, suggesting that split SSWs are not driven solely by wave number-
2 driving and instead occur through a top-down mechanism (Albers and Birner 2014; Gerber,
Martineau, et al. 2021; Watt-Meyer and Kushner 2015). We now turn to these proposed dynamical
theories of SSWs.
1.1.4 Theory of SSWs
There are two broad categories of dynamical theories for how SSWs occur. The first is based on
anomalous wave forcing from the troposphere and is the more traditional mechanism. The second
is focused on preconditioning or resonance of the stratospheric polar vortex and is a more top-down
mechanism. We have observed SSWs consistent with both mechanisms and some which do not
fit neatly into either theory (Birner and Albers 2017). We briefly review each of these proposals
below, though we note that many variations on each are present in the literature.
An early and one of the most-frequently cited forms of the bottom-up theory is that of Matsuno
(1971). This mechanism relies on sufficiently strong and non-steady upward-propagating waves
from the troposphere. Anomalously large upward-wave activity into the stratosphere results in
poleward heat flux, which induces a mean meridional circulation. This results in a deceleration
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of the westerly winds. For sufficiently strong wave activity, this can reverse the zonal mean flow,
establishing a critical level and preventing further wave propagation (Holton 1980; Matsuno 1971).
This mechanism is consistent with work showing tropospheric features that strengthen planetary
wave forcing, such as blocking in some regions, often precede SSWs (e.g., Martius et al. 2009).
Later work has shown that sustained wave forcing over a 40 to 60 day period is more effective in
decelerating the mean flow than a single anomalous pulse of wave activity (Newman et al. 2001;
Polvani and Waugh 2004; Sjoberg and Birner 2012).
The top-down mechanism suggests instead that climatological wave forcing is sufficiently
strong for SSWs to occur and that the stratosphere has a much more important role in generat-
ing these events. Some features of this had been incorporated within the bottom-up paradigm, for
example suggesting that preconditioning of the vortex or geometry and strength of the vortex are
important to the interaction of wave activity with the mean flow (Albers and Birner 2014; McIntyre
1982; Palmer 1981). The top-down mechanism results in a disruption to the vortex due to self-
tuned resonance instability (Esler and Matthewman 2011; Esler, Polvani, et al. 2006; Matthewman
and Esler 2011; Plumb 1981), in which nonlinear feedbacks allow the vortex to self-tune towards
resonance when forced with an off-resonant frequency. Many SSWs in observations and models
occur without any anomalous tropospheric wave flux (Birner and Albers 2017; de la Cámara et al.
2019; White, Garfinkel, et al. 2019), consistent with this mechanism.
1.1.5 Modeling and Forecasting SSWs
We now turn from low-dimensional models aimed at understanding the dynamics of SSWs
to climate models and forecast models used to represent and predict SSWs in the context of the
rest of the atmospheric system. Here we briefly address two key questions. First, how well do
climate models capture key features of statistics of SSWs? Second, how predictable are SSWs in
subseasonal forecast models?
Butchart, Cionni, et al. (2010) and Mitchell, Osprey, et al. (2012) found that the zonal mean fea-
tures of the polar vortex are well represented in chemistry-climate models, but geometric features
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(or vortex moments) were not consistent with reanalysis. In particular, the vortex across the models
was too far poleward (Mitchell, Osprey, et al. 2012). In contrast, Seviour, Gray, et al. (2016) found
a wide variety of biases in vortex geometry in high-top CMIP5 models, with some vortices too far
poleward and some too far equatorward. However, a too zonal vortex was a widespread bias.
While the SSW frequency in the multi-model mean of chemistry-climate models was similar
to that seen in reanalysis, some models had frequencies that were much too low (Butchart, Cionni,
et al. 2010; Mitchell, Osprey, et al. 2012). SSW frequency was generally better represented by
high-top models that more accurately captured stratospheric variability (Butchart, Cionni, et al.
2010), consistent with the results of Charlton-Perez, Baldwin, et al. (2013) on CMIP5 models. Wu
and Reichler (2020) found that the better representation of SSW frequency in models with high lids
and high stratospheric resolution was related to more realistic temperatures in the tropical upper
troposphere-lower stratosphere and a resulting better representation of upward-propagating wave
activity. Despite these results on high-top and high vertical resolutions models, SSW frequency can
still vary widely (e.g., by a factor of 2) across ensemble members of individual high-top models
(Polvani, Sun, et al. 2017). Seviour, Gray, et al. (2016) further studied the frequency of split
and displacement events and found that while the multi-model mean was again consistent with
reanalysis, models had a wide variety of biases, often related to their mean state biases.
Extreme events of the polar vortex are not currently predictable beyond synoptic timescales.
Domeisen, Butler, Charlton-Perez, et al. (2020b) found that in forecast models from the S2S
(subseasonal-to-seasonal) project (Vitart et al. 2017), about 50% of ensemble members across
high-top models studied captured a midwinter (DJF) SSW or an early winter weak polar vortex
event at a lead time of -10 to -6 days; that increased to about 90% at a lead time of -5 to -1 days
(Domeisen, Butler, Charlton-Perez, et al. 2020b; Tripathi et al. 2015). Low-top models generally
performed less well, particularly for midwinter SSWs. However, there is a large amount of event-
to-event variability in predictability regardless of model (Karpechko 2018; Rao, Garfinkel, and
Ren 2019).
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1.2 Surface Impacts of SSWs
We have already established that events in the troposphere can affect the stratosphere. How-
ever, the stratosphere does not simply respond to disturbances from the troposphere. Conditions in
the stratosphere, particularly the polar stratosphere, can affect the state of tropospheric and surface
climate. This is particularly important because it can give us predictability at the surface based on
the state of the stratosphere. In this section, we discuss the observed and modeled composite sur-
face response to SSWs, proposed dynamical theory for this response, and event-to-event variability
in surface climate following SSWs.
1.2.1 Observed Response to SSWs
A weak vortex event results in a negative Northern Annular Mode in the upper and middle
stratosphere. The Northern Annular Mode (NAM) is the first mode of climate variability at a hemi-
spheric scale in the Northern Hemisphere, characterized by opposite signs of pressure anomalies
over the polar cap and at lower latitudes. It can be defined at each level in the atmosphere. Near
and at the surface, it is also known as the Arctic Oscillation (AO) and projects in the North Atlantic
region onto the North Atlantic Oscillation (NAO), which is characterized by a pressure dipole be-
tween Iceland and the Azores/Iberian Peninsula. Because the NAM can be calculated at each level
or height and SSWs are associated with a negative NAM index, it is a useful tool for studying
potential responses to SSWs at lower levels in the atmosphere.
Baldwin and Dunkerton (2001) found that, on average, the negative NAM index associated
with weak vortex events descends to the surface, resulting in a negative NAM index for up to two
months after the SSW central date. This is shown in Panel (A) of Figure 1.4. This manifests as
a negative NAO pattern, with a weaker and wavier eddy-driven jet stream (Kidston et al. 2015)
and effects on temperature and precipitation. In particular, the temperature patterns associated
with a negative NAO are colder than average temperatures and increased cold air outbreaks in
northern Europe and Eurasia and the eastern United States and warmer than average temperatures
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Figure 1.4: The NAM index surrounding the central date for weak and strong polar vortex events,
showing the downward propagation to the surface. Contours for colors are separated by 0.25 units.
White contour lines are separated by 0.5 units. Figure from Baldwin and Dunkerton (2001).
in eastern Canada, western Greenland, North Africa, the Middle East, and Central Asia (e.g.,
Butler, Sjoberg, et al. 2017; Domeisen and Butler 2020; King et al. 2019; Kolstad, Breiteig, et al.
2010; Scaife, Folland, et al. 2008; Thompson and Wallace 2001). The corresponding precipitation
anomalies include an abnormally dry northern Europe and increased precipitation in Southern
Europe (e.g., Ayarzagüena, Barriopedro, et al. 2018; Butler, Sjoberg, et al. 2017; Domeisen and
Butler 2020; King et al. 2019). These composite surface climate anomalies, calculated from the
JRA-55 Reanalysis, are shown in Figure 1.5 (Butler, Sjoberg, et al. 2017).
There is some evidence for impacts of SSWs on sea ice, as well. In particular, winters in
reanalysis with an SSW and no strong polar vortex event were followed by increased winter sea
ice concentration in the Sea of Okhotsk, increased winter and spring sea ice concentration in the
Barents Sea, and increased summer sea ice concentration in the Laptev, East Siberian, and Chukchi
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Figure 1.5: The surface response to SSWs in the JRA-55 Reanalysis: (a) sea level pressure anomaly
(hPa), (b) surface temperature anomaly (K), and (c) precipitation anomaly (mm/day). Figure from
Butler, Sjoberg, et al. (2017).
Seas (Smith, Polvani, and Tremblay 2018). These relationships are based on few events but are
consistent with results from model simulations shown in Figure 1.6.
1.2.2 Modeled Response to SSWs
The key features of the surface response to SSW are generally reproduced by models that
accurately capture stratospheric variability and heat flux extremes (Shaw et al. 2014). This includes
coupled chemistry-climate models (Gerber 2010), though the signal at the surface is too persistent
in some models. Haase and Matthes (2019) further found that interactive chemistry is important
for representing the stratospheric polar vortex, SSWs, and the surface response to SSWs.
Figure 1.7 panels (a) and (b) show the 2m temperature response to weak vortex events in
reanalysis and in the multi-model mean of a set of weeks 3-4 forecasts from forecast models
initialized in weak vortex states (Domeisen, Butler, Charlton-Perez, et al. 2020a). The multi-model
mean captures the key features of the observations, though the anomalies are of lower magnitude
than seen in reanalysis. Initializing the forecast models in a weak vortex state leads to increased
skill in eastern Russia, the Caucasus and central Asia, and the central United States. Sigmond
et al. (2013) had similarly found increased skill in temperature in eastern/northern Russia and
eastern Canada as well as precipition in the North Atlantic. The temperature dipole over Eurasia
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Figure 1.6: Sea ice concentration anomalies in years following winters with (left) SSWs and (right)
SPVs in a simulation from the Whole Atmosphere Community Climate Model. Figure from Smith,
Polvani, and Tremblay (2018).
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is more zonal in the multi-model mean, with the zero-line shifted south from the reanalysis. This
may contribute to decreased forecast skill in Europe, but it is difficult to determine whether this
difference is due to sampling variability in the observations or to model bias. Scaife, Karpechko, et
al. (2016) found that SSW members including SSWs in seasonal forecasts led to a prediction of an
absolute NAO shift of -6.5 hPa on average. They further determined that excluding members with
SSWs from ensembles decreased NAO prediction skill from 0.62 to 0.09; NAO prediction skill was
dependent on the inclusion of SSWs. Sun, Perlwitz, et al. (2020) found that the predictive skill for
the NAO following weak polar vortex events came mainly from the stratosphere as opposed to other
correlated sources of variability. Overall, SSWs and other stratospheric extreme events contribute
to increased predictability at the subseasonal and seasonal timescales in the North Atlantic and
Europe (Butler, Charlton-Perez, et al. 2019; Dobrynin et al. 2018; Nie et al. 2019; O’Reilly et al.
2019; Tripathi et al. 2015). However, as discussed below, there is a great deal of variability in the
observations in surface response to SSWs, and some forecast models overestimate NAO response
to stratospheric extremes (Kolstad, Wulff, et al. 2020).
1.2.3 Variability in Surface Response to SSWs
While the mean observed response to SSWs over the past 60 years is well known, and high-top
models capture the key features of this response, there is a great deal of event-to-event variability
in this response. In particular, for only two-thirds to three-quarters of SSWs does the negative
NAM (or equivalently, the polar cap geopotential height anomaly) descend to the troposphere and
the surface (Afargan-Gerstman and Domeisen 2020; Butler, Lawrence, et al. 2020; Domeisen
2019; Karpechko, Hitchkock, et al. 2017). Even in those events that do propagate downward, the
magnitude of surface anomalies and the particular spatial pattern can vary considerably. These
questions of variability prompt our work in Chapter 4 of this thesis, focused on uncertainty in the
composite response to SSWs. We here review work on event-to-event uncertainty in the surface
response.
Prior work has suggested both stratospheric and tropospheric sources of this variability. Stronger
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Figure 1.7: Two-meter temperature composites in weeks 3-4 following (a) the onset of an (a-b)
SSW or (c-d) SPV in the (a,c) ERA-Interim reanalysis and (b,d) forecasts from subseasonal models
initialized in a weak/strong polar vortex state. Figure from Domeisen, Butler, Charlton-Perez, et
al. (2020a).
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downward propagation of the SSW to the lower stratosphere, 100 hPa and lower, is somewhat re-
lated to the event’s continued descent to the troposphere (Baldwin 2003; Christiansen 2005; Ger-
ber, Orbe, et al. 2009; Rao, Garfinkel, and White 2020b; Siegmund 2005), perhaps related to wave
activity following the SSW central date (Karpechko, Hitchkock, et al. 2017; Kodera et al. 2016),
but predicting which events will and will not descend is not yet possible (Baldwin, Ayarzagüena,
et al. 2021). Some work suggests that split and displacement events have different impacts on the
surface, often with different blocking patterns and stronger surface signals following split events
Mitchell, Gray, et al. (2013), Nakagawa and Yamazaki (2006), and Seviour, Gray, et al. (2016);
other studies see little such difference (Karpechko, Hitchkock, et al. 2017; Maycock and Hitchcock
2015; White, Garfinkel, et al. 2019).
Tropospheric sources of variability in the surface signal include existing patterns or regimes in
the troposphere, particularly in the North Atlantic and European region, as well as other impor-
tant modes of variability such as the El Niño-Southern Oscillation (ENSO) or the Madden-Julian
Oscillation (MJO). Domeisen, Grams, et al. (2020) found differing probabilities of North Atlantic
weather regimes following an SSW based on the weather regime prior to the SSW. Locations of
blocking or other SSW precursors may affect downward propagation or surface signal (Afargan-
Gerstman and Domeisen 2020; Nakagawa and Yamazaki 2006; Peings 2019; Tyrrell et al. 2019;
White, Garfinkel, et al. 2019; Zhang et al. 2019), and forcings related to the North Pacific (Drouard
et al. 2013; Honda and Nakamura 2001) or sea ice (Sun, Deser, et al. 2015) also impact the anoma-
lies at the surface following SSWs. Different ENSO phases can strengthen or diminish the negative
NAO signal at the surface (Brönnimann 2007; Butler, Polvani, and Deser 2014; Butler and Polvani
2011; Calvo, Iza, et al. 2017; Oehrlein et al. 2019; Polvani, Sun, et al. 2017), though it is in-
consistent or unclear in the observations and models how this is dependent on ENSO strength or
type, whether the signal in the absence of a stratospheric pathway is meaningful, and whether the
ENSO influence in the North Atlantic projects onto the NAO or a different pattern (Bell, Gray,
Charlton-Perez, et al. 2009; García-Serrano et al. 2011; Hardiman, Dunstone, et al. 2019; Ineson
and Scaife 2009; Jiménez-Esteve and Domeisen 2020; Li and Lau 2012; Mezzina et al. 2020;
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Richter et al. 2015; Toniazzo and Scaife 2006; Trascasa-Castro et al. 2019; Weinberger et al. 2019;
Zhou, Chen, Wang, et al. 2020; Zhou, Chen, Xie, et al. 2019). Schwartz and Garfinkel (2017)
and Green and Furtado (2019) find modulations of the surface pattern following SSWs or SPVs
by MJO phase, with some MJO phases resulting in constructive or destructive interference with
the result of stratospheric variability or leading to a different pattern entirely. In addition to af-
fecting the tropospheric and surface signals of extreme stratospheric events, these other features or
phenomena can also impact the stratosphere directly, thus influencing surface climate through the
stratospheric polar vortex, as discussed in Section 1.4.
1.3 Strong Polar Vortex Events
SSWs comprise one tail of the distribution of stratospheric polar vortex strength. At the other
tail are strong polar vortex events (SPVs), or events with especially strong westerly flow around
the polar cap. In this section, we outline the features of SPVs, the variety of definitions that have
been used in the literature, and the surface climate following these events.
1.3.1 Basic Features
SPVs generally result from an extended period of abnormally weak planetary wave activity,
allowing for a more stable polar vortex. They are not exact parallels to SSWs; the particularly
strong westerlies and the lack of wave activity do not have the same rapid, dynamical nature as
the wind reversal and quickly cut-off wave activity of SSWs. As a result, SPVs often occur more
gradually and less dramatically, and after the event, the vortex tends to return to climatology more
quickly (Limpasuvan, Hartmann, et al. 2005). However, SPVs still have important consequences,
both in the stratosphere and at the surface.
SPVs are characterized by an increase in strength of the circumpolar westerlies and a cor-
responding decrease in stratospheric temperature over the polar cap due to thermal relaxation
(Limpasuvan, Hartmann, et al. 2005). For example, in the 2019-20 winter, the Northern Hemi-
sphere polar vortex was abnormally (and record-breakingly) strong, first briefly in January and
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Figure 1.8: The (a) zonal mean zonal wind at 10 hPa and 60◦ N, (b) zonal mean temperature at 10
hPa and 55-75◦ N, and (c) 45-day mean midlatitude heat flux at 10 hPa, both on average over the
1978-2020 period (black, uncertainty in gray) and the 2019-20 winter (red), during which an SPV
occurred in mid-February. Figures from NASA OzoneWatch.
then for a more sustained period of time in February and March (Lawrence et al. 2020). Figure
1.8 illustrates the typical life cycle of the polar vortex compared to that observed in the 2019-20
winter. The increased zonal mean zonal winds at 10 hPa are associated with lower than average
temperatures and decreased 45-day mean heat flux at the same level, indicating the lower levels of
wave activity that preceded the strong vortex event.
SPVs are also often associated with low ozone transport and mixing into the polar region.
SPVs in the 1996-97, 2010-11, and 2019-20 winters have resulted in some of the Arctic winters
and springs with the lowest recorded total column ozone levels. This is illustrated in Figure 1.9,
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Figure 1.9: The (a) spatial total column ozone anomaly and (b) total column ozone response in
Dobson units to the SPV in the 2019-20 winter compared to prior winters. Figure from Lawrence
et al. (2020).
showing the total column ozone anomaly in February-April 2020 and the time series of total col-
umn ozone over the polar cap, with winters with especially extreme SPVs highlighted (Lawrence
et al. 2020). The winter of 2015-16 is highlighted despite not having a particularly negative to-
tal column ozone anomaly; after a strong polar vortex through much of the winter, a dynamical
(SSW-like) final warming began in early March, while there was still low sunlight (Manney and
Lawrence 2016).
The Arctic stratosphere is not frequently conducive to the formation of polar stratospheric
clouds (PSCs) that aid in chemical ozone destruction. However, a persistently strong polar vortex
such as that seen in the 2019-20 winter can result in temperatures low enough for PSCs to form,
enhancing ozone destruction.
The frequency of SPVs varies strongly by definition, and as discussed below, definitions are
sometimes chosen to produce a similar number of SPVs as SSWs. Using the definition of Scaife,
Karpechko, et al. (2016) and Smith, Polvani, and Tremblay (2018), about 7 SPVs occur per decade
in reanalysis. The majority of these, about 4.5 events per decade, have been December events.
1.3.2 Definitions
Several definitions of SPVs have been used in the literature, and no single definition is currently
standard. Many were written to intentionally parallel SSW definitions. As with SSWs, these
definitions include a mix of relative and absolute thresholds at different levels.
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Baldwin and Dunkerton (2001) identified strong vortex events using the same measure based on
an EOF of geopotential height by which they calculated weak vortex events, choosing an annular
mode threshold to yield a downward-propagating signal and sufficient events in the reanalysis data
used. Limpasuvan, Hartmann, et al. (2005) also used an EOF process, but based on zonal mean
zonal wind as opposed to geopotential height. Drawing on aspects of both of these definitions,
Beerli and Grams (2019) modified the process used by Limpasuvan, Hartmann, et al. (2005) but
applied it to the 50 hPa polar cap geopotential height anomaly instead of zonal mean zonal wind.
Finally, Tripathi et al. (2015) used a simpler but still relative threshold, defining events based on
zonal mean zonal winds at 10 hPa and 60◦ N exceeding the 80th percentile across November
through March; this corresponded to 41.2 ms−1 in their forecast model dataset.
Scaife, Karpechko, et al. (2016) and Smith, Polvani, and Tremblay (2018) identified SPVs as
the zonal mean zonal wind at 10 hPa and 60◦ N exceeding 48 ms−1, with no new SPV defined until
the winds have been below that threshold for at least 20 days. This absolute threshold was chosen
by Scaife, Karpechko, et al. (2016) to produce a similar number of SPVs as SSWs in their forecast
model simulations, and Smith, Polvani, and Tremblay (2018) found that also produced a similar
number of SPVs as SSWs in their WACCM4 simulations and ERA-Interim. Domeisen, Butler,
Charlton-Perez, et al. (2020a) used a similar definition with a threshold of 40 ms−1 instead. This
threshold was chosen to be similar to that used in Tripathi et al. (2015), but they found that results
were robust to changes in this threshold of 5 ms−1.
In chapter 3 of this thesis, we will follow Scaife, Karpechko, et al. (2016) and Smith, Polvani,
and Tremblay (2018) to parallel our SSW definition and because we use similar WACCM4 runs
to those used by Smith, Polvani, and Tremblay (2018). However, we too find that the results are
robust to changes in the value of this absolute threshold.
1.3.3 Surface Response to SPVs
SPVs, like SSWs, are followed by downward propagation of the annular mode to the lower
stratosphere and frequently to the troposphere and surface. This is shown in Figure 1.4 (Baldwin
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Figure 1.10: The (a) sea level pressure and (b) January-March Arctic Oscillation response to the
SPV in the 2019-20 winter compared to prior winters. Figure from Lawrence et al. (2020).
and Dunkerton 2001). As with SSWs, the resulting signal at the surface can persist for up to two
months following the onset of the SPV in the upper stratosphere.
In the North Atlantic and European region, this positive surface NAM projects onto the positive
phases of the Arctic and North Atlantic Oscillations (Baldwin and Dunkerton 2001; Lawrence
et al. 2020). This mode entails a poleward-shifted eddy-driven jet stream (Kidston et al. 2015),
conditions that are warmer, wetter, and stormier than average in Northern Europe, colder and drier
than average conditions in Southern Europe (Baldwin and Dunkerton 2001; Domeisen and Butler
2020; Huntingford et al. 2014; Hurrell 1995; Lawrence et al. 2020). Figure 1.10 illustrates the
Arctic Oscillation response to the particularly strong 2019-20 SPV (Lawrence et al. 2020), and
Figure 1.7 shows the temperature response to SPVs in ERA-Interim and an ensemble mean of
forecast models (Domeisen, Butler, Charlton-Perez, et al. 2020a).
SPVs also have affects on sea ice concentration and thickness throughout the year. Smith,
Polvani, and Tremblay (2018) found, in both a GCM and reanalysis, decreased sea ice extent in
the Bering Straight and Sea of Okhotsk in the four to five months following an SPV and in the
Laptev, East Siberian, and Chukchi Seas in the fall following an SPV (Figure 1.6). The impact on
the Laptev, East Siberian, and Chukchi Seas in particular was found to be associate with sea ice
thickness anomalies arising from sea ice divergence that has been linked to the AO/NAO Rigor
(2002).
24
1.4 SSWs and Other Modes of Variability
Phenomena in the rest of the Earth system interact with the stratospheric polar vortex, either
by the state of the polar vortex influencing other features of the system or those other phenomenon
affecting the strength of the vortex, the frequency of extreme states, and the downward propagation
following extreme events. We will focus on the mode of variability of most interest for this thesis,
the El Niño-Southern Oscillation, but we first briefly discuss several other potential influences on
the polar stratosphere.
The Quasi-Biennial Oscillation (QBO) is an oscillation in zonal winds between easterly and
westerly in the tropical stratosphere, and a connection of the QBO and the stratospheric polar vor-
tex has long been suggested. Early suggestions that SSWs were a direct result of the QBO phase
were shown to be incorrect (Quiroz 1977). However, many studies found mean surface temper-
ature or 1000 hPa geopotential height anomalies with many similarities to those following SSWs
(SPVs) when they considered the difference between Januarys in easterly and westerly (westerly
and easterly) phases of the QBO (Anstey and Shepherd 2014; EBDON 1975; Holton and Tan
1980; Thompson 2001), and in a complementary result, Limpasuvan, Thompson, et al. (2004) and
Limpasuvan, Hartmann, et al. (2005) found that composites of SSWs and SPVs showed tropical
stratospheric winds associated with the easterly and westerly phases of the QBO respectively. This
suggests a relationship between SSW and SPV frequency and QBO phase, and this phenomenon
is known as the Holton-Tan mechanism. Over 62 winters in reanalysis, Rao, Garfinkel, and White
(2020b) found an SSW frequency of about 0.9 events per QBO easterly winter and about 0.5 events
per QBO westerly winter, a result consistent with earlier studies (Naito et al. 2003). Several mech-
anisms for this effect on frequency have been proposed (Garfinkel, Shaw, et al. 2012; Holton and
Tan 1980; Silverman et al. 2018; Watson and Gray 2014; White, Lu, et al. 2015).
The Madden-Julian Oscillation (MJO) is a subseasonal mode of variability in the tropical tro-
posphere with a life cycle that can be split into eight stages (Wheeler and Hendon 2004). More
than half of SSWs occur during phases 6 or 7 of the MJO, which occur about 18% of the time
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(Baldwin, Ayarzagüena, et al. 2021; Schwartz and Garfinkel 2017), and other studies have found
relationships to several other phases (Garfinkel, Benedict, et al. 2014; Kang and Tziperman 2017;
Wang et al. 2018; Yang et al. 2019). The mechanism is again weakening the vortex through con-
structive interference with climatological planetary wave patterns (Garfinkel, Benedict, et al. 2014;
Kang and Tziperman 2017), and models do capture a similar process (Kang and Tziperman 2017;
Kang and Tziperman 2018; Schwartz and Garfinkel 2020).
Broadly, mechanisms similar to that proposed by Matsuno (1971) suggest that many SSWs
should have precursors that increase planetary-scale wave activity, such as blocking (Martius et
al. 2009; Peings 2019; Quiroz 1986). In line with this, some studies have suggested an effect of
autumn snow cover in Eurasia in strengthening the Ural ridge and thus leading again to a weakened
stratospheric polar vortex through constructive interference (Cohen, Barlow, et al. 2007; Cohen,
Furtado, et al. 2014; Garfinkel, Hartmann, and Sassi 2010; Henderson et al. 2018). There is no
statistically significant effect on SSW frequency (Baldwin, Ayarzagüena, et al. 2021), however,
and any signal is nonstationary and only captured in some models (Furtado et al. 2015; Garfinkel,
Schwartz, White, et al. 2020; Henderson et al. 2018). Finally, the solar cycle was also suggested to
have an effect on the polar vortex, dependent on QBO phase (Gray et al. 2004; Labitzke and van
Loon 1992; Labitzke 1987), but any such relationship is unclear in both observations and models
(Baldwin, Ayarzagüena, et al. 2021; Mitchell, Misios, et al. 2015).
The El Niño-Southern Oscillation is the key driver of interannual tropospheric circulation and
climate variability throughout much of the world. It also affects the stratospheric polar vortex. The
vortex tends to be weaker in El Niño winters and stronger in La Niña winters, with a mechanism
related to the strength of the Aleutian low and constructive or destructive interference with the
climatology stationary wave pattern (Barriopedro and Calvo 2014; Garfinkel and Hartmann 2008;
Ineson and Scaife 2009; Manzini, Giorgetta, et al. 2006; Smith and Kushner 2012). This relation-
ship has been captured in both climate models and forecast models (Bell, Gray, Charlton-Perez,
et al. 2009; Domeisen, Butler, Fröhlich, et al. 2015; García-Herrera et al. 2006; Ineson and Scaife
2009; Manzini 2009; Richter et al. 2015).
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Despite this clear relationship to the mean strength of the vortex, the effect of ENSO on SSW
frequency is not entirely straightforward. SSWs are more common in the El Niño phase than in
neutral-ENSO by a factor of 30% or more. This has been seen in both reanalysis (Butler, Polvani,
and Deser 2014; Garfinkel and Hartmann 2007; Polvani, Sun, et al. 2017) and modeling studies
(Bell, Gray, Charlton-Perez, et al. 2009; Cagnazzo and Manzini 2009; Ineson and Scaife 2009;
Oehrlein et al. 2019; Polvani, Sun, et al. 2017; Richter et al. 2015). The relationship between
the frequency of events in the La Niña phase compared to the other phases is less clear. Among
observed events, SSWs occur in the La Niña phase with a similar frequency as in El Niño (Butler
and Polvani 2011; Domeisen, Garfinkel, et al. 2019a; Garfinkel, Butler, et al. 2012; Limpasuvan,
Hartmann, et al. 2005), but this may be due to sampling variability given the short SSW record, and
this relationship is sensitive to SSW, La Niña definition, and SST record (Polvani, Sun, et al. 2017;
Smith, Polvani, and Tremblay 2018; Song and Son 2018). Models generally simulate a decrease
in SSWs or no increase during La Niña relative to neutral-ENSO (Garfinkel, Butler, et al. 2012;
Polvani, Sun, et al. 2017).
Less work has been done on SPV frequency under different ENSO conditions. Limpasuvan,
Hartmann, et al. (2005) observed preferential occurrence of SPVs during La Niña as opposed to
El Niño winters. This was not consistent with the results seen in a GCM in Smith, Polvani, and
Tremblay (2018); the number of SPVs occurring in El Niño and La Niña were similar and both
small compared to the number of events that occurred in neutral-ENSO winters.
The relationship between El Niño and SSW frequency results in a stratospheric pathway of El
Niño influence on the North Atlantic and Eurasia (Bell, Gray, Charlton-Perez, et al. 2009; Butler,
Polvani, and Deser 2014; Cagnazzo and Manzini 2009; Garfinkel and Hartmann 2007; Ineson
and Scaife 2009; Richter et al. 2015). ENSO may, however, also have impacts on the region
through the troposphere, as discussed briefly in Section 1.2.3, that could impact the surface signal
following SSWs. Similarly, SSW or SPV occurrence can result in a very different climate pattern
in the North Atlantic and Eurasia than predicted based on ENSO alone (Polvani, Sun, et al. 2017).
Disentangling these effects is the focus of Chapter 2 of this thesis.
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1.4.1 Role of Stratospheric Ozone
The most direct interaction between stratospheric ozone and the polar vortex is the link be-
tween polar vortex strength and ozone transport. Most stratospheric ozone is produced in the
tropics, but it is transported to the poles, particularly the winter pole, by the Brewer-Dobson Cir-
culation (BDC). The BDC is wave-driven by similar wave activity that affects the strength of the
stratospheric polar vortex. The result is that a strong polar vortex is generally correlated with a
weak BDC and low ozone transport to the poles, and vice versa (De La Cámara et al. 2018). Fur-
ther, there is much less ozone mixing across a strong polar vortex edge than a weaker one, which
also contributes to the higher polar cap ozone concentrations during weak compared to strong polar
vortex events (Newman et al. 2001). Finally, a sufficiently cold polar cap–common in the South-
ern Hemisphere, but rare in the Northern Hemisphere–enhances formation of polar stratospheric
clouds, which contribute to chemical ozone destruction in the spring when sunlight returns.
Thus, the occurrence of an SPV often results in particularly low winter and springtime polar cap
ozone, and an SSW often results in high ozone anomalies. These ozone extremes have springtime
surface impacts (Calvo, Polvani, et al. 2015; Ivy et al. 2017; Smith and Polvani 2014), with low
(high) ozone extremes associated with positive (negative) NAO-like patterns in sea level pressure
and surface temperature. This is partially related to a feedback between ozone anomalies and polar
vortex strength and persistence into spring, but whether such a feedback is negative or positive is
strongly sensitive to the background state of the polar vortex (Haase and Matthes 2019; Ivy et al.
2017; Li, Austin, et al. 2008; Lin and Fu 2013; Lin, Paynter, et al. 2017; Mahlman et al. 1994;
Manzini, Steil, et al. 2003; McLandress, Jonsson, et al. 2010).
While these relationships are well-captured in interactive chemistry-climate models, these are
computationally expensive to run, and climate models with prescribed monthly, zonal mean ozone
chemistry are often used instead. These models cannot capture any surface impacts affected by
ozone extremes. In addition to the springtime relationship noted above, Haase and Matthes (2019)
found differences in SSW frequency and surface response to SSWs in simulations with and without
interactive chemistry. Chapter 3 of this thesis revisits and furthers this work, considering the effect
28
of interactive chemistry on the representation of midwinter SSWs, late winter SSWs, and SPVs.
1.5 Conclusion
In this chapter, we introduced the stratospheric polar vortex and extreme events of that vor-
tex, sudden stratospheric warmings (SSWs) and strong polar vortex events (SPVs). These events,
SSWs in particular, their interaction with other phenomena, and the variability in their surface
responses are the focus of this thesis.
The stratospheric polar vortex is a circumpolar westerly flow present in the Northern Hemi-
sphere from about September through April, centered around 60◦ N, and extending throughout the
stratosphere and into the mesosphere. While strongest in midwinter, this is also when the polar
vortex is most variable. Sudden stratospheric warmings (SSWs) are extremely weak states of the
polar vortex when the zonal mean zonal winds reverse, stratospheric polar cap temperatures rise,
and the vortex splits or is displaced from the pole. Strong polar vortex events (SPVs) are on the
other end of the spectrum, with strong westerly zonal mean zonal winds, a particularly cold polar
cap, and very little ozone transport into the polar region.
These events propagate downward to the surface, on average projecting onto the North Atlantic
Oscillation (NAO). SSWs are typically followed by the negative phase of the NAO and SPVs by
the positive phase, with associated impacts on jet stream location and precipitation and temperature
in Europe, Eurasia, and eastern North America. These effects at the surface can last for up to two
months following the onset of the SSW or SPV in the stratosphere. Because of this response at the
surface, the state of the stratospheric polar vortex and especially the occurrence of these extreme
events are important for subseasonal prediction of surface climate.
Many other phenomena in the Earth system interact with the stratospheric polar vortex or with
the impacts of SSWs and SPVs at the surface. We focus in particular on the El Niño-Southern
Oscillation (ENSO) and stratospheric ozone. ENSO is a major driver of atmospheric circulation
variability and, through its effects on wave activity, can also affect the polar stratosphere. In par-
ticular, winters in the El Niño phase tend to correspond to a weaker polar vortex and increased
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SSW frequency. Thus, El Niño can affect North Atlantic climate through the stratosphere; it may
also have a similar effect on the region through the troposphere. Stratospheric ozone is transported
by the Brewer-Dobson Circulation to the winter pole, with increased transport when wave activity
is high and the polar vortex is weak and decreased transport under strong polar vortex conditions
and low wave activity. Springtime ozone extremes are associated with anomalies at the surface,
but there may also be surface effects of wintertime ozone extremes associated with polar vor-
tex variability. However, many atmospheric general circulation models do not include interactive
ozone chemistry because of the computational expense of fully interactive atmospheric chemistry
schemes.
This thesis is focused broadly on interactions of the extreme states of the stratospheric po-
lar vortex with other phenomena and the resulting influence on Northern Hemisphere wintertime
surface climate. We study these interactions both directly, considering the roles of particular atmo-
spheric phenomena in variability of the polar vortex and resulting stratosphere-troposphere cou-
pling, and indirectly, studying uncertainty in the surface response to SSWs that is partially due to
these other sources of variability. The remainder of this thesis is organized as follows.
Chapters 2 and 3 present our work using simulations from Earth system models to study the
interactions of the polar stratosphere with other phenomena or features of the ocean or atmosphere.
In Chapter 2 we present results about the interaction and relative impacts on the North Atlantic and
European region of SSWs and El Niño events. In Chapter 3 we discuss the impact on representa-
tions of the polar vortex, SSWs, and SPVs of including interactive ozone chemistry and transport
in general circulation models. Our goal is to disentangle the effects of these separate but related
phenomena on wintertime surface climate variability.
In Chapter 4, we turn to reanalysis and study the uncertainty in the observed surface response to
SSWs. While not directly tied to interactions of SSWs with other phenomena, this work highlights
the importance of tropospheric sources of variability unrelated to the stratospheric polar vortex in
the observed surface climate composites following SSWs. These results will allow us to better
evaluate model representations of the tropospheric response to SSWs in the future.
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Chapter 5 concludes this thesis with a summary of the key findings and remarks providing
context for this work in ongoing areas of research related to SSWs.
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Chapter 2: Separating and quantifying the distinct impacts of El Niño and
sudden stratospheric warmings on North Atlantic and Eurasian wintertime
climate
Note: This chapter has been published in very near its present form as “Separating and quan-
tifying the distinct impacts of El Niño and sudden stratospheric warmings on North Atlantic and
Eurasian wintertime climate" in Oehrlein et al. (2019).
2.1 Introduction
The El Niño-Southern Oscillation (ENSO) and the occurrence of sudden stratospheric warm-
ings (SSWs) have both been studied as important drivers of North Atlantic and Eurasian winter-
time climate variability. On the one hand, the state of the stratospheric polar vortex, particularly
an extreme weak vortex during SSWs, has been shown to influence the troposphere with a strong
effect on the Northern Annular Mode (Baldwin and Dunkerton 2001; Charlton and Polvani 2007a;
Hitchcock and Simpson 2014; Polvani and Waugh 2004). On the other hand, ENSO is the major
driver of interannual climate variability and influences atmospheric circulation in many parts of the
world, including the North Atlantic region (Alexander et al. 2002; Brönnimann 2007; Domeisen,
Garfinkel, et al. 2019a; Horel and Wallace 1981; Rodríguez-Fonseca et al. 2016; Trenberth et al.
1998). The winter surface climate signature of El Niño over the North Atlantic resembles the
negative phase of the Northern Annular Mode, similar to the effect of SSWs (Brönnimann 2007;
Butler, Polvani, and Deser 2014; Calvo, Iza, et al. 2017; Polvani, Sun, et al. 2017).
However, these two sources of variability are not independent. SSWs are more common in the
El Niño phase of ENSO than in the neutral phase, in both observations and stratosphere-resolving
models, by a factor of about 30% (Bell, Gray, Charlton-Perez, et al. 2009; Butler and Polvani
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2011; Garfinkel, Butler, et al. 2012; Polvani, Sun, et al. 2017). This suggests an SSW pathway
of El Niño influence on the North Atlantic and Eurasia, which has now been well-established by
both observational (Butler, Polvani, and Deser 2014; Garfinkel and Hartmann 2007) and modeling
studies (Bell, Gray, Charlton-Perez, et al. 2009; Cagnazzo and Manzini 2009; Ineson and Scaife
2009; Richter et al. 2015).
The effects of El Niño on Eurasia in the absence of SSWs have been less clear. Observational
composites of El Niño winters without SSWs show a negative NAO index compared to neutral-
ENSO winters without SSWs, but this effect is weak compared to that of SSWs (Butler, Polvani,
and Deser 2014). Seasonal prediction model studies such as Domeisen, Butler, Fröhlich, et al.
(2015) and Scaife, Karpechko, et al. (2016) showed considerably decreased predictability in the
North Atlantic and Europe for El Niño winters without SSWs compared to those winters with
SSWs. Other studies based on climate models (Ineson and Scaife 2009; Richter et al. 2015) re-
ported a negative NAO in a composite of El Niño winters with SSWs but a muted or different
response in El Niño winters without SSWs. Also, observational (García-Serrano et al. 2011; To-
niazzo and Scaife 2006) and climate model studies (Hardiman, Dunstone, et al. 2019) suggested a
wave-like tropospheric response to El Niño in the North Atlantic, different from the NAO response
to SSWs. However, Bell, Gray, Charlton-Perez, et al. (2009) found that in simulations with a de-
graded representation of the stratosphere, the negative NAO pattern in El Niño winters weakened
but remained present. Li and Lau (2012) observed small negative shifts in the NAO with El Niño
despite low vertical resolution in the model stratosphere and the resulting lack of a weak vortex
signal. They attribute this effect to high-frequency transient eddies. Jiménez-Esteve and Domeisen
(2018) also found a transient eddy-driven tropospheric pathway of El Niño that contributed to a
negative NAO during mid-to-late winter in reanalysis.
To bring some clarity on both the importance of SSWs and the signal of El Niño on the North
Atlantic, we here build on the work of Polvani, Sun, et al. (2017). In that paper, the distinct impacts
of ENSO and SSWs on North Atlantic and Eurasian wintertime climate were analyzed using an
ensemble of ten transient integrations in a high-top version of the Community Atmosphere Model,
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version 5, over the period 1951-2003. They formed November-March composites of winters with
and without SSWs in each ENSO phase. For key surface climate features, they found that the dif-
ference in winters with and without SSWs across all ENSO phases was greater than the difference
between El Niño and La Niña winters across all stratospheric states. This supports the key role of
SSWs in determining Eurasian wintertime climate independent of ENSO phase.
The aim of our work is to further clarify the respective effects of SSWs and El Niño on win-
tertime climate in the North Atlantic and Eurasia by carefully identifying and quantifying their
separate impacts. To that end, we use two ensembles of 200 one-year model integrations, one
forced with El Niño sea surface temperatures and the other with neutral-ENSO sea surface temper-
atures. We compare the effects of El Niño and SSWs to a basic state represented by neutral-ENSO
winters without SSWs. This isolates the distinct effects of each phenomenon more cleanly than in
previous studies, and the ensemble size allows us to better capture the signals of both El Niño and
SSWs.
Our methodology is described in detail in Section 2.2. We then present the effects of SSWs
and the tropospheric pathway of El Niño on the NAO and Northern Hemispheric surface climate
in our simulation in Section 2.3. We find that the two sources of variability independently result
in negative NAO anomalies and comparable effects on precipitation, while SSWs contribute much
more strongly to Eurasian cooling. We conclude in Section 2.4 with a discussion of implications
of the results.
2.2 Methods
The model integrations analyzed here are performed using the Community Earth System Model
version 1 (CESM1), Whole Atmosphere Community Climate Model (WACCM) Marsh et al.
(2013). The horizontal resolution of WACCM is 1.9◦ latitude by 2.6◦ longitude, and the model
has 66 vertical levels with the model top at 5.1 ×10−6 hPa. Notably, WACCM accurately captures
the frequency, seasonality, and dynamical features of SSWs (de la Torre et al. 2012) .
We perform two 200-member ensembles of one-year integrations initialized on June 1. June 1 is
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chosen in order to simulate a realistic onset and full seasonal cycle of the stratospheric polar vortex,
the growth and decay phases of El Niño warm anomalies in the tropical Pacific, and the atmospheric
response to these El Niño conditions. Each ensemble of 200 atmospheric initial conditions for the
integrations is generated using small air temperature perturbations, as in Kay et al. (2015). One
ensemble is forced with monthly sea surface temperatures and sea ice (SSTs) corresponding to
years with neutral-ENSO winters, and the other is forced with SSTs corresponding to years with
El Niño winters. All members of each ensemble are forced with identical SSTs. Other forcings are
consistent across the two ensembles. SSTs for neutral-ENSO integrations are constructed using
the observed 1950-2014 climatology from ERSSTv5 (Huang et al. 2017). SSTs for the El Niño
integrations are constructed by averaging over years in the record with warm ENSO events, defined
here as the eleven winters with Oceanic Niño indices (SST anomalies in the Niño 3.4 region, 5◦S-
5◦N and 170◦ − 120◦W) above 1.0 K for three consecutive fall or winter three-month “seasons"
(September-November, October-December, etc.). This is the NOAA Climate Prediction Center
(CPC) procedure but with a higher threshold for an El Niño event, resulting in an average Niño 3.4
SST anomaly of 1.4 K over the November-March period (compared to a 1.0 K average anomaly
over that period if a 0.5 K threshold is used). We use this higher threshold to focus on moderate-
to-strong, realistic El Niño forcing.
We identify SSWs using the definition of Charlton and Polvani (2007a) and Charlton and
Polvani (2011). An event is considered to be an SSW if the zonal mean zonal winds at 60◦ N
and 10 hPa become easterly in extended boreal winter (NDJFM). The first day on which these
winds are easterly is designated as the “central date," and no other day is considered a separate
SSW event until the winds have again been westerly for at least 20 consecutive days. This def-
inition is among the optimal thresholds for identifying SSWs as described in Butler and Gerber
(2018).
To study the separate effects of El Niño and SSWs, we composite years with and without SSWs
in both ensembles, and we compute anomalies with respect to neutral-ENSO years without SSWs.
For composites of winters with SSWs, we take sixty day periods beginning with the central date of
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the first SSW of each included year, following Baldwin and Dunkerton (2001). For the composites
of El Niño winters without SSWs, we select the same sixty-day periods as in the neutral-ENSO
with SSW composite, taking each sixty-day period from a randomly chosen El Niño without SSW
run. We ensure that no single day appears in the composite twice. Results using sixty-day periods
drawn from the El Niño with SSW composite are similar because the seasonal distributions of
SSWs under neutral-ENSO and El Niño conditions are not different. In the case of neutral-ENSO
without SSW, we repeat this composite-building process 500 times and take anomalies of other
phases with respect to the mean of the neutral-ENSO without SSW composite distribution. We use
this distribution for Monte Carlo tests of statistical significance.
We calculate the North Atlantic Oscillation (NAO) index for all integrations with the principal-
component based method of Hurrell (1995). We find the principal components for the leading
empirical orthogonal function of sea level pressure over the region 20◦ − 80◦N and 90◦W-40◦E.
The NAO index time series for each ensemble member is calculated by normalizing the principal
component time series using the mean and standard deviation of the neutral-ENSO without SSW
members.
2.3 Results
Our main interest is in El Niño and SSWs as separate sources of variability. However, because
El Niño increases the frequency of SSWs, we begin by analyzing the SSW frequency in our model.
For both neutral-ENSO and El Niño conditions, we list in Table 2.1 the number of SSWs occurring
in the 200 one-year integrations, the number of winters with SSWs, the SSW frequency, and the
number of winters with multiple SSWs.
The SSW frequency (in events per decade) in the El Niño phase is 8.7, higher than the observed
frequency of 8.0 found in NCEP-NCAR and ERA-40/ERA-I reanalyses of 1958-2013 (Polvani,
Sun, et al. 2017). The frequency in the Neutral phase is 4.3 SSWs per decade. The corresponding
observed frequencies reported in Polvani, Sun, et al. (2017) are 4.5 and 6.0 for NCEP-NCAR and
ERA-40/ERA-I reanalyses respectively, so the modeled neutral-ENSO SSW frequency is near that
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EN Neutral
Total Winters 200 200
SSW events 174 85
SSW frequency/decade 8.7 4.3
Winters with SSWs 140 72
Winters with 2 SSWs 30 11
Winters with 3 SSWs 2 1
Table 2.1: Summary of sudden stratospheric warming (SSW) events in El Niño and neutral-ENSO
phases.
observed. Here, the ratio of the two frequencies is 2.0, higher than the typically reported value
of 1.3 (Bell, Gray, Charlton-Perez, et al. 2009; Garfinkel, Butler, et al. 2012; Polvani, Sun, et al.
2017). The higher relative frequency of SSWs in the El Niño phase in our model is likely due to
the high threshold used here to identify El Niño events. This results in stronger El Niño forcing
in our model integrations, potentially deepening the North Pacific low (Garfinkel, Weinberger, et
al. 2018) and increasing wave disturbance of the stratospheric polar vortex and SSW frequency
(Garfinkel, Hartmann, and Sassi 2010).
We now turn to the quantification of the distinct effects of SSWs and El Niño on North At-
lantic and Eurasian surface climate. Because the North Atlantic Oscillation serves as an important
indicator of seasonal weather in the region (Barnston and Livezey 1987; Hurrell 1995; Loon and
Rogers 1978), we first consider the impact of the two phenomena on the NAO itself. We compute
anomalies from the Neutral-ENSO without SSW mean of the January-March NAO index, choos-
ing January-March because this period best captures the wintertime surface influence of SSWs.
Figure 2.1 shows distributions of JFM NAO indices for each state. All three distributions from
SSW or El Niño conditions are statistically different (p<0.01) from the Neutral-ENSO without
SSW distribution according to a Kolmogorov-Smirnov test. The mean of the neutral-ENSO with
SSW distribution is -1.10, and the mean of the El Niño without SSW distribution is -1.90, so the
two sources of variability independently result in negative shifts of the NAO relative to the neutral-
ENSO without SSW case. Using observations, Butler, Polvani, and Deser (2014) finds negative
shifts of the NAO due to El Niño, but the anomaly is about 40% of that due to SSWs. The strong
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El Niño forcing in our simulations may contribute to the large response to El Niño here, but the
linearity of this response is unclear, as discussed further in Section 2.4. The occurrence of both
El Niño conditions and an SSW yields the most negative NAO values, with a distribution mean of
-3.11. Hence, El Niño and SSWs are linearly additive in their effects on the NAO.
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Figure 2.1: Fitted Gaussians of January-March North Atlantic Oscillation (NAO) indices for each
state normalized with respect to the neutral-ENSO without SSW base state. Vertical lines indicate
distribution means.
To examine the Northern Hemispheric impacts of SSWs and El Niño in more detail, we next
plot composites of a few key climate anomalies for each state. Figure 2.2 shows 500 hPa geopo-
tential height, temperature, and precipitation anomaly composites for neutral-ENSO winters with
SSWs, El Niño winters without SSWs, El Niño winters with SSWs, and finally the difference
between the latter two. Because all anomalies are taken with respect to neutral-ENSO winters
without SSWs, Figs. 2.2a and 2.2b cleanly isolate the effects of SSWs and El Niño. We calculate
statistical significance by a Monte Carlo test, considering the value at a point to be significant if the
magnitude of the anomaly is equal to at least two standard deviations of the neutral-ENSO without
SSW distribution. Spatial patterns for extended winter anomaly composites (November-March,
not shown) are similar but of lower magnitude.
We first consider the effects of SSWs in neutral-ENSO winters, shown in column (a) of Fig.
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Figure 2.2: Rows are (top) mean geopotential height anomalies at 500 hPa, (middle) mean tempera-
ture anomalies at 1000 hPa (K), and (bottom) mean precipitation anomalies (mm/month). Columns
are (a) neutral-ENSO winters with SSWs, (b) El Niño winters without SSWs, (c) El Niño winters
with SSWs, and (d) the difference between El Niño winters with and without SSWs. Composites
are computed using the 60-day methodology, anomalies are taken with respect to neutral-ENSO
winters without SSWs.
2.2. There is a dipole in Z500 over the North Atlantic and Western Europe, corresponding to a
negative phase of the NAO or Northern Annular Mode. We also see cold anomalies of 2-3 K over
much of Northern Eurasia, particularly Siberia. Finally, there is a precipitation dipole over the
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North Atlantic and Europe, with dry anomalies in Northern Europe and wet conditions in Southern
Europe. These features are in good agreement with previous model and observational studies
of SSWs (Baldwin and Dunkerton 2001; Butler, Polvani, and Deser 2014; Charlton and Polvani
2007a; Hitchcock and Simpson 2014; Polvani, Sun, et al. 2017).
We next turn to the impacts of El Niño alone (that is, for winters without SSWs) shown in
Fig. 2.2 column (b). We first note the large anomalies over the Pacific in the Z500 field and the
well-known temperature dipole over North America. These are associated with the Pacific/North
America (PNA) teleconnection pattern typical of El Niño conditions (Horel and Wallace 1981).
We see a Z500 dipole over the North Atlantic of similar strength as in the neutral-ENSO with
SSW case. This state also shows cooling across Northern Eurasia, but it is weaker than in the
neutral-ENSO with SSW case and is less concentrated in Siberia. A temperature anomaly average
over Eurasia as shown in Table 2.2 allows us to more precisely quantify this difference. The
temperature anomaly due to El Niño alone is a quarter of that due to SSWs alone. A similar
precipitation dipole is seen as in column (a), but the increased precipitation, as with the Z500 low
anomaly, extends across the Atlantic and impacts the Southern United States. The magnitudes of
the anomaly over Europe are similar to those in the neutral-ENSO with SSW composite. These
comparable values for precipitation in the Mediterranean region are reported in Table 2.2. The
North Atlantic and Eurasian features are similar to the tropospheric pathway signals in Bell, Gray,
Charlton-Perez, et al. (2009) and Cagnazzo and Manzini (2009), and Li and Lau (2012) but are
greater in magnitude than in these studies, likely due to the large El Niño forcing used here. Geng et
al. (2017) found cooling consistent with the temperature anomalies here in East Asia and Northern
Europe during strong El Niños without downward-propagating geopotential height anomalies from
the stratosphere in the observations.
The remaining columns of Figure 2 show the El Niño with SSW composites (column c) and the
differences in the composites of El Niño with and without SSWs (column d). These composites
reveal that treating the system as linearly additive captures most of the important features; we can
then largely consider SSWs and the tropospheric pathway of El Niño as independent sources of
40
Neutral with SSW EN without SSW EN with SSW
60 day Eurasian surface temperature (K) -2.51 -0.59 -2.21
60 day Mediterranean precipitation (mm/mo) +6.18 +6.91 +11.06
Table 2.2: Eurasian (60◦-75◦ N, 30◦-120◦ E) surface temperature and Mediterranean (35◦ − 45◦
N, 10◦ − 25◦ E) precipitation anomalies for neutral-ENSO and El Niño winters with and without
SSWs. Means are computed using the 60-day methodology with anomalies taken with respect to
neutral-ENSO winters without SSWs.
surface climate variability. The El Niño with SSW composite retains the El Niño-related features
from Fig. 2.2b but with strengthening of the anomalies in regions where the SSWs have the most
impact (as seen in the Fig. 2.2a composites). Comparing the columns Fig. 2.2a and Fig. 2.2d,
we see similar structures and magnitudes of anomalies, but there are notable differences in the
temperature. As shown in Table 2.2, the occurrence of both phenomena does not significantly
change the Eurasian cooling from an SSW alone. This further supports the dominant role of
SSWs on temperature variability in the region. In contrast, the regional average of Mediterranean
precipitation anomalies in Table 2.2 further confirms the near-additivity of that quantity in the
simulation. This additive linearity is not seen to the same extent in the observations, but that may
be due to small observational sample size (Domeisen, Garfinkel, et al. 2019a).
Neutral with SSW EN without SSW EN with SSW
STOCKHOLM
60 day Surface Temperature -1.49 -1.34 -2.34
60 day Precipitation -25.58 -28.09 -44.24
PARIS
60 day Surface Temperature -0.45 -0.57 -1.06
60 day Precipitation +7.81 -4.75 -1.44
MADRID
60 day Surface Temperature -0.20 -0.32 -0.42
60 day Precipitation +6.28 +11.83 +14.04
Table 2.3: Surface temperature anomalies (K) and precipitation anomalies (mm/month) for Paris,
Stockholm, and Madrid in neutral-ENSO and El Niño winters with and without SSWs. Means
are computed using the 60-day methodology with anomalies taken with respect to neutral-ENSO
winters without SSWs.
While the latitudinal structures of the surface effects of El Niño and SSWs are dipolar, it is
important to appreciate that the nodes of the precipation dipole are at different latitudes, possibly
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due to the wave-like response to El Niño noted above. To illustrate the consequences of this
mismatch, in Table 2.3 we consider precipitation in three particular cities: Stockholm (59.3◦ N),
Paris (48.9◦ N), and Madrid (40.4◦ N). This selection of cities allows us to study how the anomalies
change across a broad range of latitudes in Western Europe in the model as a result of these dipoles.
In Stockholm, the precipitation anomalies due to the two sources of variability lead to drier
conditions and are of comparable magnitude. In Paris, however, these anomalies are of opposite
signs. El Niño tends to result in drier winters in Paris, whereas SSWs lead to wetter ones. The
north/south placement and extent of the precipitation anomaly dipoles for El Niño and SSWs are
different, resulting in these opposite impacts in Paris. In Madrid, which is south of the nodal
lines of the dipoles, both sources of variability result in wetter winters on average, and El Niño
becomes relatively more important (nearly double the impact of SSWs). These results show that
the superposition of two dipolar drivers of variability with nodes at different latitudes results in a
complex climate response.
2.4 Summary and discussion
The climate model results presented here show that SSWs and El Niño separately play key roles
in North Atlantic and Eurasian wintertime climate. Confirming prior work, we find that both SSWs
and El Niño cause negative NAO anomalies and increase precipitation in Southern Europe. Both
also lead to increased cooling in Northern Europe and Eurasia, but that cooling is concentrated in
different regions.
Corroborating previous studies, we find a clear effect of El Niño in the absence of SSWs on
the annular mode in the North Atlantic (Bell, Gray, Charlton-Perez, et al. 2009; Geng et al. 2017;
Jiménez-Esteve and Domeisen 2018; Li and Lau 2012). However, the effects of this pathway of
El Niño found here are larger than those seen in previous modeling or observational studies. One
reason for this is that the basic state here is taken to be neutral-ENSO winters without SSWs, as
opposed to a climatology, allowing us to more cleanly isolate the effect of El Niño. The second
reason for this difference is the larger size of our model ensemble, resulting in a better signal-to-
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noise ratio. That said, the results are robust to subsampling. Similar NAO distribution statistics
to those seen in Figure 2.1 are seen in sample distributions of as few as 10 samples. This implies
that the signals we observe here are meaningful and are not only discernible because of the large
sample size. The third reason for the larger signal of the El Niño pathway in this work is that the El
Niño forcing in our model is relatively strong, due to the 1 K threshold used for the SST composite.
Geng et al. (2017) found that strong El Niño events (anomaly of 2 K or more) in observations
are associated with a shift to a negative NAO in January and cooling in Northern Europe and East
Asia in the absence of significant perturbation of the stratospheric polar vortex. However, Toniazzo
and Scaife (2006) and Hardiman, Dunstone, et al. (2019) found a negative NAO signal in moderate
El Niño events but a wave-like response in strong (anomaly of 1.5 K or more) El Niño events in
observations and a climate model; the wave-like response is consistent with the observational work
of García-Serrano et al. (2011). Rao and Ren (2016a) and Rao and Ren (2016b) found significant
nonlinearity in the effect of moderate (anomaly of 1 K or more) and strong (anomaly of 2 K or
more) El Niños on the Arctic stratosphere in observations and WACCM simulations. The impact
of El Niño variability on North Atlantic and Eurasian response, both with and without the influence
of SSWs, warrants further study.
We also confirm the significant influence of SSWs on North Atlantic and Eurasian climate as
described in Butler, Polvani, and Deser (2014) and Polvani, Sun, et al. (2017). The NAO and
precipitation effects of SSWs are similar in magnitude to those of El Niño with an undisturbed
stratosphere, and the Eurasian cooling due to SSWs is much stronger. Furthermore, the effects of
SSWs are of similar magnitude in neutral-ENSO and El Niño conditions. As SSWs occur in 40 to
50% of winters even in neutral-ENSO conditions, SSWs are a key climate forcing for the North
Atlantic and Eurasia whether or not ENSO is in the El Niño phase.
The results here indicate that a strong El Niño event may be important for wintertime seasonal
forecasting for the North Atlantic and Eurasia not only for increasing the likelihood of SSWs, but
also due to effects of El Niño through a tropospheric pathway. However, SSWs are frequent even
in the neutral-ENSO phase and have surface impacts of comparable magnitude to El Niño. This
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makes it critical to resolve the stratosphere in seasonal climate forecasting for the North Atlantic
and Eurasia, as Butler, Arribas, et al. (2016) found that high-top forecast models better simulate
both variability in the winter polar vortex and the stratospheric response to ENSO. For many mea-
sures, SSWs and El Niño had independent effects on variability, which may allow forecasts to
more easily take both El Niño and the corresponding increase in SSW likelihood into account.
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Chapter 3: The effect of interactive ozone chemistry on weak and strong
stratospheric polar vortex events
This chapter has been published in very near its present form as “The effect of interactive ozone
chemistry on weak and strong stratospheric polar vortex events" in Oehrlein et al. 2020.
3.1 Introduction
The climate impacts of stratospheric ozone extremes, particularly Antarctic ozone depletion,
have been widely studied (Previdi and Polvani 2014 and references therein). While the effects
are clearer and larger in the Southern Hemisphere, ozone extremes have also been shown to be
associated with springtime surface anomalies in the Northern Hemisphere (Calvo, Polvani, et al.
2015; Ivy et al. 2017; Smith and Polvani 2014).
Polar cap ozone anomalies are strongly related to interannual variability in stratospheric polar
vortex strength, which is larger in the Northern Hemisphere than the Southern Hemisphere. This
is a result of the larger amplitudes of upward-propagating planetary waves, which perturb the
stratospheric circulation. Years with low wave activity tend to correspond to a stronger vortex
and a weaker Brewer-Dobson Circulation (BDC), resulting in weaker ozone transport from the
tropics into the poles and decreased mixing across the vortex edge, as well as enhanced formation
of polar stratospheric clouds, which contribute to increased springtime destruction of ozone. Years
with high wave activity correspond to a weaker vortex and a stronger BDC, with stronger ozone
transport from the tropics and increased mixing (Newman et al. 2001).
These processes are well-represented in fully interactive chemistry-climate models (Strahan
and Douglass 2004). However, such models are computationally expensive compared to the
more common ones, in which stratospheric ozone is simply prescribed. A number of studies
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have explored the importance of interactive ozone chemistry on model representations of coupled
stratosphere-troposphere variability. Smith and Polvani 2014 and Karpechko, Perlwitz, et al. 2014
found little impact of stratospheric ozone extremes on surface climate in the Northern Hemisphere
using prescribed zonal mean monthly mean ozone fields. However, Calvo, Polvani, et al. 2015
found robust surface impacts associated with stratospheric ozone extremes using an interactive
chemistry-climate model, suggesting the potential importance of this coupling. Further model
studies are needed to disentangle the effects of ozone from those of polar vortex variability.
While the effect of polar stratospheric clouds on ozone is mainly seen in the spring when
sunlight returns to the region, the variability of the polar vortex can result in wintertime ozone
anomalies which may have surface impacts. The most extreme states of the polar vortex are sudden
stratospheric warmings (SSWs) and strong polar vortex events (SPVs). We define these precisely
in Section 2, based on extreme values of zonal mean zonal wind. Leading up to an SSW, dynamical
forcing disrupts the stratospheric circulation, eventually resulting in a reversal of zonal mean zonal
wind throughout much of the polar stratosphere. SSWs have surface effects for the two months
following, particularly a negative North Atlantic Oscillation and cold anomalies over much of
Northern Eurasia. Conversely, SPVs, in which abnormally strong westerly zonal mean zonal winds
occur, are the result of anomalously weak planetary wave activity over a protracted period. As such,
they are not rapid dynamical events in the same way as SSWs, but they may still have surface
impacts, which is typically a positive NAO (Baldwin and Dunkerton 2001).
For the dynamical reasons described above, SSWs and SPVs tend to be associated with the
occurrence of positive and negative stratospheric ozone anomalies, respectively. About two weeks
prior to an SSW, the BDC accelerates, resulting in adiabatic warming of the stratosphere and
enhanced isentropic eddy transport of ozone and thus increased ozone concentration over the pole
(De La Cámara et al. 2018). SPVs are similarly accompanied by an anomalously weak BDC
because of the lack of planetary wave activity and thus an anomalously low transport of ozone, as
well.
Because they affect both stratospheric ozone and the NAO in the troposphere, extreme vor-
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tex events offer an ideal case in which to study wintertime surface impacts of ozone chemistry.
Haase and Matthes 2019 studied the impact of interactive versus prescribed ozone on SSWs, as
well as their surface effects, in simulations of the recent past (1955-present) in an earth system
model. They compared results of a simulation with interactive ozone to those of a simulation
with prescribed ozone. This prescribed ozone was given daily (with no averaging/climatology)
from a single historical interactive chemistry simulation. They found a stronger climatological
vortex in the interactive chemistry simulation, and this was associated with a decreased SSW fre-
quency. Further, SSWs were followed by stronger and more persistent surface anomalies in the
simulation with interactive chemistry. These results suggest important surface impacts of ozone
chemistry. However, their simulation was relatively short (64 winters), and the historical period
they simulated includes long-term trends in ozone that may affect the results. Also, their method
of prescribing ozone means that the ozone in the specified chemistry simulation was associated
with dynamical variability of the interactive chemistry run, and that variability was inconsistent
with the dynamical state of the specified chemistry model.
Building on the study of Haase and Matthes 2019, we here study interactions between ozone
chemistry and polar vortex variability by analyzing SSWs, SPVs, and their surface impacts in two
200-year timeslice simulations with fully interactive and prescribed chemistry versions of a model.
Using 200-year timeslices provides us with a large sample size of SSW and SPV events without
long-term ozone trends, and we prescribe ozone based on the ozone climatology from the 200
years of the interactive chemistry simulation. Due to the larger sample size, climatological ozone
distribution, and constant forcings, this set of simulations more clearly separates the impact of
ozone’s interannual variation on stratosphere-troposphere coupling. While we do not see decreased
SSW frequency with interactive chemistry, we confirm Haase and Matthes 2019’s results on the
vortex climatology and response to midwinter SSWs. We further find that there is little surface
effect of interactive ozone chemistry immediately following SPVs or March SSWs. However,
SPVs show long-lasting effects on stratospheric ozone, with anomalies 1-2 months after the central
date of a similar magnitude to those caused by midwinter SSWs.
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The paper is organized as follows. Section 2 describes the model, simulations, and method-
ologies. Section 3 addresses our results on the impacts of interactive chemistry, considering the
stratospheric mean state, midwinter SSWs, March SSWs, and SPVs. We conclude the paper with
a discussion of these results.
3.2 Methods
In this study, we analyze model integrations performed with the Whole Atmosphere Commu-
nity Climate Model, Version 4 (WACCM4), one atmospheric component of the Community Earth
System Model (CESM1) (Marsh et al. 2013). WACCM4 is an interactive chemistry-climate model
with a horizontal resolution of 1.9◦ in latitude and 2.6◦ in longitude, 66 vertical levels, and a
model top at 5.1 ×10−6 hPa (140 km). Northern Hemisphere stratospheric variability, such as the
frequency and dynamical features of SSWs, are accurately simulated in WACCM4 (Marsh et al.
2013).
We perform two model integrations, both 200-year-long timeslice integrations with forcings
at constant year-2000 values to avoid long-term trends in ozone. One model integration uses the
fully interactive chemistry scheme in WACCM4 (Kinnison et al. 2007). We refer to this simula-
tion as the CHEM simulation in the analysis. The other uses the “Specified Chemistry" version of
WACCM, known as SC-WACCM (Smith, Neely, et al. 2014). We refer to this prescribed chemistry
simulation as the NOCHEM simulation in the analysis. In the NOCHEM simulation, ozone con-
centrations (and other radiatively active atmospheric constituents, including CFCs) are prescribed
using zonally symmetric, monthly mean, seasonal climatology computed from the WACCM in-
tegration. These zonally symmetric monthly ozone fields are read into SC-WACCM and inter-
polated linearly to the day of the year. More details can be found in Smith, Neely, et al. 2014.
Hence, both CHEM and NOCHEM strictly impose identical year 2000 forcings for all radiatively
active species, and only differ in their treatment of ozone. The use of climatological ozone fields
in NOCHEM removes the effect of extreme ozone variations on the climate system. One might
consider specifying non-zonally symmetric ozone (Haase and Matthes 2019), but that comes at
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the cost of a major physical inconsistency between the polar vortex and the ozone field: in other
words the unperturbed (perturbed) vortex years in the model will not correspond with low (high)
ozone extremes. More importantly, the vast majority of climate models in CMIP specificy zonally
symmetric stratospheric ozone, including within CMIP6 (Keeble et al. 2020): hence the zonally-
symmetric specified ozone case is the one of most interest in terms of evaluating the impact of
interactive ozone chemistry.
We identify SSWs in the model output following the definition in Charlton and Polvani 2007a
(see the corrigendum Charlton and Polvani 2011). We define an SSW as a reversal of zonal mean
zonal wind at 60◦ N and 10 hPa from westerly to easterly during November through March, with
the central date being the first day of easterly zonal mean zonal winds. No later date can be a cen-
tral date until the winds have been westerly again for at least 20 days, and the winds must return to
westerly for at least 10 consecutive days before April 30 (thus discarding stratospheric final warm-
ings). This definition is optimal for identifying SSWs, as described by Butler and Gerber 2018. We
focus on SSWs occurring in December-February and in March. We consider March events sep-
arately from December-February events due to different shortwave heating behavior, model bias
in March SSW frequency (too frequent SSWs in our model), and different NAO structure in early
spring compared to winter.
To the best of our knowledge, there is no standard definition of an SPV. Different methods
have been used in the literature (Beerli and Grams 2019; Limpasuvan, Thompson, et al. 2004;
Scaife, Karpechko, et al. 2016; Tripathi et al. 2015). We here follow the definition used in Scaife,
Karpechko, et al. 2016 and Smith, Polvani, and Tremblay 2018, designed to be analagous to the
Charlton and Polvani 2007a SSW definition and to result in a similar number of events in reanal-
ysis. We define an SPV as zonal mean zonal wind at 60◦ N and 10 hPa reaching 48 m/s or higher
(westerly) during November through March, with the central date being the first day of zonal mean
zonal winds above 48 m/s. No later date can be a central date until the winds return below 48 m/s
for at least 20 consecutive days. We focus on SPVs occurring in December-February, due to low
event frequency in November and March. A separate analysis reveals that results are not sensitive
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to using a 41.2 m/s threshold as in Tripathi et al. 2015.
The results we present here are based on composites of daily model output for climate variables,
with composites centered around SSW or SPV central dates. For composites from either CHEM or
NOCHEM simulations, we calculate significance using a Monte Carlo test based on 5000 randomly
chosen central dates. We also consider the difference in CHEM or NOCHEM composites, denoted
CHEM-NOCHEM; for these, we calculate significance from a two-sided two-sample t-test.
3.3 Impact of interactive chemistry
3.3.1 Stratospheric mean state and extreme events
We first consider the effect of interactive chemistry on the mean state of the stratosphere by
examining the climatological Northern Hemisphere 10 hPa zonal mean zonal wind (Figure 3.1).
We find stronger westerlies in CHEM than in NOCHEM in the vortex formation stage (September
and early October) and in the latter half of winter (January-April), between 60◦−80◦ N. In line with
this, we also find weaker downwelling in winter in the upper latitudes in CHEM than in NOCHEM
(not shown). This relative strength in CHEM in late winter also corresponds to a delayed final
warming by 7 days on average. These results are in agreement with those of Haase and Matthes
2019. We also found similar results in six 1955-2005 historical integrations of WACCM and SC-
WACCM (with ozone specified monthly or daily from the WACCM climatology) from Neely et al.
2014 (not shown), further indicating that this feature is robust.
This is not the case in Smith, Neely, et al. 2014, where the vortex is of similar strength with
interactive and prescribed ozone under constant year 1850 conditions. The difference between
that study and ours is the level of chlorofluorocarbons (CFCs): these are zero in Smith, Neely,
et al. 2014, which simulates pre-industrial conditions, but they are substantial in our study, which
simulates year 2000 conditions. They are similarly substantial in the historical (1955-present day)
simulations in Haase and Matthes 2019 and Neely et al. 2014. Because the differences between in-
teractive and specified ozone simulations depend on the level of CFCs, a precise understanding of
the mechanisms for the difference will require disentangling the dynamics and chemistry. Higher
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Figure 3.1: Latitude-time plot of zonal mean zonal wind at 10 hPa. Contours show NOCHEM
values in m/s. Colored shading shows the difference CHEM-NOCHEM in m/s. Stippling indicates
a significant CHEM-NOCHEM difference at a 95% level using a two-sample, two-tailed Welsh’s
t-test.
ozone variability in the presence of CFCs (Calvo, Polvani, et al. 2015) might increase the effects of
the ozone-dynamics feedbacks, rendering this a very difficult problem. There are indications that
these differences may be related to zonal asymmetry of ozone (Haase and Matthes 2019), further
complicating the relationship. Albers and Nathan 2012 have proposed a complex mechanism to
detail the coupling of zonally asymmetric ozone and dynamics in the context of a highly ideal-
ized linear model. In their model, zonal asymmetries in ozone precondition the waves, causing a
reduction in planetary wave drag and a colder polar vortex. However, determining whether this
mechanism is operative in our comprehensive model would be quite difficult, as the mechanism
relies on many assumptions that are likely inapplicable in the presence of highly nonlinear, time-
dependent, breaking waves as are observed in the winter polar stratosphere in a fully interactive
model.
Because we identify extreme stratospheric events using zonal mean zonal winds at 10 hPa
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and 60◦ N (U1060) (Butler and Gerber 2018; Charlton and Polvani 2007a), we next examine the
mean state and variability of this quantity in CHEM and NOCHEM. Figure 3.2 shows the two
distributions of U1060 in December through March. The average difference in DJFM between
CHEM and NOCHEM is about 1.7 m/s. To determine whether this is statistically significant, we
consider the average zonal mean zonal winds over each winter and treat the winters as independent.
A two-sample, two-tailed Welsh’s t-test of DJFM average winds in CHEM and NOCHEM yields
a p-value of 0.023, so the difference, though small, is significant at a 95% level. The CHEM
distribution also has a longer right tail, which is consistent with the polar vortex being stronger
overall with interactive chemistry. It also indicates that we should expect more SPVs in CHEM
than in NOCHEM. While there are fewer days of weak westerlies (0-20 m/s) in CHEM than in
NOCHEM, the numbers of days of easterlies are similar, so we expect less of a difference in SSW
frequency between the two simulations.
Indeed, this is what we find when we calculate the frequencies of weak and strong vortex
events in the CHEM and NOCHEM simulations (Table 3.1). We consider December-February
(DJF, midwinter) and March (late winter) separately for two reasons. First, the ozone impacts
in midwinter are different from those in late winter/early spring, as shortwave effects become
important in spring. Second, our model is biased in March, with too many SSWs compared to
reanalysis, a feature also seen in more recent versions of this model (Gettelman et al. 2019). We see
1.4 March SSWs per decade in NOCHEM and 1.95 March SSWs per decade in CHEM compared
to 0.87-1.1 per decade in the reanalysis (Butler, Sjoberg, et al. 2017).
The stronger vortex in midwinter in the CHEM simulation might lead us to expect fewer DJF
SSWs in CHEM than in NOCHEM. We do see a decrease of about 10% in DJF SSWs with inter-
active chemistry compared to specified chemistry, but this decrease is far from being statistically
significant. In contrast, in March, we see more SSWs in CHEM than in NOCHEM, potentially
related to the later breakdown of the vortex.
Haase and Matthes 2019 consider the overall (November-March) number of SSWs. They report
a decrease in overall SSWs with interactive chemistry of around 30%. In contrast, for November-
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Figure 3.2: Histogram of daily values of zonal mean zonal wind at 10 hPa and 60◦N in December-
March for CHEM and NOCHEM. The mean of the CHEM and NOCHEM zonal mean zonal wind
values are 26.1 m/s and 24.4 m/s respectively. The right tail of the CHEM distribution is longer,
indicating more days of a particularly strong polar vortex.
March, we find virtually no difference in SSWs (109 events vs 111, not shown) in CHEM and
NOCHEM. We note that both of these frequencies, around 5.5 events per decade, are on the lower
end of what is seen across reanalyses (Butler, Sjoberg, et al. 2017; Cao et al. 2019) but very well
within the spread among state-of-the-art chemistry-climate models (Ayarzagüena, Polvani, et al.
2018).
We now consider SPV frequency. The increase in DJF SPV frequency from NOCHEM to
CHEM is about 29%. This is unsurprising given the stronger vortex in CHEM overall. With our
definition of SPVs, the number of March strong vortex events (in either simulation) is too small
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NOCHEM CHEM Percent Difference p-value
Total Winters 200 200
DJF SSW events 75 67 -10.7% 0.45
DJF SPV events 58 74 +29.3% 0.13
March SSW events 28 39 +39.3% 0.14
March SPV events 7 5 -28.6% 0.58
Table 3.1: Summary of sudden stratospheric warming (SSW) and strong polar vortex (SPV) events
in 200-year year 2000 timeslices with and without interactive chemistry (CHEM and NOCHEM
respectively). We separately consider the events occurring in December through February and
those occurring in March. Reported p-values are based on a two-tailed two sample t-test (Charlton
and Polvani 2007b).
for a robust statistical analysis. This is because of the weaker vortex in March compared to DJF;
a much larger anomalous vortex strength would be necessary to reach 48 m/s. Because of the
low number of such events, we do not further study March SPVs and thus discard them from the
analysis.
We now examine DJF SSWs, March SSWs, and DJF SPVs separately in each of the following
three sections.
3.3.2 Midwinter sudden stratospheric warmings
We start by focusing on the surface impacts of SSWs, seeking to document any differences
between the CHEM and NOCHEM simulations. After noting the impact of the events on the
surface, we then consider how any differences in those impacts arise aloft.
Figure 3.3 shows composite surface level pressure anomalies in the first and second months
(top and bottom respectively) following December-February SSWs in CHEM (left, 75 events) and
NOCHEM (middle, 67 events), as well as the difference between the two (right). We see a strong
and significant pattern resembling a negative North Atlantic Oscillation (NAO) in the first month
following SSWs in both CHEM and NOCHEM, and in both cases this negative annular mode
persists through the second month following the event. There is minimal difference between the
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Figure 3.3: Composites of sea level pressure (SLP) anomalies (in hPa) in the 0-30 and 30-60 days
following the central date of DJF SSWs in CHEM (WACCM, a) and NOCHEM (SC-WACCM, b)
simulations, as well as the difference in the CHEM and NOCHEM composites (c). Significance at
the 95% level using a Monte Carlo test (a,b) or a two-sided t-test (c) is indicated by stippling. The
number of events included in each composite is noted in brackets above the figures.
two simulations in the first 30 days, with the CHEM simulation having only a slightly stronger
signal. However, the difference is statistically significant and strongly projects onto the NAO 30-
60 days after the central date. This indicates that the surface signature of SSWs is stronger and
more persistent in CHEM than in NOCHEM.
To determine whether the differences at the surface following SSWs in CHEM and NOCHEM
are a result of differences originating in the stratosphere, we calculate the Northern Annular Mode
(NAM) for each simulation. We use a method similar to that of Gerber 2010 and Gerber and
Martineau 2018; the detailed procedure is in Appendix A. We show the results of the NAM cal-
culations in Figure 3.4. The CHEM and NOCHEM composites around SSWs have comparable
NAM anomalies in the stratosphere around the central date, but in the CHEM simulation the nega-
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tive anomaly persists more strongly in the lower stratosphere beyond 40 days after the central date.
The CHEM-NOCHEM difference shows that this change in persistence with interactive chemistry
is significant at the 95% level. There is also more descent of the anomaly to the surface in the
CHEM simulation, especially at about 30 days after the central date.
This difference in descent is also seen in the CHEM-NOCHEM temperature anomalies (Figure
3.5a). The warming in the stratosphere associated with the onset of the SSW is larger with interac-
tive chemistry. This stratospheric temperature anomaly then descends more strongly through the
stratosphere and troposphere in the CHEM simulation than in the NOCHEM simulation.
We investigate the processes leading to these changes in more detail by examining the dynam-
ical, longwave, and shortwave heating terms. The greater warming throughout the stratosphere is
due to increased dynamical heating (Figure 3.5b) in CHEM compared to NOCHEM, as the higher
temperature with interactive chemistry is also associated with a longwave cooling response (Figure
3.5c). The higher stratospheric temperatures result in greater longwave emission. The increase in
dynamical forcing also corresponds to increased ozone transport. Ozone is a longwave emitter, so
the increased dynamical forcing could directly account for part of this longwave cooling difference,
as well.
The increased dynamical heating in CHEM could be related to greater wave activity necessary
for an SSW to occur with a stronger mean vortex state. Figure 3.6 shows the eddy heat flux
over 40-80◦ N over time in CHEM and NOCHEM. This is stronger by about 2 mK/s around the
central date in CHEM than in NOCHEM, indicating a slightly stronger wave forcing in CHEM.
The CHEM and NOCHEM means are at the upper and lower bounds of the other’s confidence
intervals, respectively. Further, the zonal mean zonal winds at 10 hPa and 60◦ N around the central
date of the SSW (shown in Figure 3.7) are both stronger prior to the event and more easterly
following the central date in CHEM than in NOCHEM. However, the residual vertical velocity
anomalies throughout the Northern Hemisphere leading up to SSWs is nearly identical for CHEM
and NOCHEM (not shown), so the increased dynamical heating in CHEM might be a result of a
stronger vertical temperature gradient related to the stronger vortex in this simulation (associated
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Figure 3.4: NAM anomaly composites around DJF SSW central dates in CHEM (a), NOCHEM
(b), CHEM-NOCHEM (c). Stippling shows significance at the 95% level (with a Monte Carlo test
for CHEM and NOCHEM and a two-tailed t-test for CHEM-NOCHEM). Contours are every 0.5
standard units for CHEM and NOCHEM and every 0.2 standard units for CHEM-NOCHEM.
with a colder polar stratosphere).
In DJF, the dynamical heating and the longwave heating are the dominant temperature tendency
terms. There is also a significant shortwave heating response (Figure 3.5d), but in midwinter it
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Figure 3.5: CHEM-NOCHEM differences in the temperature and heating anomalies over 60-90◦
N from -30 to +60 days around the SSW DJF central dates. (a): Temperature anomalies. Contours
are every 1 K. (b): Dynamical heating anomalies. Contours are every 0.5 K/day. (c): Longwave
heating anomalies. Contours are every 0.25 K/day. (d): Shortwave heating anomalies. Contours
are every 0.02 K/day. Stippling shows significance at the 95% level under a two-tailed t-test.
is an order of magnitude smaller than the other terms, owing to the absence of incoming solar
radiation to polar night. The structure in height and time is related to integrated effects of the
ozone anomalies following the SSW, which show a similar structure (Kiesewetter et al. 2010).
The importance of the shortwave response increases the later in winter the SSW events occurs. We
illustrate this in Figure S1, showing much stronger differences in CHEM and NOCHEM shortwave
anomalies for February SSWs than for December or January events.
Finally, we examine the anomaly in total ozone column around the central date of the SSW
(Figure 3.7) in the CHEM simulation. We see a sharp increase in ozone in the 15 days leading up
to the central date, reaching a peak of on average about 40 Dobson units above climatology just
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Figure 3.6: Eddy heat flux in mK/s over 40-80◦ N from -60 to +30 days around the SSW DJF
central dates. The CHEM average is in blue, with confidence intervals shown in pale blue. The
NOCHEM average is in black, with confidence intervals shown in gray.
after the central date, similar to that seen in reanalysis and a similar model by De La Cámara et al.
2018. This ozone anomaly results from transport due to the greater dynamical forcing in CHEM,
as noted earlier. Following the central date, anomalies of about 20 Dobson units persist for up to
3 months following the central date. This ozone anomaly is consistent with total ozone column
in reanalysis and a similar model (De La Cámara et al. 2018) and the smaller ozone depletion in
years with early SSWs observed by Strahan, Douglass, and Steenrod 2016.
In summary, DJF SSWs are preceded by larger wave forcing in CHEM than in NOCHEM,
partially because of the stronger mean state of the polar vortex. This then results, on average, in
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Figure 3.7: Composite of total column polar cap (over 60-90◦ N) ozone anomalies in Dobson units
in the CHEM simulations and composites of zonal mean zonal wind at 60◦ N and 10 hPa in m/s
from -60 to 90 days around the central date of DJF SSWs in CHEM and NOCHEM. The black line
shows the mean total ozone column; 1𝜎 from the mean is shaded. The blue solid and dashed lines
shows the mean U1060 in CHEM and NOCHEM respectively.
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Figure 3.8: As in Figure 3, for March SSWs.
more intense SSWs, stronger stratosphere-troposphere coupling, a more negative NAO-like pattern
at the surface, and long-lasting stratospheric ozone anomalies.
3.3.3 March sudden stratospheric warmings
We now turn to the March SSWs. Figure 3.8 shows the composite sea level pressure anomalies
for CHEM and NOCHEM, as well as the CHEM-NOCHEM difference, for each of the first two
months following the central date. Both simulations again show a negative NAO-like pattern in
the two months following the SSW. There are some regions with significant difference between
CHEM and NOCHEM in the first thirty days, but the pattern does not project strongly onto the
NAO. Also, there is very little difference between the two composites in the second thirty days
after the central date.
The surface responses seen following March SSWs, in both models, are weaker and less persis-
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tent than those following DJF SSWs, and the areas of strong or significant low or high anomalies
are smaller. Three factors could contribute to this: weaker SSWs, weaker stratosphere-troposphere
coupling, and a shorter NAM decorrelation timescale in March than in DJF (Baldwin, Stephenson,
et al. 2003; Simpson et al. 2011), resulting in weaker anomalies at the surface when averaged over
several weeks. The differences between surface impacts of SSWs in CHEM and NOCHEM are
also weaker for March SSWs. Thus, interactive ozone seems much less important for the surface
effects of March SSWs than for DJF SSWs.
Considering the NAM in these simulations as shown in Figure S2, we see negative NAM
anomalies at the surface in both the CHEM and NOCHEM simulations, consistent with the neg-
ative NAO-like pattern seen in the Figure 3.8. There is a stronger signal in the troposphere in the
CHEM compared to NOCHEM March SSW simulations at around 15-20 days after the central
date, which may correspond to the surface pressure differences.
The NAM anomalies suggest that March SSWs in both CHEM and NOCHEM are weaker
overall than the DJF SSWs; the stratospheric NAM anomalies are smaller and less significant. The
eddy heat flux show in Figure S3, however, shows weaker wave forcing preceding only the CHEM
(not the NOCHEM) March SSWs compared to those in DJF. Stratosphere-troposphere coupling
also seems weaker compared to that seen for DJF SSWs. Further, the difference in the NAM
descent between CHEM and NOCHEM is less strong and persistent than the difference seen after
midwinter SSWs.
Soon after the central date for March SSWs, the NAM signal in the stratosphere is weaker with
CHEM than NOCHEM, in contrast to the midwinter SSW case. This difference appears to arise
from the temperature and heating anomalies (Figure S4). The lower stratosphere is only briefly
and weakly warmer in CHEM compared to NOCHEM. Shortwave heating seems to be dominant
in the temperature response to March SSWs, with the CHEM-NOCHEM difference in temperature
anomalies (Figure S4a) largely following the difference in shortwave heating anomalies (Figure
S4d). This is in contrast to the DJF SSWs, where the shortwave heating had little effect, and
dynamical heating was dominant.
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Figure 3.9: As in Figure 7, for March SSWs.
Finally, we note that unlike the DJF SSW case, the ozone anomaly for March SSWs does not
persist after the event (Figure 3.9). This is related to the seasonal breakdown of the vortex, seen
in the wind curves. Because these are late winter SSWs, the second month following the central
date is near the expected stratospheric final warming date; the winds return to easterly about 50
days after the March SSW central date. The ozone anomaly returns to 0 Dobson units as the vortex
breaks down. The maximum ozone anomaly is also about half the size of the maximum anomaly
seen in DJF, consistent with the weaker nature of the March SSW events overall.
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3.3.4 Midwinter strong polar vortex events
Finally, we turn our attention to strong polar vortex (SPV) events in DJF. While less extensively
studied than SSWs, SPVs also impact surface climate. Baldwin and Dunkerton 2001 suggest that
strong polar vortex events can have surface signals comparable to but opposite in sign to those
following SSWs, and Smith, Polvani, and Tremblay 2018 found effects of Northern Hemisphere
SPVs on spring and summer Arctic sea ice.
In the thirty days following the SPV central date, we see a pattern reminiscent of a weakly
positive NAO in both CHEM and NOCHEM (Figure 3.10). This positive NAO-like pattern appears
stronger in CHEM than in NOCHEM, but not significantly so. There is very little difference from
climatology at the surface in the second month after the event in either of the simulations. This
minimal difference using interactive versus specified ozone compared to the difference seen with
SSWs may be related to the more zonal nature of SPVs. We specify ozone in a zonally-symmetric
way, which is much more consistent with the vortex seen in an SPV than in an SSW.
The NAM anomalies following SPVs in CHEM and NOCHEM (Figure S5) have similar strength
(and opposite sign) in the stratosphere to those following midwinter SSWs, but they have much
weaker downward propagation, consistent with an only weakly positive NAO. The difference be-
tween the NAM anomalies in CHEM and NOCHEM confirms a more positive NAM in mid-to-
lower troposphere in the first month following the SPV central date with interactive chemistry, but
again, this difference is not significant and does not reach the surface.
These minimal differences in surface pressure and NAM are consistent with the similarity in the
evolution of stratospheric temperature and heating rates in CHEM and NOCHEM, shown in Figure
S6. The only large and significant difference is in stratospheric temperature, 40-60 days following
the SPV central date, when the stratosphere is colder with interactive chemistry. This is after zonal
mean zonal winds have returned to typical levels and is thus likely related to the stronger mean
state of the stratospheric polar vortex with interactive chemistry compared to specified chemistry.
The zonal mean zonal winds in CHEM and NOCHEM around the SPV central dates further
confirm that there is little difference in the strength of these events between CHEM and NOCHEM;
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Figure 3.10: As in Figure 3, for DJF SPVs.
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Figure 3.11: As in Figure 7, for DJF SPVs.
the winds follow nearly identical trajectories from 30 days before to 30 days after the central date.
We also see a weaker ozone anomaly following SPVs than following SSWs, with a maximum
absolute anomaly of about 30 Dobson units compared to 40 (Figure 3.11). The ozone decrease
following SPVs is also much more gradual than the increase seen in DJF SSWs. This is consistent
with the fact that SPVs are not strong and sudden dynamical events in the way that SSWs are. As
with DJF SSWs, though, the anomaly does persist for three months after the central date.
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3.4 Conclusions
The climate model results presented here show an important relationship between interactive
ozone, the climatological state of the stratospheric polar vortex, and the Euro-Atlantic surface
impacts of midwinter SSWs. However, ozone chemistry has minimal impact on the surface effects
of March SSWs and of midwinter SPVs, despite long-lasting total ozone column anomalies in the
latter case. Furthermore, in contrast to the results reported by Haase and Matthes 2019, we do not
find significantly fewer SSWs with interactive chemistry, despite the stronger climatological polar
vortex in both studies. However, we do find more frequent SPVs.
The stronger polar vortex mean state with interactive ozone chemistry also affects the surface
signature of SSWs. A possible mechanism is that stronger wave forcing is necessary for an SSW
to occur, and the resulting negative NAM propagates to the surface more strongly, as well. This
result is also consistent with that reported by Haase and Matthes 2019, though the effects docu-
mented here are weaker. In extending this work to consider March SSWs, we found that while
the same stronger dynamical forcing is present, the influence of the shortwave heating term in late
winter/early spring results in a stratospheric temperature difference of opposite sign, and with lit-
tle difference at the surface following March SSWs between interactive chemistry and specified
chemistry simulations. We also find minimal impact on midwinter surface effects of SPVs. How-
ever, we do see persisting negative ozone anomalies that can have an important effect in spring
(Ivy et al. 2017).
Previous work (Calvo, Polvani, et al. 2015; Ivy et al. 2017; Lin, Paynter, et al. 2017; Rieder
et al. 2019; Smith and Polvani 2014) has shown the importance of ozone for the stratospheric
polar vortex and surface springtime climate variability. Haase and Matthes 2019 further suggested
that feedbacks among chemistry and dynamics are important for accurately capturing the response
at the surface to SSWs, one of the major drivers of North Atlantic and European winter climate
variability. By running longer simulations allowing for a cleaner quantification of the impact of
interactive ozone, we find that these feedbacks are important for representing impacts of midwinter
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SSWs. However, we do not find similar importance for describing surface response to March SSWs
or DJF SPVs. Our results suggest that including interactive ozone chemistry may have a sizable
impact on North Atlantic and European winter and spring climate variability in models.
Finally, we note that while we have only focused on winter SSWs and SPVs, stratospheric
final warmings also have tropospheric effects (Ayarzagüena and Serrano 2009; Black et al. 2006;
Butler, Charlton-Perez, et al. 2019; Hardiman, Butchart, et al. 2011; Thiéblemont et al. 2019;
Wei et al. 2007). Those effects are dependent on the timing of the final warming, with earlier
final warmings resulting in surface effects more like those seen following SSWs (Ayarzagüena and
Serrano 2009; Li and Lau 2012). Interactive chemistry may thus also affect the representation and
surface signature of stratospheric final warmings in models; this will be investigated in a follow-up
study.
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Chapter 4: Characterizing the surface impact of sudden stratospheric
warmings in the context of internal variability
4.1 Introduction
The state of the stratospheric polar vortex is an important driver of wintertime climate variabil-
ity in the Northern Hemisphere troposphere. In particular, the extreme weak state of the vortex
seen during sudden stratospheric warmings (SSWs) has been connected to negative phases of the
North Atlantic Oscillation (NAO) with associated effects at the surface for up to two months after
the SSW occurs (Baldwin and Dunkerton 2001). Effects on temperature include cold anomalies
and cold extremes in Northern Europe and the Eastern United States and warm anomalies in North
Africa, the Middle East, Central Asia, Greenland, and Eastern Canada (e.g., Butler, Sjoberg, et al.
2017; Domeisen and Butler 2020; King et al. 2019; Kolstad, Breiteig, et al. 2010; Scaife, Folland,
et al. 2008; Thompson and Wallace 2001). Common precipitation anomalies following SSWs
include dry spells in northern Europe and increased precipitation in southern Europe (e.g., Ayarza-
güena, Barriopedro, et al. 2018; Butler, Sjoberg, et al. 2017; Domeisen and Butler 2020; King et al.
2019).
However, there is a great deal of uncertainty in this response. Polvani, Sun, et al. (2017) found
a spread of nearly a factor of 2 in SSW frequency per decade across ten ensemble members in a
high-top model; given this uncertainty in frequency, we would expect similarly large spread in the
surface response. The time period of SSW observations is under 70 years long (Baldwin, Ayarza-
güena, et al. 2021), and the typical surface response does not follow all events. This raises the
question of whether the set of SSWs we have observed are actually representative and why a sur-
face signal is seen following some events and not others. Studies of this uncertainty have focused
on variability across individual SSW events or types of events and the conditions in which they
69
occur. Only about two-thirds of SSWs have downward propagation to the surface and are fol-
lowed by a negative NAO (Afargan-Gerstman and Domeisen 2020; Butler, Lawrence, et al. 2020;
Domeisen, Garfinkel, et al. 2019a; Karpechko, Hitchkock, et al. 2017). Potential stratospheric
causes for the diversity in surface response include lower stratospheric anomalies and magnitude
of wave activity immediately following the central date (Karpechko, Hitchkock, et al. 2017) and
differences in the type of SSW event (i.e. split/displacement or absorbing/reflecting) (Kodera et al.
2016; Mitchell, Gray, et al. 2013; Seviour, Gray, et al. 2016). However, it is unclear whether
these differences in the stratosphere are important in determining the surface responses that follow
(Karpechko, Hitchkock, et al. 2017; Maycock and Hitchcock 2015; White, Garfinkel, et al. 2019).
Potential tropospheric causes for the uncertainty in the surface response following SSWs include
jet stream location, ENSO, the MJO, and the state of the North Atlantic or Eastern Pacific prior to
the event (Baldwin, Ayarzagüena, et al. 2021, and references therein).
Deser, Simpson, Phillips, et al. (2018) and Deser, Simpson, McKinnon, et al. (2017) ad-
dressed similar challenges in understanding the extratropical circulation response to the El Niño-
Southern Oscillation (ENSO). Using a bootstrap resampling method, they constructed synthetic,
observationally-based El Niño and La Niña composites comparable to the observed composites.
Because these synthetic composites were built of resampled observed events, it is plausible that
they could have occurred given different atmospheric variability unrelated to ENSO. This approach
allowed them to capture both the spatial pattern and the magnitude of the uncertainty in surface
impacts of ENSO. They found that SLP, temperature, and precipitation anomalies in some regions
were robust across the synthetic composites but nevertheless varied in magnitude by up to a factor
of 2 as well as varying in pattern; other regions showed significant responses less robustly across
the composites. The diversity in the circulation responses in all of these regions was found to be
unrelated to ENSO diversity and instead the result of unrelated internal atmospheric noise.
The goal of this study, building on the method of Deser, Simpson, McKinnon, et al. (2017),
is to answer two questions related to uncertainty in the response to SSWs. First, how robust are
the observed composite surface responses to SSWs? Second, is the variation that we see in the
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composite surface response a result of diversity in the disruption in the stratosphere, or is it due
to unrelated tropospheric variability? After describing our methods in the next section, we first
examine a subset of the synthetic composites, as well as the observed composite, to qualitatively
understand the considerable spread in both pattern and amplitude in the composite surface re-
sponse following SSWs. Then, focusing on particular regions identified from those composites,
we quantify the surface responses to find that the canonical and observed response is robust and
distinct from what is seen in a similar winter composite that does not take the stratospheric polar
vortex into account. Finally, we relate the surface anomalies to the strength of the polar vortex
weakening. We find that there is little relationship between the composite vortex strength and the
anomalies at the surface, and thus the uncertainty in the surface response is largely due to internal
tropospheric variability. We conclude with a brief summary and a discussion of the use of these
results for model evaluation.
4.2 Data and Methods
To analyse the anomalies following sudden stratosphere warmings, we use data from the Japanese
55-Year Reanalysis (JRA-55) (Japan Meteorological Agency, Japan 2013; Kobayashi et al. 2015).
This reanalysis was chosen for its longer record than many other reanalyses (beginning in Jan-
uary 1958) and its high top and vertical resolution (Fujiwara et al. 2017). We analyze winds, sea
level pressures, temperatures, precipitation, and geopotential heights from this dataset over the
1958-2019 period, calculating daily anomalies by removing from daily-mean fields a climatology
calculated as the mean value of each calendar day over the full period.
We detect sudden stratospheric warmings using the definition of Charlton and Polvani (2007a)
(see the corrigendum Charlton and Polvani (2011)). An event is considered to be an SSW if the
zonal mean zonal winds at 10 hPa and 60◦N reverse from westerly to easterly during extended
boreal winter (NDJFM). The date when the zonal mean zonal winds become easterly is considered
the central date, and no day within 20 days following the central date can be considered a separate
SSW. If the zonal mean zonal winds do not return to westerly for at least 10 consecutive days before
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April 30th, the event is considered a final stratospheric warming and is excluded. This definition is
among those described in Butler and Gerber (2018) as an optimal threshold for identifying SSWs.
This procedure identifies 39 SSWs in JRA-55 over the 1958-2019 period; these are listed in the
leftmost column of Table S1.
We form synthetic SSW composites by randomly sampling with replacement (bootstrapping)
from the 39 SSW events in the reanalysis to form new sets of 39 events. This procedure follows
that of Deser, Simpson, McKinnon, et al. (2017), and we generate 2000 synthetic composites.
Figure S1 shows two key sampling characteristics of this procedure: the distribution of the number
of unique SSW events across the 2000 synthetic composites, and the distribution of the maximum
number of times a single event is repeated in a composite. The most common number of unique
events in a 39-event composite is 25 (about 64% of the available events), and the maximum number
of times one event occurs is 3 or 4 in the vast majority of cases. These distributions are in agreement
with probabilistic predictions of these characteristics. Surface composites are plotted with stippling
for statistical significance at a 95% level, calculated using a two-tailed Student’s t-test against a
null hypothesis of zero response.
We compare the distributions of composite responses to SSWs in particular regions to distribu-
tions of these fields over comparable winter periods in general. To preserve any seasonality effects,
we choose these periods by randomly choosing the day of an SSW central date and, separately, ran-
domly choosing a year from the 1958-2019 period. This baseline includes winters with SSWs as
well as those with strong polar vortex events or no polar vortex extremes, together composing a
climatology.
We calculate the Northern Annual Mode (NAM) with a method similar to that of Gerber and
Martineau (2018). The NAM is calculated at each pressure level using deseasonalized, daily-
mean, geopotential height averaged over 65◦-90◦ N, normalized to have unit variance such that a
negative stratospheric NAM index indicates a weak polar vortex. A detailed procedure is available
in Appendix A of Oehrlein et al. (2020).
Throughout the paper, we consider six particular surface quantities of interest. Region bound-
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aries for these quantities were chosen to capture variability across composites and in some cases
to follow prior work. The results are robust to changes in the exact boundaries of the region and to
the method of NAO index calculation. The values of interest are computed as below:
1. North Atlantic Oscillation (NAO): Computed with a station-based-like approach. The anoma-
lies at the northern and southern centers were calculated as area-weighted averages of SLP
over 62.5◦-90◦ N, 45◦ W-10◦ E and 35◦-50◦ N, 45◦ W-10◦ E respectively. Each time series
was individually normalized, and the results were subtracted to yield the NAO index.
2. North Atlantic Precipitation (N Atlantic Precip): Computed as an area-weighted average
over 30◦-50◦ N, 40◦ W-10◦ E.
3. North Pacific Sea-Level Pressure (N Pacific SLP): Computed as an area-weighted average
over 30◦-60◦ N, 175◦ E-135◦ W.
4. Northern Eurasian Surface Temperature (Eurasian 𝑇𝑠): Computed as an area-weighted aver-
age over 60◦-75◦ N, 30◦-120◦ E (Polvani, Sun, et al. 2017).
5. Eastern Canadian Surface Temperature (E Canadian 𝑇𝑠): Computed as an area-weighted
average over 45◦-70◦ N, 45◦-90◦ W.
6. Eastern United States Surface Temperature (Eastern US 𝑇𝑠): Computed as an area-weighted
average over 25◦-42.5◦ N, 65◦-90◦ W.
4.3 Results
We begin by examining the surface climate following SSWs in reanalysis and a subset of the
synthetic composites. Figure 1 shows sea level pressure (SLP), surface temperature (𝑇𝑠), and
precipitation anomaly composites for the 60 days following SSW central dates both in the observed
composite (composites A, B, and C) and across 8 of the 2000 synthetic composites (A1-8, B1-8,
and C1-8), illustrating the diversity of anomaly patterns and magnitudes in these SSW composites.
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Figure 4.1: The observed composites and 8 examples of synthetic composites for sea-level pressure
(SLP, A and A1-A8), surface temperature (𝑇𝑠, B and B1-B8), and precipitation (C and C1-C8) in
the 60 days following the SSW central date, with stippling for significance at the 95% level based
on a two-tailed Student’s t-test. Black boxes on the observed composites show regions of interest.
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We first consider the SLP anomalies, shown in Figure 1 composites A and A1-A8. While a
negative NAO-like pattern is present in all 9 of these composites, it varies from very strong (A3) to
much weaker (A1) by a factor of two in both the high and low anomalies. The pattern also varies
significantly, particularly in the low anomaly, which is sometimes centered over the North Atlantic
(e.g. A6) and sometimes shifted towards western Europe (e.g. A7). The other main regin of
interest in these composites is the North Pacific. The observed composite and 6 of the 8 synthetic
composites show a high anomaly in this region, though it is not always statistically significant at
the 95% level and is much weaker than the NAO-related anomalies.
We now turn to the corresponding surface temperature anomalies in Figure 1 composites B
and B1-B8. Again, there are features common across all nine composites: northern Eurasian
cooling, Central Asian and Middle Eastern warming, and East Canadian/Labrador Sea warming.
But as with SLP, there is diversity in magnitude and pattern of these anomalies. For example, the
northern Eurasian cooling is sometimes very strong (e.g. B5, B8) and sometimes much weaker
(e.g. B1, B6). It can be very localized as in composite B1 or much more widespread as in B7.
We also note that the observed composite and five of the synthetic composites show statistically
significant cooling in the Eastern United States or just off the coast, sometimes over a small region
(e.g. B6, B7) and sometimes stretching to the US Midwest (e.g. B5, B8).
Finally, Figure 1 composites C and C1-C8 show the associated precipitation anomalies. Fol-
lowing the NAO-like pattern above, we consistently see wet anomalies in the North Atlantic and
western Europe. This again varies in magnitude, spatial extent, and center, generally following
the pattern and magnitude of the low SLP anomaly. This is often accompanied by a dry anomaly
further to the north and along the east coast of North America. All composites show a significant
dry anomaly south of the Caspian Sea. The patterns in the Pacific are much more variable; most of
the composites show dry anomalies near Japan, the Korean peninsula, and parts of eastern China,
but there is no consistent pattern in the North Pacific or along the west coast of North America.
From this small sample of the composites, we identify a few key regions of interest to analyze
further, shown in Figure 1 panels A, B, and C as well as in more detail in Figure S2. These are
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the NAO, North Atlantic precipitation (N Atlantic Precip), North Pacific sea-level pressure (N
Pacific SLP), Eurasian surface temperature (Eurasian 𝑇𝑠), Eastern Canadian surface temperature
(E Canadian 𝑇𝑠), and Eastern US surface temperature (Eastern US 𝑇𝑠) and are described in more
details in the Data and Methods section.
Along with this diversity in surface patterns following SSWs, we see a wide range of Northern
Annular Mode indices in the stratosphere and troposphere in the 30 days preceding and 60 days
following the central date. This is illustrated in Figure 2, showing the same eight composites of
SSWs as in Figure 1 (with composite A in Figure 2 corresponding to Figure 1 composites A,
B, and C, and composites B through I in Figure 2 corresponding to synthetic composites 1-8 in
Figure 1 respectively). In the upper stratosphere, composites G and I have a more negative NAM
than do other composites, and in composite F the maximum disturbance at 10 hPa is particularly
long-lived. These differences magnify as the effects of the SSW descend to the lower stratosphere
and the troposphere. The negative NAM near 100 hPa in the lower stratosphere is especially
long-lived in the observations (composite A) as well as composites F and G. All composites show
some descent of the negative NAM to the surface, but it varies in strength, with particularly strong
descent in composites D and F and particularly weak descent in composites B and H. There is also
variability in consistency of that descent across the 60 days following the central date, with the most
consistent negative tropospheric NAM in composites A and D, intermittent negative tropospheric
NAM in composites E, H, and I, and delayed descent in composite B.
If the spread in surface response across the composites were explained by the spread in the
stratosphere, then the stratospheric portions of plots such as those in Figure 2 would explain the
anomalies seen in surface composites as in Figure 1. To investigate whether this is the case, we
first calculate indices or area-weighted anomalies over our regions of interest and examine the
10th and 90th percentile composites for each of these quantities, along with the corresponding
NAM plot. Figure 3 shows these results for the NAO and the East Canadian surface temperature
region; other regions are included in Figures S3 and S4. The events included in each composite of
Figure 3 are listed in Table S1. For the two regions shown here, we see two different relationships
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Figure 4.2: The observed composites and 8 examples of synthetic composites for NAM (standard-
ized polar cap geopotential height anomalies) from 30 days before to 60 days after the SSW central
date.
between the negative NAM index in the stratosphere and the anomaly at the surface. The stronger
NAO index at the surface in Figure 3(a) is associated with a stronger negative NAM in the upper
stratosphere in panel (b) compared to that in panel (d). But the opposite relationship holds for East
Canadian surface temperature. We see a stronger and more widespread surface anomaly in panel
(g) compared to panel (e) but a weaker negative NAM at 10 hPa in panel (h) compared to panel
(f). Particularly given that we expect a correlation between this positive temperature anomaly and
a negative NAO, this suggests that the strength of the composite disruption in the stratosphere does
not explain the strength of the composite anomalies at the surface.
We now turn from considering individual composites to all 2000 bootstrapped composites in
order to better quantify the spread in response at the surface and any relationship to diversity in the
77
Figure 4.3: The 10th and 90th percentile composites of the NAO index and Eastern Canadian
temperature anomalies in days 0-60 following the SSW central date, along with the corresponding
NAM responses.
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disruption in the stratospheric polar vortex. We begin by considering the uncertainty in the surface
composites for our regions of interest. Figure 4 shows the indices or anomalies for each region
across all 2000 composites compared to a climatological baseline of comparable winter periods.
In all cases except that of North Pacific SLP (panel (c)), there are large shifts in anomalies in these
regions due to SSWs, with little overlap with the baseline distributions. Some of these shifts are
small, such as that of about -0.5 K in surface temperature over the Eastern US, but this is still
physically meaningful as a composite result over a large region and a 60 day period. Further, all
SSW distributions except North Pacific SLP and Eastern US surface temperature (panels (c) and
(f)) are shifted to not overlap with 0; that is, the anomalies across all bootstrapped composites
are of one sign. The Eastern US surface temperature anomaly is largely robust in this sense; it is
positive in only 10 SSW composites out of 2000. The SSW composites in the North Pacific largely
show positive SLP anomalies, but 404 composites (about 20%) have negative SLP anomalies, so
this region shows both less separation from the baseline and a less consistent anomaly sign.
To investigate this further, we separate the observed events by El Niño-Southern Oscillation
(ENSO) phase (using the Oceanic Niño Index) due to the strong influence of ENSO in the region
and known interactions between ENSO and the stratospheric polar vortex (e.g., Butler and Polvani
2011; Domeisen, Garfinkel, et al. 2019b; Polvani, Sun, et al. 2017). Of the 39 events, 10 occurred
in neutral-ENSO winters, 16 in El Niño (EN) winters, and 13 in La Niña (LN) winters. We form
bootstrapped composites of 10 events for SSWs in all ENSO phases, comparable winters in all
ENSO phases, SSWs in each ENSO phase, and comparable winters in each ENSO phase. The
results are shown in Figure S5. In EN and LN, North Pacific SLP anomalies are shifted positively
following SSWs compared to the baseline (by +1.3 K and +0.59 K respectively), but we see the
opposite in neutral-ENSO (shift of -0.71 K). This is neither a consistent shift with SSWs across
phase nor a direct relationship with ENSO, so these results do not suggest a clear influence of
SSWs in the North Pacific.
For all the surface quantities of interest, in contrast to the clear shifts in mean, the shape and
spread of the distributions tend to change very little from the baseline distributions to the SSW
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Figure 4.4: The responses in the 60 days following SSWs. Histograms show the SSW composites
in black and similar composites drawn from all winters with hatching.
distributions. This suggests that the two have similar sources of variability, implying that most of
the diversirty in these surface composites is not directly a result of diversity in SSW strength.
We next study this further by directly considering the relationship between the surface anoma-
lies and vortex strength. Figure 5 shows scatterplots of the sixty-day surface anomaly in the region
of interest against the 10 hPa polar cap geopotential height anomaly, averaged over 65◦-90◦ N in
the first five days after the SSW central date, for each bootstrapped composite. In all cases, there
is very little relationship between the surface anomaly and the anomaly at 10 hPa, where we define
and measure the strength of the SSW. Thus, the diversity in the composite responses at the surface
is not the result of diversity in the composite strength of SSWs. There is some relationship between
the surface anomalies and the stratospheric anomalies at 100 hPa in the first five days following
the central date as shown in Figure S6, suggesting that strong and quick descent to the lower tro-
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Figure 4.5: The responses of surface temperature in the 0-60 days following SSWs and relation-
ships to the stratospheric vortex strength in days 0-5 at 10 hPa, calculated as geopotential height
anomalies over the polar cap. Blue and red dots denote the 10th and 90th percentile composites by
surface index/anomaly respectively.
posphere is associated with larger anomalies at the surface. However, 100 hPa is too low a level to
serve as a measure of the strength of the vortex itself, and this relationship between the surface to
the lower stratosphere still explains at most 25% of the variability at the surface. Looking at the
correlations between the sixty-day surface anomalies and sliding windows of five-day, polar cap
geopotential height anomalies across pressure levels and time periods, shown in Figure S7, we see
that there are no time periods or levels in the stratosphere that explain more than about 25% of the
surface variability for any of the regions of interest. The vast majority of the spread in the surface
composite responses is instead the result of tropospheric internal variability.
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4.4 Conclusions
Using SSW events from over 60 years, we find that the Northern Hemisphere sea-level pressure,
surface temperature, and precipitation responses in the two months following SSWs show large
uncertainty in both pattern and magnitude. The canonical SSW responses such as a negative NAO-
like pattern in SLP and precipitation and cold anomalies across Northern Eurasia are robust but can
vary by a factor of 3 or more in magnitude, and the extent and center of the anomalies also vary
widely. We highlight two surface temperature regions in North America, in Eastern Canada and the
Eastern United States, that also show robust anomalies. The temperature anomalies seen in Eastern
Canada and the Labrador Sea are large and in some cases extend over the full Labrador Peninsular;
those seen in the Eastern United States are generally lower in amplitude but can similarly stretch
from just off the Atlantic coast to the Midwest United States. In other regions, such as the North
Pacific, though about 80% of the composites showed a positive SLP anomaly following SSWs, the
sign and significance of the composite anomaly are not robust, and there is no clear effect of SSWs
on the region.
The uncertainty at the surface across regions is largely unrelated to diversity in the strength
of the SSW itself; that is, a weaker polar vortex in a given composite does not correspond to
stronger surface anomalies in general. This suggests that the range of patterns seen at the surface
is the result of unrelated, likely tropospheric, atmospheric variability. There is some relationship
between descent of geopotential height anomalies to the lower stratosphere and the strength of
anomalies at the surface; this agrees with previous studies on variability across individual events
(Baldwin 2003; Christiansen 2005; Gerber, Orbe, et al. 2009; Karpechko, Hitchkock, et al. 2017;
Rao, Garfinkel, and White 2020b; Siegmund 2005). However, we find that this descent to the lower
stratosphere still explains only a small percentage of the variability at the surface, leaving the vast
majority (75% or more) to come from tropospheric sources.
These results are of use for model evaluation, allowing us to compare the patterns and am-
plitudes of both the model’s ensemble mean SSW response and internal tropospheric variability
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in that response to observations. This is helpful for distinguishing between model bias and dif-
ferences due to variability unrelated to SSWs. Deser, Simpson, Phillips, et al. (2018) and Deser,
Simpson, McKinnon, et al. (2017) evaluated the representation of ENSO climate impacts in the
Northern Hemisphere in simulations from three models, diagnosing model bias and unrealistic
internal variability in various regions, by comparing bootstrapped distributions from both obser-
vations and ensemble model simulations. Some models overpredict the strength or persistence of
the negative NAO response after weak polar vortex events (Kolstad, Wulff, et al. 2020), and NAO
prediction is particularly important for government, industry, and health in Europe (Charlton-Perez
et al. 2021; Domeisen and Butler 2020). Thus, a careful evaluation of model response to SSWs and
the interaction of that response with internal variability in comparison to the observations would
be beneficial; this will be investigated in a follow-up study.
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Conclusion
This chapter first summarizes the key approaches and results of the preceding chapters and
then situates this thesis in the broader context of ongoing research on winter polar stratosphere-
troposphere coupling.
Chapter 1 introduced the stratospheric polar vortex and the phenomenon central to this thesis,
the sudden stratospheric warming (SSW). We discussed the key features of SSWs and how they are
defined, and we reviewed the proposed theory, precursors, and efforts to model these events. We
next discussed their surface impacts as seen in observations, reanalysis, and models, and reviewed
the proposed theory around this downward propagation from the stratosphere to the surface. Fur-
ther, we emphasized the variability in these surface impacts, which was the focus of the study in
Chapter 4. We then turned to the other extreme of the stratospheric polar vortex, the strong polar
vortex events (SPVs), briefly discussing their basic features, definitions, and surface response. We
concluded Chapter 1 with a discussion of the interaction of these events, particularly SSWs, with
other atmospheric features and phenomena, paying particular attention to interactions with the El
Niño-Southern Oscillation (ENSO) and connections to the Brewer-Dobson Circulation and ozone
transport and chemistry. These were the focus of the work in Chapters 2 and 3 respectively. In
both cases, we considered interactions with both SSW occurrence and surface response following
SSWs.
In Chapter 2, published as Oehrlein et al. 2019, we studied the relative contributions of El Niño
and SSWs to winter climate variability in the North Atlantic and Europe. We used two ensembles
of 200 one-year integrations of the Whole Atmosphere Community Climate Model (WACCM)
with specified sea surface temperatures, one ensemble with neutral-ENSO conditions and one with
strong El Niño conditions. We first found that the frequency of SSWs doubled under strong El Niño
conditions relative to neutral-ENSO. We then formed four sets of composites representing winter
climate following an SSW or in the absence of an SSW under each ENSO condition. We found
similar effects on the NAO and European precipitation from SSWs alone and El Niño alone, though
SSWs were followed by stronger Eurasian cooling. Further, the effects of SSWs and strong El Niño
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events in the simulations were linearly additive. These results suggest that El Niño and SSWs are
largely independent drivers of North Atlantic and Eurasian climate, and accurately representing
both sources of variability and their interaction is important for improving seasonal forecasts.
In Chapter 3, published as Oehrlein et al. (2020), we explored the role of interactive chemistry
in representations of the stratospheric polar vortex, sudden stratospheric warmings, and strong po-
lar vortex events. We used two 200-year model simulations, one from the Whole Atmosphere
Community Climate Model (WACCM), which included interactive chemistry, and one from SC-
WACCM, the specified chemistry version of the same model. We confirmed results from previous
work finding a stronger stratospheric polar vortex with interactive ozone chemistry. In line with
that result, including interactive chemistry resulted in more strong polar vortex events. However,
we found little effect on SSW frequency with interactive compared to specified chemistry, in con-
trast to a prior study. At the surface, interactive ozone chemistry resulted in a stronger NAO-like
pattern following midwinter SSWs, and we proposed a mechanism for this difference related to
the stronger climatological polar vortex and stronger wave forcing preceding the SSW. In contrast
to the midwinter SSW result, there was little difference between the two simulations in the surface
response to SPVs or March SSWs. This work suggests that including interactive ozone chem-
istry may be important for representing North Atlantic and European winter and spring climate
variability in models.
In Chapter 4, we studied the uncertainty in the observed response to SSWs and the source of
this uncertainty. Using an ensemble of synthetic SSW composites built from observed events, we
found that the canonical responses to SSWs of a negative NAO, cooling in Northern Eurasia, and
increased precipitation in the North Atlantic and southern Europe were robust across the compos-
ites. We also found similar results in North America, with cooling in the Eastern United States and
warming in Eastern Canada, that are present in the literature but less thoroughly studied. While
80% of the synthetic composites showed a positive anomaly in the North Pacific, this response was
not well-separated from the winter baseline, and it was not clearly due to SSWs. Finally, we found
that the average strength of the SSWs (defined as geopotential height at 10 hPa near the central
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date) did not explain the variability at the surface across the composites. Instead, at most 25% of
this uncertainty is explained by the strength of downward propagation to the lower stratosphere,
with most of the uncertainty the result of unrelated tropospheric variability. We plan to use these
results to evaluate the representation of the surface effects of SSWs in models, particularly forecast
models, with a similar bootstrapping method to compare both the mean impact of SSWs and the
role of internal variability.
Taken as a whole, this work demonstrates the difficulty in understanding and modeling sudden
stratospheric warmings and their surface impacts. This is due in part to wide variety of interactions
of the stratospheric polar vortex with other phenomena in the troposphere, stratosphere, and the
rest of the Earth system and in part to the large role of unrelated tropospheric variability in the
surface anomalies following SSWs. With only about 40 major SSWs in the observational record,
subdividing by types of events or the state of other phenomena (e.g. ENSO phase) yields relatively
small sample sizes and significant uncertainty, making it difficult to either draw conclusions from
the observed events or to use them to evaluate the fidelity of model simulations.
Work in the field about interactions of ENSO and the stratospheric polar vortex is ongoing.
There is particular focus on whether the response to ENSO in the North Atlantic and Europe, or
some portion of that response, is nonlinear or asymmetric with the phases of ENSO and ENSO
strength (Jiménez-Esteve and Domeisen 2020; Mezzina et al. 2020; Trascasa-Castro et al. 2019;
Weinberger et al. 2019; Zhou, Chen, Wang, et al. 2020; Zhou, Chen, Xie, et al. 2019) and whether
different types of ENSO events or interactions with other oceanic or atmospheric features have
different effects on the polar vortex or North Atlantic climate (Lee et al. 2019; Rao, Garfinkel,
and Ren 2019; Weinberger et al. 2019; Zhou, Chen, Xie, et al. 2019). The observed relationship
between ENSO and the polar vortex has weakened in recent decades, but this is likely due to
sampling variability (Garfinkel, Schwartz, Butler, et al. 2019). Interactions of the stratospheric
polar vortex with other sources of variability, for example the MJO (e.g. Knight et al. 2021; Lee
et al. 2019) and the QBO (e.g. Dimdore-Miles et al. 2020; Lu et al. 2020; Rao, Garfinkel, and
White 2020a), continue to be of interest as well.
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Stratospheric final warmings also show a great deal of interannual variability in their timing
and surface impacts but can be an important driver of North Atlantic spring climate (Black et al.
2006), springtime ozone concentrations (Salby and Callaghan 2007), and autumn sea ice (Kelle-
her et al. 2020). Final warmings that are later than average tend to be radiative events and are
predictable at longer lead times than early final warmings, which are more wave-driven and re-
semble SSWs (Butler, Charlton-Perez, et al. 2019). However, early final warmings provide greater
surface climate predictive skill, and the surface climate following early compared to late events is
significantly different (Ayarzagüena and Serrano 2009; Butler, Charlton-Perez, et al. 2019). Final
warming timing is related to wave-driving in the preceding winter and whether or not an SSW
occurred (Butler, Charlton-Perez, et al. 2019; Hu et al. 2014; Salby and Callaghan 2007). This
suggests connections to ENSO (Butler, Charlton-Perez, et al. 2019) and the Quasi-Biennial Os-
cillation (QBO) (Salby and Callaghan 2007; Thiéblemont et al. 2019), but it is unclear whether
these impact final warmings only through SSW frequency. The strength of the response at the sur-
face may also depend on the vertical profile of the warming in the stratosphere, but this too seems
related to wave-driving and SSW occurrence in the preceding winter (Hardiman, Butchart, et al.
2011; Thiéblemont et al. 2019).
Looking to the future, it is unclear what effect, if any, climate change will have on SSW fre-
quency, final warming timing, or their surface impacts. The results on changes to SSW frequency
are inconsistent across modeling studies that have used a variety of models or model ensembles
and experimental designs (Ayarzagüena, Charlton-Perez, et al. 2020; Ayarzagüena, Polvani, et al.
2018; Bell, Gray, and Kettleborough 2010; Charlton-Perez, Polvani, et al. 2008; Karpechko and
Manzini 2012; Kim et al. 2017; McLandress and Shepherd 2009; Mitchell, Charlton-Perez, Gray,
et al. 2012; Rao and Garfinkel 2021a; Rind et al. 1998; Scaife, Spangehl, et al. 2012). In par-
ticular, Ayarzagüena, Charlton-Perez, et al. 2020 and Rao and Garfinkel 2021a found that across
CMIP5 and CMIP6 multi-model ensembles, there was no significant change in SSW frequency in
the future, but there was large variation, including in sign, across individual models, scenarios, and
SSW definitions. This uncertainty in sign may be due to competing effects of radiative CO2 cool-
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ing (Bell, Gray, and Kettleborough 2010) and adiabatic warming associated with a strengthened
Brewer-Dobson Circulation (Butchart 2014). Rao and Garfinkel 2021a further found little effect
on the lifecycle of SSWs, and any impact on SSW seasonality was unclear. They also saw no effect
on polar stratosphere-troposphere coupling under moderate or high emissions scenarios, whereas
Ayarzagüena, Charlton-Perez, et al. 2020 found a stronger surface pressure response to SSWs in
quadruple CO2 experiments. While many models simulate a climatologically weaker stratospheric
polar vortex in the future, in some models and scenarios this is independent of changes in SSW
frequency (Mitchell, Charlton-Perez, Gray, et al. 2012; Scaife, Spangehl, et al. 2012) and in others
changes to SSW frequency are responsible for that weaker mean state (Bell, Gray, and Kettlebor-
ough 2010). Future changes to stratospheric final warmings have been less studied, but Rao and
Garfinkel 2021b found a delay of 4-8 days in average final warming date over the next century, in
agreement with Thiéblemont et al. 2019. However, this delay is comparable to the existing late bias
in the final warming dates in historical simulations, and in some cases it is only present for strong
emissions scenarios. They found little change in the future to final warming impacts at the surface
in the Northern Hemisphere. Further work and time are necessary to determine the true balance
of competing effects on the stratospheric polar vortex, its life cycle, sudden stratospheric warm-
ings, and stratosphere-troposphere coupling as well as the role of ozone depletion and recovery
compared to other changes in emissions.
Coupling of the polar stratosphere to the troposphere, particularly through sudden stratospheric
warmings and final stratospheric warmings, is an important driver and predictor of North At-
lantic and Eurasian climate at subseasonal-to-seasonal timescales. Understanding and predict-
ing this coupling has implications for health, infrastructure, and shipping, among other industries
(Charlton-Perez et al. 2021; Domeisen and Butler 2020). However, extreme polar stratospheric
events are processes with large natural variability and relationships to a variety of other modes of
variability and components of the Earth system. Continuing to deepen our understanding of the
forced response to SSWs in observations will allow for better evaluation of models and knowl-
edge of what features are important, resulting in better predictions at the subseasonal and seasonal
88
timescales, and more realistic representations in models will allow us to better disentangle interac-
tions between SSWs and other sources of variability, including future climate change.
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Appendix A: Northern Annular Mode Calculation
We calculate the NAM using a method similar to that of Gerber 2010 and Gerber and Martineau
2018. The specific procedure is as follows:
1. We average model output to find a time series of daily, zonal mean geopotential height
𝑍 (𝑡, _, 𝑝) as a function of time 𝑡, latitude _, and pressure 𝑝.
2. For every day and pressure level, we remove the global mean geopotential height ?̄?global(𝑡, 𝑝).
This helps to remove the global changes so that the index instead mainly captures meridional
differences or shifts (Gerber 2010). (While not the case for the simulations used in this study,
this step would remove much of the global warming signal if it were present.)
3. For each day, latitude, and pressure level, we remove the average for that calendar day over
the whole period; that is, we remove the climatology to find an anomalous height.
4. For each day, latitude, and pressure, we remove the linear trend over the period.
5. For each day and pressure level, we compute a polar cap average. Here we are interested in
the NAM, and we take the average from 65-90◦N. This is a proxy for the annular mode as
shown in Baldwin and Thompson 2009a.
6. We multiply by -1 so that a positive polar cap geopotential height anomaly yields a negative
NAM, for consistency with the convention of Thompson and Wallace 1998.
7. We normalize the index by its standard deviation at each pressure level.
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Appendix B: Supplementary Figures to “The effect of interactive ozone
chemistry on weak and strong stratospheric polar vortex events"
In this supplementary section, we show the seasonality of the shortwave heating anomalies in-
duced by the CHEM (interactive chemistry) simulation compared to NOCHEM (specified chem-
istry) in the occurrence of SSWs (Fig. S1). Given that March SSWs behave differently from those
occurring in midwinter, we show the evolution of these events separately from that of the DJF
SSWs. In particular, here we show the NAM evolution (Fig. S2), evolution of temperature and the
individual heating terms (Fig. S3), and the wave forcing (Fig. S4). (These figures are parallel to
Figures 4, 5, and 6 for midwinter SSWs in the main text). Finally, we show the same sequence
(NAM, temperature and heating terms) for SPVs in midwinter in Figs. S5-S6.
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Figure S3.1: CHEM-NOCHEM difference in shortwave heating anomalies from -30 to +60 days
around the SSW central dates in December (a), January (b), and February (c).
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Figure S3.2: NAM anomaly composites around March SSW central dates in CHEM (a), NOCHEM
(b), CHEM-NOCHEM (c). Stippling shows significance at the 95% level (with a Monte Carlo test
for CHEM and NOCHEM and a two-tailed t-test for CHEM-NOCHEM). Contours are every 0.5
standard units for CHEM and NOCHEM and every 0.2 standard units for CHEM-NOCHEM.
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Figure S3.3: CHEM-NOCHEM differences in the temperature and heating anomalies over 60-
90◦ N from -30 to +60 days around the SSW March central dates. (a): Temperature anomalies.
Contours are every 1 K. (b): Dynamical heating anomalies. Contours are every 0.5 K/day. (c):
Longwave heating anomalies. Contours are every 0.25 K/day. (d): Shortwave heating anomalies.
Contours are every 0.02 K/day. Stippling shows significance at the 95% level under a two-tailed
t-test.
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Figure S3.4: Eddy heat flux in mK/s over 40-80◦ N from -60 to +30 days around the SSW March
central dates. The CHEM average is in blue, with confidence intervals shown in pale blue. The
NOCHEM average is in black, with confidence intervals shown in gray.
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Figure S3.5: NAM anomaly composites around DJF SPV central dates in CHEM (a), NOCHEM
(b), CHEM-NOCHEM (c). Stippling shows significance at the 95% level (with a Monte Carlo test
for CHEM and NOCHEM and a two-tailed t-test for CHEM-NOCHEM). Contours are every 0.5
standard units for CHEM and NOCHEM and every 0.2 standard units for CHEM-NOCHEM.
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Figure S3.6: CHEM-NOCHEM differences in the temperature and heating anomalies over 60-90◦
N from -30 to +60 days around the SPV DJF central dates. (a): Temperature anomalies. Contours
are every 1 K. (b): Dynamical heating anomalies. Contours are every 0.5 K/day. (c): Longwave
heating anomalies. Contours are every 0.25 K/day. (d): Shortwave heating anomalies. Contours
are every 0.02 K/day. Stippling shows significance at the 95% level under a two-tailed t-test.
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Appendix C: Supplementary Material to “Characterizing the surface impact
of sudden stratospheric warmings in the context of internal variability"
Figure S4.1: Distributions across all 2000 composites of a) the number of distinct events in each
bootstrapped composite and b) the maximum number of occurrences of a single event in each
composite.
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Table C.1: The number of occurrences of each SSW events in the 10th and 90th percentile com-
posites for the regions of interest.
Event NAO 10th NAO 90th E. Canada 10th E. Canada 90th
30 Jan 1958 1 0 1 1
17 Jan 1960 3 0 1 1
30 Jan 1963 1 0 3 2
18 Dec 1965 0 1 1 4
23 Feb 1966 2 1 0 2
7 Jan 1968 2 0 1 0
29 Nov 1968 2 1 1 1
2 Jan 1970 1 1 2 1
18 Jan 1971 2 0 2 0
20 Mar 1971 0 0 0 2
31 Jan 1973 0 1 2 0
9 Jan 1977 3 3 0 0
22 Feb 1979 0 0 0 1
29 Feb 1980 1 1 0 1
6 Feb 1981 0 2 1 3
4 Mar 1981 1 0 0 2
4 Dec 1981 1 1 0 0
24 Feb 1984 2 2 2 0
1 Jan 1985 2 0 2 0
23 Jan 1987 1 1 1 0
8 Dec 1987 0 1 0 2
14 Mar 1988 0 2 1 4
21 Feb 1989 1 0 1 1
15 Dec 1998 1 2 1 0
26 Feb 1999 2 1 2 1
20 Mar 2000 0 0 1 3
11 Feb 2001 1 1 1 0
31 Dec 2001 1 3 1 1
18 Jan 2003 1 0 2 1
5 Jan 2004 2 1 3 1
21 Jan 2006 0 0 0 2
24 Feb 2007 1 3 1 1
22 Feb 2008 0 1 1 0
24 Jan 2009 1 2 0 0
9 Feb 2010 0 2 1 1
24 Mar 2010 0 2 0 0
7 Jan 2013 3 1 1 0
12 Feb 2018 0 0 2 0
2 Jan 2019 0 2 0 0
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Figure S4.2: The regions for further analysis. (a) Regions for the centers of the NAO dipole: 62.5◦-
90◦ N, 45◦ W-10◦ E (northern center) and 35◦-50◦ N, 45◦ W-10◦ E (southern center). (b) North
Atlantic precipitation region: 30◦-50◦ N, 40◦ W-10◦ E. (c) North Pacific sea level pressure region:
30◦-60◦ N and 175◦ E-135◦ W. (d) Eurasian surface temperature region: 60◦-75◦ N and 30◦-120◦
E. (e) Eastern Canadian surface temperature region: 45◦-70◦ N and 45◦-90◦ W. (f) Eastern United
States surface temperature region: 25◦-42.5◦ N, 65◦-90◦ W.
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Figure S4.3: The 10th and 90th percentile composites of the North Pacific SLP and North Atlantic
precipitation anomalies in days 0-60 following the SSW central date, along with the corresponding
NAM responses.
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Figure S4.4: The 10th and 90th percentile composites of Northern Eurasian and Eastern United
States temperature anomalies in days 0-60 following the SSW central date, along with the corre-
sponding NAM responses.
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Figure S4.5: Histograms showing responses of North Pacific SLP anomalies in composites of the
0-60 days following 10 events by ENSO phase: (a) all phases, (b) neutral ENSO, (c) El Niño (EN),
and (d) La Niña (LN). SLP anomalies after SSWs are shown in black; those after 0-60 day periods
across all winters (of that phase where applicable) are hatched.
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Figure S4.6: The responses of surface temperature in the 60 days following SSWs and relationships
to the polar cap geopotential height anomalies in days 0-5 at 100 hPa. Blue and red dots denote
the 10th and 90th percentile composites by surface index/anomaly respectively.
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Figure S4.7: Correlations at each pressure and lag between a five-day geopotential height anomaly
and the 0-60 day surface response.
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