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Introduction
La mode´lisation des proble`mes que l’on rencontre en physique, en me´-
canique, etc., et d’une fac¸on ge´ne´rale dans les sciences pour l’inge´nieur,
conduit, e´ventuellement apre`s une e´tape de discre´tisation, a` la re´solution
de syste`mes d’e´quation en dimension finie. Lorsque les syste`mes sont non
line´aires, leur re´solution passe par une e´tape de line´arisation, ou est obte-
nue graˆce a` une extension des me´thodes de re´solution des syste`mes line´aires.
On peut donc dire que le calcul scientifique repose sur la re´solution de sys-
te`mes line´aires, pour laquelle il est fondamental que soient de´veloppe´es des
me´thodes nume´riques rapides, robustes, et faciles a` utiliser.
Par re´solution, nous entendons soit la recherche des solutions du pro-
ble`me Ax = λx, c.-a`.-d. le calcul de valeurs et vecteurs propres ou` λ est
la valeur propre et x est le vecteur propre correspondant, soit la recherche
de la solution x d’un syste`me line´aire Ax = b, e´ventuellement au sens des
moindres carre´s (si le nombre d’e´quations est supe´rieur au nombre d’incon-
nues).
La de´termination de valeurs propres et vecteurs propres a pris une place
importante dans le calcul scientifique en raison par exemple, de l’informa-
tion qu’elle apporte, sur la stabilite´ du proble`me physique conside´re´. Elle
est d’une grande utilite´ dans le domaine de la chimie quantique pour la de´-
termination d’ondes par exemple, en recherche ope´rationnelle pour trouver
les distributions stationnaires des chaˆınes de Markov, dans le domaine de la
me´canique des fluides pour e´tudier la vitesse d’e´coulement . . . Dans la pra-
tique on a ge´ne´ralement besoin de ne calculer que quelques valeurs propres
dans une re´gion particulie`re du plan complexe, comme les plus petites ou les
plus grandes en module, ou celles au voisinage d’une certaine valeur fixe´e.
Pour re´aliser cela, on peut re´duire la taille du proble`me de de´part, d’ou` le re-
cours a` des techniques ite´ratives de projections orthogonales. Ces me´thodes
de projection consistent en ge´ne´ral a` construire une matrice dite projete´e,
de taille plus petite que celle de la matrice de de´part. Parmi les me´thodes
de projection, on distingue deux types :
Me´thodes asymptotiques : Ce sont des me´thodes ite´ratives, la projection se
fait sur un sous-espace de type Gk = A
kS, ou` S est un sous-espace en-
gendre´ par un vecteur u ou par un ensemble de r vecteurs inde´pendants
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S = [u1, . . . ,ur]. La dimension de Gk reste constante au cours des ite´-
rations. La convergence de ces me´thodes est assure´e, sous des hypothe`ses
approprie´es, quand k tend vers l’infini [15, 34, 63, 74]. on peut citer parmi
ces me´thodes, la me´thode du sous-espace ite´re´, la me´thode de la puissance
et la me´thode des ite´rations inverses.
Me´thodes de type Krylov : Pour les me´thodes de projection de type Krylov,
la projection se fait sur un sous-espace de Krylov de taille m, ou` m croˆıt avec
les ite´rations. Contrairement aux me´thodes asymptotiques, la terminaison
des me´thodes de type Krylov est assure´e pour m = n ( en arithme´tique
exacte), bien qu’on espe`re qu’elle se produise pour m  n (n e´tant la taille
du proble`me). Parmi les me´thodes de projection de type Krylov pour le cal-
cul des e´le´ments propres, on peut citer la me´thode d’Arnoldi pour la re´solu-
tion des proble`mes non syme´triques, ou celle de Lanczos pour les proble`mes
syme´triques.
Pour la re´solution des syste`mes line´aires, il existe plusieurs me´thodes
possibles ; certaines sont directes et d’autres ite´ratives. En re`gle ge´ne´rale, les
me´thodes directes (les factorisations LU et QR) sont des solveurs efficaces
et fiables. Pour des proble`mes de tre`s grande taille, cependant ces me´thodes
directes peuvent devenir tre`s che`res, tant en occupation me´moire qu’en couˆt
de calcul. Une alternative pourrait eˆtre l’utilisation des me´thodes ite´ratives.
La plupart des me´thodes ite´ratives manipulent le syste`me line´aire au travers
de produits matrice-vecteur, ce qui re´duit la place me´moire, en ne´cessitant
de stocker que les e´le´ments indispensables au calcul de ces produits. Dans
certains cas, la matrice du syste`me n’est pas explicitement connue, mais
simplement donne´e par l’appel a` une fonction re´alisant le produit de cette
matrice par un vecteur quelconque. Dans ce cas, les me´thodes ite´ratives
restent la seule alternative possible. Cependant ces me´thodes restent ge´ne´-
ralement moins fiables que les me´thodes directes, et plus ou moins efficaces
sur des classes de proble`mes bien spe´cifiques. L’augmentation de la taille des
syste`mes a` re´soudre conduit a` avoir recours aux techniques de projection de´-
veloppe´es depuis les trente dernie`res anne´es. On distingue donc deux types
de me´thodes ite´ratives pour la re´solution de syste`mes line´aires :
Me´thodes asymptotiques : Les me´thodes asymptotiques, qui convergent a`
l’infini, sont les plus anciennes et les plus simples a` implanter. Mais elles
offrent souvent une convergence lente. Parmi ces me´thodes, les me´thodes
de Jacobi, Gauss-Seidel et la me´thode de Relaxation sont les plus connues.
Actuellement ces me´thodes ne sont plus gue`re utilise´es en tant que sol-
veurs line´aires, mais restent inte´ressantes en tant que pre´conditionneurs pour
d’autres me´thodes ite´ratives.
Me´thodes de type Krylov : Les me´thodes de type Krylov, employe´es depuis
une trentaine d’anne´es, peuvent se re´ve´ler tre`s efficaces. Leur analyse est
plus complique´e que celle des me´thodes asymptotiques. Ces me´thodes se
basent sur une technique de projection sur un sous-espace de Krylov de di-
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mension m  n, qui constituent une suite de sous-espaces emboˆıte´s de taille
croissante, et permettant de construire une se´quence de vecteurs convergeant
vers la solution recherche´e. Ces sous-espaces ont la forme suivante :
Km(A,u) = [u,Au, · · · ,Am−1u]
avec u ∈ Rn et m ≤ n. La convergence de ces me´thodes est assure´e en
the´orie pour m = n au plus. Les me´thodes de Krylov les plus utilise´es pour
la re´solution des syste`mes line´aires sont les me´thode du re´sidu minimal ou
GMRES, dans le cas ge´ne´ral, et la me´thode du Gradient Conjugue´ (CG),
pour le cas syme´trique.
Au Chapitre 1, nous faisons une pre´sentation succincte de quelques me´-
thodes ite´ratives, asymptotiques ou de type Krylov pour re´soudre ces deux
proble`mes d’alge`bre line´aire creux et de grande taille.
L’approche que nous de´veloppons dans cette the`se se base sur l’utilisa-
tion des filtres de Tchebycheff et sur la construction de pre´conditionneurs
spectraux pour l’acce´le´ration des me´thodes de Krylov.
Dans une premie`re partie, nous conside´rons le cas ou` le syste`me line´aire
est syme´trique de´fini positif (SPD). Pour re´soudre ce type de syste`me, la
me´thode ite´rative habituellement utilise´e est le gradient conjugue´. Le but
de cette me´thode est de trouver x(m) ∈ x(0) + Km(A, r(0)) minimisant la
quantite´ ||x − x(m)||A, appele´e erreur, et ou` r(0) = b −Ax(0) est le re´sidu
initial. Comme la matrice A est SPD et les espaces de Krylov sont emboˆıte´s
et de taille croissante, l’erreur ne peut que de´croˆıtre au sens large au fur et a`
mesure de la construction de ces espaces. Le premier travail e´tait motive´ par
le fait que la convergence de la me´thode du gradient conjugue´ est souvent
pe´nalise´e de`s que le syste`me line´aire a` re´soudre posse`de des valeurs propres
au voisinage de ze´ro. Plusieurs techniques sont propose´es dans la litte´rature,
pour atte´nuer l’effet ne´faste de ces plus petites valeurs propres, en mettant
a` jour le pre´conditionneur ou en contraignant la me´thode du gradient conju-
gue´ a` travailler dans le comple´mentaire orthogonal du sous espace invariant
associe´ aux plus petites valeurs propres.
Re´cemment, Arioli et Ruiz [4], ont propose´ un algorithme de factori-
sation spectrale partielle (de´nomme´ Tchebycheff-PSF) combinant les filtres
polynomiaux de Tchebycheff et le processus de Lanczos, pour calculer, avec
diffe´rents niveaux de filtrage ε, une base orthogonale W(ε) du sous espace
invariant associe´ aux plus petites valeurs propres. Une partie de notre travail
(cf. [28, 29]), relativement a` cette me´thode, a consiste´ a` l’incorporer au sein
de me´thodes de re´solution exploitant l’information spectrale du syste`me a`
re´soudre, et a` e´valuer son potentiel et ses limitations. Au Chapitre 2, nous
introduisons les filtres polynomiaux de Tchebycheff et leur utilisation dans la
construction de l’algorithme de factorisation spectrale partielle Tchebycheff-
PSF. Nous de´crirons e´galement l’influence de certains parame`tres sur le com-
portememt de cette technique. L’exploitation concre`te de cette approche,
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combine´e a` diverses me´thodes de re´solution est e´tudie´e et valide´e exprimen-
talement au Chapitre 3. Parmis les me´thodes de re´solution, nous conside´rons
la version du gradient conjugue´ avec de´flation [77], qui consiste a` augmenter
l’espace de Krylov ge´ne´re´ dans les ite´rations du gradient conjugue´ avec la
base W(ε), et a` projeter, a` chaque ite´ration, les vecteurs de Krylov sur le
comple´mentaire orthogonal de cette base W(ε). Une autre technique consite
a` appliquer l’algorithme du gradient conjugue´ au syste`me projete´ [51]. Une
autre approche encore est base´e sur un pre´conditionnement spectral [10],
qui vise a` translater de 1 la position des plus petites valeurs propres de la
matrice du syste`me. Tous ces algorithmes ont e´te´ implante´s en Matlab c©
pour l’e´valuation de leur potentiel ou de leurs limitations.
Dans une deuxie`me partie, au Chapitre 4, nous proposons une nouvelle
approche base´e sur une combinaison de la me´thode du gradient conjugue´
avec des filtres polynomiaux de Tchebycheff comme pre´conditionneurs. Cette
technique vise a` mettre la me´thode du gradient conjugue´ dans un mode
particulier, ou` le conditionnement du syste`me line´aire n’est pas tellement
re´duit, mais son spectre en grande partie regroupe´ autour de 1. Notre pre´-
conditionneur consiste a` appliquer les filtres polynomiaux de Tchebycheff
a` une partie seulement du spectre de la matrice d’ite´rations, pour pouvoir
de´caler la quasi totalite´ des valeurs propres du syste`me line´aire pre´s de 1,
sans de´grader la distribution des plus petites valeurs propres. La me´thode
re´sultant de cette combinaison Tchebycheff–Krylov se distingue par sa ca-
pacite´ a` construire une base de Krylov de taille petite, tre`s riche en ce qui
concerne les plus petits vecteurs propres/valeurs propres. Cette base de Kry-
lov peut eˆtre re´utilise´e dans un deuxie`me niveau de pre´conditionnement pour
une multire´solution, c’est-a`-dire la re´solution d’une se´quence de syste`mes li-
ne´aires avec la meˆme matrice mais diffe´rents seconds membres. La technique
de pre´conditionnement a` base de polynoˆme de Tchebycheff requiert princi-
palement la multiplication d’un vecteur par la matrice initiale et quelques
mises-a`-jour de vecteur, mais aucun produit scalaire. Cette remarque est
tre`s importante dans le contexte du calcul paralle`le, et en particulier dans
les environnements a` me´moire distribue´e ou` le calcul des produits scalaires
exige une attention particulie`re. Enfin, nos algorithmes sont teste´s sur des
exemples extraits de la bibliothe`que Harwell-Boeing et sur des proble`mes
d’E´quations aux De´rive´es Partielles (EDP). Ces tests confirment tous les
re´sultats the´oriques.
Dans une troisie`me partie (cf. Chapitre 5), nous examinons certains cas
pathologiques pour la me´thode du Chapitre 4 et proposons des reme`des
comme par exemple l’utilisation du gradient conjugue´ par blocs. Nous in-
troduisons e´galement une nouvelle technique adaptative de pre´conditionne-
ment dans le cadre d’une multire´solution issue d’un processus de line´arisa-
tion. Notre pre´conditionneur est base´ sur l’information des sous espaces de
Krylov produite aux e´tapes pre´ce´dentes dans l’ite´ration non-line´aire. Notre
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approche a e´te´ valide´e sur des proble`mes d’e´quations aux de´rive´es partielles
non-line´aires en me´canique des fluides (Navier–Stokes) et sur des me´thodes
de de´composition de domaine pour la re´solution de proble`mes elliptiques.
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Chapitre 1
Me´thodes de Projection en
Alge`bre Line´aire
De nombreuses applications scientifiques et industrielles, conduisent a`
des proble`mes d’alge`bre line´aire avec des matrices creuses et de grande
taille. Les deux principaux proble`mes d’alge`bre line´aire sont :
– Re´soudre le syste`me line´aire
Ax = b (1.1)
ou` A ∈ Rn×n est une matrice inversible, creuse et de grande taille et
b ∈ Rn le second membre.
– Trouver les valeurs et vecteurs propres de A, tels que Au = µu, ou`
µ ∈ C est la valeur propre et u ∈ Cn le vecteur propre correspondant.
Dans ce chapitre nous faisons une pre´sentation de quelques me´thodes
ite´ratives, asymptotiques ou de type Krylov pour re´soudre des pro-
ble`mes d’alge`bre line´aire creux et de grande taille. Pour le calcul des
valeurs propres on prendra la me´thode de la puissance comme exemple
de me´thode asymptotique, la me´thode d’Arnoldi comme exemple de me´-
thode a` terminaison finie dans le cas non syme´trique et la me´thode de
Lanczos dans le cas syme´trique. Pour la re´solution de syste`mes line´aires,
on ne conside´rera que les me´thodes de type Krylov, et on e´tudiera la
me´thode du re´sidu minimal GMRES comme exemple ge´ne´ral et la me´-
thode du Gradient Conjugue´ (CG), dans le cas syme´trique. Le choix de
ces me´thodes a e´te´ dicte´ par la volonte´ de traiter des approches repre´-
sentatives du calcul nume´rique actuel. Ce sont ces me´thodes qui seront
reprises pour les expe´rimentations dans les chapitres qui suivent.
Dans tout ce qui suit, on note x(m) l’approximation de la solution a`
l’ite´ration m, on note r(m) = b −Ax(m) le re´sidu et e(m) = x − x(m)
l’erreur, de sorte que r(m) = Ae(m).
Sauf citation supple´mentaire, tous les re´sultats et algorithmes pre´sente´s
ici sont de´crits, en particulier, dans [26, 34, 31, 46, 63, 74, 75].
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21.1 Me´thodes Asymptotiques de Projection sur un
Sous-Espace
Les me´thodes de projection sur un sous-espace, telles que la me´thode
d’ite´ration de sous-espace et la me´thode de la puissance, sont parmi les
plus anciennes pour l’approximation de valeurs propres et vecteurs propres
associe´s. On pre´sentera comme exemple de ces me´thodes, la me´thode de la
puissance ite´re´e et sa variante, la me´thode de la puissance ite´re´e inverse.
1.1.1 Me´thode de la Puissance
La me´thode de la puissance est l’une des plus anciennes et des plus utili-
se´es pour le calcul des valeurs propres. Elle s’appuie sur le fait que la suite des
ite´re´s Akv, k = 1, 2, . . . ou` v est le vecteur initial, converge (sous de bonnes
conditions [15, 34, 63, 74]) vers un vecteur propre dominant, c’est-a`-dire un
vecteur propre associe´ a` la valeur propre de plus grand module de A. La
me´thode d’ite´rations de sous-espace ge´ne´ralise ce principe pour l’obtention
d’une base du sous-espace associe´ aux m valeurs propres dominantes [74,
§ 5].
L’Algorithme 1.1 repre´sente l’application de la me´thode de la puissance
pour une matrice A en partant d’un vecteur initial v(0).
Algorithme 1.1 : Me´thode de la puissance
De´but
1. Choix de v(0) tel que ||v(0)||2 = 1
2. Pour k = 1, 2, . . . , m Faire
i. x(k) = Av(k−1)
ii. v(k) = x(k)/||x(k)||2
iii. λk = v
(k)T Av(k)
3. FinPour
Fin
1.1.2 Me´thode d’Ite´rations Inverses
La me´thode d’ite´rations inverses est une variante de la me´thode de la
puissance ; c’est la me´thode de la puissance applique´e a` la matrice A−1 et
non pas a` la matrice A. Donc cette me´thode calcule la valeur propre de plus
grand module de A−1 ainsi qu’un vecteur propre associe´, ce qui correspond
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au calcul de la valeur propre de plus petit module de A et a` un vecteur
propre associe´.
L’Algorithme 1.2 re´sume la me´thode d’ite´rations inverses applique´e a` la
matrice A en partant d’un vecteur initial v(0).
Algorithme 1.2 : Ite´rations inverses
De´but
1. Choix de v(0) tel que ||v(0)||2 = 1
2. Pour k = 1, 2, . . . , m Faire
i. Re´soudre Ax(k) = v(k−1)
ii. v(k) = x(k)/||x(k)||2
iii. λk = v
(k)T Av(k)
3. FinPour
Fin
1.2 Me´thodes de Projection sur un Sous-Espace
de Krylov
Les me´thodes de projection sur un sous-espace de Krylov sont tre`s popu-
laires et ont e´te´ largement classifie´es et e´tudie´s [34, 31, 46, 75]. Ces me´thodes
se basent sur des techniques de projection orthogonale sur un sous-espace,
appele´ sous-espace de Krylov, et donnent naissance a` toute une famille de
me´thodes dites polynomiales. Cette pre´sentation, ainsi que les motivations
re´sume´es dans ce qui suit, sont fortement inspire´es de [26, § 6].
Soit x(0) une approximation initiale et r(0) = b−Ax(0).
De´finition 1.1. Les me´thodes polynomiales sont de´finies par des ite´rations
du type
x(m) = x(0) + Pm−1(A)r(0),
ou` Pm−1 est un polynoˆme de degre´ au plus m− 1.
Le sous-espace Km(A, r(0)) = [r(0),Ar(0), . . . ,Am−1r(0)] est appele´ espace
de Krylov de dimension m associe´ a` A et r(0).
Une me´thode ite´rative est polynomiale si et seulement si elle ve´rifie la condi-
tion de sous-espace
x(m) ∈ x(0) +Km(A, r(0)), (1.2)
ou, de fac¸on e´quivalente,
x(m) ∈ x(m−1) +Km(A, r(0)).
4C’est une me´thode de sous-espace lie´e aux espaces de Krylov.
La motivation essentielle de ce type de me´thodes, comme rappele´ dans
[26] en particulier, est que, partant du polynoˆme caracte´ristique d’une ma-
trice inversible A donne´e, il est facile de ve´rifier qu’il existe un polynoˆme
P(X) de degre´ au plus n−1 (n e´tant la dimension de A) tel que A−1 = P(A).
L’objectif des me´thodes polynomiales est d’approcher d’une certaine manie`re
ce polynoˆme P(X).
Pour les grands syste`mes, on cherche a` arreˆter les ite´rations avant d’abou-
tir a` la solution exacte. A` l’e´tape m, pour de´terminer l’ite´re´ x(m), on peut
chercher a` satisfaire une condition de minimisation de l’erreur pour un cer-
tain produit scalaire. Cela n’est pas toujours possible, et la recherche dans
ce domaine a abouti a` une condition plus ge´ne´rale que nous abordons main-
tenant (voir [26]) : une me´thode de projection de Krylov est une me´thode
polynomiale de´finie par une matrice B d’ordre n et deux conditions :
– la condition de sous-espace (1.2),
– la condition dite de Petrov-Galerkin :
(Be(m))T u = 0, ∀u ∈ Km(A, r(0)), (1.3)
ou` e(m) = x− x(m) constitue l’erreur a` l’e´tape m.
Le choix de B dicte la construction de la me´thode de projection. Lorsque la
matrice B de´finit un produit scalaire, on obtient la proprie´te´ de minimisation
souhaite´e, a` savoir :
Proposition 1.1. Si B est une matrice syme´trique de´finie positive alors,
pour x(m) satisfaisant la condition de sous-espace(1.2), la condition de Petrov-
Galerkin (1.3) est e´quivalente a` minimiser l’erreur suivante :
||e(m)||B = min
y∈Km(A,r(0))
||e(0) − y||B , (1.4)
sachant que e(m) = x− x(m) = x− (x(0) + y) = e(0) − y. Dans ce cas x(m)
est de´termine´ de manie`re unique.
Pour la de´monstration de cette proposition, on pourra se reporter a` [26,
§ 6].
1.2.1 Me´thode d’Arnoldi
Comme rappele´ par Saad [75], la me´thode d’Arnoldi est une me´thode de
projection orthogonale sur un sous-espace de Krylov, ge´ne´ralement applique´e
aux matrices non syme´triques. Cette me´thode a e´te´ introduite par Arnoldi
en 1950 [5], dans le but de factoriser une matrice sous forme Hessenberg
supe´rieure [61]. Y. Saad a mis en e´vidence expe´rimentalement que cette
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strate´gie est utile pour l’approximation de valeurs propres de matrices de
grande taille. Si l’algorithme arrive a` la me`me ite´ration, m  n, on obtient
une matrice Hm de forme Hessenberg supe´rieure de taille m × m, et une
matrice orthonormale Vm de taille n × m dont les colonnes sont de´finies
par des vecteurs v1, . . . ,vm. Ces vecteurs forment une base orthonormale
du sous-espace de Krylov Km(A,v1) = [v1,Av1, . . . ,Am−1v1].
De´finition 1.2 (matrice d’Hessenberg). H = (hij)1≤i, j≤n est une ma-
trice sous forme Hessenberg supe´rieure (resp. infe´rieure) si la condition (1.5)
(resp. (1.6)) est ve´rifie´e.
∀ i > j + 1, hij = 0 (1.5)
∀ j > i + 1, hij = 0 (1.6)
La construction des vecteurs vj orthonorme´s et de la matrice Hm est
imple´mente´e par l’Algorithme 1.3. Cet algorithme a comme parame`tres :
– v1, un vecteur initial de norme 1 ;
– A, la matrice du syste`me aux valeurs propres conside´re´ ;
– m, la taille de l’espace de Krylov.
Dans l’Algorithme 1.3 le calcul des vecteurs vj, 1 ≤ j ≤ m, est effectue´ par
des multiplications successives. Ensuite, chaque vecteur vj est orthogonalise´
par rapport a` tous les vecteurs vi de´ja` calcule´s (i ∈ {1, . . . , j − 1}), puis
norme´. L’orthogonalisation (e´tape 2.ii dans l’Algorithme 1.3) correspond a`
une proce´dure de Gram-Schmidt modifie´e [34].
Proposition 1.2. Dans l’Algorithme 1.3 d’Arnoldi, on a, a` l’e´tape m, les
relations suivantes :
AVm = VmHm + hm+1,mvm+1e
T
m (1.7)
= Vm+1Hm (1.8)
VTmAVm = Hm, (1.9)
ou` em est le m
e`me vecteur de la base canonique de Rm, m = 1, . . . , n.
Pour la de´monstration de cette proposition, on pourra se reporter a` [75,
§ 6.3].
La matrice Hm correspond a` la matrice Hm, de´finie ci-dessus, augmente´e
de la ligne m + 1, le terme hm+1,m e´tant le m
e`me et seul e´le´ment non nul de
cette ligne, si m < n. Si m = n, alors AVn = VnHn et Hn est unitairement
semblable a` A.
De´finition 1.3. Le polynoˆme minimal associe´ a` la matrice A et au vecteur
v1 est le polynoˆme de plus petit degre´ qui ve´rifie : P(A)v1 = 0.
Proposition 1.3. wj = 0 si et seulement si le polynoˆme minimal associe´ a`
A et a` v1 est de degre´ j.
6Algorithme 1.3 : Proce´dure d’Arnoldi
Construction d’une base orthonormale pour
l’espace de Km(A,v1) et de la matrice
d’Hessenberg associe´e Hm
De´but
1. Choix de v1 tel que ||v1||2 = 1
2. Pour j = 1, 2, . . . , m Faire :
i. wj = Avj
ii. Pour i = 1, 2, . . . , j Faire :
hi,j = v
T
i wj
wj = wj − hi,jvi
iii. FinPour
iv. hj+1,j = ||wj ||2
v. Si hj+1,j = 0 Alors
Stop
Sinon
vj+1 = wj/hj+1,j
vi. FinSi
3. FinPour
Fin
Pour la de´monstration, on pourra se reporter a` [75, § 6.3]. Une fois que la
matrice Hm de forme de Hessenberg supe´rieure est construite, il est facile de
calculer ses valeurs propres par l’algorithme QR, ce qui est peu couˆteux tant
que cette matrice est de taille beaucoup plus petite que celle de la matrice
de A.
Soit {λ(m)i , i = 1, 2, . . . ,m} les valeurs propres de Hm et {y(m)i , i =
1, 2, . . . ,m} des vecteurs propres associe´s, ||y(m)i ||2 = 1.
On de´finit alors des vecteurs propres approche´s pour A par : u
(m)
i = Vmy
(m)
i .
Proposition 1.4. Soit y
(m)
i , ||y(m)i ||2 = 1 un vecteur propre de Hm associe´
a` la valeur propre λ
(m)
i , et soit u
(m)
i le vecteur de´fini par : u
(m)
i = Vmy
(m)
i ,
alors
(A− λ(m)i I)u(m)i = hm+1,m eTm y(m)i vm+1 (1.10)
||(A− λ(m)i I)u(m)i ||2 = hm+1,m |eTm y(m)i |. (1.11)
Remarque 1.1. La norme du re´sidu est e´gale a` la dernie`re composante du
vecteur propre y
(m)
i multiplie´e par hm+1,m. On appelle ce terme le re´sidu
d’Arnoldi.
Remarque 1.2. Si hm+1,m = 0, le sous-espace Km est invariant par A.
On appelle ce phe´nome`ne “lucky breakdown” car les valeurs propres λ
(m)
i de
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Hm, sont exactement m valeurs propres de A et les vecteurs u
(m)
i forment
un ensemble de m vecteurs propres de A.
Me´thode d’Arnoldi pour les syste`mes line´aires
La me´thode d’Arnoldi peut eˆtre utilise´e pour la re´solution de syste`mes
line´aires, en calculant une projection sur un sous-espace de Krylov Km (voir
§ 1.2) qui consiste a` calculer une solution approche´e x(m) = x(0) + z(m) du
syste`me (1.1), ou` x(0) est un vecteur initial et z est un vecteur de l’espace
Km(A,v1).
Si v1 = r
(0)/||r(0)||2 ou` r(0) = b − Ax(0) et β = ||r(0)||2, alors apre`s
m ite´rations de l’Algorithme 1.3 on a une base orthonormale de Km(A,v1)
forme´e a` partir du vecteur initial v1, Vm = [v1, . . . ,vm], et une matrice
d’Hessenberg supe´rieure Hm de taille m×m, tels que VTmAVm = Hm (voir
Proposition 1.2) et VTmr
(0) = VTm(β v1) = β e1.
Algorithme 1.4 : Proce´dure d’Arnoldi
Orthogonalisation Totale
De´but
1. Choix d’un vecteur x(0)
2. Calcul de r(0) = b−Ax(0)
3. β = ||r(0)||2 et ||v1||2 = r
(0)/β
4. Pour j = 1, 2, . . . , m Faire :
i. wj = Avj
ii. Pour i = 1, 2, . . . , j Faire :
hi,j = v
T
i wj
wj = wj − hi,jvi
iii. FinPour
iv. hj+1,j = ||wj ||2
v. Si hj+1,j = 0 Alors
Stop
Sinon
vj+1 = wj/hj+1,j
vi. FinSi
5. FinPour
6. Re´soudre Hmy
(m) = (βe1)
7. x(m) = x(0) + Vmy
(m)
Fin
La correction z(m) e´tant un vecteur de Km(A,v1) peut s’e´crire comme
z(m) = Vm y
(m) ou` y(m) est un vecteur de taille m. La solution approche´e
x(m) est calcule´e comme la combinaison line´aire des vecteurs vj (matrice
8Vm) selon la formule x
(m) = x(0) + Vm y
(m) avec y(m) donne´ par y(m) =
H−1m (β e1).
L’Algorithme 1.4 pre´sente la me´thode d’Arnoldi applique´e au syste`me li-
ne´aire (1.1) en partant d’un vecteur initial quelconque x(0) et qui calcule le
vecteur solution x du syste`me (1.1). La litte´rature spe´cialise´e [34, 75] uti-
lise la de´nomination de Me´thode d’Orthogonalisation Totale pour la me´thode
d’Arnoldi applique´e a` la solution des syste`mes line´aires.
Conside´ration d’implantation – Orthogonalisation des vecteurs
La proce´dure de Gram-Schmidt [34] utilise´e pour orthogonaliser les vec-
teurs vj, (j ∈ {1, . . . ,m}) dans les Algorithmes 1.3 et 1.4 est une version
modifie´e de la proce´dure standard. Cette version modifie´e pre´sente une plus
grande robustesse que la proce´dure de Gram-Schmidt standard. Cependant,
elle pre´sente quand meˆme certains proble`mes d’ordre nume´rique [38]. La
me´thode d’Arnoldi peut devenir plus robuste d’un point de vue nume´rique,
lorsque l’algorithme de Householder [90] est employe´. Cette proce´dure est
base´e sur une de´composition QR de la matrice Vi de dimension n× i com-
pose´e de vecteurs colonnes vj avec j ∈ {1, . . . , i}. Ceci permet une orthogo-
nalisation moins sensible a` l’accumulation des erreurs d’arrondi, mais d’un
couˆt le´ge`rement supe´rieur. La description de l’algorithme de Householder et
de Gram-Schmidt ainsi que leur utilisation dans la me´thode d’Arnoldi sont
de´crites en de´tail dans [75, § 6.3].
Conside´ration d’implantation – Arnoldi avec Rede´marrage
D’un point de vue pratique, la me´thode d’Arnoldi pre´sente de se´rieuses
limitations a` cause de la taille m de l’espace de Krylov Km(A,v1). La com-
plexite´ de calcul due a` la proce´dure de Gram-Schmidt est de l’ordre de
O(m2 n) (orthogonalisation de m vecteurs de taille n). L’utilisation me´moire
est de l’ordre de O(mn) (stockage de m vecteurs de taille n). L’option na-
turelle pour re´duire la taille de l’espace de Krylov est d’exe´cuter des rede´-
marrages pe´riodiques de la proce´dure. Ceci revient a` appliquer la me´thode
d’Arnoldi pour un nombre m de pas, et utiliser ensuite la solution obtenue
comme un vecteur initial d’un nouvel ensemble de m pas.
L’Algorithme 1.5 montre la modification en conse´quence de l’Algorithme 1.4.
Dans l’Algorithme 1.5 on appelle la proce´dure d’Arnoldi comme de´crit dans
l’Algorithme 1.3.
Nous notons que cette notion de rede´marrage a e´te´ introduite e´galement
pour le calcul de valeurs propres qui peut eˆtre effectue´e, soit de manie`re
explicite ou implicite. Le rede´marrage explicite, a e´te´ introduit dans [41]
pour le cas syme´trique et de´veloppe´ par Saad (cf. [70, 71, 74]) dans le cas
non syme´trique. Cette approche est appele´e “Explicitly Restarted Arnoldi
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Method” (ERAM) dans laquelle le vecteur de rede´marrage est construit
en utilisant une combinaison line´aire entre les k vecteurs de Ritz calcu-
le´s (v1 =
∑k
i=1 αiyi). Le principe de cette strate´gie est de faire converger
le sous-espace de Krylov vers un sous-espace propre associe´ aux e´le´ments
propres recherche´s. Cette strate´gie essaie d’obtenir la convergence simulta-
ne´e de tous ses e´le´ments propres (par exemple quand les coefficients de la
combinaison line´aire sont identiques αi = Constante). Mais en pratique la
convergence des vecteurs propres ne se fait pas a` la meˆme vitesse. Quant
au rede´marrage implicite, une autre variante a e´te´ propose´e par Sorensen
(cf. [81]), appele´e“Implicitly Restarted Arnoldi Method”(IRAM). Cette tech-
nique combine la factorisation de Arnoldi avec le me´canisme de la me´thode
QR avec translation implicite [34, § 7.5].
Notons que dans le cas ou` A est une matrice syme´trique, la proce´dure
d’Arnoldi se simplifie en proce´dure de Lanczos syme´trique (voir § 1.2.3) et
que dans ce cas, la matrice d’Hessenberg Hm est tridiagonale syme´trique
note´e Tm.
Algorithme 1.5 : Proce´dure d’Arnoldi avec
Rede´marrage
De´but
1. Choix d’un vecteur x(0)
2. Calcul de r(0) = b−Ax(0)
3. β = ||r(0)||2 et ||v1||2 = r
(0)/β
4. Pour k = 1, 2, . . . , Faire :
i. Arnoldi (Algorithme 1.3)
ii. Re´soudre y(m) = H−1m (β e1)
iii. x(m) = v(m) + Vmy
(m)
iv. Si Convergence Alors
stop
Sinon
x(0) = x(m)
calcul de r(0) = b−Ax(0)
β = ||r(0)||2 et ||v1||2 = r
(0)/β
v. FinSi
5. FinPour
Fin
1.2.2 Me´thode GMRES
La me´thode GMRES (Generalized Minimum Residual Method) [76] est
aussi une me´thode de projection sur un espace de Krylov. De fac¸on iden-
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tique a` la me´thode d’Arnoldi, un espace Km(A,v1) est engendre´ et une
matrice Hm est calcule´e. Les meˆmes conside´rations a` propos des proce´dures
d’orthogonalisation (Gram-Schmidt ou Householder) peuvent eˆtre faites. La
seule diffe´rence entre la me´thode d’Arnoldi (Algorithme 1.4) et la me´thode
de GMRES se situe dans le calcul de la solution approche´e. La me´thode
GMRES consiste a` calculer une solution approche´e x(m) = x(0) + z(m) du
syste`me (1.1), ou` x(0) est un vecteur initial et z(m) est un vecteur de l’espace
Km. Apre`s m ite´rations de l’Algorithme 1.4, on a une base orthogonale de
Km+1 forme´e a` partir du vecteur initial v1 = r(0)/||r(0)||2 ou` r(0) = b−Ax(0),
Vm+1 = [v1, . . . ,vm+1], et une matrice Hessenberg supe´rieure Hm de taille
(m + 1)×m.
La correction z(m) e´tant un vecteur de Km peut s’e´crire comme z(m) =
Vmy
(m), ou` y(m) est un vecteur de taille m. On cherche donc une solution
approche´e sous la forme x(m) = x(0) + Vmy
(m), de telle sorte que
b−Ax(m) = b−A(x(0) + Vy(m)) = r(0) −AVmy(m)
= β v1 −Vm+1Hmy(m) = Vm+1(β e1 −Hmy(m)).
On de´finit alors la fonctionnelle suivante :
J(y) = ||b−Ax(m)||2 = ||b−A(x(0) + Vmy)||2.
Comme les colonnes de Vm+1 sont orthonormales on a,
J(y) = ||Vm+1(β e1 −Hmy)||2 = ||β e1 −Hmy||2,
et la solution approche´e x(m) = x(0) + Vmy
(m) est choisie en minimisant le
re´sidu b−Ax(m) sous la contrainte z(m) ∈ Km : donc x(m) = x(0) +Vmy(m)
ou` y(m) est la solution au sens des moindres carre´s de miny ||β e1−Hmy||2.
Une solution pour ce proble`me est propose´e dans [75, § 6.5], et consiste a`
effectuer une factorisation QR de la matrice Hm a` l’aide de rotations de
Givens qui permettent d’annuler les termes sur la sous-diagonale de Hm [34].
L’approximation fournie par GMRES est donc l’unique vecteur qui minimise
J(y) et qu’on peut noter y(m). La solution approche´e x(m) a` l’ite´ration m
s’e´crit donc :
x(m) = x(0) + Vmy
(m) ou` y(m) = arg(min
y
||β e1 −Hmy||2).
L’Algorithme 1.6 pre´sente l’imple´mentation de la me´thode de GMRES
de fac¸on analogue a` la me´thode d’orthogonalisation totale (Algorithme 1.4).
La me´thode GMRES revient en fait a` la me´thode de projection de Krylov
dans laquelle on conside´rerait B = AT A comme de´finie en § 1.2. Elle est
caracte´rise´e par : {
x(m) ∈ x(0) +Km(A, r(0))
r(m) ⊥ AKm(A, r(0)). (1.12)
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Algorithme 1.6 : Me´thode de GMRES Totale
De´but
1. Choix d’un vecteur x(0)
2. Calcul de r(0) = b−Ax(0)
3. β = ||r(0)||2 et ||v1||2 = r
(0)/β
4. Pour j = 1, 2, . . . , m Faire :
i. wj = Avj
ii. Pour i = 1, 2, . . . , j Faire :
hi,j = v
T
i wj
wj = wj − hi,jvi
iii. FinPour
iv. hj+1,j = ||wj ||2
v. Si hj+1,j = 0 Alors
Stop
Sinon
vj+1 = wj/hj+1,j
vi. FinSi
5. FinPour
6. y(m) = argminy||β e1 −Hmy||2
7. x(m) = x(0) + Vmy
(m)
Fin
La Proposition 1.1 se traduit imme´diatement par trouver x(m) ∈ x(0) +
Km(A, r(0)) minimisant ||r(m)||2, c’est-a`-dire
||r(m)||2 = min
x(m)∈x(0)+Km(A,r(0))
||b−Ax(m)||2. (1.13)
Convergence de GMRES
Nous avons vu la construction de la me´thode GMRES. Nous rappelons
maintenant ses proprie´te´s de convergence (cf. [75], par exemple).
The´ore`me 1.5. Si A est diagonalisable, soit A = UΛU−1, ou` les colonnes
de U forment une base de vecteurs propres et ou` Λ = diag (λ1, . . . , λn) et soit
κ(U) = ||U||2||U−1||2 le conditionnement de U. Les ite´rations de GMRES
ve´rifient
||r(m)||2 ≤ ||r(0)||2 κ(U) min
q∈Pm
q(0)=1
max
i=1,...,n
|q(λi)|. (1.14)
Pour la de´monstration de ce the´ore`me, on pourra se reporter a` [26, § 6],
[75, § 6.11].
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Rede´marrage de GMRES
A` l’instar de la me´thode d’Arnoldi (Algorithme 1.3), la me´thode GMRES
peut aussi eˆtre utilise´e avec rede´marrage. Le principe est toujours le meˆme,
c’est-a`-dire, re´duire les couˆts de traitement et d’utilisation de me´moire en
limitant la dimension maximale des espaces de Krylov ge´ne´re´s. La me´thode
GMRES(m) effectue des cycles de m ite´rations de GMRES, en rede´marrant
avec la dernie`re approximation x(m). Cela permet de limiter le stockage a`
O(m) vecteurs et de re´duire le temps de calcul. Toutefois, le choix de m est
de´licat.
La me´thode GMRES Totale (Algorithme 1.6) converge vers une solution
exacte en au plus n (n e´tant la taille du proble`me) ite´rations. La me´thode
GMRES avec rede´marrage, au contraire, peut stagner (cf. [26, § 6.7], [91]),
i.e., peut ne plus re´duire la norme du re´sidu. Ce phe´nome`ne de stagnation est
un de´savantage apporte´ par l’utilisation des rede´marrages. Cependant, des
valeurs de m proches de la limite the´orique de la me´thode GMRES Totale
(n) ne sont pas applicables pour des cas pratiques car les besoins de temps
de calcul et place me´moire sont alors prohibitifs.
1.2.3 Me´thode de Lanczos
La me´thode de Lanczos syme´trique consiste a` construire une base or-
thonorme´e de l’espace de Krylov ayant un vecteur v1 comme vecteur de
de´part. On profite de la syme´trie de A pour obtenir une re´currence a` trois
termes [75, § 6.6].
Le proce´de´ de Lanczos, pour construire une base de taille m, est re´sume´
dans l’Algorithme 1.7.
Vm = [v1, . . . ,vm] est une base orthonorme´e de Km. De plus, on note
Tm la matrice tridiagonale avec pour diagonale les αj , 1 ≤ j ≤ m et pour
sur- et sous-diagonale les βj , 1 ≤ j ≤ m.
Tm =

α1 β2 0 . . . 0
β2 α2 β3
. . .
...
0 β3 α3
. . . 0
...
. . .
. . .
. . . βm
...
. . . βm αm

, βj > 0, j = 2, . . . ,m
On a alors
AV = VmTm + βm+1vm+1e
T
m,
avec em, m
e`me vecteur de la base canonique de Rm. On en de´duit, par
multiplication avec VTm que : Tm = V
T
mAVm.
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Algorithme 1.7 : Me´thode de Lanczos
De´but
1. Choix d’un vecteur v1 tel que ||v1||2 = 1
2. β1 = 1 et v0 = 0
3. Pour j = 1, 2, . . . , m Faire :
i. wj = Avj − βjvj−1
ii. αj = (wj ,vj)
iii. wj = wj − αjvj
iv. βj+1 = ||wj ||2
v. Si βj+1 = 0 Alors
Stop
Sinon
vj+1 = wj/βj+1
vi. FinSi
4. FinPour
Fin
Le principal inconve´nient de cette version de Lanczos est son manque de
stabilite´ nume´rique. En effet, la re´currence a` trois termes, qui permet de limi-
ter la quantite´ de calculs, en exploitant l’orthogonalite´ structurelle entre les
vecteurs de Krylov ge´ne´re´s vj , de par la syme´trie de A, fait que d’un point
de vue nume´rique, l’orthogonalite´ entre ces vecteurs n’est pas maintenue
de manie`re explicite au niveau algorithmique. L’effet des erreurs d’arrondi
conduit e´galement a` une perte d’orthogonalite´ assez rapide entre les vec-
teurs vj . Ceci a de´ja` e´te´ observe´ et analyse´ par C. Paige dans [57, 58, 59].
Il est donc utile de re´orthogonaliser le vecteur v(j) par rapport a` l’ensemble
ou` une partie de directions pre´ce´demment calcule´es. Divers algorithmes ont
e´te´ propose´s pour re´aliser cela, comme par exemple, Lanczos avec re´ortho-
gonalisation comple`te [56], Lanczos avec re´orthogonalisation partielle [79],
Lanczos avec re´orthogonalisation se´lective [65]. Une bonne pre´sentation de
l’ensemble de ces techniques ainsi que des motivations qui ont conduit a` leur
de´veloppement peut eˆtre consulte´e dans [34, § 9.2]. De plus pour arriver a`
une pre´cision correcte, il est souvent ne´cessaire de choisir m assez grand.
Si l’on veut garder en me´moire des vecteurs vj (pour les re´orthogonaliser)
on aboutit a` un algorithme qui requiert O(nm) en me´moire et augmen-
ter m peut devenir limitatif a` terme. Une possibilite´ pour re´pondre a` ces
deux difficulte´s est d’utiliser une me´thode de rede´marrage comme dans le
cas d’Arnoldi en § 1.2.1.
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Me´thode de Lanczos pour les syste`mes line´aires
La me´thode de Lanczos pour les syste`mes line´aires (Algorithme 1.8) est
identique a` la me´thode d’Arnoldi (Algorithme 1.4). La solution approche´e
x(m) a` l’ite´ration m est obtenue par une me´thode de projection orthogonale
sur l’espace de Krylov Km :
x(m) = x(0) + Vmy
(m) ou` y(m) = T−1m (β e1).
Algorithme 1.8 : Me´thode de Lanczos pour les syste`mes
line´aires
De´but
1. Choix d’un vecteur x(0) et r(0) = b−Ax(0)
2. β = ||r(0)||2, v1 = r
(0)/β et β1v0 = 0
3. Pour j = 1, 2, . . . , m Faire :
i. wj = Avj − βjvj−1
ii. αj = (wj , vj)
iii. wj = wj − αjvj
iv. βj+1 = ||wj ||2
v. Si βj+1 = 0 Alors
Stop
Sinon
vj+1 = wj/βj+1
vi. FinSi
4. FinPour
5. Tm = tridiag(βi, αi, βi+1) et Vm = [v1, . . . ,vm]
6. Re´soudre Tmy
(m) = (βe1)
7. x(m) = x(0) + Vmy
(m)
8. FinPour
Fin
1.2.4 Me´thode du Gradient Conjugue´
La me´thode du Gradient Conjugue´ (CG) correspond a` la me´thode de
projection de Krylov que l’on obtient en conside´rant B = A comme de´finie
en § 1.2 et A est syme´trique de´finie positive (SPD).{
x(m) ∈ x(0) +Km(A, r(0))
r(m) ⊥ Km(A, r(0)). (1.15)
La Proposition 1.1 se traduit imme´diatement par : trouver x(m) ∈ x(0) +
Km(A, r(0)) minimisant ||x− x(m)||A.
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Algorithme 1.9 : Gradient Conjugue´ (CG)
De´but
1. Choix de x(0), r(0) = b−Ax(0) et p(0) = r(0)
2. Pour k = 0, 1, . . . , m Faire
i. q(k) = Ap(k)
ii. αk = (r
(k), r(k))/(q(k),p(k))
iii. x(k+1) = x(k) + αkp
(k)
iv. r(k+1) = r(k) − αkq
(k)
v. βk+1 = (r
(k+1), r(k+1))/(r(k), r(k))
vi. p(k+1) = r(k+1) + βk+1p
(k)
3. FinPour
Fin
Du fait des proprie´te´s de A, des relations de conjugaison (orthogonalite´)
apparaissent, conduisant a` l’Algorithme 1.9 qui repose sur la construction de
deux bases diffe´rentes de Km(A, r(0)) :
– La base des re´sidus R = (r(0), . . . , r(m)), qui est orthogonale,
– La base des directions de descente P = (p(0), . . . ,p(m)), qui est A-
orthogonale.
L’e´tape 2.v–2.viii de l’algorithme correspond ainsi a` la A-orthogonalisation
de p(m+1) vis-a`-vis de p(m) ce qui the´oriquement implique l’orthogonalite´ de
p(m+1) vis-a`-vis de toutes les directions de descente pre´ce´dentes. Cependant,
du point de vue nume´rique, cette conjugaison a tendance eˆtre perdue au fur
et a` mesure des ite´rations. Il convient alors de mettre en place une orthogo-
nalisation comple`te (voire se´lective) des directions de descente. Diffe´rentes
mises en oeuvre sont d’ailleurs possibles (entre autre Gram-Schmidt, Gram-
Schmidt modifie´ [34]) permettant d’obtenir des pre´cisions plus ou moins
e´leve´es.
Optimalite´ du Gradient Conjugue´
Le the´ore`me suivant montre que la solution produite par l’algorithme
du gradient conjugue´ est optimale pour la norme A, puis donne une borne
supe´rieure grossie`re de convergence, en fonction du conditionnement de la
matrice A.
The´ore`me 1.6. Soit A syme´trique de´finie positive. L’erreur e(m) = x−x(m)
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dans l’Algorithme 1.9 (CG) ve´rifie les relations suivantes :
||e(m)||A = min
z∈x(0)+Km(A,r(0))
||z − x||A
||e(m)||A = min
q∈Pm−1
∣∣∣∣∣∣(I−Aq(A))e(0)∣∣∣∣∣∣
A
||e(m)||A = min
q∈Pm
q(0)=1
||q(A)e(0)||A
||e(m)||A ≤ 2 ||e(0)||A
(√
κ− 1√
κ + 1
)m
,
κ =
λmax
λmin
e´tant le conditionnement de A et Pm e´tant l’ensemble des poly-
noˆmes de degre´ ≤ m.
Pour la de´monstration de ce the´ore`me, on pourra se reporter a` [16, 26,
34, 46, 75].
1.3 E´tude de la convergence, pre´conditionnement
Les performances des solveurs de Krylov sont fortement lie´es au spectre
de la matrice du syste`me et plus pre´cise´ment au spectre actif du syste`me (en-
semble des valeurs propres pour lesquelles le second membre a une projection
non nulle sur le vecteur propre associe´). On peut notamment remplacer le
conditionnement κ par le conditionnement actif κact dans la dernie`re relation
du The´ore`me. 1.6 obtenant ainsi un meilleur taux de convergence.
A` partir de ces simples conside´rations, l’inte´reˆt du pre´conditionnement
doit sembler e´vident : l’ide´e est de re´soudre le syste`me e´quivalent MAx =
Mb avec M une matrice bien choisie qui confe`re au nouveau syste`me de
meilleures proprie´te´s spectrales (notamment si M ≈ A−1 alors le condition-
nement est excellent).
Dans le cadre du Gradient Conjugue´, l’emploi d’un pre´conditionneur
peut sembler proble´matique puisque la syme´trie du proble`me est a priori
rompue.
Soit M une matrice syme´trique de´finie positive, approchant A, on peut,
par exemple, re´soudre un des proble`mes suivants :
M−1Ax = M−1b, (1.16)
ou {
AM−1y = b,
x = M−1y.
(1.17)
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Algorithme 1.10 : Gradient Conjugue´
Pre´conditionne´ (PCG)
De´but
1. Choix de x(0) et r(0) = b−Ax(0)
2. z(0) = M−1r(0) et p(0) = z(0)
3. Pour k = 0, 1, . . . , m Faire
i. q(k) = Ap(k)
ii. αk = (r
(k), z(k))/(q(k),p(k))
iii. x(k+1) = x(k) + αkp
(k)
ii. r(k+1) = r(k) − αkq
(k)
iv. z(k) = M−1r(k+1)
v. βk+1 = (r
(k+1), z(k+1))/(r(k), z(k))
vi. p(k+1) = r(k+1) + βk+1p
(k)
4. FinPour
Fin
Malheureusement dans ce cas M−1A et AM−1 ne sont plus syme´triques.
On peut pre´server cette syme´trie, par exemple, si M est disponible sous
forme factorise´e M = LLT , ce qui est possible par exemple de`s que M est
syme´trique de´finie positive. On se´pare alors la matrice de pre´conditionne-
ment et on re´sout {
L−1AL−Ty = L−Tb,
x = L−Ty.
(1.18)
qui est, lui, un syste`me syme´trique. Cela n’est pas cependant ne´cessaire car
M−1A est auto-adjoint pour le produit scalaire M. En effet
(M−1Ax,y)M = (Ax,y) = (x,M
−1Ay)M.
Et donc, il suffit de re´soudre (1.16) avec le produit scalaire M dans l’algo-
rithme du Gradient Conjugue´. Il n’est pas ne´cessaire non plus de calculer
les produits scalaires avec M car avec z(m) = M−1r(m),
(z(m), z(m))M = (z
(m), r(m))
(M−1Ap(m),p(m))M = (Ap
(m),p(m))
Si on injecte ces relations dans l’Algorithme 1.9 du gradient conjugue´,
on obtient l’Algorithme 1.10. Il est appele´ algorithme du Gradient Conjugue´
pre´conditionne´. Son avantage sur la version non pre´conditionne´e est que la
vitesse de convergence de´pend maintenant du conditionnement de la matrice
M−1A.
Sa mise en oeuvre ne´cessite un vecteur interme´diaire supple´mentaire et
une re´solution de syste`me : z(m) = M−1r(m). Il faut donc choisir M de telle
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fac¸on que ce surcouˆt ne soit pas trop important par rapport a` la re´duction
effective du nombre d’ite´rations, et pour que le gain soit important, on choisit
M telle que M−1A a de meilleures proprie´te´s spectrales.
1.4 Conclusion
Dans ce chapitre, nous avons pre´sente´ quelques me´thodes ite´ratives,
asymptotiques ou de type Krylov pour la re´solution des proble`mes de l’al-
ge`bre line´aire creux et de grande taille. Pour le calcul des valeurs propres,
nous avons introduit la me´thode de la puissance comme exemple de me´-
thode asymptotique, la me´thode d’Arnoldi comme exemple de me´thode a`
terminaison finie dans le cas non syme´trique et la me´thode de Lanczos dans
le cas syme´trique. Quant a` la re´solution de syste`mes line´aires, nous n’avons
conside´re´ que les me´thodes de type Krylov. Dans le chapitre suivant nous
introduisons une nouvelle technique combinant les filtres polynomiaux de
Tchebycheff et le processus de Lanczos pour calculer avec diffe´rents niveaux
de filtrage ε, une base orthogonale W(ε) du sous-espace invariant associe´
aux plus petites valeurs propres du proble`me a` re´soudre. Cette base sera in-
corpore´e au sein des me´thodes exploitant une certaine information spectrale
du syste`me a` re´soudre.
Chapitre 2
Factorisation Spectrale
Partielle
Re´cemment, un algorithme de factorisation spectrale partielle (de´-
nomme´ Tchebycheff-PSF) combinant les filtres polynomiaux de Tche-
bycheff et le processus de Lanczos a e´te´ propose´ par Arioli et Ruiz [4].
Une partie de notre travail (cf. [28, 29]), en relation avec cette me´thode,
a consiste´ a` l’incorporer au sein de me´thodes de re´solution exploitant
l’information spectrale du syste`me a` re´soudre, et a` e´valuer son poten-
tiel et ses limitations. L’objectif de ce chapitre est d’introduire les filtres
polynomiaux de Tchebycheff et leur utilisation dans la construction de
l’algorithme de factorisation spectrale partielle Tchebycheff-PSF. Nous
de´crirons e´galement l’influence de certains parame`tres sur le compor-
tement de cette technique. L’exploitation concre`te de cette approche
combine´e a` diverses me´thodes de re´solution sera e´tudie´e et valide´e ex-
pe´rimentalement au chapitre suivant.
2.1 Introduction
Dans l’ensemble de ce chapitre, le syste`me line´aire conside´re´ (1.1) est
syme´trique de´fini positif (SPD). Pour re´soudre ce type de syste`me, une des
me´thodes ite´ratives de choix est le gradient conjugue´ [37]. Comme pre´ce´-
demment de´crit, au Chapitre 1, le but de cette me´thode est de calculer une
approximation de la solution x(m) ∈ x(0) +Km(A, r(0)), minimisant la quan-
tite´ suivante (appele´e erreur) ||x − x(m)||A, et ou` r(0) = b − Ax(0) est le
re´sidu initial. Comme A est SPD et les espaces de Krylov sont emboˆıte´s et
de dimension croissante, l’erreur ne peut que de´croˆıtre au sens large au fur
et a` mesure de la construction de ces espaces.
Cependant, la convergence de la me´thode de gradient conjugue´ est sou-
vent pe´nalise´e de`s que le syste`me line´aire a` re´soudre posse`de des valeurs
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propres au voisinage de ze´ro. Plusieurs techniques ont e´te´ propose´es dans la
litte´rature pour atte´nuer l’effet ne´faste de ces plus petites valeurs propres,
en mettant par exemple a` jour le pre´conditionneur [10], ou bien encore en
contraignant la me´thode du gradient conjugue´ a` travailler dans le comple´-
mentaire orthogonal du sous-espace invariant associe´ aux plus petites valeurs
propres [51, 77, 88]. Ces diverses approches exploitent la connaissance ex-
plicite d’un sous-espace invariant contenant les directions qui nuisent a` la
convergence. Typiquement, cet espace contient les directions propres asso-
cie´es aux plus petites valeurs propres qui, comme montre´ dans [85], sont
les directions qui geˆnent le plus le gradient conjugue´ dans sa convergence,
car elles induisent des paliers dans la de´croissance monotone de l’erreur
||x− x(m)||A.
Dans ce chapitre, nous introduisons une technique base´e sur les filtres
polynomiaux de Tchebycheff combine´s avec le processus de Lanczos ou de
Lanczos par blocs (voir [33, 54, 84] pour plus de de´tails) permettant de cal-
culer une base orthogonale du sous-espace invariant associe´ aux plus petites
valeurs propres de A.
Cette technique de´marre par la ge´ne´ration ale´atoire d’un ensemble de s
vecteurs (s est appele´ la taille du bloc) orthonormalise´. Des polynoˆmes ma-
triciels de Tchebycheff en A sont alors applique´s a` l’ensemble de ces vecteurs
de de´part pour atte´nuer les composantes propres associe´es a` toutes les va-
leurs propres dans un certain intervalle pre´de´termine´. On peut, par exemple,
fixer un nombre positif µ ∈]0, λmax(A)[, et de´cider de calculer tous les vec-
teurs propres associe´s aux valeurs propres dans l’intervalle [λmin(A), µ]. Ce
parame`tre µ sera appele´ valeur de coupure, et servira explicitement dans
la construction des polynoˆmes de Tchebycheff. Le calcul de la plus grande
valeur propre de A, λmax(A), n’est en ge´ne´ral pas trop difficile, et dans
certains cas, une borne supe´rieure tre`s proche de λmax(A) peut meˆme eˆtre
directement de´duite graˆce a` quelques proprie´te´s nume´riques de A. Si les
valeurs propres de la matrice A sont tre`s bien regroupe´es, on peut espe´-
rer que le nombre de valeurs propres restantes dans l’intervalle [λmin(A), µ],
pour une valeur de coupure µ raisonnable, sera petit. Pour en revenir a` l’al-
gorithme lui meˆme, apre`s avoir filtre´ l’ensemble des s vecteurs de de´part,
nous obtenons un ensemble de s vecteurs dont les composantes propres sont
proches de 0 pour toute valeur propre dans l’intervalle [µ, λmax(A)], a` la suite
de quoi il est possible d’utiliser la technique de Lanczos/Lanczos par blocs
pour construire une approximation de l’espace invariant associe´ a` toutes les
valeurs propres dans l’intervalle comple´mentaire [λmin(A), µ].
Dans ce qui suit, apre`s avoir introduit les filtres polynomiaux de Tcheby-
cheff, les e´tapes de la factorisation spectrale partielle seront de´taille´es. Nous
de´crirons enfin l’influence de certains parame`tres sur le comportement de la
me´thode.
Chapitre 2. Factorisation Spectrale Partielle 21
2.2 Filtrage Base´ sur les Polynoˆmes de Tcheby-
cheff
Soit
A = UΛUT = U1Λ1U
T
1 + U2Λ2U
T
2 ,
la de´composition propre de la matrice A, Λ1 e´tant la matrice diagonale
forme´e des valeurs propres λi de A infe´rieures au parame`tre µ ∈]0, λmax[,
U1 la matrice rectangulaire dont les colonnes correspondent aux vecteurs
propres orthonormalise´s associe´s a` ces valeurs propres, Λ2 et U2 e´tant les
matrices comple´mentaires correspondantes.
Soit P la matrice de s vecteurs orthonormalise´s ge´ne´re´s ale´atoirement et Fm
un polynoˆme de degre´ m. Sur la base de cette de´composition, on peut alors
e´crire
Fm(A)P = U1Fm(Λ1)UT1 P + U2Fm(Λ2)UT2 P. (2.1)
Le but est de choisir un polynoˆme Fm permettant de rendre Fm(Λ2) tre`s
proche de ze´ro de manie`re controˆle´e, de telle sorte que Fm(A)P soit tre`s
coline´aire a` U1.
Une famille de polynoˆmes qui remplit cette contrainte est la famille
des polynoˆmes de Tchebycheff de´finis par la relation de re´currence suivante
(voir [36, page 46]) :{
T0(ω) = 1 , T1(ω) = ω,
Tm+1(ω) = 2ω Tm(ω)− Tm−1(ω) m ≥ 1. (2.2)
Les proprie´te´s optimales des polynoˆmes de Tchebycheff (cf. The´ore`me 4.2.1
dans [36, page 47]) peuvent eˆtre re´capitule´es comme suit :
Soit |d| > 1, et Q ∈ Pm l’ensemble des polynoˆmes de degre´ ≤ m, tel que
Q(d) = 1, alors le polynoˆme Hm(ω) =
Tm(ω)
Tm(d)
ve´rifie :
max
ω∈[−1,1]
|Hm(ω)| ≤ max
ω∈[−1,1]
|Q(ω)|, ∀Q ∈ Pm,
max
ω∈[−1,1]
|Hm(ω)| = 1|Tm(d)| .
(2.3)
Soit ωµ la similitude directe de´finie par :
λ ∈ R 7−→ ωµ(λ) = λmax(A) + µ− 2λ
λmax(A)− µ ,
ou` µ ∈]λmin(A), λmax(A)[ et λmin(A) (resp. λmax(A)) est la plus petite
valeur propre de A (resp. la plus grande valeur propre de A).
Cette similitude transforme l’intervalle [µ, λmax(A)] en [−1, 1], avec
dµ = ωµ(0) =
λmax(A)+µ
λmax(A)−µ
> 1
ωµ(λmax(A)) = −1
ωµ(µ) = 1.
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Soit alors
Fm(λ) = Tm(ωµ(λ))
Tm(dµ)
, (2.4)
notre filtre polynomial. D’apre`s l’e´quation (2.3), Fm ve´rifie donc
max
λ∈[µ,λmax(A)]
|Fm(λ)| ≤ max
λ∈[µ,λmax(A)]
Q∈Pm
Q(0)=1
|Q(λ)|. (2.5)
L’exemple de la figure 2.1 montre les valeurs du polynoˆme de Tchebycheff
F16(λ), λ ∈]0, 1], comme de´fini dans (2.4), avec λmin = 10−16, λmax = 1,
et µ = 10−1. Sur le bas de la figure 2.1, sont repre´sente´es les valeurs du
polynoˆme F16(λ) sur l’intervalle [µ, λmax]. Cet exemple illustre comment
utiliser les polynoˆmes de Tchebycheff comme un filtre spectral pour atte´nuer
uniforme´ment, au dessous d’une valeur ε = 10−4 relativement aux autres, les
composantes propres associe´es a` toutes les valeurs propres dans l’intervalle
[µ, λmax]. Sur le haut de la figure 2.1, on peut remarquer que les valeurs du
polynoˆme F16(λ) sur l’intervalle [λmin, µ] restent proches de 1 (surtout pour
des valeurs λ ∈ [λmin, 10−2]). Ceci est duˆ a` la continuite´ des polynoˆmes de
Tchebycheff et au fait que F16(0) = 1.
Nous introduisons alors la notation algorithmique
Z = Tchebycheff–Filter(P, ε, [µ, λmax],A)
pour repre´senter l’application du polynoˆme matriciel de Tchebycheff en A
a` l’ensemble de vecteurs P,
Z = Fm(A)P,
ou` Fm est le filtre polynomial de´fini par l’e´quation (2.4). Le degre´ de Fm
est fixe´ de fac¸on a` ce que ||Fm||∞ soit infe´rieure a` ε sur l’intervalle [µ, λmax],
ou` ε  1 est le niveau de filtrage choisi a priori. En effet, pour des va-
leurs donne´es de µ, λmax(A) et ε, on peut fixer le degre´ m de Tm tel que
1/|Tm(dµ)| < ε sur [µ, λmax(A)], ce qui implique que||Fm(Λ2)||∞ < ε, et en
utilisant l’e´quation (4.1) on peut alors e´crire :
||UT2 Z||2 ≤ ||Fm(Λ2)||2 ||UT2 P||2 ≤ ε ||UT2 P||2. (2.6)
L’e´quation (2.6) montre explicitement comment le filtre matriciel de Tche-
bycheff en A applique´ a` un ensemble de vecteurs pourra atte´nuer, dans ces
vecteurs, les composantes propres associe´es a` toutes les valeurs propres de
l’intervalle [µ, λmax(A)] en dessous d’un niveau ε relativement aux autres.
Le degre´ du polynoˆme de Tchebycheff permettant d’atte´nuer les com-
posantes propres d’un facteur de filtrage ε, est directement lie´ au taux
de convergence de l’ite´ration de Tchebycheff sur l’intervalle [µ, λmax] (voir,
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Fig. 2.1 – Repre´sentation des valeurs du filtre polynomial de Tchebycheff
F16 dans les deux intervalles [10−16, µ] et [µ, 1], avec µ = 10−1.
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e.g., [36, 30]), qui de´pend seulement du rapport λmax/µ. Comme illustre´ dans
la figure 2.1, 16 ite´rations de Tchebycheff suffisent pour atteindre un niveau
de filtrage ε = 10−4 sur l’intervalle [µ, λmax] ou` λmax/µ = 10. Si on prend
par exemple λmax/µ = 100 comme valeur de coupure, le nombre d’ite´rations
de Tchebycheff pour atteindre le meˆme niveau de filtrage devient alors e´gal
a` 50.
Le filtre polynomial de Tchebycheff est re´sume´ dans l’Algorithme 2.1.
Algorithme 2.1 : Filtre Polynomial de Tchebycheff
De´but
1. αµ =
2
λmax(A)− µ
et dµ =
λmax(A) + µ
λmax(A)− µ
2. σ0 = 1 et σ1 = dµ
3. Choix d’un vecteur x(0) et calcul de r(0) = b−Ax(0)
4. x(1) = x(0) +
αµ
dµ
r(0) et r(1) = b−Ax(1)
5. Pour m = 1, 2, . . . , jusqu’a` 1/σm < ε Faire :
i. σm+1 = 2 dµ σm − σm−1
ii. x(m+1) = 2
σm
σm+1
“
dµx
(m) + αµr
(m)
”
−
σm−1
σm+1
x(m−1)
iii. r(m+1) = b−Ax(m+1)
6. FinPour
Fin
Cet algorithme correspond a` l’application du polynoˆme matriciel de
Tchebycheff en A multipliant les composantes propres de r(0) associe´es a`
toutes les valeurs propres dans l’intervalle [µ, λmax(A)] par le niveau de fil-
trage ε, et retournant donc le vecteur re´sidu r(m+1) = Fm+1(A) r(0) ainsi
que l’ite´re´ correspondant x(m+1) tel que b−Ax(m+1) = r(m+1). Les e´tapes
5.ii et 5.iii de l’Algorithme 2.1 sont lie´es par la relation suivante :
r(m+1) = Fm+1(A) r(0) = Tm+1(ωµ(A)) r
(0)
Tm+1(dµ)
=
1
σm+1
Tm+1
(
dµ I−αµ A
)
r(0)
ou` dµ =
λmax + µ
λmax − µ , αµ =
2
λmax − µ et σm = Tm(dµ) pour tout m ≥ 0.
L’e´tape 5.iii peut eˆtre en effet, remplace´e par la relation de re´currence sui-
vante
r(m+1) = 2
σm
σm+1
(
dµr
(m) − αµAr(m)
)
− σm−1
σm+1
r(m−1), (2.7)
qui correspond a` l’ite´ration de Tchebycheff classique calculant r(m+1) en
fonction de r(m) et r(m−1).
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2.3 Factorisation Spectrale Partielle
La factorisation spectrale partielle propose´e dans [4] se base sur la com-
binaison des filtres polynomiaux de Tchebycheff, pre´sente´s au § 2.2, avec le
processus de Lanczos/Lanczos par blocs [33, 59, 69, 84] pour calculer, pour
un niveau de filtrage ε fixe´, une base orthogonale W du sous-espace invariant
associe´ aux plus petites valeurs propres de la matrice A.
Les e´tapes de cette technique sont re´sume´es dans l’Algorithme 2.2, appele´
aussi Chebyshev–Partial Spectral Factorization (Tchebycheff-PSF) [4, 28, 29].
Algorithme 2.2 : Tchebycheff-PSF
De´but
Calcul de λmax(A) et choix de µ
1. Calcul d’une approximation de λmax(A) par la me´thode
de la puissance
2. µ = λmax(A)/α, (α = 10, ou 100 par exemple)
Filtrage initial de la base ge´ne´re´e
3. P(0) = random(n, s)
4. Z(0) = Tchebycheff–Filter(P(0), ε, [µ, λmax],A)
5. W(0) = orthonormaliser(Z(0))
6. W = W(0) ; and δ2 = 1
7. Pour k = 0, 1, . . . , jusqu’a` convergence Faire :
Processus de Lanczos/Lanczos par blocs
i. P(k+1) = (I−WWT )AW(k)
ii. [Q(k+1),Σ
(k+1)
1 ,V] = SVD(P
(k+1), 0)
iii. δ1 = min(diag(Σ
(k+1)
1 ))
Maintien du niveau de filtrage
iv. δ = max(ε, δ1 × δ2)
v. Z(k+1) = Tchebycheff–Filter(Q(k+1), δ, [µ, λmax],A)
vi. Y(k+1) = (I−WWT )Z(k+1)
vii. [W(k+1), Σ
(k+1)
2 ,V] = SVD(Y
(k+1), 0)
viii. δ2 = min(diag(Σ
(k+1)
2 ))
Incorporation des vecteurs dans la base courante
ix. W = [W; W(k+1)]
8. FinPour
Fin
SVD(Z, 0) de´note la de´composition “e´conomique” en valeurs
singulie`res de Z.
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Pour de´marrer l’algorithme, il est ne´cessaire de connaˆıtre la plus grande
valeur propre de la matrice A, λmax(A). Ceci peut eˆtre obtenu, par exemple,
avec quelques ite´rations de la me´thode de la puissance introduite dans le cha-
pitre 1, § 1.1. Mais il est possible e´galement d’utiliser simplement une borne
supe´rieure de λmax(A), qui peut d’ailleurs dans certains cas eˆtre facilement
de´termine´e a` partir de proprie´te´s de la matrice A.
Pour de´finir l’intervalle de filtrage [µ, λmax(A)], qui sera incorpore´ dans les
filtres polynomiaux de Tchebycheff pre´ce´demment de´crits au § 2.2, nous
fixons alors la valeur de coupure µ a` λmax(A)/α (ou` α = 10, ou 100 par
exemple). Cela permet en particulier de controˆler explicitement le taux de
convergence du filtre polynomial de TchebycheffFm sur l’intervalle [µ, λmax(A)],
sachant que Fm(0) est fixe´ e´gal a` 1. Cette valeur de coupure µ, comme nous
le verrons dans ce qui suit (chapitre 3), controˆle aussi le conditionnement
re´duit λmax(A)/µ qui sera exploite´ de manie`re implicite apre`s calcul du sous-
espace invariant associe´ a` toutes les valeurs propres de A dans l’intervalle
]0, µ].
Nous pouvons de´ja` insister sur le fait qu’il y a un compromis a` atteindre
dans le choix de µ. En effet, un choix de µ trop grand peut induire beaucoup
plus de valeurs propres (et vecteurs propres associe´s) dans l’intervalle ]0, µ],
et donc une dimension assez grande pour l’espace invariant qui sera calcule´.
A l’oppose´, une valeur de µ tre`s petite augmentera de manie`re substantielle
le nombre d’ite´rations de Tchebycheff requises pour atteindre le niveau de
filtrage pre´de´termine´ ε sur l’intervalle [µ, λmax(A)].
Les e´tapes 3 a` 5 de l’algorithme Tchebycheff-PSF correspondent a` l’ap-
plication initiale du polynoˆme de Tchebycheff permettant de ge´ne´rer dans
un premier temps un ensemble orthonormal W(0) de s vecteurs filtre´s, ou` le
parame`tre s ≥ 1 est la taille du bloc comme dans les techniques de Lanczos
par blocs. Apre`s cette premie`re phase de filtrage, les composantes propres
dans W(0) qui correspondent aux valeurs propres de A dans l’intervalle
[µ, λmax(A)] seront (en valeur absolue) au-dessous d’un certain niveau de
filtrage ε  1. Nous pouvons alors commencer l’ite´ration de Lanczos par
blocs, correspondant aux e´tapes 7.i et 7.ii dans l’algorithme Tchebycheff-
PSF. Le processus de Lanczos permettra de construire, par l’interme´diaire
des espaces de Krylov, un sous-espace invariant associe´ a` toutes les valeurs
propres de A dans l’intervalle ]0, µ[.
Plus pre´cise´ment, ce processus revient a` former
P(k+1) =
(
I−WWT
)
AW(k)
et a` orthonormaliser l’ensemble des s vecteurs P(k+1) pour calculer la pro-
chaine entre´e W(k+1) dans la base orthonormale de Krylov W. Comme
discute´ dans [4], la difficulte´ principale de l’ite´ration de Lanczos/Lanczos
par blocs est qu’elle de´te´riore graduellement la se´paration relative entre les
composantes propres dans W, initialement filtre´es a` ε dans W(0).
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Cette de´te´rioration peut eˆtre directement estime´e (en termes de borne
supe´rieure) par le calcul de la plus petite valeur singulie`re δ1 (de´termine´e a`
l’e´tape 7.iii) lorsqu’on orthonormalise le bloc de directions de Krylov P(k+1)
courant. Le but des e´tapes 7.iv a` 7.v est de maintenir alors, sous le niveau ε,
avec quelques ite´rations supple´mentaires de filtrage, cette se´paration relative
entre les composantes propres associe´es a` toutes les valeurs propres dans
l’intervalle [µ, λmax(A)] dans les nouveaux vecteurs de Lanczos W
(k+1).
Les e´tapes 7.vi a` 7.viii, visent a` orthogonaliser les vecteurs re´cemment
filtre´s par rapport a` la base orthonormale courante W. Nous mentionnons
qu’il est ne´cessaire d’exe´cuter une re´-orthogonalisation totale, puisque ap-
pliquer le filtre polynomial matriciel en A a` l’ensemble des vecteurs Q(k+1)
de´truit la proprie´te´ d’emboˆıtement intrinse`que des sous-espaces de Krylov
(cf. Chapitre 1.)
Tester la convergence de l’algorithme Tchebycheff-PSF, ou l’invariance
de la base W, peut eˆtre re´alise´ par la ge´ne´ration ale´atoire d’un vecteur
supple´mentaire au de´but, que l’on filtrera aussi au dessous du niveau ε et que
l’on normalisera. Ce vecteur sera utilise´ (quand par exemple δ2 devient petit)
pour tester l’invariance, en le projetant sur le comple´mentaire orthogonal de
la base calcule´e W, et en e´valuant si la norme de ce projete´ est proche de
la valeur de filtrage ε ou non. La convergence devrait eˆtre atteinte, a priori,
quand la dimension de la base W est tre`s proche du nombre de valeurs
propres de A au-dessous de la valeur de coupure µ.
2.3.1 Quelques Remarques
Comme explique´ dans la formule pre´ce´demment de´crite (2.6), l’utilisa-
tion des filtres polynomiaux de Tchebycheff, dans le contexte de l’ite´ration
de Lanczos/Lanczos par blocs, peut eˆtre vue comme une sorte de de´flation
implicite dans le sous-espace invariant U2 associe´ aux plus grandes valeurs
propres de A [42, 51, 52, 77]. Les filtres polynomiaux de Tchebycheff, ne
pre´sentent pas les meˆmes proprie´te´s que les projecteurs employe´s ge´ne´rale-
ment dans une telle de´flation (qui ont des valeurs propres explicites e´gales
a` 0 et 1), mais ces filtres polynomiaux imitent en partie les proprie´te´s des
projecteurs et offrent une alternative permettant d’obtenir le meˆme type
de comportement dans le processus de Lanczos/Lanczos par blocs que ce-
lui observe´ dans le cas des techniques de de´flation. Pour autant, ces filtres
polynomiaux e´vitent d’avoir a` calculer les vecteurs propres lie´s a` la mise en
œuvre d’une telle de´flation.
Cette combinaison des filtres de Tchebycheff avec la technique de Lanczos
par blocs permet aussi de calculer une approximation des vecteurs propres
associe´s a` toutes les valeurs propres dans un intervalle donne´ [λmin(A), µ[
sans connaˆıtre a priori leur nombre. Naturellement, pour des raisons d’effica-
cite´, il est souhaitable que le spectre de la matrice A soit fortement concentre´
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dans l’intervalle [µ, λmax(A)], pour une valeur de coupure µ raisonnable. Il
est en effet important que µ ne soit pas trop petit par rapport a` λmax(A)
pour que le nombre d’ite´rations de Tchebycheff exige´es pour atteindre un
certain niveau de filtrage ε ne soit pas trop grand. D’autre part, il est aussi
important que le nombre de valeurs propres de A infe´rieures a` µ ne soit pas
trop grand, pour que le nombre d’ite´rations de Lanczos et la dimension de
la base W restent petits. A` cet e´gard, un pre´conditionnement pre´liminaire
applique´ a` la matrice A peut e´galement eˆtre utile pour transformer et mieux
regrouper le spectre de la matrice d’ite´ration.
D’autres techniques ite´ratives, comme celles disponibles dans la biblio-
the`que ARPACK [44] par exemple, peuvent e´galement eˆtre employe´es pour
approcher un certain nombre de valeurs propres ou de vecteurs propres de
la matrice A. La diffe´rence, ici, est que l’algorithme Tchebycheff-PSF vise
directement un conditionnement re´duit (λmax/µ) – avec le risque e´ventuel
pour un mauvais choix de la valeur de coupure µ, de construire une base de
Krylov de plus ou moins grande taille – alors que les routines “e´quivalentes”
dans ARPACK ciblent un nombre pre´de´termine´ de valeurs propres et vec-
teurs propres – avec le risque cette fois d’avoir au final un conditionnement
re´duit relativement grand pour un nombre de valeurs propres cible´es trop pe-
tit –. Cette remarque n’a pas pour but de dire qu’une me´thode est meilleure
que l’autre, mais simplement que leurs objectifs sont diffe´rents, puisqu’avec
l’algorithme Tchebycheff-PSF il est possible de controˆler directement un in-
tervalle de valeurs propres, alors qu’avec les techniques de ARPACK, on peut
mieux controˆler en ge´ne´ral le couˆt des calculs et l’occupation en me´moire.
2.4 Essais Nume´riques
Dans cette section, nous analysons l’influence de certains parame`tres sur
le comportement nume´rique de Tchebycheff-PSF. Le spectre de notre cas test
est extrait a` partir de celui d’une matrice d’ite´ration obtenue avec la me´thode
de Cimmino par blocs (voir [68]) applique´e a` une matrice non syme´trique
de la collection des matrices creuses Harwell-Boeing [22]. Nous notons que
ce proble`me test a un mauvais conditionnement (de l’ordre 1013), puisque
la plus petite valeur propre est 1.08 · 10−13 et la plus grande 2.59. Ce type
de technique de pre´conditionnement (cf. [1]) transforme la matrice originale
A en une matrice syme´trique de´finie positive dont les valeurs propres sont
en ge´ne´ral regroupe´es dans un nombre relativement petit d’amas, mais sans
ame´lioration particulie`re du conditionnement.
La figure 2.2 montre la distribution des valeurs propres de ce proble`me
test, 33 valeurs propres sont a` l’inte´rieur de [λmin, λmax/5], 26 valeurs propres
sont a` l’inte´rieur de [λmin, λmax/10], et 19 a` l’inte´rieur de [λmin, λmax/100].
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Fig. 2.2 – Distribution des valeurs propres du proble`me test de taille 137.
33 valeurs propres sont au dessous de µ = λmax/5.
26 valeurs propres sont au dessous de µ = λmax/10.
19 valeurs propres sont au dessous de µ = λmax/100.
2.4.1 Influence des Diffe´rents Parame`tres
L’algorithme Tchebycheff-PSF pre´sente´ au § 2.3 de´pend de trois para-
me`tres diffe´rents qui correspondent, pour le premier, au choix de la taille du
bloc de de´part s, pour le second, de la valeur de coupure µ et pour le dernier,
du niveau de filtrage ε en dessous duquel sont maintenues les composantes
propres associe´es a` toutes les valeurs propres plus grande que µ. Dans le
reste de cette section, nous discutons de l’influence de ces trois parame`tres
sur le comportement de l’Algorithme 2.2.
Choix de la Taille de Bloc s
La valeur de s influence la plupart du temps le nombre d’e´tapes du pro-
cessus de Lanczos par blocs, qui sera environ k/s, k e´tant la dimension du
sous-espace invariant U1 associe´ aux valeurs propres exte´rieures a` l’inter-
valle d’atte´nuation [µ, λmax(A)]. Dans [4], Arioli et Ruiz n’ont pas observe´
un impact important sur le nombre total de produits matrice-vecteur dans
Tchebycheff-PSF lorsqu’on fait varier cette taille du bloc s. Fondamenta-
lement, ce qu’ils ont observe´ est que, avant d’atteindre la convergence, le
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produit de la taille du bloc s par la somme, sur l’ensemble des ite´rations
de Lanczos, du nombre de pas de refiltrage ne change pas beaucoup pour
diffe´rentes valeurs de s. La taille du bloc s peut par contre avoir une certaine
influence sur la dernie`re e´tape de l’Algorithme 2.2 quand la convergence est
atteinte, simplement parce qu’il faut filtrer a` nouveau en dessous de ε tous
les s vecteurs du dernier bloc construit Q(k+1).
Choix de la Valeur de Coupure µ
Le deuxie`me parame`tre µ divise le spectre de la matrice A en deux sous-
ensembles, et fixe la dimension k du sous-espace invariant U1. Ce parame`tre
de´termine e´galement le taux de convergence de l’ite´ration de Tchebycheff
utilise´e pour filtrer les vecteurs de Lanczos dans Tchebycheff-PSF. µ devant
eˆtre fixe´e relativement a` la plus grande valeur propre de A, une bonne ap-
proximation de λmax peut eˆtre facilement obtenue avec quelques e´tapes de
la me´thode de la puissance.
Dans la table 2.1, nous pouvons observer ces effets combine´s sur notre
petit exemple d’essai, avec trois valeurs diffe´rentes du parame`tre µ. Le chan-
gement rapide du taux de convergence de l’ite´ration de Tchebycheff, pour des
valeurs de´croissantes de µ, induit plus d’e´tapes de filtrage a` chaque ite´ration
de Lanczos. Ceci pourrait eˆtre e´ventuellement e´quilibre´ par une bonne re´-
duction sur le nombre total d’ite´rations dans l’algorithme Tchebycheff-PSF.
En d’autres termes, il vaut mieux re´duire la valeur de µ seulement si les
valeurs propres de la matrice A sont bien regroupe´es et si le changement de
µ diminue la dimension du sous-espace invariant U1 qui sera approche´ au
final.
A` cet e´gard, le pre´conditionnement est un point cle´, qui permet de bien
regrouper les valeurs propres dans le spectre de la matrice d’ite´ration. En
outre, la me´thode Tchebycheff-PSF s’adresse a` des proble`mes tre`s mal condi-
tionne´s et offre la possibilite´ d’employer un e´ventail large de techniques
de pre´conditionnement, qui regroupent essentiellement le spectre sans la
contrainte de re´duire le conditionnement en meˆme temps.
Choix du Niveau de Filtrage ε
Le choix du niveau de filtrage ε a un impact direct sur la qualite´ du
sous-espace invariant “approche´”, obtenu a` terminaison de l’Algorithme 2.2.
Dans la table 2.1, nous comparons le nombre d’ite´rations de Tcheby-
cheff requises a` chaque e´tape de filtrage, pour trois valeurs de ε diffe´rentes.
Nous observons que des petites valeurs pour ε induisent plus d’ite´rations de
Tchebycheff dans la premie`re et les dernie`res e´tapes de filtrage. En effet, le
nombre d’ite´rations dans la premie`re e´tape de filtrage est directement lie´ au
choix du niveau de filtrage ε, puisque le but est de filtrer un certain ensemble
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Nombre d’ite´rarions de Tchebycheff
µ = λmax/5 µ = λmax/10 µ = λmax/100
La taille de bloc Valeur de ε Valeur de ε Valeur de ε
de Lanczos s = 6 10−16 10−8 10−4 10−16 10−8 10−4 10−16 10−8 10−4
0
1
2
3
4
5
42
10
11
16
26
39
23
10
11
15
20
20
13
8
10
11
11
11
62
16
20
33
58
-
33
15
19
30
30
-
19
14
16
16
16
-
200
62
87
188
-
-
108
57
90
96
-
-
62
50
50
50
-
-
Dans le cas ou` µ = λmax/5, il y a 33 vecteurs propres a` capturer.
Dans le cas ou` µ = λmax/10, il y a 26 vecteurs propres a` capturer.
Dans le cas ou` µ = λmax/100, il y a 19 vecteurs propres a` capturer.
Tab. 2.1 – Comparaison du nombre d’e´tapes de filtrage de Tchebycheff pour
diffe´rentes valeurs du niveau de filtrage ε et pour diffe´rentes valeur de cou-
pure µ. (la taille du Bloc Lanczos e´gale a` 6).
de vecteurs ge´ne´re´s ale´atoirement au dessous de ce niveau. A convergence,
quand l’invariance du sous-espace calcule´ est presque atteinte, tout ou par-
tie des vecteurs du dernier bloc de Krylov P(k+1) sont fortement coline´aires
au comple´mentaire orthogonal U2 du sous-espace invariant U1. La valeur
δ1 calcule´e a` l’e´tape 7.iii de Tchebycheff-PSF devient tre`s petite, et un plus
grand nombre d’ite´rations de refiltrage est alors ne´cessaire. Ce sont les deux
raisons pour lesquelles des petites valeurs pour ε impliquent plus d’ite´rations
de Tchebycheff dans la premie`re et les dernie`res e´tapes de filtrage.
La table 2.1 montre aussi que, pendant les e´tapes interme´diaires, le
nombre d’ite´rations de Tchebycheff ne varie pas beaucoup avec le choix
de ε. En effet, les e´tapes interme´diaires de refiltrage visent simplement a`
re´cupe´rer une certaine augmentation potentielle du niveau de filtrage apre`s
orthogonalisation des vecteurs de Lanczos par rapport aux pre´ce´dents.
Les figures 2.3 et 2.4 montrent, pour le proble`me test de´crit au de´but
du § 2.4, l’influence du niveau de filtrage ε sur la qualite´ et la structure
nume´rique de la base W. Dans ces figures, nous montrons, en e´chelle loga-
rithmique, la de´composition propre de la base de Krylov de taille 30 obtenue
apre`s 5 e´tapes du processus Lanczos par blocs avec une taille de bloc e´gale
a` 6. Nous notons que le parame`tre de coupure µ est fixe´ a` λmax/10 et que
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les vecteurs propres de A sont indexe´s sur l’axe X (de 1 jusqu’a` 137).
les index (de 1 a` 30) des vecteurs de Krylov sont indique´s sur l’axe Y.
L’axe Z indique le logarithme des valeurs absolues des composantes
propres dans chaque vecteur de Lanczos/Orthodir.
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les vecteurs propres de A sont indexe´s sur l’axe X (de 1 jusqu’a` 137).
les index (de 1 a` 30) des vecteurs de Krylov sont indique´s sur l’axe Y.
L’axe Z indique le logarithme des valeurs absolues des composantes
propres dans chaque vecteur de Shur.
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Fig. 2.3 – La de´composition propre de la base de Krylov et les vecteurs de
Schur obtenus avec un niveau de filtrage proche de la pre´cision machine
(ε = 10−16). (5 e´tapes de Lanczos par blocs/Orthodir avec une taille du bloc
s = 6).
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les vecteurs propres de A sont indexe´s sur l’axe X (de 1 jusqu’a` 137).
les index (de 1 a` 30) des vecteurs de Krylov sont indique´s sur l’axe Y.
L’axe Z indique le logarithme des valeurs absolues des composantes
propres dans chaque vecteur de Lanczos/Orthodir.
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les vecteurs propres de A sont indexe´s sur l’axe X (de 1 jusqu’a` 137).
les index (de 1 a` 30) des vecteurs de Krylov sont indique´s sur l’axe Y.
L’axe Z indique le logarithme des valeurs absolues des composantes
propres dans chaque vecteur de Schur.
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Fig. 2.4 – La de´composition propre de la base de Krylov et les vecteurs de
Schur correspondants obtenus avec un niveau de filtrage ε = 10−8. (5 e´tapes
de Lanczos par blocs/Orthodir avec une taille du bloc s = 6).
Dans le bas de cette figure, on a fait une rotation de 90o pour une bonne visualisation.
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le sous-espace invariant vise´ est de taille 26 (cf. figure 2.2). Dans le cas ou`
le niveau de filtrage est tre`s proche de la pre´cision machine ε = 10−16 (cf.
figure 2.3), nous pouvons voir la qualite´ nume´rique du sous-espace invariant
associe´ aux k = 26 valeurs propres les plus petites. Cette qualite´ est illus-
tre´e par les composantes propres des vecteurs de Schur en ce qui concerne le
comple´mentaire orthogonal U2 du sous-espace invariant U1, et qui sont tre`s
proche du niveau de filtrage ε = 10−16. Dans le cas ou` le niveau de filtrage
ε = 10−8 (cf. figure 2.4), nous pouvons remarquer que la structure de la base
calcule´e change par rapport a` celle de la figure 2.3, mais sa qualite´ nume´-
rique reste bonne. Ceci est montre´ par les composantes propres des vecteurs
de Schur (voir le bas de la figure 2.4).
2.5 Conclusion
Dans ce chapitre nous avons pre´sente´ les filtres polynomiaux de Tcheby-
cheff et explicite´ les e´tapes de la factorisation spectrale partielle appele´e
aussi Tchebycheff-Partial Spectral Factorisation (Tchebycheff-PSF). Dans
le chapitre suivant, la me´thode Tchebycheff-PSF sera incorpore´e dans des
techniques de re´solution exploitant l’information spectrale afin d’e´tablir une
e´tude comparative de leur comportement et efficacite´ nume´riques.
Chapitre 3
E´tude Comparative de
Solveurs Ite´ratifs Exploitant
une Certaine Information
Spectrale
Ce chapitre est entie`rement consacre´ a` une e´tude comparative du com-
portement nume´rique et de l’efficacite´ de techniques de re´solution de
syste`mes line´aires (1.1), exploitant une certaine information spectrale
de la matrice du syste`me a` re´soudre. Parmi ces techniques, nous conside´-
rerons dans un premier temps l’algorithme Tchebycheff-PSF [4, 28, 29],
pre´ce´demment de´crit, permettant de re´aliser une factorisation spectrale
partielle en calculant, avec un niveau de filtrage ε pre´de´termine´, une
base orthogonale W(ε) du sous-espace invariant associe´ aux plus pe-
tites valeurs propres de A. Cette information spectrale est ensuite ex-
ploite´e dans des techniques de de´flation ainsi que des algorithmes du
type deux grilles, pour lesquels nous testerons diffe´rents lisseurs. Tous
ces algorithmes seront imple´mente´s en Matlab c© pour l’e´valuation de
leur potentiel ou de leurs limitations.
3.1 Introduction
Le solveur ite´ratif de choix pour re´soudre un syste`me line´aire (1.1) syme´-
trique de´fini positif, est le gradient conjugue´. Cependant, sa convergence est
souvent pe´nalise´e de`s que la matrice A posse`de des valeurs propres au voisi-
nage de ze´ro. De plus, en pre´sence d’amas de valeurs propres aux extre´mite´s
du spectre de la matrice A, combine´ avec un mauvais conditionnement, le
gradient conjugue´ classique peut exhiber une courbe de convergence avec
un certain nombre de plateaux se´pare´s par des sections de convergence su-
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perline´aire. Ces plateaux correspondent a` la de´couverte de valeurs propres
distinctes au sein d’un meˆme amas, ce qui a de´ja` e´te´ observe´ et analyse´
dans [64, 85, 86]. Le proble`me est que ces plateaux peuvent eˆtre plutoˆt
larges, en termes de nombre d’ite´rations, meˆme lorsque ces amas aux ex-
treˆmes incorporent seulement quelques valeurs propres. Le gradient conju-
gue´ par blocs est une alternative pour re´duire la taille des ces plateaux,
mais qui en ge´ne´ral ne permet pas de les e´liminer comple`tement (voir, par
exemple, [3, 13, 53]). Par conse´quent, “gommer” l’effet ne´faste des petites
valeurs propres dans la matrice A devrait avoir un effet be´ne´fique sur le
comportement et la vitesse de convergence du gradient conjugue´.
Dans ce qui suit, nous supposons que la matrice A du syste`me line´aire
(1.1), qui est syme´trique de´finie positive (SPD), pre´sente aussi un spectre
largement regroupe´. Nous conside´rerons aussi le fait d’avoir a` re´soudre plu-
sieurs syste`mes line´aires avec la meˆme matrice mais a` second membres mul-
tiples et disponibles en se´quence. Cette proble´matique est assez courante,
comme dans le cas de la simulation nume´rique de proble`mes d’e´volution par
exemple, et se preˆte assez bien a` l’utilisation de solveurs directs, en par-
ticulier, qui factorisent initialement la matrice A et permettent ensuite de
re´soudre a` moindre couˆt les syste`mes line´aires issus de la variation des se-
cond membres. Cependant, quand la matrice A n’est elle meˆme pas connue
explicitement, la factorisation est rendue impossible et il est alors ne´cessaire
de trouver une alternative du type ite´ratif a` couˆt raisonnable.
Plusieurs techniques ont e´te´ propose´es pour ame´liorer la convergence du
gradient conjugue´, en mettant a` jour le pre´conditionneur ou en contraignant
le gradient conjugue´ a` travailler dans le comple´mentaire orthogonal du sous
espace invariant associe´ aux plus petites valeurs propres de A. Le but de ce
chapitre est de comparer le comportement nume´rique et l’efficacite´ de ces
diffe´rentes techniques. Parmi ces techniques, nous conside´rerons, dans un
premier temps, l’algorithme (Tchebycheff-PSF) [4, 28, 29], introduit au cha-
pitre pre´ce´dent, et qui permet de re´aliser une factorisation spectrale partielle.
Ce dernier est base´ sur des filtres polynoˆmiaux de Tchebycheff combine´s avec
le processus de Lanczos, pour calculer avec diffe´rents niveaux de filtrage ε,
une base orthogonale approche´e W(ε) du sous-espace invariant associe´ aux
plus petites valeurs propres de la matrice A. Cette information spectrale est
ensuite exploite´e dans des techniques de de´flation ainsi que des algorithmes
a` deux grilles, pour lesquels nous manipulerons diffe´rents lisseurs.
En particulier, nous conside´rerons la version du gradient conjugue´ de´-
flate´ introduite par Saad et al. [77]. Cet algorithme exploite le lien entre
l’algorithme de Lanczos et l’algorithme du gradient conjugue´, et est mathe´-
matiquement e´quivalent a` la version de Nicolaides [52], issue de la proce´-
dure de Lanczos de´flate´. Kolotilina [42] emploie une technique de de´flation
double pour projeter simultane´ment les k plus grandes et les k plus pe-
tites valeurs propres en utilisant un sous-espace de de´flation approprie´, de
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dimension k. Une autre alternative consiste a` appliquer la de´flation pour
atte´nuer les effets ne´fastes des plus petites valeurs propres sur la conver-
gence [20, 88]. Cette approche est utilise´e dans [17] pour re´soudre des pro-
ble`mes d’e´lectromagne´tisme. Des ide´es similaires ont e´te´ e´galement utili-
se´es dans le cas des proble`mes non syme´triques pour modifier l’algorithme
GMRES [7, 14, 24, 45, 47, 49]. Comme techniques exploitant l’information
spectrale pour mettre a` jour le pre´conditionneur, nous conside´rerons l’ap-
proche propose´e dans [10], qui vise a` translater de la valeur 1 la position des
plus petites valeurs propres de la matrice du syste`me.
Ce chapitre s’articule de la fac¸on suivante. Nous consacrerons le § 3.2
aux diverses techniques de re´solution de syste`mes line´aires qui exploitent
l’information spectrale extraite de la matrice A, et nous indiquerons com-
ment elles peuvent eˆtre combine´es avec la factorisation spectrale partielle
(Tchebycheff-PSF) pour construire des solveurs ite´ratifs efficaces. Au § 3.3,
nous comparerons ces techniques en termes de comportement nume´rique sur
un ensemble de proble`mes mode`les provenant de la collection de matrices
creuses Harwell-Boeing [22] ainsi que d’autres exemples issus de la discre´ti-
sation par e´le´ments finis de proble`mes d’E´quations aux De´rive´es Partielles
(EDP), du type e´quation de diffusion. Dans le § 3.4, nous analyserons en de´-
tail la complexite´ algorithmique de ces diffe´rentes techniques de re´solution, et
nous e´tudierons comment peuvent-elles eˆtre employe´es pour re´soudre effica-
cement des syste`mes line´aires avec la meˆme matrice mais a` second membres
multiples. En conclusion, au § 3.5, nous rappellerons les re´sultats nouveaux
et donnerons une vue des perspectives de ce travail.
3.2 Techniques de Re´solution de Syste`mes Line´aires
Exploitant l’Information Spectrale
Dans ce paragraphe, nous introduisons six techniques de re´solution des
syste`mes line´aires (1.1), exploitant une certaine information spectrale ex-
traite de la matrice A. L’ide´e ge´ne´rale, commune a` toutes ces techniques,
est d’exploiter la base orthonormale W du sous-espace invariant associe´
aux plus petites valeurs propres de A, en vue d’e´tablir une projection sur
le comple´mentaire orthogonal de W. Une telle projection est utilise´e, pour
maintenir, implicitement ou explicitement dans les ite´rations du gradient
conjugue´, les re´sidus calcule´s dans le comple´mentaire orthogonal de W.
La solution x de (1.1) peut eˆtre de´compose´e en deux parties xPart1 et
xPart2, avec la premie`re partie xPart1 obtenue directement par une projection
oblique du second membre b sur le comple´mentaire orthogonal de W. Une
technique simple pour comple´ter la solution reviendrait alors a` calculer la
deuxie`me partie, xPart2, en exploitant la me´thode du gradient conjugue´ avec
xPart1 comme ite´re´ initial (voir § 3.2.1).
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Les trois autres techniques utilisent le projecteur oblique de manie`re ex-
plicite tout au long les ite´rations du gradient conjugue´. La premie`re, discute´e
au § 3.2.2, augmente implicitement l’espace de Krylov avec la base W en le
de´flatant sur le comple´mentaire orthogonal de W, a` chaque ite´ration, les
vecteurs de l’espace de Krylov ge´ne´re´ dans les ite´rations du gradient conju-
gue´. La seconde de ces techniques, introduite au § 3.2.3, utilise l’algorithme
du gradient conjugue´ applique´ au syste`me projete´ PAx = Pb, ou` P est
l’ope´rateur de projection sur le comple´mentaire orthogonal de W, dont la
particularite´ est de commuter avec A. La dernie`re technique, de´taille´e au
§ 3.2.4, vise a` e´tablir un pre´conditionneur spectral permettant de translater
de la valeur 1 la position des plus petites valeurs propres de la matrice du
syste`me line´aire.
Dans le § 3.2.5, nous indiquons comment l’ite´ration de Tchebycheff peut
e´galement eˆtre employe´e pour calculer la partie de la solution lie´e aux plus
grandes valeurs propres de A. Quant a` la deuxie`me partie, elle peut toujours
eˆtre obtenue par une projection oblique du re´sidu sur la base W. Au § 3.2.6,
nous pre´senterons la me´thode alge´brique a` deux grilles, qui fournit une in-
terpre´tation alternative de certaines techniques discute´es ci-dessus, et offre
la possibilite´ de de´river toute une famille de techniques ite´ratives base´es sur
le calcul d’une base approche´e W du sous-espace invariant associe´ aux plus
petites valeurs propres.
3.2.1 Gradient Conjugue´ avec Projection Initiale
Une premie`re ide´e, introduite dans [62, 73, 87] pour la me´thode de Lanc-
zos, est de choisir un vecteur initial x(0) tel que le re´sidu initial r(0) =
b−Ax(0) soit orthogonal a` l’espace contenant les directions qui nuisent a` la
convergence. Typiquement cet espace contient les vecteurs propres associe´s
aux plus petites valeurs propres, car, comme il est montre´ dans [85], ce sont
ces directions qui geˆnent le plus souvent le gradient conjugue´ en induisant
des paliers dans sa convergence.
Une fois que la base W du sous-espace invariant associe´ aux plus petites
valeurs propres de A est obtenue, nous pouvons l’exploiter pour le calcul de
la solution. L’ide´e est d’e´tablir une projection oblique du re´sidu initial sur
cet espace invariant afin d’obtenir les composantes propres de la solution qui
correspondent aux plus petites valeurs propres :
x(0) = W
(
WTAW
)−1
WT b. (3.1)
Ensuite, la me´thode du gradient conjugue´ classique est utilise´e pour calculer
la partie restante du vecteur solution.
On appelle gradient conjugue´ avec projection initiale, Init-CG [25, 28, 29,
77], cette variante du gradient conjugue´. Elle est re´sume´e dans l’Algorithme 3.1.
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Algorithme 3.1 : Init-CG
Entre´e : Une base orthonormale W du sous-espace
invariant associe´ aux plus petites valeurs propres de A.
Cette base est calcule´e par l’Algorithme 2.2 (Tchebycheff-PSF)
De´but
1. x(0) = W
`
WT AW
´
−1
WT b
2. x = CG
“
A,b,x(0), tol
”
.
Fin
3.2.2 Gradient Conjugue´ De´flate´
Dans ce paragraphe, nous conside´rons la version du gradient conjugue´
de´flate´ (Def-CG) de´crite dans [77]. Cet algorithme exploite le lien entre l’al-
gorithme de Lanczos et l’algorithme du gradient conjugue´, et est mathe´ma-
tiquement e´quivalent a` la version de Nicolaides, de´rive´e de la proce´dure de
Lanczos de´flate´ [52].
Soit A ∈ Rn×n, syme´trique de´finie positive, p vecteurs line´airement inde´-
pendants w(1),w(2), . . . ,w(p) et v(1) vecteur unitaire orthogonal a` w(i) pour
i = 1, 2, . . . , p. On pose W = [w(1),w(2), . . . ,w(p)]. Comme A est de´finie
positive, la matrice WT AW est non-singulie`re. L’Algorithme 3.2, que nous
appellerons algorithme du gradient conjugue´ de´flate´ (Def-CG), construit une
suite de vecteurs {v(k)}k=1,2,... telle que
v(k+1) ⊥ [W,v(1),v(2), . . . ,v(k)] et ||v(k+1)||2 = 1.
On suppose aussi que le vecteur initial x(0) est tel que r(0) = b−Ax(0) ⊥ W.
On pose v(1) = r(0)/||r(0)||2 et
Kp,k(A,W, r(0)) = [W,v(1) ,v(2), . . . ,v(k)]
ou` v(k) est le vecteur de l’espace de Krylov ge´ne´re´ a` l’e´tape k. A` la ke e´tape
de la me´thode, on cherche une solution approche´e x(k) telle que{
x(k) ∈ x(0) +Kp,k(A,W, r(0)),
r(k) ⊥ Kp,k(A,W, r(0)).
Cette technique repose sur la projection oblique du re´sidu initial r(0) sur
la base W et sur sa mise a` jour :
x(0) = W(WT AW)−1WT b et r(0) = b−Ax(0), (3.2)
p(0) =
(
I−W(WT AW)−1(AW)T
)
r(0), (3.3)
= Q r(0). (3.4)
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Algorithme 3.2 : Def-CG
Entre´e : Une base orthonormale W du sous-espace
invariant associe´ aux plus petites valeurs propres
de A. Cette base est calcule´e par l’Algorithme 2.2
(Tchebycheff-PSF)
De´but
1. Choix d’un vecteur x(0) tel que WT r(0) = 0,
ou` r(0) = b−Ax(0).
2. Re´soudre WT AWγ(0) = WT Ar(0).
3. p(0) = r(0) −Wγ(0).
4. Pour k = 1, 2, . . . , m, Faire :
i. αk−1 =
r(k−1)
T
r(k−1)
p(k−1)
T
Ap(k−1)
ii. x(k) = x(k−1) + αk−1p
(k−1)
iii. r(k) = r(k−1) − αk−1Ap
(k−1)
iv. βk−1 =
r(k)
T
r(k)
r(k−1)
T
r(k−1)
v. z(k) = r(k) −W(WT AW)−1WT Ar(k)
vi. p(k) = βk−1p
(k−1) + z(k)
5. FinPour
Fin
A chaque ite´ration, pour construire l’espace de Krylov augmente´, le nouveau
re´sidu r(k) est projete´ sur le comple´mentaire A-orthogonal de la base W,
z(k) = r(k) −W(WT AW)−1WT Ar(k) = Q r(k), (3.5)
avant d’e´tablir la prochaine entre´e p(k) dans la base A-orthogonale de l’es-
pace de Krylov. Pour une description assez comple`te de cette approche, on
pourra se reporter a` [77].
3.2.3 Gradient Conjugue´ sur le Syste`me Projete´
Pour de´crire cette approche, que nous appellerons Proj-CG, nous intro-
duisons la projection suivante :
P = I−AW(WT AW)−1WT , W ∈ Rn×p (3.6)
qui est la projection A−1-orthogonale sur [W]⊥ le long de [AW] (I e´tant la
matrice identite´). On suppose que p  n et que W est de rang plein. On
de´compose le vecteur solution x en deux parties :
x = (I−PT )x + PT x.
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La premie`re partie (I−PT )x est le composant de x contenu dans W, quant
a` la seconde partie PT x, elle est orthogonale a` W. La premie`re partie est
calcule´e a` partir de :(
I−PT
)
x =
(
AW(WT AW)−1WT
)T
x
= W
(
WT AW
)−1
WT Ax
= W
(
WT AW
)−1
WT b.
Pour calculer la deuxie`me partie PT x, nous utilisons la proprie´te´ APT x =
PAx = Pb (voir Prop. 3.1), et nous re´solvons alors le syste`me
PAx = Pb. (3.7)
Kaasschieter [40] note qu’un syste`me semi-de´fini positif peut eˆtre re´solu par
la me´thode du gradient conjugue´ tant que le second membre est consistant
(c-a`-d. b ∈ Im(A)).
C’est le cas pour le syste`me (3.7), ou` le meˆme ope´rateur de projection
est applique´ des deux coˆte´s du syste`me non singulier. En outre, puisque le
noyau du syste`me n’intervient jamais dans les ite´rations, les valeurs propres
correspondantes (e´gales a` ze´ro) n’influencent pas la convergence.
Nous nous re´fe´rons a` [51] pour une description de´taille´e. Cette technique
est appele´e gradient conjugue´ applique´ au syste`me projete´ (Proj-CG), et est
re´sume´e dans l’Algorithme 3.3.
Algorithme 3.3 : Proj-CG
Entre´e : Une base orthonormale W du sous-espace
invariant associe´ aux plus petites valeurs propres de A.
Cette base est calcule´e par l’Algorithme 2.2 (Tchebycheff-PSF)
De´but
1. P = I −AW
“
WT AW
”
−1
WT .
2. x(Part1) = W
“
WT AW
”
−1
WT b.
3. x(Part2) = CG
“
PA,Pb,x(0), tol
”
.
4. x = x(Part1) + PT x(Part2).
Fin
Nous rappelons les proprie´te´s principales de la projection P (3.6), de´finie
a` partir de la base W calcule´e par l’Algorithme 2.2 (Tchebycheff-PSF), qui a
servi pour construire l’algorithme Proj-CG.
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Proposition 3.1. L’ope´rateur P a les proprie´te´s suivantes :
1. P2 = P,
2. APT = (PA)T = PA,
3. PAPT = PA,
4. La matrice PA est syme´trique semi-de´finie positive.
5. PAW = 0.
De´monstration.
1. P2 = I− 2AW
(
WT AW
)−1
WT
+ AW
(
WT AW
)−1
WT AW
(
WT AW
)−1
WT
= I−AW(WT AW)−1WT
= P.
2. (PA)T =
(
A−AW(WT AW)−1WTA)T
= A−AW
(
WTAW
)−1
WTA
= PA (car AT = A).
Donc la matrice PA est syme´trique et PA = (PA)T = ATPT = APT .
3. PA = APT =⇒ PAPT = P2A = PA.
4. Par hypothe`se, zTAz ≥ 0 pour tout z ∈ Rn. En particulier, 0 ≤
(PT z)T A(PT z) = zTPAPT z et donc la matrice PAP = PA est semi-
de´finie positive.
5. PAW = AW −AW
(
WTAW
)−1
WTAW = AW −AW = 0.
3.2.4 Correction Spectrale de Rang Faible
Dans ce paragraphe, nous conside´rons l’approche propose´e dans [10] qui
essaye de “gommer” l’effet ne´faste des plus petites valeurs propres de la
matrice conside´re´e. En pratique, cette technique consiste a` construire le pre´-
conditionneur
M = I + W
(
WTAW
)−1
WT (3.8)
dont l’objectif est de de´caler vers 1 les valeurs propres de la matrice A
associe´es a` la base W.
Il est alors possible d’introduire ce pre´conditionneur spectral M dans
le gradient conjugue´ pre´conditonne´ (PCG), qui be´ne´ficiera de la re´duction
substantielle du conditionnement du syste`me pre´conditionne´ MA. Cette ap-
proche, re´sume´e dans l’Algorithme 3.4, est appele´e “Spectral Low Rank Up-
date” (SLRU) [10].
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Algorithme 3.4 : SLRU
Entre´e : Une base orthonormale W du sous-espace
invariant associe´ aux plus petites valeurs propres de A.
Cette base est calcule´e par l’Algorithme 2.2 (Tchebycheff-PSF)
De´but
1. M = I + W
“
WT AW
”
−1
WT .
2. x = PCG
“
A,b,x(0),M, tol
”
.
Fin
L’effet induit par ce pre´conditionneur consiste en une correction spectrale
de rang faible, qui permet de translater de 1 la position des plus petites va-
leurs propres en module de la matrice du syste`me de de´part. Les principaux
composants dans la construction de cette technique de pre´conditionnement
sont rappele´s dans la proposition suivante. Soit W l’ensemble des vecteurs
propres associe´s aux valeurs propres λi telles que λi ≤ µ, ou` µ ∈]0, λmax(A)[
est la variable de coupure de´crite au chapitre pre´ce´dent.
Proposition 3.2. Si A est syme´trique de´finie positive, alors Ac = W
TAW
est syme´trique de´finie positive. La matrice de´finie par M = I + Mc, ou`
Mc = WA
−1
c W
T , est aussi syme´trique de´finie positive et MA est similaire
a` une matrice dont les valeurs propres sont{
ηi = λi si λi > µ,
ηi = λi + 1 si λi ≤ µ.
De´monstration. Par construction la matrice Ac est syme´trique, reste a` mon-
trer qu’elle est de´finie positive. W est une matrice de taille n × k. Soit
z ∈ Rk\{0}, zT Acz = zTWT AWz = (Wz)T A(Wz) = ||Wz||A > 0.
En effet, A est syme´trique de´finie positive et Wz 6= 0 (car W est de rang
plein). Par conse´quent, la matrice Ac est syme´trique de´finie positive et donc
inversible.
Soit x ∈ Rn\{0}, xTMcx = (WT x)T A−1c (WT x) = ||(WTx)||A−1c ≥ 0
car Ac est syme´trique de´finie positive. Alors, la matrice Mc est semi-de´finie
positive et M = I + Mc est syme´trique de´finie positive.
Soit V = (W,Z), ou` les colonnes de Z sont constitue´es de l’ensemble
des (n− k) vecteurs propres associe´s aux valeurs propres λi > µ. Soit Λ1 =
diag(λi) telle que λi ≤ µ et Λ2 = diag(λi) telle que λi > µ, les deux matrices
diagonales constitue´es des valeurs propres associe´es aux colonnes de W et
Z respectivement. Nous avons
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MAW = AW + McAW
= WΛ1 + W
(
WTAW
)−1(
WT AW
)
= W(Λ1 + Ik)
ou` Ik est la matrice identite´e de taille (k × k) et
MAZ = ZΛ2 + W
(
WT AW
)−1
WT AZ
= ZΛ2 + W
(
WT AW
)−1
WT ZΛ2
= ZΛ2 puisque W
T Z = 0.
Donc
MAV = [W,Z]
[
(Λ1 + Ik) 0
0 Λ2
]
.
Par conse´quent, la matrice MA est semblable a`
[
(Λ1 + Ik) 0
0 Λ2
]
, et les
plus petites valeurs propres sont de´cale´es vers 1.
3.2.5 Combinaison de la Projection Oblique avec l’Ite´ration
de Tchebycheff
Dans ce paragraphe, nous de´crivons comment nous pouvons exploiter le
sous-espace invariant [W] associe´ aux plus petites valeurs propres de A pour
re´soudre le syste`me line´aire (1.1). L’ide´e est d’e´tablir une projection oblique
du re´sidu initial (r(0) = b − Ax(0)) dans ce sous-espace afin d’obtenir les
composantes propres de la solution correspondant aux plus petites valeurs
propres :
r(proj) = r(0) −AW
(
WT AW
)−1
WT r(0),
avec x(proj) = x(0) + W
(
WT AW
)−1
WT r(0).
(3.9)
Pour calculer la partie restante du vecteur de solution Ax˜ = r(proj), nous
pouvons alors employer l’algorithme classique de Tchebycheff sur l’intervalle
[µ, λmax(A)]. Cette technique est appele´e Init-Tchebycheff [28, 29, § 3.1], et
est tre`s similaire a` Init-CG introduit au § 3.2.1, a` la diffe´rence pre`s que c’est
une ite´ration de Tchebycheff qui remplace l’ite´ration du gradient conjugue´.
Notons que, l’ordre dans la juxtaposition de la projection oblique et l’ite´-
ration de Tchebycheff n’a pas d’importance quand la base orthogonale W
est calcule´e avec une tre`s grande exactitude, ou quand W coı¨ncide avec
U1 (U1 est la matrice dont les colonnes sont les vecteurs propres corres-
pondant aux plus petits vecteurs propres). Cependant, puisque [W] n’est
qu’une approximation du sous-espace invariant associe´ aux plus petites va-
leurs propres, il est pre´fe´rable de commencer par l’ite´ration de Tchebycheff
suivi par la projection oblique. En effet, ceci aide a` augmenter l’exactitude
de la projection oblique en“minimisant” l’influence des composantes propres
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Algorithme 3.5 : Init-Tchebycheff
Entre´e : Une base orthonormale W du sous-espace
invariant associe´ aux plus petites valeurs propres de A.
Cette base est calcule´e par l’Algorithme 2.2 (Tchebycheff-PSF)
De´but
Ite´ration de Tchebycheff sur [µ, λmax(A)]
1. Calcul de x(m+1) et r(m+1) avec l’Algorithme 2.1
Projection Oblique sur [W]
2. e(proj) = W
“
WT AW
”
−1
WT r(m+1)
3. x = x(m+1) + e(proj)
Fin
dans le comple´mentaire orthogonal de U1, relativement a` celles relatives a`
U1, dans les produits scalaires W
T r dans l’e´quation (3.9). Cet ordre, dans
la juxtaposition, s’ave`re en particulier tre`s inte´ressant quand le niveau de
filtrage ε utilise´ pour calculer la base W n’est pas proche de la pre´cision
machine.
La premie`re e´tape de l’Algorithme 3.5 (Init-Tchebycheff), correspond a`
l’application des filtres polynoˆmiaux de Tchebycheff vus au Chapitre 2. Quant
a` la deuxie`me e´tape, elle consiste a` re´soudre l’e´quation d’erreur associe´e a`
x(m) dans l’espace engendre´ par W, et la dernie`re e´tape re´alise la mise a`
jour de la solution. Le nombre d’ite´rations de Tchebycheff pour atteindre un
niveau de filtrage ε donne´ est directement lie´ au taux de convergence des po-
lynoˆmes de Tchebycheff sur l’intervalle [µ, λmax] (voir, par exemple, [30, 36])
qui de´pend seulement du rapport λmax/µ.
3.2.6 Cycle a` deux grilles Alge´brique
La me´thode multigrille a e´te´ invente´e au milieu des anne´es 1960. C’est
seulement au milieu des anne´es 1970 qu’elle a commence´ a` eˆtre mise en
pratique de fac¸on efficace. A` l’origine, elle ne s’appliquait qu’a` la re´solution
de syste`mes line´aires (1.1) provenant de la discre´tisation d’e´quations aux
de´rive´es partielles elliptiques, du type e´quation de diffusion. Depuis 20 ans,
une abondante litte´rature est parue sur le sujet, aussi bien sur la the´orie
que sur les applications, particulie`rement dans le domaine de la me´canique
des fluides : e´quations qui changent de type pour des e´coulements potentiels
transsoniques, e´quations qui changent de type pour les calculs transitoires.
Le lecteur pourra consulter [35].
Le noyau des algorithmes multigrilles est un proce´de´ a` deux grilles ap-
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plique´ re´cursivement. Un cycle a` deux grilles peut eˆtre de´crit brie`vement
comme suit. Sur la grille fine, quelques ite´rations de pre´-lissage sont ap-
plique´es pour atte´nuer les hautes fre´quences de l’erreur qui correspondent
aux composantes propres de l’erreur dans l’espace invariant associe´ aux plus
grandes valeurs propres de A. Le re´sidu est alors projete´ sur la grille gros-
sie`re ou` les basses fre´quences, qui sont les composantes lie´es aux plus petites
valeurs propres, peuvent eˆtre capture´es et l’e´quation d’erreur grossie`re est
re´solue. L’erreur grossie`re est interpole´e de nouveau sur la grille fine pour
corriger la solution approche´e que nous avions obtenue dans l’e´tape de pre´-
lissage sur la grille fine. En conclusion, si les nouveaux ite´re´s ne sont pas
assez pre´cis, ce cycle a` deux grilles est applique´ ite´rativement :
x1 = S(x,b, ξ)
x2 = x1 + WA
−1
c W
T (b−Ax1) (3.10)
x = S(x2,b, ξ)
ou` S(x,b, ξ) est le lisseur exe´cutant ξ ite´rations sur x pour re´soudre (1.1).
Le cycle a` deux grilles alge´brique est re´sume´ dans l’Algorithme 3.6.
Algorithme 3.6 : Cycle a` Deux grilles ge´ne´rique
Entre´e : Une base orthonormale W du sous-espace
invariant associe´ aux plus petites de A. Cette base
est calcule´e par l’Algorithme 2.2 (Tchebycheff-PSF)
De´but
1. x(1) = 0
2. Pour k=1, iter Faire :
Pre´-lissage : atte´nuer les hautes
fre´quences de l’erreur
i. x
(k)
1 = S(x
(k),b, ξ).
Correction de la grille grossie`re
ii. x
(k)
2 = x
(k)
1 + WA
−1
c W
T (b−Ax
(k)
1 ).
Post-lissage : atte´nuer les hautes
fre´quences de l’erreur
iii. x(k+1) = S(x
(k)
2 , b, ξ).
3. FinPour
4. x = x(iter)
Fin
Dans cette section, nous de´finissons explicitement l’espace associe´ a` la
grille grossie`re en calculant les vecteurs propres W lie´s aux plus petites
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valeurs propres de A. Pour des proble`mes syme´triques, l’ope´rateur de res-
triction de la grille fine a` la grille grossie`re est WT et l’ope´rateur de prolon-
gement est sa transpose´e, pourvu que les colonnes de W forment un syste`me
de vecteurs orthonorme´s.
La matrice associe´e au proble`me de l’erreur grossie`re est de´fini par la
formule de Galerkin Ac = W
T AW. Dans la suite, nous comparerons l’utili-
sation de diffe´rents lisseurs (Tchebycheff, Richardson relaxe´, gradient conju-
gue´) dans cet algorithme. On pourra se reporter a` [11], ou` cette approche a
aussi e´te´ exploite´e pour concevoir des pre´conditionneurs, et ou` la transfor-
mation spectrale lie´e a` cette combinaison est analyse´e.
3.3 Essais Nume´riques
Dans ce paragraphe, nous allons pre´senter quelques re´sultats nume´riques
qui comparent les diffe´rentes approches en termes d’efficacite´ nume´rique
pour la re´solution des syste`mes line´aires (1.1). Nous discuterons e´galement
leur complexite´ algorithmique ainsi que leur sensibilite´ a` l’exactitude de l’in-
formation spectrale. Le calcul approximatif de la base orthonormale W, est
effectue´ par l’algorithme de la factorisation spectrale partielle (Tchebycheff-
PSF) pre´ce´demment de´crit au Chapitre 2. Nous e´valuerons aussi l’impact du
changement du niveau de filtrage ε dans le calcul de la base W (en fonction
de ε) sur le comportement de toutes ces techniques de re´solution. Nous in-
troduisons, pour cela, certains proble`mes tests provenant de la collection de
matrices creuses Harwell-Boeing [22], ainsi que d’autres exemples issus de la
discre´tisation par e´le´ments finis de proble`mes d’E´quations aux De´rive´es Par-
tielles (EDP). Ces derniers seront re´utilise´s par la suite dans le Chapitre 4
pour tester la robustesse de notre me´thode du gradient conjugue´ combi-
ne´e avec les filtres de Tchebycheff comme pre´conditionneurs (ChebFilterCG).
Nous conside´rons quatre diffe´rentes matrices creuses carre´es, BCSSTK14 et
BCSSTK15 de la collection Harwell-Boeing, EDP1 et EDP2 provenant des
proble`mes d’E´quations aux De´rive´s Partielles. Pour chacune de ces quatre
matrices, nous indiquerons leur re´fe´rence, leur taille, et le nombre d’e´le´ments
non nuls qu’elles comportent.
Les matrices EDP1 et EDP2 sont extraites de la discre´tisation par e´le´-
ments finis P1, en utilisant pdetool c© sous Matlab c©, de proble`mes aux
de´rive´s partielles elliptiques, du type e´quation de diffusion :{
−div
(
Λ(x) · ∇u
)
= f in Ω
u|∂Ω = 0,
ou` Ω ⊂ R2 est une re´gion en forme L de´crite dans la figure 3.1. Les diffe´rences
principales entre EDP1 et EDP2 re´sident dans le choix de Λ(x) et dans la
taille de la discre´tisation.
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Fig. 3.1 – La ge´ome´trie du domaine Ω.
Dans le proble`me test EDP1, f = 10 et la fonction Λ(x) ∈ L∞(Ω) prend
diffe´rentes valeurs scalaires dans chaque domaine :
Λ(x) =

1 x ∈ Ω1 ∪ Ω4
106 x ∈ Ω2
104 x ∈ Ω3.
L’ordre du syste`me line´aire re´sultant (1.1) est n = 7969 et le nombre de ses
e´le´ments non nuls est nnz(A) = 55 131.
Dans EDP2, f = 200 et le proble`me (EDP) incorpore de l’he´te´roge´ne´ite´
et de l’anisotropie. La matrice Λ(x) prend les valeurs suivantes :
Λ(x) =

[
1 4λ1
4λ1 λ1
]
si x ∈ Ω1 et λ2 I2 si x ∈ Ω2,
[
λ1 −2λ1
−2λ1 1
]
si x ∈ Ω4 et λ3 I2 si x ∈ Ω3.
ou` λ1 = 6 · 10−2, λ2 = 1 · 106, λ3 = 1 · 102 et I2 la matrice identite´e de
taille (2 × 2). L’ordre du syste`me line´aire re´sultant (1.1) est n = 161 313 et
le nombre de ses e´le´ments non nuls est nnz(A) = 1 125 897.
BCSSTK14 et BCSSTK15 sont deux matrices syme´triques de´finies po-
sitives. Elles proviennent d’analyses statiques en calcul de structure, et font
partie du groupe BCSSTRUC2 de la collection Harwell-Boeing. L’ordre de la
matrice BCSSTK14 est n = 1806 et le nombre de ses e´le´ments non nuls
est nnz(A) = 63 454, tandis que l’ordre de BCSSTK15 est n = 3948 et le
nombre de ses e´le´ments non nuls est nnz(A) = 117 816.
Toutes les informations (re´fe´rence, taille, nombre d’e´le´ments non nuls
(nnz (A))) pour nos proble`mes tests sont re´capitule´es dans la table 3.1.
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Nom Taille nnz(A) description
BCSSTK14 1 806 63 454 analyse statique en calcul de structure
du groupe BCSSTRUC2, Omni Coliseum, Atlanta
BCSSTK15 3 948 117 816 analyse statique en calcul de structure
du groupe BCSSTRUC2
EDP1 7 969 55 131 e´quation de diffusion discre´tise´e par e´le´ments finis
dans une re´gion L-shape
EDP2 161 313 1 125 897 e´quation de diffusion anisotropique discre´tise´e par
e´le´ments finis dans une re´gion L-shape
Tab. 3.1 – Ensemble de matrices test.
Pour toutes les expe´riences nume´riques rapporte´es dans ce paragraphe,
un premier niveau de pre´conditionnement M1 = LL
T est construit en utili-
sant la factorisation incomple`te de Cholesky IC(t) de A, ou` le parame`tre t
controˆle le niveau de remplissage. Le but de ce pre´conditionnement pre´limi-
naire du syste`me line´aire est de regrouper en partie les valeurs propres, afin
que le sous-espace invariant associe´ aux plus petites valeurs propres ne soit
pas de dimension trop grande.
Soit b̂ = L−1b et Â = L−1AL−T la matrice pre´conditionne´e syme´tri-
quement avec IC(t). La matrice Â est syme´trique de´finie positive et simi-
laire a` M−11 A. Dans la table 3.2, nous montrons l’effet de la factorisation
incomple`te de Cholesky (IC) sur la distribution des valeurs propres de la
matrice pre´conditionne´e Â. Nous notons d’abord le conditionnement e´leve´
de la matrice originale BCSSTK14, de l’ordre de 1010, et celui de la matrice
pre´conditionne´e re´duit a` l’ordre de 102. Comme mentionne´ pre´ce´demment,
un spectre bien regroupe´ de la matrice pre´conditionne´e avec un conditionne-
ment bien re´duit est une proprie´te´ souhaitable pour une convergence rapide
des solveurs de Krylov et rend abordable les techniques de re´solution consi-
de´re´es dans cette the`se, puisque seulement quelques composantes propres
doivent eˆtre manipule´es par une approche comple´mentaire.
Matrice Matrice Non Pre´conditionne´e Matrice Pre´conditionne´e Nombre de valeur
propres
au dessous de
λmin λmax Seuil nnz(L) λmin λmax µ = λmax/10
IC(t)
BCSSTK14 1 1.19 · 1010 10−2 21, 197 1.41 · 10−2 3.13 23
BCSSTK15 1 6.53 · 109 10−3 109, 860 5.35 · 10−3 1.77 4
EDP1 2.92 · 10−9 2.17 10−2 64, 566 1.79 · 10−7 1.11 3
EDP2 7.69 · 10−5 1.00 · 107 0 643, 605 6.78 · 10−10 2.03 16?
Tab. 3.2 – Distribution de valeurs propres.
? Dans ce cas, nous prenons µ = λmax/2000.
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Le crite`re d’arreˆt utilise´ dans nos essais nume´riques est la norme relative
du re´sidu ||b̂− Âx(i)||2/||b̂||2. Dans tous ces tests, nous avons controˆle´ cette
norme relative du re´sidu jusqu’a` la pre´cision machine, quand c’est possible,
pour illustrer et e´tudier le comportement nume´rique complet des me´thodes.
Tous les algorithmes ont e´te´ imple´mente´s en Matlab c© utilisant le format
double pre´cision. L’ite´re´ initial est toujours x(0) = 0 et le second membre
b est choisi de sorte que la solution x du syste`me line´aire initial soit le
vecteur e = [1, 1, . . . , 1] et que b̂ = L−1b. La valeur de coupure µ dans les
filtres polynoˆmiaux de Tchebycheff a e´te´ fixe´e a` λmax(Â)/10 quand cela est
approprie´, c-a`-d. quand le nombre de valeurs propres de l’intervalle ]0, µ] est
raisonnablement petit. En particulier, dans le cas du proble`me de plus grande
taille EDP2, nous avons pris comme premier niveau de pre´conditionnement
M1 Cholesky Incomplet sans remplissage IC(0), et de´place´ le parame`tre µ
plus pre`s de ze´ro (µ = λmax(Â)/2 000) pour incorporer seulement un petit
ensemble de valeurs propres au deuxie`me niveau de pre´conditionnement.
Toutes les figures tracent la norme relative du re´sidu en fonction du
nombre d’ite´rations (qui est e´gal au nombre de produits matrice-vecteur). En
plus, nous de´noterons par “Classical CG” le gradient conjugue´ pre´conditionne´
par Cholesky Incomplet IC(t).
3.3.1 Comparaison des Diffe´rentes Techniques
Dans ce paragraphe, nous comparons la convergence des divers algo-
rithmes de´crits au § 3.2. Comme nous le verrons dans ce qui suit, les re´sultats
nume´riques montrent que le comportement des diffe´rents algorithmes est le
meˆme. Ceci est particulie`rement vrai quand la base approche´e W(ε) est
obtenue avec un niveau de filtrage ε proche de la pre´cision machine. Dans
ce cas, le comportement nume´rique observe´ correspond a` celui que nous
obtiendrions en ge´ne´ral avec un syste`me line´aire ou` la plus petite valeur
propre serait proche de la valeur de coupure µ (utilise´e dans l’Algorithme 2.2
(Tchebycheff-PSF) pour extraire la base W) et, par conse´quent, avec un
conditionnement re´duit de l’ordre de λmax(A)/µ.
La figure 3.2 montre, pour les proble`mes test BCSSTK14 et EDP1, la
convergence du gradient conjugue´ versus celle de Init-CG et SLRU obtenue
avec une base W(ε) calcule´e avec un niveau du filtrage ε e´gal a` 10−16. La
norme relative du re´sidu de la me´thode du gradient conjugue´ standard tend
a` de´croˆıtre tre`s rapidement dans les premie`res ite´rations, puis de´croˆıt plus
lentement dans une phase interme´diaire, la` ou` des oscillations peuvent e´ga-
lement apparaˆıtre, et stagne finalement. Par opposition a` ceci, Init-CG et
SLRU pre´sentent des courbes de convergence qui coı¨ncident presque totale-
ment, sauf apre`s stagnation.
Les algorithmes Def-CG et Proj-CG pre´sentent aussi le meˆme type de
convergence, au moins dans la premie`re partie de leurs historiques de conver-
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(a) Proble`me test BCSSTK14
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(b) Proble`me test EDP1
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Fig. 3.2 – Courbe de Convergence pour un niveau de filtrage ε e´gal a` 10−16.
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(a) Courbe de Convergence de Def-CG
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(b) Courbe de Convergence de Proj-CG
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F ortho(k) sans correction de r(k)  ortho(k) avec correction de r(k)
5 backward error sans correction de r(k) ◦ backward error avec correction de r(k)
Fig. 3.3 – Orthogonalite´ de r(k) par rapport a` la base W(ε) ou` le niveau de
filtrage ε est e´gal a` 10−16 et Courbes de convergence avec et sans correction
de r(k) sur le proble`me test BCSSTK14
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gence comme illustre´ par les re´sultats dans la figure 3.3. Cependant, nous
observons que la convergence devient tre`s instable nume´riquement et, pour
certains syste`mes, les courbes de convergence remontent meˆme fortement :
l’algorithme ne converge pas pour un grand nombre d’ite´rations (voir [77]).
The´oriquement, les re´sidus r(k) sont orthogonaux a` W(ε). Cependant, en
pratique, cette orthogonalite´ est perdue au cours des ite´rations. Ceci est
illustre´ par la figure 3.3 qui montre, pour le proble`me test BCSSTK14, la
courbe de la fonction suivante
ortho(k) = max
j=1,2,...,p
(
w(j)
T
r(k)
||w(j)||2||r(k)||2
)
,
au cours des ite´rations dans les algorithmes Def-CG and Proj-CG. Les deux
courbes de la fonction ortho(k) montrent que la perte d’orthogonalite´ est
inversement proportionnelle a` la courbe de convergence de la norme relative
du re´sidu. Un reme`de pour re´cupe´rer l’orthogonalite´ est d’ajouter une e´tape
de re´orthogonalisation
r(k) = r(k) −W
(
WTW
)−1
WT r(k) (3.11)
tout de suite apre`s avoir calcule´ r(k) dans les algorithmes Def-CG et Proj-
CG. Le couˆt de cette ope´ration est O(p ∗ n) par ite´ration. On exe´cute a`
nouveau les deux algorithmes avec cette nouvelle correction, et on trace les
courbes de convergence dans la figure 3.3, repre´sente´es par le sigle (◦, et
ligne pleine). Dans ce cas, les courbes de convergence de Def-CG et Proj-CG
sont tre`s similaires a` celles des algorithmes Init-CG et SLRU comme dans la
figure 3.2.
Pour conclure, quand la base approche´e W(ε) est calcule´e avec une
grande pre´cision (c-a`-d. avec un niveau de filtrage ε tre`s proche de la pre´ci-
sion machine), Init-CG est l’algorithme de choix parce qu’il est moins cher,
e´tant donne´ qu’il e´vite l’utilisation des projecteurs obliques a` chaque ite´ra-
tion.
3.3.2 Quand la base approche´e W est moins pre´cise
Ces diffe´rentes techniques de re´solution peuvent cependant pre´senter un
comportement (historique de convergence) tre`s diffe´rent quand le calcul des
vecteurs de la base approche´e W(ε), est re´alise´ avec de plus grandes valeurs
du niveau de filtrage ε.
La figure 3.4 montre, pour les proble`mes tests BCSSTK15 et EDP1,
l’impact du changement du niveau de filtrage ε (quand on calcule la base
W(ε)) sur la convergence de l’Algorithme 3.1 (Init-CG). Quand le niveau de
filtrage ε est e´gal a` 10−8, le phe´nome`ne des plateaux se produit encore, mais
a` des niveaux interme´diaires.
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(a) Le Proble`me test BCSSTK15
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(b) Le Proble`me test EDP1
0 20 40 60 80 100
10−14
10−12
10−10
10−8
10−6
10−4
10−2
100
 Nombre d’itérations
 
N
or
m
e 
re
la
tiv
e 
du
 ré
si
du
ε = 10−16
ε = 10−8
ε = 10−4
ε = 10−2
Classical CG
Fig. 3.4 – Courbe de Convergence de Init-CG pour diffe´rentes valeurs du
niveau de filtrage ε.
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En effet, les courbes correspondantes pour l’Algorithme 3.1 (Init-CG) (gra-
dient conjugue´ avec projection oblique initiale) se de´composent en deux par-
ties diffe´rentes. La premie`re partie correspond a` une phase de convergence
line´aire tre`s semblable a` celle observe´e dans la figure 3.2 lorsque la base
W(ε) est calcule´e avec une tre`s bonne pre´cision. Dans la deuxie`me partie, la
vitesse de convergence commence a` eˆtre perturbe´e a` un niveau interme´diaire
de la norme relative du re´sidu, e´troitement lie´e a` la valeur du niveau de fil-
trage ε, et enfin, la courbe de convergence rejoint celle du gradient conjugue´
sur le syste`me original.
Les raisons a` cela sont que Init-CG fournit, au gradient conjugue´, un vec-
teur re´sidu initial dont les plus grandes composantes propres sont dans le
comple´mentaire orthogonal de la base W(ε), et dans l’espace de projection
[W(ε)] ses composantes propres sont de l’ordre ε. Une fois que la norme
du re´sidu est re´duite au niveau du filtrage ε, le gradient conjugue´ se re-
trouve a` nouveau avec une direction de Krylov dont toutes les composantes
propres sont du meˆme ordre de grandeur, et le comportement nume´rique
devient alors identique a` celui obtenu dans le cas d’un re´sidu initial non
projete´ et “activant” le spectre complet du syste`me line´aire. Pour eˆtre effi-
cace, il est clair que nous devrions alors arreˆter la convergence de Init-CG
quand la norme relative du re´sidu est infe´rieure au niveau de filtrage ε, avant
d’atteindre le plateau interme´diaire. En outre, comme nous pouvons l’obser-
ver dans la figure 3.6 (a), quand la taille du syste`me line´aire devient tre`s
importante, le phe´nome`ne des plateaux peut e´galement apparˆıtre dans le
comportement nume´rique de l’algorithme Init-CG , meˆme avec une base tre`s
bien calcule´e W(10−16). Ceci est duˆ a` la sensibilite´ nume´rique du projecteur
oblique relativement a` la taille du syste`me line´aire [4].
Les courbes de convergence des algorithmes Def-CG et SLRU, repre´sente´es
dans la figure 3.5 pour diffe´rents niveaux de filtrage ε, prouvent que ces
deux algorithmes ont exactement le meˆme comportement nume´rique dans
tous les cas. Nous observons e´galement que, si l’exactitude dans le calcul de
la base approche´e W(ε) est fortement de´te´riore´e (par exemple ε = 10−2),
alors la vitesse de la convergence peut changer le´ge`rement. Par opposition a`
l’algorithme Init-CG, Def-CG et SLRU montrent cependant un comportement
nume´rique tre`s stable, semblable a` celui observe´ dans les figures 3.2 et 3.3,
meˆme lorsque le niveau de filtrage ε est dans l’intervalle [10−8, 10−4] (voir la
figure 3.5). C’est l’avantage d’e´tablir a` chaque ite´ration du gradient conjugue´
une projection oblique avec la base de W(ε), ce qui permet de maintenir une
se´paration constante entre les composantes propres correspondant aux plus
petites valeurs propres et les autres.
Dans la figure 3.6 (b), nous comparons le comportement nume´rique de
Def-CG et de SLRU quand le niveau de filtrage ε est grand. Nous pouvons
remarquer que la convergence de Def-CG est un peu plus rapide que celle
de l’algorithme SLRU. Sachant que la convergence de Def-CG et de Proj-CG
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(a) Courbe de convergence de SLRU
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(b) Courbe de convergence de Def-CG
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Fig. 3.5 – Courbes de Convergence pour diffe´rents niveaux de filtrage ε sur
le proble`me test EDP1.
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(a) Courbe de convergence de Init-CG
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(b) Courbes de convergence de SLRU et Def-CG
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Fig. 3.6 – Courbes de Convergence de Init-CG, Def-CG et SLRU, pour diffe´-
rentes valeurs du niveau du filtrage ε, sur le proble`me test EDP2.
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restent ne´anmoins tre`s identiques, une explication possible de cette le´ge`re
diffe´rence est que le conditionnement du syste`me projete´ est toujours infe´-
rieur a` celui du syste`me pre´conditionne´ par la correction spectrale de rang
faible [51].
3.3.3 Combinaison de la Projection Oblique avec l’Ite´ration
de Tchebycheff
l’Algorithme 3.5 (Init-Tchebycheff) correspond fondamentalement a` la jux-
taposition de l’ite´ration de Tchebycheff et d’une projection oblique, qui
agissent inde´pendemment sur deux parties se´pare´es du spectre de A. A`
cet e´gard, cette technique peut eˆtre vue comme une me´thode directe [4],
si le sous-espace propre est calcule´ tre`s exactement, ou comme un cycle
a` deux grilles, ou` le lisseur est de´fini par quelques e´tapes de Tchebycheff
(voir § 3.2.5).
Dans l’inte´reˆt de la comparaison avec les re´sultats obtenus pour les autres
techniques de re´solution de type Krylov, nous pre´sentons, dans la figure 3.7,
la norme relative du re´sidu calcule´e a` chaque ite´ration de Tchebycheff, et
combine´e directement avec la projection oblique finale. Naturellement, ce
n’est pas de cette fac¸on que l’Algorithme 3.5 (Init-Tchebycheff) est imple´-
mente´, puisque la projection oblique n’a besoin d’eˆtre applique´e qu’une seule
fois, apre`s la terminaison des ite´rations de Tchebycheff.
Dans la figure 3.7, nous illustrons l’effet du changement de niveau de
filtrage ε sur le comportement et la convergence de Init-Tchebycheff. Quand le
niveau du filtrage ε est e´gal a` 10−16, Init-Tchebycheff se comporte comme les
autres algorithmes, mais avec une petite diffe´rence sur le nombre d’ite´rations.
C’est simplement duˆ au fait que les taux de convergence dans la me´thode
semi-ite´rative de Tchebycheff et dans la me´thode du gradient conjugue´ ne
sont pas les meˆmes en ge´ne´ral.
Cependant, pour de plus grandes valeurs du niveau du filtrage ε, nous
pouvons observer que la courbe de convergence de l’algorithme Init-Tchebycheff
est perturbe´e, avec une stagnation de la norme relative du re´sidu tre`s proche
du niveau du filtrage ε. Ceci peut s’expliquer par le fait que la base W(ε)
a des composantes propres de l’ordre de ε dans l’intervalle [µ, λmax]. Cette
information spectrale est incorpore´e de manie`re explicite dans la projection
oblique, applique´e a` l’e´tape finale, et perturbe les composantes propres dans
le re´sidu final a` l’ordre de ce niveau de filtrage. Pour une analyse plus de´-
taille´e de ce phe´nome`ne, nous nous re´fe´rons a` [4].
Il est e´galement inte´ressant de mentionner que cette combinaison de la
projection oblique avec les ite´rations de Tchebycheff exige seulement des
produits “matrice-vecteur”, ainsi que quelques mises a` jour de vecteur, mais
aucun produit scalaire, par opposition aux autres techniques de re´solution du
type Krylov. Cette remarque a e´galement de l’importance dans le contexte
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(a) Le Proble`me test BCSSTK14
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(b) Le Proble`me test EDP1
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Fig. 3.7 – Courbe de Convergence de Init-Tchebycheff pour diffe´rents niveaux
de filtrage ε.
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du calcul paralle`le, et en particulier dans les environnements a` me´moire
distribue´e ou` le calcul des produits scalaires exige une attention particulie`re.
3.3.4 Me´thode a` deux grilles Alge´brique
Une fac¸on d’exploiter l’information spectrale pre´-calcule´e est de de´finir
un cycle a` deux grilles en tant que solveur ite´ratif stationnaire. Cette ap-
proche n’a de sens que lorsque le calcul de l’information spectrale n’est pas
trop pre´cis. Pour illustrer le comportement nume´rique de cet arrangement,
nous exhibons dans la figure 3.8, la courbe de convergence d’un solveur alge´-
brique a` deux grilles en utilisant diffe´rents lisseurs. Plus pre´cise´ment, pour
ces expe´riences nume´riques, nous avons utilise´ trois lisseurs diffe´rents : le
gradient conjugue´, l’ite´ration de Tchebycheff, et la me´thode de relaxation
de Richardson.
Pour le facteur de relaxation de Richardson, nous prenons
αopt = 2/
(
λmax + µ
)
afin de minimiser le rayon spectral de la matrice pro-
jete´e (e´gal a` max
{|1 − α λmax|, |1 − α µ|}), en supposant que la correction
sur la grille grossie`re supprime l’effet des valeurs propres dans l’intervalle
[λmin, µ]. Dans la figure 3.8, nous avons pris ξ = 5 comme pas de lissage (i.e.
le nombre d’ite´rations dans le lisseur). Il apparaˆıt que chacun de ces trois
diffe´rents lisseurs exhibe un taux de convergence line´aire, et que Tchebycheff
et le gradient conjugue´ ont les meˆmes proprie´te´s de lissage.
Pour eˆtre efficace, nous utilisons un nombre de pas de lissage ξ aussi
grand que possible afin de re´duire le nombre de cycles, et par conse´quent
diminuer le nombre de projections obliques, tout en pre´servant le meˆme taux
de convergence. Dans la figure 3.9, nous montrons, pour les proble`mes test
BCSSTK14 and EDP1, la courbe de convergence du solveur alge´brique a`
deux grilles quand le nombre de pas de lissage change. Le gradient conjugue´
est le lisseur conside´re´ pour ces expe´riences. Nous observons que l’utilisa-
tion de grandes valeurs de ξ peut retarder la convergence. Ces situations
se produisent quand le lisseur a re´ussi a` atte´nuer la plupart des hautes fre´-
quences de l’erreur, et ne´cessite alors plus d’efforts pour re´duire les basses
fre´quences. L’application d’une correction de grille grossie`re, a` ce moment
pre´cis, est une manie`re efficace pour acce´le´rer la convergence. Sur la base de
cette observation, une heuristique pourrait eˆtre mise en oeuvre pour adapter
automatiquement le nombre de pas de lissage.
L’algorithme Init-Tchebycheff peut e´galement eˆtre vu comme une e´tape
d’un cycle a` deux grilles, ou` le lisseur correspond a` l’ite´ration de Tche-
bycheff. Dans la figure 3.10, nous comparons la courbe de convergence de
Init-Tchebycheff, obtenue avec une base W(ε) calcule´e avec un niveau de
filtrage ε e´gal a` 10−16, versus le solveur alge´brique a` deux grilles base´ sur
l’ite´ration de Tchebycheff avec un nombre de pas de lissage ξ = 5, et une
base W(ε) calcule´e avec un niveau ε de 10−4.
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(a) Le proble`me test BCSSTK14
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(b) Le proble`me test EDP1
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Fig. 3.8 – Courbe de Convergence du solveur a` deux grilles avec diffe´rents
lisseurs, pour une base W initialement calcule´e avec un niveau de filtrage
ε = 10−4.
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(a) Le Proble`me test BCSSTK14
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(b) Le Proble`me test EDP1
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Fig. 3.9 – Courbe de Convergence du cycle a` deux grilles quand le nombre
de pas de lissage du gradient conjugue´ change. Le niveau de filtrage de la
base W est ε = 10−4.
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(a) Le Proble`me test BCSSTK14
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(b) Le Proble`me test EDP1
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Fig. 3.10 – Courbe de Convergence de Init-Tchebycheff avec une base
W(10−16) versus le solveur a` deux grilles avec Tchebycheff comme lisseur.
Le pas de lissage est fixe´ a` ξ = 5, et la base W(ε) est calcule´e avec un niveau
de filtrage ε e´gal a` 10−4.
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Nous avions mentionne´ au § 3.3.3 que, quand la base W n’e´tait pas calcule´e
avec une tre`s grande pre´cision, la courbe de convergence de Init-Tchebycheff
pouvait eˆtre perturbe´e, avec une stagnation de la norme relative du re´sidu
a` un niveau proche du niveau de filtrage ε. Le solveur alge´brique a` deux
grilles, par contre, avec Tchebycheff comme lisseur, montre la meˆme courbe
de convergence que celle obtenue avec Init-Tchebycheff et une base W(ε)
ou` ε = 10−16. Ceci illustre l’avantage d’employer un arrangement du type
cycle a` deux grilles, notamment quand l’information spectrale n’est pas trop
pre´cise.
Dans le cas de nos essais nume´riques, l’algorithme a` deux grilles alge´-
brique exploitant le gradient conjugue´ comme lisseur, et avec une valeur
approprie´e de ξ (c-a`-d. pas trop grande), exhibe une courbe de convergence
tre`s semblable a` celle obtenue avec SLRU quand ε est assez petit (c-a`-d.
infe´rieur ou e´gal a` 10−4). Par conse´quent, le cycle a` deux grilles devance
SLRU en termes d’ope´rations flottantes, puisqu’il re´alise moins de projec-
tions obliques au total que l’algorithme SLRU. Cette observation n’est pas
tout le temps vraie, en particulier quand la base W(ε) est mal approche´e
(c-a`-d. avec ε = 10−2, dans nos expe´riences). Dans cette situation, la me´-
thode alge´brique a` deux grilles ne converge plus, quel que soit le lisseur
conside´re´, parce que la correction sur la grille grossie`re corrompt syste´mati-
quement l’ite´re´ calcule´ par le lisseur. Par opposition a` cela, nous rappelons
que SLRU, Def-CG et Proj-CG arrivent toujours a` tirer profit de l’espace
propre, y compris dans ce cas la` (voir la figure 3.5).
Enfin, il faut noter que le cycle a` deux grilles avec une me´thode station-
naire comme lisseur peut e´galement eˆtre utilise´ pour de´finir un pre´condition-
neur pour le gradient conjugue´, et nous re´fe´rons a` [11] pour plus de de´tails
sur cette approche.
3.4 Conside´rations Pratiques
Dans cette section, nous analysons le couˆt des diffe´rents algorithmes
introduits pre´ce´demment. Nous supposons que p  n, p e´tant la dimension
de la base approche´e W du sous-espace invariant associe´ aux plus petites
valeurs propres, et nous ne´gligerons donc tous les termes ne contenant pas
n. Tous les couˆts seront e´value´s en nombre d’ope´rations flottantes. Le couˆt
d’un produit matrice-vecteur avec A est donne´ par :
CA ≈ 2 nnz (A)− n (3.12)
ou` nnz (A) est le nombre d’e´le´ments non nuls que la matrice A comporte.
Les diffe´rents algorithmes compare´s dans ce chapitre re´alisent tous une
projection oblique du vecteur re´sidu initial r(0) dans le sous-espace engendre´
par W, reque´rant le meˆme ope´rateur WA−1c W
T r(0), ou` Ac = W
TAW est
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une matrice dense d’ordre p. Le couˆt du calcul de Ac est :
CAc ≈ np2 + 2 nnz (A) p− np. (3.13)
Nous notons que Ac n’est factorise´e qu’une seule fois, au de´but de chaque
algorithme, et ses facteurs seront utilise´s pour n’importe quelle re´solution
avec Ac.
Outre les couˆts associe´s aux matrices A et W, il faut aussi conside´rer les
deux produits scalaires (_ DOT) et les trois mises a` jour de vecteur (_ AXPY)
re´alise´es a` chaque ite´ration du gradient conjugue´. Le couˆt de ces ope´rations
est donne´ par :
C AXPY ≈ 2n et C DOT ≈ 2n. (3.14)
L’algorithme Def-CG (voir § 3.2.2) (resp. Proj-CG (voir § 3.2.3)), calculeQ r(k)
(resp. P r(k)) (voir les formules (3.5) et (3.6)) a` chaque ite´ration. Cela peut
eˆtre effectue´ graˆce a` des ope´rations de type BLAS2 pour z(k) = (AW)T r(k)
et r(k) −WA−1c z(k). Si nous conside´rons que les matrices AW et Ac sont
de´ja` calcule´es et stocke´es au de´but de l’algorithme, le couˆt de ces ope´rations
est le meˆme que celui de l’application du pre´conditionneur SLRU, MSLRU,
qui implante une mise a` jour de rang p de la matrice identite´e de la forme
I + WA−1c W
T . Le couˆt total de ces ope´rations, de type BLAS2, est donne´
par :
CProj ≈ 4 (p + 1)n. (3.15)
Init-Tchebycheff ne fait pas partie des techniques de Krylov pre´ce´dem-
ment de´crites. Il correspond a` la juxtaposition de l’ite´ration de Tchebycheff,
qui requiert trois mises a` jour de vecteur, un produit matrice-vecteur avec A,
et une projection oblique a` la fin. Pour faciliter la comparaison, nous met-
trons le couˆt de cette dernie`re projection oblique au de´but de l’algorithme.
La table 3.3 re´capitule, pour chaque algorithme, le couˆt en ope´rations
flottantes, avec un couˆt d’initialisation et un couˆt par ite´ration.
Le couˆt en ope´rations flottantes
Initialisation A` chaque ite´ration
Init-CG
Def-CG
Proj-CG
SLRU
Init-Tchebycheff
CAc + CProj + CA + 0
CAc + CProj + CA + CProj
CAc + CProj + CA + 0
CAc + CProj + 0 + 0
CAc + CProj + CA + 0
CA + 0 + 3 C AXPY + 2 C DOT
CA + CProj + 3 C AXPY + 2 C DOT
CA + CProj + 3 C AXPY + 2 C DOT
CA + CProj + 3 C AXPY + 2 C DOT
CA + 0 + 3 C AXPY + 0
Tab. 3.3 – Couˆt en ope´rations flottantes des diffe´rentes me´thodes.
Une des diffe´rences principales entre ces algorithmes est que Def-CG, Proj-
CG, et SLRU, exploitent l’ope´rateur de projection a` chaque ite´ration, tandis
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que Init-CG ne l’emploie qu’une seule fois, au de´but (pour calculer l’ite´re´
initial x(0)). L’algorithme a` deux grilles est entre les deux, en ce sens qu’il
effectue une projection oblique pour la correction de la grille grossie`re tous
les ξ pas de lissage (le lisseur pouvant eˆtre le gradient conjugue´, Tchebycheff
ou Richardson). A` cet e´gard, Init-CG et Init-Tchebycheff sont les algorithmes
les moins chers, puisqu’ils e´vitent l’utilisation des projecteurs obliques a`
chaque ite´ration. Cependant, ces me´thodes peuvent souffrir d’une mauvaise
convergence quand le calcul de base W n’est pas pre´cis, a` l’oppose´ de Def-
CG, Proj-CG, et SLRU qui restent stables nume´riquement.
Un dernier commentaire sur la me´moire utilise´e par ces cinq techniques
de re´solution (Init-CG, Init-Tchebycheff, Def-CG, Proj-CG, et SLRU). Tous
ces algorithmes requie`rent la meˆme quantite´ de stockage supple´mentaire,
de l’ordre de 2np, pour conserver W (la base approche´e du sous-espace
invariant associe´ aux plus petites valeurs propres de A) ainsi que AW.
3.4.1 Comparaison des Diffe´rentes Techniques en Terme d’Ope´-
rations Flottantes
Comme mentionne´ au de´but du § 3.3, un premier niveau de pre´condition-
nement M1 peut e´galement eˆtre employe´ pour mieux regrouper le spectre
de la matrice d’ite´ration. Le couˆt d’une multiplication de M1 par un vecteur
est repre´sente´ par CM1 . Puisque, dans nos expe´riences nume´riques, M1 est
construit a` l’aide d’une factorisation incomple`te de Cholesky, CM1 peut eˆtre
estime´ comme
CM1 ≈ 4 nnz (L)− 2n (3.16)
ou` nnz (L) est le nombre d’e´le´ments non nuls dans la matrice L issue de
la factorisation incomple`te de Cholesky. Le couˆt de ce premier niveau de
pre´conditionnement M1 doit eˆtre incorpore´ dans les couˆts en ope´rations
flottantes de´taille´s dans la table 3.3. Ceci se re´sume a` ajouter simplement
CM1 a` CProj (4.15) partout ou` il apparaˆıt, ou explicitement a` chaque ite´ration
pour Init-CG et Init-Tchebycheff.
Pour plus de simplicite´ dans la comparaison des couˆts, nous exploitons
une base W(ε) obtenue avec un bon niveau de filtrage ε = 10−16, afin
d’observer et comparer directement le comportement des algorithmes pour
un intervalle e´tendu de la norme relative du re´sidu, sans “rupture” e´ventuelle
de la pente de la convergence a` cause d’un manque potentiel de pre´cision
dans le sous-espace invariant [W(ε)], ainsi que nous avons pu l’observer dans
les sections pre´ce´dentes.
Dans les figures 3.11 et 3.12, nous trac¸ons la norme relative du re´sidu en
fonction du nombre d’ope´rations flottantes. L’e´cart entre le gradient conju-
gue´ et les autres algorithmes, au de´but ces courbes, de´note le couˆt initial ad-
ditionnel ne´cessaire pour incorporer la base approche´e W(ε) et construire le
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projecteur oblique associe´. Selon la dimension de la base approche´e W(ε), cet
e´cart est plus ou moins grand. Par exemple, cette dimension est d’ordre 3–4
dans la figure 3.11 (a) et la figure 3.12 (a), et d’ordre 23 dans la figure 3.12
(b). Nous pouvons e´galement observer les diffe´rences entre les pentes des
diverses courbes de convergence, qui sont plus marque´es en particulier entre
Init-CG ou Init-Tchebycheff et les trois autres (Def-CG, Proj-CG et SLRU). En
effet, Init-CG et Init-Tchebycheff exploitent la projection oblique seulement
au de´but, alors que les autres le font a` chaque ite´ration.
Quand la base approche´e W(ε) est de dimension petite – ce qui est
d’ailleurs souhaitable dans le cadre de l’utilisation de la factorisation spec-
trale partielle Tchebycheff-PSF (voir Chapitre 2) –, il est clair que le surcouˆt
lors de l’initialisation n’est pas extreˆmement important, et peut meˆme eˆtre
compense´ en tre`s peu d’ite´rations. Par contre, quand la base est trop grande,
comme nous pouvons l’observer pour les algorithmes Def-CG, Proj-CG et
SLRU dans la figure 3.12 (b), ou` la dimension de W(ε) est e´gale a` 23, le
couˆt de l’utilisation du projecteur oblique est tre`s important, pas seulement
au de´but mais aussi dans les ite´rations, et les gains en termes de vitesse de
convergence peuvent ne pas eˆtre assez bons pour compenser ce surcouˆt. Dans
ce cas la`, seules des techniques comme Init-CG ou Init-Tchebycheff peuvent
eˆtre compe´titives en termes de nombre d’ope´rations, puisqu’elles n’effectuent
qu’une seule projection oblique.
Pour plus de de´tails, nous mentionnons aussi que, dans le cas du proble`me
test BCSSTK14 dans la figure 3.12, le gradient conjugue´ pre´conditionne´
ne´cessite 65 ite´rations pour atteindre 10−10 dans la norme relative du re´sidu,
alors que les autres techniques de Krylov requie`rent 51 ite´rations, pour la
meˆme norme du re´sidu, et lorsque la valeur de coupure µ = λmax/40 et la
base approche´e W(ε) est de dimension 3, et 30 ite´rations quand µ = λmax/10
et W(ε) est de dimension 23. Pour le meˆme proble`me test, l’algorithme Init-
Tchebycheff converge au bout de 74 ite´rations dans le premier cas, et 36
ite´rations dans l’autre, toujours pour atteindre la meˆme norme relative de
l’erreur. Il y a un certain compromis a` trouver, en fonction du proble`me,
entre le couˆt directement lie´ a` la taille de la base approche´e W(ε) et le
conditionnement re´duit re´sultant de la matrice projete´e ou pre´conditionne´e.
Comme mentionne´ au Chapitre 2, le parame`tre µ divise le spectre de la
matrice en deux sous-ensembles et fixe la dimension p du sous-espace in-
variant calcule´ par la factorisation spectrale partielle Tchebycheff-PSF. Ceci
de´pend bien e´videmment de la distribution actuelle de valeurs propres de la
matrice Â, qui est spe´cifique a` chaque proble`me. Une conse´quence directe du
choix de µ peut eˆtre observe´e en particulier dans le comportement de l’algo-
rithme Init-Tchebycheff, qui est explicitement lie´ au conditionnement re´duit
λmax/µ, par opposition aux autres techniques de Krylov ou` la convergence
de´pend intimement de la distribution comple`te des valeurs propres.
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(a) Le Proble`me test BCSSTK15
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(b) Le Proble`me test EDP1
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Fig. 3.11 – Couˆt des diffe´rentes me´thodes en ope´rations flottantes, pour une
base W calcule´e avec un niveau de filtrage ε e´gal a` 10−16.
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(a) Valeur de coupure µ = λmax/40
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(b) Valeur de coupure µ = λmax/10
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Fig. 3.12 – Couˆt des diffe´rentes me´thodes en ope´rations flottantes, dans le
cas du proble`me test BCSSTK14, pour diverses valeurs de coupure µ et une
base W calcule´e dans chaque cas avec un niveau de filtrage ε e´gal a` 10−16.
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Par exemple, dans la figure 3.12, nous pouvons observer que Init-Tchebycheff
n’est pas un bon candidat – en de´pit de la petite taille de la base approche´e
W(ε) – quand le parame`tre µ est place´ a` λmax/40 (et la base W(ε) est de
dimension 3), par opposition au cas ou` µ = λmax/10 (avec une base W(ε)
de dimension 23).
Pour finir, les diffe´rentes courbes de convergence prouvent que les trois
techniques Def-CG, Proj-CG et SLRU ont exactement le meˆme comportement.
Une analyse fine base´e sur les valeurs donne´es dans la table 3.3 peut aider a`
conclure que SLRU est un peu moins couˆteux que les deux autres. Cependant,
si le calcul de la base approche´e W(ε) est tre`s pre´cis (inde´pendamment de la
dimension de la base W(ε)), Init-CG reste l’algorithme de choix par rapport a`
ces trois techniques, et par rapport aussi a` Init-Tchebycheff qui sera pe´nalise´
par une vitesse de convergence plus lente.
3.4.2 Gains Potentiels
Le but de ce paragraphe est de comparer, en terme de couˆt, les gains po-
tentiels qu’il est possible de re´aliser avec les diverses techniques de re´solution
introduites au § 3.2. Nous conside´rons maintenant le cas de la multire´solu-
tion, a` savoir que nous voudrions re´soudre une se´quence de syste`mes line´aires
avec la meˆme matrice mais avec diffe´rents second membres calcule´s se´quen-
tiellement. Nous illustrons comment les gains obtenus a` chaque re´solution
line´aire, peuvent re´duire conside´rablement le couˆt total de la multire´solu-
tion. Pour le pre´-calcul de la base orthogonale approche´e W(ε), nous avons
utilise´ l’Algorithme 2.2 (Tchebycheff-PSF), de´crit dans le Chapitre 2.
Les tables 3.4 et 3.5, illustrent, dans le cas des proble`mes test BCSSTK15,
EDP1 et EDP2, les gains potentiels re´sultant de l’utilisation des divers al-
gorithmes. Le crite`re d’arreˆt pour ces tests, portant sur le re´sidu relatif, est
donne´ par :
||b̂− Âx(i)||2/||b̂||2 ≤ 10−10.
Pour chaque niveau de filtrage ε, nous indiquons, dans ces tables, le nombre
d’ope´rations flottantes en Mflop (ou en Gflop pour le proble`me test EDP2)
et les gains potentiels (Gain) en % . Pour atteindre 10−10 dans la norme
relative du re´sidu, le gradient conjugue´ ne´cessite 57 ite´rations dans le cas du
proble`me test EDP1, avec un couˆt de 23.76 Mflop , 45 ite´rations dans le cas
du proble`me test BCSSTK15, avec un couˆt de 31.62 Mflop , et, dans le cas du
proble`me anisotrope EDP2, 1 060 ite´rations avec un couˆt de 6.31 Gflop . En
particulier, si nous conside´rons le proble`me test EDP1 avec une base calcule´e
avec un niveau de filtrage ε = 10−16, Init-CG converge en 27 ite´rations avec
un couˆt de 11.50 Mflop . Ceci rapporte une re´duction de 47%, compare´ au
gradient conjugue´ sans cette information spectrale et un gain de 52%. Le couˆt
du pre´-calcul de la base W sera amorti en quelques re´solutions conse´cutives
avec Init-CG. Cet aspect sera en fait analyse´ en de´tail au chapitre suivant,
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ou` nous introduirons aussi une autre technique pour le pre´-calcul de la base
orthogonale approche´e W(ε), alternative a` l’Algorithme 2.2 (Tchebycheff-
PSF), mais permettant de re´soudre en meˆme temps un des syste`mes line´aires
de la se´quence.
Quand le calcul de la base approche´e W(ε) est tre`s pre´cis (c-a`-d. pour
un niveau de filtrage ε = 10−16), le surcouˆt du pre´-calcul de la base est
contrebalance´ en quelques re´solutions conse´cutives, et ceci avec n’importe
quel solveur ite´ratif. Comme mentionne´ pre´ce´demment, Init-CG semble eˆtre
l’algorithme de choix, car c’est celui permettant les meilleurs gains.
Init-Tchebycheff est un algorithme un peu particulier, puisqu’il ne fait pas
partie des techniques du type Krylov. Cependant, quand le niveau de filtrage
ε est e´gal a` 10−16, il se comporte comme les autres algorithmes, mais avec
une le´ge`re diffe´rence sur le nombre d’ite´rations et d’ope´rations flottantes.
Ceci est duˆ a` la diffe´rence entre le taux de convergence de l’ite´ration de
Tchebycheff et celui du gradient conjugue´. Par contre, quand l’information
spectrale n’est pas extreˆmement pre´cise, c-a`-d. quand le niveau de filtrage ε
est dans l’intervalle [10−8, 10−4], le fait d’utiliser la projection oblique une
seule fois au de´but est insuffisant pour permettre a` l’ite´ration de Tchebycheff
de re´duire l’erreur suffisamment.
Le cycle a` deux grilles, propose´ au § 3.2.6, peut eˆtre une alternative
pour tirer be´ne´fice de l’information spectrale disponible, malgre´ sa faible
qualite´ nume´rique, sans avoir pour autant a` re´aliser une projection oblique
a` chaque ite´ration, comme dans les algorithmes Def-CG, Proj-CG , ou SLRU.
La table 3.5 indique le couˆt de cette approche, avec l’ite´ration de Tchebycheff
comme lisseur. Nous changeons e´galement le nombre de pas de lissage dans
chaque cycle, selon la qualite´ nume´rique de la base W(ε), afin de re´duire au
minimum le nombre de corrections de grille grossie`re (c-a`-d. le nombre de
projections obliques) versus le nombre total d’ite´rations.
Les divers re´sultats nume´riques montrent que, lorsqu’une grande exacti-
tude est exige´e dans la re´solution de plusieurs syste`mes line´aires en se´quence,
une base pre´-calcule´e avec un niveau de filtrage ε supe´rieur a` 10−2 ne de-
vrait pas eˆtre employe´e. La meilleure strate´gie pour aborder cette situation
est de calculer une base avec un niveau de filtrage pre´cis, ε ∈ [10−16, 10−8[,
et d’exe´cuter l’algorithme Init-CG ou le cycle a` deux grilles avec le gradient
conjugue´ comme lisseur. Nous notons e´galement que, si la base W(ε) est
suffisamment pre´cise (par exemple ε = 10−4), l’utilisation des trois autres
techniques de Krylov (Def-CG, Proj-CG et SLRU) reste en ge´ne´ral tre`s effi-
cace, et que le cycle a` deux grilles peut eˆtre une bonne alternative.
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Le Proble`me test EDP1
Le gradient conjugue´ ne´cessite 57 ite´rations avec un couˆt de 23.76 Mflop
Init-CG Def-CG Proj-CG SLRU Init-Tchebycheff
ε Mflop Gain % Mflop Gain % Mflop Gain % Mflop Gain % Mflop Gain %
10−16 11.50 52 % 14.70 39 % 14.57 39 % 14.47 39 % 14.20 40 %
10−8 11.50 52 % 14.70 39 % 14.57 39 % 14.47 39 % — —
10−4 24.23 -2 % 14.70 39 % 14.57 39 % 14.47 39 % — —
10−2 24.23 -2 % 19.77 17 % 20.64 13 % 24.40 -3 % — —
Le Proble`me test BCSSTK15
Le gradient conjugue´ ne´cessite 45 ite´rations avec un couˆt de 31.62 Mflop
Init-CG Def-CG Proj-CG SLRU Init-Tchebycheff
ε Mflop Gain % Mflop Gain % Mflop Gain % Mflop Gain % Mflop Gain %
10−16 20.41 35 % 22.27 29 % 22.19 29 % 21.96 30 % 24.78 21 %
10−8 20.41 35 % 22.27 29 % 22.19 29 % 21.96 30 % 30.96 2 %
10−4 31.66 -0.1 % 22.27 29 % 22.19 29 % 21.96 30 % — —
10−2 31.66 -0.1 % 24.62 22 % 24.54 22 % 24.31 23 % — —
Le Proble`me test EDP2
Le gradient conjugue´ ne´cessite 1060 ite´rations avec un couˆt de 6.31 Gflop
Init-CG Def-CG SLRU
ε Gflop Gain % Gflop Gain % Gflop Gain %
10−16 1.70 73 % 4.80 23 % 4.86 23 %
10−8 2.04? 67 % 4.95 22 % 5.32 15 %
10−4 6.42 -1 % 6.05 4 % 7.06 -11 %
10−2 6.42 -1 % 7.63 -21 % 9.02 -43 %
Tab. 3.4 – Couˆt des diffe´rentes approches pour diffe´rents niveaux de filtrage
ε. Les ite´rations du gradient conjugue´ sont stoppe´es quand la norme relative
du re´sidu est infe´rieure a` 10−10.
? Dans ce cas, nous utilisons l’algorithme alge´brique a` deux grilles avec le gradient conjugue´
comme lisseur et une seule correction de la grille grossie`re.
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Cycle a` deux grilles avec Tchebycheff comme lisseur
Proble`me test EDP1 Proble`me test BCSSTK15
ε ξ Mflop Gain % ξ Mflop Gain %
10−8 15 15.56 34 % 20 25.52 19 %
10−4 5 17.03 28 % 15 27.25 14 %
Tab. 3.5 – Couˆt, en ope´rations flottantes, du cycle a` deux grilles avec Tche-
bycheff comme lisseur.
3.5 Conclusions
Dans ce chapitre, nous avons compare´ diverses me´thodes de re´solution
exploitant une certaine information spectrale partielle extraite de la ma-
trice A. L’ide´e ge´ne´rale, commune a` toutes ces techniques, est d’employer
la base orthonormale W du sous-espace invariant associe´ aux plus petites
valeurs propres de A, en vue d’e´tablir une projection sur le comple´mentaire
orthogonal de W. Pour le pre´-calcul de cette base, nous avons employe´ la
factorisation spectrale partielle (Tchebycheff-PSF) [4, 28, 29], base´e sur les
filtres polynoˆmiaux de Tchebycheff et le processus de Lanczos, et pre´sente´e
au Chapitre 2.
Parmi les me´thodes de re´solution, nous avons conside´re´ la version du
gradient conjugue´ de´flate´ [77], qui consiste a` augmenter l’espace de Kry-
lov, ge´ne´re´ dans les ite´rations du gradient conjugue´, avec la base W, et a`
projeter, a` chaque ite´ration, les vecteurs de Krylov sur le comple´mentaire or-
thogonal de cette base W. Une alternative consiste a` appliquer l’algorithme
du gradient conjugue´ au syste`me projete´ [51]. La troisie`me approche est ba-
se´e sur un pre´conditionnement spectral [10], qui vise a` translater de 1 la
position des plus petites valeurs propres de la matrice du syste`me. Ces trois
techniques de Krylov ont permis une convergence rapide dans le gradient
conjugue´, avec des taux de convergence line´aires, tre`s identiques, et pouvant
eˆtre obtenus meˆme quand le calcul de la base approche´e W n’est pas trop
pre´cis.
Nous avons e´galement expe´rimente´ trois autres approches, a` savoir l’algo-
rithme du gradient conjugue´ classique et les me´thodes ite´ratives de Tcheby-
cheff et de Richardson, les trois ont e´te´ combine´es avec un ite´re´ initial obtenu
par une projection oblique du re´sidu de de´part dans le comple´mentaire ortho-
gonal de W. Nous avons observe´ que, quand le calcul de la base approche´e
W est pre´cis, ces techniques pre´sentent e´galement le meˆme comportement
nume´rique, avec des taux de convergence line´aires, mais qui diffe`rent le´ge`re-
ment, puisque leurs proprie´te´s nume´riques intrinse`ques sont diffe´rentes.
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Dans tous les cas, les taux de convergence re´sultants, sont directement
lie´s au parame`tre de coupure µ, qui correspond a` la plus petite valeur propre
de A qui n’est pas incluse dans l’ensemble de valeurs propres approche´es
par la base W. Plus pre´cise´ment, ces taux de convergence correspondent
a` ceux obtenus avec des matrices ayant un conditionnement re´duit e´gal a`
λmax(A)/µ. Enfin, en de´pit de leurs taux de convergence line´aires relative-
ment plus e´leve´s, les techniques ite´ratives de Tchebycheff et de Richardson
pre´sentent l’avantage additionnel de n’employer aucun produit scalaire dans
leurs ite´rations. Ceci est un aspect tre`s important pour les imple´mentations
paralle`les dans les environnements a` me´moire distribue´e.
Quand la base calcule´e W est invariante avec une grande pre´cision, il
est suffisant de de´composer la solution en deux parties, la premie`re s’ob-
tenant simplement par projection oblique du second membre dans l’espace
engendre´ par W. Les techniques du type Init-CG et Init-Tchebycheff sont
alors les algorithmes de choix, parce qu’elles e´vitent l’utilisation des projec-
teurs obliques a` chaque ite´ration, ce qui les rend beaucoup moins che`res.
Par contre, quand le calcul de la base W n’est pas trop pre´cis, l’utilisation
d’une projection oblique une seule fois, au de´but, ne suffit pas pour assurer
un taux de convergence line´aire. En particulier, quand la base approche´e
est trop pauvre, aucune ame´lioration n’est observe´e. Par opposition a` ceci,
les trois premie`res techniques de type Krylov, qui calculent a` chaque ite´-
ration une projection oblique avec la base W, n’ont pas ce proble`me de
mauvaise convergence, et montrent un comportement nume´rique tre`s stable
dans la plupart des cas. Dans des situations interme´diaires, c-a`-d. quand la
base pre´-calcule´e est suffisamment pre´cise, nous pouvons aussi conside´rer un
cycle a` deux grilles, pour tirer profit de l’information spectrale sans e´tablir
une correction de grille grossie`re (projection oblique) a` chaque ite´ration.
Les couˆts en ope´rations flottantes analyse´s dans § 3.4.2, ont e´galement
montre´ que, lorsque le spectre de la matrice d’ite´ration est tre`s bien regroupe´
et que la base W est de petite dimension, les gains peuvent eˆtre plutoˆt
inte´ressants, et le couˆt de pre´-calcul de cette base peut eˆtre rapidement
compense´ dans le cadre de la re´solution d’une se´quence de syste`mes line´aires
avec la meˆme matrice mais diffe´rents second membres.
Dans le chapitre suivant nous e´tudierons la combinaison du gradient
conjugue´ avec les filtres polynoˆmiaux de Tchebycheff applique´s a` une partie
du spectre de la matrice, comme pre´conditionneurs. Cette approche vise
a` mettre le gradient conjugue´ dans une meilleure situation de convergence.
L’ide´e est de construire directement une base de Krylov de dimension petite,
riche en informations relatives aux vecteurs propres associe´s aux plus petites
valeurs [32].
Chapitre 4
Approche Hybride
Combinant les Filtres de
Tchebycheff et le Gradient
Conjugue´ pour la Re´solution
de Syste`mes Line´aires a`
Second Membres Multiples
L’un des solveurs ite´ratifs les plus puissants pour re´soudre les syste`mes
line´aires syme´triques de´finis positifs est l’algorithme du gradient conju-
gue´ de Hestenes et de Stiefel [37], plus particulie`rement quand il est
combine´ avec un certain pre´conditionnement [16]. De nombreux pro-
ble`mes de calcul scientifique re´clament la re´solution de plusieurs sys-
te`mes line´aires impliquant la meˆme matrice mais des second membres
diffe´rents. Ici nous proposons une nouvelle approche base´e sur une
combinaison de la me´thode du gradient conjugue´ avec des filtres po-
lynomiaux de Tchebycheff comme pre´conditionneurs. Notre technique
consiste a` appliquer ces filtres polynomiaux a` une partie seulement du
spectre de la matrice de coefficient, en ciblant quelques proprie´te´s spe´ci-
fiques de convergence de la me´thode du gradient conjugue´. Nous mon-
trerons que notre pre´conditionneur met un grand nombre de valeurs
propres proches de 1 et ne de´grade pas la distribution des plus pe-
tites valeurs propres. Ceci permet au Gradient Conjugue´, ainsi pre´con-
ditionne´, de construire directement une base de Krylov de dimension
petite, tre`s riche en ce qui concerne les plus petites valeurs propres et
les vecteurs propres associe´s.
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Une conse´quence directe est que cette information spectrale peut alors
eˆtre exploite´e de manie`re tre`s simple, avec un petit effort supple´men-
taire, pour une multire´solution line´aire, c-a`-d. la re´solution d’une se´-
quence de syste`mes line´aires avec la meˆme matrice mais diffe´rents se-
cond membres fournis se´quentiellement. Nous illustrerons avec quelques
essais nume´riques, l’efficacite´ de cette approche.
4.1 Introduction
L’algorithme du gradient conjugue´ pre´conditionne´ est l’une des tech-
niques les plus puissantes pour re´soudre des syste`mes line´aires de la forme (1.1),
ou` A est une matrice creuse, syme´trique de´finie positive de Rn×n [16]. L’uti-
lisation de pre´conditionneurs polynomiaux est une solution attrayante, de´ja`
conside´re´e par plusieurs auteurs [39, 72]. Cela permet de transformer le
spectre de la matrice pre´conditionne´e, avec une distribution des valeurs
propres plus favorable a` la me´thode du gradient conjugue´, soit en re´duisant
fortement le conditionnement du syste`me pre´conditionne´, soit en regroupant
l’ensemble des valeurs propres dans un nombre tre`s restreint d’intervalles.
Pour l’ite´ration de Tchebycheff, par exemple, l’e´valuation de λmin(A)
et λmax(A), la plus petite et la plus grande valeur propre, est indispen-
sable. Une borne supe´rieure peut souvent eˆtre obtenue par des techniques
tre`s simples, telles que les disques de Gershgo¨rin [72]. Par contre, il est
plus difficile d’estimer la plus petite valeur propre. Saad [72] a propose´ une
technique de pre´conditionnement polynomial qui exige seulement une borne
supe´rieure pour la plus grande valeur propre, alors que la borne λmin(A) = 0
est employe´e comme plus petite valeur propre de A. Sa technique est base´e
sur les polynoˆmes de moindres carre´s associe´s a` la famille de fonctions-
poids de Jacobi [82]. Une autre manie`re d’e´viter le calcul de λmin(A) et de
λmax(A) est d’employer directement le polynoˆme construit par le gradient
conjugue´ lui-meˆme comme pre´conditionneur. Cette approche a e´te´ e´tudie´e
par O’Leary [55]. L’inconve´nient de cette technique est que le syste`me pre´-
conditionne´ n’a pas la garantie d’eˆtre de´fini positif. Golub et Kent [30] ont
propose´ une technique base´e sur des moments modifie´s permettant d’esti-
mer les valeurs propres extreˆmes du syste`me line´aire. Ashby et al. [6] ont
observe´, sur une varie´te´ d’exemples nume´riques, que l’efficacite´ des pre´con-
ditionneurs polynomiaux de Tchebycheff et de moindres carre´s de´pend de la
distribution des valeurs propres de la matrice A.
Ici, nous proposons une approche diffe´rente, qui vise a` placer le gradient
conjugue´ dans un mode particulier, “en mode amas”, ou` le conditionnement
du syste`me line´aire n’est pas tellement re´duit mais son spectre en grande par-
tie regroupe´ autour de 1. Notre pre´conditionneur, appele´ ChebFilter, consiste
a` appliquer les filtres polynomiaux de Tchebycheff a` une partie seulement
du spectre de la matrice d’ite´ration, afin de de´caler un grand nombre de va-
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leurs propres du syste`me line´aire pre`s de 1, sans de´grader la distribution des
plus petites valeurs propres. Avec cette technique de pre´conditionnement, le
gradient conjugue´ exhibe toujours une convergence avec un certain nombre
de plateaux, sans pouvoir entrer dans un mode line´aire directement. Ces
plateaux, qui correspondent a` la combinaison du mauvais conditionnement
avec des amas de valeurs propres aux extreˆmes, sont cependant conside´ra-
blement re´duits en taille (en comparaison de ce qui peut eˆtre observe´ sans
cette technique de pre´conditionnement). Le Gradient Conjugue´, ainsi pre´-
conditionne´, est alors a` meˆme de construire directement une base de Krylov
de dimension petite, tre`s riche en ce qui concerne les plus petites valeurs
propres et les vecteurs propres associe´s. Cette caracte´ristique est fondamen-
tale, car elle permet alors d’exploiter ces espaces de Krylov de manie`re tre`s
simple, sans effort supple´mentaire pour trier ou se´lectionner l’information
spectrale qu’ils contiennent, afin de re´soudre en particulier une se´quence
de syste`mes line´aires avec la meˆme matrice mais diffe´rents second membres
fournis se´quentiellement.
Une des motivations de l’ensemble de ce travail a e´te´, en effet, de pro-
poser une alternative a` l’utilisation des me´thodes directes pour la re´solution
d’une se´quence de syste`mes line´aires, avec une meˆme matrice (syme´trique
de´finie positive mais mal conditionne´e) et diffe´rents second membres. Pour
des second membres simultane´s, les me´thodes de Krylov par blocs [53] four-
nissent une re´ponse approprie´e. Pour une se´quence de second membres qui
ne changent que tre`s le´ge`rement, une ide´e toute simple est d’employer la
dernie`re solution comme vecteur de de´part pour la re´solution suivante dans
cette se´quence. Dans le cas ou` seulement un second membre est disponible
a` la fois, la me´thode de Fischer [27], le gradient conjugue´ de´flate´ (deflated
CG) [77], ou la me´thode hybride de Simoncini et al. [80] peuvent eˆtre consi-
de´re´es. La me´thode de Fischer recherche, dans l’ordre, une solution dans
l’espace engendre´ par les directions de Krylov construites lors du calcul de
la solution pre´ce´dente. Ceci est utile quand les vecteurs de solution sont
corre´le´s. Dans la me´thode du gradient conjugue´ de´flate´, seules les premie`res
directions de Krylov pre´ce´demment construites sont conserve´es et employe´s
pour mettre a` jour le sous-espace approximativement invariant exploite´ pour
acce´le´rer la re´solution des divers syste`mes. Cette approche est relativement
efficace en termes de calcul et d’occupation me´moire, mais la convergence
vers un sous-espace invariant est lente et la re´duction du nombre des ite´-
rations reste relativement modeste. La me´thode hybride de Simoncini et
al. [80] est tre`s efficace seulement quand les second membres partagent la
meˆme information spectrale.
Dans ce chapitre, l’ide´e principale est de re´soudre le premier syste`me
avec la me´thode du gradient conjugue´ combine´ avec les filtres de Tchebycheff
comme pre´conditionneurs, et exploiter ensuite la base de Krylov re´sultante,
ge´ne´re´e lors de cette premie`re re´solution, pour projeter le vecteur re´sidu
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initial avant d’exe´cuter l’algorithme du gradient conjugue´ classique pour la
re´solution des syste`mes suivants. Nous pouvons e´galement exploiter cette
base de Krylov dans des techniques de de´flation ainsi que des algorithmes a`
deux-Grilles (voir Chapitre 3).
Comme de´ja` mentionne´, cette approche diffe`re des autres car elle permet
de construire une base de Krylov qui contient de manie`re concentre´e toute
l’information spectrale associe´e aux plus petites valeurs propres, et ne ne´-
cessite pas de traitement ou de tri a posteriori, puisque cette base de Krylov
est de taille extreˆmement re´duite relativement a` la dimension de l’espace
invariant associe´ aux valeurs propres petites dans la matrice A. L’informa-
tion contenue dans cette base de Krylov est e´galement assez inde´pendante
du second membre du syste`me line´aire utilise´ pour la construire. En effet,
les filtres polynomiaux de Tchebycheff agissent uniforme´ment sur les compo-
santes propres, inde´pendamment des vecteurs re´sidus. Par opposition a` cela,
la me´thode du gradient conjugue´ de´termine a` chaque ite´ration le polynoˆme
optimal associe´ a` ces composantes propres, afin minimiser l’erreur en norme
A.
Ce chapitre s’articule comme suit. Nous consacrerons le paragraphe 4.2 a`
la description de notre pre´conditionneur, ainsi qu’a` la discussion de certaines
de ses proprie´te´s. Au § 4.3, nous illustrerons le comportement et l’efficacite´
nume´rique de notre approche sur un ensemble de proble`mes mode`les pro-
venant de la discre´tisation par e´le´ments finis des proble`mes d’E´quations
aux De´rive´es Partielles (EDP), du type e´quation de diffusion. Au § 4.5, nous
analyserons en de´tail la complexite´ algorithmique de notre technique et nous
e´tudierons comment peut-elle eˆtre employe´e efficacement pour re´soudre des
syste`mes line´aires avec la meˆme matrice mais a` second membres multiples.
En conclusion, nous rappellerons les re´sultats nouveaux et donnerons une
vue des perspectives de ce travail au § 4.6.
4.2 Filtres Polynomiaux de Tchebycheff comme
Pre´conditionneurs
Ce paragraphe est de´die´ a` la description de la combinaison du gradient
conjugue´ avec les filtres polynomiaux de Tchebycheff comme pre´condition-
neurs, et que nous appellerons ChebFilterCG. Pour de´crire ceci en de´tails,
nous introduisons d’abord la de´composition propre de la matrice A :
A = UΛUT = U1Λ1U
T
1 + U2Λ2U
T
2
ou` le spectre de A est divise´ en deux parties, Λ1 matrice diagonale for-
me´e des valeurs propres λi de A infe´rieures au parame`tre µ ∈]0, λmax[, U1
matrice rectangulaire dont les colonnes correspondent aux vecteurs propres
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orthonormalise´s, Λ2 et U2 e´tant les matrices comple´mentaires correspon-
dantes. Soit x(0) ∈ Rn un ite´re´ initial pour la solution de (1.1), et soit
r(0) = b−Ax(0) le vecteur re´sidu associe´. Nous introduisons alors le vecteur
filtre´
wf = Fm(A) r(0) = U1Fm(Λ1)UT1 r(0) + U2Fm(Λ2)UT2 r(0), (4.1)
ou` Fm est le polynoˆme de degre´ m donne´ par
Fm(λ) = Tm(Θµ(λ))
Tm(Θµ(0))
, (4.2)
ou` Tm est le polynoˆme de Tchebycheff de degre´ m, et Θµ la similitude qui
transforme l’intervalle [µ, λmax] en [−1, 1] (avec Θµ(µ) = 1 et Θµ(λmax) =
−1).
Pour des valeurs donne´es de µ, λmax(A) et ε, nous pouvons fixer le degre´
m de Tm tel que 1/|Tm(Θµ(0))| < ε et par conse´quent ||Fm(λ)||∞ < ε sur
[µ, λmax]. En utilisant la formule (4.1), on peut e´crire
||UT2 wf ||2 ≤ ||Fm(Λ2)||2 ||UT2 r(0)||2 ≤ ε ||UT2 r(0)||2 . (4.3)
L’e´quation (4.3) montre explicitement comment le filtre matriciel de Tche-
bycheff en A applique´ au vecteur re´sidu r(0) pourra atte´nuer les composantes
propres associe´s a` toutes les valeurs propres de l’intervalle [µ, λmax(A)] au
niveau ε relativement aux autres. Le nombre d’ite´rations de Tchebycheff per-
mettant de re´duire ces composantes propres a` un certain niveau du filtrage
ε, est directement lie´ au taux de convergence de l’ite´ration de Tchebycheff
sur l’intervalle [µ, λmax] (voir, e.g., [30], [36, page 47]), qui de´pend seulement
du rapport λmax/µ.
Notre pre´conditionneur polynomial est re´sume´ dans l’Algorithme 4.1 (ap-
pele´ ChebFilter).
Cet algorithme correspond a` l’application du polynoˆme matriciel de
Tchebycheff en A, re´duisant les composantes propres de r(0) associe´es a`
toutes les valeurs propres de l’intervalle [µ, λmax(A)] au niveau du filtrage ε,
pour calculer le vecteur re´sidu wf = Fm+1(A) r(0) et l’approximation corres-
pondante xf telle que b−Axf = rf . Les e´tapes 6.ii et 6.iii de l’Algorithme 4.1
sont lie´es par la relation suivante :
wf = w
(m+1) = Fm+1(A) r(0) = Tm+1(Θµ(A)) r
(0)
Tm+1(dµ)
=
1
σm+1
Tm+1
(
dµ I− αµ A
)
r(0)
ou` nous notons dµ =
λmax + µ
λmax − µ , αµ =
2
λmax − µ et σm = Tm(dµ) pour tout
m ≥ 0. L’e´tape 6.iv peut eˆtre e´galement remplace´e par la relation
wf = w
(m+1) = 2
σm
σm+1
(
dµw
(m) − αµAw(m)
)
− σm−1
σm+1
w(m−1), (4.4)
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Algorithme 4.1 : ChebFilter
[wf ,xf ] = ChebFilter
`
A,b, µ, λmax(A),x
(0), ε
´
De´but
1. αµ =
2
λmax(A)− µ
et dµ =
λmax(A) + µ
λmax(A)− µ
2. Choix de x(0)
3. xf = x
(0), et wf = b−Axf
4. y = xf , m = 1, σ0 = 1 et σ1 = dµ
5. xf = xf +
αµ
dµ
wf et wf = b −Axf
6. Tant que 1/σm ≥ ε Faire
i. σm+1 = 2 dµ σm − σm−1
ii. p = 2
σm
σm+1
“
dµxf + αµwf
”
−
σm−1
σm+1
y
iii. y = xf et xf = p
iv. wf = b−Axf
v. m = m + 1
7. FinTantque
Fin
qui correspond a` la re´currence a` trois termes de´finissant l’ite´ration de Tche-
bycheff calculant w(m+1) en fonction de w(m) et w(m−1) pour tout m ≥ 1,
ou` w(0) est le vecteur r(0), et ou` w(1) est e´gal a`
(
I− αµdµ A
)
r(0).
Soit x(i) l’ite´re´ a` l’e´tape i du gradient conjugue´ pre´conditionne´ et r(i) =
b−Ax(i) = A(x−x(i)) le re´sidu associe´. L’application du pre´conditionneur
ChebFilter consiste a` re´soudre approximativement le syste`me line´aire Az(i) =
r(i) tel que le re´sidu final est e´gal a` r(i) − Az(i) = Fm(A) r(i). Ceci peut
e´galement eˆtre formule´ comme suit :
z(i) = A−1
(
I−Fm(A)
)
r(i) = M−1r(i). (4.5)
Nous mentionnons que notre pre´conditionneur polynomial effectue un nombre
fixe d’e´tapes pour des valeurs donne´es de λmax(A), µ et ε, inde´pendamment
du second membre.
A` l’e´tape i, le gradient conjugue´ pre´conditionne´ est caracte´rise´ par :{
x(i) ∈ {x(0)}+Ki(M−1A, z(0)) avec z(0) = M−1b
r(i) ⊥ Ki(M−1A, z(0)).
Ki(M−1A, z(0)) est l’espace de Krylov de dimension i.
Ki
(
M−1A, z(0)
)
=
[
z(0), . . . ,
(
M−1A
)i−1
z(0)
]
=
[
z(0), . . . ,
(
I−Fm(A)
)i−1
z(0)
]
=
[
z(0), . . . ,
(Fm(A))i−1z(0)], (4.6)
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e´tant donne´ que A−1Fm(A) = Fm(A)A−1, et donc que M−1A = A−1
(
I−
Fm(A)
)
A =
(
I−Fm(A)
)
A−1A. L’e´quation (4.6) montre explicitement que
les directions de recherche du gradient conjugue´ pre´conditionne´ par les filtres
polynomiaux de Tchebycheff sont obtenues dans un espace de Krylov filtre´.
Comme A est syme´trique de´finie positive, alors M−1 = A−1
(
I−Fm(A)
)
l’est aussi. En effet, puisque A−1 et Fm(A) commutent, il est facile de voir
que M−1 est syme´trique. En utilisant la de´composition propre A = UΛUT ,
nous pouvons e´crire M−1 = UΛ−1
(
I−Fm(Λ)
)
UT , ou` Λ−1
(
I−Fm(Λ)
)
est
une matrice diagonale de´finie positive puisque Fm(λ) ∈ [−ε, 1[ pour tout λ
dans ]0, λmax]. En plus, nous pouvons voir que les matrices M
−1A et AM−1
ont les meˆmes valeurs propres, qui sont celles de la matrice (I − Fm(A)).
Par conse´quent, les valeurs propres de M−1A sont donne´es par 1−Fm(λi),
avec λi, i ∈ {1, . . . , n} valeurs propres de A.
Un aspect tre`s important dans l’utilisation des filtres de Tchebycheff
comme pre´conditionneurs est qu’ils agissent uniforme´ment sur l’intervalle
[µ, λmax(A)], inde´pendamment du second membre. Par opposition a` cela, le
gradient conjugue´ de´termine a` chaque ite´ration le polynoˆme optimal pour
minimiser l’erreur courante en norme A, qui de´pend du second membre.
Les e´tapes de la combinaison du gradient conjugue´ avec les filtres po-
lynomiaux comme pre´conditionneurs sont re´sume´es dans l’Algorithme 4.2,
qu’on appellera ChebFilterCG.
Algorithme 4.2 : ChebFilterCG
De´but
1. choix de x(0) et r(0) = b−Ax(0)
2. Pour m = 1, 2, . . . Faire
i. [yf , z
(m−1)] = ChebFilter
`
A, r(m−1), µ, λmax(A),y, ε
´
ii. ρm−1 = r
(m−1)T z(m−1)
iii. Si m = 1
p(1) = z(0)
Sinon
βm−1 = ρm−1/ρm−2
p(m) = z(m−1) + βm−1p
(m−1)
iv. FinSi
v. q(m) = Ap(m)
vi. αm = ρm−1/(p
(m)T q(m))
vii. x(m) = x(m−1) + αmp
(m)
viii. r(m) = r(m−1) − αmq
(m)
ix. Ve´rifier la Convergence et Continuer si ne´cessaire
3. FinPour
Fin
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4.2.1 Pre´conditionnement des Algorithmes ChebFilter et Cheb-
FilterCG
La version pre´conditionne´e de l’Algorithme 4.1 (ChebFilter) peut eˆtre ob-
tenue de la manie`re suivante. On suppose que l’on veut re´soudre le syste`me
pre´conditionne´ syme´triquement
L−1AL−Tu = L−1b, x = L−Tu, (4.7)
et on applique l’Algorithme 4.1 au syste`me (4.7). En rede´finissant les variables
de la fac¸on suivante
L−Tuf → xf
Lwf → wf (4.8)
et en posant M1 = LL
T , on obtient l’Algorithme 4.3, et qu’on appellera
PChebFilter.
Algorithme 4.3 : PChebFilter
[wf ,xf ] = PChebFilter
`
A,b, µ, λmax,x
(0), ε,M1
´
λmax correspond a` la plus grande valeur propre du
syste`me pre´conditionne´.
De´but
1. αµ =
2
λmax − µ
et dµ =
λmax + µ
λmax − µ
2. Choix de x(0)
3. xf = x
(0), et wf = M
−1
1 (b−Axf )
4. y = xf , m = 1, σ0 = 1 et σ1 = dµ
5. xf = xf +
αµ
dµ
wf et wf = M
−1
1 (b−Axf )
6. Tant que 1/σm ≥ ε Faire
i. σm+1 = 2 dµ σm − σm−1
ii. p = 2
σm
σm+1
“
dµxf + αµwf
”
−
σm−1
σm+1
y
iii. y = xf et xf = p
iv. wf = M
−1
1 (b−Axf )
v. m = m + 1
7. FinTantque
Fin
Quant a` la version pre´conditionne´e de l’Algorithme 4.2 (PChebFilterCG),
elle peut eˆtre obtenue en remplac¸ant l’appel a` ChebFilter par PChebFilter
dans l’algorithme ChebFilterCG.
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4.3 Essais nume´riques
Dans ce paragraphe, nous allons illustrer, avec quelques essais nume´-
riques, l’efficacite´ de notre pre´conditionneur polynomial. Nous conside´rons,
pour cela, les deux proble`mes test EDP1 et EDP2 de´ja` de´crits au § 3.3.
Ces deux proble`mes sont extraits de la discre´tisation par e´le´ments finis, en
utilisant pdetool c© sous Matlab c©, de proble`mes aux de´rive´s partielles el-
liptiques.
Cependant, nous utiliserons trois types de premier niveau de pre´condi-
tionnement : Jacobi classique M1 = diag(A), la factorisation incomple`te de
Cholesky de A sans remplissage, et la factorisation incomple`te de Cholesky
IC(t) de A ou` t, parame`tre de seuil controˆlant le niveau de remplissage, est
fixe´ e´gal a` 10−2 ; cholinc(A, 10−2) comme dans les notations Matlab c©.
En utilisant la factorisation incomple`te de Cholesky, nous calculons la ma-
trice triangulaire infe´rieure L telle que M1 = LL
T . Le but de ce premier
niveau de pre´conditionnement est de mieux regrouper le spectre de la ma-
trice d’ite´ration, ce qui est une situation favorable pour la technique de
re´solution que nous proposons ici.
Pre´conditionneur Premier Niveau κ(M−11 A) λmin λmax
M1 = I 2.6 · 109 3.7 · 10−3 9.6 · 106
M1 = Jacobi Classique ; M1 = diag(A) 6.8 · 108 3.1 · 10−9 2.08
M1 = IC(0) ; sans Remplissage 9.4 · 107 1.7 · 10−8 1.6
M1 = IC(10−2) ; avec Remplissage 6.2 · 106 1.8 · 10−7 1.1
Tab. 4.1 – Estimations de κ(M−11 A), λmin, et λmax, pour le proble`me test
EDP1.
Dans un premier temps, nous conside´rons le proble`me test EDP1. Dans
la table 4.1, nous indiquons les diffe´rentes valeurs du conditionnement de
la matrice A, κ(A), et de la matrice pre´conditionne´e M−11 A, κ(M
−1
1 A),
pour Jacobi classique et Cholesky Incomplet sans remplissage IC(0) et avec
remplissage IC(10−2). Nous notons le conditionnement e´leve´ de la matrice
originale A, de l’ordre 109, et celui de la matrice pre´conditionne´e par Cho-
lesky Incomplet IC(10−2), re´duit d’un facteur 103.
Dans la table 4.2, nous indiquons le nombre de valeurs propres dans
l’intervalle [λmin, µ] pour le proble`me test EDP1, et ceci pour diverses du
parame`tre de coupure µ dans le pre´conditionneur. Nous pouvons observer
que la matrice originale a des proble`mes d’e´chelle dans ses entre´es, et que
le pre´conditionneur Jacobi classique permet de´ja` de regrouper substantielle-
ment les valeurs propres, bien que le nombre du conditionnement demeure
tre`s grand.
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µ = λmax/γ Pre´conditionneur Premier Niveau M1
γ Identite´ Jacobi Classique Cholesky Incomplet Cholesky Incomplet
I diag(A) IC(0) IC(10−2)
109 3
108 41
107 >200
103 3
500 5
200 18
100 43 3
50 89 11
20 >200 32
10 68 3
5 157 9
2 >200 40
Tab. 4.2 – Nombre de valeurs propres dans l’intervalle [λmin, µ] pour diffe´-
rentes valeurs de coupure µ. Le proble`me test conside´re´ est EDP1.
Dans les tables suivantes, le temps CPU ne sera pas affiche´, puisque
toutes nos expe´riences ont e´te´ effectue´es sous Matlab c©, pour illustrer le
comportement et l’efficacite´ nume´rique de l’approche propose´e.
4.3.1 Impact de la Valeur de Coupure µ et du Niveau de
Filtrage ε
Le pre´conditionneur ChebFilter de´veloppe´ au § 4.2 de´pend de deux para-
me`tres, qui correspondent aux choix de la valeur de coupure, µ, et du niveau
du filtrage, ε.
Le premier parame`tre µ divise le spectre de la matrice A en deux sous-
ensembles et de´termine le taux de convergence des e´tapes de Tchebycheff
calcule´es a` chaque ite´ration du gradient conjugue´ pour re´aliser le pre´con-
ditionnement polynomial, puisque celui-ci de´finit l’intervalle d’atte´nuation
[µ, λmax] ou` le polynoˆme de Tchebycheff converge uniforme´ment vers 0.
Dans la table 4.3, nous conside´rons le proble`me test EDP1 de´crit au § 3.3.
L’ite´re´ initial est x(0) = 0 et le second membre b est choisi de sorte que la
solution x? du syste`me line´aire initial soit le vecteur e = [1, 1, . . . , 1]. Dans
cette table, nous montrons le nombre d’e´tapes de filtrage de Tchebycheff
(ChebIt), le nombre d’ite´rations du gradient conjugue´ (CGIt), et le nombre
total de produits matrice-vecteur (ChebIt×CGIt), ceci pour diffe´rentes va-
leurs du niveau du filtrage ε et pour diffe´rentes valeurs de coupure µ. Dans
Chapitre 4. Approche Hybride Combinant les Filtres de Tchebycheff 85
Le proble`me test EDP1 pre´conditionne´ par Jacobi Classique
CG sans pre´conditionnement de Tchebycheff requiert CGIt = 485 ite´rations
µ = λmax/1000 µ = λmax/500 µ = λmax/100
Valeur de ε ChebIt CGIt ChebIt×CGIt ChebIt CGIt ChebIt×CGIt ChebIt CGIt ChebIt×CGIt
10−16 594 4 2376 420 5 2100 188 1 2068
10−8 303 5 1515 214 6 1284 96 16 1536
10−4 157 7 1099 111 8 888 50 22 1100
10−2 84 11 924 60 12 720 27 30 810
10−1 48 17 816 34 19 646 15 42 630
Le proble`me test EDP1 pre´conditionne´ par Cholesky Incomplet sans remplissage IC(0)
CG sans pre´conditionnement de Tchebycheff requiert CGIt = 191 ite´rations
µ = λmax/100 µ = λmax/50 µ = λmax/20
Valeur de ε ChebIt CGIt ChebIt×CGIt ChebIt CGIt ChebIt×CGIt ChebIt CGIt ChebIt×CGIt
10−16 188 4 752 132 6 792 83 9 747
10−8 96 5 480 68 8 544 43 13 559
10−4 50 7 350 35 11 385 22 18 396
10−2 27 11 297 19 15 285 12 25 300
10−1 15 18 270 11 22 242 7 35 245
Le proble`me test EDP1 pre´conditionne´ par Cholesky Incomplet IC(10−2)
CG sans pre´conditionnement de Tchebycheff requiert CGIt = 54 ite´rations
µ = λmax/20 µ = λmax/10 µ = λmax/5
Valeur de ε ChebIt CGIt ChebIt×CGIt ChebIt CGIt ChebIt×CGIt ChebIt CGIt ChebIt×CGIt
10−16 83 4 332 58 4 232 39 5 195
10−8 43 4 172 30 5 150 20 7 140
10−4 22 6 132 16 7 102 11 9 99
10−2 12 10 120 9 10 90 6 13 78
10−1 7 15 105 5 16 80 4 17 68
Tab. 4.3 – Comparaison du nombre d’e´tapes du filtrage de Tchebycheff, du
nombre d’ite´rations du gradient conjugue´, et du nombre total des produits
matrice-vecteur pour diffe´rentes valeurs du niveau du filtrage ε et valeurs de
coupure µ. Le proble`me test conside´re´ est EDP1.
• CGIt correspond au nombre d’ite´rations du gradient conjugue´ .
• ChebIt correspond au nombre d’e´tapes du filtrage de Tchebycheff a` chaque
ite´ration du gradient conjugue´.
• ChebIt×CGIt correspond au nombre total des produits matrice-vecteur.
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ces essais nume´riques, le crite`re d’arreˆt utilise´, portant sur l’erreur relative
en norme A, est donne´ par ||x? − x(k)||A ≤ 10−9 ||x?||A.
Nous pouvons observer les effets combine´s de ces deux parame`tres sur
nos proble`mes test. Le changement rapide du taux de convergence de Tche-
bycheff, pour des valeurs de coupure µ de´croissantes, induit plus d’e´tapes de
filtrage a` chaque ite´ration, et ceci ne peut eˆtre compense´ que par une bonne
re´duction du nombre total d’ite´rations de la me´thode du gradient conjugue´
pre´conditionne´. A` cet e´gard, un pre´conditionneur de premier niveau M1 est
un point cle´ pour bien regrouper le spectre de la matrice d’ite´ration M−11 A,
et permettre e´ventuellement d’utiliser des valeurs de coupure µ raisonnables.
Le deuxie`me parame`tre, le niveau du filtrage ε, influence directement le
nombre d’e´tapes de Tchebycheff. Pour illustrer cela, nous indiquons dans
la table 4.3 le nombre d’e´tapes de filtrage effectue´es a` chaque ite´ration du
gradient conjugue´, pour diffe´rentes valeurs de ε.
Nous notons que, pour un niveau fixe du filtrage ε, le nombre total de pro-
duits matrice-vecteur (ChebIt×CGIt) ne change pas drastiquement quand
le parame`tre µ varie. Pour une valeur fixe de coupure µ, si nous conside´rons
le nombre total de produits matrice-vecteur (ChebIt×CGIt), il est clair que
le gradient conjugue´ tout seul ne´cessite moins de produits matrice-vecteur
que sa combinaison avec les filtres de Tchebycheff. Ceci est duˆ au fait que les
polynoˆmes de Tchebycheff ne sont pas optimaux en || · ||A, car ils agissent
uniforme´ment et inde´pendemment des composantes propres du vecteur re´-
sidu.
Si nous conside´rons une valeur du filtrage ε proche de 10−1 pour mini-
miser l’effort dans chaque e´tape du filtrage de Tchebycheff, nous observons
que le nombre total de produits matrice-vecteur re´alise´s n’est pas trop loin
de celui re´alise´ par le gradient conjugue´ tout seul. Cependant, le re´sultat le
plus important a` souligner concerne la re´duction substantielle de la dimen-
sion de la base de Krylov produite avec cette combinaison Tchebycheff–CG,
qui peut eˆtre 3 fois plus petite dans le cas de IC(10−2), ou re´duite par un
facteur environ 6 dans le cas de IC(0), et 10 fois plus petite dans le cas de
Jacobi classique en tant que pre´conditionneur premier niveau.
Nous verrons d’ailleurs que, si nous avons l’intention de re´utiliser la base
de Krylov filtre´e pour acce´le´rer d’autres re´solutions, minimiser la taille de
cette base est un facteur tre`s important pour la re´duction des couˆts, et il
est alors pre´fe´rable d’utiliser des petites valeurs pour le niveau du filtrage ε.
Ces diffe´rents aspects seront analyse´s plus en de´tail, en termes d’ope´rations
flottantes, au § 4.5.
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4.3.2 Pertinence de la Base de Krylov
Dans ce paragraphe, nous conside´rons le proble`me test EDP1. Nous e´va-
luons la pertinence de l’information spectrale stocke´e dans le sous-espace de
Krylov [Wk] obtenu apre`s k ite´rations du gradient conjugue´ pre´conditionne´
dans l’algorithme ChebFilterCG. Nous notons que, dans ce paragraphe, la
base Wk est orthogonale. Elle est forme´e par les re´sidus et non par les di-
rections de descentes. Nous effectuons une analyse spectrale de Ritz de Wk,
et nous e´tudions e´galement les cosinus des angles principaux entre ce sous-
espace de Krylov et le sous-espace invariant correspondant engendre´ par Uk,
associe´ aux k plus petites valeurs propres de la matrice A. La base propre
Uk est calcule´e par ARPACK [44].
Analyse Spectrale de Ritz
Les valeurs de Ritz δi, 1 ≤ i ≤ k sont les valeurs propres de la matrice
de Rayleigh WTk AWk ou` Wk est la matrice de R
n×k dont les colonnes
constituent l’ensemble des vecteurs de Krylov orthonormalise´s.
Matrice Pre´conditionne´e par IC(10−2) Matrice Pre´conditionne´e par IC(0)
λmax = 1.1 valeur de |λi − δi|/|λi| λmax = 1.6 valeur de |λi − δi|/|λi|
λi µ = λmax/10 µ = λmax/5 λi µ = λmax/50 µ = λmax/20
1.79 · 10−7 4.92 · 10−10 3.40 · 10−10 1.66 · 10−8 8.87 · 10−9 8.45 · 10−9
1.80 · 10−5 1.10 · 10−11 1.85 · 10−13 1.67 · 10−6 2.74 · 10−11 3.58 · 10−11
6.89 · 10−2 1.00 · 10−15 2.61 · 10−15 8.19 · 10−3 2.07 · 10−14 1.69 · 10−14
1.65 · 10−1 2.78 · 100 4.01 · 10−5 1.64 · 10−2 2.89 · 10−4 2.36 · 10−6
1.66 · 10−1 3.33 · 100 1.48 · 10−2 1.64 · 10−2 9.55 · 10−4 7.94 · 10−9
1.67 · 10−1 4.08 · 100 1.42 · 10−2 2.09 · 10−2 8.86 · 10−7 1.08 · 10−10
1.69 · 10−1 8.77 · 100 8.77 · 10−2 2.15 · 10−2 3.08 · 10−5 3.01 · 10−9
Tab. 4.4 – Re´sidu relatif correspondant aux plus petites valeurs propres λi,
1 ≤ i ≤ 7, pour un niveau du filtrage ε = 10−4 et pour diffe´rentes valeurs de
coupure µ. Le proble`me conside´re´ est EDP1.
Dans la table 4.4, nous indiquons le re´sidu relatif correspondant aux plus
petites valeurs propres λi, 1 ≤ i ≤ 7, ce qui indique le nombre de chiffres cor-
rects pour chaque valeur propre approche´e δi, 1 ≤ i ≤ 7, pour un niveau
du filtrage ε = 10−4 et pour diffe´rentes valeurs de coupure µ. Par exemple,
le gradient conjugue´ pre´conditionne´ par les filtres de Tchebycheff (ChebFil-
terCG) donne une bonne approximation des trois valeurs propres les plus
petites (dix chiffres corrects) pour la matrice pre´conditionne´e par IC(10−2)
et µ = λmax/10. Nous observons que, avec µ = λmax/10, les quatre autres va-
leurs propres ne sont pas bien approche´es. Ceci est simplement duˆ au fait que
ces valeurs propres tombent directement dans l’intervalle [λmax/10, λmax],
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ou` le polynoˆme de Tchebycheff converge uniforme´ment vers 0. Cette table
prouve l’inte´reˆt de l’information spectrale stocke´e dans le sous-espace de
Krylov ge´ne´re´ par ChebFilterCG, qui offre en effet une bonne approximation
de la partie spectrale associe´e a` l’intervalle ]0, µ[.
Cosinus des Angles Principaux
La table 4.5 donne les cosinus des angles principaux entre les deux sous-
espaces [Wk] et [Uk]. Wk est une base orthonormale de l’espace de Krylov
ge´ne´re´ apre`s k ite´rations de l’algorithme ChebFilterCG. Uk est la matrice
dont les colonnes constituent le syste`me orthonorme´ des k premiers vecteurs
propres de la matrice pre´conditionne´e M−11 A. L’index k re´fe`re au nombre
d’ite´rations de l’algorithme ChebFilterCG. Le calcul est re´alise´ par la de´com-
position en valeurs singulie`res (SVD) [34], puisque les valeurs singulie`res de
WTk Uk correspondent aux cosinus des angles principaux entre les deux sous-
espaces [Wk] et [Uk]. Comme nous pouvons l’observer dans la table 4.5, ces
angles principaux restent tre`s proches de ze´ro. Nous de´duisons de ce calcul
de cosinus que les deux sous-espaces [Wk] et [Uk] sont quasiment presque
coline´aires, et plus particulie`rement pour les directions qui sont associe´es a`
l’intervalle ]0, µ[.
SVD(WTk Uk)
Valeurs du niveau du filtrage ε et la dimension correspondante k de la base de Krylov Wk
ε = 10−16 et (k = 4) ε = 10−4 et (k = 7) ε = 10−1 et (k = 16)
1.000E+00 1.000E+00 1.000E+00 9.999E-01
1.000E+00 1.000E+00 1.000E+00 9.994E-01
9.999E-01 9.999E-01 1.000E+00 9.731E-01
9.538E-01 9.815E-01 9.999E-01 9.580E-01
9.725E-01 9.999E-01 9.389E-01
9.586E-01 9.993E-01 8.682E-01
8.998E-01 9.999E-01 8.192E-01
9.999E-01 6.219E-01
Tab. 4.5 – Cosinus des angles principaux entre [Wk] et [Uk], le sous-espace
associe´ aux k plus petites valeurs propres. La matrice est initialement pre´-
conditionne´e par Cholesky Incomplet avec remplissage IC(10−2), et la valeur
de coupure dans l’algorithme ChebFilterCG a e´te´ fixe´e a` µ = λmax/10. Le
proble`me test conside´re´ est EDP1.
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4.4 Re´utilisation du Sous-Espace de Krylov Filtre´
pour une Multire´solution
Dans ce paragraphe, notre principal inte´reˆt est de re´soudre une se´quence
de syste`mes line´aires impliquant une meˆme matrice mais des second membres
diffe´rents :
Ax` = b`, ` = 1, . . . , s, (4.9)
ou` A est une matrice syme´trique de´finie positive de Rn×n, x` et b` sont
des vecteurs de Rn. L’ide´e principale est de re´soudre le premier syste`me
Ax1 = b1 dans la se´quence (4.9), par la me´thode du gradient conjugue´
combine´ avec les filtres de Tchebycheff comme pre´conditionneurs (ChebFil-
terCG), et d’exploiter la base de Krylov re´sultante pour acce´le´rer les re´solu-
tions suivantes.
Une fois que cette base de Krylov Wk est obtenue, apre`s k ite´rations du
gradient conjugue´ dans l’algorithme ChebFilterCG, nous pouvons la re´utiliser
dans l’Algorithme 3.1 (Init-CG), par exemple (voir [12, 13, 28, 29, 62, 73,
77]), pour la re´solution de tout autre syste`me dans la se´quence (4.9). Nous
insistons sur le fait que nous gardons la meˆme base Wk pour toutes les
re´solutions ulte´rieures.
Comme pre´ce´demment de´crit (§ 3.2.1 du Chapitre 3), le gradient conju-
gue´ avec projection initiale, Init-CG, e´tablit une projection oblique du re´sidu
initial dans [Wk] afin d’obtenir les composantes propres de la solution qui
correspondent aux plus petites valeurs propres. La partie restante de la so-
lution est calcule´e par la me´thode du gradient conjugue´ classique.
Algorithme 4.4 :
De´but
1. [x1,W] = PChebFilterCG
`
A,b1,x
(0), tol1,M1
´
2. Ac = W
T AW, est une matrice diagonale
3. For ` = 2, . . . , s Faire
i. x(0) = WA−1c W
T b`
ii. x` = PCG(A,b`,x
(0), tol2,M1)
4. FinPour
Fin
Du point de vue pratique, cela se re´sume a` utiliser la me´thode du gradient
conjugue´ pre´conditionne´ par M1 pour re´soudre Ax` = b`, ` ≥ 2 (cf. Algo-
rithme 4.4, e´tape 3.ii), avec un vecteur de de´part x
(0)
` = Wk(W
T
k AWk)
−1WTk b`
ou` Wk est une matrice de R
n×k. La base de Krylov Wk est obtenue apre`s
k ite´rations de l’algorithme ChebFilterCG en re´solvant le premier syste`me
(` = 1). Elle est constitue´e par les vecteurs de descente du gradient conjugue´
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et non pas les vecteurs re´sidus. Dans ce cas, Wk est une base A-orthogonale
et Ac = W
T
k AWk est une matrice diagonale. Nous notons que nous ne pro-
jetons pas la matrice a` chaque ite´ration, mais que nous employons le gradient
conjugue´ pre´conditionne´ par M1 (pre´conditionneur de premier niveau) avec
la matrice originale, et un premier ite´re´ x
(0)
` avec lequel nous espe´rons “gom-
mer” les difficulte´s que le CG pourrait rencontrer, a` savoir les plateaux qui
peuvent eˆtre observe´s dans les courbes de convergence. Cette approche est
re´sume´e dans l’Algorithme 4.4.
Pour illustrer cette strate´gie, nous conside´rons le proble`me test EDP1.
Un premier syste`me Ax1 = b1 est d’abord re´solu, puis un second Ax2 = b2.
Pour le premier syste`me, l’ite´re´ initial est x
(0)
1 = 0 et le second membre
b1 est choisi tel que la solution soit le vecteur e = [1, 1, . . . , 1]. Le crite`re
d’arreˆt pour ce premier syste`me porte sur l’erreur relative en norme A :
||x?1−x(k)1 ||A ≤ 10−9||x?1||A. Quand au deuxie`me syste`me, le second membre
b2 est choisi de sorte que la solution soit un vecteur de nombres ale´atoires qui
suivent la loi normale N (0, 1). Pour ces tests, nous avons e´galement controˆle´
l’erreur relative en norme A jusqu’a` la pre´cision machine, pour illustrer et
e´tudier le comportement nume´rique complet de la me´thode.
Les diverses figures tracent la de´croissance de l’erreur en norme A en
fonction du nombre d’ite´rations (qui est aussi e´gal au nombre de produits
matrice-vecteur). En plus, nous de´noterons par “Classical CG” le gradient
conjugue´ pre´conditionne´ par Jacobi classique ou Cholesky Incomplet, c’est
a` dire le premier niveau de pre´conditionnement seulement.
Les figures 4.1 et 4.2 montrent une ame´lioration significative, lorsqu’on
re´utilise le sous-espace de Krylov ge´ne´re´ par l’algorithme ChebFilterCG, dans
la re´solution du deuxie`me syste`me line´aire. Nous trac¸ons l’erreur relative
en norme A, en fonction du nombre d’ite´rations, respectivement pour les
proble`mes test EDP1 pre´conditionne´ par Jacobi classique et par Cholesky
Incomplet sans remplissage. Pour la comparaison, nous montrons e´galement
la courbe de convergence de l’erreur relative en norme A du gradient conju-
gue´ pre´conditionne´ mais sans projection du vecteur re´sidu initial “Classical
CG”.
La figure 4.1 montre les ame´liorations obtenues pour une base de Kry-
lov ge´ne´re´e par l’algorithme ChebFilterCG avec diffe´rents niveaux de filtrage
ε. Nous observons que, pour une valeur de coupure fixe´e µ, les courbes
de convergence de Init-CG pre´sentent un comportement nume´rique constant
quel que soit le choix de ce niveau de filtrage ε, puisque toutes les courbes
co¨ıncident presque totalement, sauf apre`s stagnation. Nous observons e´gale-
ment que le nombre d’ite´rations est re´duit par un facteur de 4 pour atteindre
une erreur relative en norme A de 10−8, ce qui illustre la pertinence de l’infor-
mation spectrale contenue dans l’espace de Krylov obtenu par ChebFilterCG.
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EDP1 pre´conditionne´ par Jacobi Classique,
pour la valeur de coupure µ = λmax/500
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EDP1 pre´conditionne´ par Cholesky Incomplet
sans remplissage, pour la valeur de coupure
µ = λmax/100
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Fig. 4.1 – Courbes de Convergence de Init-CG avec une base de Krylov ge´-
ne´re´e par ChebFilterCG, pour une valeur de coupure µ fixe´e et diffe´rents
niveaux du filtrage ε. Le proble`me test conside´re´ est EDP1.
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EDP1 pre´conditionne´ par Jacobi classique
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EDP1 pre´conditionne´ par Cholesky Incomplet
sans remplissage
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Fig. 4.2 – Courbe de convergence de l’algorithme Init-CG avec la base de
Krylov ge´ne´re´e par ChebFilterCG, pour un niveau du filtrage ε = 10−1, et
pour diffe´rentes valeurs de coupure µ. Le proble`me conside´re´ est EDP1
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Une proprie´te´ importante du pre´conditionneur ChebFilter est que l’on n’a
pas besoin d’un niveau du filtrage tre`s proche de la pre´cision machine pour
que l’information spectrale contenue dans la base de Krylov soit efficacement
re´utilisable. Seule la dimension de cette base change quand ε varie, mais pas
le comportement de Init-CG lors de la re´solution du second syste`me.
Dans la figure 4.2, nous fixons cette fois le niveau du filtrage (par exemple,
ε = 10−1) et nous faisons varier la valeur de coupure µ. Les courbes de
convergence de Init-CG, pour ces diffe´rentes valeurs de µ, montrent la` en-
core un comportement nume´rique tre`s similaire. Les le´ge`res variations de
pente sont dues au fait que la variation du parame`tre de coupure µ change
le nombre des valeurs propres approche´es dans l’espace de Krylov filtre´ cor-
respondant. Bien que ces re´sultats soient limite´s a` deux syste`mes seule-
ment, les gains obtenus peuvent eˆtre facilement e´tendus a` de plus longues
se´quences de syste`mes line´aires avec la meˆme matrice mais avec diffe´rents
second membres.
En conclusion, les diffe´rentes courbes prouvent que le niveau du filtrage
ε et la valeur de coupure µ n’ont pas un grand effet sur la qualite´ de la base
de Krylov, puisque le comportement de convergence de l’algorithme Init-CG
ne change pas beaucoup pour une base W obtenue avec diffe´rentes valeurs
de ces parame`tres. Cependant, ces parame`tres agissent certainement sur la
taille de la base re´sultante W, qui demeure en tout cas, relativement petite,
et tre`s riche en ce qui concerne les plus petites valeurs propres et les vecteurs
propres associe´s.
4.5 Conside´rations Pratiques
Dans ce paragraphe, tous les couˆts seront e´value´s en ope´rations flottantes.
Le couˆt d’un produit matrice-vecteur avec A est donne´ par :
CA ≈ 2 nnz (A)− n (4.10)
ou` nnz (A) est le nombre d’e´le´ments non nuls que la matrice A comporte.
Dans l’algorithme ChebFilterCG, les filtres polynomiaux de Tchebycheff
sont employe´s a` chaque ite´ration, de fac¸on a` atte´nuer uniforme´ment toutes
les composantes propres du re´sidu associe´es a` toutes les valeurs propres de
[µ, λmax] au dessous du niveau ε relativement aux autres.
Chaque e´tape de filtrage de Tchebycheff implique un produit matrice×vecteur
avec la matrice A et trois mises a` jour de vecteur (_ AXPY). Ce couˆt est donne´
par :
CChebFilter = CA + 3 C AXPY, ou` C AXPY ≈ 2n. (4.11)
Pour ce qui est de l’ite´ration du Gradient Conjugue´, en plus d’un produit
matrice-vecteur avec A, nous devons aussi conside´rer les couˆts relatifs aux
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deux produits scalaires (_ DOT) et aux trois mises a` jour de vecteur (_ AXPY).
Le couˆt des ces ope´rations est donne´ par :
CCG = CA + 2 C DOT + 3 C AXPY, ou` C DOT ≈ 2n. (4.12)
Par conse´quent, le couˆt total de notre approche est de l’ordre de :
CChebFilterCG =
(
CCG + ChebIt× CChebFilter
)
× CGIt (4.13)
ou` ChebIt est le nombre d’e´tapes du filtrage de Tchebycheff e´tablies a` chaque
ite´ration du gradient conjugue´, et CGIt est le nombre d’ite´rations du gradient
conjugue´ pre´conditionne´.
4.5.1 Gains Potentiels et Amortissements
Dans ce paragraphe, nous analysons les gains pouvant eˆtre re´alise´s a`
l’aide de notre technique dans le cadre d’une multire´solution. Nous re´sol-
vons le premier syste`me de la se´quence (4.9) par ChebFilterCG et exploitons
ensuite la base de Krylov re´sultante W dans l’algorithme Init-CG (voir § 4.4)
pour les autres re´solutions.
Un pre´conditionneur de premier niveau M1 est e´galement utilise´ pour
bien regrouper le spectre de la matrice d’ite´ration. Le couˆt d’une multiplica-
tion de M1 par un vecteur est repre´sente´e par CM1 . Comme dans nos essais
nume´riques M1 est construit par factorisation incomple`te de Cholesky ou
par Jacobi classique, et CM1 peut donc eˆtre estime´ comme
CM1 ≈ 4 nnz (L)− 2n (4.14)
ou` nnz (L) est le nombre d’e´le´ments non nuls que comporte la matrice L
issue de Cholesky Incomplet ou de Jacobi classique, et n est la taille du
proble`me. Le couˆt de ce premier niveau de pre´conditionnement M1 doit
eˆtre incorpore´ dans les couˆts en ope´rations flottantes de´crits au § 4.5. Ceci
se re´sume a` ajouter CM1 a` chaque e´tape de Tchebycheff (dans ChebFilter),
ainsi que du gradient conjugue´ (CG) ou (Init-CG) ( voir les formules (4.11),
(4.12), (4.16)).
L’algorithme Init-CG calcule, au de´but de la me´thode du gradient conju-
gue´, une projection oblique du re´sidu initial r(0) dans l’espace de Kry-
lov Vect{Wk} de dimension k, a` savoir : x(0) = WkA−1c WTk b ou` Ac =
WTk AWk est une matrice dense d’ordre k, r
(0) = b−Ax(0) et p(0) = r(0).
Dans le cas ou` la base de Krylov W est constitue´e par les directions de
descente A-conjugue´es construites dans l’algorithme du Gradient Conjugue´,
le calcul de Ac devient meˆme trivial, en ce sens que Ac est diagonale et
peut eˆtre construite a` la vole´e au fur et a` mesure des ite´rations. Nous avons
effectivement conside´re´ cela dans la mise en œuvre de cette approche et,
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EDP1 pre´conditionne´e par Jacobi Classique
CG sans pre´conditionnement de Tchebycheff requiert 485 ite´rations
avec un couˆt de 95.79 Mflop
µ = λmax/500 µ = λmax/100 µ = λmax/50
ε ChebIt CGIt Mflop ChebIt CGIt Mflop ChebIt CGIt Mflop
10−16 420 5 349.68 188 11 345.56 132 16 353.85
10−8 214 6 214.39 96 16 258.21 68 23 264.25
10−4 111 8 149.03 50 22 187.00 35 31 186.29
10−2 60 12 121.92 27 30 140.43 19 43 144.17
10−1 34 19 111.03 15 42 112.92 11 59 119.44
EDP1 pre´conditionne´e par Cholesky Incomplet sans remplissage
CG sans pre´conditionnement de Tchebycheff requiert 191 ite´rations
avec un couˆt de 55.52 Mflop
µ = λmax/100 µ = λmax/50 µ = λmax/20
ε ChebIt CGIt Mflop ChebIt CGIt Mflop ChebIt CGIt Mflop
10−16 188 4 196.97 132 6 207.97 83 9 197.13
10−8 96 5 126.44 68 8 143.98 43 13 149.36
10−4 50 7 93.17 35 11 103.46 22 18 108.37
10−2 27 11 80.54 19 15 78.58 12 25 85.42
10−1 15 18 75.56 11 22 69.44 7 35 74.02
EDP1 pre´conditionne´e par Cholesky Incomplet avec remplissage 10−2
CG sans pre´conditionnement de Tchebycheff requiert 54 ite´rations
avec un couˆt de 22.91 Mflop
µ = λmax/20 µ = λmax/10 µ = λmax/5
ε ChebIt CGIt Mflop ChebIt CGIt Mflop ChebIt CGIt Mflop
10−16 83 4 131.99 58 4 92.74 39 5 78.65
10−8 43 4 69.20 30 5 60.99 20 7 57.91
10−4 22 6 54.35 16 7 46.92 11 9 42.67
10−2 12 10 51.34 9 10 39.56 6 13 36.13
10−1 7 15 47.57 5 16 38.18 4 17 33.89
Tab. 4.6 – Couˆt de ChebFilterCG pour diffe´rents niveaux du filtrage ε et
pour diffe´rentes valeurs de coupure µ. Le crite`re d’arreˆt est satisfait lorsque
l’erreur relative en norme A est infe´rieure a` 10−9. Le proble`me conside´re´
est EDP1.
96
dans ces conditions, le couˆt du calcul de Ac peut eˆtre ne´glige´. Avec Ac sous
forme diagonale, le calcul de la projection oblique et de la mise a` jour du
vecteur re´sidu peut eˆtre effectue´ graˆce a` des ope´rations de type BLAS2. Le
couˆt total de ces ope´rations est
CProj ≈ 4 k n. (4.15)
De plus, chaque ite´ration ne´cessite un produit matrice-vecteur avec A, deux
produits scalaires (_ DOT) et trois mises a` jour de vecteur (_ AXPY) (voir les
formules (4.10) et (4.12)). Le couˆt total de l’algorithme Init-CG est donc
CInitCG =
(
CA + CProj︸ ︷︷ ︸
Initialisation
)
+
(
CA + 3 C AXPY + 2 C DOT︸ ︷︷ ︸
A` chaque ite´ration
)
× Nit, (4.16)
ou` Nit est le nombre d’ite´rations total de Init-CG.
Dans la table 4.6, nous montrons, pour le proble`me test EDP1, le nombre
d’e´tapes de filtrage de Tchebycheff (ChebIt) a` chaque ite´ration du CG, le
nombre d’ite´rations du CG (CGIt), et le nombre d’ope´rations flottantes (en
Mflop ), et ceci pour diffe´rents niveaux de filtrage ε.
La table 4.7 illustre les gains re´alise´s dans Init-CG. Le crite`re d’arreˆt
utilise´ est :
||x? − x(k)|| ≤ 10−9||x?||A. (4.17)
Pour chaque niveau de filtrage ε, nous indiquons dans cette table la dimen-
sion k de la base de Krylov re´sultant de la premie`re re´solution de la se´quence
(4.9) par ChebFilterCG (ce nombre correspond aussi a` CGIt dans la table 4.6),
le nombre d’ite´rations de Init-CG (Nit), et le nombre d’ope´rations flottantes
(Mflop) pour atteindre le crite`re d’arreˆt ci-dessus (4.17).
Nous calculons e´galement le nombre minimal de second membres qu’il
faudrait conside´rer, dans une se´quence de syste`mes line´aires, afin d’amor-
tir le surcouˆt CChebFilterCG du calcul de la base de Krylov W ge´ne´re´e par
ChebFilterCG. Ceci est indique´ par le nombre de vecteurs d’amortissement
(Amor. Vec). Pour calculer ce nombre, nous devons comparer le nombre
d’ope´rations flottantes requises pour atteindre un certain niveau de l’erreur
relative en norme A avec le gradient conjugue´, et le nombre d’ope´rations
flottantes pour atteindre le meˆme niveau avec l’algorithme Init-CG. Il ne
faut pas non plus oublier que l’utilisation de ChebFilterCG pour construire
la base de Krylov W sert aussi a` re´soudre un syste`me line´aire (le premier
dans la se´quence). Par conse´quent, le nombre de vecteurs d’amortissement
(Amor. Vec) est donne´ par :
Amor. Vec =
⌈
CChebFilterCG − CCG
CCG − CInitCG
⌉
. (4.18)
Par exemple, pour atteindre une erreur relative en norme A d’ordre 10−9,
le gradient conjugue´ met 485 ite´rations dans le cas du proble`me test EDP1
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EDP1 pre´conditionne´e par Jacobi Classique
CG sans pre´conditionnement de Tchebycheff requiert 485 ite´rations
avec un couˆt de 95.79 Mflop
µ = λmax/500 µ = λmax/100 µ = λmax/50
ε k Nit Mflop Amor. Vec k Nit Mflop Amor. Vec k Nit Mflop Amor. Vec
10−16 5 152 30.19 4 11 160 31.96 4 16 153 30.74 5
10−8 6 152 30.22 2 16 142 28.56 3 23 131 26.61 3
10−4 8 163 32.46 1 22 130 26.38 2 31 140 28.58 2
10−2 12 159 31.79 1 30 127 26.04 1 43 126 26.26 1
10−1 19 159 32.02 1 42 126 26.23 1 59 126 26.76 1
EDP1 pre´conditionne´e par Cholesky Incomplet sans remplissage
CG sans pre´conditionnement requiert 191 ite´rations
avec un couˆt de 55.52 Mflop
µ = λmax/100 µ = λmax/50 µ = λmax/20
ε k Nit Mflop Amor. Vec k Nit Mflop Amor. Vec k Nit Mflop Amor. Vec
10−16 4 62 17.31 4 6 60 17.38 4 9 60 17.78 4
10−8 5 62 17.34 2 8 60 17.44 2 13 60 17.90 2
10−4 7 62 17.41 2 11 58 17.53 2 18 59 17.78 2
10−2 11 62 17.53 1 15 56 16.79 1 25 48 14.77 1
10−1 18 62 17.77 1 22 52 15.84 1 35 48 15.01 1
EDP1 pre´conditionne´e par Cheolsky Incomplet avec remplissage 10−2
CG sans pre´conditionnement de Tchebycheff requiert 54 ite´rations
avec un couˆt de 22.91 Mflop
µ = λmax/20 µ = λmax/10 µ = λmax/5
ε k Nit Mflop Amor. Vec k Nit Mflop Amor. Vec k Nit Mflop Amor. Vec
10−16 4 21 8.99 8 4 18 7.71 5 5 18 7.74 4
10−8 4 21 8.99 4 5 18 7.74 4 7 18 7.81 3
10−4 6 21 9.05 3 7 18 7.81 3 9 18 7.87 2
10−2 10 21 9.19 3 10 18 7.92 2 13 18 8.00 2
10−1 15 21 9.35 3 16 18 8.10 2 17 18 8.13 2
Tab. 4.7 – Couˆts de Init-CG, pour une base W calcule´e avec diffe´rents ni-
veaux du filtrage ε et valeurs de coupure µ. Les ite´rations de l’algorithme
Init-CG sont stoppe´es quand l’erreur relative en norme A est infe´rieure a`
10−9. Le proble`me test conside´re´ est EDP1.
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pre´conditionne´ par Jacobi Classique, avec un couˆt de 95.79 Mflop ; 191 ite´-
rations dans le cas ou` le proble`me EDP1 est pre´conditionne´ par Cholesky
Incomplet sans remplissage, avec un couˆt de 55.52 Mflop ; et 54 ite´rations
dans le cas ou` le proble`me test EDP1 est pre´conditionne´ par Cholesky In-
complet avec remplissage IC(10−2), avec un couˆt de 22.91 Mflop .
En particulier, si on conside`re le cas ou` la matrice est pre´conditionne´e
par Cholesky Incomplet avec remplissage IC(10−2), ainsi qu’un niveau du
filtrage ε = 10−4 et une valeur de coupure µ = λmax/10, 46.92 Mflop sont
ne´cessaires pour re´soudre le premier syste`me line´aire et calculer la base de
Krylov W (voir Table 4.6). Quant a` l’algorithme Init-CG, il converge en 18
ite´rations (voir Table 4.7), i.e. une re´duction de 34% compare´e a` celle du
gradient conjugue´. Le surcouˆt de 46.92 Mflop , pour la construction de la
base W avec ChebFilterCG, est rembourse´ apre`s seulement trois re´solutions
conse´cutives (voir Table 4.7).
La table 4.7 montre e´galement l’impact du changement du niveau du
filtrage ε et de la valeur de coupure µ sur le nombre de vecteurs d’amortisse-
ment. Pour un certain niveau du filtrage fixe´, nous observons que le nombre
de vecteurs d’amortissement (Amor.Vec) ne change pas drastiquement pour
l’algorithme Init-CG. Dans tous les cas, l’amortissement du calcul de la base
W est tre`s rapide.
En conclusion, quand la se´quence de syste`mes line´aires avec la meˆme
matrice et diffe´rents second membres est tre`s longue, la strate´gie de choix
est de re´soudre le premier syste`me a` l’aide de ChebFilterCG, avec un niveau
du filtrage ε proche de 10−16 afin de minimiser la taille de la base de Krylov
qui en re´sulte, et exploiter ensuite cette base de dimension re´duite pour
l’ensemble des autres re´solutions. En effet, un niveau du filtrage proche de
la pre´cision machine permet d’obtenir d’une part, une base de Krylov de
dimension petite, donc une occupation me´moire faible, et d’autre part, un
couˆt optimal dans l’algorithme Init-CG (ou proche de l’optimal).
4.5.2 Cas du proble`me Anisotrope EDP2
Dans ce paragraphe, nous conside´rons le proble`me test EDP2 introduit
au § 3.3. Dans le cas de ce proble`me test, le pre´conditionneur de premier
niveau M1 utilise´ est Cholesky Incomplet sans remplissage. M1 = LL
T , ou`
nnz (L) = 643 605.
Dans le haut de la figure 4.3, nous trac¸ons l’erreur relative en norme A
en fonction du nombre d’ite´rations pour l’algorithme Init-CG, avec diffe´rents
niveaux du filtrage ε, et dans le bas de la figure c’est avec diffe´rentes valeurs
de coupure µ. Nous montrons e´galement l’erreur relative en norme A du
gradient conjugue´ sans projection initiale. Nous observons que le nombre
d’ite´rations est re´duit par un facteur 4 pour atteindre 10−8 dans l’erreur
relative en norme A. Ceci prouve l’efficacite´ de l’information stocke´e dans
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Fig. 4.3 – Courbe de convergence du gradient conjugue´ sans projection ini-
tiale (Classical CG) et avec projection initiale (Init-CG) pour diffe´rents ni-
veaux du filtrage ε et valeurs de coupure µ. Le proble`me test conside´re´ est
EDP2.
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l’espace de Krylov filtre´.
Cependant, quand une grande pre´cision est demande´e pour re´soudre
plusieurs syste`mes line´aires en se´quence, le phe´nome`ne de plateaux peut
apparaˆıtre dans le comportement nume´rique de l’algorithme Init-CG (voir
figure 4.3). Ceci est duˆ a` la sensibilite´ du projecteur oblique par rapport a`
la taille du proble`me [4]. Un reme`de pour re´duire la taille de ces plateaux et
conserver un mode de convergence line´aire, est d’employer le cycle a` deux-
Grilles pre´ce´demment de´crit au § 3.2.6.
Dans la table 4.8, nous montrons le nombre d’e´tapes du filtrage de Tche-
bycheff (ChebIt) calcule´es a` chaque ite´ration du CG, le nombre d’ite´rations
du gradient conjugue´ (CGIt), et le nombre d’ope´rations flottantes en Gflop
et ceci avec diffe´rents niveaux du filtrage ε. Le couˆt de pre´conditionneur pre-
mier niveau M1 est e´galement incorpore´ dans les ope´rations flottantes du
gradient conjugue´ avec les filtres de Tchebycheff comme pre´conditionneurs.
CG sans pre´conditionnement de Tchebycheff requiert 1 060 ite´rations
avec un couˆt de 6.31 Gflop
µ = λmax/1000 µ = λmax/500 µ = λmax/200
Valeur de ε ChebIt CGIt Gflop ChebIt CGIt Gflop ChebIt CGIt Gflop
10−16 594 8 25.28 420 11 24.60 265 18 25.44
10−8 303 11 17.76 214 16 18.28 135 25 18.07
10−4 157 15 12.59 111 22 13.10 70 36 13.60
10−2 84 21 9.49 60 31 10.06 38 49 10.18
Tab. 4.8 – Couˆt de ChebFilterCG pour diffe´rents niveaux du filtrage ε et pour
diffe´rentes valeurs de coupure µ. Les ite´rations de ChebFilterCG sont stoppe´es
quand l’erreur relative en norme A est infe´rieure a` 10−8. Le proble`me test
conside´re´ est EDP2.
Dans la table 4.9, nous illustrons les gains issus de l’utilisation de l’algo-
rithme Init-CG. Les ite´rations sont stoppe´es quand l’erreur relative en norme
A est infe´rieure a` 10−8. Le me´thode du gradient conjugue´ sans projection
initiale du re´sidu effectue 1 060 ite´rations avec un couˆt de 6.31 Gflop . Nous
indiquons e´galement le nombre d’ite´rations du gradient conjugue´ (Nit), le
nombre d’ope´rations flottantes (Gflop ), et le nombre de vecteurs d’amor-
tissement (Amor. Vec), et ceci pour chaque niveau de filtrage ε.
Nous tirons de ces re´sultats les meˆmes conclusions ge´ne´rales qu’avec les
cas d’essai de plus petite taille dans la section pre´ce´dente. En particulier,
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pour un niveau de filtrage ε fixe´, le nombre d’ope´rations flottantes (Gflop)
ne change pas beaucoup quand le parame`tre µ varie. Il est juste important
de noter que, pour des syste`mes line´aires de tre`s grande taille, un cycle a`
deux grilles peut aussi eˆtre conside´re´ pour assurer la robustesse nume´rique
de cette approche (voir § 3.2.6).
CG sans pre´conditionnement de Tchebycheff requiert 1 060 ite´rations
avec un couˆt de 6.31 Gflop
µ = λmax/1000 µ = λmax/500 µ = λmax/200
ε k Nit Gflop Amor.Vec k Nit Gflop Amor.Vec k Nit Gflop Amor.Vec
10−16 8 274 1.64 5 11 230 1.38 4 18 265 1.59 5
10−8 11 291 1.74 3 16 246 1.48 3 25 252 1.55 3
10−4 15 343 2.06 2 22 259 1.56 2 36 312 1.88 2
10−2 21 320 1.92 1 31 324 1.96 1 49 341 2.07 1
Tab. 4.9 – Couˆts de Init-CG, pour une base W calcule´e avec diffe´rents ni-
veaux du filtrage ε et diffe´rentes valeurs de coupure µ. Les ite´rations de
Init-CG sont stoppe´es quand l’erreur relative en norme A est infe´rieure a`
10−8. Le proble`me test conside´re´ est EDP2.
4.5.3 Filtrage Initial Additionnel dans l’Algorithme ChebFil-
terCG
Quand le parame`tre µ est mal choisi, ou quand la matrice d’ite´ration
posse`de une mauvaise distribution de valeurs propres, nous observons par-
fois que la base de Krylov devient tre`s grande en taille. Un reme`de pour
re´duire la dimension de cette base est d’appliquer un filtrage initial addi-
tionnel au vecteur de de´part, avec un niveau de filtrage εinit = 10
−16. Ceci
va permettre au gradient conjugue´ de travailler directement dans le com-
ple´mentaire orthogonal d’un grand nombre de vecteurs propres, c-a`-d. ceux
qui sont associe´s a` toutes les valeurs propres de l’intervalle [µinit, λmax], ou`
µinit est plus petit que la valeur de coupure µ qui sera exploite´e pour la
construction de la base de Krylov. L’inte´reˆt de diffe´rencier ces deux valeurs
de coupure et de filtrage associe´e, est de payer e´ventuellement un couˆt de
pre´paration plus important pour be´ne´ficier de proprie´te´s nume´riques fortes
dans le re´sidu initial, et de garder par contre un couˆt raisonnable dans le
pre´conditionneur polynomial (qui lui est applique´ a` chaque ite´ration).
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Dans la table 4.10, nous montrons, pour le proble`me test EDP2 pre´con-
ditionne´ par Cholesky Incomplet sans remplissage, l’effet du rajout de ce
filtrage initial du vecteur de de´part sur la dimension de la base de Krylov
ge´ne´re´e. Dans cette table, nous indiquons le nombre d’e´tapes du filtrage de
Tchebycheff effectue´es a` chaque ite´ration du gradient conjugue´ (ChebIt),
le nombre d’ite´rations du gradient conjugue´ (CGIt), et le nombre d’ite´ra-
tions du gradient conjugue´ avec le filtrage initiale additionnel (CGItinit).
Par exemple, dans le cas ou` le niveau du filtrage ε = 10−2 et le para-
me`tre µ = λmax/200, la dimension de la base de Krylov est e´gale a` 49.
L’utilisation d’un filtrage initial additionnel sur le vecteur de de´part, avec
µinit = λmax/1000 permet de re´duire la taille de cette base de Krylov a` 26,
ainsi que le couˆt total en ope´rations flottantes de l’algorithme ChebFilterCG.
Comme dernier commentaire, nous mentionnons que, pour une valeur
fixe de µ, avec un filtrage initial additionnel tel que εinit = 10
−16 et µinit
est infe´rieure a` µ, nous obtenons une base de dimension petite meˆme avec
des niveaux du filtrage plus ou moins grands (ε ∈ [10−4, 10−1]). La qualite´ de
cette base est la meˆme que celle obtenue avec un niveau du filtrage ε = 10−16
mais sans filtrage initial additionnel. Par exemple, quand le niveau du filtrage
ε e´gal a` 10−16 et la valeur de coupure µ e´gale a` λmax/200, la dimension de
la base de Krylov est 18 et le couˆt est de l’ordre de 25.44 Gflop. Un filtrage
initial additionnel du vecteur de de´part avec µinit = λmax/1000, permet de
re´duire le couˆt total de ChebFilterCG a` 10.70 Gflop, pour une base finale de
Krylov de dimension 20 obtenue cette fois avec la meˆme valeur de µ et un
niveau du filtrage ε = 10−4.
µinit = λmax/500 µinit = λmax/1000
εinit = 10−16 εinit = 10−16
ChebItinit = 420 ChebItinit = 594
Valeur de ε ChebIt CGIt Gflop CGItinit Gflop CGItinit Gflop
10−2 38 49 10.18 33 9.08 26 8.55
10−4 70 36 13.60 25 11.67 20 10.70
10−16 265 18 25.44
Tab. 4.10 – Couˆt de ChebFilterCG pour diffe´rents niveaux du filtrage ε et une
valeur de coupure µ = λmax/200. L’ite´re´ initial est filtre´ avec εinit et µinit.
Les ite´rations du gradient conjugue´ sont stoppe´es quand l’erreur relative en
norme A est infe´rieure a` 10−8. Le proble`me test conside´re´ est EDP2.
Chapitre 4. Approche Hybride Combinant les Filtres de Tchebycheff 103
4.6 Conclusion
Dans ce chapitre, nous avons propose´ une nouvelle approche base´e sur
une combinaison de la me´thode du gradient conjugue´ avec des filtres po-
lynomiaux de Tchebycheff comme pre´conditionneurs. Cette technique vise
a` mettre la me´thode du gradient conjugue´ dans un mode particulier, ou`
le conditionnement du syste`me line´aire n’est pas tellement re´duit, mais
son spectre en grande partie regroupe´ autour de 1. Notre pre´conditionneur
consiste a` appliquer les filtres polynomiaux de Tchebycheff a` une partie
seulement du spectre de la matrice d’ite´ration, et de´caler la quasi tota-
lite´ des valeurs propres du syste`me line´aire pre`s de 1, sans de´grader pour
autant la distribution des plus petites valeurs propres. La me´thode re´sul-
tant de cette combinaison Tchebycheff–Krylov se distingue par sa capacite´
a` construire une base de Krylov de taille petite, tre`s riche en ce qui concerne
les vecteurs propres associe´s aux plus petites valeurs propres. Cette base de
Krylov peut eˆtre re´utilise´e dans un deuxie`me niveau de pre´conditionnement
pour une multire´solution, c’est-a`-dire une re´solution d’une se´quence de sys-
te`mes line´aires avec la meˆme matrice mais avec diffe´rents second membres.
La technique de pre´conditionnement a` base de polynoˆmes de Tchebycheff
requiert principalement la multiplication d’un vecteur par la matrice initiale
et quelques mises a` jour de vecteur, mais tre`s peu de produits scalaires.
Cette remarque est tre`s importante dans le contexte du calcul paralle`le, et
en particulier dans les environnements a` me´moire distribue´e ou` le calcul
des produits scalaires exigent une attention particulie`re. Enfin, nos algo-
rithmes ont e´te´ teste´s sur des proble`mes d’E´quations aux De´rive´es Partielles
(EDP). Ces tests confirment tous les re´sultats the´oriques escompte´s. Il nous
reste enfin a` e´tudier cette approche dans le cadre d’une multire´solution issue
d’un processus de line´arisation et construire un pre´conditionneur adaptatif
comme dans le chapitre suivant, base´ sur l’information des sous-espaces de
Krylov produite aux e´tapes pre´ce´dentes dans l’ite´ration non-line´aire.
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Chapitre 5
Comple´ments, Conclusions
et Perspectives
Dans ce chapitre d’ouverture, nous examinons tout d’abord certains cas
pathologiques pour la me´thode du Chapitre 4 et proposons des reme`des,
comme par exemple l’utilisation du gradient conjugue´ par blocs. Nous
introduisons e´galement une nouvelle technique adaptative de pre´con-
ditionnement dans le cadre d’une multire´solution issue d’un processus
de line´arisation. Notre pre´conditionneur est base´ sur l’information des
sous-espaces de Krylov produite aux e´tapes pre´ce´dentes dans l’ite´ration
non-line´aire. Notre approche sera valide´e sur des proble`mes d’e´quations
aux de´rive´es partielles non-line´aires en me´canique des fluides (Navier–
Stokes) et sur des me´thodes de de´composition de domaine pour la re´-
solution de proble`mes elliptiques.
5.1 Cas Pathologique et Acce´le´ration par le Gra-
dient Conjugue´ par Blocs
Dans ce paragraphe, nous nous sommes principalement inte´resse´s aux
proble`mes induisant une tre`s mauvaise convergence du gradient conjugue´.
Nous conside´rons le cas de la matrice test de´crite dans le Chapitre 2 au
§ 2.4, pour laquelle nous nous sommes particulie`rement inte´resse´s au type de
convergence relativement e´trange qu’elle induit pour le gradient conjugue´
classique. La courbe de l’erreur, en fonction des ite´rations, comporte un cer-
tain nombre de plateaux (cf. figure 5.1). La pre´cision de la solution obtenue
est relativement moyenne, apre`s 470 ite´rations, la valeur du crite`re d’arreˆt
n’e´tant que de 10−7, sachant que la taille du syste`me line´aire est 137.
La figure 5.2 montre le spectre de la matrice A obtenue sur ce proble`me
test. Nous pouvons tout d’abord remarquer le nombre de conditionnement
tre`s grand de cette matrice, qui est de l’ordre de 2.38 · 1013, e´tant donne´
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Fig. 5.1 – Courbe de Convergence du gradient conjugue´ classique.
que la plus petite des valeurs propres est 1.08 · 10−13, et que la plus grande
vaut 2.59. De plus, nous pouvons observer la forte concentration des valeurs
propres autour de la valeur 1, sachant qu’il n’y a que 48 valeurs propres en
dehors de l’intervalle [1−0.5·10−2 , 1+0.5·10−2]. Malgre´ cela, nous voyons que
l’algorithme du gradient conjugue´ ne´cessite bien plus de 48 ite´rations, sans
atteindre pour autant un re´gime de convergence line´aire. Il faut aussi noter
les divers amas de valeurs propres, avec en particulier un amas de 12 valeurs
propres a` l’extre´mite´ gauche. Le comportement erratique de l’algorithme
du gradient conjugue´ est duˆ a` ces amas de valeurs propres aux extreˆmes
combine´s au tre`s mauvais conditionnement de la matrice d’ite´ration. Ce
mauvais comportement du gradient conjugue´, en pre´sence d’amas de valeurs
propres, a de´ja` e´te´ observe´ et analyse´ dans [64, 86].
L’utilisation des filtres de Tchebycheff en tant que pre´conditionneurs
peut ame´liorer quelque peu la situation, comme illustre´ dans la figure 5.3.
Pour ces tests, le niveau de filtrage ε a e´te´ fixe´ a` 10−16, et nous faisons
varier la valeur de coupure µ. Les courbes de convergence de l’algorithme
ChebFilterCG pour ces diffe´rentes valeurs de µ se de´composent en deux par-
ties diffe´rentes. Une premie`re partie correspond a` une convergence line´aire
semblable et presque inde´pendante du parame`tre µ. Quant a` la deuxie`me
partie, elle correspond a` une phase de convergence comportant un certain
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Fig. 5.2 – Distribution des valeurs propres de la matrice A La plus petite
valeur propre λmin = 1.08·10−13 et la plus grande valeur propre λmax = 2.59.
Le spectre est calcule´ par ARPACK.
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nombre de plateaux, avec une ame´lioration moyenne de la pre´cision. En ge´-
ne´ral, l’algorithme ChebFilterCG converge plus rapidement que le gradient
conjugue´ classique. Avec une valeur de coupure µ = λmax/100 et un niveau
de filtrage ε = 10−16, par exemple, ChebFilterCG diminue d’un facteur 12
le nombre d’ite´rations compare´ au gradient conjugue´ classique, pour une
mesure de l’erreur (au sens de la norme A) infe´rieure a` 10−6. Cependant,
pour des niveaux de pre´cision infe´rieurs, on voit apparaˆıtre a` nouveau des
plateaux de taille plus ou moins grande indiquant que, dans cet exemple
“pathologique”, l’algorithme ChebFilterCG souffre des meˆmes maux que ceux
que le gradient conjugue´e classique peut rencontrer.
En effet, malgre´ le filtrage implicite de l’information spectrale dans l’in-
tervalle [µ, λmax], le spectre de A exhibe un certain nombre d’amas de va-
leurs propres dans l’intervalle ]0, µ], et un conditionnement re´duit (µ/λmin)
toujours tre`s e´leve´ (en tout cas pour des valeurs raisonnables de µ).
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Fig. 5.3 – Courbe de Convergence du gradient conjugue´ classique et de Cheb-
FilterCG pour diffe´rentes valeurs de coupure µ. Le niveau de filtrage ε est fixe´
a` 10−16.
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Dans ce qui suit, nous utiliserons ce meˆme proble`me test pour proposer
et valider expe´rimentalement des alternatives ne pre´sentant pas un compor-
tement erratique aussi marque´.
Par opposition a` l’algorithme classique du gradient conjugue´, l’algo-
rithme du gradient conjugue´ par blocs permet l’identification de valeurs
propres multiples et, de ce fait, pre´sente certaines dispositions pour mieux
se comporter en pre´sence d’amas de valeurs propres. Une bonne description
de ce type de technique de Krylov par blocs, ainsi qu’une e´tude de´taille´e de
leurs proprie´te´s de convergence, ont e´te´ re´alise´es par O’Leary [53] et Arioli et
al. [2]. Nous conside´rons e´galement la combinaison du gradient conjugue´ par
blocs avec les filtres polynomiaux de Tchebycheff comme pre´conditionneurs,
et que l’on de´notera par ChebFilterBlockCG.
Soit s la taille de bloc dans l’algorithme du gradient conjugue´ par blocs,
et soit B la matrice rectangulaire de Rn×s correspondant au bloc de vecteurs
du second membre. B repre´sente en fait un ensemble de s seconds membres,
et l’acce´le´ration par le gradient conjugue´ par blocs peut eˆtre conside´re´e
comme un algorithme permettant de re´soudre simultane´ment les s syste`mes
line´aires suivants,
Ax` = b` , ` = 1, . . . , s
ou` chacun des vecteurs b` et x`, ` = 1, . . . , s, correspond a` la `
e`me colonne
de la matrice B, et X respectivement. Pour plus de de´tails, nous re´fe´rons a`
[68, § IX].
Dans les expe´riences nume´riques qui suivent, le bloc de de´part X(0) est
pris e´gal a` 0. Nous avons aussi conside´re´ le fait de ne disposer que d’un
seul second membre b a` la fois, et nous avons donc ge´ne´re´ les s − 1 autres
colonnes de B de manie`re ale´atoire. Le crite`re d’arreˆt utilise´ dans ces essais
nume´riques est l’erreur relative en norme A. Cette mesure de l’erreur n’est
calcule´e que pour le syste`me line´aire conside´re´ (associe´ au premier vecteur
colonne de la matrice B), et ne fait pas intervenir l’erreur commise sur les
s− 1 autres syste`mes ge´ne´re´s ale´atoirement.
La figure 5.4 montre, pour notre proble`me test, la convergence de l’al-
gorithme Classical BlockCG (gradient conjugue´ par blocs) obtenue pour dif-
fe´rentes tailles de bloc s. Nous observons que, quelle que soit la taille de
bloc (a` part pour s = 4, qui ne semble pas suffisamment e´leve´e), le com-
portement de Classical BlockCG est le meˆme. Les ame´liorations apporte´es
par la technique d’acce´le´ration par blocs, peuvent se voir facilement sur les
courbes de convergences de l’algorithme Classical BlockCG, pour la taille de
bloc de 8, par exemple. Dans ce cas, une valeur de l’erreur relative en norme
A infe´rieure a` 10−9 est obtenue en 18 ite´rations, ce qui e´quivaut, en nombre
de produits matrice-vecteur effectue´s, a` 18× 8 = 146 ite´rations du gradient
conjugue´ classique. Or nous avons vu pre´ce´demment (cf. figure 5.1), que
l’algorithme du gradient conjugue´ classique ne´cessite 470 ite´rations, avant
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d’atteindre 10−7, et n’arrive pas a` atteindre la pre´cision 10−9.
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Fig. 5.4 – Comportement du gradient conjugue´ par blocs Classical BlockCG
pour diffe´rentes tailles de bloc s.
Le comportement nume´rique de ChebFilterBlockCG est illustre´ dans la
figure 5.5. Sont repre´sente´es les courbes de l’erreur relative en norme A,
pour diffe´rentes valeurs de coupure µ, un niveau de filtrage ε fixe´ a` 10−16,
et une la taille de bloc s = 8. Nous montrons e´galement les courbes de
convergence du gradient conjugue´ par blocs pour la meˆme taille de bloc
s = 8. Nous pouvons remarquer que, quelle que soit la valeur du parame`tre
de coupure µ, le comportement de ChebFilterBlockCG est presque le meˆme.
Les ame´liorations apporte´es par cette technique peuvent se voir facilement,
avec, pour la valeur de coupure µ = λmax/10 par exemple, une re´duction de
la dimension de l’espace de Krylov ge´ne´re´ d’un facteur de 3.5 environ, pour
une pre´cision finale en norme A de 10−9.
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Fig. 5.5 – Comportement du gradient conjugue´ par blocs Classical BlockCG
et de ChebFilterBlockCG pour diffe´rentes valeurs de coupure µ. La taille du
bloc s est e´gal a` 8 et le niveau de filtrage ε dans ChebFilterBlockCG est e´gal
a` 10−16.
Dans la figure 5.6, nous fixons cette fois la taille de bloc s a` la valeur 8,
et le parame`tre de coupure a` λmax/100, et nous faisons varier le niveau de
filtrage ε. Les courbes de convergence montrent que l’algorithme ChebFilter-
BlockCG conserve le meˆme type de comportement nume´rique dans tous les
cas, inde´pendamment du choix du niveau de filtrage ε, Bien e´videmment,
nous observons une influence directe du niveau de filtrage ε sur la dimension
de l’espace de Krylov re´sultant. Comme de´ja` discute´ au Chapitre 4, la stra-
te´gie pour minimiser la taille de cet espace de Krylov est de mettre le poids
sur le filtrage de Tchebycheff, en conside´rant des valeurs de ε plus petites
que 10−8 (la racine carre´ de la pre´cision machine).
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Fig. 5.6 – Comportement du ChebFilterBlockCG pour diffe´rents niveaux de
filtrage ε. La valeur de coupure µ est fixe´e a` λmax/100 et la taille du bloc s
est e´gale a` 8.
Dans la figure 5.7, nous montrons les courbes de convergence de Cheb-
FilterBlockCG obtenues pour diffe´rentes tailles de bloc s. Nous fixons le pa-
rame`tre de coupure µ a` λmax/100, et le niveau de filtrage ε a` 10
−16. Nous
observons que, quelle que soit la taille de bloc, le comportement de ChebFil-
terBlockCG est sensiblement le meˆme.
La remarque fondamentale que l’on peut retirer de l’ensemble de ces
re´sultats est qu’il est possible, en combinant des techniques de Krylov par
blocs avec les filtres de Tchebycheff, d’obtenir, meˆme dans les cas extreˆmes,
une base de Krylov de taille raisonnable. Par exemple, dans le cas de ce
proble`me test, nous obtenons une base de Krylov filtre´e de dimension 32,
avec pour parame`tres µ = λmax/100, ε = 10
−16, et s = 8 dans ChebFilter-
BlockCG, et un crite`re d’arreˆt en norme A a` 10−9. Cette dimension n’est en
effet pas trop e´loigne´e du nombre total de valeurs propres de A contenues
dans l’intervalle ]0, µ], qui est e´gal 19 dans le cas pre´sent. Dans le paragraphe
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Fig. 5.7 – Comportement du ChebFilterBlockCG pour diffe´rentes taille du
bloc s. La valeur de coupure µ est fixe´e a` λmax/100 et le niveau de filtrage ε
est e´gal a` 10−16.
suivant, nous discuterons succinctement de la re´utilisation de cette base de
Krylov dans le cadre d’une multire´solution.
Nous nous sommes inte´resse´s, comme pre´ce´demment, a` re´soudre une
se´quence de syste`me line´aires impliquant une meˆme matrice mais des second-
membres diffe´rents (cf. (4.9)). L’ide´e principale est de re´soudre le premier
syste`me de la se´quence (4.9) par la me´thode du gradient conjugue´ par blocs
combine´ avec les filtres polynomiaux de Tchebycheff (ChebFilterBlockCG), et
exploiter ensuite la base de Krylov re´sultante dans les techniques vues au
Chapitre 3, telles que Init-CG, Def-CG, Proj-CG, etc, pour la re´solution des
autres syste`mes dans cette se´quence.
Pour illustrer cette strate´gie, nous conside´rons toujours le cas patholo-
gique de´crit pre´ce´demment (cf. Chapitre 2 au § 2.4). Un premier syste`me
Ax1 = b1 est d’abord re´solu, puis un second Ax2 = b2. Pour le premier
syste`me, on utilisera l’algorithme (ChebFilterBlockCG), avec pour parame`tres
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Fig. 5.8 – Courbe de Convergence pour une base de Krylov filtre´e de di-
mension 32 avec pour parame`tres µ = λmax/100, ε = 10
−16, et s = 8 dans
ChebFilterBlockCG, et un crite`re d’arreˆt en norme A a` 10−9.
µ = λmax/100, ε = 10
−16, s = 8, et un crite`re d’arreˆt en norme A a` 10−9.
Quant au second syste`me, le second membre b2 est choisi de sorte que la so-
lution soit un vecteur avec des nombres ale´atoires qui suivent la loi normale
N (0, 1). Pour ces tests, nous conside´rons l’Algorithme 3.1 (Init-CG) et Algo-
rithme 3.4 (SLRU) et nous controˆlons l’erreur relative en norme A jusqu’a`
120 ite´rations sachant que la taille du syste`me est e´gale a` 137.
La figure 5.8, montre une ame´lioration tre`s significative lorsqu’on re´uti-
lise le sous-espace de Krylov ge´ne´re´ par ChebFilterBlockCG, dans le cadre
d’une multire´solution. Nous trac¸ons la courbe de convergence de l’erreur re-
lative en norme A en fonction du nombre d’ite´rations, respectivement pour
le gradient conjugue´ classique (Classical CG), le gradient conjugue´ avec pro-
jection initiale (Init-CG), et l’algorithme SLRU (cf. Algorithme 3.1 et 3.4).
La figure 5.8, montre e´galement que la base de Krylov ge´ne´re´e par Cheb-
FilterBlockCG est tre`s efficace et permet a` la me´thode du gradient conjugue´
avec projection initiale (Init-CG) de converger cette fois, sachant qu’on a un
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mauvais conditionnement re´duit dans l’intervalle ]0, µ[ qui reste de l’ordre
de µ/λmin = 2.82·1011 . Nous pouvons remarquer aussi que la convergence de
SLRU est plus rapide que celle de Init-CG. C’est l’avantage d’e´tablir a` chaque
ite´ration du gradient conjugue´ une projection oblique, avec la base de Krylov
re´sultant de la premie`re re´solution avec ChebFilterBlockCG, pour maintenir
une se´paration constante entre les composantes propres correspondant aux
plus petites valeurs propres et les autres.
Cependant, avec une taille de bloc s non approprie´e, ChebFilterBlockCG
peut parfois fournir une base de Krylov avec un conditionnement tre`s e´leve´.
Ceci entache le projecteur oblique d’erreurs nume´riques et peut conduire Init-
CG a` reproduire les plateaux dans sa courbe de convergence. Pour reme´dier a`
cela, on peut toujours recourir au cycle a` deux grilles (cf. 3.2.6) ou employer
des me´thodes plus robustes nume´riquement a` savoir SLRU ou Def-CG (cf.
Chapitre 3).
5.2 Pre´conditionnement Adaptatif pour des Pro-
ble`mes d’E´quations Non-Line´aires
Dans ce paragraphe, nous de´crivons et analysons une nouvelle technique
de pre´conditionnement adaptatif dans le cadre d’une multire´solution issue
d’un processus de line´arisation. Notre pre´conditionneur est base´ sur l’infor-
mation des sous-espaces de Krylov produite aux e´tapes pre´ce´dentes dans
l’ite´ration non-line´aire. En particulier, nous utilisons une approche adapta-
tive propose´e par Baglama et al. [7] pour GMRES avec rede´marrage, qui per-
met d’enrichir les pre´conditionneurs existants a` l’aide de l’information prove-
nant des pre´ce´dentes e´tapes de l’ite´ration non-line´aire. Notre approche a e´te´
valide´e sur des proble`mes d’e´quations aux de´rive´es partielles non-line´aires en
me´canique des fluides (Navier–Stokes) et sur des me´thodes de de´composition
de domaine pour la re´solution de proble`mes elliptiques.
5.2.1 Description du Proble`me
Nous nous inte´ressons a` la re´solution d’une suite de syste`mes line´aires
de la forme
A`x` = b`, (5.1)
ou` A` est une matrice creuse et de grande taille. Ce type de proble`mes
apparaˆıt habituellement lors de la line´arisation d’un syste`me d’e´quations
non-line´aires de la forme
F(x) = 0, (5.2)
ou` F : Rn → Rn et x ∈ Rn. Par exemple, dans le cas d’une line´arisation par
Newton de (5.2), A` est une approximation (e´ventuellement pre´condition-
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ne´e) de la matrice Jacobienne, alors que x` est la nouvelle direction et b`
est l’oppose´ du re´sidu.
Dans ce qui suit, nous supposons que :
(i) A` sont des matrices pre´conditionne´es avec un spectre bien regroupe´ ;
(ii) A`+1 = A` + E` ou` ‖E`‖ → 0 quand ` →∞ ;
(iii) nous adoptons GMRES pour re´soudre (5.1).
Le choix d’une me´thode ite´rative est essentiel dans la conception d’un
pre´conditionneur. En particulier, notre approche ne constitue pas une pre-
mie`re tentative pour recycler l’information spectrale des sous-espaces de
Krylov engendre´s par GMRES, afin d’acce´le´rer la convergence. Deux aspects
sont re´currents : l’acce´le´ration de la convergence et le pre´conditionnement
dans le contexte de (i) GMRES avec rede´marrage [7, 8, 9, 18, 47, 49, 50],
et, plus re´cemment, (ii) le cas de syste`mes line´aires a` second membres mul-
tiples [10, 21]. Pour les matrices syme´triques de´finies positives, une approche
similaire figure dans [62, 73, 89]. On peut aussi noter l’application de ces
ide´es a` des se´quences de syste`mes line´aires du type (5.1) [27, 60].
Un aspect notable, dans la queˆte d’un pre´conditionneur adaptatif, est
l’ide´e du sous-espace invariant. Selon les cas, on peut de´flater (ou de´caler
vers 1) les valeurs propres de la matrice du syste`me associe´e a` ce sous-espace.
La distribution des valeurs propres qui re´sulte de ce traitement peut favoriser
une convergence plus rapide. Dans cet esprit, diverses techniques de de´flation
et d’algorithmes de“recherche d’invariance”ont e´te´ conc¸us. Cependant, pour
des applications re´elles, la construction de sous-espaces invariants peut se
re´ve´ler assez couˆteuse.
Notre approche, base´e sur [7], est plus simple, mais atteint l’un des ob-
jectifs de ces techniques “oriente´es invariance” – a` savoir de´caler les valeurs
propres vers 1. Comme nous le montrons dans le paragraphe suivant, cet
objectif est atteint directement (i.e. sans tri supple´mentaire de l’informa-
tion spectrale), e´tant donne´e l’information dans GMRES disponible sous la
forme d’une matrice de Hessenberg et de la base de Arnoldi. De plus, notre
approche pre´serve le caracte`re de´fini-positif.
Le reste de ce chapitre est structure´ de la fac¸on suivante. Au paragraphe
suivant nous introduisons notre pre´conditionneur et discutons certaines de
ses proprie´te´s. Nous de´crivons e´galement une technique incre´mentale de pre´-
conditionnement pour la re´solution de (5.1). En particulier, nous indiquons
comment l’utilisation de pre´conditionneurs par blocs dans GMRES peut
conduire a` des implantations efficaces d’un de point vue couˆt et performance
pour la construction de nos pre´conditionneurs adaptatifs. Enfin, pour illus-
trer l’efficacite´ de notre technique, nous utilisons deux proble`mes ge´ne´riques :
de´composition de domaine pour des proble`mes non-line´aires elliptiques et les
e´quations de Navier–Stokes incompressibles en re´gime stationnaire.
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5.2.2 Pre´conditionneurs Adaptatifs
Soit A ∈ Rn×n et VT AV = H la de´composition de Hessenberg de A,
ou` V ∈ Rn×n est une matrice orthonormale de colonnes vi, 1 ≤ i ≤ n.
Soit V = [Vk Vn−k] une partition de l’espace engendre´ par les colonnes
de V telle que VTk AVk = Hk ∈ Rk×k soit une matrice de Hessenberg non-
singulie`re, irre´ductible (i.e., avec des valeurs sous-diagonales non nulles).
En e´crivant h = Hk+1,k, la matrice A satisfait les relations suivantes :
AVk = VkHk + hvk+1e
T
k (cf. Proposition 1.2)
et
VTAV =
(
Hk V
T
k AVn−k
he1ek
T VTn−kAVn−k
)
=
(
Hk F
hE G
)
,
ou`, e1 et ek sont respectivement le 1
er et le ke`me vecteur de la base canonique
de Rn.
De´finissons maintenant l’ope´rateur
Mα = In −VkVTk + VkHkVTk + αvk+1vTk , α ∈ R (5.3)
d′inverse
M−1α = In −VkVTk +
(
Vk − αvk+1eTk
)
H−1k V
T
k . (5.4)
Notre technique de pre´conditionnement est base´e sur le re´sultat suivant :
Proposition 5.1. Soit A ∈ Rn×n et VT AV = H sa de´composition de
Hessenberg et soit Mα de´fini comme en (5.3). Pour tout α 6= h, λ = 1 est
une valeur propre de AM−1α de multiplicite´ k − 1. Si α = h, alors
Λ(AM−1h ) = {1} ∪ Λ(S(h))
ou` λ = 1 est de multiplicite´ k et
S(h) = VTn−kAVn−k − he1ekTH−1k VTk AVn−k.
Enfin, si A est de´finie positive, alors la matrice AM−1α est de´finie positive
pour h− α suffisamment petit.
De´monstration. Comme
VT AV =
(
Hk F
hE G
)
et VT MαV =
(
Hk 0
αE In−k
)
,
les valeurs propres de AM−1α satisfont a` :
Hkx + Fy = λHkx,
hEx + Gy = λαEx + λy.
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Ainsi, si α 6= h, les vecteurs de la forme, (eTi , 0)T pour 1 ≤ i ≤ k − 1, sont
des vecteurs propres de AM−1α correspondants a` la valeur propre λ = 1. Si
α = h, (eTk , 0)
T est aussi un vecteur propre associe´ a` λ = 1, tandis que pour
λ 6= 1, l’e´limination de x dans la premie`re e´quation conduit a` l’e´quation sur
les valeurs propres S(h)y = (G− hEH−1k F)y = λy.
Supposons maintenant que A est de´finie positive. Alors le comple´ment de
Schur S(h) est de´fini positif. Pour le ve´rifier, conside´rons la de´composition
re´elle de Schur A = QTTQ ou` Q est une matrice unitaire ; alors pour
tout x ∈ Rn\{0}, 0 < xTQTTQx = zTA−1z, avec z = QTTQx. Puisque
l’inverse de A est de la forme
A−1 =
( ∗ ∗
∗ S(h)−1
)
le choix z = (0,wT )T conduit a` 0 < zT A−1z = wTS(h)−1w et de la`, S(h)
est de´fini positive.
Maintenant, les valeurs propres non unitaires λ de AM−1α ve´rifient(
S(h) + (h− α) λ
λ− 1EH
−1
k F
)
y = λy
et la conclusion vient de la de´fini-positivite´ de S(h) et de la the´orie de la
perturbation ([43]).
Remarque 5.1. On peut constater que notre re´sultat est diffe´rent, et en un
sens plus ge´ne´ral, que celui de Baglama et al. [7] qui ont e´tudie´ le meˆme
syste`me pre´conditionne´ sous l’hypothe`se que V est une base du sous-espace
invariant de A. Sous cette hypothe`se, le pre´conditionneur M laisse inchange´
n− k valeurs de propres de A et de´cale les k autres vers 1. (cf. [7]).
Remarque 5.2. La matrice dans le dernier proble`me aux valeurs propres
de la de´monstration est une perturbation de rang-un particulie`re de G =
VTn−kAVn−k de la forme e1z
T , ne modifiant donc que la premie`re ligne de G.
Comme corollaire imme´diat, une application du the´ore`me de Gerschgo¨rin-
Hadamard montre que l’union des disques contenant les valeurs propres reste
pratiquement inchange´e, au pire un des disques se retrouve avec un centre
et un rayon diffe´rents.
Soit maintenant Aε = A + E une perturbation de A, avec ‖E‖ ≤ ε. Le
ε-pseudospectre [15] de la matrice A est donne´ par
Λε(A) = {z ∈ C : z ∈ Λ(A + E),pour certains E avec ‖E‖ ≤ ε} , (5.5)
dont la longueur du contour L“rentre” dans la borne standard sur la conver-
gence de GMRES [83]
‖r(k)‖ ≤ (2piε)−1L(∂Λε(A)) min
pk(0)=1
max
z∈Λε(A)
|pk(z)| ‖r(0)‖, (5.6)
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Le re´sultat suivant de´crit pourquoi M constitue un bon pre´conditionneur de
Aε.
Proposition 5.2. Soit Aε et M de´finies comme ci-dessus. Alors, δ-pseudospectre
de AεM
−1 satisfait
Λδ(AεM
−1) ⊆ Λeε+δ(AM−1)
pour tout δ ≥ 0, ou` ε˜ = ε/σmin(Ĥk+1), et Ĥk+1 ∈ Rk+1×k+1 est la matrice
de Hessenberg
Ĥk+1 =
(
Hk 0
αeTk 1
)
.
De´monstration. Soit F ∈ Rn×n tel que ‖F‖ ≤ δ. Puisque Λ(AεM−1 + F) =
Λ(AM−1 + EM−1 + F) avec ‖EM−1 + F‖ ≤ ε/σmin(Ĥk+1) + δ, le re´sultat
se de´duit de la de´finition (5.5).
On peut donc utiliser (5.6) pour lier les re´sidus de GMRES r
(k)
ε corres-
pondant a` la matrice AεM
−1 a` la tole´rance tol utilise´e pour la re´solution
du proble`me avec la matrice AM−1. En supposant
‖r(k)‖/‖r(0)‖ ≤ (2pi(ε˜+δ))−1L(∂Λeε+δ(AM−1)) min
pk(0)=1
max
z∈Λeε+δ(AM−1)
|pk(z)| ≤ tol
on en de´duit, avec la Proposition 5.2,
‖r(k)ε ‖/‖r(0)ε ‖ ≤ (2piδ)−1L(∂Λδ(AεM−1)) min
pk(0)=1
max
z∈Λδ(AεM−1)
|pk(z)|
≤ (2piδ)−1L(∂Λeε+δ(AM−1)) min
pk(0)=1
max
z∈Λeε+δ(AM−1)
|pk(z)|
≤ (1 + ε˜/δ)tol.
De la`, soit une petite valeur de ε ou une grande valeur de δ assurent que
l’utilisation du pre´conditionneur M conduira a` une convergence avec ap-
proximativement le nombre d’e´tapes, pour une tole´rance donne´e, et ceci pour
toute perturbation E de norme maximale ε. On note que les plus grandes
valeurs de δ devraient correspondre a` une grande tole´rance de GMRES, ce
qui est souvent utilise´ dans les premie`res e´tapes des algorithmes de type
Newton-Krylov [19].
L’application des re´sultats pre´ce´dents a` (5.2) est e´vidente : on re´sout
A1x1 = b1 en utilisant GMRES, ce qui conduit a` un pre´conditionneur M(1)
de la forme (5.4). On emploie alors GMRES pour re´soudre le syste`me avec
la matrice pre´conditionne´e (A1 + E1)M−1(1) = A2M−1(1) et on construit M(2).
Le pre´conditionneur ge´ne´ral pour A`x` = b` est alors donne´ par{
M−1` = M
−1
`−1M
−1
(`−1), ` > 2,
M2 = M(1).
(5.7)
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La de´finition ci-dessus ame`ne a` s’inte´resser aux couˆts de stockage et de
calcul. Chacun des pre´conditionneurs M` requiert le stockage et la multi-
plication par les bases V` de dimension k`. Bien que l’on puisse controˆler
le choix de k`, de trop petites valeurs conduisent en ge´ne´ral a` une de´te´rio-
ration de la performance. Pour e´viter ce proble`me, notre approche consiste
a` travailler avec des matrices qui ont, e´ventuellement apre`s permutation,
une structure par bloc. A` partir de quoi, une approche de type comple´ment
de Schur, couple´e avec a` un point de de´part convenable, conduit a` un algo-
rithme de GMRES essentiellement sur le proble`me du comple´ment de Schur,
avec l’avantage que la base de Arnoldi qui en de´coule est de petite taille. Un
exemple caracte´ristique concerne la classe des me´thodes de de´composition
de domaine qui conduisent naturellement a` ce type de strate´gie. Ci-dessous,
nous e´tudions en de´tail un algorithme ge´ne´rique par bloc qui est a` la fois
efficace d’un point de vue couˆt de calcul et de stockage, tout en pre´servant
les avantages de l’approche de pre´conditionnement pre´ce´demment de´crite.
Un Algorithme par Bloc Pre´conditionne´ a` Droite
Soit A ∈ Rn×n avec la structure par bloc suivante
A =
(
A11 A12
A21 A22
)
(5.8)
ou` Aij ∈ Rni×nj , i, j = 1, 2, avec n2  n1 et tel que A11 soit inversible. De
plus, nous supposons qu’il existe un algorithme efficace permettant d’appro-
cher l’inverse de A11. C’est le cas pour les me´thodes de de´composition de
domaine, ou` par exemple A11 est une matrice bloc-diagonale, dont les blocs
sont obtenus en discre´tisant des proble`mes d’EDP sur les sous-domaines,
tandis que A22 est la matrice correspondant aux noeuds a` la frontie`re. On
rencontre aussi une telle structure dans de nombreuses applications de type
point–selle, selon que l’on est dans le domaine des EDP (discre´tisations
mixtes par e´le´ments finis), ou celui de l’optimisation (minimisation avec
contraintes) ; en outre, dans ces applications en particulier, l’inverse de A11
peut souvent eˆtre calcule´ efficacement.
Conside´rons maintenant le syste`me triangulaire par bloc
PR =
(
A11 A12
0 Ŝ
)
(5.9)
ou` Ŝ est une approximation du comple´ment de Schur S = A22−A12A−111 A21.
Puisque
AP−1R =
(
I 0
A12A
−1
11 SŜ
−1
)
,
un point initial de la forme
x(0) = P−1R b
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conduit a` un re´sidu initial de la forme r(0) = (0, r˜(0))T . Si on cherche
r(k) dans l’espace de Krylov K(AP−1R , r(0), k), alors tous les re´sidus au-
ront la meˆme forme : r(k) = (0, r˜(k))T . De plus, comme l’espace de Krylov
K(AP−1R , r(0), k) ≡ [r(j)], 0 ≤ j ≤ k − 1, la base de Arnoldi associe´e est de
la forme
Vk =
(
0
V˜k
)
.
Ainsi, on a juste besoin de stocker et de travailler avec une base V˜k de lon-
gueur n2. En particulier, pour des me´thodes de de´composition de domaine
n2 ∼ O(n1/21 ) ; de la`, le couˆt de GMRES pre´conditionne´ par le pre´condition-
neur adaptatif M donne´ en (5.7) est O(n) si
k`2 ∼ O(n1/2),
ou` k = max1≤i≤` ki est la taille maximale des bases de Arnoldi utilise´es
pour la construction de M, et ` est le nombre d’e´tapes non-line´aires. En
pratique, pour beaucoup d’applications non-line´aires, la valeur de ` est petite
(`  n1/2) tandis que le pre´conditionneur combine´ MPR garantira une
petite valeur de k.
5.2.3 Essais Nume´riques
Pour illustrer l’efficacite´ de l’approche de´crite au § 5.2.2, nous conside´rons
deux applications issues de la discre´tisation des proble`mes d’E´quations aux
De´rive´es Partielles (EDP) : me´thode de de´composition de domaines pour la
re´solution du proble`me non-line´aire de re´action–diffusion avec convection, et
un exemple issu des e´quations de Navier–Stokes. Ces deux proble`mes sont
discre´tise´s comme suit :
A(x)x =
(
νL + N(x)
)
x = b
ou` ν est un petit parame`tre, L et N de´notent respectivement la partie line´aire
et non-line´aire de la matrice A. Dans les deux cas, nous employons deux
me´thodes de line´arisation : la me´thode de Picard (point fixe) et la me´thode
de Newton. Ensuite, nous re´solvons cette se´quence de syste`mes line´aires
A`x`+1 =
(
A(x`)− ρT(x`)
)
x`+1 = b− ρT(x`)x` = b`
ou` T(x`) = N(x`) −N′(x`), et N′ de´note la matrice Jacobienne de N en
x. Les ite´rations de Picard et de Newton correspondent respectivement au
choix de ρ = 0 et ρ = 1. Nous utilisons le crite`re d’arreˆt sugge´re´ par Dembo
et al. dans [19] pour l’ite´ration de Newton : a` chaque e´tape non-line´aire `, les
k ite´rations de GMRES sont stoppe´es quand le vecteur re´sidu r(k) satisfait
‖r(k)‖/‖b` −A`x`‖ ≤ c ‖b` −A`x`‖q, (5.10)
ou` le choix de c et de q varie d’un proble`me a` un autre.
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Proble`me Non-Line´aire de Re´action-Diffusion avec Convection
Conside´rons la discre´tisation par e´le´ments finis de{ −ν∆u + (~b · ∇)u + u2 = f dans Ω,
u = 0 sur Γ.
(5.11)
ou` f = 1, Ω = [−1, 1]2 de frontie`re Γ et ~b = (2y(1 − x2),−2x(1 − y2)). Ce
proble`me sera re´solu pour ν = 1, 1/10 par la me´thode de de´composition de
domaines utilisant 4, 16 et 64 sous-domaines. L’ite´ration non-line´aire sera
stoppe´e quand le crite`re ‖b` − A`x`‖/‖b0 − A0x0‖ ≤ 10−6 est satisfait.
Nous utilisons la relation (5.10) avec c = 10−2 et q = 4/5, comme crite`re
d’arreˆt pour l’algorithme de GMRES. Pour l’ite´ration non-line´aire, l’ite´re´
initial est x0 = 0. La structure des matrices line´arise´es A` est donne´e dans
(5.8), ou` A11 est la matrice bloc-diagonale dont les blocs correspondent aux
noeuds inte´rieurs pour chaque sous-domaine – ceci correspond a` ce qu’on
appelle “non-overlapping Dirichlet-Dirichlet”. Comme le proble`me est non
syme´trique, nous employons un premier niveau de pre´conditionnement P`,
la matrice triangulaire par blocs donne´e dans (5.9), ou` nous choisissons l’ap-
proximation
Ŝ = A22 −A21diag(A11)−1A12,
afin de tester notre approche de pre´conditionnement. Dans ce cas, les valeurs
propres du syste`me pre´conditionne´ sont e´gales soit a` 1, soit aux valeurs
propres du comple´ment de Schur pre´conditionne´ SŜ−1. Pour des proble`mes
elliptiques, le conditionnement de S est de l’ordre de h−1H−1 ou` h ∼ n1/2
est la taille des mailles et H est la taille moyenne des sous-domaines (cf.
[67]). Ceci me`ne typiquement a` une convergence qui de´pend des mailles
et domaines. Comme nous le verrons ci-dessous, le choix Ŝ semble enlever
seulement la deuxie`me de´pendance e´tant donne´e notre strate´gie ite´rative
(5.10) pour le processus non-line´aire.
Tandis que divers algorithmes de de´composition de domaine enle`vent ce
proble`me de de´pendance pour certaines applications, leur conception est tou-
jours particulie`re et demande plusieurs niveaux d’information pour atteindre
une certaine optimalite´. A` cet e´gard, notre technique adaptative conduit a`
un pre´conditionneur ”black-box” qui peut soit remplacer soit augmenter un
pre´conditionneur de comple´ment de Schur. En outre, comme de´montre´ ci-
dessous, notre pre´conditionneur adaptatif enle`ve le proble`me de de´pendance
des mailles et de domaines. Les re´sultats pour l’ite´ration de Picard sont re-
pre´sente´s dans les tables 5.1 et 5.3. Nous comparons les re´sultats obtenus
avec un premier niveau de pre´conditionnement A`P
−1
` et avec les deux ni-
veaux de pre´conditionnement A`P
−1
` M
−1
` pour lesquels, on prendra α = 0 et
α = h (cf. (5.4)). La moyenne du nombre d’ite´rations par e´tape non-line´aire
est e´galement pre´sente´e, exclu la premie`re e´tape de Picard. Ceci permettra
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une comparaison plus claire et plus juste entre P` et M`, puisque M` = I
pour ` = 1.
ν = 1 A`P
−1
`
A`P
−1
`
M−1
`
#dom n # its # its (α = 0) # its (α = h)
11,425 131/24.2 41/6.2 38/5.6
4 45,377 181/33.4 54/8.0 50/7.2
180,865 310/48.5 80/10.2 73/9.0
11,585 191/35.6 57/8.8 52/7.8
16 45,953 272/50.6 76/11.4 72/10.6
183,041 467/73.5 113/14.5 107/13.5
16,641 195/35.4 53/7.0 48/6.0
64 66,049 283/51.4 72/9.2 68/8.4
263,169 392/71.0 97/12.0 92/11.0
Tab. 5.1 – Nombre total/moyenne d’ite´rations de GMRES avec et sans pre´condi-
tionnement adaptatif — La technique de line´arisation conside´re´e est celle de Picard.
ν = 1 α = 0 α = h
#dom n P−1
`
v A`v ×nz(A`) P−1` v A`v ×nz(A`)
11,425 69% 65% 0.10 70% 68% 0.11
4 45,377 70% 68% 0.06 72% 71% 0.07
180,865 74% 73% 0.05 76% 75% 0.05
11,585 70% 60% 0.35 72% 63% 0.36
16 45,953 72% 66% 0.24 74% 67% 0.24
183,041 76% 71% 0.18 77% 73% 0.18
16,641 73% 55% 0.73 75% 60% 0.75
64 66,049 75% 63% 0.50 76% 65% 0.51
263,169 75% 68% 0.34 76% 70% 0.34
Tab. 5.2 – Gains en (precvecs) (P−1
`
v) et (matvecs) (A`v) et stockage additionnel
(×nz(A`)) — La technique de line´arisation conside´re´e est celle de Picard.
Dans l’inte´reˆt de cette comparaison, nous montrons e´galement les gains
correspondants et le stockage additionnel dans les tables 5.2 et 5.4. En par-
ticulier, nous avons choisi de calculer le couˆt du pre´conditionneur adaptatif
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seulement en nombre de produits matrice-vecteur (matvecs) et de l’ajouter
au nombre total de produits matrice-vecteurs effectue´s. Les gains obtenus
se re´sument dans la re´duction relative des produits matrice-vecteur (mat-
vecs) et des produits matrice-vecteur impliquant P−1` (precvecs). Le calcul
du stockage additionnel se base aussi sur le stockage requis pour la matrice
du syste`me. Nous notons e´galement que le couˆt ou le stockage du premier
pre´conditionneur P` n’a pas d’inte´reˆt ici et n’a pas e´te´ e´value´.
La performance de la technique adaptative peut eˆtre re´capitule´e comme
suit :
(i) le proble`me de de´pendance de mailles et des domaines est pratiquement
enleve´ ;
(ii) les gains augmentent avec la taille du proble`me ;
(iii) le stockage additionnel relatif de´croˆıt avec la taille du proble`me.
En effet, pour cette application l’ame´lioration en convergence est tre`s remar-
quable, avec des gains entre 69–93% pour precvecs (P−1` v) et 55–90% pour
matvecs (A`v), tandis que le stockage additionnel est minimal (une fraction
de stockage pour la matrice du syste`me entre 0.1–0.3 pour la maille la plus
fine).
ν = 1/10 A`P
−1
`
A`P
−1
`
M−1
`
#dom n # its # its (α = 0) # its (α = h)
11,425 543/16.7 89/2.5 79/2.1
4 45,377 775/23.8 111/3.03 89/2.3
180,865 1,099/33.8 121/3.2 102/2.6
11,585 971/29.7 118/3.1 99/2.4
16 45,953 1,375/42.1 144/3.6 117/2.8
183,041 1,934/59.3 173/4.2 148/3.5
16,641 1,104/33.7 114/2.8 101/2.3
64 66,049 1,589/48.5 130/2.9 119/2.6
263,169 2,266/69.2 173/3.8 145/2.9
Tab. 5.3 – Nombre Total/Moyenne d’ite´rations de GMRES avec et sans pre´condi-
tionnement adaptatif — La me´thode de line´arisation conside´re´e est celle de Picard.
Nous notons e´galement que la diffe´rence de performance entre les cas
ν = 1 et ν = 1/10 s’explique essentiellement par la convergence de l’ite´ration
de Picard. En effet, quand ν = 1, le nombre d’ite´rations de Picard varie entre
6–7, tandis que pour ν = 1/10 la convergence est plus lente et ne´cessite 33
ite´rations. Dans les deux cas, le nombre d’ite´rations de GMRES est similaire
dans les premie`res e´tapes de Picard, avec une de´croissance tre`s rapide de ce
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nombre d’ite´rations de GMRES pour atteindre une situation relativement
stable, ou` seulement 2 a` 4 ite´rations de GMRES sont requises par e´tape
non-line´aire. Cependant, vu que le cas de ν = 1/10 exige bien plus d’e´tapes
non-line´aires, la moyenne du nombre d’ite´rations de GMRES par e´tape non-
line´aire se retrouve donc eˆtre plus petite que celle du cas ν = 1 (cf. table 5.1).
Pour le cas de l’ite´ration de Newton, nous avons note´ un comportement
de performance tre`s semblable, c’est pour cela nous l’avons pas de´taille´.
Cependant, nous avons utilise´ cette technique de line´arisation (Newton) dans
le cas d’un proble`me plus difficile, issue de l’e´quation de Navier–Stokes, dans
le paragraphe suivant.
ν = 1/10 α = 0 α = h
#dom n P−1
`
v A`v ×nz(A`) P−1` v A`v ×nz(A`)
11,425 84% 80% 0.25 85% 81% 0.31
4 45,377 86% 84% 0.15 89% 87% 0.17
180,865 89% 88% 0.08 91% 90% 0.09
11,585 88% 78% 0.84 90% 81% 0.94
16 45,953 90% 84% 0.51 91% 87% 0.53
183,041 91% 88% 0.31 92% 90% 0.32
16,641 90% 73% 1.73 91% 74% 2.05
64 66,049 92% 84% 0.99 93% 85% 1.16
263,169 92% 87% 0.66 93% 90% 0.68
Tab. 5.4 – Gains en precvecs (P−1
`
v) et en matvecs (A`v) et stockage additionnel
(×nz(A`)) — La me´thode de line´arisation conside´re´e est celle de Picard.
Proble`me de Navier–Stokes
Comme deuxie`me application, nous conside´rons le cas des e´quations de
Navier–Stokes incompressibles en re´gime stationnaire sur le domaine Ω ferme´
borne´ de Rd, (d = 2 ou d = 3) de frontie`re Γ.
− ν∆u + (u · ∇)u +∇p = f dans Ω, (5.12a)
∇ · u = 0 dans Ω, (5.12b)
u = 0 sur Γ, (5.12c)
ou` u de´signe le vecteur vitesse, p la pression et ν le parame`tre de viscosite´.
Le syste`me non-line´aire re´sultant posse`de la structure point–selle suivante
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(cf., e.g.,[66])
0 = F (x) = F (u,p) =
(
f
0
)
−
(
K(u) BT
B 0
)(
u
p
)
(5.13)
ou` K(u) = νL + N(u) ∈ Rn1×n1 est une matrice non syme´trique et qui
peut eˆtre inde´finie, et BT ∈ Rn1×n2 posse`de un noyau engendre´ par le vec-
teur constant. Nos deux line´arisations de (5.13) me`nent a` une se´quence de
syste`mes de forme
A`x`+1 =
(
K` B
T
B 0
)(
u`+1
p`+1
)
=
(
f
0
)
−
(
ρT(u`) 0
0 0
)(
u`
p`
)
= b`
ou` K` = K(u`) − ρT(u`) et T(u`) = N(u`) − N′(u`), avec N de´signant
la partie non-line´aire de K. Comme premier niveau de pre´conditionnement,
nous employons le pre´conditionneur par blocs donne´ par :
P` =
(
K̂` B
T
0 −Ŝ
)
(5.14)
ou` K̂` approche K` et Ŝ est l’oppose´ du comple´ment de Schur S = BK
−1
` B
T .
Nous utilisons, comme solveur interne, l’algorithme GMRES avec un pre´con-
ditionnement Gauss-Seidel par blocs, pour re´soudre les syste`mes avec K̂`, et
pour Ŝ, nous employons le meˆme choix que celui propose´ dans [23], et donne´
par
Ŝ−1 = M−1p FpA
−1
p ,
ou` Mp, Fp, Ap sont respectivement les matrices de masse, de convection-
diffusion et du Laplacien, assemble´es dans l’espace de pression (cf. [23] pour
plus de de´tails). En particulier, il est montre´ dans [23] que pour un nombre de
Reynolds petit, le syste`me pre´conditionne´ a des valeurs propres majore´es in-
de´pendamment de la taille du proble`me. Cependant, leur regroupement peut
ne pas eˆtre optimal. Comme nous le montrons ci-dessous, notre deuxie`me
niveau du pre´conditionnement ame´liorera fortement la convergence.
Nous pre´sentons les re´sultats obtenus pour un proble`me test standard
d’e´coulement en cavite´, pour trois valeurs du nombre de Reynolds : 10,
100, 1000. Le choix c = 10−2 dans notre crite`re d’arreˆt (5.10) n’affecte
pas le nombre d’ite´rations non-line´aires si on prend q = 3/4, excepte´ pour
un nombre de Reynolds Re = 1000 ou` nous prendrons alors q = 1. Nous
stoppons les ite´rations de Newton quand ‖F (x`)‖/‖F (x0)‖ ≤ 10−10. L’ite´re´
initial pour l’ite´ration de Newton est e´gal a` 0, excepte´ pour un e´coulement
a` Re = 1000 ou` nous re´utilisons la solution obtenue apre`s trois ite´rations de
Picard comme vecteur de de´part. Comme pre´ce´demment de´crit, au § 5.2.2,
afin de re´duire le stockage a` chaque ite´ration non-line´aire, l’ite´re´ initial pour
GMRES est x = P−1` b`, ce qui assure un vecteur re´sidu de type r
T =
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(0, rTp ). Les vecteurs de la base re´sultante de Arnoldi ont e´galement la meˆme
forme, ce qui va nous permettre de stocker une base V de longueur n2.
Conside´rons la discre´tisation P2–P1 standard, la relation entre n1 et n2
est que n1 = 8n2 en 2D, et n1 = 24n2 en 3D, auquel cas la re´duction du
stockage est tre`s significative. D’ailleurs, le couˆt induit par l’application du
pre´conditionneur adaptatif devient presque ne´gligeable, comme le montre
la table 5.5 ci-dessous. Nous notons que, en relaˆchant l’action de P−1 (par
exemple, en ne re´alisant qu’une inversion approximative de K`), la base
exacte de Arnoldi ne sera pas creuse dans sa structure. Cependant, nous
avons constate´ que le fait de stocker uniquement la partie de longueur n2 (le
reste e´tant force´ a` “0”) ne de´te´riore pas la performance si le crite`re d’arreˆt
utilise´ pour la re´solution de syste`mes line´aires avec P est du meˆme ordre
que la tole´rance de re´solution dans GMRES.
Re n A`P
−1
`
A`P
−1
`
M−1
`
4,771 113/21.2 51/8.8
10 18,755 91/21.0 49/10.5
74,371 98/22.7 56/12.2
4,771 227/30.3 102/12.4
100 18,755 208/32.5 103/15.0
74,371 174/32.6 97/17.2
4,771 1,064/105.0 408/23.0
1000 18,755 952/118.0 411/27.8
74,371 718/118.2 375/32.5
Tab. 5.5 – E´coulement en cavite´ : Nombre Total/Moyenne d’ite´rations de GMRES
avec et sans pre´conditionnement adaptatif.
La table 5.5 montre le nombre d’ite´rations de GMRES quand seulement
P` est employe´ et quand le pre´conditionneur adaptatif (5.7) est addition-
nellement utilise´ avec α = h. Comme avant, nous e´valuons le surcouˆt en
matvecs impliquant la matrice du syste`me A`, et les gains en precvecs et
matvecs.
Les gains pour ce proble`me sont conside´rables. En effet, l’ame´lioration
de la performance est due a` la re´duction significative des precvecs (entre
42–48% pour le plus grand proble`me), puisque dans ce cas-ci, les precvecs
sont plus chers que les matvecs. C’est ge´ne´ralement le cas dans la pratique, a`
savoir qu’un pre´conditionnement efficace ne´cessite un certain couˆt, et donc
la re´duction substantielle du nombre de precvecs aura un impact d’autant
plus important sur les couˆts. Nous notons e´galement que le pre´condition-
neur additionnel pre´serve l’inde´pendance de la taille du proble`me re´alise´ par
la premie`re technique de pre´conditionnement. En conclusion, nous notons
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Re n P−1
`
v A`v ×nz(A`)
4,771 55% 45% 0.21
10 18,755 46% 37% 0.19
74,371 42% 31% 0.20
4,771 55% 37% 0.44
100 18,755 50% 32% 0.41
74,371 44% 25% 0.38
4,771 62% 36% 1.12
1000 18,755 57% 32% 1.02
74,371 48% 25% 0.87
Tab. 5.6 – E´coulement en cavite´ : Gains en precvecs (P−1
`
v) et en matvecs (A`v)
et stockage additionnel (×nz(A`)).
une augmentation en gains de precvecs avec l’augmentation du nombre de
Reynolds (Re). Le stockage augmente e´galement, bien que pour tout Re,
le stockage supple´mentaire exige´ n’exce`de pas la quantite´ demande´e pour
la matrice elle-meˆme. On pourrait aussi conside´rer une strate´gie “stockage-
limite” (si la me´moire est un aspect critique), bien que nous ayons constate´
a` cet e´gard que cela conduit en ge´ne´ral a` une de´te´rioration substantielle de
la performance.
5.3 Conclusions et Perspectives
Tre`s brie`vement, pour re´sumer l’ensemble de ce qui est aborde´ dans ce
chapitre d’ouverture, l’objectif de ces comple´ments est de montrer toute la
panoplie des approches possibles combinant filtrage spectral et techniques
de Krylov, ainsi que d’e´largir le champ des applications possibles en allant
vers le non-line´aire en particulier.
Le point commun a` toutes ces e´tudes re´side dans la capacite´ a` ge´ne´rer
des espaces de Krylov de dimension re´duite, contenant donc une information
spectrale tre`s concentre´e et exploitable directement, sans post-traitement
particulier, pour acce´le´rer efficacement la convergence d’une suite de sys-
te`mes line´aires avec la meˆme matrice mais a` second membres multiples.
Nous avons vu notamment comment, dans le cas d’un comple´ment de
Schur issu d’un premier niveau de pre´traitement/pre´conditionnement tre`s
efficace, au sein d’une ite´ration non-line´aire, il est possible de “profiter” sim-
plement de la faible dimension intrinse`que des espaces de Krylov, ge´ne´re´s
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dans GMRES, pour construire des pre´conditionneurs adaptatifs qui inte`grent
l’e´volution de l’information spectrale au fur et a` mesure des ite´rations non-
line´aires, et permettent de conserver de bout en bout cette proprie´te´ essen-
tielle, a` savoir des espaces de Krylov de dimension tre`s re´duite.
L’inte´reˆt de ces approches a e´te´ valide´, dans les divers chapitres, sur cer-
tains proble`mes test provenant de la collection de matrices creuses Harwell-
Boeing, ainsi que d’autres exemples issus de la discre´tisation par e´le´ments
finis de proble`mes d’E´quations aux De´rive´es Partielles (EDP) du type e´qua-
tion de diffusion. Au vu des gains substantiels obtenus, il devient clair que
ces techniques apparaissent assez prometteuses lors d’une multire´solution.
Nous avons vu e´galement que la technique Tchebycheff-PSF de´marre
d’une ge´ne´ration ale´atoire de vecteurs, et n’a pas pour vocation de re´-
soudre un syste`me line´aire comme dans l’algorithme ChebFilterCG qui a un
avantage double : la re´solution de syste`mes line´aires et la ge´ne´ration d’une
base de Krylov tre`s riche et de dimension petite. Cependant, l’algorithme
Tchebycheff-PSF n’est pas influence´ de la meˆme manie`re par les proble`mes
pathologiques. De manie`re plus ge´ne´rale, l’algorithme Tchebycheff-PSF est
plus “oriente´” vecteurs propres et valeurs propres, avec la capacite´ de pro-
duire en particulier des espaces de Krylov filtre´s posse´dant une structure nu-
me´rique tre`s spe´cifique dans les composantes propres de ces vecteurs de Kry-
lov. En particulier, cette technique peut eˆtre utilise´e pour calculer un noyau,
ou de faire du “rank-revealing”. La contrepartie a` cela est que Tchebycheff-
PSF, pour converger, doit“scanner” l’ensemble du spectre compris entre ze´ro
et la fre´quence de coupure utilise´e dans les filtres de Tchebycheff.
Par opposition, l’algorithme ChebFilterCG, qui n’exploite ces filtres que
comme des pre´conditionneurs, a la capacite´ de ge´ne´rer des se´quences de
Krylov bien moins longues (dans les cas non pathologiques), relativement au
nombre total de valeurs propres infe´rieures a` la fre´quence de coupure choisie.
Bien e´videmment, la base de Krylov re´sultante ne posse`de pas de structure
nume´rique particulie`re, si ce n’est qu’elle reste tre`s riche du point de vue
de l’information spectrale relative aux plus petites valeurs propres (hors
valeurs propres nulles). Enfin, et cela n’a pas e´te´ e´tudie´ ici car ne pre´sentant
pas d’inte´reˆt majeur pour ce qui est de la simple re´solution de syste`mes
line´aires, il est aussi possible, apre`s obtention de la base de Krylov finale
dans ChebFilterCG, de post-filtrer cette base pour lui donner une structure
nume´rique particulie`re, comme dans Tchebycheff-PSF.
Un autre aspect non e´tudie´ dans ce travail, concerne l’inte´gration du
noyau “CG/Lanczos pre´conditionne´ par des filtres de Tchebycheff ”, comme
exploite´ dans ChebFilterCG, dans des algorithmes de calcul de valeurs propres,
inte´grant donc des techniques de rede´marrage, de de´flation, . . . Les avantages
que l’on pourrait pressentir re´sident la` encore dans dans la capacite´ a` ge´-
ne´rer des espaces de Krylov de dimension re´duite, tre`s riches du point de
vue de l’information spectrale relative aux plus petites valeurs propres, et
130
ceci sans avoir a` re´aliser des “inversions” ou re´solutions. Par contre, dans
ce contexte, il faudra trouver des extensions satisfaisantes a` notre travail
pour le cas inde´fini, notamment pour pouvoir prendre en conside´ration la
question du “shift”, ou translation du spectre.
Il est clair, en effet, que les polynoˆmes de Tchebycheff sont particulie`re-
ment approprie´s au cas syme´trique de´fini positif. Pour les cas syme´triques
inde´finis, et non syme´triques, il faudrait en effet e´tudier les ge´ne´ralisations
possibles de l’approche de´veloppe´e dans ce travail, en regardant en de´tail les
proprie´te´s intrinse`ques des me´thodes de Krylov habituellement exploite´es
dans ces cas la`, et en inte´grant des techniques polynomiales qui permettent
de “cibler” efficacement les informations particulie`res assurant une acce´le´ra-
tion “intelligente” des ces techniques dans le cadre d’une multire´solution.
Enfin, dans le cas de la re´solution de syste`mes line´aires non syme´triques,
il est toujours possible d’utiliser des techniques dites de “syme´trisation”,
telles que la me´thode de Cimmino par blocs par exemple, qui transforme la
matrice originale en une matrice syme´trique de´finie positive dont les valeurs
propres sont en ge´ne´ral fortement regroupe´es dans un nombre relativement
faible d’amas. Cette technique de transformation de la matrice d’ite´ration
n’ame´liore pas cependant de fac¸on particulie`re le conditionnement, mais la
re´ponse a` cela est en partie donne´e par la technique ChebFilterCG qui s’acco-
mode plus “naturellement” de ces proble`mes de conditionnement, et qui est
d’autant plus inte´ressante dans le cadre d’une multire´solution. Ce genre de
combinaison pourrait constituer une alternative inte´ressante a` l’utilisation
de me´thodes directes, pour de tre`s gros proble`mes, issus par exemple de la
discre´tisation 3D de proble`mes d’EDP.
Les autres perspectives qui se de´gagent de ce travail sont la construction
de pre´conditionneurs multiniveaux, combinant les filtres de Tchebycheff et
la base de Krylov produite lors de la re´solution du premier syste`me avec
ChebFilterCG. L’utilisation des polynoˆmes de Tchebycheff offre en effet la
possibilite´ de re´duire fortement le nombre total de synchronisations “fortes”,
du type produits scalaires, et devrait permettre une implantation efficace
dans un cadre de calcul paralle`le, et en particulier dans des environnements
a` me´moire distribue´e.
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Re´sume´. Le Contexte de ce travail est l’alge`bre line´aire nume´rique. Plus
pre´cise´ment, on s’est inte´resse´ a` des pre´conditionnements pour les me´thodes
de Krylov, base´s sur une connaissance de certains espaces propres. Ces tech-
niques sont en particulier tre`s utiles lorsque l’on re´sout une se´quence de sys-
te`mes line´aires avec la meˆme matrice mais diffe´rents second membres. L’in-
formation sur les espaces propres est extraite dans une phase d’initialisation,
ou au cours de la re´solution du premier syste`me, et utilise´e dans la re´solution
des syste`mes suivants. L’approche de´veloppe´e dans cette the`se se base sur
l’utilisation des filtres polynomiaux de Tchebycheff et sur la construction de
pre´conditionneurs spectraux pour l’acce´le´ration des me´thodes de Krylov.
Mots-cle´s. Polynoˆmes de Tchebycheff, me´thodes de Lanczos, me´thode du
gradient conjugue´, filtrage, de´flation, cycle a` deux grilles, pre´conditionne-
ment spectral, pre´conditionnement adaptatif, syste`mes non line´aires, sys-
te`mes augmente´s, cas pathologiques, me´thodes de Krylov.
Classification AMS. 65F10, 65F15, 65F50, 65H10, 65N22
Abstract. The context of this work is numerical linear algebra. More preci-
sely, we are interested in preconditioning Krylov techniques, with the know-
ledge of some eigenspaces. In particular, this can be very useful when solving
a sequence of linear systems with the same matrix but different right-hand
sides. The information about eigenspaces is extracted from an initialization
phase, or during the solution of the first system, and is used in the solution
of the following systems. The approach developed in this thesis is based on
the use of the Chebyshev filtering polynomials and on the construction of
spectral preconditioners to accelerate the convergence of Krylov methods.
Key words. Chebyshev polynnomials, Lanczos method, conjugate gradient
method, filtering, deflation, two-grid schemes, spectral preconditioners, adap-
tive preconditioners, nonlinear systems, augmented systems, Krylov me-
thods.
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