Abstract. Several media access control (MAC) protocols proposed for wireless sensor networks assume nodes to be stationary. This can lead to poor network performance, as well as fast depletion of energy in systems where nodes are mobile. This paper presents several results for TDMAbased MAC protocol for mobile sensor networks, and also introduces a novel mobility-aware TDMA-based MAC protocol for mobile sensor networks. The protocol works by first splitting a given round into a control part, and a data part. The control part is used to manage mobility, whereas nodes transmit messages in the data part. In the data part, some slots are reserved for mobile nodes. We show that the protocol ensures collision-freedom in the data part of a schedule.
Introduction
Sensor networks are becoming increasingly popular due to the variety of applications that they allow. For example, sensor networks can be deployed in regions for disaster recovery, or in a battlefield where they can be used to collect and relay information. A sensor network consists of a set of sensor nodes that communicate with each other via radio communication. To prevent message collisions, a media access control (MAC) protocol is needed. Different approaches are adopted for designing such protocols. For example, a Time Division Multiple Access (TDMA) protocol can be used to divide time into a sequence of slots. Each node is then assigned a set of time slots in which it can transmit messages. Two nodes can transmit messages in the same slot if and only if their messages will not collide. This guarantees absence of collisions. Another technique that is widely used is CSMA/CA approach, where nodes adopt a handshaking approach before sending messages. Such an approach is adopted in IEEE 802.11. This type of approach is known as collision avoidance.
In this paper, we focus on the problem of providing a TDMA-based MAC protocol for sensor networks in which nodes are mobile. Such networks can be found in several situations, e.g., disaster recovery with workers equipped with sensor devices, or on a battlefield. Most MAC protocols proposed for wireless sensor networks assume that nodes are stationary. These may not work well in mobile sensor networks, leading to poor network performance. Moreover, because of the scarcity of energy in sensor networks, MAC protocols tend to optimize battery lifetime. Battery lifetime is optimized when the protocols at the datalink layer put the sensors in sleep mode, only to wake up periodically for communication. One event that drains energy from sensor nodes is message transmissions. To minimize this, MAC protocols need to ensure that collisions are avoided.
However, MAC protocols optimized for energy use in static networks may lead to a fast depletion of energy in mobile sensor networks because of unexpected collisions. Hence, MAC protocols for mobile networks need to handle mobility in an efficient way.
Contributions
We make the following contributions for TDMA-based MAC protocols:
-We introduce two novel mobility models, namely intra-cluster and intercluster mobility that are general enough to capture various existing mobility models such as random movement, going in specific direction, going at a maximum speed etc. -We show that it is impossible to guarantee collision-freedom under an arbitrary slot assignment in presence of both intra-, and inter-cluster mobility. -We identify underlying causes for the impossibility results, and develop a static TDMA-based algorithm that tolerates both intra-, and inter-cluster mobility. -We provide a novel TDMA-based mobility-tolerant protocol, M TDMA (mobile TDMA), that guarantees collision-freedom in the data part of a schedule in the presence of both intra-, and inter-cluster mobility. The algorithm is fully distributed.
Paper Structure
In Sect 2, we present related work. We present the different models we use in the paper in Sect 3, and in Sect 4, we formalize the problem of collision-free communication in TDMA-based system. In Sect 5, we develop static TDMAbased algorithms that are mobility-tolerant. In Sect 6, we develop an adaptive mobility-tolerant MAC protocol that is based on TDMA. For reasons of space, proofs have been omitted and can be found in [7] .
Related Work
We here survey related work on MAC protocols, and mobility. MAC protocols for static networks: Collision-avoidance protocols [19] are based on the premise that nodes sense the medium before transmitting, whereby collisions are avoided. If the medium is busy, then the nodes wait for increasingly longer period of time before retransmitting, using the exponential backoff technique. Another collision-avoidance protocol, S-MAC [20] , is based on IEEE 802.11. It introduces coordinated sleep/wakeup cycles to extend the battery life of the sensors to minimize the amount of energy used.
On the other hand, there are protocols that guarantee collision-freedom. For example, techniques such as frequency division multiple access (FDMA) [15] and code division multiple access (CDMA) [17] and TDMA [2] ensure that collisions do not occur during communications. FDMA works by asssigning different frequencies to nodes, making it unsuitable for sensor networks. CDMA works by requiring that codes used used to encode messages are orthogonal to each other. The encoding/decoding processes are too expensive to run on sensor nodes. On the other hand, TDMA works by splitting the time line into slots, which are then allocated to nodes. The problem with the approaches above is that they are not suitable to sensor networks where nodes are mobile.
MAC protocols for mobile sensor networks: One mobility-aware MAC protocol is MS-MAC [11] , which builds on top of S-MAC. It incorporates a mobility-handling mechanism that passes mobility information on messages. An active zone is created around a mobile node such that all nodes that are within the active zone run the synchronization period of S-MAC more often, resulting in lower connection time. This work differs from ours in that their stated goal is lower connection time. In contrast, our goal is collision-freedom. Another work that addresses topology changes is by Herman and Tixueil [6] . The TDMA protocol that they proposed is self-stabilizing, and resilient to topology changes. However, the topology changes are brought about by nodes leaving the network. In contrast, our approach tolerate topology changes when nodes can both join and leave the network. The mobility-aware protocol (MMAC) by Ali et.al [1] is based on TRAMA [12] , a scheduling-based protocol for static networks. MMAC works by introducing a mobility-adaptive frame time, enabling the protocol to adapt to mobility patterns. The protocol uses a localization service to be able to predict the future position of nodes. The sensitivity of their protocol to wrong prediction is not known. In contrast, our approach does not rely on a localization service, and also does not depend on computing the 2-hop neighbourhood. Another strand of work focuses on tolerating bit errors that resulting from Doppler shifts, as a result of mobility [13] . This bit errors cause frame corruptions, and hence retransmissions that in turn deplete the energy resources of the system. Some variations of this protocol by the same authors appear in [14] .
Mobility models: In our paper, we introduce two novel mobility models, namely the intra-, and inter-cluster mobility. A comprehensive survey on mobility models can be found in [3] . The most widely used model is perhaps the random walk mobility model (also known as Brownian movement [5] ). A slight enhancement of this is the Random Waypoint model [8] , in which pauses are introduced between changes of directions and speed. It is argued that these models do not faithfully reflect reality. A recent work on mobility models [10] sought to address this problem, and develop a mobility model based on social theory. The model comprises one aspect with the establishment of the model, and another part that deals with the evolution and dynamics of the model. The authors argue that, in MANETs, individuals with similar incentives will tend to aggregate. Mobility models for MANETs may not be suitable for sensor networks as applications for sensor networks are likely to be for tracking, monitoring, which is not the case for MANETs. However, the models we introduce is general enough to permit modeling of more sophisticated models.
Models and Assumptions
Sensor node. A sensor node (for short, node) is a device that is equipped with a sensor component for environment sensing and a radio component for communication. A node is battery-powered. We assume that nodes do not have access to devices such as GPS. Every node has a unique id. We also assume each node to have a clock, and that all nodes are synchronized in time, using an appropriate clock synchronization protocol [16] .
Communication. Sensor nodes communicate via radio signals. We assume that each sensor has a communication range C and an interference range I. The communication range of a sensor is the maximum distance up to which its radio signal is strong enough for communication with a high probability. When a node k is in the communication range of another node l, we say that k is in the i-band (read as inner band) of l. On the other hand, the interference range is the maximum distance over which the strength of the signal is non-negligible, where communication can occur with low probability. When a node k is in the interference range of another node l, but is outside l's communication range, we say that k is in the o-band (read as outer-band) of l.
We denote the set of nodes with which a node n can communicate as Comm(n), and the set of nodes at which node n can interfere as Int(n). In general, Comm(n) ⊆ Int(n), for each n. Given two nodes i, and j, if there exists a node k ∈ Comm(i)∩ Int(j), then we say that i and j can collide at k. We can also say that j and i can interfere at k.
Topology. We consider the network as an undirected graph S = (V, E). However, with nodes being mobile, the graph changes into S = (V , E ), where V ⊆ V , because some nodes may fail too.
Collisions. Message collisions can occur either when a sensor is receiving messages originating from different sensors or when it is sending a message while receiving another.
Clusters. A cluster is a set of nodes, with a designated clusterhead. We denote a cluster i by C i , and its head by h i . In this paper, whenever the identity of the head is important, we will denote cluster C i by cluster(h i ). In our work, we use the clustering algorithm by Demirbas et.al [4] at startup.
Mobility model. In this paper, we introduce two new mobility models:
-Intra-cluster mobility, and -inter-cluster mobility
To be able to define these notions of mobility, we define the state of a cluster C i at instant n ≥ 0 to be (C n i , T n i ), where C n i is the set of nodes in cluster C i at instant n (this could be time period n, n th snapshot or slot n), and T n i is the topology of cluster C i at instant n. Whenever the topology and instant is not important, we will refer to a cluster only by C i .
intra-cluster mobility: When nodes are mobile, if they remain within their assigned cluster, the set of nodes within that cluster remains unchanged, though the topology may change. Given two consecutive states of a cluster C i , i.e., given (C . inter-cluster mobility: When a node leaves its cluster, it has either crashed or has joined a new one due to mobility, causing the set of nodes in its original cluster to change. Similarly, when a clusterhead h i crashes or joins a new cluster C j , causing its previous cluster C i to cease to exist, using our notation for cluster states, we denote the remaining set of nodes by (∅ 
TDMA Service TDMA is a technique whereby the timeline is split into a series of time periods (or periods), and each period is divided into a series of time slots. Each node is then assigned a slot in which it transmit its message in every period. Slots have to be assigned carefully to avoid message collisions. Because slot assignment in TDMA is closely linked with the network topology, any topology change is likely to invalidate the assignment, causing collisions. To address this problem, we develop several results for TDMA in mobile sensor networks.
Problem Formulation, and Some Issues
We express the problem of collision-free MAC protocol for mobile sensor networks as follows: Given a sensor network S = (V, E), develop a slot assignment protocol that ensures collision-free communication both in the absence and presence of (i) intra-cluster mobility, and (ii) inter-cluster mobility.
Since the protocol is based on TDMA, we first provide a formalization for slot assignment in a TDMA protocol, which generalizes that developed by Kulkarni and Arumugam [9] . Assume the timeline is broken down into a sequence of rounds p 1 , p 2 , . . ., and each round p i is divided into n equal slots. When a node joins a system, it needs to know about three parameters, namely (i) in which round it can start transmitting, (ii) at what frequency, and (iii) in which slot (1 . . . n). Thus, a node i will be given the information (start round i , f requency i , slot i ) to determine when to transmit a message. Using this information, the node can compute the set of slots in which it can transmit as follows:
Two nodes j and k have overlapping slots if (slots set j ∩ slots set k = ∅). We then formalize the problem as follows:
Assign (start round i , f requency i , slot i ) information to each node i such that two nodes j and k have overlapping slots if and only if they are not in the collision group of each other.
The collision group (CG) of a sensor node n is defined as follows: CG(n) = {m|m ∈ Comm(n) or ∃k such that m and n can interfere at k} We now present two different approaches to solve the problem. In the first approach, we develop a slot assignment that is inherently resilient to mobility. However, the approach has a worst-case latency. To address this worst-case latency, we develop a scalable slot assignment protocol that is adaptive to mobility.
We denote the set of slots assigned to node n under a given assignment A as slots set A n . Whenever assignment A is trivial, we will denote the slot assigned as slots set n . From the formalization of TDMA, we define collision-freedom:
Definition 1 (Collision freedom). Given a network S = (V, E), we say that S is collision-free under a time-slot assignment A :
Whenever the assignment is obvious from the context, we will say that network S is collision-free instead of S is collision-free under assignment A.
Proposition 1. Given a network S that is collision-free under an assignment
A. Any subnetwork S = (V , E ), where V ⊆ V and E = {(v, v )|v, v ∈ V ∧ (v, v ) ∈ E} is also collision-free under A.
Theorem 1 (Collision-freedom and intra-cluster mobility).
Given a cluster C i that is collision-free under assignment A such that ∃m, n ∈ C i · slots set m ∩ slots set n = ∅ . Then, it is impossible to guarantee collisionfreedom in presence of arbitrary intra-cluster mobility.
Theorem 2 (Collision-freedom and inter-cluster mobility).
Given cluster C i , and C k that are both collision-free under assignment A such that ∃m ∈ C i , n ∈ C k · (slot set m ∩ slots set n = ∅). Then, it is impossible to guarantee collision-freedom in presence of arbitrary inter-cluster mobility.
Because mobility can now bring a node that was formerly outside the collision group of another node within its collision group, we look at the impact of assigning to every node a unique time slot in which to transmit.
Static TDMA-Based MAC Protocol
We now state the following two lemmas.
Lemma 1 (Collision-freedom in presence of inter-cluster mobility).
Define the set of slots used by a cluster C n i at instant n by i∈C n i slots set i , and denote it by slots(C Lemma 1 states that whenever slots asssigned to clusters do not overlap, there can be free movement of nodes between clusters.
Lemma 2 (Collision-freedom in presence of intra-cluster mobility).
Given a collision-free cluster (C n k , T n k ) at instant n, such that ∀m, n ∈ C n k · slots set m ∩ slots set n = ∅. Assume there is intra-cluster mobility in C k at instant (n + 1).
) remains collision-free in presence of intra-cluster mobility at instant (n + 1).
From the two lemmas, it is clear that assigning each node a distinct set of slots guarantee collision-freedom in presence of both intra-, and inter-cluster mobility. We present a trivial algorithm that implements it:
Given sensor network S = (V,E) algorithm round int init 0;sensor num int init 1; for each node i ∈ S do{ assign (1, 1,sensor num) to i; sensor num := sensor num++;}od However, each round will be n slots long, leading to a latency of O(n), where n is the network size. So, this algorithm is unsuitable for applications with realtime properties. To address this, we present a scalable and fully distributed TDMA-based protocol that ensures collisions occur only at specific times.
An Adaptive TDMA-Based MAC Protocol
Given that when nodes have distinct slots lead to worst-case latency, we focus on developing a protocol for the case where nodes do not have distinct slots.
The protocol works as follows: Initially, at start-up, the network is partitioned into clusters using the FLOC algorithm [4] , with each cluster having its own head. Then, a MAC schedule is generated, where each sensor node in the network is assigned a time slot in a given period. Within a cluster, every node is assigned a unique slots set, using a variant of the algorithm in Fig. 1 . However, these slots may be shared across clusters. The head is responsible for managing the slots within its cluster.
In analogy to fault tolerance, where redundancy is needed to tolerate faults, we introduce redundant slots at the cluster level in the MAC schedule to tolerate mobility. In Fig. 2 , the schedule consists of control, and data slots. In the control slots, only control information is transmitted, whereas sensor nodes transmit data in their assigned data slots. The idea is to ensure collision-freedom in the data slots, whereas managing any potential collisions that occur in the control slots. At start-up, every node is assigned a slots set, and, in each cluster, some data slots are kept free for future allocation.
Once the system is setup, i.e., the system is partitioned into a set of clusters [4] and each node within a cluster have distinct slots sets(using pre-programming, Control slots used by new nodes and head for sync.
Data slots used by nodes to transmit Free slots reserved for new nodes Fig. 2 . The schedule is broken down into (i) a control part, and (ii) data part. The first three slots are control slots. The head transmits cluster info. in the first slot. In the second slot, the new node(s) inform the head of their presence in the cluster. In the 3rd slot, the head broadcasts a new node's slot info. The data slots are either assigned or unassigned.
or techniques from [2] ), mobility needs to be managed and tolerated. To this end, we develop a fully distributed algorithm that manages intra-, and inter-cluster mobility. A detailed description of the mobility-tolerant MAC protocol is presented in Fig 3. Note that from using the FLOC algorithm [4] , we have the following property at system start-up: The network has been partitioned into a set of non-overlapping clusters. We now make the following assumptions:
-Any node remains within a cluster for a least one round, unless it crashes.
-If in a given round r, a node is in the i-band of its chead, then in round r + 1, it will at most be in the o-band of the head, unless the head crashes. -No more than 1 round elapses for a node to not hear from a head i.e., a node may not go for more than 1 period without hearing from a head. -Heads may not collide on k ≥ 2 consecutive rounds. This is justifiable as, in the kind of applications our work is targeting, coverage [18] is important. Hence, it means that heads, thus clusters, will rarely be close to each other.
At each time click, the algorithm M TDMA determines if one or more events have occurred, and takes the corresponding actions. We explain the algorithm.
Event 1 is a timing event, updating the slot and round number. Event 2 is triggered when the first slot of a round is reached. The head broadcasts cluster information: (id, head, cluster schedule, round number).
Event 3 is triggered when a node receives the cluster info. If the head hears its own message, it knows that it did not collide. "Status = ?" ("undecided") shows that previously there was some problem. As it hears its own message, it knows the problem has cleared, updating its status to ("OK").
Any other node previously in the cluster, upon receiving the message, will update their state, and keep their status as . A node that is new to the clus-ter, on the other hand, will update its state, but its status will be set to ⊥ ("unassigned"). If a non-head node hears a message, and its status is "?", then it updates according to the message sender. If it's its head, it sets its status to again, and keep all its previous information. On the other hand, if it hears from a new head, it knows it is in a new cluster, and sets its status to ⊥, and updates its relevant state.
Event 4 In the 2nd slot, if a head does not hear its own message, then it knows there is probably a collision. It sets it status to "?". Any node which was previously in the o-band of the head, and which did not hear the message believes that they are no longer member of the cluster and resets their status to "⊥". Other nodes that were in the i-band of the head set their status to "?" since the message loss could be due to a collision, a crash or o-band.
Also, any node new to the cluster will broadcast its id, so it can assigned a slot by the head. This new node then starts "waiting".
Event 5 Upon receiving a new node id, the head checks if there are any unassigned slots. If there are, it assigns one to the new node, and updates the cluster schedule. Fhe function choose randomly picks a value from a set.
If a single slot is free, then the following occurs: The head cannot allocate the slot fully to the new node, as it will not be able to tolerate any new nodes. So, the head halves the bandwidth (half allocated to the new node, and the other half kept for further nodes) by doubling the period at which the new node transmits. Hence, the head updates the schedule by keeping a sequence of ids, with the last element being a place holder ⊥. If there is no full slot left, the head knows that there is some bandwidth left. It checks the place holder, further halves the bandwidth. In fact, as new nodes come, the head allocates only half of the remaining bandwidth. When a node leaves a cluster, its bandwidth is reclaimed and reassigned later.
Event 6 In the 3rd slot, the head broadcasts the following access pattern for the new node: (id, slot, start round, period).
Event 7 Once a node receives its access right, it updates its media access, and calculates the next transmission slot. It also updates its status to .
Event 8 If a new node is "waiting", and does not receive a message by the 4th slot of the period, it knows that either the clusterhead is not present or it has collided in the second slot. Thus, it executes exponential backoff before retransmitting in the second slot of some later period.
Event 9 If a node is not in the "?" state, then it can broadcast its payload in the slot it is supposed to transmit. Once it finishes transmission, it calculates the next slot it is to transmit.
Event 10 The head checks whether any gap in the schedule is unassigned or "vacated". If it a "vacated" one, then it is reclaimed for later usage.
Theorem 3. Given a network S, partitioned into a set of k clusters, C 1 . . . C k . Given each cluster C i is initially collision-free, with each node n ∈ C i having a unique slot. Then M TDMA guarantees collision-freedom in S in data part of schedule in presence of intra-, and inter-cluster mobility.
