For an automatic steering problem of a city bus the reference maneuvers and speci cations are introduced. The robustness problem arises from large variations in velocity, mass, and road-tire contact. Two controller structures with feedback of the lateral displacement and the yaw rate are introduced: a linear controller and a nonlinear controller. The controller parameters are rst handtuned and then re ned by performance vector optimization. Both controllers meet all speci cations. Their relative merits are analyzed in simulations for four typical driving maneuvers.
Introduction
Automatic steering of vehicles is of practical interest, e.g. for transport vehicles in factories and ship docks, for buses on separate, narrow (i.e. cheap) lanes, and in the future as part of an integrated system of automated highway tra c. The primary task of automatic steering is to track a reference path, where the displacement from the guideline is measured by a displacement sensor. The reference may consist of the magnetic eld of an electrically supplied wire or permanent magnets in the road. The sensor is mounted in the center of the front end of the vehicle. The controller output acts on the front steering angle. The design of an automatic steering system is a robustness problem in view of large variations in velocity and mass of the vehicle and contact between tire and road surface. In the present study, model data and speci cations for a city bus O 305 are taken from the IFAC benchmark example 1]. A comparison will be made between linear and nonlinear controller concepts. For linear control it was investigated in an earlier study 2], how the tracking accuracy is improved by additional feedback of the yaw rate which can be measured by a gyro. Thereby, the automatic steering problem becomes much less dependent on the uncertain operating conditions velocity, mass, and road-tire contact. The study showed a signi cant reduction in the displacement from the guideline for all maneuvers and operating conditions. In the present study the design method used in 2], the Parameter Space Approach is further exploited to explore extreme design directions. The resulting Department of Electrical Engineering, The Ohio State University, USA robust linear controller with xed gains achieves good performance for a wide range of uncertainty in the operating conditions. In the second part of this paper, a nonlinear controller structure is designed in an e ort to further improve the performance of the automatic steering system. The nonlinear controller is based on Sliding Mode Control and includes dynamic adaptation to changing operating conditions via an estimator-like observer. The control design procedure is presented in a step{by{step manner. The advantages and drawbacks of the two approaches are contrasted in simulation studies. Finally, controller parameters of both the linear and nonlinear controller are tuned automatically by optimizing a vector performance index such that the tracking performance for typical maneuvers is improved.
Dynamic Model and Problem Statement 2.1 Model for Vehicle Dynamics
The classical single-track model is used to model the steering dynamics. It is obtained by lumping the two front wheels into one wheel in the centerline of the vehicle, the same is done with the two rear wheels, see Figure 1 . In Figure 1 the variables denote the following quantities: f : steering angle;ṽ: velocity vector at the CG, its magnitude is v > 0; : sideslip angle between vehicle center line andṽ; r: yaw rate; f f (f r ): lateral forces generated by the front (rear) tire, acting on the chassis; f w : wind forces acting on the aerodynamical center of the side surface;`w: distance between CG and aerodynamical center of the side surface; : angle between centerline of vehicle and tangent to the guideline. Together with the dynamics of the reference path and an actuator with integrating characteristics the vehicle dynamics is described by the fth order model The cornering sti nesses are written as a product c f for the front axle and c r for the rear axle, where is a common road adhesion factor with = 1 for dry road and = 0:5 for wet road. The vehicle mass m is normalized by , i.e.m = m= is a \virtual mass". Similarly, the moment of inertia J is normalized asJ = J= . 
Design Speci cations and Driving Maneuvers
The design speci cations are taken from the IFAC benchmark example 1]. They are primarily given in terms of maximal displacement from the guideline and maximal steering angle and steering angle rate. In detail they are:
The steering angle is limited to j f j 40 
Linear Controller Design
The design of a robust automatic steering system for vehicles with xed compensator transfer function is a challenging task due to the large uncertainty in velocity v and virtual massm = m= . The domain Q of possible operating conditions for the city bus O 305 is given in Figure 3 where a road adhesion factor 2 0 
Selecting a Controller Structure
In 2], feedback of the yaw rate with _ f = u f ? k r r (2) was proposed. Figure 4 shows the root locus of the transfer function r(s)=u f (s) with feedback (2) in dependency of the gain k r , where the operating point with maximal virtual mass and maximal velocity was selected, which turned out to be the most critical operating condition in an eigenvalue 
where a third real compensator pole with the same bandwidth ! c was chosen. The nal controller structure with yaw rate and displacement feedback is shown in Figure 6 .
The Parameter Space Approach
To illustrate the di erent system dynamics for varying operating conditions the poles and zeros of the transfer function y(s)=u f (s) of the bus O 305 with yaw rate feedback (k r = 0:89) are calculated in Table 1 for the four extremal plants, see Figure 3 . For low velocities (operating conditions 1 and 4) a real pole is close to the origin, for high velocities (operating conditions 2 and 3) a weakly damped complex pole pair is critical. In all four cases the in uence of these critical poles on the time response of the system is decreased by zeros in their neighborhood which was intended by proportional feedback of the yaw rate. Conventional methods for controller design like pole placement yield a unique controller for each plant, i.e. no further robustness criteria can be incorporated in the design step. The parameter space approach, on the other hand, can be used to determine a set of coe cients for a given controller structure which simultaneously stabilize a nite number of plants.
More generally speaking, the parameter space approach allows to determine the set of parameters H, for which the characteristic polynomial p(s; h), h 2 H, is stable. The parameter vector h may consist is determined. An explicit solution is only possible for a two-dimensional h-space. Therefore, a twodimensional cross section in h-space has to be xed before solving (4), if dim h > 2. A simple choice of such a cross section is xing all but two parameters, say h 3 ; h 4 ; : : :. Then, (4) depends only on h 1 and h 2 and the resulting solutions can be visualized in the (h 1 ; h 2 )-plane.
For the problem of automatic track guiding, Hurwitz-stability is not su cient. A hyperbola is selected to guarantee settling time and damping values for the worst case. Table 1 
It is ?-stable for the given operating domain Q.
The problem is now to determine the entire set of controller parameters which simultaneously ?-stabilize the extremal plants. As an example the ?-stability boundaries will be displayed in the (k D ,k DD )-plane. These two parameters are involved in determining the location of the zero pair that should pull the right half plane branches of the root locus of Figure 5 into the left half plane.
With the xed controller parameters k P = 1:9, k I = 0:75, D = 0:6, and ! c = 40 from (6), the closedloop polynomial p(s; k D ; k DD ) depends only on k D and k DD . For s = ( ) + j!( ), = ? , where !( ) satis es (5), real and imaginary part of the characteristic polynomial can be determined. The generalized frequency is gridded in the interval 2 0 ; 1) and for each grid point the set of equations (4) is solved for k D and k DD .
As an example the ?-stability boundaries for the operating point q 3 , i.e. 0 = 0:35, are show in Figure 7 . The ?-stability boundaries divide the parameter plane into a nite number of separated regions. By selecting one arbitrary point from each region, the set of ?-stabilizing controllers is determined: If one point of a region turns out to be ?-stable then the entire region is ?-stable, and 
Investigation of Extreme Design Directions
In view of actuator constraints and passenger comfort, i.e. small lateral accelerations and low natural frequency ! n of the lateral motion, a controller with low gains and low bandwidth looks promising.
On the other hand, low gain controllers lead to unsatisfactory path following. The controller (6) can be considered as a compromise solution which allows good track following at all speeds and has a su ciently small bandwidth ! c . This controller will be used as comparison for further controller designs. Simulation results for maximal virtual mass for the controller (6), taking into account the actuator constraints, are shown in Figures 9-10 By small modi cation of the remaining parameters k P , k I , and D, one can nd directions in this three-dimensional subspace for which the set of ?-stabilizing controllers grows or shrinks. Once the largest set is determined, the controller parameter ! c is increased stepwise and in each step the free parameters k P , D, and k I , are tuned such that the set of simultaneously ?-stabilizing controllers gets as large as possible. After each iteration step, some controllers from the simultaneously ?-stabilizing set are tested in simulations and the maximal velocity for entering the bay is determined. During the iterations one recognizes that no signi cant rise in the maximal velocity for entering the bus stop bay occurs if the bandwidth is increased beyond ! c = 100. The set K of simultaneously ?-stabilizing controllers for the four vertex plants for ! c = 100, D = 0:5, k P = 10, and k I = 3, is displayed in Figure 8 . In the same iterative manner one could determine the minimal bandwidth by the parameter space approach, for which the four vertex plants are simultaneously ?-stabilizable.
The simultaneously ?-stabilizing set K in Figure 8 allows a wide range in the parameters k D and k DD .
Several controllers from this set are tested in simulations and it turns out that the control performance is best for larger k D . Finally, the controller f c2 (s) = 100 3 0:6s 2 + 13s + 10 + 3=s (s 2 + 100s + 100 2 )(s + 100)
is selected. In an analysis of the closed loop ?-stability can be proved for this controller, see 4, 3] for details about utilizing the parameter space approach for robustness analysis. With the controller (7) Compared to the compensator (6) the deviations for crosswind and cornering are signi cantly reduced. It is surprising, however, that the deviation for switching from manual to automatic steering converges slower to the guideline than for controller (6) . Due to the higher gains the controller makes use of the maximal steering angle rate of 23 deg s ?1 ]. The lateral accelerations at the sensor position are larger compared to the simulation results of controller (7), but they are still in the admissible range. With the help of the parameter space approach it was possible to nd a set of simultaneously ?-stabilizing controllers for the four vertex plants for a given bandwidth ! c . A compromise solution for ! c has to be determined weighing between slow responses and low velocity for entering the bus stop bay at low controller bandwidth (6) and larger lateral acceleration and higher natural frequency of the lateral motion at high controller bandwidth (7). The lateral acceleration in Figure 10 shows that the \tight" control by (7) requires faster motions at higher frequencies than the \soft" control by (6) . 
Design of a Nonlinear Controller
In this section, we describe a di erent approach to design a robust controller for automatic steering of the city bus O 305. The control methodology is based on sliding mode control theory and robust state observation. A suitable cascaded controller structure is developed step-by-step, including a stability analysis. The nonlinear control design procedure, in contrast to linear controller design methods, accounts for actuator constraints and provides adaptation to changing operating conditions via state and uncertainty observation. The control parameters are rst hand-tuned using simulations and then optimized with the control design package ANDECS, developed at DLR.
Brief Introduction to Sliding Mode Control
Sliding mode control is known to enable implementation of (theoretically) in nitely high gains with bounded control actions, resulting in robustness with respect to plant uncertainty and external disturbances. The basic idea is to restrict the state space trajectories of the dynamic system to a manifold called \sliding manifold", denoted by S(x) = 0. This is achieved by directing the system trajectories towards this manifold \from both sides" (see Figure 11 ) using two di erent controls u + and u ? .
Consequently, the control is switched discontinuously each time the trajectory crosses the manifold S(x) = 0, resulting in a variable structure of the system equations. The main bene ts of sliding mode control are its invariance properties and the ability to decouple high dimensional problems into subtasks of lower dimensionality. The interested reader is referred to 5] for a more detailed introduction to sliding mode and variable structure systems. An inherent disadvantage of high gain feedback is its tendency to excite unmodeled dynamics, for example those of actuators. In particular, discontinuous switching of the control along the sliding manifold leads to the so-called \chattering problem", inhibiting direct implementation of sliding mode A well-studied, reliable remedy is the utilization of observers as a by-pass for the highfrequency component in the control signal. The introduction of an observer preserves the properties of sliding mode control, the system performance being close to the \ideal" case, but exhibiting no oscillatory behavior or chattering 6]. At rst sight, the design of an observer, for example of Luenberger-type, requires knowledge of the plant parameters. However, assuming slowly time-varying uncertainties (in comparison to the observer dynamics), an observer-like compensator can be used to estimate the uncertainty-terms. The sensitivity to uncertain parameters may be decreased by high observer gains. However, a compromise is needed to prevent excitation of unmodeled dynamics. The estimation observer proved to be an e cient tool to provide the necessary adaptation to changes in operating conditions. The proposed cascaded nonlinear control strategy requires only measurement of the displacement y from the guiding wire and of the vehicle yaw rate r, as the linear controller of Figure 6 . Due to the estimation properties of the observer, the nonlinear controller is robust with respect to the desired range of operating conditions.
Cascaded Nonlinear Control Design
To facilitate the analysis, control design is based on the output dynamics of the single track model (1) _ y = v( + ) +`sr (8) The fundamental idea of cascaded nonlinear control design is to rst determine a \feedback" law for the desired yaw rate r d for (8) viewing the yaw rate r as a \ ctitious" control input. In a second step, the actual control u f is derived based on the dynamics of r to drive the error r = r ?r d between the actual yaw rate and the desired yaw rate to zero. This decoupling of the design procedure is made possible by the availability of the yaw rate r measured by a gyroscope. The full cascaded nonlinear control algorithm is sketched in Figure 12. where y = y ?ŷ is the observation error for the lateral displacement. The observation errors y and q can be made small even for _ q 6 = 0 by choosing`1 and`2 such that the observer dynamics are at least one order of magnitude faster than those of q. The observer (10) has the structure of a Kalman-lter and, thus, can be expected to exhibit advantageous ltering properties in the presence of measurement noise. The estimatesŷ andq are used for the desired yaw rate (9) 
Step I: Desired Yaw Rate Controller
Summarizing the rst step of the control design procedure, we can state that good tracking of the guiding wire is provided if the yaw rate of the vehicle is equal (or close) to the desired yaw rate as de ned in (11). Note that the calculation of r d requires only measurement of the lateral displacement y from the reference trajectory and the vehicle yaw rate r. No knowledge of the system parameters except for`s is required.
Step II: Control of Steering Angle Rate
The second step in the design procedure concentrates on determining a suitable control command u f to drive the error r = r ? r d to zero. The proposed control algorithm is based on sliding mode theory. The sliding manifold is de ned to be S = c r + _ r
where c > 0 is a constant gain determining the system behavior once the motion of (13) has been restricted to the manifold s = 0.
In order to suppress uncertainty due to unknown parameters and disturbance ref , let
where M u > 0 is the available steering angle rate.
In the rst step of the design procedure in Section 4.2.1 it was shown that good tracking of the guiding wire is achieved under the assumption that the yaw rate r of the vehicle is equal to r d of (11). The complete system is expected to exhibit satisfactory performance if error r is small. The stability of r is analyzed using the positive de nite Lyapunov-function candidate 
for all operating conditions. Hence, equation (16) 
where f( ) is bounded since all states, all parameters, and control u f are bounded.
We de ne an observer as follows _ loop in f can be made arbitrarily fast, being constrained only by limitations of the control amplitude. The dynamic observers, on the other hand, should have time constants about one order of magnitude higher than the respective closed loop. The derivation in the previous sections neglected the limitations of the actuator when imposing condition (17). In reality, M u 23 deg s ?1 ] , as outlined in the speci cations. The constraints require to determine the control parameters in inverse order, starting from the outermost loop and then following the hierarchy described above.
In order to improve passenger comfort, it proved to be advantageous to replace the linear term Kŷ 
The slope in the origin, , should be chosen appropriately in order to yield the desired system behavior.
The small-signal behavior remains unchanged for K = , but the amplitude of the feedback term is limited by , resulting in a smoother transition in the face of an initial error in y. The price for improving the ride quality is a slightly slower convergence, especially for large deviations y.
In contrast to linear control systems, a high controller bandwidth actually tending to in nity for ideal switching in (14), does not lead to a high closed loop bandwidth. In fact, it was shown in 5] that \in sliding mode" (e.g. when S 0), the average of control is close to the equivalent control obtained by setting _ S = 0. Consequently, the closed loop behavior is solely determined by the controller gains and c and the observer gains l 1 , l 2 , M 1 , and M 2 . This enables analytical examination of the closed loop eigenvalues of the automatic steering system under the discontinuous control (14). Discretisation of a controller structure similar to the above design can be found in 9] for automatic car steering.
Numerical Studies
Simulations were used to determine \hand-tuned" parameters for the nonlinear control algorithm introduced in the previous sections. The linearized model (1) was used for all studies. Studies for automatic car steering showed no signi cant deterioration when using a full-scale nonlinear model 8]. The hand-tuned controller (see Table 2 ) served as a starting point for optimization with the optimization module MOPS provided within the control design package ANDECS developed at DLR. The optimization procedure for both the linear and the nonlinear controller is summarized in Section 5. Two di erent controller structures have been developed for automatic steering: The linear controller (7) and the nonlinear controller (23), (13), (14). The two controllers found so far by hand-tuning can be judged by Figure 9 for the linear controller and by the dashed graphs of Figure 13 for the nonlinear controller. Both controllers guarantee robust stability for the data of a city bus O 305 and show well behaved steering performance. Nevertheless, the controllers exhibit a slow transition from manual to automatic operation. The question arises whether controller coe cients can be found which result in a faster transition behavior without deterioration of the already gained control performance in the other maneuvers. For investigating such a speci ed design direction, manual tuning of controller coe cients is not practical. Rather, a design procedure is required which allows direct inclusion of the respective design speci cations and which can be steered into the desired design direction. An e cient procedure is controller design based on optimizing a vector performance index 10, 3] . This approach allows direct inclusion of speci c requirements into the design, for instance for the maximal displacement. The design requirements are formulated mathematically by criteria c i = c i (k) with values depending on the controller coe cients k. For each criterion c i a design parameter d i is chosen in a systematic manner that allows to steer the design in a desired direction. The scalar function (k) = max i c i (k)=d i is minimized over k resulting in a certain criterion compromise. In successive design iterations one moves in the set of compromise solutions in a desired direction until no signi cant improvement in can be realized. The primary objective in optimizing the controller parameters has been to improve regulation of the displacement error for the transition phase after switching from manual to automatic steering. Simultaneously, the displacement regulation performance should not be impaired for the other maneuvers, especially with respect to maximal guideline deviation. These speci cations were translated to the design procedure using criteria of the types no problems in all given reference maneuvers. The lateral displacement and acceleration requirements are also ful lled (see Figure 13 and Figure 14) . It is di cult to determine the natural frequency of the lateral motion analytically for the nonlinear controller and, thus, it cannot be included into the optimization procedure directly. The simulations with crosswind (see the left upper graph of Figure 13 ) indicates a natural frequency of the closed loop system of approximately 1:6 Hz], which is only slightly higher than given in Section 2.2. The passenger comfort can be further improved by decreasing the parameters and c.
Conclusion
Two controllers for the automatic steering problem with feedback of the lateral displacement and yaw rate have been designed, a linear one and a nonlinear sliding mode controller. In both cases a main e ort was to nd feasible controller structures with a few free controller parameters. These parameters were rst hand-tuned and then re ned by optimizing a vector performance index. The two entirely di erent designs (linear and nonlinear) uncover some of the inherent design con icts that show up in both approaches. There exists rst the con ict between smooth transients for passengers comfort and tight control for small lateral deviations from the guideline. The second requirement leads to faster control actions. A second design con ict is between the steering angle rate constraint and stability for the case of entering a narrow busstop bay, where the admissible velocity should not be too low. Both controllers meet all speci cations; there are, however, some general di erences in all four maneu- vers. The nonlinear controller yields smaller deviations from the guideline and it has a more oscillatory behavior that shows up in particular in the lateral acceleration and in the steering angle rate but not in the deviations from the guideline. Regarding settling times there are no signi cant di erences between the two controllers. In both designs the initial considerations for xing the controller structure and nding good starting values for the controller parameters by hand-tuning was important for the success of the nal optimization. The reader, who has to solve an automatic steering problem may decide for himself if he prefers the linear or the nonlinear controller. Both of them do their task well and there is no big di erence in the design e ort and implementation cost. Both controllers can be improved by the use of additional sensors like lateral accelerometers at the front and rear axle. The gyro is, however, the more important sensor for the robust design and its signal is also less corrupted by noise.
