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Introduction
The oddball paradigm consists in having a subject to distinguish 2 kinds of events, one being rarely represented. The rare event will elicit in
the Electroencephalograph (EEG) an Event Related Potential (ERP) with an enhanced positive-going component and a latency around 300
ms (P300 ERP, Pritchard, 1981). No need of motor or verbal task: thus particularly suitable for neural prosthesis addressed to impaired
patients.
The P300 Speller BCI (Farwell et al. 1988) allows subjects to spell words by focusing on a character contained in the 6-by-6 P300 matrix
(Fig. 1), while rows and columns of the matrix are consecutively and randomly highlighted. Highlighting of a row or column containing the
target character will elicit a P300 ERP and by detecting this ERP, the BCI is able to retrieve the desired character.
The challenge about detection of P300 ERP lies in the very low signal-to-noise ratio of this ERP. A common practice is to repeat sequences
of highlighting and averaging over the trials but this leads to a dramatic increase of the time taken to communicate each character. Whence
the necessity of developing new techniques of feature selection and classification to reduce the number of trials needed.
Figure 1. Principle of a P300 mind-speller 
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Material and experiment
The EEG recordings were performed with a prototype of an ultra-low power 8-
channels wireless EEG system (Fig.2) developed by IMEC (Yazicioglu et al.
2006). The EEG signals are transmitted with a sampling frequency of 1000Hz.
Recordings were collected from eight electrodes in the parietal and occipital
areas, namely in positions Cz, CPz, P1, Pz, P2, PO3, POz, PO4, according to
the international 10–20 system (Fig.3). The reference and ground electrodes
were respectively linked to the left and right mastoids.
Four healthy subjects participated in the experiment. For training the classifier,
the subjects were asked to consecutively focus on the 36 symbols depicted in
the display. To estimate the accuracy of the classifier, its performance was
measured during a “test session” where participants were asked to “mind type”
words of their choice (about 30-50 symbols).
Figure 2.Wireless 8 channels
device (amplifier and transmitter)
Figure 3.Electrode positions Figure 4. Grand average responses to target (red) 
and non-target (blue) stimuli for subject 3 at electrode 
location Cz.
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Building the classifier from training data
Feature extraction
Signal were filtered between 0.5 and 15 Hz (4th order zero-phase digital Butterworth filter), cut
into 1000 ms epochs, which were downsampled to 30 tabs and all the corresponding features were
normalized into [0 1]. Thus for each trial, 30*8 (channels) features were obtained.
Feature selection
To reduce this number of feature, the Group Method of Data Handling (GMDH, Ivakhnenko,
1968) was applied. The GMDH is an iterative breadth-first search algorithm working as a wrapper
that minimizes the hold-out error. To measure this error a 5-fold cross-validation Linear
Discriminant Analysis (LDA) was used. As a stopping criterion, the absence of an increase in
performance is used. No more than 20 features were selected.
Building the classifier
Finally as a classifier we use a LDA of which the coefficients are calculated based on the selected 
features.
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Figure 5.Description of the GMDH algorithm used for feature selection
The previously selected features, their normalization coefficients and the LDA coefficients were uploaded for the online
classification.
For each symbol the patient intended to “mind-type”, the score associated to each of the 6 rows and 6 columns was
computed. Those scores correspond to the distance of the set of features to the LDA separation hyperplane in the feature
space. Were selected as target row and column the ones associated with the largest score (in the target half-space), and as
target symbol the intersection of the row and the column on the display matrix.
We present here the performances of our classifier with respect to the number of trials used for averaging the signals. The
average performance over the subjects is compared with results from Thulasidas et al. (2006).
Although 4 subjects are not enough to draw any categorical conclusion, the simplicity of our algorithm in comparison with
the kernel-based SVM used by Thulasidas et al. has the advantage of leading to minimized computation time and to the
possibility of an easy on-chip implementation (e.g., on ASIC chip).
Figure 6. Accuracy of the classifier for the 4 subjects tested as a 
function of the number of trials on which the signals were averaged.
