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Abstract
This is the second in a series of papers outlining an algorithm to
consistently construct a finite quantum theory of gravity in Ashtekar
variables. In Part I we constructed a generalized semiclassical Ko-
dama state by solving the classical Hamiltonian constraint under the
condition of a broken semiclassical-quantum correspondence due to a
Klein-Gordon scalar field. In Part II we will demonstrate a method
of restoring this correspondence by generalizing the self-duality condi-
tion for the Ashtekar electromagnetic field. The end result will be to
establish the existence of a generalized quantum Kodama state devoid
of quantum corrections in the minisuperspace model. We also derive
the equations needed to solve for the full theory of a finite theory of
quantum gravity within the context of this new interpretation.
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1 Introduction
Perhaps a logical way to introduce the concepts of this paper is to first out-
line the dilemmas facing the traditional attempts at constructing quantum
states for 4-dimensional gravity by canonical methods. One of the first at-
tempts to construct physical states for the quantum theory of gravity stems
from the application of the Dirac procedure for constrained systems to a
Hamiltonian treatment of general relativity. To illustrate, let us review the













where gµν is the 4-metric of spacetime and Kij is the extrinsic curvature
of a 3-surface Σ of intrinsic curvature (3)R. The 3+1 decomposition of the
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where H and Hi are the classical Hamiltonian and diffeomorphism con-
straints corresponding to N and N i, the lapse function and shift vector,
respectively, given by
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(hikhjl + hilhjk − hijhkl) (4)
and the momentum conjugate to the induced 3-metric hij on Σ, namely
πij , is given by πij = GijklKkl. Upon quantization of the theory in the
Schrodinger representation the replacements are made
hˆij(x)Ψ[hij ] = hij(x)Ψ[hij ]; πˆ
ij(x) ∼ −i~ δ
δhij(x)
Ψ[hij ] ∀x (5)
The quantum version of the Hamiltonian constraint in the Schrodinger rep-

















Ψ[hij ] = 0, (6)
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which is an infinite number of functional differential equations (one for each
point x) and is extremely difficult to solve, even for the simplest cases. Some
of the main difficulties can be summarized as follows:
(i) Ordering ambiguities: The momentum operators, which act on the the
superspace metric Gijkl as well as on the state Ψ, introduce a one-parameter
familiy of ambiguities into the constraint and consequently into the state [6].
(ii) Infinities: These are singularities of the form δ(3)(0) in the quantized
Hamiltonian constraint, which occur due to double functional derivatives
acting at the same point x as a result of the constraint’s being quadratic
in momenta. Such infinities, if unregularized, can be expected to carry over
into the quantum state Ψ, rendering it meaningless.
(iii) Regularization: Even if the constraint is regularized, there is no guar-
antee that the resulting quantum state, if it could be found, would be inde-
pendent of the regularization prescription. Some examples of regularization
applied to loop quantum gravity are given in [?].
(iv) Minisuperspace reduction: A way to avoid the aformentioned infinities
is to reduce the degrees of freedom in the basic fields from an infinite to
a finite number, thus reducing the problem from field theory to ordinary
quantum mechanics. Some valuable insights have been gained from solving
the resulting ’Schrodinger equation’ for quantum states. Still, it is not clear
that the result of reducing the fully quantized theory should be the same,
and in simple examples has been shown to be clearly not.
(v) Lack of exact solutions: Exact solutions exist for only a few special cases,
however an approach is to attempt a perturbative expansion in G, using an
Ansatz of the form [?]
Ψ[hij , φ] = exp
(S−1[h]
~G
+ S0[φ] + ~GS1[φ, h] + ...
)
(7)
into the Wheeler–deWitt equation and to iteratively determine the coeffi-
cients S0, S1, S2, etc, which are infinite in number. Only in a few cases ref[?]
has this equation been solved, and, only then, approximately under simpli-
fying assumptions, in the minisuperspace approximation. This is in stark
contrast to the equivalent in Ashtekar variables which was solved exactly
and in the full theory for one particular state. Furthermore, since the ex-
pansion parameter of eq(7) is of negative mass dimension G ∼ (lP l)2, where
lP l is the Planck length, the series is still (in the language of quantum field
theory) perturbatively nonrenormalizable. This is the main obstacle to the
quantization of gravity in metric variables [?]. Also, note that the matter
effects in (7) do not come in until S0, a separate order in perturbation theory
from the leading order term, S−1, which contains only gravitational effects.
The Ashtekar quantization program has enabled the construction of a
special state, in the full theory, for pure gravity with cosmological term in
the connection representation. This state is known as the Kodama state,
discovered by Hideo Kodama. Items (i) through (v) the nare irrelevant and
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the semiclassical-quantum correspondence holds exactly. However, when
matter fields are introduced into the theory the SQC is broken, as illustrated
in paper I. Features (i) through (v) rear their ugly head once again, even
in the Ashtekar variables. In this paper we will illustrate how to solve the
Hamiltonian constraint in the Ashtekar variables when matter fields are
introduced, eliminating problems (i) through (v) above.
A useful way to visualize the method is to think in terms of Maxwell’s
electromagnetic theory. An electromagnetic wave propagating through the
vacuum exhibits a natural self-duality relation between the electric and mag-
netic fields, given by E = cB, where c is the finite constant speed of light
in a vaccum. As the electromagnetic wave encounters a material medium
of a given index of refraction, the planes of polarization of the fields may
become distorted relative to each other, and the wave may experience some
dispersion. In order to restore the relative orientation of the electromagnetic
field to the maximal extent possible it is necessary to counter the effects of
the material medium in some way that ’effectively’ transforms the fields.
In the case of quantum gravity in Ashtekar variables, it is the Ashtekar
electromagnetic field which becomes distorted from its natural self-duality
condition correpsonding to pure gravity, when matter fields are introduced
into the theory. These matter fields are the analog of the material medium,
and produce highly undesirable singular quantum terms into the Hamilto-
nian constraint and into the resulting state.
We will examine a method to ’rotate’ the Ashtekar magnetic field, in
the presence of the new matter fields, relative to the electric field such as to
eliminate all quantum terms for the new model. The resulting state should
be free of all infinities and the SQC restored to all orders. It is conjectured
that this forms a basis for a finite, renormalizable quantum theory of gravity.







In (8) it appears that the state is exactly semiclassical, being limited to
the leading order term. However, this state nonperturbatively contains the
information necessary to cancel out all subsequent quantum terms to all
orders, and is the analog of the pure Kodama state for gravity in the presence
of matter fields mentioned above. This may lead to the quantization of four-
dimensional gravity without the necessity to treat matter fields as point
particles.
The outline of this paper is as follows: we shall utilize the conventions
and notation of Part I in this series. In the first half we present a thorough
analysis of the kinematic and dynamic constraints of relativity in Ashtekar
variables, highlighting the relevant features in common with Yang–Mills the-
ory. The kinematic constraints represent degrees of freedom which can be
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fixed independently of the Hamiltonian for the theory. In this section we
introduce the CDJ matrix, expanding upon a method by [1] to solve the
constraints for a general matter coupling. It is here that we introduce the
analogy of the planes of polarization of the Ashtekar electromagnetic field.
In the latter half we derive the criterion for finiteness of the quantum grav-
itational state, which amounts to a transformation of the Ashtekar Wheeler
DeWitt equation, a cubic functional differential equation constaining unde-
sirables infinities, into one algebraic and two partial differential equations
with all infinities absent. This is in stark contrast to the metric Wheeler
DeWitt equation, which translates into an infinite number of equations,
containing infinities, which must be recursively solved. We then solve the
equations, exaclty, for the case of an isotropic gravitational connection Aai
coupled to a homogeneous Klein-Gordon field φ(t) to illustrate the technique
for restoration of the broken SQC. We will also construct the corresponding
naive quantum state and compute its norm. In the conclusion section we
indicate future directions of investigation in this series. Appendix A intro-
duces a new method of dealing with multiple functional derivatives evaluated
at the same point, as occur due to the nonlinear Hamiltonian constraint.
It is conjectured that for the three equations arising from the Hamilto-
nian constraint, resembling minisuperspace equations in form but in reality
corresponding to the full theory, there always exists a solution for a general
model. The imprints of the model upon the solution are more clearly seen in
terms of this new representation of the Ashtekar–Wheeler–DeWitt equation.
2 Analysis of the kinematic constraints
A key ingredient in the construction of quantum gravitational states lies in
the unification of general relativity with Yang-Mills theories. We will first
demonstrate how the phase space of general relativity can be embedded
within that of Yang–Mills theory in which gauge transformations and dif-
feomorphisms, being kinematic constraints, form a semidirect product group
structure. The Hamiltonian constraint, which is a dynamical constraint, will
be treated separately.
Consider a state functional Ψ[A] = expI[A] of a gauge field Aaµ where µ
is a spacetime index and a is group index representing an arbitrary gauge
group. Under an infinitesimal diffeomorphism parametrized by a vector field










and under an infinitesimal gauge transformation parametrized by gauge







The condition that the wavefunctional or quantum state be invariant under

































Ψ = 0 (12)
where we have integrated by parts in the last step of (12). Recalling the
relationship between the gauge field Aaµ and its conjugate momentum, Πˆ
µ
a ∼




Ψ[A] = −i~ δI
δAaµ
Ψ, (13)
we can read off the generator of gauge transformations, treating the param-




a such that Gˆa(x)Ψ[A] = 0. (14)
The Gauss’ Law constraint has the same form for all gauge theories re-
gardless of the gauge group, which we were able to deduce without knowledge
of the starting Lagrangian of the theory. The condition that the quantum






































Ψ[A] = 0. (15)
Diffeomorphisms are the gauge group that distinguishes general relativity



























Ψ[A] = 0 (17)
upon integration by parts. We recognize the second term in (17) as a gauge
transformation with a field dependent parameter θa(x) = ξν(x)Aaν(x). From





µν −AaνDµΠµa such that HˆνΨ[A] = 0. (18)
So we have deduced the generator of diffeomorphisms directly from kine-
matic considerations without knowledge of the starting Lagrangian of the
theory. In the case of general relativity in Ashtekar variables as we can see




ij that generates diffeomorphisms
but rather a linear combination of the vector constraint and the Gauss’ Law
constraint (14). As the functional differential operators acted only once
on the state we will assume that diffeomorphism/gauge invariance of the
semiclassical state implies diffeomorphism/gauge invariance of the quantum
state and vice versa, and therefore that this symmetry is not broken by
quantization.
Our approach to constructing physical quantum states of general rela-
tivity will be to solve the kinematic constraints at the classical level and
substitute into the Hamiltonian constraint, which in turn will be solved at
the quantum level. If the starting Lagrangian is such that the functional dif-
ferential operator representing the momentum conjugate to the gauge field,
the Ashtekar connection, acts more than once in the process of quantiza-
tion then invariance under time evolution of the semiclassical state does not
manifestly carry over into the quantum state and the ’symmetry’, naively, is
broken by quantum effects. One must of course be careful in using the term
symmetry to signify invariance of a wavefunction under time evolution since
time is a special variable distinct from space in the Hamiltonian analysis.
Nevertheless we hope to find in the relationship between a semiclassical state
and its quantum counterpart a notion of the time evolution of states, which
may in turn shed some light on the problem of time in quantum gravity. We
will address this in a future work.
The forgoing analysis can be extended withought loss of generality to
include matter couplings. Let φA(x) represent a matter field which trans-
forms in a given representation T of the gauge group and as a scalar under











for diffeomorphisms. The general quantum state including matter and gauge
fields is given by Ψ = Ψ[A,φ]. As we need the criterion for invariance of the
quantum state with respect to variations of all fields we must now calculate
the contribution to its variation due to matter. The contribution due to















































Recalling the relationship between the matter field φA(x) and its conju-
gate momentum, as an operator, ΠˆA(x) ∼ −i~(δ/δφA(x)) on the wavefunc-
tional via






we can read off the matter contribution to the Gauss’ Law and the diffeo-
morphism constraints respectively as















































































Here, the first and second terms of (28) are the vector constraint and the
third and fourth terms represent the contribution of gauge transformations
to diffeomorphisms, maintaining the semi-direct product structure of the
total kinematic gauge group.
So we can see that the operator version of the constraints including mat-
ter is linear in all functional derivatives, therefore the semiclassical/quantum
correspondence of states with respect to diffeomorphisms/gauge transfor-
mations is not spoiled by the presence of matter fields, as corroborated by
[2],[?].
We will solve the Ashtekar SU(2) Gauss’ law constraint, which expresses
invariance of the quantum gravitational state under internal SU(2) rotations
of the dynamic fields, explicitly in closed form. For pure gravity with no











c = 0. (29)
In order to parametrize the general form of σ˜ia we will define a quantity
U [A] = U [A(x)], the parallel propagator of the Ashtekar connection along














where Pˆ stands for path ordering. Derivatives of this quantity bring down











U [A(x)] −→ ∂iU [A(x)] = τaAai (x)U [A(x)].
(31)










In analogy to the abelian Poincare´ Lemma, if ∂iX
i = 0, then Xi = ǫijk∂jvk
locally, for some vi. By ’dressing’ up the Ashtekar electric field we can reduce















where (va)k = vak represents 3 three arbitrary SU(2)-valued 3-vectors ~va.
We are allowed to fix three components of σ˜ia based on the Gauss’ law
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constraint by choosing vak appropriately. When there is a matter source
φ(x) with conjugate momentum π(x) transforming in some representation








+Qa(x) = 0. (34)
This follows in exact analogy to the treatment of abelian Maxwell theory,
for which the potentials are determined in terms of the electrostatic charge
distribution ρ(x)






ρ(y)∣∣~x− ~y∣∣ . (35)
Applying the same procedure to the ’abelianization’ of the gravitational













∣∣~x− ~y∣∣ + ǫijkvbk(x)
)
. (36)
Thus, we have a source term combined with an inhomogeneous term
which encodes the gauge freedom, both terms ’dressed’ up, that contribute
to the gravitational field at a point x. In the case that the matter field is
not a point particle, but rather a quantum field smeared out over space, this
is a non-local effect based purely upon kinematics.
This technique can as well be applied to Yang-Mills fields. Thus we
have (defining the Yang-Mills connection, electric and magnetic fields, re-




A, where A labels internal SU(N) indices)
(DYM )iE
i








C + πTAφ = 0, (37)
which by the above reasoning, defining the corresponding parallel propagator


















∣∣~x− ~y∣∣ + ǫijkVAk(x)
)
, (39)
where VAk(x) encodes the gauge freedom in the Yang-Mills Gauss’ law, en-
coded in SU(N)-valued 3-vectors (the analog of vak(x)).
Now we must determine the form of the gravitational SU(2) Gauss’ law.
To determine the Yang-Mills component we recall the Noether charge for







where ωαβ is the parameter for an infinitesimal SO(3, 1) transformation and





α − ηανδµβ . (41)
So we need to use the self-dual component of this transformation in the
Ashtekar variables. Hence the generator becomes the SO(3)+ representation
acting on the spatial indices of AAi . The Noether charge is of the form








So the gravitational SU(2) Gauss’ law reads
Diσ˜
i





























∣∣~x− ~y∣∣ + ǫijkYajk(x)
]
. (44)
So we have a matter contribution as well as a Yang-Mills contribution to






where vak can be arbitrarily chosen (though we choose it such that the solu-
tion is consistent with the remaining constraints), κ is an arbitrary constant
(note we can add Bia for a general solution, since it becomes annihilated by
the Gauss’ law constraint upon application of the Bianchi identity- in the
case of pure gravity with Λ, for instance, the additional contributions vanish















































So the general solution of the Gauss’ law constraint has the interpretation
of a self-duality contribution due to Bia, a direct contribution due to the
matter fields to gravity through the SU(2)− coupling (note that this is not
the same as the metric coupling, which only comes into play upon application
of the diffeomorphism constraints), and an indirect contribution from the
matter SU(N) charge through the Yang-Mills field.









A + πDiφ = 0, (48)
where D is the Ashtekar SU(2) covariant derivative. Note that this acts,
for example, as an ordinary partial derivative on Lorentz scalars, but with
the full covariant derivative on left-handed SU(2) spinors. This leads to a











gr (π∂iφ)Ugr = 0. (49)
Note that the contribution due to Bia cancels out due to antisymmetry.
The main point of this exercise, in addition to highlighting some impor-
tant relationships between gauge transformations and diffeomorphisms, is
to point out that there are sufficiently many degrees of freedom with which
to ensure that the kinematic constraints are satisfied. The form of eq(49)
motivates comparison with the Capovilla–Dell–Jacobson (CDJ) Ansatz for




b = (Sab +Aab)B
i
b, (50)
where Ψab denotes the CDJ matrix and Sab and Aab are its symmetric
and antisymmetric parts. The CDJ matrix refers to the internal Ashtekar
SU(2)− indices, whereas the analog (49) refers to spatial indices and con-
tains inhomogeneous terms. Substituting this Ansatz into the Gauss’ law





a + (Hi)matter = 0 −→ Aab = ǫabcdet−1B(Bic(Hi)matter),
(51)
or that the antisymmetric part of the CDJ matrix (3 elements) is deter-
mined by the matter contribution to the diffeomorphism constraints, and















or that the symmetric components of the CDJ matrix (6 elements) are deter-
mined by the matter charge distribution and arbitrary functions via. Note
that we have assumed the Ashtekar curvature, viewed as a 3 by 3 matrix Bia,
to be invertible. When there are matter fields present, one should expect
this to be the case ([1]), since the curvature is nondegenerate.
The CDJ matrix Ψab is a 3 by 3 matrix in internal SU(2)− spin space,
and in general contains nontrivial functional dependence upon the Ashtekar
magnetic field det(Bia(x)) and upon the matter fields of the model un-
der consideration. The CDJ matrix has a convenient interpretation when
viewed in terms of a ’generalised’ self-duality condition. In the absence of
matter the gravitational electric and magnetic fields are directly propor-
tional to each other with proportionality constant ~GΛ. If we compare this
(loosely speaking) to the self-duality condition for the free electromagnetic
field
∣∣ ~E∣∣ = c∣∣ ~B∣∣, for which the speed of light c is a measure of the permeabil-
ity of free space to the electromagnetic field and then look at the analogous
condition for the Ashtekar electromagnetic field
∣∣ ~Ei∣∣ = (Λ/6)−1∣∣ ~Bi∣∣ then 1Λ
plays the role of c, in that it is not infinite (unless Λ=0) and places some
kind of limit on the propagation of gravity. In the presence of matter this
simple relationship is distorted, by analogy with the dispersion of electro-
magnetic signals in a material medium which may in general have tensorial
properties. In the case of the Ashtekar variables, the CDJ matrix plays the
role of the inverse ’effective’ cosmological constant, which is a SU(2)-valued
2-index tensor. Splitting the tensor into its irreducible components, one has:




The antisymmetric part, Ψk =
1
2ǫcdkΨcd, measures the rotation of the
Ashtekar electric field relative to the magnetic field, and is determined en-
tirely by the matter contribution to the diffeomorphism constraint. The










describes the shear of the Ashtekar electric relative to the magnetic field
due to the presence of matter fields. Three of the components of the CDJ
matrix are freely specifiable, given the SU(2)gr Gauss’ law, and they can as
well be related to the departure of the self-duality condition from isotropy.
The part of the CDJ(matrix) involving the trace gives the rescaling of Λ
to Λeff when matter is present, and can be determined from the Hamiltonian
constraint. In general, solution of the kinematic constraints fixes 6 of the
9 elements of Ψab, leaving the remaining three elements for the dynamical
constraint.
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3 Analysis of the Hamiltonian constraint
Recall from paper I in this series that for pure gravity with Λ term the




















Ψ = 0 (55)
by factorization of the functional derivatives such as to find the nontrivial













Ψ = 0, (56)
and that the self-duality relation between the Ashtekar electric and mag-
netic field σ˜ia = −6(GΛ~)−1Bia ∀x led to determination of the pure Kodama
state ΨKod = exp
[−6(GΛ~)−1ICS[A]]. Recall that for pure Kodama state,
any quantum terms induced by the remaining two functional derivatives in
(56) automatically cancel out, as a result of this self-duality relation. From
the Ansatz Ψ[A] = eI , where I = I[A] is a functional of the holomorphic





The self-duality condition corresponds to deSitter spacetime, a possible
ground state for the universe ([10],[9]) and can be viewed as analogous to
the self-duality relation in Maxwell electromagnetism theory between the
electric and magnetic field for an electromagnetic wave propagating in the
vacuum E = cB, where c is the finite speed of light, a numerical con-
stant analogous to Λ−1. Loosely speaking, the cosmological constant places
a kind of limit on the permeability of the corresponding vacuum space-
time to the propagation of gravitational signals. The self-duality condi-
tion σ˜ia(x) = −6(GΛ~)−1Bia(x) ∀x is the criterion for establishment of the
semiclassical-quantum correspondence for the pure Kodama state.
When matter fields φA with Hamiltonian of the general form
Ω = Ω[φA, πA, A, σ˜], where πA signifies the momentum conjugate to the
























and there is no obvious way to factor the double functional derivatives in
analogy to (56). The best that one can do is to transform (58), using the

















+~Gδ(3)(0)(q1 + q) + ~
2G2(δ(3)(0))2q2
]
Ψ[A] = 0 (59)
where Ω is now the semiclassical part of the eigenvalue of the matter Hamil-
tonian contraint operator Ωˆ on the quantum state Ψ, and the singular quan-







































where q is the matter field contribution. One may expect the matter fields to
contribute to the δ(3)(0) singularity, since matter Hamiltonians are generally
quadratic in momenta, and to the (δ(3)(0))2 singularity due to the antisym-
metric part of the CDJ matrix. Clearly, it is no longer possible to satisfy the
both the Hamiltonian constraint and self-duality condition, since the right
hand side of (59) now contains semiclassical matter terms and divergent
quantum terms. The semiclassical-quantum correspondence has now been
broken. However, it is possible to make the semiclassical part of (59) vanish
by rescaling the Ashtekar electric field appropriately. One can say that the



















leads, upon assuming nondegeneracy of the spatial 3-metric hij , to a closed




= −(Λeff )−1Bia = (fδae)Bie, (62)
where Λeff = f is a closed-form functional related to the roots of a cu-
bic equation in detσ˜ = det(hij) based upon nondegeneracy of the 3-metric,
which in general contains analytic dependence upon the fields f = f [detB,φA, πA].
The intepretation is that the matter field has been ’absorbed’ into an ’ef-
fective cosmological constant’. This makes sense intuitively, since the renor-
malized energy-momentum tensor for a quantum field theory in Minkowski
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spacetime can be viewed as a contribution to the cosmological constant of
free space and can thus form the right side hand side a semiclassical version
of the Einstein’s equations in the metric representation [3]






The semiclassical part of the Hamiltonian constraint looks structurally
the same as for pure gravity, except with a rescaled cosmological term Λeff ,















H ∧ F + ΛeffH ∧H) (64)
with a modified classical equation of motion forH. A close analogy to a ’field
dependent’ cosmological term in Maxwell’s electromagnetism is when an
electromagnetic wave propagates through not a vacuum, but rather through
a material medium. In this case the speed of light travelling through the
medium is no longer c, but depends upon the index of refraction, which
depends upon the properties of the medium. The generalized Kodama state
corresponding to this rescaled cosmological term is most easily expressible






−1trF ∧ F ], (65)
which is not a topological invariant, due to the functional dependence of
Λeff . When Λeff is in fact a constant, this leads to the Chern-Simons
functional, or the Kodama state via Stokes’ theorem. This may be related
to the problem of time in quantum gravity for the pure gravity case. The
pure Kodama state depends only upon the fields living on the 3-dimensional
boundary ∂M of the 4-manifold M , and appears to have no ’memory’ of the
evolution of the fields within M , since it arises from a topological invariant.
It appears, ostensibly, not to evolve in time. For the generalized Kodama
state, the presence of the matter fields, manifested in the non topological
appearance of the state, makes it clear how the evolution proceeds since the
analogous 3-dimensional integral is not so trivial to explicitly find. Nev-
ertheless, for the general case, Ψ is the exact quantum state for Einstein’s
relativity
HˆΨ = 0, (66)
however the semiclassical state ΨWkb satisfies
HˆΨWkb = (~Gδ
(3)(0)(q1 + q) + ~
2G2(δ(3)(0))2q2)ΨWkb. (67)
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The semiclassical-quantum correspondence has been broken by the presence
of the matter fields and has been partially restored, by rescaling the self-
duality condition, to semiclassical order. This suffices if we are interested in
the semiclassical solution to Einstein’s relativity, in which case ΨWkb would
be the corresponding semiclassical state for the Einstein-Hilbert action IEH ,
but a quantum state relative to the starting action
SMod = SEH −
∫
M
N(~Gδ(3)(0)(q1 + q) + ~
2G2(δ(3)(0))2q2), (68)
where N = N/
√
h is the lapse density function and the singular terms are
now referred to as quantum counterterms Hct. q1 and q2 can be determined
explicity by taking functional derivatives of (62), since a closed form expres-
sion for σ˜ia has been found. So the full quantum Hamiltonian constraint
for Ashtekar variables coupled to the Klein-Gordon scalar field, for the full
theory, can be written as
HˆΨ = (Hcl +Hct)Ψ = 0. (69)
where Hcl is the semiclassical part of the Hamiltonian constraint, and Hct
are the quantum correction terms due to the presence of the matter fields.
If one is able to solve the semiclassical part exactly, then one has an exactly
semiclassical solution for quantum Einstein’s gravity which to within order
(lP l)
2. One could modify the starting action SEH such that upon application
of the quantum Hamiltonian constraint the quantum counterterms cancel
out. Thus







Ψmod = HˆmodΨmod = HclΨmod = 0. (71)
Then Ψmod = ΨWkb, although ostensibly a semiclassical state, a quan-
tum state relative to the starting action Smod. Of course Smod is not gen-
eral relativity, which is the theory that we wish to quantize. One could
also transform Ψmod into Ψ by a suitable quantum correction operator Qˆ,
which requires expressing all states in the source current representation us-
ing source currents ~J (see future publication in this series). Hence













We will show, in a future publication in this series, how explicitly to con-
struct such an operator Oˆ which transforms the semiclassical state into an
16
exact quantum state corresponding to Einstein’s general relativity to all
orders. Still, the resulting state would need to be regularized due to the
singularities in Hct, and could not be expressed explicitly in closed form.
But what if we could make Hct and Hcl both vanish? Then the result-
ing state would be both the semiclassical and the quantum state for the
full theory of general relativity! This is tantamount to a restoration of the
semiclassical-quantum correspondence. The set of states which simultane-
ously lie in the kernel of the classical and the quantum Hamiltonian con-
straint are precisely these generalized Kodama states and represent quantum
states for the full quantum theory.
ß It was demonstrated in [1] that the constraints of general relativity
in Ashtekar variables could be solved classically for arbitrary matter cou-
pling by introducing spurious scalar fields transforming in a representation
of SU(2)−. The strategy was to solve the diffeomorphism constraint for
the antisymmetric part of the CDJ matrix and then to substitute into the
Hamiltonain constraint, leaving a scalar polynomial equation which could in
turn be solved for the conjugate momentum of the spurious scalar field. One
could make use of this algebraic method for one or the other of the kinematic
constraints, but not both, and the Hamiltonian constraint. Crucial to this





We will make use of this insight of CDJ in a new context. For our
purposes we will define the CDJ matrix the inverse of the ’cosmological ten-
sor’ Λab. Comparison of this interpretation to the analogous description in
Maxwell theory would lead one to imagine an electromagnetic wave travel-
ling through a tensorial dielectric medium, for which the plane of polariza-
tion of the magnetic field has been rotated relative to that of the electric
field such that they are no longer orthogonal to each other. In the case of
quantum gravity, the effective cosmological constant has now taken on the
degrees of freedom required of a second-rank field dependent tensor in the
adjoint representation of SU(2)−.
Recall that the antisymmetric part of this tensor Ψab is fixed by the
matter contribution to the diffeomorphism constraint(51), [1]. This leaves
the symmetric components. Any 3 by 3 SU(2)− matrix Mab possesses by
nature three quantities invariant under SU(2)− tranformations
(M ′)ab = UaeMef (U
−1)fb, (74)
where U ≡ Uae is the SU(2)− transformation matrix. They invariants are
the determinant detM , the trace trM and the variance trM2 − (trM)2,








c ; trM =
∑
a
Maa; V ar(M) =MaeMea−(Maa)2.
(75)
But in the case of general relativity, the Gauss’ law constraint signifies
the invariance of the state under SU(2)− transformations. Therefore the
three components of the Gauss’ law constraint Ga can fix only three elements
of the CDJ matrix. And these elements cannot be any of the invariants detΨ,
trΨ or V arΨ. So they must correspond to some of the symmetric, traceless
elements Kab.
Hence in order to determine the generalized Kodama quantum state
we must fix all elements of the CDJ matrix such that all constraints are
satisfied at the quantum level. The kinematic constraints fix six elements
which leaves three remaining elements.
It turns out, in our interpretation, that the quantum Hamiltonian con-
straint then is not really one equation, but three rather equations in three
unknowns, the unknowns being three elements of the CDJ matrix. Let Ψ[A]
be the quantum solution to the Hamiltonian constraint for the full theory
to all orders. Then the constraint reads
HˆΨ[A] = (Hcl + ~Gδ
(3)(0)(q1 + q) + ~
2G2(δ(3)(0))2q2)Ψ[A] = 0. (76)
To satisfy this equation exactly would amount to finding the exact quantum
state for the full quantum theory of gravity for the matter model in question.
One of the pitfalls of the traditional treatment of quantum gravity is the
presence of infinities which cannot be renormalized. But what if we could
make it so that there are no infinities present? Then the corresponding state
would represent a finite quantum theory!
A solution, which corresponds to the analogue of the pure Kodama state
for pure gravity, is to require that the eigenvalue of the Hamiltonian con-
straint operator vanish to all orders. So we must have
Hcl = 0; q1 + q = 0; q2 = 0. (77)
Hcl = 0 is the requirement that the semiclassical part vanish, and corre-
sponds to an algebraic polynomial equation which can be used to find detΨ
in terms of the other invariants trΨ and V arΨ, and q1 = q2 = 0 are partial
(and not functional) differential equations satisfied at each point x in M ,
which can be used to determine the two remaining CDJ matrix elements.
The interpretation is that when the semiclassical-quantum correspon-
dence of pure gravity with Λ term (with self duality relation
σ˜ia(x) = −6(GΛ~)−1δaeBie corresponding to a constant isotropic cosmolog-
ical tensor Λab ∼ δabΛ) is broken due to the presence of additional fields
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besides gravity, the correspondence can be restored, exactly, by rotating the
SU(2)− plane of polarization of the Ashtekar electric field relative to the
magnetic field by the right amount necessary to get rid of the induced di-
vergent quantum terms. The claim is that if this can be done consistently,
then a finite quantization of gravity can be performed in the full theory.
The gravitational sector of the corresponding generalized Kodama state,
which is a semiclassical and a quantum state at the same time with all CDJ





a ∧ F b
]
(78)






trH ∧ F +ΛabHa ∧Hb. (79)
The elements of the cosmological tensor Λab can be determined by in-
verting the CDJ matrix Λab = (Ψ
−1)ab, whose elements can be in principle
solved for for a given model.
4 Restoration of the SQC: The Klein-Gordon/Ashtekar
model revisited
We will illustrate in detail how to determine exact generalized quantum
Kodama states for a simple model, the Klein-Gordon field φ with scalar
potential V (φ) coupled to Ashtekar variables. In what follows we will ex-
plicitly show all mathematical steps and index manipulations for clarity. In
subsequent publications we will focus less on derivations, mainly stating the
results, and focus more on physical interpretation.
Taking for granted that the diffeomorphism and the Gauss’ law con-
straints have been solved for six elements of the CDJ matrix, we are left


























where we have absorbed the cosmological constant Λ into V (φ). Upon ap-
plication of the Dirac quantization procedure [ ] in the Schrodinger repre-







































Ψ[A,φ] = 0. (82)
Here Ψ = Ψ[A,φ] is the generalized quantum Kodama state, which is as
well the unique semiclassical state subject to the requirement that the SQC
remain unbroken. We make an Ansatz Ψ = eI for the generalized quan-
tum Kodama state corresponding to this model, under the premise that
the Ashtekar magnetic field has already been rotated into position to ac-
comodate the the scalar field φ. The difference from paper I in the series
is that now we require all quantum counterterms to vanish in additional to
the semiclassical term. We shall first determine the gravitational contribu-
tion to the quantum Hamiltonian constraint ’eigenvalue’. This part will be
the same regardless of the model under consideration. Starting from the



























where the δ(3)(0) term is due to taking double functional derivatives at the
same point x. Note that the funtional derivatives have now become partial
derivatives with respect to the functional dependence of Ψab on A
a
i at each





















































































































We must now contract this with double epsilon tensors. Starting with the
























































And now focusing on the δ(3)(0) term of (86), we have, for the second and























f ) + ΨbfΨae(ǫjikǫ
bacDikecB
j





Now focusing on the fifth term in (86), relabeling dummy indices b↔ c

















which adds an additional contribution to (91) for a total of three identical
terms. Lastly, we must simplify the derivative terms of the δ(3)(0) part of











































































which contributes to a total of three identical such derivative terms, for a
total factor of 3/2 to the first term of the δ(3)(0) part of (86). And then








g = (detΨ)ǫefg(detB)ǫefg = 6(detΨ)(detB). (96)
Putting it all together, we have a δ(3)(0) and semiclassical contribution due
















We must now compute the momentum squared contribution to the quan-
tum Hamiltonian constraint, choosing an operator ordering of the momenta







































































where we have defined the projector




d − δadδbc. (101)












we relabel dummy indices i↔ j on the second term and b↔ c on the third






















= −2ǫijkǫabcDijacBkeΨbe + ǫijkǫabcDijecBkaΨbe. (104)
The first and last terms of (104) have combined to produce a factor of −2.








= (detB)P bcefΨbeΨcf = (detB)V arΨ. (105)































Ψ = (Hcl +Hct)Ψ (107)























































GΛ~detΨ + V arΨ
])]
The factor of 6 has cancelled out on the semiclassical term involving detΨ.
We now simplify this to expression in terms of the basic fields. Using the
































= 6(−2δmj )(−P abed )AdmBjf = 12P abed (AB)df , (111)
where (AB)df is a 3 by 3 matrix formed from the matrix product of the






















k )(−2δbd)AdmBke = −16(AB)be
























































+ 12P abed (AB)
d
f . (114)












Here ∆ˆ is a second-order linear differential 2-component tensor operator that
acts on the CDJ matrix Ψ. This operator acts as a ’generalized’ Laplacian
operator the space of Ashtekar connections with the Ashtekar magnetic field
acting as a metric. This differential equation, and thus its general solution,
is the same for all models since it does not contain any matter contributions.
Σˆ(1) is a first-order linear differential 2-component tensor operator that acts
on Ψ, and Σˆ(2) is a linear first-order differential 4-component tensor operator
that acts on ΨΨ, all SU(2)−-valued tensors.
Let us calculate the contribution to the Hamiltonian constraint due to
the matter field φ. Also, as we generally prefer to expand the generalized
Kodama quantum state in a basis of eigenfunctions labeled by a convenient
parameter (eigenvalue) encoding the effects of matter our convention will
be to use the WKB orbit as the semiclassical part and then include its
corresponding quantum counterterm in the appropriate order of singularity.
This amounts to choosing a basis of eigenfunctions to expand the state in,




Ψ = r1/2(2V )1/2Ψ. (116)
We can now compute the Klein-Gordon field kinetic contribution to the




















Here the functional derivative acting on V (φ) reduces to a partial derivative.
This is the essense of the technique for nonperturbatively quantizing gravity.
It lies in the continuity of the functional relationship among fields holding
for all points in the spacetime manifold M .
There is also a contribution to the Hamiltonian constraint due to the
spatial derivative scalar field term. Recalling Sabij = δ
ab∂iφ∂jφ, we have a























So the total quantum Hamiltonian constraint for quantum gravity coupled
















































Ψ = 0. (119)
The quantum Hamiltonian constraint (119) must be satisfied identically in
order to determine the physical states. The usual method of solving a dif-
ferential equation by power series is to set each order in powers of G~ of
the series individually to zero. There are only a finite number of terms to
make vanish. However, the individual orders of G~ of (119) will contain
delta function singularities, which will be carried over into the state unless
dealt with.
The requirement is that the quantum Hamiltonian constraint be satisfied
to all orders and that the quantum state be free of singularities. This means
that the coefficient of all singular terms must vanish, in addition to the















+ rV = 0 (120)

























for the δ(3)(0) coefficient, which is a first-order differential equation, and
GV ~
6
∆ˆaeΨae + 72 = 0 (122)
for the (δ(3)(0))2 coefficient, a second-order differential equation, analogous
to Sturm-Liouville theory, albeit in nine independent variables Aai (x) per
spatial point x. In this way, the SQC is restored and there is no need for
regularization procedures. This procedure can in principle be carried out in
the construction of a nonperturbative state for any matter model coupled
to gravity.
Let us recapitulate to take stock of what has been done. We have trans-
formed the Hamiltonian constraint, a cubic, a highly singular functional dif-
ferential equation of the full theory of quantum gravity, into one algebraic
equation and two partial differential equations with no infinities present.
These differential equations must be satisfied at all points x in M , and the
positional dependence Aai = A
a
i (x) is implicit. The net effect of the CDJ
Ansatz is to transform the Hamiltonian constraint of the full theory into a
form that resembles minisuperspace but in actuality is still the full, finite
theory!
5 Isotropic minisuperspace Ansatz
We will now test the SQC for an isotropic connection Aai coupled to a ho-
mogeneous Klein–Gordon field φ = φ(t). We choose this case for three main
reasons: (i) To illustrate, for a simple model, the concept and the physical
intuition that this carries, prior to attempting to solve the full theory and
(ii) a major condition required for inflation is that the scalar field be spa-
tially uniform [4]. (iii) For comparison to the analogous components derived
for the semiclassical state in paper I of this series.
Note that it is not necessary to assume spatial homogeneity to extract
the physically relevant features of the model. One may limit oneself to
configurations for which the Ashtekar magnetic field Bia runs parallel to






+Dijeb)Ψae = 0 (123)
due to this restriction in the first term, and due to antisymmetry on the
second term of (123). Likewise, the semiclassical part of the scalar spatial
derivative terms vanishes. Alternatively, one may treat the full theory of an
isotropic connection in order to suppress certain contributions due to the
∂φ terms that complicate the problem.
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Nevertheless, due to the vanishing of Sabij , the contribution to the quan-











The assumption of an isotropic connection projects out the invariants of the
CDJ matrix (see appendix for calculations). Note that it is not necessary
for the Ashtekar connection to be spatially homoegeneous (Aai ≡ δai a(~x, t))
in order for this to be so, which allows one to probe certain aspects of the
full theory. For example, an additional contribution to ∆ˆ relative to the











which involves the antisymmetric part of the CDJ matrix Aae, which is fixed
by the matter contribution to the diffeomorphism constraint and contains

























were we have used (116). The remainder of ∆ˆ projects out the trace, where-
upon Aab fails to contribute and its equation is exactly as in the minisuper-
space case, with the exception of an additional inhomogeneous term given
by (127). In this paper we will focus on the minisuperspace case, hence take
(127) to be zero.
In minisuperspace the replacement δ(3)(0) ≡ 1 can be made, removing
the singularity from the quantum terms. Nevertheless we still require that
the quantum terms vanish to all orders in addition to the semiclassical ones,
so that the quantum Hamiltonian constraint can be solved exactly and the
corresponding quantum generalized Kodama state constructed. The Anstaz
for the Ashtekar connection is Aai (~x, t) = δ
a
i a(t). So we must solve three














































GV ~detΨ + V arΨ
]
= −rV (128)


































trΨ = − 108
GV ~
, (131)
which is a inhomogeneous linear second order differential equation with gen-
eral solution (from Ansatz trΨ = exp(ξs))






for arbitrary φ-dependent ’constants’ of integration A+ = A+(φ) and A− =
A−(φ), where s is the solution of the characteristic equation






The solution consists of a leading inhomogeneous term −18/GV ~, analogous
to the pure gravity case with a constant cosmological tensor, which can be
seen by comparison to the pure Kodama state for a spatial homogeneous
isotropic connection with the replacement V ≡ Λ
(Ψab)Kod = −6(GΛ~)−1δab −→ trΨKod = −18(GΛ~)−1, (134)
plus an ’irregularity’ which is the same regardless of the matter field. The
Ashtekar connection a must be rescaled to dimensionless units in order for
its complex powers in this ’irregularity’ to be well-defined. Recall that [a]=1,
units of some mass scale.


























































e4ξ +A+(s+ + 6)e




















Integrating from −∞ to ξ (corresponding to 0 ≤ a to a, we can solve for
V arΨ.



















whereK(φ), another ’constant of integration’, is an arbitrary function solely
of φ. Again, one can check the leading order term of (138) by comparison
with the pure Kodama state (V ≡ Λ)


















The second term of (138) is purely a quantum gravitational effect due to
matter, and the third term is an irregularity. The irregularity would nor-
mally be present, but is now magnified due to the presence of the scalar field
φ due to the factor of V in the denominator. It is of course convenient to
set the irregularity to zero (A+ = A− = 0) to avoid blowing up at a = 0
(Since Re[s±] < 0). And finally, the third invariant, detΨ can be found by
substituting the other two invariants back into the semicalssical part of the
Hamiltonian constraint.
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where we have used detB = (2a2)3. Again, the leading order term checks
with that of the pure Kodama state
det(Ψab)Kod = det
[−6(GΛ~)−1δab] = −216(GΛ~)−3 (141)
Now that we have the three invariants, we can compute the elements of
the CDJ matrix by decomposing it into its symmetric and antisymmetric
parts Ψab = Sab + Aab. For the minisuperspace Ansatz, the antisymmetric
part Aab of the CDJ matrix is zero due to spatial homogeneity of the scalar
field φ and we have Ψab = Sab. Since any symmetric matrix Sab can be
diagonalized by orthogonal transformation
OaeSef (O
†)fb = Diag(x, y, z), (142)
where x, y, z are the diagonal elements of Sab in this basis, we may take
Sab, without loss of generality, to be diagonal. The diagonal elements can be
related directly to the invariants of the CDJ matric Ψab, therefore must be
that the matrix O encodes three unphysical degrees of freedom, attributable
to the three components of the Gauss’ law constraint Ga. Next we solve for
the matrix elements of Sab in the diagonal basis in terms of its invariants.
trS = x+ y + z = −α; detS = xyz = −γ; 1
2
V arS = (xy + yz + xz) = β(143)
These formulas are symmetric in and can be inverted by solving for x, y and
z exactly. Eliminating x and y in the first two equations, x + y = trS − z
and xy = z−1detS and substituting into the second yields
z3 − (trS)z2 + (1
2
V arS)z − detS = 0. (144)
This cubic equation has three roots, corresponding to x, y and z, and can
be solved exactly by the method of Ferrari (see appendix of Part I). We can














where ρ = (0,±2π/3) correspond to the three roots and
p = β − 1
3







The limits for large and for small values of the argument of z for the ρ = 0













and are useful for finding the corresponding semiclassical orbits of the space-
time for various regimes.
Setting the irregularities A+ = A− = 0 for simplicity and substituting into





















q = −detΨ− 1
6






















The expressions for p and q are written in this form to remind ourselves that
it is an exact nonperturbative result for the quantum theory, given explictly
as a function of the scalar potential V .





a ∧ F b
]
. (150)


















due to isotropy. A naive state can be constructed by exponentiating the


















which upon invoking spatial homogeneity leads to

















where in (153) L is a length scale due to integration of the homogeneous
variables over all 3-space. Note that the wavefunction depends only upon
the trace and not upon the other invariants, and is expressed in a basis of
eigenvalues of the semiclassical slow roll parameter r. Thus it appears that
in in cases of homogeneity and isotropy, there is some information missing
from the state. This state could be the semiclassical state corresponding
to an infinite number of different possible theories, however, it is the full
quantum state for general relativity, supplanted by the invariants V arΨ and
detΨ. We will see, in a future paper in this series, that one must allow for
anisotropy in order for information from the other invariants to be encoded
into the state.
6 Conclusion and future research
This paper continues where [ ] left off for the Klein–Gordon–Ashtekar model,
in an attempt to show that when a matter field breaks the semiclassical-
quantum correspondence of an exactly finite quantum theory or pure gravity
(vis-a-vis the pure Kodama state), the correspondence can be restored by
generalizing the self-dualtiy relation for the Ashtekar electromagnetic field.
This amounts to rotating the plane of polarization of the ’electric’ field σ˜ia
relative to the ’magnetic’ field Bia such as to cancel out the induced (singular)
quantum terms. For the pure Kodama state, the singular quantum terms
are present, albeit with coefficient identically equal to zero due to the self-
duality condition σ˜ia = −(6/Λ)Bia. Hence the SQC is identically satisfied
with the σ˜ and B fields parallel to each other. When there is matter present,
the aforementioned rotation, in internal SU(2)− space, is accomplished via
the CDJ matrix Ψab. For an isotropic CDJ matrix Ψab = (Λeff )
−1δab, one
cannot completely eliminate the quantum terms, however one can solve the
Hamiltonian constraint at the classical level.
In this work we have devoted considerable space to showing why it is
sufficient to solve the quantum Hamiltonian constraint in order to determine
a quantum state. Since the diffeomorphism and the Gauss’ law constraints
are already simultaneously satisfied at the classical and at the quantum
levels, they may be utilized to eliminate six degrees of freedom in the CDJ
matrix Ψab, leaving the remaining three degrees of freedom for cancelation of
the coefficients of the singular quantum terms, ~Gδ(3)(0) and ~2G2(δ(3)(0))2,
as well as the semiclassical term Hcl arising from the quantum Hamiltonian
constraint. This is the premise for the existence of a finite quantum theory
for a given gravity-matter model: that the state Ψ[A,φmatter ] not contain
any infinities due to the quantization process.
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The bulk of this paper is devoted toward explicilty determining the co-
efficients of the singular quantum terms, which will in turn be set to zero as
a condition for finiteness of the theory. This results in three equations, just
the right number needed, in conjunction with the kinematic constraints, to
determine the CDJ matrix. We save these equations for future reference,
but test them for the simplest case, namely a minisuperspace Klein–Gordon–
Ashtekar model. We solved the equations for an isotropic Ashtekar connec-
tion Aai , from which we were able to determine the invariants of the CDJ
matrix. The simplest case within this category was considered for the slow-
roll basis for the matter sector of the state, for comparison with [ ]. We also
constructed the corresponding state for this model, but did not compute its
norm. The main observation is that the state was determined completely
by the scalar potential V (φ) and by one invariant trΨ. It may appear that
there is some information missing from the state, from which all information
of the classical theory and dynamics should be derivable, however, this may
just be an artifact of the restricted Ansatz chosen. Also, as it turns out, all
of the information contained in V arΨ and detΨ is already duplicated in the
state, namely the occurence of V and a. In any event, for a general model,
one should solve one second-order linear differential equation with constant
coefficients, one first-order differential equation, and one algebraic equation,
for the invariants of the CDJ matrix, detΨ, V arΨ and detΨ.
The next paper in this series will move on to the next level of com-
plexity, namely the full theory but using an isotropic Ansatz, using the
definitions, conventions and notation developed in this and in the previous
work. One should not be discouraged from the fact that we are tackling the
full quantum theory of gravity. Having dealt with the field-theoretical sin-
gularities, the full theory can be distinguished from a minisuperspace model
by the occurence of spatial derivatives of the basic fields η ≡ (Aai (x), φ(x)) in
the Hamiltonian constraint which would otherwise be zero. But as we have
shown in appendix A, the spatial derivative terms ∂η can be regarded, within
the context of functional differentiation, to be independent from η and can
be treated as numerical constants when solving the resulting three equa-
tions (recall that the equations must be solved for each point x, hence the
basic variables can be regarded as internal degrees of freedom per point).
Of course, two of these equations, really functional differential equations,
reduce to partial differential equations with respect to the functional depen-
dence of the state Ψ[η] upon η, evaluated at a particular point x. Thus, it is
expected that these equations can be solved explicitly, even when there are
inhomogenoeus terms present. We will outline in this work a strategy for
solving the equations necessary to construct the generalized Kodama quan-
tum state for the model in question, and ultimately extend this strategy
to more general models. By utilizing this new approach, one circumvents
the need to use regulators and associated complications to render the the-
ory finite. We will subsequently explore the issue of normalizability of the
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generalized quantum Kodama states.
7 Appendix A: Definitions and conventions
We will now derive a general expression for the gravitational contribution to
the counterterms. The matter contributions will depend upon the specific













where φA represents all fields present in addition to gravity and Aai is the
Ashtekar SU(2)−-valued connection, a being the internal SU(2)− index and














where the functional derivatives are evaluated at the same spatial point ~x.
Our basic premise will be the generalized self-duality condition relating the






In the derivations that follow we will repeatedly make use of a few iden-
tities. For any matrix M ia, where lowercase letters from the middle of the
alphabet i, j, k, ... denote spatial indices and letters from the beginning of














−→ fcdeMdl Aem ≡ (A−1)nc ǫnlm(detM). (157)
Three dimensions is special in that the SU(2) group has three generators
with structure constants fabc ∝ ǫabc similar to the epsilon tensor ǫijk for
Cartesian space. This allows us to regard the Ashtekar variables as 3 by
3 matrices. We will use interchangeably the symbols fabc and ǫabc when
refering to the SU(2) structure constants. The Ashtekar magnetic field Bia


































≡ δ(3)(~x− ~y)Dikac. (158)
Note that in evaluating functional derivatives we are restricted to per-
forming operations on quantities evaluated at the same time t, e.g. on the
same spatial 3-surface Σt in order to make use of the equal-time quantum
commutation relations. In analogy to Klein-Gordon theory in Minkowski













For t1 6= t2 eq(159) does not hold and propagation of the field Aai between
these two times must be taken into account. By restricting the variables to
the same 3-surface Σt we will not need to worry about this. We also have,





Bkc (~z, t) = 2ǫ
ijkfabcδ
(3)(~z − ~x)δ(3)(~z − ~y)
≡ ǫijkabcδ(3)(~z − ~x)δ(3)(~z − ~y). (160)
All functional derivatives higher than the second vanish, since ǫijkabc is a nu-
merical constant. From now on we will suppress the position dependence
of the variables when convenient and will insert the appropriate factors of




where Eia, the eignevalue of σˆ
i
a on detB, which has dimensions of an inverse


























−(B−1)dmDmjcb (B−1)clDlida + (B−1)dl ǫlijdab = (B−1)dl ǫlijdab − EdjcbEcida. (163)
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where we have defined the mutli-indexed counterpart Edjcb to the ’effective’
electric field Eia by contraction of the triple indexed counterpart given by


















Note the relative positions of the spatial and the SU(2) indices in these multi-
indexed ’effective’ electric fields and the manner in which which contractions
yield lower-indexed ’effective’ electric fields. Utilizing this index convention
facilitates the computation of counterterms for a given model. Also, due to





−1)dl − EcidaEdjcb . (165)
We will need to evaluate the derivative of a delta function δ(3)(x). Recall
that the definition of the one-dimensional delta function δ(x) is such that∫
dx δ(x)f(x) = f(0) (166)





δ(x+ ǫ)− δ(x − ǫ)]. (167)
It may appear to be not well-defined as a function, however, integrated














f(−ǫ)− f(ǫ)] = −f ′(0). (168)
So the derivative of the delta function has a meaningful interpretation in this
respect. But what about the spatial derivative of δ(3)(0)? Our interpretation
will be to treat δ(3)(0) as a (infinite) numerical constant, thus ∂jδ
(3)(0) =
0. Such quantities will arise repeatedly in the analysis of the quantum
Hamiltonian constaint in the Schrodinger representation, and are due to
taking multiple functional derivatives evaluated at the same spatial point.
This is a nonconventional interpretation, as strictly speaking one typically
integrates delta functions against a test function N(x) in order to try to



















However, when x = y in (169), the the interpretation (170) in terms of
distributions and test functions is not so clear. In this case it seems natural








(3)(0) ≡ 0. (171)
This property will be of great utility in the analysis of the Hamiltonian
constraint for the full theory of quantum gravity. The ’inverse propagator’
in this interpretation becomes
δBia(x)
δAjb(x)

















where we have used the equivalence fabc ≡ ǫabc of the SU(2) structure


















(3)(0) − δ(3)(0)(A−1)ib(A−1)jadetA+ δ(3)(0)(A−1)ia(A−1)jbdetA.(174)
Applying the interpretation that the derivative of the (infinite) numerical







Lastly, we wish to find the functional derivatives of a function of detB using
the shortcuts available with the aforementioned conventions. Adjusting the


















δ(3)(x− z)detB(z)Eia(z)δ(3)(x− z) = F ′Eiaδ(3)(0)(176)
where F ′ = ∂F [detB]/∂lndetB.
ß
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8 Appendix B: Minisuperspace calculations
A tremendous simplification of the quantum Hamiltonian contraint occurs
in minisuperspace with the isotropic Ansatz Aai = aδ
a
i . The ingredients for

















corresponds to the magnetic field. Another quantity used in the Hamiltonian

































d − δadδbe)(2a3δda) = −4a3δbe (179)
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