Numerical model verification is a prerequisite to model validation. However, verification can be difficult if an analytical solution is not available for the normally complex problem that the numerical model is setting out to address. This article aims to formally verify a Bridgman furnace solidification front tracking model code in a steady state scenario. To do this an order verification procedure is applied using an established analytical solution from the literature. The model is verified as first order accurate in space for steady state Bridgman solidification.
Introduction
The word verification (from Latin, verus, meaning true) is defined as the act of demonstrating truth or correctness by comparison to fact, theory, or statement [1] . In numerical modelling, verification refers to the process by which one demonstrates that a partial differential equation (PDE) code correctly solves its governing equations [2] . This process involves comparison of numerically simulated results with a known analytical (exact) solution to the PDE. The numerical model is verified if this comparison is adequately close. In other words, the numerical model accurately solves the equations that constitute the mathematical model. Model verification is not to be confused with model validation. Boehm [3] and Blottner [4] define verification as "solving the equations right", and validation as "solving the right equations". Model validation should be carried out after successful model verification, and usually involves comparison of numerically simulated data with experimental data, in order to confirm that the PDE being solved is representative of the real system being modelled. Note that there are differences in opinion regarding these definitions in the literature and, for the purposes of this article, we have adopted the methodology of Roache [5] .
A formal procedure for model verification exists [6] where the order of accuracy observed in results from the numerical model is compared to the theoretical order of accuracy of the discretised PDE. Using this procedure, the numerical model is verified when it is shown to be consistent and convergent, and when the observed order of accuracydetermined by comparing simulated results with analytical results-matches the theoretical order of accuracy for the governing PDE.
Bridgman furnaces are used to directionally solidify materials where it is desirable to control growth rate and temperature gradient. The Bridgman solidification procedure involves moving a crucible through a fixed temperature gradient imposed by two heaters that are separated by an adiabatic zone. The process was originally designed [7] and modified [8] to grow single crystal materials in the early 20 th century. Now the method it is widely used in research [9] and industry [10] .
A front tracking model (FTM) refers to a numerical model that estimates and follows the growth of a solidification interface, or grain envelope, during solidification. FTMs have been used to track the solidification interface in simple phase change problems involving pure materials [11] , and also in more complex problems involving binary alloys [12] , for example, where columnar dendritic growth occurs [13] , or to predict columnar to equiaxed transition [14] . In this paper, we will verify the Bridgman furnace FTM (or BFFTM) of Mooney et al. [15] , for steady state Bridgman solidification of high purity titanium.
Verification Method

Background theory
The formal procedure that we will use for model verification was first implemented by Steinberg and Roache [16] and is summarised by Knupp and Salari [2] . The method focuses on order of accuracy. Under this method, a numerical model is verified when; the observed order of accuracy from simulated results matches the theoretical order of accuracy of the governing partial differential equation, upon which it is based.
Theoretical order of accuracy
The discretisation of the governing PDE will yield the theoretical order of accuracy of the model. The PDE is broken down into estimations of each partial derivative using a truncated Taylor series expansion for each derivative term, yielding simple finite difference equations. The truncation error is the difference between the actual value for the derivative term and the estimated value using the difference equations, and can readily be written in terms of the grid resolution. One can then state the theoretical order of accuracy of the discretisation method by looking at the power to which the grid resolution is held in the leading term of the truncation error. For example, considering a one-dimensional domain with grid resolution x, the Taylor series expansion for a second order partial derivative of the dependant variable T, in respect of the spatial variable x, is given by;
where subscript 'i' refers to a central node or control volume location in the domain. The first term on the right hand side (RHS) of Eq. (1) is the finite difference approximation of the second order partial derivative, while the second term on the RHS is the truncation error. The truncation error is the sum of the terms excluded from the Taylor expansion for the second order partial derivative, i.e., O(x) 2 =((x) 2 /4!)d 4 T/dx 4 + higher order terms, as shown by
Özışık [17] . In this case the lowest power of x in the leading term of the truncation is two; therefore the theoretical order of accuracy for this discretisation method is second order. Where a PDE contains multiple derivative terms, the lowest power of x in the leading term of the truncation-across all partial derivative terms in the PDE-gives the overall theoretical order of accuracy for the model.
Observed order of accuracy
The observed order of accuracy of the model is determined by comparing the simulated results for an arbitrary test problem at two or more grid resolutions with a known analytical solution. The difference between the simulated results and the analytical solution is known as the numerical error, made up primarily by the truncation error (sometimes called discretisation error), plus the round off error associated with the algorithm software, plus any iterative convergence error. Round off errors are usually negligible relative to the truncation error and iterative convergence error occurs only with implicit finite difference solvers that require a statement of solution tolerance [18] .
The numerical solution gives a value for the dependant variable Ti num at distinct locations in the modelled domain. The analytical solution-which is continuous-is evaluated at the same locations to give Ti exact . The local numerical error NEi local can be calculated by their difference, at each discrete position;
Where the numerical scheme uses a fixed grid resolution it is useful to calculate the global numerical error NE global as follows; (3) where N is the total number of control volume or mesh nodes. The observed order of accuracy for the numerical scheme, p, is calculated using the global numerical error at two grid resolutions x1 and x2, as follows [2] ;
. ln (4) Note that the model is said to be consistent when the value for p is greater than zero. In other words, the continuum PDE equation is recovered as x→0. Also, the model is convergent when it can be shown that the magnitude of the global numerical error reduces with x.
Order verification procedure
The verification procedure is illustrated by the flowchart in Fig. 1 . Firstly, the theoretical order of accuracy of the model is determined via its governing equations and the finite difference scheme used in the model. Secondly, a test problem is designed. This is where the model is constrained to solve the modelling scenario that we are interested in by setting the boundary conditions; Dirichlet, Neumann, or Robin, and other factors required to define the problem.
While the physical properties of the material are required in this step-in order to run the numerical model later-they are arbitrary in terms of the success of the verification procedure itself. Thirdly, an exact solution to the PDE of interest must be found. Following this, the code is run at two different grid resolutions. The results from these simulations are used in the next step to calculate the observed order of accuracy. If the observed order of accuracy does not match the theoretical order of accuracy we must go back through the code to look for coding errors before re-running the code at two grid resolutions, and so on until the code is verified. 
Bridgman Solidification
In this section we fully describe the Bridgman furnace solidification procedure. This is followed by details of the particular problem to be solved as part of our verification procedure, i.e., the test problem is defined in terms of boundary conditions, thermophysical properties, and other input data required for modelling.
The Bridgman procedure
A schematic of a Bridgman furnace is shown in Fig. 2 . The furnace is tubular and made up of three zones: a hot zone with heater held at a temperature, TH, having a heat transfer coefficient with the sample, hH; an insulated adiabatic zone (shown hatched) of length, LA; and a cold zone with heater held at a temperature, TC, having a heat transfer coefficient with the sample, hC. Normally, the hot and cold zones have differing heat transfer coefficients (depending on the apparatus), and the hot zone is held at a temperature above the liquidus or melting temperature of the sample material, while the cold zone is held at a temperature below the material solidus or melting temperature. A cylindrical sample with radius, r, is contained in a hollow thin walled crucible. Both are translated at a fixed velocity, u, through the furnace. The heaters impose a fixed temperature gradient in the sample (long curved line) as it is passed through the furnace. A solidification interface is formed at some position in the adiabatic zone where the temperature is equal to the material melting temperature, TM. In steady state solidification the position of the interface and the temperature profile is stationary relative to the furnace which is fixed to ground.
Note that the sample and crucible are shown to be infinitely long in the figure. In reality a sample and crucible would have a fixed length, however-for the purposes of developing an analytical model-the rod is treated as infinite.
The test problem
The modelling scenario is that of steady state solidification of a pure material at a constant withdrawal velocity. The material used for modelling purposes was arbitrarily chosen as high purity titanium. Table 1 shows the thermophysical properties for this material and other input data necessary for modelling. 
Modelling
In this section a mathematical model of the Bridgman furnace is set out. This is followed by details of an exact analytical solution for that model in the context of the test problem from section 3. Finally, details of the BFFTM to be verified are given, and the theoretical order of accuracy of the model is calculated.
Mathematical model
Considering heat flow in the axial direction only; the heat equation for a long cylindrical rod of uniform cross sectional area A, and perimeter P, moving at an axial velocity u, and transferring heat laterally to the surroundings with a heat transfer coefficient h, is given as follows (as adapted from [19] and [20] 
where , Cp, and k are the density, specific heat capacity, and thermal conductivity of the sample material, respectively; TH,C is the temperature of the surrounding heat source (TH) or heat sink (TC); hH,C refers to the heat transfer coefficient due to the heat source (hH), i.e., in the hot region of the furnace, or due to the heat sink (hC), i.e., in the cold region of the furnace, and finally, E is the latent heat generated per unit volume. This 1-dimensional model with an additional term for peripheral heat loss is deemed appropriate scenarios where the Biot number is less than 0.1.
Analytical solution
Naumann [21] demonstrated a one dimensional analytical model and solution for Bridgman furnace solidification. With reference to Fig. 2 , Naumann's analytical solution is adapted here for our test problem. Assuming steady state heat transfer and using the transformation for dimensionless position, X=x/r, where r is the rod radius and x is the real axial position, we can write a dimensionless steady state form of Eq. (5) for equilibrium solidification, as; (6) where Pe is the Péclet number and Bi is the Biot number-as given in Eq. (7) and Eq. (8), respectively-and assuming a characteristic length for the rod equal to its radius [22] .
Assuming a translational velocity u>0 the solution to Eq. (6) is given by Eq. (9) through Eq. (12) where TL(X) and TS(X) refer to temperature as a function of dimensionless position in the liquid and solid parts of the rod, respectively. (12) Where ,   ,  and   are constants calculated as follows;
This solution is valid for a planar solid liquid interface located at a dimensionless position X0 within the limits of the adiabatic zone ±X1 only. The thermal resistance of the crucible wall is assumed negligible. Seven unknowns exist; A, A*, B, B*, C, D, and X0. To solve for these unknowns the following conditions are applied; TL and dTL/dX are continuous at −X1, and similarly TS and dTS/dX are continuous at X1. It is assumed that the temperature in the liquid is equal to the temperature of the solid at the solid liquid interface, and that solidification occurs in equilibrium at the melting temperature for the material, TM. It is assumed that the latent heat generated at the liquid-solid interface is equal to the net conduction away from the interface in the solid and liquid phases. In other words, the Stefan condition is applied at the interface. Noting that the temperature gradient in the liquid and solid at the interface are both negative with respect to the coordinate system in Fig. 2 , we get the following;
where Lf is the rate of latent heat of liberated at the interface per unit area;
and Hf is the latent heat of fusion of the material per unit mass. Finally, the position of the interface, X0, is found through an iterative procedure to solve the following transcendental equation;
The remaining terms are calculated as follows;
The problem data in Table 1 was applied to this set of equations. A solution for the front position was computed using the fzero [23] command in Matlab ® for solving nonlinear functions. The temperature profile in each section of the furnace could then be determined.
Numerical solution
In this section we outline how the Bridgman furnace front tracking model (BFFTM) of Mooney et al. [15] was implemented to solve our test problem. Then we determine the theoretical order of accuracy of the model. This is followed by details of the growth law used, and the treatment of solid fraction in the solution.
Implementation of the BFFTM
The BFFTM was previously demonstrated for a transient solidification problem, involving a binary alloy, where step changes in the withdrawal velocity occurred [15] . It was shown how the model could be used to determine a steady state temperature profile, for a fixed withdrawal velocity, and assuming some arbitrary initial temperature profile in the sample. We applied the model in the same way to determine a steady state solution to our test problem. Firstly, the steady state temperature profile for the test problem was found where the sample was stationary. A step change in withdrawal velocity was then introduced and the evolution of the temperature profile was observed until a steady state was reached. The final temperature profile was then used to compare with the results from the analytical model.
Note that, in the numerical solution, thermal resistance at the crucible wall was assumed to be negligible (as in the analytical solution). Also, Dirichlet boundary conditions were applied to the domain boundaries such that; T=TH at x = -l /2, and T=TC at x = +l /2. The value for l was chosen suitably long enough so that the temperature profile approached TH at the west domain boundary and TC at the east domain boundary, as predicted by the analytical model.
Theoretical order of accuracy of the BFFTM
The control volume (CV) approach is used in the BFFTM. The sample is divided into disc shaped CVs, x metres wide. The governing heat equation, Eq. (5), is integrated over one CV to give the following [17] ; (24) where VCV is the volume of the CV, the subscripts 'e' and 'w' refer to the east and west flat faces of the CV respectively, L is the latent heat generated per unit mass, Vs is the volume of solid material in a CV, and LVs/t=EVCV. Dividing across by A, and introducing Taylor series' expansions for the partial derivative terms (except for Vs/t), we get; 25) where the superscript 'm' is the temporal label, and the subscript 'i' is the spatial label for CVs lined up in the x-direction. Looking at the final term in this equation-that deals with the latent heat released during solidification-note that Vs = gs d, where gs is the fraction of solid within a CV and d is the captured volume in a CV, so then Vs/t=gs(d/t)+d(gs/t) giving the following equation when Taylor series' replace the partial derivative terms; (26) For more detailed accounts of the front tracking algorithm used in the BFFTM see references [13] and [14] .
Looking at the truncation terms only, in Eq. (25) we see that the lowest power of x is one, and in Eq. (26) the lowest power of t is one. This gives the theoretical order of accuracy of the BFFTM as first order in space and first order in time. By removing the truncation terms, we are using first order approximations of the Taylor's series expansions of the partial derivative terms, i.e., we are using Euler's method. This yields the explicit finite difference scheme used in the BFFTM. Refer to [15] and [24] for a further description of the BFFTM algorithm.
Growth law for high purity titanium
The BFFTM, and its predecessors [13] and [14] , have been used to simulate dendritic columnar growth of alloys. However, the BFFTM can be adapted for growth of pure materials-where a planar non-dendritic interface occurs-by suitable adjustment of the growth law kinetics. The velocity of the solid liquid interface, during the solidification of a pure material, is directly proportional to the level of kinetic undercooling at the interface [25] as follows; , T v k    (27) where v is the interface velocity, k is the attachment kinetics coefficient, and T is the kinetic undercooling at the interface which is equal to the difference between the material melting temperature and the temperature at the interface. Typically, for pure materials, the level of undercooling is very small (<3 °C) unless solidification occurs at a very high speeds (100-1000 m/s). The attachment kinetics coefficient, k, was estimated using the collision limited growth model of Turnbull and Bagley [26] ;
where vsound is the velocity of sound, Hf mol is the molar latent heat of fusion for the material,  is the molar gas constant, and TM is the material melting temperature in units of Kelvin.
The modelling data in Table 1 was used to calculate k to be 2.294 m/s°C.
Fraction of solid
The fraction of solid, gs, as a function of temperature for pure titanium, was estimated by an approximation to a step change of 0→1 near the melting temperature as follows;
where  is the thermal range over which phase change occurs, set to a very low value (0.01 °C in our case). This arrangement is equivalent to having a linear solid fraction to temperature relationship for an alloy with a solidification interval of 0.01 °C. This approach will give a result similar to the enthalpy linearization method [27] where enthalpy is varied over a very small temperature range about the melting temperature.
Results
As per the description in section 4.3.1, the steady state temperature profile for a fixed withdrawal velocity was determined dynamically using the BFFTM. Firstly, the temperature profile for a stationary sample was estimated using the BFFTM, shown as Tinitial in Fig. 3 . Then a step change in withdrawal velocity was introduced and the evolution of the temperature profile was observed until a steady state was reached, shown as Tsteady in Fig. 3 . This figure shows the temperature profile evolution over a 500 s period with the step change in withdrawal velocity (u=0→0.4 mm/s) introduced at t > 0. The time between subsequent temperature profiles is 10 s. The front marker for each curve is shown as an asterisk.
Simulations were carried out at four different grid resolutions, as per Table 1 , starting at x = 0.8 mm and reducing the resolution by a factor of two until x = 0.1 mm. In each case the resulting steady state temperature profile from the numerical model was compared to the analytical solution and the global numerical error was calculated. The observed order of accuracy was then calculated by comparing results over two consecutive grid refinements. Table 2 shows a summary the results obtained. 
Discussion
The discussion is limited to spatial order of accuracy verification since there was no transient analytical solution available to verify the temporal order of accuracy of the model. In Table 2 we see that the observed order of accuracy, obtained by comparing simulations at successively refined grid resolutions, converged to within two significant digits of the spatial theoretical order of accuracy for the model, i.e., it converged to one (first order). The model used a numerically consistent finite difference scheme, since p > 0. The results show that the model was asymptotically convergent given that the global numerical error was tending to zero as x was reduced. Also, we can say that the first term in the truncation error dominated the higher order terms, given that value for p was shown to be converging [2] . The global numerical error converged by a factor of approximately two during successive grid refinements. This was to be expected given that the refinement ratio is 2 and that p was approximately equal to 1. If, for example, p was approximately equal to 2, i.e., second order accuracy, we would have expected the numerical error to reduce by approximately a factor of 4 since, NE ∝ (x) p . The source of the error was most certainly due to the truncation of the derivative estimates in the discretisation scheme only. Round-off error was negligible, given that the code was implemented in double precision, thereby assigning 16 significant digits for storage of all numerically processed variables. Also the numerical scheme required no iterative procedure so there was no potential for iterative convergence error in the numerical scheme. The analytical model was solved, however, using an iterative procedure-specifically Eq. (17) in Matlab ® -but the error tolerance was negligible at 2.22×10 -16 . The truncation error could have been reduced by adding more terms to the Taylor series approximations of the partial derivative terms in the discretisation scheme. Alternatively, the existing first-order Taylor series approximation could have been improved using numerical techniques such as Heun's method or the midpoint method [18] . Either of these improvements would increase the order of accuracy of the model to at least second order.
In Fig. 4 we can see the analytical temperature profile compared with the numerically estimated temperature profiles for simulation #3 (x = 0.2 mm) and simulation #4 (x2 = 0.1 mm). It is clear that the numerical solution was tending towards the analytical solution as the grid resolution was reduced. The maximum local error observed in simulation #3 was approximately 0.2% of the temperature range, and 0.1 % of the temperature range in simulation #4. This gave an accuracy of 0.8 °C at a grid resolution of 0.2 mm, and 0.4 °C at a grid resolution of 0.1 mm, over a 400°C temperature range. The simulated front position was within 0.04 mm of the analytical prediction for simulation #3, i.e., 0.02% of the domain size, and 0.02 mm for simulation #4, i.e., 0.01% of the domain size.
It should be noted that the analytical model assumes equilibrium solidification occurs. In other words, the liquid-solid interface temperature was fixed at the equilibrium melting temperature during solidification. While the BFFTM assumed that non-equilibrium solidification occurs. In the latter case the front at some temperature below the equilibrium melting temperature during solidification, i.e., it was assumed to be undercooled. Since the material solidifying is pure, this is a kinetic undercooling which is normally very small at low solidification velocities. For example, in our case with u = 0.4 mm/s the undercooling is approximately equal to 2×10 -4 °C. This would account for minor differences between the predicted front location in the analytical and numerical model results. For example, given the temperature gradient at the solidification front (from the steady state temperature profile) of 2739 °C/m, this equated to a difference of 7.3×10 -4 mm between numerical and analytical front positions.
Finally, in the BFFTM model, it was necessary to model the phase change occurring over a small but finite temperature range. This feature of the model is a numerical artefact whose effect on the results should be minimal. An exercise was carried out to investigate what effect increasing the range of temperature over which phase change occurs,, had on order accuracy. The observed order of accuracy, p, was calculated by comparing numerical results at a grid resolution of 0.2 mm and 0.1 mm and by increasing the thermal range, , from 0.01 to 0.5 o C. Table 3 gives the results from this exercise where it can be seen that first order accuracy was lost above a thermal range of 0.1 °C. The order verification procedure was non convergent when the thermal range was set to 0.5 °C. This exercise outlined the sensitivity of the method used to calculate p and also showed that a very small thermal range, i.e., less than 0.1 °C, is appropriate for the test problem. 
Conclusion
The BFFTM code of Mooney et al. [15] has been verified for a steady state scenario using the order verification method given by Knupp and Salari [2] by way of demonstrative example, specifically, steady state solidification of high purity titanium. The model is first order accurate in space. The source of numerical error is primarily truncation error. The order of accuracy of the model could be increased by using a higher order interpolation in the discretisation scheme of the model. For the test problem investigated, asymptotic convergence of the global numerical error was observed for grid resolutions of 0.8 mm or less, and the grid resolution necessary for a maximum local numerical error of <1 °C was 0.2 mm. A value of 0.01 °C was deemed appropriate for the thermal range over which phase change occurred in the numerical model.
Acknowledgement
This work was carried out as part of the GRADECET (GRAvity DEpendance of Columnar to Equiaxed Transition in Ti-Al Alloys) research project. The authors would like to thank the European Space Agency PRODEX programme for funding the research (agreement number: 4000107132) under the management of the Irish Space Delegation at Enterprise Ireland. Finally, the authors would like to thank Dr. David Browne of University College Dublin for providing useful discussions during the preparation of this article. 
Nomenclature
