We consider the 2D Navier-Stokes equations on a square with periodic boundary conditions. Dividing the square into N equal subsquares, we show that if the asymptotic behavior of the average of solutions on these subsquares (finite volume elements) is known, then the large time behavior of the solution itself is completely determined, provided N is large enough. We also establish a rigorous upper bound for N needed to determine the solutions to the Navier-Stokes equation in terms of the physical parameters of the problem.
Introduction
It is well established that the long time behavior of solutions to the Navier-Stokes equations (NSE), in bounded domains, has a finite number of degrees offieedom. Several detailed rigorous studies support this assertion. For example, it is known that the behavior as t --, oo of the solutions to the NSE is completely determined by the behavior of their projection on the space spanned by the first m eigenfunctions of the linear Stokes operator, for m sufficiently large. More precisely, if the asymptotic behavior of the first m modes of two solutions agrees, then the entire solutions agree as t ~ oo, [10] .
The corresponding modes are called determining modes. (Also along these lines see [23] for a slightly weaker result.) Later, in [9] an upper bound was established of the order G ( 1 + log G) 1/2 for the number of determining modes, where G, the GTashof number, is the analogue of the Reynolds number (see section 2 below). It is also known that the large time behavior of solutions is determined by their values on a discrete set of points [ 14 ] . More specifically, if two sol E-mall address: djones@odon.oac.uci.edu.
lutions of the NSE agree on a sufficiently dense (finite) set of points, called a set of determining nodes, as t ~ oo, then they agree everywhere as time goes to infinity. Later in [22] it was found that an upper bound for the number of determining nodes is of the order G 2 (1 + log G). Moreover, it is well known that the NSE possess a compact global attractor. The best known upper bound for its fractal as well as its Hausdorff dimension is of the order G 2/3 (1 + log G) 1/3, given in [3 ] . More recently, it has been shown [21] that the NSE has an inertial form. That is, the large-time behavior of the Navier-Stokes equations is completely described by a finite dimensional system of ODEs.
These results are also important from a practical point of view. The existence of a finite number of determining modes implies that the high modes are enslaved, at least asymptotically, by the lower modes. Thus, one may seek the existence of a global function which gives the high modes of every solution in terms of the lower modes, asymptotically in time. Such a function has been shown to exist for several interesting partial differential equations (see, for example, [2] [5, 6, 8, 12, 19, 26, 32, 33] and the references therein). A similar interpretation is possible for the determining nodes. Indeed, in case the PDE has an IM it has been shown in [15] that the induced dynamical system of the nodal values of the solutions is conjugate (equivalent) to the dynamical system of the PDE. In particular, it may be possible to express, approximately, the values of the solutions at certain points in terms of the values at other points (cf. [4, 15, 27, 30, 31 ] ). In either case these results indicate that it may be possible to improve the numerical simulation of the NSE for long time intervals without increasing the number of modes used or increasing the resolution of the computational grid.
In this paper we investigate another way to characterize the degrees of freedom of the NSE, and that is the idea of determining finite volume elements, first introduced in [ 15] . We consider the 2D NSE for a viscous incompressible fluid filling a square £2 = (0,L) x (0,L) with periodic boundary conditions imposed. The governing equations are
where f = f(x,t), the volume force, and v, the kinematic viscosity, are given. We denote by u = u(x,t) the velocity vector, andp = p(x,t) the pressure which are the unknowns. Further, we assume that the integrals of u and f vanish on £2 for all time (i.e. u and f have mean zero in f2). We divide £2 into N equal squares of side l = L/v~, and label the squares by Qb..., QN. We study the average values of solutions on the Qj's. For this purpose set
for every 1 <_ j < N. We wish to see to what degree knowledge of the behavior of the local averages of the velocity vector characterizes the flow. We investigate elsewhere the implementation of these results in numerical simulations (see [15, 7] ).
The paper is organized as follows. In section 3 we investigate stationary solutions. We show that if the finite volume elements of two stationary solutions agree, for sufficiently large N, then the two solutions are equal. In this case, we establish an upper bound of order G for the number of subsquares needed for the finite volume elements to be determining. Section 4 is devoted to the large time behavior of solutions. It is shown that if the behavior of the local averages of two solutions goes to zero as time goes to infinity for sufficiently small subsquares, then the two solutions agree everywhere as t --. oo. We also show that the number of subsquares needed for the finite volume elements to be determining, in this case, is of the order G 2. Notice that by using local averages instead of pointwise values we remove the logarithmic correction terms as found in the upper bounds for the number of determining nodes (cf. [22] ). We remark that similar estimates can be easily obtained for the 3D NSE provided the latter has global strong solutions in time. In particular, we know in both the 2D as well as the 3D cases that if the local averages of two stationary solutions agree on sufficiently small subsquares, then the two solutions agree everywhere in the domain.
In section 5 we extend our results to a reaction-diffusion equation. In addition, we show that the number of determining finite volume elements is of the same order as the dimension of the global attractor in this case. where from now on f = P f, and it is assumed that f satisfies f e L~((0,cc);H). That is, suPt> 0 If(t)[ < ~. (For details see for example [1, 24, 28] .) Let
F = limsup(/[f(t'x)[2dx) \a
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Following [ 9 ] we define the generalized Grashof number Gr as
The generalized Grashof number will play an analogous role as the Reynolds number and will be our bifurcation parameter. In what follows all our estimates will be in terms of the generalized Grashof number. Notice that if f is time independent, then Gr is the Grashof number G = (L21fl ) / ( 4rd )u 2.
For questions related to existence, uniqueness, and regularity of solutions the reader is referred for instance to [1, 13, 16, 18, 20, 24, 28] , and the references therein.
Stationary solutions
Here we assume that the force, f, is time independent and that Gr = G = If I/A1 v2. If G is sufficiently small then the dynamics of ( 1 ) is trivial [28, p.70] , and in this case the global attractor consists of a unique exponentially stable stationary solution. We therefore suppose that G >> 1. However, we recall that there exist volume forces such that the dynamics of the NSE remains trivial independent of G [25] . Now we interpolate in this last equation, Ilwll 2 Iwllawl, and apply Young's inequality to obtain (3.1). Eq. (3.1) is obtained in a similar fashion. To obtain (3.1) we use Agrnon's inequality, Ilwll 2 <_ c~lwllawl, and another application of Young's inequality. For the bound on cl see [9] [].
We need one more fact about the NSE in two dimensions with periodic boundary conditions; namely, the nonlinear term satisfies the identity 
Proof. Set w = u-v. Then w solves the equation yAw + B(u,w) + B(w,u)-B(w,w) = O.
Taking the inner product with Aw and using (3.3) we obtain Proof. From the standard Gronwall inequality we get that for 0 < t < to t
vlawl 2 = -(n(w,w),au).
Now we have the estimate
I(B(w,w),hu)l < v~llwllo~llwlllhul
O<~(t) <~(to)exp(-/a(a)da) to t t to
Large time behavior
In this section we describe our results concerning the behavior for t ~ o¢ of the solutions to the NSE. We first prove a slightly more general version of of Gronwall's inequality given in [9 ] . From the assumptions on a we may choose to sufficiently large so that for all s > to we have
Hence, if to < z < t and k is an integer chosen
-. F t e-O'/2T)(t-z).
Choose an integer/Co such that t _< to +/co T < t + T. We have that Proof. The proof is similar to the one given for the determining nodes in [22] . We therefore only give a sketch of it here. Set w = u -v. Then w solves the equation
Taking the inner product of (2.1) with Aw and using eq.s It follows from a priori estimates on the time average of IAul (see [22] ), namely, 
dw d'---~ -dAw -blw + b2{u(t,x ) . u(t,x )u(t,x ) -v(t,x) .v(t,x)v(t,x)} = O.
holds provided N > 47E2c2Gr 2, where c 1 is as in lemma 3.1. Thus lemma 4.1 applies and
Ilwll --* 0 as t ~ c~. []
We remark that if one is willing to assume sufficient conditions on f (t), g (t) so that [Aul, lAv[ are uniformly bounded in time as t ~ ~ (see [281 and the references therein), then using appropriate interpolation inequalities, one can get convergence in stronger norms. Then it can be shown zero is a hyperbolic stationary solution, and the dimension of the unstable manifold is larger than or equal to the number of eigenvalues of -A on t2 satisfying Ak < bl/d (see [29] ). In our case the eigenvalues are of the form (41r2/LZ)(l 2 + k 2) where l, k are integers. We then need to calculate how many integers satisfy l 2 Jr k 2 < L2bl
A reaction-diffusion equation
4liEd"
To do this we follow the proof of proposition 4.14 in [1] . There it is shown that Nr = {k To obtain the upper bound we use the trace formula as in [3] . In particular, these estimates come down to determining a constant such that m C~t m2 E kJ E L 2 j=l (see [29] , p. 300). Again from proposition 4.14 of [ 1 ] we find that To handle the first term in the above inequality again a~ply the one dimensional version to v (Xl) = fo u (xl, x2 ) dx2. After some algebra it follows that lu[ 2 ~ 121(u)12 + ~12llull 2.
Since Cf (R 2 )[~ is dense in H 2 (~), the inequality follows.
