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CHAPTER 1. INTRODUCTION 
Systems that are undergoing growth and development as a result of chemical and 
biological changes, while exchanging material and energy with their surroundings, represent a 
significant challenge when it is desired to properly characterize and account for the 
thermodynamic effects of these exchanges with the surroundings. When it is desired to 
characterize changes in the quality or availability of the energy of the contents of the system, 
the difficulties increase. Such characterizations are useful and often necessary in designing and 
interpreting biological growth experiments, in the design, optimization and operation of life 
support systems, in the design and development of bioprocessing systems, and in the 
characterization and analysis of biological regulatory mechanisms. 
Living systems are dynamic and open, exchanging matter and energy with the 
suiTOundings, and they undergo continuous metabolic activity, consisting of a multitude of 
interdependent biochemical reactions taking place, not at equilibrium, but rather in its vicinity, 
often exhibiting a steady-state behavior. 
In this work we try to demonstrate that the principles of both equilibrium and 
non-equilibrium thermodynamics, together with transport phenomena and kinetics relations, 
may be used to study complex organisms or populations as well as complex, open, unsteady-
state physical-chemical systems. 
The historical question raised by some scientists regarding the appropriate application 
of equilibrium thermodynamics principles or notions to biological systems is answered by one 
of the most important provisions of the classical theory: the functions of state characterizing a 
system may be indeed defined for equilibrium conditions, but the transformations undergone 
by the system between the initial and final states may be nonequilibrium processes. Therefore, 
we will be able to use, for example, the first law of thermodynamics as a tool in the 
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we will be able to use, for example, the first law of thermodynamics as a tool in the 
macroscopic analysis of biological systems. The concepts of non-equilibrium thermodynamics 
will also be of use in the completion of the thermodynamic description of biological and 
biochemical systems. Notions such as entropy flow, entropy production, availability, and lost 
work will be defined for open, biologically-active systems in the same way as for open, 
unsteady-state physical systems. 
Many investigators have tried to understand the energetics of biological systems by 
correlating metabolic activity with different parameters. The results found in literature are very 
often inconsistent, and interpretation of these results is often difficult, due in part to the varying 
notation used by authors who tend to describe their work in specific terms, without concern for 
the lack of generality or uniformity of the treatment. 
The main goals of this work are to: 
1) establish a uniform set of relations for mass and energy conservation and second-law 
considerations that can be used for the description of both physical-chemical 
systems and biological-biochemical systems. 
2) set a basis for a general treatment of homogeneous macroscopic systems, looking for 
analogies between living and non-living systems. 
3) apply techniques previously developed for engineered/physical systems to 
a) biological systems 
b) complex engineered bioregenerative systems (e.g. controlled environment and life 
support systems) 
The strategy that we will use is to develop generalized mass and energy balances for 
open, multicomponent, unsteady-state chemically-reacting systems, and then describe the 
irreversibilities present in these systems as a consequence of the second law of 
thermodynamics. The systems' thermodynamic analysis will focus on the estimation of the lost 
available work or internal entropy generation as a result of dissipative phenomena taking place 
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inside the systems or at the system-surroundings boundaries. This type of lost work analysis is 
frequently applied in engineering thermodynamics and has the purpose of minimization of lost 
available work through improved thermal design. When the same methods of analysis are 
applied to biochemical-biophysical, or living systems, difficulties are encountered, related to 
phenomena such as self-regulation, regeneration and growth. Orgaiiisms are aggregates of veiy 
many different large molecules, and thermodynamic data are not always available. In the 
macroscopic approach that we will take, averaging and approximation techniques will be 
sometimes used. 
A 
CHAPTER 2. LITERATURE REVIEW 
The literature on the subject of thermodynamics is immensely rich, but it is very 
difficult to find an approach equally useful to physicists, chemists and engineers, and almost 
impossible to find one that biologists or biochemists could use with the same benefit as 
engineers. Figure 2.1 represents a schematic description of the multiple and contrasting 
approaches that have been taken relative to the subject of thermodynamics. In Gibbsian 
thermodynamics, die fundamental equation U = U(S,V) contains all of the information 
necessary on the equilibrium properties of a homogeneous, one-component, thermodynamic 
system. This equation represents a surface in an abstract space of extensive variables that has 
been named Gibbs space. Gibbs' work (1957) created a new interface connecting chemistry 
and physics with mathematics. The mathematical language in Gibbs' treatment (1957) was 
characteristic of the end of the 19th century, and had not then been developed as a tool for 
physicists or engineers. It was also relatively difficult to decipher. Later, daermodynamics 
authors went to the other extreme in avoiding mathematical language as much as possible: their 
statements are often incomplete or inconsistent. Physics, chemistry and biochemistry have 
progressed to such an extent that sometimes ordinary language cannot express the multiple 
meanings of a theory. Mathematics has therefore been used to serve this purpose. The most 
frequentiy cited thermodynamics references are those which use a conceptually subtie but 
formally simple mathematical language (e.g. Callen, 1960; Guggenheim, 1967; and Zemansky, 
1968). 
Zemansky's Heat and Thermodynamics (1968) clearly presents the fundamentals of 
classical thermodynamics and could be equally used by chemists, physicists and engineers. On 
the other hand, applications to physical chemistry and the third law of thermodynamics are not 
presented in great detail in his treatment 
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Figure 2.1 Literature review; approaches taken to the subject of thermodynamics 
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Guggenheim's book. Thermodynamics - An Advanced Treatment for Chemists and Physicists 
(1967), is addressed equally to physicists and to chemists, but to a lesser extent to engineers. 
In his treatment the third law is introduced in the beginning and its importance is clearly stated; 
in his derivations considerable use is made of the function absolute activity, A. This function is 
related to the chemical potential fi and plays an important role in statistical mechanics. His 
approach, although very rigorous and elegant in formulation, is devoted exclusively to 
equilibrium processes and equilibrium conditions of cheniical reactions. 
The origins of irreversible thermodynamics may be considered to coincide with the 
conclusion stated by Clausius in 1867; "Die Entropie der Welt strebt einem Maximum zu" (the 
entropy of the Universe evolves towards a maximum). Irreversible or non-equilibrium 
thermodynamics consists of two domains: a thermodynamic one and a phenomenological one. 
The thermodynamic domain, defining characteristic terms such as entropy flow and entropy 
production, develops from concepts introduced by the classical thermodynamics theory. The 
phenomenological domain introduces theories, confirmed by experiments and supported by 
molecular statistics, based on notions such as the generalized fluxes and conjugated forces and 
the Onsager reciprocity relations. A process is called irreversible when the state change that has 
taken place in the system cannot be reversed, and the system cannot be returned to its initial 
state without changes in the surroundings. All quasistatic processes are considered to be 
reversible (all dissipative effects are neglected), while all natural processes are irreversible. In 
the first edition of his Thermodynamics of Irreversible Processes, Ilya Prigogine (1955) writes 
(page v) that the fact that "the majority of the phenomena studied in biology, meteorology, 
astrophysics and other subjects are irreversible processes which take place outside the 
equilibrium state" justifies "the urgent need for an extension of the methods of thermodynamics 
to include irreversible processes." Since 1955 the literature on irreversible processes has 
expanded quickly and has evolved basically along two main coordinates: engineering 
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applications of irreversible thermodynamics, and bio-physical applications of irreversible 
thermodynamics. 
Two excellent monographs on the thermodynamics of irreversible processes have been 
written by de Groot in 1951 and by Haase in 1969. Each of these give a critical presentation of 
the fundamental principles and a detailed description of their practical applications. They show 
the connection between the structure of classical thermodynamics and that of the 
thermodynamic-phenomenological approach of irreversible processes, and also present the 
limitations of the phenomenological theory. 
In Advanced Engineering Thermodynamics, Bejan (1988) focuses on irreversible 
processes found in practical engineering systems and only briefly describes equilibrium states. 
The accent is placed on engineering thermodynamics, that is, on that segment of classical 
thermodynamics that addresses the production of mechanical power. 
In 1946, Herbert Callen and Theodore Welton derived the fluctuation-dissipation 
theorem, which demonstrated the equivalence of the linear response of a driven thermodynamic 
system to the time-dependent equilibrium fluctuation of the system. This work was the starting 
point for the statistical theory of irreversible processes, which later produced many 
appUcations, including the development of the theory of self-organization of living systems 
based upon the fluctuation theory (Nicolis and Prigogine, 1977; Ebeling and Feistel, 1992). 
Among the publications devoted to applications of irreversible thermodynanaics to the growth 
and development of animals (Hiemaux and Babloyantz, 1976; Lurie and Wagensberg, 1979; 
Gladyshev and Ershov, 1982; Babloyantz, 1986;), Zotin's monograph Thermodynamics 
Aspects of Developmental Biology (1972) stands out, as a result of the variety of problems of 
developmental biology that are presented using the main equations and concepts of the 
thermodynamics of irreversible processes. General questions, such as direction and driving 
force, are addressed for processes such as healing, aging, rejuvenation, and malignant growth. 
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The novelty of the postulatory approach to the subject of thermodynamics is reflected 
when comparing, for example. Wall's Chemical Thermodynamics (1965) with Callen's 
Thermodynamics {1960) or with Modell and Reid's Thermodynamics and its Applications 
(1983). The postulatory approach, that is, the abstract reformulation of classical 
thermodynamics into a sequence of axioms and corollaries, presents the advantage of 
simplifying and unifying the theory. Concise postulates are introduced that reflect the logical 
structure of the thermodynamic theory, and important generalizations of the theory are made 
possible by the use of abstract formulations. States of a system are fundamental notions, rather 
than processes, and state functions become the fundamental concepts. Statements about Camot 
cycles and about the impossibility of perpetual motion do not appear in die postulates. 
Simplification of the mathematics is obtained as a result of representing processes as 
differentials of the state functions with respect to state variables. There is however a drawback 
in overemphasizing the axiomatic approach: it is sometimes difficult to use for engineering 
applications, and the postulatory reformulation itself seems to change from one author to 
another. For example, Callen (1960) structures the classical theory into four postulates, 
whereas Modell and Reid (1983) present a set of four postulates with significantly different 
phrasing and content as the basis for their theoretical development. 
In spite of the large number of publications on the subject of thermodynamics, the 
generalized treatment of open, multicomponent systems has been extremely limited, particularly 
when chemical reactions are present and the systems operate in an unsteady state regime. 
Multicomponent systems are best described in the classical work of Gibbs (1957), in 
Goranson's Thermodynamic Relations in Multicomponent Systems (1930), and in Sage's 
Thermodynamics of Multicomponent Systems (1965). Sage has incorporated the concept of 
heat lost by friction in his treatment and has described in detail systems of variable volume, 
mass and composition. He has considered heat transfer as only that form of energy transport 
resulting from the temperature gradient at the boundary of the system. For this reason his 
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relationships are less general than the basic ones derived by Gibbs (1957), but they permit a 
direct association of thermodynamics with transport phenomena. 
A survey of the publications on the subject of thermodynamics shows that the study of 
open, multicomponent, unsteady chemically-reactive systems may be a fruitful field of research 
with direct application for both engineering and biophysical systems. 
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CHAPTER 3. MATERIAL BALANCES 
3.1 General material balance equation for species i 
In order to perform a material balance on a system, the system boundaries must first be 
specified. These boundaries enclose the volume referred to as the system volume. We shall 
perform a material balance for species i in a system volume, V. The species i is the chemical 
species of interest, which can flow into or out of the system, and which can be also generated 
or consumed by chemical reaction inside the system. Figure 3.1 summarizes the system 
characteristics and its material exchange with the surroundings. It illustrates such concepts as 
the boundaries, the surroundings, and the entering and exiting flow streams. The general 
material balance on species i at any instant in time, t, can be described by the following 
equation: 
Wi 
M port 
N chemical species 
boun/daries 
SVSTEM 
T, P, V 
SURROUNDINGS 
Figure 3.1 Material exchange with the surroundings 
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rate of 
accumulation 
of i within the 
system 
rate of flow 
of i into or out 
of the system in 
streams crossing the 
^ boundaries 
rate of generation 
of i by chemical reaction | 
within the system 
dnij 
dt 
M 
I Wij6j 
J 
P _ 
V ^ M j  
k 
ki (3.1.1) 
The second term on the right-hand side of equation (3.1.1) reflects the fact that the rate 
of generation of species i within the system is the product of the system volume, V, and the net 
volumetric rate of formation of species i, rj. If species i is involved in P reactions the net rate of 
formation is the sum of all rates of reaction in which species i appears: 
P 
k 
r =1^ 
ki V dt 
The rate of formation of species i, ri, represents the number of moles of species i 
generated per unit volume per unit time. It is a function of the properties of the system and the 
reactants (e.g., concentration, temperature, pressure) at a point in the system and is 
independent of the type of the system (i.e., continuous or discontinuous flow). Equation 
(3.1.1) is written for the case when the rate of formation of species i does not vary with the 
position in the system volume. For the case of different system-subvolumes AVs, such as 
different phases, with different reaction rates, ris, the total rate of generation within the system 
is the sum of all the rates of generation in each of the subvolumes (Figure 3.2). 
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subsystem 1 
volume V 
subsystem Q 
SYSTEM 
Figure 3.2 Composite system with chemical reactions 
Equation (3.1.1) becomes 
dmj 
IT 
M 
I "ij«j 
Q 
I ^is^^s (3.1.2) 
The chemical reaction rate is an intensive quantity and it is usually expressed by an 
algebraic equation involving concentration. For a particular reaction, the concentration 
dependence of rate must be determined experimentally. 
The next step in expressing the material balance for an open system with chemical 
reactions is to relate the net reaction rates and the reaction stoichiometries. For any reaction k 
taking place inside the system, the single reaction stoichiometry may be described by the 
generic equation: 
N 
IvyAi = 0 
i 
(3.1.3) 
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with Ai being the species chemically active inside the system. A rate law for a particular 
reaction can be related to some of the species participating in the reaction. Suppose, for 
example, if the rate law for reaction k is given for species Ai, by 
" ^ki ~ '^ki^m^i 
To find the rate of disappearance of species Am in reaction k, the rate law for species Ai is 
multiplied by the ratio of the stoichiometric coefficients for the two species in reaction k: 
r - ^ km Cr ^ 
ki 
Therefore, the rate law of species Am in reaction k is 
y _ km If n n 
km V. • ki m i 
ki 
In the following sections, the variable extent of reaction, will be used to relate the number of 
moles of each of the species in the reaction to one another. 
3.2 Total mass balance equation for the system 
The species mass balance, equation (3.1.1), may be summed over all of the N species 
present to produce a relation for the total mass change in the system: 
N M N P N 
i j i k i 
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or simply 
M N 
d. ff 
w-5-Y J (3.2.2) 
since no net mass is created or destroyed as a result of chemical reactions. 
Each of the differential equations (3.1.1) and (3.2.1) can in principle be integrated to 
produce difference equations over any selected time interval, for any type of physical-chemical 
or biological system. It should be noted that the system may contain multiple phases, each with 
a phase volume, and may change its volume in time. In the first chapters, though, we shall not 
introduce explicitly the concept of phase in our derivations. 
Particular attention will be paid next to systems in which the material exchange with the 
surroundings is specified. In this regard we define a closed system as one with boundaries that 
are not crossed by any mass flow, and a steady-flow system as one in which the product 
streams are withdrawn with a total rate equal to the total feed stream rates. In this case, if 
chemical reactions are occurring, the difference in the mass of individual species entering and 
leaving the system is exactly matched by chemical reaction production or consumption of those 
species inside the system. The use of the adjective steady generally implies that the 
macroscopic parameters, such as temperature, pressure and composition, have time-
independent values at every point of the system volume. 
3.3 Material balance for a closed system with chemical reaction 
We consider a total of N chemical species participating in a total of P chemical reactions 
inside a constant volume, closed system. During the considered transformation no masses are 
added or withdrawn from the system. Any variation in the species masses will result only from 
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a spontaneous reaction. This reaction may be a change in the chemical species present or a 
transformation in the physical state of one or of several components. 
In order to characterize chemical transformations of closed systems Theodore de 
Donder (1920) has introduced the concept of degree of advancement of the reaction or chemical 
variable. In the case of a single chemical reaction, the law of definite proportions gives for any 
species i in the system 
mj-mp = VjMj^ or nj-nP = Vj^ (i = 1 ... N) (3.3.1) 
where is an auxiliary variable representing the degree of advancement, or extent, of the 
reaction. The starting point of the reaction corresponds to ^ = 0, and m^ are the initial masses 
of the chemical species present at the time t = 0. 
Adding the equations (3.3.1) we obtain, as a consequence of the law of conservation of 
mass 
N _ 
XvjMi = 0 (i=l...N) (3.3.2) 
i 
Differentiating (3.3.1) we obtain for the closed system considered 
dm; ^ dn; „ 
-^ = d^ or —i = d^ (i=l... N) (3.3.3) 
ViMj Vj 
If the masses of the products in the chemical equation (3.3.2) increase, we say that the reaction 
takes place from left to right. In this case, the variable ^ increases. 
In the case of multiple reactions taking place inside the system we can write for the 
increase in the mass of species i due to the chemical reaction k 
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dn 
=  ( k = l . . . P )  
ik 
(3.3.4) 
If we now define the volumetric rate of formation of species i within the system by 
k 
(3.3.5) 
and consider the closed system condition: 
wj = 0 0=1... M) 
the general material balance equation for species i inside the system, equation (3.1.1), becomes 
The total mass balance equation for a closed system with chemical reactions reduces to 
since the chemical transformations that take place within the system result in no net mass 
creation or destruction. 
3.4 Material balance for species i in a steady-flow system 
As we mentioned in section 3.2, the use of the adjective steady usually implies that the 
composition at any given point in the system remains constant in time. In this case the 
(3.3.6) 
dt 
(3.3.7) 
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difference in the mass of individual species entering and leaving the system is exactly matched 
by chemical reaction production or consumption of those species inside the system. This is 
expressed mathematically by the equation reflecting the steady-state assumption and its result; 
dmj M r 
- = o = S  +  
j dt 
and (3.4.1) 
M P dE 
J 
(3.4.2) 
of species i 
into and out of 
system 
\ rate at which' 
species i 
= is created or 
destroyed 
^ by reaction , 
For a single reaction: 
M 
f = ^  (3.4.3) 
dt 
From equation (3.4.2) we obtain a very important conclusion, which will have consequences 
on the energy balance and the entropy account also: in a steady-flow system, all the variables 
are constant in time, except for the extent of reaction, Chemical reactions take place with 
finite reaction rates. 
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CHAPTER 4. ENERGY BALANCES 
In this section generalized energy balances will be developed with the goal of 
describing complex, open, homogeneous systems undergoing chemical change. Apart from 
their intrinsic interest, the results of the energy analysis have two important fields of 
application: (1) the quantitative comparison of the energy interchange due to various causes in 
physical-chemical or biological processes; (2) the evaluation of rates of entropy production in 
industrial or natural processes of various kinds. 
4.1 First law of thermodvnamics for open systems 
We shall carry out an energy balance on the open system as shown in Figure 4.1. 
M ports 
bounfdaries 
surroundings 
then reservoirs 
Figure 4.1 Open system in contact with the surroundings and z additional thermal reservoirs 
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The energy balance for the case of M streams crossing the system boundaries may 
be expressed as 
rate of 
accumulation 
of energy 
within the 
system I 
I rate of flow ^ 
of thermal energy 
to the system 
from the 
surroundings 
and thermal 
reservoirs I 
' rate of work ' net rate of exchange' 
done by the of energy with the 
system + surroundings 
on the due to 
\surroundings, mass flows 
f = Q S+S Q ] 
1=1 
W 
M N _ 
+ IlWj 
J 1 
The total energy, E, of a system may be expressed in general as a sum of the internal energy, 
U, the kinetic energy, mv^ll, the potential energy, mgz, and of any other forms of energy, 
such as electromagnetic, hv : 
E = U + ^ + mgz + hv 
In our treatment we will only consider changes in the internal energy of the system or of the 
material crossing the boundaries. Mechanical effects such as changes in the potential and 
kinetic energies will be neglected. Any electric, magnetic or other energy components will be 
also considered negligible in comparison to the intemal energy term. Equation (4.1.1) then 
becomes 
Z M N _ 
iffi=Qs + lQl- W +i;iUyWij8j (4.1.2) 
1=1 j 1 
We have denoted by Uy the partial intemal energy on a mass basis of species i inside the 
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stream j. It is defined by the same type of relation as Ey : 
Ui J d U  
y l9mi)T,p,mj^i 
We will now discuss the terms in equation (4.1.2). The rate of flow of thermal energy 
added to the system from the surroundings, Qs, may be in many instances expressed in terms 
of the overall heat transfer coefficient, K, the heat-transfer area. A, and the difference between 
the temperature of the surroundings, Ts, and the temperature of the system, T: 
Qs =KA(Ts-T) 
Heat transfer between the system and its surroundings can take place by different mechanisms, 
often superimposed: conduction, convection, or radiation. For each type of mechanism, the 
equation describing Qs is different (Incropera and De Witt, 1981). The first law of 
thermodynamics does not give any information on the differences between the two terms, Qs 
and W: both of them are equivalent modes of energy transfer. The important difference 
between heat and work transfer is revealed by the second law: work transfer may occur without 
an entropy change, whereas heat transfer is always accompanied by entropy change. 
The third term on the right, the rate of work done by the system on the surroundings, 
W, is also complex. It will be separated into three terms, as follows: 
rate at which 
work is done 
by the system 
on the 
\ surroundings; 
/rate of "flow work"\ 
necessary to get 
the mass into 
and out of the 
system 
rate of work 
of changing the 
volume of the 
system against the 
surroundings 
rate of other 
forms of work I 
\ 
such as 
shaft work 
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M N 
W=SIV^P|Wij5j • Psf + Wl-3) 
j 1 
The last temi on the right hand side of equation (4.1.2), and the first term on the right hand 
side of equation (4.1.3) may be grouped, in order to show explicitly the specific enthalpy in the 
terms accounting for energy transfer via mass flow across the boundaries: 
M N _  M N  
EI Vift = 1 1  UiiWjjSj + X1  ('*• 1 
J i • • j 1 • j 1 
The definition of the function of state enthalpy has been used here: 
H = U + PV 
Equation (4.1.2) may now be written: 
Z M N 
^  = Q s ^ X  Q |  + S S H i j W i i ^ j  - P s f  - w , h  C  I - S )  
at j i 
The term describing the work done against the average pressure of the surroundings, 
- Ps dV/dt, is only present in equations characterizing systems with non-rigid boundaries. It 
can be neglected in many of the biochemical applications, as we wiU see in the following 
sections. The last term in equation (4.1.5), Wsh, is referred to as the shaft work, and could be 
produced in some systems from devices such as turbines or stirrers. This term is often 
negligible in energy balances of living systems but may be of great importance in describing 
systems such as continuous stirred-tank reactors or batch reactors. 
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In the next section we will address the energetic changes occurring inside the 
boundaries of the system by expressing the function of state internal energy, U, as an exact 
differential of the independent state variables T, P, and mi: 
The choice made here of U = U(T, P, mi) results from the consideration that the systems we 
are analyzing are most likely to be observed at measurable or fixed temperature and pressure. 
The equation U = U(T,P,mi) is one of the many which operate in terms of different choices of 
independent variables, reflecting the great variety of experimental procedures and physical 
situations that can be analyzed. Another important reason for choosing this particular set of 
independent variables is that by differentiation of the state functions with respect to these 
variables the partial quantities Ui, Hi, Si, Gi, and Vj will result. These are the partial quantities 
that are to be used in derivations of the conservation relations of the next sections. 
4.2 Internal energy changes occurring inside the system boundaries 
The following relation describes the variations in internal energy inside the boundaries 
of a system as a function of temperature, pressure, and the mass of each of the N components 
present in the system: 
dU(T,P,mp 
dt dt 
(4.2.1) 
If we denote the partial internal energy on a mass basis as U,, and if we consider the following 
thermodynamic identities; 
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3P 
= -T 
T,co-
^1 -P lap and T,CO; 
— = C - P 
H ,co, P lax, P.COj 
equation (4.2.1) may be written: 
dU 
dt 
= m -p(^) + .p(g' 
'^'p.cOi "I' WPiT,(0. 
N 
dP + ytj:^ 
dt 1 dt 
We can now make use of the fact that the first derivatives of the fundamental equation 
U = U(S, V, N) have important physical significance and the second derivatives describe 
material properties. The first derivatives give 
^1 =T the temperature 
av 
= P 
S,N 
the pressure 
(au 
aN: i's,v, Nj^j 
= ^ii the chemical potential 
whereas the basic set of second derivatives can be identified with 
a = 
y\dT P,©-
the coefficient of thermal expansion 
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^ V T.cOj 
l(^ the isothermal compressibility 
the molar heat capacity at constant pressure 
The coefficient of thermal expansion, a, is the fractional increase in the volume per unit 
increase in the temperature of a system maintained at constant pressure and constant mass 
fraction for each species present, and the isothermal compressibility, KT, is the fractional 
decrease in volume per unit increase in pressure at constant temperature (and constant mass 
fractions). The specific heat at constant pressure is the quasi-static heat flux per mole required 
to produce a unit increase in the temperature of the system maintained at constant pressure. It 
may be written as 
4.3 Change in internal energy for a process of infinitesimal extent 
We can combine equation (4.1.1) and equation (4.2.2) in order to mathematically 
describe the fact that while the fu-st law of thermodynamics is based upon the principle of 
conservation of energy it also includes the concept that there is an extensive property of the 
and similar expressions may describe Kx and a too. 
After substitution of these coefficients in equation (4.2.1), we obtain 
^ = m(c_-PVa)^-m(TVa + PVKJ^ + y U:^ dt V p / dt ^ T/ dt 4- 1 dt 
 =  (4.2.2) 
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system that equals the sum of the heat, work, and the changes in internal energy associated 
with the changes in weights of the species present. The resuh is a general relation which can be 
applied to all changes in state of an open system for which the path is specified (since the work 
and the heat transferred to or from the system are path dependent): 
Z M N _ 
1=1 j i 
Since we try to describe open systems with chemical reactions occurring inside the 
boundaries, our concern might be that the heat of reaction (the energy released or absorbed on 
reaction) does not explicitly appear in the energy balance, equation (4.3.1). Since the only 
assumption made in deriving this equation was to neglect the potential, kinetic, and 
electromagnetic energy terms, the heat of reaction is in fact contained in the energy balance. 
In the case when the heat of reaction is only a fijnction of temperature, for a generalized 
reaction: 
N 
i 
the heat of reaction at temperature T is designated AHR(T). It is usually given per mole of the 
species that is the basis of calculation: if, for example, species Aj is the basis of calculation. 
N V 
^Hr(T) = I^HJ(T) 
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Generally, all of the enthalpies are evaluated at the temperature at the outlet of the system 
volume, and therefore AHR(T) is the heat of reaction at the specific temperature T. The molal 
enthalpy of each species, Hj, at a particular temperature and pressure, is usually expressed in 
terms of an enthalpy of formation of species i H°(TR) at some reference temperature TR, plus 
the change in enthalpy AHJ that results when the temperature is raised from the reference 
temperature to some temperature T in the absence of phase change; 
HI = HP(TR)-L-AHI = HP(TR)+F C JDT 
Consequently, we may write the heat of reaction at any temperature T as 
AHR(T) = AH|(TR)+ F AC dT 
K  
The overall change in the heat capacity per mole of Aj reacted, ACp, is 
P f P 
We can see that the heat of reaction is implicit in equation (4.3.1) if we use the species material 
balance, equation (3.1.1), to substitute for the factor dmi/dt in the left-hand side, and if we 
express dV as an exact differential in terms of the variables T, P, and mj: 
dV = 
After mathematical manipulations and collecting of terms the expression of the first law 
becomes 
f = " s f  -  f  -  4  ? '  f I  ™  
'1 
Z M N _ 
= Qs-^lQi^IXVijV''^f-^sh 
1=1 J 1 
^ = mC_^ - mTaV^ + Y AH|. 
dt Pdt dt dt 
Z M N _ 
= Qs +1 VII(Hij• Hi)^j«j• (Ps--Wsh C-s:!) 
1=1 j 1 
where the heat of reaction, is defined by 
_ N _ N _ 
AHrj^(T,P, ©1,...,0)^.1 ) = X VIJHJ(T,P,(OI,...,tON. I )  = X VijHi(T,P) = AHj^j^(T,P) 
We have expressed the volumetric reaction rate, rj^, in terms of the variable extent of 
reaction, 
r =1^ 
ki V dt 
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CHAPTER 5. ENTROPY AND ENTROPY GENERATION RATE 
5.1 Second law of thermodynamics for open systems 
The second law of thermodynamics introduces an important function of state of the 
system, the entropy. For an open system with boundaries crossed by M mass flows and Z + 1 
heat flows, the following expression may be written: 
According to the second law the last term of equation (5.1.1) can only be positive, or, in the 
case of reversible changes, zero. The calculation of this term is often the basis of any 
thermodynamic analysis of biochemical systems or of the thermodynamic design of heat and 
mass transfer processes and devices. 
The principle of entropy generation minimization is not only an essential design 
principle for physico-chemical processes and devices (Bejan, 1982) but it also plays a central 
role in the development and existence of biological systems (Zotin, 1972). 
The first, second and third terms in the right-hand side of equation (5.1.1) combine in 
what is called the flow term, deS/dt: 
rate of 
entropy 
accumulation 
inside the 
. system 
' rate of 
+ entropy 
^generation 
(5.1.1) 
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Equation (5.1.1) may be written: 
+ (5.1.2) 
dt dt dt 
Although diS/dt must always be positive or zero as a result of the second law, the flow term, 
deS/dt, may be negative. More than that, if it is negative and greater in absolute value than 
diS/dt, the total entropy of the open system may decrease. In this case, the system may proceed 
towards a more ordered state. This effect occurs in some physico-chemical systems like the 
Knudsen gas (Denbigh, 1958). Schrodinger (1944) proposed that such an effect could explain 
the structuring of living systems during their development. 
The idea of the flow of entropy is conceptually difficult. The corresponding difficulty in 
regard to energy flow is somewhat avoided, due to the image we have of energy as a kind of 
fluid, which comes from the caloric theory. However, from a thermodynamic point of view, 
energy and entropy have an equal status. Both are mathematical functions with the property of 
forming exact differentials in the variables of state of the system. The flow of energy and the 
flow of entropy are simply the increase or decrease in the corresponding functions of the 
system, at the expense of the surroundings, or vice-versa. 
The conclusion of analyzing equations (5.1.1) or (5.1.2) is that the entropy is not a 
conserved quantity; it is a function of state that for isolated systems not at equilibrium increases 
with time, and for open systems increases or decreases with time, depending on the entropy 
flow due to the exchange with the surroundings. 
In the following chapters we will show that a great variety of changes of different 
systems can be interpreted and quantitatively described by the use of the state functions entropy 
and energy. 
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5.2 Entropy of an open system as a function of state 
The total entropy of the system, S, may be written as an exact differential in terms of 
temperature, pressure, and the mass of each component: 
^ = m 
dt lai 
dT dP I 
p,c^.dt WP/T,G).dt i \3nij/T,P,mj 
dmj (5.2.1) 
We now recall the thermodynamic relationships: 
(ill 
WP'T.cOi" T 
(1^1 =Si=^+sf 
where Xp and Xmi are the latent heat of pressure change and the latent heat of mixing, 
respectiyely, and Si® is the specific entropy of pure component i at the same temperature and 
pressure as the system. The latent heat of mixing, Xmi, is not a function of the reference state 
chosen for defining the entropy. We can define the latent heat of mixing for the whole system 
by taking the contributions of all components into account: 
(5.2.2) 
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If we substitute the relations for the partial derivatives of entropy in equation (5.2.1), we obtain 
= ieLv (5.2.3) 
dt T ' P dt P dt / Y 
which can be combined with equation (5.1.1) to give 
¥ (sf - f) 4 ^=I - i 14 i 
1 ^ 1— 1 A J 1 
SI 
T (sf ^"^ pf)4¥^ 4sr^ =|-i 141 Wj - f 
1 1 ^  1 — 1  1  J  1  
(5.2.5) 
5.3 Internal entropy production rate of an open system 
The last term of equation (5.1.1) may be written as 
H s n ^ n, M N 
For a homogeneous system, the term T ^ may be substituted for by the right hand-side of 
equation (5.2.3) multiplied by T: 
^ = "SF ^  . TI - T I • TL I - T11 (5.3.2) 
1 s 1=1 1 J 1 
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The first and second laws of thermodynamics can now be combined by simply 
replacing the sum of the terms mCpdT/dt and mXpdT/dt by its expression obtained from the 
equation describing the energy conservation of an open system, equation (4.3.2); here we note 
that 
^p = -TVa 
as a consequence of one of Maxwell's relations. If we also take into account the definition of 
the thermodynamic potential Gibbsfree energy, G, the internal entropy production becomes 
T^= • i(AGRk-TAS -Xj,| Q^, -Xj |(Gij-Gi)wi.5^ 
M N 
k i 
This expression can be further simplified by recognizing last term as the entropy of reaction, 
^^Rk-
- C s - P l f - W s h  ( 5 . 3 . 3 >  
Also, in the first term of the right-hand side of equation (5.3.3) we recognize the affinity of the 
k-ih chemical reaction, AK, defined by 
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AK = -
Equation (5.3.3) becomes 
(5.3.4) 
Equation (5.3.4) represents the general expression of the internal entropy production 
rate of an open system in terms of contributions to the total irreversibility due to chemical 
reactions occurring, boundary effects (heat and work transferred), and mass being transported 
into or out of the system. The relative contribution of each of the terms in the right-hand side to 
the amount of irreversibility created is different for each particular system studied. 
Figure 5.1 represents schematically the various types of information needed in order to 
accurately determine the entropy production rate in a multicomponent, open, homogeneous, 
chemically reactive system. Knowledge about the relations between the four thermodynamic 
potentials characterizing the system has to be combined with 
- information about the transport phenomena taking place at the system boundary 
- mechanical effects present (work terms) 
- chemical reaction information for all of the P reactions taking place 
- knowledge of the intrinsic thermodynamic properties involved, such as the the latent 
heats of pressure change and of mixing, or of the coefficients of thermal expansion 
and of isothermal compressibility. 
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Figure 5.1 Entropy production rate calculation: information chart 
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5.4 Entropy production and affinity of the chemical reactions 
The definition of the affinity of the chemical reaction is due to De Donder and yan 
Rysselberghe (1936), who introduced this function for the first time, by the fundamental 
relation 
dQ' = AKd^ 
where Q' is the uncompensated heat that occurs in the definition of entropy for irreversible 
processes: 
TdS = dQ + dQ' with dQ'=0 for reyersible processes 
dQ' > 0 for irreversible processes 
The affinity is also related to the four thermodynamic potentials by the relations 
and, consequently, to the chemical potential by 
N 
Ak —" ^ ^ ki^i 
i 
If we now consider a homogeneous open system in which chemical reactions are possible 
inside the boundaries, the fundamental equation relating U, S, and V may be written 
P N N _ P 
TdS = dU + PdV - X X Vjdl^i = dQ + T 2 Sjd^nj +£ A^d^,^ (5.4.1) 
k i i k 
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Here we have made use of the material balance written in terms of moles of species i: 
P 
dni = deni + 5;v^d^[^ 
k 
where S- is the partial molal entropy of species i. 
We now recall equation (5.1.2) and obtain, by combining with equation (5.4.1), the internal 
entropy production as 
+ y Sii!i + lviA,:rki (5.4.2) 
dt T dt Y 
where we have used, one more time, the definition of the volumetric reaction rate 
= J-4c 
ki V dt 
For isolated systems, which have no heat or mass exchange with the surroundings (dQ = 0 and 
deni = 0), the dissipation function, is defined as 
djS ^ 
= = (5.4.3) 
Ic 
and it is a positive quantity. 
The equilibrium of the isolated system undergoing chemical reactions is achieved if the 
affinity is equal to zero, in which case the internal entropy production becomes zero: 
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d;S T-J- = 0 and = 0 
dt ^ 
In the theimodynamic-phenomenological theory of irreversible processes it is shown that the 
dissipation function ^ always has the form 
y  =  X j f X f ^ O  ( 5 . 4 . 4 )  
f 
where Jf are the generalized fluxes (e.g. reaction rates, electric currents, heat flows) and Xf the 
corresponding generalized forces (e.g. reaction affinities, electric potential differences, 
temperature gradients). 
5.5 Lost available work in open systems 
The first law and the second law of thermodynamics can be written for the open system 
described in Figure 4.1 as 
Z M N _ 
at . . J J J 
.5 6, Z (S M N _ (J s 
If we eliminate the heat transferred to the system from the surroundings, Qs, between the two 
equations we obtain a relationship between the rate of internal entropy production, diS/dt, or 
the degree of thermodynamic irreversibility of the system, and the total net work transfer rate, 
W: 
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Z  M N  Z ^ M N _  
Ts^=T, f+I Ql + IlHijWij6j -T,2 a -T^XSSijWijSj-W 
at ai ai j .j j j i_i q j j 
(5.5.3) 
From equation (5.5.3) we obtain the net rate of work transfer between the system and the 
surroundings: 
Z / T \ M N 
w = • - T,S) H. Ijl - E 5 Wij(Hij - T,Sij)6j - (5.5,4) 
As a consequence of the second law of thermodynamics the term TsdiS/dt in the above 
equation is always positive; therefore the first three terms in equation (5.5.4) represent an 
upper bound for the work transfer rate. This upper bound is reached when the last term of the 
equation is zero, that is when the system operates reversibly. We can write 
W = wid, 
w = 
rev 
Z / T ' \  M N  ^  ^  
- • T3S) H. Iji - 51 WijjHy -
(5.5.5) 
The conclusion that we can draw from equation (5.5.5) is that in any irreversible process 
occurring in a system, work is lost at a rate proportional to the system's rate of entropy 
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production. The rate of entropy production is a direct measure of the available work lost and 
we can always calculate an upper limit to the work that the system can transfer to the 
surroundings. When the system exchanges work with the surrounding pressure reservoir, P^., 
the amount of work transferred to the surroundings is equal to PsdV/dt, and we can determine 
the rate of available work, Wa, from 
The available work, Wa, is the maximum useful work rate that could be extracted as the system 
and the surroundings reach the equilibrium. 
In most of the systems that we are going to analyze, the volumetric work exchanged 
with the pressure reservoir will be negligible, since the expansion or contraction of these 
systems is very small under the action of the surrounding pressure, Pg. In this case the rate of 
the available work, Wa. will be equal to W. Figure 5.2 represents the relation between W, 
Wrev, and Wiost^ whereas W and Wrev can be either positive or negative in the case of 
systems that perform or receive work, respectively, Wiost is always positive. 
There is an alternative notation that we can use related to the lost work, in order to make 
a transition to the exergy notation that we will introduce in the next section. The rate of 
available work, Wa, may be written as 
(5.5.6) 
= \V - p dV _ _ ^ 
^dt |(U - TsS H-P.v) + I (1 - 11 - T,Sy )8j -
(5.5.7) 
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Figure 5.2 Positive lost work in a) systems performing work and b) systems absorbing work 
We can re-identify the maximum rate of delivery of useful work as 
Z / "p \ M N ^ 
(^U = -!("- TsS I + S I "iiSij • Vijh (5.5.8) 
maximum 
rate of 
useful (available) | 
work 
/accumulation 
; of nonflow 
\ exergy 
exergy \ , . , ^ 
transfer / net mtake \ 
due to heat + 
transfer I \ to mass transfer I 
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Equation (5.5.8) is useful in the calculation of the theoretically ideal operating conditions of the 
analyzed system such as the maximum mechanical power output for engines. The lost work 
can be defined alternatively (Bejan, 1988) in terms of available work, or exergy, quantities: 
^lost = (%)rev" % = (%)lost 
5.6 Exergy loss in open svstems 
5.6.1 Nonflow multicomponent systems 
We consider a multicomponent system consisting of N species in an initial stationary 
state, characterized by the variables of state (T, P, .. .Jij^), and its surroundings, 
characterized by (Tj,, Pg, with |a,- being the chemical potentials of the N species. 
We are interested in the maximum useful work that can be produced as the system and its 
surroundings reach thermal, mechanical and chemical equilibrium. The process is represented 
in Figure 5.3. 
smroundings 
s3?stem 
T, 'P,h 
Tg^Ps' Msi 
T ^ s i  N. 
W 
* 
p i l  
•Liiu 
Tg,Ps,^gi 
initial state transition state final state 
(equilibrium, 
dead state) 
Figure 5.3 Nonflow multicomponent system reaching equilibrium with the surroundings 
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We suppose that the number of moles of each of the N species of the mixture changes 
as a result of the diffusive contact between the system and the surroimdings, as well as 
chemical reactions. The system is open, functioning in a nonflow regime. The maximum 
available work from the nonflow multicomponent system may be written (Bejan, 1988) as a 
sum of two components, H and 
(%)rev = Stot = S + Sch 
N 
H,-. = U - T.S + P„V - y, the total nonflow exergy of the system (5.6.2) 
i=l 
with 
5, nonflow thermomechanical exergy, given by 
H = U - U* - T^(S - S*) + Pj,(V - V*) 
nonflow chemical exergy, equal to 
N 
"ch ~ S (M-j " ^^si^^i 
i=l 
U*, S*, V*, and Hi* are the properties characterizing the restricted dead state of the 
multicomponent system, that is, the state in which only the mechanical and the thermal 
equilibria with the surroimdings have been reached. In this state, the temperature and the 
pressure of the system match the corresponding surroundings values, whereas the restricted 
dead-state chemical potentials |ii* may be different from the chemical potentials ^si-die 
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ultimate dead state of the system, when chemical equilibrium with the surroundings is also 
5.6.2 Steady state multicomponent flow system 
We now consider a steady state flow system that reaches the dead state, that is, thermal, 
mechanical, and chemical equilibrium with its surroundings. Again, the multicomponent 
system consists of N chemical species, but this time they can enter and exit the system through 
M streams with flow rates Nj (see Figure 5.4). The composition of the streams exiting the 
system may be different than the one of the inlet streams. The system exchanges heat with one 
single thermal reservoir with temperature Tg. Equation (4.1.5) may be written, for the steady 
state situation that we analyze: 
reached, the chemical potentials and jlgi become equal. 
M N M N M N 
W = E„ = Q,  +  I I  Hi-  Nj .  5 j=  Qs  +1  I  (Hij  •  I  I  (H^ 
j=l i=l j=l i=l j=l i=l 
M N 
+ X %i ^sij (^ij'out' ^ij'in, j=l i=l 
(5.6.3) 
M M 
' 
dead state 
<Tg. Pg , 
* 
sunouMings 
Figure 5.4 Steady state multicomponent flow system reaching equilibrium with the 
surroundings 
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Equation (5.1.1) becomes, under the steady state assumption 
h M N  a M N  M N _  
= ^gen = • • S S Sjj Ny 5j = - - X S (^ij Nyjin + S S (^ij 
J ^ J ^ J 
M N _ 
• I I  S,ij(Nij,„„-Nij,i„] (5.6.4) j=l i=l 
We note that Hsij and Sslj represent, respectively, the molal enthalpy and entropy of the 
species i that crosses the system-surroundings boundary in stream j. 
If we now eliminate, as we did in section 5.5, between equations (5.6.3) and 
(5.6.4), and recognize that 
^si ~ ^^si ~ (^i" ^ s^ilout 
we obtain the expression for the maximum exergy delivery rate of the system, when it is 
operated reversibly: 
_ _ M N _ M N 
(%)rev = HN" " I I H" I I t'sifij.in ) j=l 1=1 j=l 1=1 
where might be defined as a modified Gibbsfree energy function of the incoming mixture, 
N is the total flow rate at the inlet, and H and S are the molal enthalpy and entropy of the 
inflowing mixture, defined as 
M N 
N = I lNij . i„  j=l i=l 
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M N _ , 
" "  •  1  - 1  ( " y  IN j=l 1=1 
M N 
S = ^ I  I ( S i j N i j ; m  
Nj=i i=l ^ •' •" 
We can express the specific maximum exergy delivery rate on a molar basis as 
= ("=wU = H - T,S - i ^3iXi (5.6.6) 
N i=l 
where xi are the mole fractions of the N components in the inlet mixture. 
We observe that in equation (5.6.6) (e^)j.gy is composed of two terms, the 
thermomechanical and the chemical flow exergies, as in the case of the nonflow system 
previously analyzed: 
(ew)rev = ®t = ® ®ch 
e^: the total flow exergy of the multicomponent stream N 
e: the thermomechanical flow exergy 
ech: the chemical flow exergy 
These quantities are defined similarly to the ones corresponding to the nonflow system: 
e  = H-!f-1^(8-^)  
N 
ech=X (^^1* -
i=l 
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with H*, |l*, and ^ being evaluated at the restricted dead state and defined by 
H =I  HjXi 
i=l 
^ii = H -Vi 
S  = I S i X i  
i=l 
The thermomechanical flow exergy accounts for the maximum work delivered to the 
surroundings as the multicomponent system reaches the restricted dead state, characterized by 
the intensive variables of state Ts and Ps, whereas the chemical flow exergy accounts for the 
maximum work delivered as the system reaches the true dead state, characterized by the 
intensive variables of state Ts, Ps, and the N chemical potentials |Xsi-
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CHAPTER 6. APPLICATIONS OF THE MACROSCOPIC 
BALANCES 
6.1 General conservation equations and entropy account expression 
The utilit}' of the macroscopic balances for material, energy, and entropy changes in 
homogeneous systems with chemical reactions, and a better understanding of the meaning of 
the specific terms is best obtained by considering a number of different hmiting situations. 
Examples of physical-chemical and biochemical-biological systems are analyzed next. For each 
example, the equations that are going to be applied are those obtained in the previous sections: 
(6.1.1) 
M N 
— = y y  w - 5 .  
dt U J 
J 1 
^ = n.C a-^TaVf .i = . i | 
k 1=1 J 1 
(6.1.2) 
-Cs-Plf-Wsh (6.1.3) 
-Ps-Plf  (6.1.4) 
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=T ds . .di i+y Q, + y  yh- .w-s  - t  y  y  S-W..5.  
S dt dt ^ Y i ^ 1 "^1 ^ i i •' 
(6.1.5) 
In systems which are operated in a semicontinuous or discontinuous fashion with 
regard to mass exchange, the mass balance equations must be used in a sequential manner to 
achieve the proper results from integration. In many biological applications in which an 
organism feeds periodically, proper choice of the time interval over which the difference 
equation is written can lead to simple results, whereas improper choice of the time interval or 
use of the rate expression at a point in time can generate misleading results (Seagrave, 1971). 
It is instructive to consider first some limiting cases of the governing equations, in 
order to be able to further imderstand more complex, open unsteady-state systems. 
6.2 Isolated systems 
An isolated system is defined as a closed system (no material crossing the system 
boundaries) that has no other interaction with the surroundings (dU = dm = dV = Wsh = Ql = 
Qs = 0). Upon applying the conservation relations and the entropy account and lost work 
expressions the following result is obtained: 
M N 
J 1 
^ = mC_^ - mTVa^ + X ^ = 0 
dt  Pdt  dt  Rk dt  
(6.2.1) 
(6.2.2) 
(6.2.3) 
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(6.2.4) 
The energy balance equation, (6.2.3), states that any chemical reaction progress must 
result in a temperature or pressure change, if the sum of the enthalpy changes of reaction is 
non-zero. Note here that the heat capacity is the averaged constant pressure heat capacity of all 
the material in the system. It will be a function of composition and temperature. We can also 
see from equation (6.2.4) that although material and energy flows are not crossing the 
boundaries, the system is an entropy producer, as a result of the chemical reactions taking place 
inside. In order to describe any pressure variation, an additional relationship for the pressure, 
volume, temperature, and mixing characteristics for the material in the system, for example the 
ideal gas law, would be required. Kinetic rate expressions, in terms of the temperature and 
concentrations of the appropriate species would be required also, for a complete description. 
6.2.2 Example. Adiabatic rigid reactor 
An example of an isolated system would be an adiabatic rigid tank containing a mixture 
of ideal gases that are chemically reacting. Then, since the constituents and the mixture are botii 
assumed to be ideal, the following relations result; 
N 
PV = X "i^^T 
PV = RT equation of state 
the coefficient of thermal expansion 
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N _ 
m = DiMj total mass of the system 
and the rate of change of the number of moles, the rate of temperature change, and the rate of 
entropy production are given by the following relations: 
dt Y 
(6.2.6, 
P H? Z+1 Z+1 z 
"Sf • = I Qi = 0. "il- X Q) = Q3 + I Q| (6.2.7) 
® k 1=1 1=1 1=1 
T^ = Xa^^ where A^ = -Xvki^l i  (6 .2 .8)  
k i 
6.3 Closed systems 
In this situation only the mass flow terms are necessarily zero, and the result is 
k 
N M 
^=IXwij5j=° <"-2)  
• j 
"^pf • A = ?' <31 • Cs - ''if • *sh (6-5-3) 
k 1— 1 
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For incompressible liquids and solids the second term of equation (6.3.3) is zero. If, in 
addition, the volume is fixed, then equations (6.3.3) and (6.3.4) become 
Z+1 
If, in addition, there are no chemical reactions occurring, the energy balance and the entropy 
account become, respectively 
">Cpf = l'Qi-w,^ 
1=1 
diS /  T\  • 
These closed-system relations can be very useful in understanding physical systems and 
biological systems that are either closed or that may be approximated as closed for selected 
periods of time. 
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6.3.1 Example. Resting human between meals 
Man lives because he is able to utilize the chemical energy stored in the bonds between 
the atoms that make up his food. The nutritional requirements of humans are very complex. 
Humans require a source of carbon, which usually consists of carbohydrates and fats, amino 
acids (proteins), water, and inorganic ions. A large variety of vitamins and a few 
polyunsaturated fatty acids are also necessary for a balanced nutrition. From an energy 
conversion standpoint, living man is more analogous to difuel cell (the pov.'er source used on 
some space capsules) than to an engine (to which he is frequently compared). Like a fuel cell, 
man is a constant temperature energy converter, as opposed to the heat engine, which produces 
work by absorbing heat from a high-temperature reservoir and rejecting heat to a low-
temperature reservoir (Figure 6.1). 
"fuel' 
02 
man 
Q 
- const.! 
- energy 
W released 
inside 
< 
/ 
\ 
/ 
/ 
fuel 
\ 
air 
heat t 
engine 
low temp.l Q] 
high temp. 
anode 
fuel J 1 cell 
cathode 
I 
electrons 
W. 
O z . N ;  
Figure 6.1 Analogy between the living man and the fuel cell 
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The basal metabolic rate can be defined as the energy converion rate of a subject resting 
quietly after at least 8 hours of sleep and at least 12 hours after the last meal. It can be obtained 
by performing an energy balance upon the body, temporarily considered as a closed 
thermodynamic system. 
If the energetic value differences of the respiratory gases and the evaporative losses of 
water can be neglected for the period of time chosen (time between meals), the description of 
the resting human as a closed system is given by 
(6.3.5) 
dt 
(6.3.6) 
(6.3.7) 
of stored 
thermal 
energy 
Rate of change' ' Metabolic' 
conversion Heat transfer rate 
from the 
,surroundings, 
+ of stored 
chemical 
energy j 
(6.3.8) 
At a constant temperature the energy balance reduces to 
iAHRk% = Qs (6.3.9) 
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In the context of this example, the left-hand side of equation (6.3.9) represents the energy 
transformed due to reactions occurring within the system, the chemical component of the 
internal energy. For a normal adult male it is approximately equal to - 70 kcal/h (Consolazio, 
1963) and it is called the basal metabolism. It can be determined directly, by measuring Qs in a 
calorimeter, or indirectly, by measuring the oxygen consumption rate. 
6.4 Steadv-flow systems 
In this often encountered situation, particularly in engineering applications, the net inlet 
flow is equal to the net outlet flow, and the time derivative dm/dt = 0. We have also mentioned 
in section 3.4 that the result shown in equation (3.4.2) will have repercussions upon the energy 
balance and the entropy account. Thus, for constant V, T, P, we obtain for the energy balance 
(6.4.1) 
Here we note that the left-hand side of the equation is equal to the second term in the 
summation in the right-hand side; therefore the energy balance reduces to 
M N Z+1 
j 1 1=1 
(6.4.2) 
The entropy account becomes 
(6.4.3) 
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We make here the same observation as before, the first term on the right and the second part of 
the summation cancel, and the result is 
H  c  M  N  Z + l ,  
s . .A. .s .4 .Ty o i i -x  (6.4.« 
• d t  y T  "  f f l  T i l  
6.4.1 Example. Steady-flow, adiabatic steam turbine 
We consider a steam turbine operated in a steady regime (Figure 6.2). Across the 
turbine, the steam pressure drops from Pin to Pout- The adiabatic operation condition reduces 
Qs to zero. In this situation all the chemical reaction terms drop out; the conservation equations 
for mass and energy, and the entropy account become 
^in = ^out = ^ (6.4.5) 
adiabatic bouMaiy 
Q,= 0 
Figure 6.2 Adiabatic steady-flow turbine 
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^(^in' ^ out) ^sh 
d-S . J — =  S  
dt gen 
= w(s 
out y 
(6.4.6) 
(6.4.7) 
The enthalpy-entropy diagram of this steady-state process is drawn in Figure 6.3. When we are 
interested in the limiting situation of a reversible operation of the turbine (customary evaluation 
in engineering applications), equations (6.4.6) and (6.4.7) become 
^(^in • ^out.rev) ~ ^sh,max (6.4.8) 
~ ^gen ~ ^(^out,rev ' ^in) ~ ^ (6.4.9) 
m 
enthalpy 
deficit 
out_. 
but 
otit 
but 
specific 
entropy 'out, rev-
Figure 6.3 Enthalpy-entropy diagram for a steady-flow turbine 
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The reversible operation is represented in the diagram by the solid line A-B. We can now 
calculate the drop in shaft power caused by irreversibility: 
^s,max - Wg = w j.gyj = w T^^^ (^out"^out,rev) 
since in the reversible situation, , and 
Ws,max-*s=T„„,Sg,„ (6.4.10) 
Tout is an average temperature between Tout,rev and Tout- The steam outlet temperature rises 
as the irreversibility in the system increases. If we consider Tout as approximately constant, the 
conclusion from equation (6.4.10) is that the decrease in shaft power is directly proportional to 
the rate of entropy generation, Sgen-
6.4.2 Example. Steady-flow continuous stirred-tank reactor (CSTR) 
The CSTR, used commonly in industrial processing, is operated continuously, usually 
at steady state. It is assumed to be perfectly mixed and, as a result, there are no spatial 
variations in concentration, reaction rate, or temperature throughout the system. It is 
represented schematically in Figure 6.4 for the case of a single chemical reaction occurring. 
Since the reactor is assumed to be perfectly mixed, the temperature and the concentration at the 
outlet are the same as those inside the reactor. We assume very simple reaction kinetics: 
^A = ->^'=A 
The application of the balance equations gives for this system: 
- mass balances on species A and B: 
58 
IXL, 
adialiatic surface 
Q,= 0 
'A1 
Bo 
Figure 6.4 Adiabatic, steady-state CSTR 
dm 
dt 
, _ 
— = 0 = (6.4.11) 
^ -0-  -Wout®Bi+Mg-^ (6.4.12)  
resulting in 
_ ^out ^1 _ ^out ('^AO'^Al) 
dt Mg Mg 
- energy balance: 
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"Al^out^Al + Hsi^out^Bl - ^Ao^in^Ao = Qs" ^sh = " ^sh (6.4.13) 
- entropy generation rate inside the reactor: 
d S 
^gen ^ T l^out®B 1 + j ^Al%ut®Al" ^ AO^in®AO" j 
We mention here that if enthalpy changes on mixing are neglected, the partial enthalpies Hy are 
 ^  ^ /-S. 
equal to the specific enthalpies of the pure components, H;;, and also S-: = Sj-. This makes the y y 
estimation of Sgen much easier, since the thermodynamic data for most pure components are 
usually tabulated, whereas the partial quantities have to be experimentally determined in most 
cases. 
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CHAPTER 7. THERMODYNAMIC ANALYSIS OF GREEN 
LEAVES 
7.1 Photosvnthetic processes 
Living organisms are classified on the basis of their nutritional requirements for carbon-
containing compounds as autotrophs or heterotrophs. Organisms able to utilize carbon dioxide 
as their only source of carbon are called autotrophs; they assimilate CO2 in photosynthesis. In 
addition to CO2, they also need as nutrients water, oxygen, and inorganic ions. Almost all 
higher plants, most algae, and a few bacteria have an autotrophic nutrition. 
Green plants capture solar energy and convert it to chemical energy by photosynthesis. 
During this process carbon dioxide and water are transformed into simple carbohydrates (such 
as glucose and sucrose), and oxygen is liberated into the atmosphere: 
H2O + CO2 -> carbohydrate [CH2O] + O2 (7.1.1) 
Photosynthesis is not possible in the absence of light. The rate of the photosynthesis 
reaction increases with the amount of iiradiance received by the plant, and levels off at an 
irradiance of 300 W/m^ for concentrations of CO2 in the air equal to 330 ppm. The 
photochemical reaction (7.1.1) is, therefore, light saturated. 
Based upon the chemical nature of the first product of CO2 fixation in photosynthesis, 
terrestrial plants are classified as C3 or C4 plants. In most higher plants the first product of 
carbon dioxide fixation is a three-carbon compound called 3-phosphoglyceric acid; these are the 
C3 plants. The plants in which the first product of CO2 is a four-carbon dicarboxylic acid are 
known as C4 plants. The two types are distinguished by different biochemical, anatomical and 
physiological characteristics. Moreover, C3 plants exposed to light respire away greater 
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quantities of some of the early products of photosynthesis than C4 plants do. This process, 
which occurs at a rapid rate in C3 plants but only to a limited extent in C4 plants, is known as 
photorespiration. Among the C3 plants we mention cotton, tomato, lettuce, wheat, roses, 
orchard grass, oaks and maples. The C4 species includes sugar cane, bermuda grass, and 
maize, all classified as tropical grasses. 
The reverse process to photosynthesis is respiration. It is illustrated by the inverse of 
the reaction (7.1.1). Release of respirator}' CO2 into the atmosphere balances a portion of the 
CO2 fixed in photosynthesis. In order to determine the value for the total, or true 
photosynthesis rate, one has to add the respiratory rate of CO2 released into the atmosphere to 
the rate of net photosynthesis of the leaf: 
rate of true = rate of net + rate of respiration 
photosynthesis photosynthesis in the light 
During the growth process a plant gains in dry weight to the extent that photosynthesis 
exceeds respiration. Until about three decades ago the rate of total photosynthesis of a green 
leaf was determined by measuring the rate of net photosynthesis and correcting it by the rate of 
respiration in the dark. Today it is known that rates of respiration in the light and in the dark are 
the same only in C4 plants. In C3 plants photorespiration, which occurs simultaneously with 
photosynthesis, decreases net photosynthesis because a portion of the CO2 fixed escapes from 
the leaf shortly after it is fixed and is not available for plant growth. 
Reaction (7.1.1) is endergonic, and the necessary energy comes from the absorption of 
light; in the case when the carbohydrate is a-D-glucose, reaction 7.1.1 is written; 
6 H2O (1) + 6 CO2 (g) -> a-D-CgH220g (aq.,lM) + 6 O2 (g) (7.1.2) 
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and the standard free energy of combustion of glucose in oxygen at 298 K is (Metzler, 1977): 
A G° = 479 kJ/mol of CO2 fixed at 298 K 
A G° = 2872.2 kJ/mol of glucose synthesized at 298 K 
The overall process undergone by a green plant exposed to radiant light energy is 
represented in Figure 7.1. 
hv ± r8udiaiii.t 
energy 
C8irboh3?diate3 
photosynthesis 
C02+HaD 
JI biological respiration 
i 
nev green 
mass 
O2 to atmosphere 
photorespiration + giovth 
Figure 7.1 Green plant solar energy conversion 
7.2 Photosynthesis efficiency 
7.2.1 Practical photosynthesis ejficiency (plant productivity) 
The simple carbohydrates produced by photosynthesis are converted by subsequent 
metabolic processes into proteins, nucleic acids, lipids, and other organic substances. The 
production of organic matter depends on many external factors, among which the most 
important are the presence of radiant energy, favorable ambient temperature, and availability of 
carbon dioxide, water, and inorganic nutrient supply. Internal factors, such as the presence of 
pigments, enzyme levels and genetic heritage, also influence the efficiency of the process. 
From a cultivator's point of view the purpose of photosynthesis is to provide a source of 
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carbon and energy to the nonphotosynthetic organisms of the biosphere. Therefore, a practical 
efficiency of photosynthesis. Tip, is usually defined and calculated as 
practical _ energy content of plant material (7 2 1) 
~ efficiency of solar energy available 
photosynthesis 
Determinations of the practical efficiency of plants in converting solar energy into stored 
chemical energy have been made for a number of plants and plant communities. This efficiency 
is usually determined by measuring how much plant material is produced in a unit time on a 
unit area of land. The energy content of the plant material is then determined and compared 
with the amount of solar energy that the plants have been exposed to. The practical efficiency 
varies from 0.1 % for ordinary agricultural practices under field conditions to 25% obtained 
under laboratory conditions (Becker, 1977). Two questions seem to arise naturally: 1) Is there 
an upper limit to the efficiency of energy conversion? and 2) Why are the values so low? The 
answer to the first question can be found by analyzing the physics and thermodynamics of the 
photosynthetic system (leaves, plants, or plant communities), whereas a partial answer to the 
second question can be obtained by taking into consideration environmental factors such as 
lack of water or inadequate temperatures, deficiencies of inorganic nutrients and inappropriate 
cultivation methods. 
7.2.2 Energy transduction efficiency of photosynthesis 
The driving force for the photosynthetic process is solar radiant energy. Chlorophyll is 
the primary pigment that absorbs solar radiation and converts it into chemical free energy. It is 
important to analyze here the quality and the quantity of light required by chlorophyll in the 
photosynthetic process. 
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Visible light is electromagnetic radiation with wavelengths in the 400 - 700 nm range. 
The dependence between the wavelength A and the energy content of a photon, e, is given by 
e = hs. (7.2.2) 
e: energy content of one quantum (photon) of light 
A: wavelength of the photon (nm) 
h: Planck constant 
c: velocity of light 
Light can be considered in units of moles (analogy of the photon gas). A mole (Avogadro's 
number of quanta) of light is called an einstein and has the energy 
£ ^ Nhc _ 6.023 X 10^3 _ 2.86 x 10^ kcal (7.2.3) 
XX /I einstein 
A result from equation (7.2.3) is that the energy content of the photons used for a 
photochemical reaction is dependent upon the wavelength of the light actually absorbed by 
chlorophyll. 
The electrons of light-activated chlorophyll are excited through a potential gradient, 
AVo, of approximately one volt (Becker, 1977). We can calculate the free energy of this 
excitation as 
AGo = - nFAVo = 96.5 kJ/mol 
with F being Faraday's constant in J/molV, and n the number of electric charges involved in 
the excitation. From Table 7.1 it results that visible light of any wavelength can drive the 
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Table 7.1 Energy content of light within the visible range, Gibbs free energy of light 
actudly absorbed by chlorophyll, and calculated efficiencies of electron 
excitation by light of different wavelengths (modified from Becker, 1977) 
Wavelength 
(nm) 
Color Energy content 
(kJ/einstein) 
Gibbs free 
energy of the 
absorted light 
(kJ/mol) 
Efficiency of 
electrons 
excitation 
(%) 
400 Violet 301 18058 32 
500 Blue 238 14296 40 
600 Orange 201 12038 48 
700 Infrared 171 10283 56 
electron transfer involved in the photochemical process. 
It has been shown that at least one photon is required to excite one electron (Becker, 
1977), and thus we can calculate the efficiency of the excitation of electrons by visible light of 
different wavelengths. The results are shown in the last column of Table 7.1. With this, the 
overall efficiency of photosynthesis in transducing absorbed solar radiation into free energy of 
carbohydrate molecules (sugar) can be determined as follows. The number of electron 
excitations per glucose molecule synthesized is 60 (Becker, 1977). This is equivalent to 10 
photons necessary per molecule of CO2 used, which is in agreement with experiments that 
have shown that the actual number of photons absorbed per CO2 fixed is between 8 and 10 
(Becker, 1977). For red light (X = 680 nm), 60 photons represent 60 x 43 kcal = 2580 kcal of 
light absorbed per mole of glucose synthesized. Since A G° for the synthesis of glucose from 
carbon dioxide and water is 688 kcal/mol (Metzler, 1977), we can determine the overall 
theoretical ejficiency of pholosynthetic energy transduction, T|j, as 
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A p O  
„ ^ '-'glucose synthesis „ ,nn - 688 kcal/mol _ 07 cr. a ^ 
^t - -7^5 ^ - 2580 kcal/mol " ^^ 
absorbed light 
As we have mentioned before, efficiencies of this order have only been observed only in some 
laboratory experiments, and the practical efficiency usually observed under field conditions, 
Tip, is of the order of < 1%. Besides the internal factors that we have listed that are responsible 
for this low efficiency, we can mention the fact that only 1 to 2 % of the sun's energy falling 
on the plant is actually used for photosynthesis, and < 1% is stored in products. 
7.2.3 Thermodynamic efficiency of photosynthesis 
Interest in the calculation of an upper limit to the photosynthesis efficiency has 
increased since the appearance of the thermodynamic analysis of the photosynthesis process 
done by Duysens in 1952. Many papers on the applicability of thermodynamics to 
photosynthesis have been published, but the results are not very often compatible. Some 
authors such as Spanner (1964) and Yourgrau and van der Merwe (1968) have focused on the 
entropy account in photosynthesis, whereas others (Mortimer and Mazo, 1961) have been 
concemed with estimating the correct value of the effective temperature of the radiation field. 
The controversy over the proper expression for the theoretical maximum conversion efficiency 
of solar energy converters has been resolved by Gribik and Osterle (1984) in their review paper 
concerning the second law efficiency of solar energy conversion. They have reviewed all the 
investigations on this subject reported in the literature. Four different expressions have been 
proposed for the maximum thermodynamic efficiency of solar devices that convert undiluted 
black body radiation into useful work. The paper indicates the reasons for the differences 
between the four results and brings arguments in favor of one of the four. Thus, in the light of 
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their conclusions, the green leaf viewed as a solar energy converter will have a theoretical 
maximum conversion efficiency given by 
y. = W ^ 1 . 4 l l  ( 7 . 2 . 5 )  
'max TJ 3 T Ur J ij. 
Expression (7.2.5) is the one proposed by Spanner as early as 1964. W is the work done at the 
expense of the radiation, Tr is the temperature of the isotropic radiation of energy Uf that falls 
on the leaf, and T] is the temperature of the leaf. Not all of Ur is available for work. The leaf 
rejects heat to its surroundings, Q, and it also loses unbalanced radiation of its own, Ui, while 
it is absorbing Ur- By the first law of thermodynamics 
W =  U j -U j -Q  (7 .2 .6 )  
The result in equation (7.2.5) suggests that the leaf functions essentially as a heat engine, with 
two differences: 1) not only does it absorb radiation, but also destroys radiation and 2) it 
delivers work as chemical free energy, as opposed to classical mechanical systems. Since it 
functions continuously, the leaf must use in cycles a "working substance." It has been 
proposed (Noggle and Fritz, 1983) that some of the electrons of the chlorophyll molecules may 
fill this role. 
The actual thermodynamic efficiency of the photosynthetic process in the leaf is 
Ti = ^a'^Iost (7 2.7) 
Wa 
and may be calculated for the leaf photosynthetic system once the dissipation rate, or lost work, 
is determined. 
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Two main approaches have been taken to the problem of the theoretical thermodynamic 
efficiency of green leaves: kinetic (Ross and Calvin, 1967), and macroscopic, based on first 
and second law principles (Spanner, 1964; Osterle, 1984). There is a large variation in the 
results obtained for the upper limit of the thermodynamic photosynthetic efficiency, rimax' 
Values found in literature range from 20% to 80%. In this chapter we will calculate the actual 
thermodynamic efficiency, T), in converting solar energy of a green leaf by following the 
macroscopic approach, and we will also calculate the practical photosynthesis efficiency of the 
same leaf, T|p. In order to determine these efficiencies, we will first perform material and 
energy balances around the leaf and than determine the entropy production rate for the same 
leaf 
7.3 Leaf material balances 
In this section we will describe the transport of gases into and out of the leaf associated 
with the photosynthetic fixation of CO2 and transpiration of H2O vapor. The gas fluxes of CO2 
and H2O across a C3 leaf and their driving forces (the differences in CO2 and H2O 
concentrations) are represented in Figure 7.2. 
CO2 diffuses from the air, across a boundary layer adjacent to the leaf, through the 
stomates, into the mesophyll cells, and into the chloroplasts. It diffuses across the same 
barriers as transpired water vapor, and also across five additional resistances: the nongaseous 
components of the mesophyll cell wall, the plasmalemma, the cytosol, the chloroplast limiting 
membranes, and finally the stroma inside the chloroplasts. These five additional resistances are 
divided in two groups, represented in Figure 7.2 b) by rco2'"®® (cell walls plus plasmalemma 
plus cytosol) and rco2'^^' (chloroplast limiting membranes plus stroma). Water vapor difflises 
in the opposite direction from the pores in the mesophyll cell walls or other sites of evaporation 
into the air surrounding the leaf The values for the resistances to mass transport are different 
for the two gas fluxes. The resistances of the barriers crossed by the transpired vapor are 
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grouped together in a total resistance, rH20^°'- This total resistance is the sum of the resistances 
to vapor diffusion of the boundary layer, the stomata, and the intercellular air spaces. Some 
parts of the transport pathway are more limiting for photosynthesis than for transpiration. For 
example, a greater stomatal opening may be an advantage for photosynthesis, but may result in 
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Figure 7.2 a) Transverse section through the leaf b) Mass fluxes and resistances to gas 
transport for carbon dioxide and transpired water vapor 
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excessive transpiration. A cost index may be calculated as the ratio between the amount of CO2 
fixed and the amount of H2O lost by transpiration. 
We are interested in the transport of two species only, CCh and H2O; therefore the 
species mass balance equations (6.1.1) become: 
^ d^ 
UL zin zoui z 
dm H2O 
dt - ^ H20in 
— d^ 
^H20out ' %2®^ 
rate of CO2 
or H2O 
accumulation 
or consumption 
inside the leaf 
net rate of CO2' 
or H2O flows 
into or out of 
the leaf 
rate of CO2 
or H2O 
consumption 
by photosynthesis 
7.3.1 Determination ofC02flux across the leaf 
We will consider the main function of the leaf, photosynthesis, in terms of the diffusion 
flux of CO2 through the stomata, across the intracellular air spaces, into the mesophyll cells, 
and into the chloroplasts. The diffusion pathway is more complex than is the analogous one of 
the movement of transpired water vapor, because CO2 must diffuse across the same resistances 
encountered by water vapor moving in the opposite direction, and also cross additional 
barriers: the cell wall of the mesophyll cell, the plasmalemma, part of the cytosol, the 
membranes surroimding the chloroplast, and part of the chloroplast stroma (Figure 7.2.b) We 
will consider CO2 diffusion into the leaf across the lower surface of the leaf only and we will 
also ignore the cuticular path for CO2 diffusion into the leaf. The cuticular diffusion of CO2, as 
well as the cuticular diffusion of transpired water vapor, may be neglected, since the resistance 
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to mass transport of these species across the cuticle is in parallel with the analogous quantities 
for the stomata; carbon dioxide and water vapor can enter and, respectively, leave the leaf either 
by crossing the cuticle, or by moving through the stomata. The total resistance for the two 
resistors in parallel is equal to 
r -± + l- = -
'par - ^ -
r?trP 
rf' rf rft + if 
and since the resistance to transport of species i (C02 or H2O) across the cuticle is much 
higher than the resistance to transport through the stomata (Nobel, 1991), the cuticular 
diffusion pathway can therefore be neglected. 
In order to be able to determine the CO2 flux across the leaf we will use Pick's law, 
which relates concentration gradients (driving force) to the mass fluxes: 
dc: Ac; cp - c} 
= diffusion coefficient of species i within the substance of the membrane j 
cp = concentration of species i outside the membrane 
c| = concentration of species i inside the subsystem delimited by the membrane 
Ax = thickness of the membrane 
Because Dij is the diffusion coefficient of species i within the substance of the 
membrane j, an actual concentration drop within the membrane has to be used, given by the 
expression Kj (ci® - ci^), where Ki is the partition coefficient of species i. The partition 
coefficient is defined as the actual concentration of species i in barrier j divided by the 
concentration of species i that would occur in an adjacent air phase at equilibrium. Therefore, in 
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order to describe the diffusion of CO2 across a membrane or other barrier we will use the 
following expression: 
Ji o 40j(''C02-':fc02)_ , i , 
Jc02-^C02j -^C02ji^C02 
where Pco2j permeability coefficient of CO2, and it is defined as 
DcOjjKcO, 
^
It has been shown (Nobel, 1991) that the partition coefficient for carbon dioxide in all the 
barriers to mass transfer of the mesophyll cells and chloroplast membranes is approximately 
equal to one for pH values ranging from 4 to 6. It increases for pH values higher than 7, but 
the normal pH values of cell compartments are always smaller than 7. 
The material balance on CO2 quantitatively describes its fixation in photosynthesis and 
its evolution in respiration and photorespiration. The net flux of CO2 into the leaf, Jco2. 
represents the measure of the apparent or net carbon dioxide assimilation rate by 
photosynthesis. The true rate of photosynthesis, JcozP^. minus the rate of carbon dioxide 
evolution by respiration and photorespiration, is related to the net flux into the leaf 
as follows: 
T _ JPH rR+Pr 
••coj ~ •'CO2 • •'CO2 
If respiration or photorespiration increases, the net photosynthetic rate will decrease. The 
apparent or net rate of photosynthesis, Jco2 can be expressed in terms of the various 
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resistances to mass transfer, respiration and photorespiration, and the overall drop in CO2 
concentration across the leaf as 
Ac 
ove 
CO 
••COn 
'2 _ 
„a -chl 
"COo ' '^CO-
_ove /iR+Pr 
(7.3.2) 
rbll 4. J1 4. , 
^C02 ^ ^C02 ^ ^C02 ^ 
'CO-, 
•+ i 
^COo 
fChl irn COo 
The atmospheric CO2 concentration at which CO2 is respired and photorespired and is 
compensated for by CO2 consumed in photosynthesis is known as the CO2 compensation 
point. When the carbon dioxide concentration in the air decreases and reaches the compensation 
point, the net rate of photosynthesis, Jco2> becomes zero and CO2 fixation ceases: 
pa f^chl _ iR+Pr _chl r'? 
'^C02 •'^COj ~-"COj '^C02 
The CO2 compensation point is higher for C3 plants (40-100 |i,mol/mol) than for C4 plants 
(3-10 |xmoI/moI). 
If the amount of light incident on a leaf continuously decreases from the value for 
direct sunhght: PPFD = 2000 jimol/m^s (the highest photon flux density incident on the leaf 
when the sun is oriented overhead on a cloudless day) to a PPFD value for which there is no 
net photosynthesis, a second compensation point is reached, which is known as the light 
compensation point for photosynthesis. Because photorespiration depends on the products of 
the photosynthesis reaction, both photorespiration and gross photosynthesis decrease as PPFD 
decreases. C3 and C4 plants have approximately the same light compensation point (at 20 °C 
and 330 |imol C02/mol in the air, the light compensation point for both species is at PPFD == 
6-16 jimol/m^s). At the light compensation point Jco2 becomes once again zero, and equation 
(7,3.3) holds. The concentration of carbon dioxide in the air is unchanged, but the 
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concentration of carbon dioxide inside the chloroplasts increases as a consequence of the 
decrease in carbon dioxide fixation by photosynthesis. If PPFD becomes smaller than the value 
for the light compensation point, Jco2 reverses direction and a net flux of carbon dioxide 
leaves the leaf. When cco2^ becomes equal to ccoi'^^. the value of Jco2 becomes negative 
and part of the combined respiratory and photorespiratory fluxes is refixed in the chloroplasts 
and part leaves the leaf: 
yR+Pr chl 
••COj 
^*^2 (rbll , rll J. rHieS . rChl 
COo + '"COo + ^CO-
We consider a concentration of CO2 in the surrounding air of 330 ppm, which is 
equivalent to 15 x 10 "3 mol/m^ at 20 °C and 0.1 MPa, and take into account the fact that at this 
temperature and pressure respiration plus photorespiration are as large as 30% of 
photosynthesis (Nobel, 1970). The values for the resistances to mass transfer and for the 
concentration of CO2 inside the chloroplasts are (Nobel, 1991) 
r^'^2 + ''CO2 ~ phase resistance = 400 s m"' 
r^Q^ = mesophyll resistance = 140 s m"^ 
r^^2 = chloroplast resistance = 100 s m"l 
CC^2 = 8 X 10"^ MOL/M3 
The net rate of photosynthesis can be now calculated from equation (7.3.2): 
Jco2 = 104 X 10'^ mol/m^s 
varies with temperature, plant species, illumination, among other factors (Zelitch, 1971). 
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7.3.2 Determination of water vapor flux 
Water vapor leaves the leaf through the stomata, which also control the entry of CO2 
into the leaf. The stomatal opening is controlled by the guard cells that contain chloroplasts, 
unlike other epidermal cells. At night the stomatal pores are closed. Upon illumination the 
guard cells take up K+. The K+ uptake increases the internal osmotic pressure and lowers the 
internal water potential, so water flows from the epidermal cells into the guard cells, leading to 
oscillations of the stomatal opening with a period of 30 to 60 minutes (Zeutch, 1971). Water in 
liquid or vapor state can also move across the cuticle, but the cuticular transpiration is usually 
negligible, and we will not consider it in our analysis, based on the same argument that we 
invoked when discussing carbon dioxide diffusion across the cuticle: the resistance to transport 
across the cuticle is generally considerably higher than the resistance to transport through the 
stomata, which is in parallel with it. The intercellular air spaces shown in Figure 7.2. a) act as 
an unstirred air barrier across which water vapor must diffuse. The thickness of this barrier is 
approximately equal to 100 jim -1 mm for most C3 leaves (Nobel, 1991). The resistance of 
the intercellular air spaces to water vapor diffusion, compared to the other resistances 
encountered by the transpired water, is low. 
Only the lower surface of the leaf is considered active in transpiration. The transpired 
water vapor flux is written as a ratio of the driving force for transpiration, A 
resistance encountered by the evaporating water, 
A «mes «a 
%oO = = ^ 2_ (7 3 4) 
^H20 '^H20 
where CH20"'®® is the water vapor concentration in the mesophyll cell wall pores, and CH20^ is 
the water vapor concentration in the surrounding air, outside the boundary layer adjacent to the 
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leaf. For a leaf having a temperature Ti = 25 °C, surrounded by air at 20 °C with 50% relative 
humidity, ch20^ = 0-48 mol/ra^ (Nobel, 1991). Equivalently, the water vapor mole fraction in 
the air, yH20^. is equal to 0.0115. The concentration CHIO""®^ in the mesophyll cell walls is 
1.27 mol/m^ (Nobel, 1991) or, equivalently, yH20'"®® = 0.0311. The total resistance to vapor 
diffusion, rH2o'°'. is equal to 6.5 m^s/mol (Nobel, 1991). Therefore, the transpired vapor flux 
can be calculated from equation (7.3.4 ): 
,mes 
J ^ ^ ^ ^ yH20 JH2O' yH20 ^ 0.0311 . Q.QI 15 ^ ^ ^^.3 piol 
^2^ j.tot |-tot o 
%0 6.5 X 10"^ 
^ ^ ^ mmol 
We can now determine the water use efficiency index, w.u.e., and the transpiration ratio, t.r., 
for the leaf considered: 
T 1.04 X 10-5 JM 
w.u.e. = ^ = 3.45 X 10" 
JhjO 3.01X 10-3 JM 
m^s 
t.r. = = 289.4 
^C02 
Usually, the water use efficiency is averaged over a day, and for mature C3 leaves it has an 
approximate value expressed on a mass basis of 2.5 g C02/kg H2O (Nobel, 1991). 
We can relate the amount of water transpired to the water content of the leaf. For 
example, in the case of a leaf thickness of 300 nm and an intercellular air content of 30% by 
volume, water, which represents almost 90% of the leafs mass, has a thickness of 90% of 210 
|j,m. Given the density of water (1000 kg/m^), we may estimate that the leaf contains 11 
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moI/m2. For the calculated transpired water vapor flux of 3.01 x 10 '3 mol/m^s, 11 mol would 
be evaporated in the time tevap^ 
mol 
m-,2 
3.01 X 10-3 
m^s 
= 3654 s = I h 
This type of calculation may be useful in estimating the period of time after which a transpiring 
leaf must be supplied with water. 
7.4 Solar energy conversion bv photosynthetic processes 
The solar radiative input to the earth's atmosphere has a value of approximately 1370 
J/m^s. This radiation input is known as the solar constant. Part of the solar constant is 
converted into free energy needed in the synthesis of ATP and NADPH in chloroplasts. ATP 
and NADPH are further utilized as "energy currencies" in the fixation of carbon dioxide into 
carbohydrates during the photosynthetic process. In turn, a fraction of the carbohydrates serves 
as a resource for respiration, which leads to the synthesis of ATP by oxidative 
phosphorylation. 
In order to quantitatively estimate the energy available to the leaf, the mechanism of 
radiative energy transfer has to be understood. In photosynthesis radiation not in equilibrium 
with the leaf is absorbed, and its energy is used to perform work in the form of storage of 
chemical free energy. The chemical reactions involved take place at constant temperature and 
pressure. In other words, the stored work is used to promote the chemical reactions in a 
isothermal system in contact with the atmospheric pressure reservoir. 
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Planck's formula for black body radiation relates the energy of frequency v per unit 
frequency interval per unit volume, Uy, to the refractive index of the medium, n, and the 
frequency of the radiation, v. 
1 1 (7.4.1) 
V ^3 ^ghv/kT. 
The total energy in a volume V and a band of width 5v is equal to 
U^ = VUy6v (7.4.2) 
Stefan-Boltzmann's law, which can be derived from integrating Planck's law, expresses the 
relation between the total energy density of black body radiation of all frequencies and the 
temperature. It states that the rate at which a black body emits radiant energy is proportional to 
the fourth power of temperature: 
rate of energy radiation = a (7.4.3) 
In expression (7.4.1), the constants h, k, and c have their usual significance: 
h: Planck constant = 6.625 x 10'^^ J s 
k: Boltzmann constant = 1.380 x 10'^^ J/K 
c: velocity of light in vacuum = 3x10^ m/s 
whereas in expression (7.4.3), a represents the Stefan-Boltzmann constant: 
a = 5.67 X 10-8 w/m2K4 
We can see from equation (7.4.3) that the entropy of black body radiation varies as T^, and, 
since the temperature of the leaf is much smaller than the temperature of the radiation field, the 
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entropy radiated by the leaf will be neghgible compared with that absorbed with the incident 
radiation. 
In the case when an object does not radiate as a perfect black body, the radiant energy 
flux at its surface is corrected by the emissivity e: 
rate of energy radiation = e o 
According to equation (7.4.3) the rate of energy radiation per unit area of solar surface is 
= 5.67 X 10-8 —L—(5800 K)4 = 6.4 x lo'^ J-
sun o A ^ ' 9 
m^s m^s 
The entire solar energy output is 3.84 x 10^6 j/s or 1.21 x 6.4 x 10^4 J/year. We have 
mentioned before that the amount of energy incident on the earth's atmosphere is equal to 1368 
J/m^s. Considering that the projected area of the earth is equal to 1.27 x 10^4 can be 
estimated that the annual energy input into the atmosphere is 5.51 x 10^4 j/year. Only 5% of 
this input is absorbed by chlorophyll or other photosynthetic pigments (Morowitz, 1968), 
representing 2.8 x 10^3 J/year. We can estimate how much of this energy is annually stored in 
photosynthetic products, if we take into account that approximately 7 x 10^3 gf carbon are 
anually fixed by photosynthesis, and for each mole of carbon 479 kJ of Gibbs free energy are 
stored (see page 55). Thus, the total amount of energy stored annually by photosynthesis is 
eJ^ = 7x 10l3^C^ njoL—x4.79 x 10^-L = 2.8 x 10^1 J-
12x10-3 kg niol ' 
Only 1% of the energy absorbed by photosynthetic pigments ends up stored in photosynthetic 
products. On the basis of the total solar radiation incident on the atmosphere, the percentage 
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reduces to 0.005. In spite of the low overall efficiency of the process, the solar energy 
conversion by photosynthesis is the only source of free energy for all the life processes on 
earth. 
7.5 Leaf energv balance 
The energy balance equation (6.1.3),when applied to a leaf, becomes 
K J 1 
(7.5.1) 
dU = 
dt 
rate of energy 
change due to 
leaf 
temperature 
changes 
rate of change 
of energy due to 
photosynthesis 
and other 
metabolic reactions/ 
net rate 
of thermal or 
radiant energy 
exchange wi& 
the surroundings, 
j net rate of \ 
+ energy exchange 
Idue to mass flows/ 
dU _ 
dt 
RTC RPM RTR RMF 
The term Qs represents the energy exchange with the atmospheric temperature reservoir. It 
consists of the following component fluxes 
Qs = ^SR + ^IR • % • ^onv " ^ond" ^ vap 
which are defined as follows; 
ASR: absorbed solar radiation flux 
Ajj^: absorbed infrared radiation flux from the surroundings 
Ejj^: emitted infrared radiation flux from the leaf to the surroundings 
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Q^onv" convected away from the leaf surface 
(^ond' conducted away from the leaf surface 
(^vap- 'ost by the leaf by evaporative transpiration 
It is a matter of convenience that we include the heat of vaporization (or condensation) into the 
Qg term: the versatility of the energy balance, as expressed by equation (6.1.3), is given by the 
possibility of including evaporative cooling in the flow term. The difference between the 
enthalpy of the water coming into and leaving from the leaf due to transpiration is exactly the 
heat of vaporization. 
We will next estimate the magnitude of the terms in equation (7.5.1). The decision to 
neglect some of the terms will be made according to die value of the radiant solar flux emitted 
by the sun (the solar constant), which is equal to 1368 J/m^s. Only half of it is usually 
absorbed by the plant, hence, a process taking place with a rate smaller than 6.8 J/m^s would 
represent less than 1% of the absorbed radiation, and could therefore be neglected. 
7.5.1 The amount of energy stored because of changes in leaf temperature (RTC) 
The physical data that we use in our calculation are: 
Cp leaf specific heat, approximated with the specific heat of water = 4.19 x 10^ J/kgK 
d thickness of the leaf = 300 x 10'^ m 
p leaf density = 700 kg/m^ 
mA mass per unit leaf surface = 0.21 kg/m^ 
For a hypothetical rate of energy storage of 0.68 J/m^s we can estimate the necessary rate of 
leaf temperature change as 
6.8 
dTi m^s 
; 7^-^ = 7.73 X 10-3 °C/s = 0.46 °C/min 
® 4190 J kg-1 °C-1 X 0.21 kg m-2 
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This temperature change could not be sustained for long periods by the leaf, and it is not found 
in experimental situations. We can then assume that a negligible fraction of the energy 
processed could be stored due to leaf temperature changes. Therefore, the RTC term may be 
considered negligible in our treatment. 
7.5.2 The change of energy due to photosynthesis and other metabolic reactions (RPM) 
We have determined in section 7.3 that the rate of CO2 fixation by photosynthesis is 
Jco2 = 1.04 X 10'5 mol/m^s, and we know that 479 kJ are stored per mole of carbon dioxide 
fixed into products. Thus 
RPM = 1.04 X 10-5 X 479 x 10^ J- = 4.98 -i-
m^s m^s 
Hence, photosynthesis contributes to the total energy balance by less than 1% of the solar 
constant and can also be neglected from an energetic standpoint. The other metabolic processes 
in the leaf, such as photorespiration and respiration, are usually less important than 
photosynthesis, in terms of energy contribution (Nobel, 1970). They will be also neglected and 
the rate of energy change due to all metabolic processes, RPM, is considered zero. 
The energy balance, equation (7.5.1) 
written as 
^ = RTC + RPM = RTR + RMF 
dt 
has then been reduced to 
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RTR = - RMF or, 
ASR + AiR-EiR-(^Q„y-(^„„d- ^vap = -^ 
ASR represents the absorbed fraction of the direct radiation from the sun (direct sunlight), 
reflected radiation from the clouds (cloudlight), and scattered solar radiation by particles in the 
atmospheric air (skylight). Direct sunlight plus the cloudlight and the skylight are sometimes 
referred to as global radiation, SR. The maximum value of the solar radiation incident on the 
atmosphere is 1368 J/m^s but as a result of absorption and scattering by gases in the 
atmosphere SR on a cloudless day in a particle free atmosphere is approximately equal to 1000 
J/m^s at sea level (Stull, 1988). The three components of SR may first be reflected by the 
surroundings before reaching the leaf surface. The reflected fraction can reach 30%. Each of 
the components of the global irradiation can have a different frequency distribution and 
therefore the fraction of each one absorbed or reflected can be different. We determine ASR as 
AsR = a(l +r)SR 
where the absorptivity a is the fraction of the global irradiation absorbed by the leaf and the 
reflectance r is the fraction of SR reflected from the surroundings onto the leaf. We assume that 
the absorptivity equals 0.7 and the reflectance is 0.3, for which ASR = 910 J/m^s. The 
absorbed and the emitted infrared radiation are determined by Stefan-Boltzmann's 
law. We will determine the amount of thermal irradiation absorbed by the leaf by considering 
that the surroundings act as a planar surface that r^ates at a temperature Ts toward the lower 
surface of the leaf. We suppose that the upper surface of the leaf receives radiation from the 
sky, which acts also as a planar surface, which has an effective temperature Tsky- Thus 
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^IR - ^ IR ^ [C^s)^ C^skyf] 
where ajj^^ is the fraction of the incident infrared radiation absorbed by the leaf. 
The thermal radiation emitted by the leaf occurs at infrared frequencies and can be 
calculated as 
with e]R, the emissivity, having a maximum value of 1 for a black body. For most leaves, a® 
and eiR Jiave values between 0.95 and 0.98 (Nobel, 1970). We choose 0.97 for calculation 
purposes. We compute the net radiation energy for a leaf, for Tsky = 253 K, Tj = 298 K, 
Ts = 293K; 
+ = +603.5-^-867.5 ^  = 646^ 
m'^s m-'s m-'s m-'s 
This energy is dissipated in the surroundings by conduction, convection and evaporative 
cooling. The heat dissipated by conduction is determined upon applying the boundary layer 
approximation to the analyzed system, the green photosynthetic leaf. According to this 
approximation, in the immediate vicinity of the surface of the leaf there is a region dominated 
by shear stresses caused by the surface. Adjacent to the leaf surface is a laminar sublayer of air, 
named the laminar boundary layer, within which diffusion away from the surface occurs by 
molecular transport only. The thickness of this layer changes across the leafs surface, but in 
our analysis an effective boundary layer thickness, 5a, averaged over the entu-e leaf surface will 
be used. Diffusion of heat across the laminar air boundary layer may be estimated by applying 
Fourier's law for heat conduction 
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n - 9 V 51 _ 9 , 0.0259 Jm-lK-1 x (298 K - 293 K) _ 
Qcond~^^^a  ^  .  . -^ -3  = 259 1 X 10"^ m m^s 
where 
6a: effective thickness of the laminar au- boundary layer adjacent to the leaf = 1 mm 
(Nobel, 1991) 
thermal conductivity of air = 0.0259 Jm'^K"^ at 20 °C (Perry and Green, 1984) 
Ti: temperature of the leaf 
Ts: temperature of the surrounding air 
The factor 2 in the right-hand side of the above equation accounts for the presence of two areas 
active in heat conduction, the upper and the lower surfaces of the leaf. 
We will assume that heat conduction to the surroundings is followed immediately by forced 
convection into the air outside the boundary layer. 
We calculate now the heat flux accompanying water vapor diffusion out of the leaf 
during transpiration; 
^H90 • '^Hoo) 
Qevap = JHJO "vap = ' ^ 
A X 
transpired water vapor flux diffusing out of ±e leaf = 3.01 x 10"^ mol/m^s (page 76) 
A H : latent heat of vaporization of water = 44 x 10^ J/mol (Perry and Green, 1984) vajj 
DH20- diffusion coefficient of water vapor in air = 2.4 x 10"^ m^/s (Perry and Green, 1984) 
Therefore, Ogvan ~ ^^2 and the energy balance equation (7.5.1) becomes 
^ m^s 
910-^ + 603.5^-867.5 . 259. 132 ^  = - RMF = 255 ^ 
m^s m^s m^s m^s m^s m^s 
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RMF is rate of energy change due to substantial CO2 uptake by the leaf during photosynthesis. 
The results of the leaf energy balance are schematically represented in Figure 7.3. These results 
will be used in the next section, where the thermodynamic efficiency of leaf phothosynthesis 
will be calculated. 
1400 
C/5 0) X 3 
a 
£? 0) 
c U 
1120 -
840 -
560 -
280 -
0 
• conductive loss 
• evaporative loss 
S loss by C02 uptake 
flux emitted by the sun 
^SR ^IR ' ^ 'IR 
flux absorbed by the leaf 
evap 
Figure 7.3 Dissipation of the energy flux absorbed by the leaf by conduction (Qcond) 
transpiration (Qevap). and CO2 uptake (RMF). 
7.6 Calculation of leaf photosvnthesis efficiency 
In this section we will quantitatively determine the efficiency at which the conversion of 
free solar energy into free energy of photosynthetic products takes place. We will assume that 
green leaves absorb all of the solar radiation at wavelengths of approximately 680 nm (in 
reality, only 90% of the radiation is absorbed at this wavelength). 
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The rate of available work given by equation (5.5.8) may be written for the system that 
we analyze here (green leaf exchanging heat with two thermal reservoirs, the atmosphere and 
the radiative field): 
W  =  W - P  ^  =  
a sdt 
M N 
J J 
d;S 
(7.6.1) 
and, if we assume that the leaf is in a steady state regime over longer periods of time, and that it 
does not change its volume under the pressure of the atmospheric reservoir, Ps, equation 
(7.6.1) becomes 
/ T \ M N jj o 
w, = W = [l - 5 - T,S^)5j - (7.6.2) 
and the internal entropy production rate can be calculated as 
d:S [ T. 
T 1 
s dt T. 
M N 
PsR+I I« i j (H i j -V i j )5 j -W 
j 1 
(7.6.3) 
The leaf does not perform mechanical work against its surroundings, therefore W becomes 
equal to zero. If we neglect the dissipation due to the transpiration process, equation (7.6.3) 
may be written in terms of the chemical affmity of the photosynthesis reaction, AP^, and the 
actual material and energy fluxes involved in the process as 
Ts^ = *lost= = (7.6.4) 
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where 
Idt f ' '  
: the rate of the photosynthesis reaction per unit leaf surface = 
r the product growth rate per unit leaf surface (photosynthesis rate minus respiration 
rate) 
n photosynthesis rate , B: measure of the respiration rate = ^ ; > 1 
growth rate 
A Gibbs free energy of the photosynthesis reaction 
a: fraction of the absorbed radiation used in electron excitation = 
ph 
Jg! rate at which radiation is absorbed by the leaf, einstein/m^s 
E: availability (exergy) of absorbed solar radiation 
The photochemical affinity is usually defined in a different manner than the affinity of a 
chemical reaction (Osterle, 1984). We have mentioned before that, as a consequence of the 
photochemical equivalence principle, 8 photons are required lo fix a molecule of CO2. The 
photosynthesis reaction can be written so the contribution of photons is reflected: 
H2O + CO2 + 8P = ^ ^ 6^12^6 ^2' P represents the participating photons. 
The photochemical affinity of this reaction is defined by considering the radiation as a photon 
gas (Osterle, 1984): 
AP'^ = 8E-AGP^ = 8(E-TS S)-AGP^  =  8E( I  - i | - 8RTs -AGP^  
\ ^SR/ 
(7.6.5) 
89 
where 
A Gibbs free energy of the photosynthesis reaction = 479 kJ/mol 
Ts: temperature of the surroundings (atmosphere) = 293 K 
Tj: temperature of the leaf = 298 K 
Tg^: temperature of scattered solar radiation = 1350 K (Osterle, 1984). 
E: energy of one einstein of radiation for X of 680 nm = 176 kJ (Table 7.1) 
Ri the ideal gas constant — 8.314 J/mol K 
The leaf receives solar radiation through a cone angle ag = 0.68 x lO'^ steradians and back-
radiates to all directions (4 7C steradians). Radiation of temperature Tsun = 6000 K is thus 
scatttered from the solid angle ttg to a solid angle of 4jt and, consequentiy, its temperature is 
reduced to TSR = 1350 K (Osterle, 1984). From equation (7.6.5) we obtain the affinity of the 
photochemical reaction occurring in the analyzed leaf: 
= 604 X lO^J/mol = 604 kJ/mol 
The numerical values of the quantities in equation (7.6.4) are 
Vo = 1-04 X 10-5 nri (page 74) 
2 m^s 
AP^ =604kJ/mol 
P =1.3 (Nobel, 1970) 
a =0.78 (Osterle, 1984) 
8 Jpf) 
J„ = 2. = 1.07 X 10-4 m-2s-l 
^ a 
Wt '  1 .3  j j ^2s  
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E = 135.4 kJ 
d:S 
With these values, the rate of lost work, or the internal entropy production rate, Tg-^, 
may be obtained from equation (7.6.4) as 
Ts^ = W,ost= 10-62 
m^s 
The available work rate of this system is 
W^  =  J aH=  14 .48^  
m^s 
We can thus calculate the thermodynamic efficiency of the analyzed photosynthetic process as 
W -W,  
^ ^ _ a  l o s t  = 0 . 2 6  =  2 6 %  
Wa 
In the right-hand side of equation (7.6.4) the first term represents the dissipation, or lost work, 
due to the photochemical reaction, the second term the lost work due to respiration, and the last 
term the lost work due to thermal absorption of radiation. We will designate these terms as 
^lost^^' ^lost'^^^^' ^lost^^' respectively. With the numerical values obtained above, 
the lost work rate can be written as 
*lost = Wio/" + = 6.28 -Lh-1.15^ + 3.19^. 10.62 ^ 
m-'s m-^s m'^s m-^s 
(7.6.6) 
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According to equation (5.4.4), the total dissipation rate obtained upon applying equation 
(7.6.4) may be also written as a sum of three products of generalized thermodynamic fluxes 
and corresponding conjugated forces as: 
= 10.62 = ^ = y JfXf = JPh XPh + jres xres + jtha xtha (7 5 7) 
Sd t  i n2s  Y  
We can alternatively determine the thermodynamic efficiency of the photosynthesis in the green 
leaf analyzed as 
ph 
11=^^ = -!!-^-°_ = 0.26 = 26% 
8P = 
Based on the energy balance results obtained in section 7.5, we can determine the practical 
efficiency of the photosynthesis in the analyzed green leaf as 
t e rAop"  
Tl„ = — = 0.006 = 0.6 % 
^ QSR 
The results that we have obtained for the thermodynamic efficiency and the practical efficiency 
of a C3 leaf photosynthesis agree with results found in the literature. Osterle (1984) has 
estimated a value of approximately 36% for Tj, and Becker (1977), Morowitz (1978), and 
Nobel (1991) mention Tip values for C3 plant crops in the subunitary range. 
7.7 Summary of results for the lost work calculations 
Figure 7.4 represents schematically the lost work rate and the available work rate in the 
analyzed system, the green photosynthetic leaf. We observe that as much as 73% of the 
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Rate of lost work 
M Available work minus lost work 
15 
Figure 7.4 Available work and lost work rates in the photosynthetic process 
available work, or exergy, has been lost as a result of inefficiencies of the process related to 
both energy and material transfer between the system and its surroundings. 
Figure 7.5, which summarizes the lost work analysis results obtained in section 7.6, 
confirms results previously reported in the literature: the theoretical diermodynamic efficiency 
of the photosynthetic process, rjt, is much higher than the practical efficiency of 
photosynthesis, rip, obtained under field conditions. Figure 7.6 represents schematically the 
three mechanisms by which entropy is internally generated, or, equivalently, the available work 
or exergy is lost. Thus, three processes account for the loss of exergy: thermal absorption of 
radiation, respiration, and photosynthesis. Among them, the photochemical process accounts 
for the work lost at the highest rate. Apparenfly, chemical reactions taking place inside the 
system are higher entropy producers than material or energy transport between the leaf and its 
environment. 
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1^ Thermodyn. photosynthesis efficiency 
B Practical photosynthesis efficiency 
1 
Figure 7.5 Calculated thermodynamic (T|t). and practical (rip) efficiencies 
Figure 7.6 Calculated lost work components 
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CHAPTER 8. ENTROPY PRODUCTION INSIDE THE 
ATMOSPHERIC BOUNDARY LAYER 
8.1 The atmospheric boundary layer as an open system 
The atmospheric boundary layer has been defined (Stull 1988) as that part of the 
troposphere directly influenced by the earth's surface and responding to forcings such as 
frictional drag, eyaporation and transpiration, and heat transfer. A yery interesting feature of 
the processes taking place inside the boundary layer is that they contribute not only to the 
energy balance of the system, but also to the entropy budget. Phenomena such as friction, 
pollutant emission, and the heating and cooling that occur aboye the surface of the earth are 
almost always accompanied by entropy production. The energy analysis itself may haye two 
important applications: the quantitatiye comparison of the energy dissipation due to various 
physical-chemical or biological processes occurring inside the boundary layer, and the 
evaluation of the rates of entropy production inside the boundary layer, as a result of various 
industrial or natural processes. 
A better understanding of the mechanisms by which entropy is generated inside the 
boundary layer comes from the application of the second law of thermodynamics to the system 
of interest. This may be the boundary layer as a whole, or just one of its components: the 
mixed layer, the residual layer, or the stable boundary layer. The system of interest may also be 
a plant canopy, or a lake, or a delimited portion of cultivated terrain. From a thermodynamic 
point of view, the boundary layer and the other systems enumerated above are open systems: 
they exchange both materials and energy with their surroundings. An open system may be in 
communication with the atmosphere and other additional heat reservoirs (see Figure 4.1). More 
specifically, in the case of the atmospheric boundary layer, the additional heat reservoirs may 
consist of the ground and the ocean. 
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According to the second law of thermodynamics the last term of equation (5.1.1) can 
only be positive, or, in the case of reversible changes, zero. Almost all the processes taking 
place inside the atmospheric boundary layer are irreversible, or dissipative;therefore they 
produce entropy and the last term in equation (5.1.1) is strictly positive. The calculation of this 
term has a practical significance since it is an accurate indicator of the evolution of the analyzed 
system: any perturbation of the "equilibrium" state of an ecosystem or of the entire boundary 
layer is quantitatively reflected by the rate of entropy production. By "equilibrium" we actually 
designate a limiting value of the possible stationary states of the system. For open systems 
such as the atmospheric boundary layer, the entropy is not a conserved quantity. It increases or 
decreases with time, depending on the entropy flow due to the material and energy exchange 
with the surroundings. 
In the following sections we will perform a thermodynamic analysis of a subsystem of 
the atmospheric boundary layer consisting of a layer of air with its top above the highest trees 
of a mature forest and its base below the earth's surface. 
8.2 Forest-covered surface energy balance 
The chosen control surface and the contributions to the energy balance are represented 
in Figure 8.1. The assumptions that we make in constructing the energy balance are: 
a) the system is at steady state 
b) the system exchanges only heat with the atmosphere and the ground 
The general energy balance equation (4.3.2) that we have previously derived 
k 1=1 J 1 
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Figure 8.1 Contributions to the energy balance in a subsystem of the boundary layer 
may be written for the chosen control surface and the assumptions made above as 
QrS ^ ~ Qs (8.2.1) 
where we can identify the terais 
QRS = component of Qg: the net radiation flux on the surface, J/m^s 
Qg = component of X xf^ij - Hj) wySj: the net energy storage within biomass, J/m^s 
Qj^ = component of Qg; the latent heat flux due to water evaporation, J/m^s 
Qp = IAHRIC^: the net energy storage due to photosynthesis, J/m^s 
k dt 
Qr; = component of X Qi: the soil heat flux, J/m^s 
1=1 
Qg = component of Qg: sensible heat flux (transferred by conduction and convection), J/m^s 
The net radiation flux incident on the surface is given by 
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QR S  - SR - R + LJ  - LQ (8.2.2) 
where SR is the global solar radiation (see definition on page 83), R is the reflected solar 
radiation, Li is the incoming long wave radiation from the atmosphere, and LQ is the outgoing 
long wave radiation from the surface. 
Equation (8.2.2) may be written, as a consequence of Stefan-Boltzmann's law as 
in which the significance of the constants is 
r: the reflection coefficient (ratio between the outgoing long wave radiation and the incoming 
long wave radiation, ) 
e: the surface emissivity 
a; the Stefan-Boltzmann constant 
and Ts: the absolute temperature of the surface. 
In nonadvective regimes (that is, regimes where heat convection by the wind is 
negligible), the net radiation flux is the only energy source for the surface. During the daytime, 
(3RS is dominated by short wave radiative exchange, and r gives the measure of the net input of 
solar radiation. At night, QRS consists of long wave radiation fluxes and its magnitude is a 
function of the surface temperature, Ts, and emissivity, e. Despite its importance, the net 
radiation flux is among the least widely measured climatic variables (McCaughey, 1985). 
For the present analysis we will neglect the storage term within the biomass, QB, and 
that due to photosynthesis, Qp. Qp is almost always negligible in comparison with the net 
radiation flux, and while QB is important on an hourly basis, on a daily basis it can be 
neglected (McCaughey, 1985). QB is significant especially in the morning and evening, when 
(8.2.3) 
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net radiation varies most rapidly. However, for a 24-hour period, QB is not expected to be 
significant, when compared to the other contributions to the energy balance. With these 
assumptions, the energy balance equation (8.2.1) becomes 
QRS ~ QL Qs QG (8.2.4) 
Equation (8.2.4) is the mathematical expression of the way in which the available heat flux 
(QRS - QG) IS partitioned between the latent and sensible heat terms QL and Qs. 
The heat exchanged with the ground reservoir having a temperature TQ is obtained from 
QG - QG,h + 
AT J 
—^ h (8.2.5) 
At J, 
QQ: the surface soil heat flux, J/m^s 
QQ measured heat flux at depth h in the soil, J/m^s 
Cp: average heat capacity of the soil between depth h and the surface, J/m^K 
: change per unit time of the mean temperature of the layer, K/s 
\ At 'h 
The heat capacity of the soil is calculated as the sum of the products of the heat capacities of the 
materials that compose the soil and their corresponding volume fractions: 
N 
C p = S C i > ' i  
^ i=l ^ 
The composition of the soil usually consists of organic and inorganic compounds, water and 
air. The presence of air, which has a low heat capacity in comparison with the other terms, 
lowers considerably the value of CpG. 
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To estimate the heat lost due to evaporative cooling eflfects, the Bowen ratio method 
(Stull, 1988) is used; 
a J^RS " %) (8.2.7) 
^ l + P 
Q  = P &S:L9G) (3 2.8) 
^ 1 
The Bowen ratio is determined in the field by the technique of Fuchs and Tanner (1970) as 
P = 7 ^ r (8.2.9) 
/AT AT W R , W 
- -  1  
AT^ y ATd 
Sp slope of the saturation vapor pressure versus temperature curve at the mean of the 
wet-bulb temperature at two levels 
7 the psychrometric constant 
A T^ the potential wet-bulb temperature difference 
A Tj the potential dry-bulb temperature difference 
Equations (8.2.7) and (8.2.8) permit the calculation of the latent and sensible heat fluxes from 
direct measurements of ATw, and ATd- Accurate measurements of these temperature 
differences are required for a surface covered by forest because the gradients of temperature 
and humidity are small as a result of the efficient mixing caused by the large surface roughness 
and turbulence (McCaughey, 1985). 
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8.3 Entropy budget for the forest-covered surface 
Equation (5.1.1) may be written as 
H c Z+1 (S M N 
i^=ds .  Y ^vy S-W..5.  
dt dt Tj iJ J (8.3.1) 
If we now suppose that the subsystem of the atmospheric boundary layer that we analyze is in 
a stationary or steady state, as far as the total entropy S is concerned, we may determine which 
is the relation between the internal entropy production rate, diS/dt, and the entropy flow term 
(the third one in the right-hand side of equation 8.3.1), so that stationarity is maintained. The 
same relationship allows us to compute the value of the entropy generation rate within the 
control volume. If fiirther simplifications are made and we suppose that the ground is saturated 
with moisture and that no significant gas exchange takes place between the control surface and 
the soil or the rest of the atmospheric boundary layer, we can obtain an estimate of the internal 
entropy generation rate, Sgen, from the following expression; 
which quantitatively describes the entropy generation due to heat exchange of the system with 
the atmosphere and Z additional temperature reservoirs. A schematic representation of the 
entropy budget equation (8.3.2) is shown in Figure 8.2. 
With respect to the fluxes represented in Figure 8.2, the rate of lost work for the control 
surface may be written as a fiinction of the internal entropy generation rate as 
(8.3.2) 
(8.3.3) 
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Figure 8.2 Contributions to the forest surface entropy budget 
8.4 Application: comparative thermodynamic analysis of forest and clear-cut surfaces 
Second-law analysis is a very useful tool for engineering studies. It is known that the 
work transfer rate depends explicitly on the degree of thermodynamic irreversibility of the 
system, which is proportional to Sgen- The lost available work is directly proportional to the 
entropy generation rate. The methodology that we have described in the previous chapters 
brings some insight into the applicability of the second law of thermodynamics to non-
engineered systems such as ecosystems, green plants, or living systems. We can apply the 
same methodology to the subsystems of the atmospheric boundary layer. 
We compare next two different sites, a forest and a clear-cut surface, from the point of 
view of the entropy generation rate. The data that we use are taken from McCaughey's paper 
(1985), in which he presents a comparison of such surfaces from an energetic standpoint only. 
The first surface is covered by a mature, mixed forest, and the second one consists of a clear-
cut area. In order to determine the values for Sgen for the two cases we use the data reported 
by him for the diumal pattern of surface radiative temperature (Figure 8.3) and for the hourly 
energy balance components (Figure 8.5) for the day of August 18. For the temperature at 
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which the net radiation flux QRS is transferred to the surface, TRS, we use the temperature 
proposed by Osterle (1984): TRS = 1350 K. The temperature of the atmospheric reservoir, Ta, 
is computed as a daily average of the hourly measured values by McCaughey and represented 
in Figure 8.4. Since this is an estimate study, we will compute only daily average values for 
Sgen for the two surfaces. 
The result for the forest site for August 18: 
S ^ f 104 , 152 3 45 UQ . I  J 
gen I 288 1350 293 288/ ' in2sK 
The result for the clear-cut site for August 18: 
gen 
=-|- 93 ^ 165 21 
287 1350 291 287 
^) = 0.46 
m2 s K 
We have obtained an interesting result: the entropy generation rate, that is, the 
irreversibility or degree of destruction of available energy, is greater in the case of the clear-cut 
site than in the case of the forest site. Figure 8.6 represents schematically (a) the uptake and 
distribution of energy and (b) the comparative lost work rates for the two different surfaces, as 
they result from applying equation (8.3.3) to the analyzed surfaces.The result obtained is very 
sensitive to the accuracy of the experimental data. In a more rigourous analysis, the same 
calculations should be based on different sets of experimental data, and the results compared 
for the two types of surfaces. In that case, a more general statement regarding the entropy 
production rate of covered- and clear-cut surfaces might be formulated. 
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Figure 8.5 Hourly energy balance components: a) for the clear-cut site b) for the forest-site 
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b) 
Figure 8.6 a) Energy uptake dissipation by the two surfaces b) Lost work rates for the forest 
and clear-cut surfaces. 
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The already known negative effect of thinning and clear-cutting upon vegetation and 
microclimates is put in a new perspective by the second law analysis that we have performed 
on the system. 
The thermodynamic analysis of subsystems inside the atmospheric boundaiy layer can 
be further detailed. If the contribution to the entropy budget of the material flows - the third 
term in the right-hand side of equation (8.3.1) - is taken into account, we may obtain 
information regarding the thermodynamic effects of pollutant dispersion into the system. Also, 
critical states of the system occurring as a resuh of drought or flooding may be interpreted from 
a thermodynamic viewpoint. 
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CHAPTER 9. LOST WORK ANALYSIS OF A REGENERATIVE 
LIFE SUPPORT SYSTEM 
9.1 The artificial environment of a space habitat 
In the terrestrial environment, the conversion of solar radiant energy by photosynthetic 
organisms ultimately leads to the production of substances that are necessary for man's 
metabolic processes: oxygen, water, and food. As humans move out from this environment 
into the solar system, their basic physiological needs must be satisfied by the life supporting 
environment of the space habitat. The space habitat should also have the capability to re­
process the waste products that humans generate. 
In earlier space missions, life support systems were limited to open-loop configurations 
in which water, oxygen and food were stored on board of the spacecraft before the mission and 
wastes were vented overboard or stored for the duration of the mission. These open-loop 
environmental control and life support systems worked well for short term missions, but for 
long term missions it is necessary to design and develop regenerative systems in order to 
reduce the mass of the consumable matter and, accordingly, the transportation cost. 
The regenerative, or closed-loop environmental control and life support systems 
(ECLSS) are comprised of environmental control, human, and plant modules. These three 
modules must be integrated with a waste management system (WMS) to ultimately achieve 
long term functioning of the life-sustaining process. A schematic representation of a closed-
loop ECLSS is made in Figure 9.1. 
The closed-loop life support systems are of a bioregenerative type, and they have to 
operate dynamically, in the conditions required by the optimal physiological activity of the 
crew. In this work we focus on the thermodynamic analysis of such a system, centering on the 
lost work evaluation. The thermodynamic design of a closed-loop ECLSS may lead to the 
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Figure 9.1 Closed-loop environmental control and life support system (ECLSS) 
obtaining of a minimum of energy consumption and entropy generation, by optimizing each 
separation device, process and subsystem. The thermodynamic efficiency of different 
components of an ECLSS will be estimated. This will aid designers in selecting the 
components of such systems generating the least entropy, or losing the least amount of 
available work. 
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9.2 Lost work analysis of the subsystems of the closed-loop ECLSS 
In this section an evaluation of the lost work within each functional unit of the closed 
ECLSS represented in Figure 9.1 will be made. The subsystems with the highest entropy 
generation rates will be identified. 
In Chapter 5 we have shown that the upper bound for the work transfer rate between a 
system and its surroundings, when the system does not exhange volumetric work with the 
surrounding pressure reservoir, is given by 
whereas when the system exchanges an amount of work PsdV/dt with the surrounding 
pressure reservoir, the available work, that is, the maximum useful work rate that could be 
extracted as the system and the surroundings reach equilibrium, is given by 
W.V = - • V) +1 (l • ^)Qi+ ? ? WiiSij - Vijh 
Z / J \ M N 
(9.2.1) 
Z / y ^ M N  _  j j g  
- V +P,V) 1 • E I - Vy)6j. 
The lost work for both systems may be determined from 
(9.2.3) 
with Wjgy being given, in the second case, by 
Z I J \ M N 
- V + I {l - ^ )Q,+ ? ? (9.2.4) 
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We will consider that all the subsystems analyzed are at steady state. Therefore, equation 
(9.2.4) may be written as 
W = 
rev J 
Z I J \ M N 
(9.2.5) 
The lost work, for the steady state regime case, is given by 
d S Z+1 (S M N 
*los, = T, ^  • T, I ^ - T, 5 I Wij(Hy • T/^)5j (9.2.6) 
For each subsystem we will determine the second-law efficiency, T^JJ, given by 
= (9.2.7) 
W W rev rev 
Thus, the sequence of steps that we will perform next in order to thermodynamically analyze 
the subsystems of the closed-loop ECLSS is the following: 
- identify die subsystem boundary and the input/output material and energy streams 
- determine Wiost within the subsystem by using equation (9.2.6) 
- determine Wrevi the maximum work rate transfer, by using equation (9.2.5) 
- determine the second-law efficiency of the subsystem, by applying equation (9.2.7) 
- compare the lost work and the second-law efficiency for all of the subsystems of the ECLSS 
A conventional ECLSS consists of the following subsystems (Chatteqee and Seagrave, 
1993): 
- sohd waste management 
- humidity condensate removal 
I l l  
- trace removal 
- CO2 removal 
- O2 generation 
- water recovery 
The ECLSS that we will analyze, represented in Figure 9.1, will additionally contain a plant 
modulus, integrated with the physico-chemical subsystems, and a crew modulus. The results 
presented are for technologies which are commonly in use in ECLSS design. 
In the following sections the notation used will be simplified as follows: 
h specific enthalpy, J/kg 
s specific entropy, J/kg°R 
Wj mass flow rates, kg/s 
Qj heat flow rates, J/s 
WjQgj rate of lost work, J/s 
rate of work transfer for the ideal reversible operation, J/s 
The properties of the streams involved in the analyzed processes are those reported by 
Chatteijee and Seagrave (1993) for a base case of a crew consisting of 1 man of age 25 years 
weighing 60 kg resting at basal metabolic rate. 
9.3 Lost work in the wet oxidation of solid waste 
The solid waste is oxidized in an autoclave at 72.60 atm, and the temperature of the 
oxidation reaction is usually between 100 and 374 °C (Figure 9.2). The properties of the 
input/output streams are presented in Table 9.1. 
The lost work rate, the reversible work rate, and the second-law efficiency for unit 1, 
the wet oxidizer, are obtained by applying the following equations: 
^^2 
to reduictioii 
soM 
waste WET 
OXIDIZER 
Vo 
CO2 
'^2 w 1 
C SEPARATOR 
AND 
DEPRESSURIZER 
A 
=518®R 
ox3?gen 
T 
= SOO'R 
Figure 9.2 Schematic representation of the solid waste wet oxidation subsystem 
Wlost,l = Vgen,! = -'''s§j-Ts(wiS,+ W2S2 - WjSjl = 0.146 J/s 
^rev.l " ("l*"! ®2''2 - '«'3''3)- + "'2'2" "3^3) = " 
w (%)l=^'^100 = ^jWiost ,!^ 
rev W, rev,l 
X 100 = 6.4 % 
For unit 2, the carbon separator and depressurizer, we may write 
Wl„s,,2 = TsSgen,2 = -Ts^-Ts("3^3-"4^4)= ' "S x lO'S J/s 
Wrev,2 = P " +^3^3 ' ^4^4 " ( W3S3 - W4S4) = 0.01 J/s 
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Table 9.1 Properties of the streams in the solid waste wet oxidation subsystem 
Stream Mass flow rate 
(kg/s) 
Total enthalpy 
transfer rate 
(J/s) 
Total entropy 
transfer rate 
(J/s°R) 
Wj 4.33 X 10-S 2.16 X 10-5 3.94 X 10-8 
W2 1.15 x 10-'^ - 2.34 X 10-5 - 4.42 X 10-5 
^3 1.58 X 10-'7 - 8.00 X 10-2 - 6.07 X 10-8 
W4 1.58 X 10-'^ - 9.00 X 10-2 2.88 X 10-7 
Qi - 7.00 X 10-2 
Q9 - 1.33 X 10-3 
(%)2-
W, 
W, 
^x 100 = 
rev,2 
W 
1 lost,2 
W, 
X 100 = 84.9% 
rev ,2; 
The results for the two units and the total lost work of the wet oxidation of solid waste 
subsystem are presented in Table 9.2. The total lost work, Wiost,tot> and the total second-law 
efficiency, Tin,tot. are determined as 
^lost,tot ^lost,l'*'^lost,2 
^11,tot ^ W, 
100 = fl-S^5^M)x 100 = 11.4% 
rev,tot W, rev,tot J 
9.4 Lost work in the catalvtic oxidation of contaminant gases 
A catalytic oxidation process is used for trace contaminant gas removal. The incoming 
trace gas stream is split into two fractions. One fraction is oxidized in a high 
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Table 9.2 Rate of lost work in the solid waste wet oxidation system 
Component Rate of lost work 
(J/s) 
% of total lost work in the 
subsystem 
carbon separator 
^lost, tot 
wet oxidizer 146 X10-3 
1 X 10-3 
147 X 10-3 
98.9 
1.1 
temperature catalytic oxidizer (HTCO) maintained at a temperature of 400 - 450 °C, whereas 
the remaining fraction is oxidized in a low temperature catalytic oxidizer (LTCO) maintained at 
20 °C (Figure 9.3). The properties of the input/output streams are presented in Table 9.3. 
The lost work rate, the reversible work rate, and the second-law efficiency for the 
component units of the subsystem are examined by applying the following equations: 
Unit 1: diverter 
The first unit is totally inefficient from a second-law analysis standpoint; it has to be thermaily 
redesigned if an efficiency improvement is desired. 
Wiost,l = - Ts (^1^1 - W7S7 - W2S2) = 16.8 J/s 
Wrev,l = (^1^1 - - W2h2) - T3 (wjSj - W7S7 - W2S2) = 16.8 J/s 
Unit 2: heat exchanger 
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Figure 9.3 Schematic representation of the catalytic oxidation of contaminant gases 
subsystem 
Wiost,2 = - (W2S2 + W5S5 - wgsg - W3S3) = 2.4 J/s 
Wrev,2 = (^2^2 + ^5^5 " ^6^6 " ^3^3)' ["^2^2 + ^5^5 " ^6^6 " ^3^3) = J/s 
hnh" 
w. 
w 
X 100 = 
rev,2 
1 -
Wlost,2^ 
W rev,2 
X 100 = 0 % 
This unit is also totally inefficient and requires modifications of its thermal design parameters. 
Unit 3: heater 
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Table 9.3 Properties of the streams in the catalytic oxidation of contaminant gases 
subsystem 
Stream Mass flow rate 
(kg/s) 
Total enthalpy 
transfer rate 
(J/s) 
Total entropy 
transfer rate 
(J/s °R) 
wi 4.49 X 10-3 -5511X 0-2 - 2.00 X 10-2 
^2 4.35 X 10-4 -533x 
1 0 1.89 X 10-3 
W3 4.35 X 10-4 227 X 0-2 1.00 X 10-2 
W4 4.35 X 10-4 518 X 0-2 2.00 X 10-2 
^5 4.35 X 10-4 517 X 0-2 3.00 X 10-2 
^6 4.35 X 10-4 -242x 0-2 6.53 X 10-3 
W7 4.06 X 10-3 -498x 0-2 1.00 X 10-2 
^8 4.06 X 10-3 -498x 0-2 1.00 X 10-2 
W9 4.49 X 10-3 -524x 0-2 2.00 X 10-2 
Qi 290 x 0-2 
Q2 -497x 1 
0
 
-400x 0-4 
W 
T 
lost,3 = (^3^3-^454) = 3-= 3.35 J/s 
W rev,3 ^ Ql + (^3^3 - ^4^4) - Tg (W3S3 - W4S4) = 4.35 J/s 
1' 
, . Wo 
hn)3-^s;7—^ 
rev 
1 -
Wlost,3^ 
W, 
rev,3 
X 100 = 22.9 
Unit4:HTCO 
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Wiost,4 = - ^2 - Ts KS4 - ^5^5) = 5-27 J/s 
^rev,4 = (^ - ^) ^ 2 + (^4^4 " ^s^s)' (^4^4 ' ^s^s) = 5-27 J/s 
rev \ rev .4/ 
Unit5:LTC0 
Wlost,5 = - ^ Qs - Tg (W7S7 - ^8^8) = 0.04 J/s 
Wrev,5 = (1 - ^) Q3 + {^7^7 " ^s^s)' (^7^7 ' ^s^s) = J/s 
/  Wj ^5^ 
( in)5 = w^'"«'= '"«' = o% 
^rev \ ^ rev,51 
Unit 6: mixer 
Wlost,6 = - '^s (^8^8 + ^6^6 - ^9^9) = 1-^2 J/s 
Wrev,6 = (^8^8 + ^6^6" ^ 9^9) " (^gSg + ' ^9^9) = 2-02 J/s 
(%)6-vr^* 
rev 
V^^1x100 = 9.6% 
^rev,61 
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The total lost work, and the total second law efficiency, tjjj are obtained from 
Wlost,tot = ^lost,l + Wlost,2 + ^lost,3 + ^lost,4 + Wlost,5 + ^^lost,6 
rev,tot \ rev,tot/ 
The results for the catalytic oxidation of contaminant gases are presented in Table 9.4. 
Table 9.4 Rate of lost work in the catalytic oxidation of contaminant gases subsystem 
Component Rate of lost work (J/s) % of total lost work 
diverter 16.80 56.5 
heat exchanger 2.44 8.2 
heater 3.35 11.3 
HTCO 5.27 17.8 
LTCO 0.04 0.1 
mixer 1.82 6.1 
^lost, tot 29.75 
9.5 Lost work in the carbon dioxide reduction subsystem fBosch reaction") 
As a first alternative, a Bosch reaction subsystem has been chosen for carbon dioxide 
reduction. This subsystem uses two reactors; the first one is at a temperature of 1027 °C while 
the second is at a temperature of 627 °C (Figure 9.4). 
The chemical reactions taking place inside the subsystem are 
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reactor 1 
CO2 + H2 <-> CO + H2O 
reactor 2 
C0 + H2<->C + H20 
^8 
solid 
csorbon 
^6 (Hp) 
condensate 
R2 
MIXER 
SOLID C 
REMOVER, 
CONDENSATE 
REMOVER 
Figure 9.4 Schematic representation of the Bosch reaction subsystem 
The properties of the input/output streams are presented in Table 9.5. The lost work rate, the 
reversible work rate, and the second-law efficiency for the component units of the carbon 
dioxide Bosch reduction subsystem are obtained upon solving the following equations; 
Unit 1: mixer 
Wlost,l = - Ts (^iSi + W2S2 + W9S9 - W3S3) = 5.32 X 10-3 
Wrev 1 = (wjhj + W2h2 + Wgh^ - Wghg) - T^ (wjS^ + W2S2 + w^Sq - W3S3) = 3.07 J/s 
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Table 9.5 Properties of the streams in the Bosch CO2 reduction subsystem 
Streams Mass flow rate 
(kg/s) 
Total enthalpy 
transfer rate 
(J/s) 
Total entropy 
transfer rate 
(J/s ° R) 
6.05 X 10-6 307 X 10-2 - 1.01 X 10-5 
W2 5.51 X 10-'^ - 906 X 10-9 - 1.00 X 10-8 
^3 5.01 X 10-5 -113X 10-1 - 2.32 X 10-3 
W4 5.01 X 10-5 862 X 10-2 2.00 X 10-2 
w|olid 1.63 X 10-6 7 X 10-2 7.14 X 10-5 
wvapor 
4.85 X 10-5 -  318X10-2 7.30 X 10-3 
^6 4.91 X 10-6 - 448 X 10-2 -1.45 X 10-3 
w^olid 1.63 X 10-6 - 133 X 10-5 -2.51 X 10-6 
wVapor 
4.36 X 10-5 - 105 X 10-1 - 2.96 X 10-3 
^8 1.63 X 10-6 -251x10-6 - 4.80 X 10-"^ 
W9 5.01 X 10-5 - 113 x 10-1 - 2.32 X 10-3 
Qi 199 X 10-1 
Q2 - 107 X10-2 
Q3 - 108 X 10-2 
04 200 X 10-3 
, , W, I Wj 1 (%)l 100 = 11-
w. rev W. rev,l 
X 100 = 99.8 % 
Unit 2: Reactor R 1 
Wiost,2 = - f[ (^3^3 - ^ 4^4) = 1-24 J/s 
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Wrev,2 = (^ - ^) Ql + {^3^3 ' ^ 4)" (^3^3 " W4S4) = 1.25 J/s 
W. W 
(%)2 = x lOO = 11 - NKIO = O-S * 
w rev,2 W rev,21 
Unit 3: Reactor Ro 
'^lost,3 = - TY ^ 2 - Ts KS4 - W5S5) = 12-2 J/s 
Wrev,3 = P • T^) ^ 2 (^4^4 * ^s^s)' (^4^4 " ^s^s) =^3.2 J/s 
W 
(%)3 = w-^^l«' = 'I.^^L7.6% 
rev,3 W. rev,3, 
Unit 4: Condensate remover 
Wlost,4 = - Q3 - Ts (W5S5 - wgse - W7S7) = 12.9 J/s 
^rev,4 = 1 ^  - f^) Q3 + (^5^5 " ^ 6^6 " ^7^?)" (W5S5 - w^Sg - w^Sy) = 13.9 J/s 
W. 
(%)4-w^— 
rev,4 
f, Wlost,4\ 
•Wrev,4| 
X 100 = 7.1% 
Unit 5: solid carbon remover 
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rev,5 
The total lost work and the total second-law efficiency for the Bosch reduction subsystem are 
obtained from: 
The lost work results for the Bosch subsystem are presented in Table 9.6. 
9.6 Lost work in the carbon dioxide reduction subsystem (Sabatier reaction^ 
The second altemative that can be used for carbon dioxide reduction is a Sabatier 
reaction subsystem, represented schematically in Figure 9.5. The reaction, which occurs at 177 
to 527 °C, is described by 
^lost, tot ^lost,l ^lost,2 ^lost,3 ^lost,4 ^lost,5 ^lost,6 
CO2 + 4H2 <-> CH4 +2H2O 
The products of reaction and the excess reactants are cooled in the condenser. The remaining 
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Table 9.6 Rate of lost work in the Bosch reduction of carbon dioxide subsystem 
Component Rate of lost work (J/s) % of total lost work 
mixer 5.32 X 10-3 0.0 
reactor 1 1.24 4.7 
reactor 2 12.19 45.0 
condensate remover 12.88 48.6 
solid carbon remover 
^lost,tot 26.53 
0.20 0.7 
gases are sent to the trace gas removal subsystem. The properties of the material and energy 
streams involved in the Sabatier process are presented in Table 9.7. The lost work rate, the 
reversible work rate, and the second-law efficiency for the component units of the carbon 
dioxide Sabatier reduction subsystem are obtained by solving the foUowing equations; 
Unit 1: Sabatier reactor 
= 33.95 J/s 
Wl = = 
rev, 1 
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from trace 
removal 
subsystem 
2 
REACTOR 
Vg (CH^ 
to trace 
removal 
subsystem 
CONDENSATE 
REMOVER 
V3(CP2) 
i 
from solid 
'waste 
oxidizer 
Tj= 800^ 
92 
T2=300<R 
Figure 9.5 Schematic representation of the Sabatier reaction subsystem 
Unit 2; condensate remover 
Q2 
Wiost,2 = - "^s - Ts (W4S4 - W5S5 - wgsg) = 55.5 J/s 
Wrev,2 = - ^ 1Q2 + (^4^4 - ^5^5 " ^6^6)" (^4^4 " ^5^5 ' ^6^6) = 56.5 J/s 
, > , ^lost,2 , o_ 
(%)2 - ^ " W 7" 
^rev,2 
Wi 
Wlosuct = W|osU + Wlost,2 1n,tot = 1 • 
rev.tot 
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Table 9.7 Properties of the streams in the Sabatier CO2 reduction subsystem 
Stream Mass flow rate 
(kg/s) 
Total enthalpy 
transfer rate 
(J/s) 
Total entropy 
transfer rate 
(J/s °R) 
wi 5.42 x 10-5 27.88 9.67 X 10-5 
W2 2.19 X 10"^ -0.68 - 1.33 X 10-3 
Wg 1.58 X 10-"^ -0.08 2.81 X 10-'7 
W4 2.73 X 10-^ 2.59 5.00 X 10-2 
^5 2.29 X 10-^ -6.43 2.51 X 10-3 
^6 4.41 X lO'^ - 40.83 - 1.00 X 10-2 
Qi 31.24 
Q7 - 48.84 
Table 9.8 Rate of lost work in the Sabatier reduction of carbon dioxide subsystem 
Component Lost work (J/s) % of total lost work 
Sabatier reactor 6.42 10.3 
condensate remover 55.50 89.7 
^iost,tot 61.92 
9.7 Lost work in the water electrolysis subsystem 
The role of the water electrolysis unit in the closed ECLSS is to generate oxygen. The 
water from the water regeneration system is electrolyzed in a water retention matrix to produce 
oxygen and hydrogen. The water is first pressurized to 2 atm and cooled before entering the 
electrolysis chamber (Figure 9.6). 
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Ti= 3000R 1 f T ^ =  1 0 00<R 
PUMP COOLER ^ *• ELECTROLYSIS 
CHAMBER 3 1 2 
y5(J^) f 
•*( 
GAB 
Y6(C^) «EPARATOR^ 
Figure 9.6 Schematic representation of the water electrolysis subsystem 
The properties of the input/output streams of the electrolysis subsystem are presented in 
Table 9.9. The lost work rate, the reversible work rate and the efficiency for all of the 
components of the electrolysis subsystem are obtained as follows: 
Unit 1; pump 
pump always exchanges some heat with the surroundings and the efficiency becomes less then 
100%) 
Wiost,l=-Ts(wiSi-W2S2) = 0 J/s 
Wrev,l = (^1^1 - ^2^2) ' (^iSj - W2S2) = 4.4 x lO'^ J/s 
X 100 = 100% (this situation is not encountered in reality, since the 
Unit 2: cooler 
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Table 9.9 Properties of the streams in the water electrolysis subsystem 
Stream Mass flow rate 
(kg/s) 
Total enthalpy 
transfer rate 
(J/s) 
Total entropy 
transfer rate 
(J/s °R) 
Wi 1.21 X 10"^ 10.96 - 3.51 X 10-3 
^2 1.21 X 10-5 10.96 - 3.51 X 10-3 
W3 1.21 X 10-5 -10.96 - 3.51 X 10-3 
W4 1.21 X 10-5 - 6.36 X 10-3 7.52 X 10-3 
^5 1.34 X 10-6 - 4.18 X 10-3 7.97 X 10-3 
W6 1.07 X 10-5 -2.17x10-3 -4.11 X 10-6 
Qi - 5.02 X 10-4 
Q2 10.96 
Wlost.2 = -Ts§|-l s (^2®2 - ^3^3) = 8.81 X 10 •4 J/s 
+ {w2h2-W3h3)-Tjw2S2 - W3S3) = 9.45 X 10" •"^J/s 
( i n f e i ' - w  J  
^rev,2/ 
X 100 = 6.9 % 
Unit 3: electrolysis chamber 
Wlost,3 = - Ts ^  - Ts (W3S3 - W4S4) = 0.03 J/s 
W rev,3 ^ 
T 
T2 
Q2 + (wghg - W4h4) - Tj, (W3S3 - W4S4) = 0.04 J/s 
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(^n)3 ~ j J00 = 3.3% 
^rev,31 
Unit 4: gas separator 
Wiost,4 = - Ts (W4S4 - W5S5 - wgsg) = 0.23 J/s 
Wrev,4 = ^4^4 ' ^5^5 " ^6^6'(^4^4 " ^5^5 " ^6^6) = J/s 
(^n)4 - 1 -
Wlost,4^ 
W rev,4j 
X 100 = 0.6 % 
The total lost work and the total second law efficiency are 
Wiost,tot = 0-27 J/s 
^11,tot = 
The lost work results for the water electrolysis subsystem are presented in Table 9.10. 
9.8 Lost work in the humidity condensate separator 
The desired level of humidity in the cabin is maintained by the cooling of the humidified 
exit air from the trace removal subsystem to a temperature such that the humidity of the air 
leaving the condenser separator is equal to the humidity required in the cabin. The removed and 
treated condensate is used as potable water (Figure 9.7). The properties of the streams present 
in this subsystem of the ECLSS are given in Table 9.12. 
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Table 9.10 Rate of lost work in the water electrolysis subsystem 
Component Rate of lost work (J/s) % of total lost work 
pump 0.00 0.0 
cooler 8.81 X 10-4 0.3 
electrolysis chamber 0.03 13.5 
gas separator r\ 0 U.2J 86.1 
^lost,tot 0.21 
gasm 
CONDENSATE 
gas out condensate 
Tj = 300PR 
Figure 9.7 Schematic representation of the condensate separator subsystem 
Unit 1: humidity condensator 
W lost 
Qi 
J = - Tg ^ - Ts (w^s^ - W3S3 - W2S2) = 3.12 J/s = 
Wrev.l = (1 - ^) Ql + (^1^1 - wshg - W2h2) - Tg (wjSj - W3S3 - W2S2) = 3.82 J/s 
(%)l - 1. 100 = Tiii^,ot= 18-3% 
rev,l/ 
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Table 9.11 Rate of lost work in the condensate remover and separator subsystem 
Component Rate of lost work (J/s) % of total lost work 
condensate separator 3.12 100 
^lost,tot 3.12 100 
Table 9.12 Properties of the streams in the humidity condensate separator 
Stream Mass flow rate 
(kg/s) 
Total enthalpy 
transfer rate 
(J/s) 
Total entropy 
transfer rate 
(J/s°R) 
wi 1.49 X 10-3 - 52.24 2.00 X 10-2 
^2 9.05 X 10-6 -8.19 - 2.57 X 10-3 
^3 4.48 X 10-3 - 47.30 2.00 X 10-2 
Qi -2.55 
The results for the condensate separator are presented in Table 9.11. 
9.9 Lx)st work analysis of the combined environment control, plant, and crew modules 
In the previous sections we have estimated the lost work rates within each functional 
unit of the environment control modulus of a closed-loop ECLSS. We will now make a 
comparison of these lost work rates with the lost work rates of the plant and crew modules. 
The base case that we analyze here is that of a crew consisting of a man of age 25, 185 cm tall, 
weighing 60 kg, and resting at basal metabolic rate. We also consider that all of his nutrient 
requirements are reduced to consumption of glucose. Therefore, the plant modulus is thus 
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designed as to be the sole producer of the whole glucose quantity required by the man's 
metabolic processes. The crew modulus is represented in Figure 9.8. 
The basal metabohc heat production for males can be calculated (Consolazio et al., 
1963) from the following formula: 
heat production (kcal/24 h) = 66.473 + 13.752 W + 5.003 H - 6.755 A 
where W = body weight, kg 
H = height, cm 
A = age, years 
5 
solid 
feces 
, ^ Q basal 
1 energy 
expenditure 
CREW 
If Tinne 
Figure 9.8 Schematic representation of the crew module 
We obtain that Qi is equal to 1648 kcal/24 h. The energy produced through metaboUsm of one 
gram of carbohydrate is 4.17 kcal. Knowing that the energy expenditure of our crew member 
in one hour is approximately 70 kcal, we can compute the amount of carbohydrate necessary as 
being equal to 17 g/h. It is known that only 98% of the carbohydrates ingested are metabolized, 
the rest being excreted. Thus, the actual amount of carbohydrate to be supplied is 17.5 g/h. The 
properties of the input/output streams of the crew module are presented in 
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Table 9.13, as they result from thermodynamic data (Metzler, 1977) and crew material balance 
information (Seagrave, 1993). 
The lost work and the reversible work rates can be calculated as 
Qi 
Wiost,crew = (^1®! + ^3^3 + ^2^2 " ^4^4 " ^5^5 " ^6^6) = ^2.21 J/s 
s 
The reversible work rate is 
Wrev,crew = Ql + (^1^1 + "^3^3 + ^2^2 " W4h4 - Wghg - w^hg) 
{^n)( crew 
- Tg (wjsJ + WgS^ + W2S2 - W4S4 - W5S5 - WgSg) = 113.08 J/s 
J _^lost^^\ 100 = 27.3 % 
rev,crew / 
We have determined in Section 7.5 that the rate of lost work per unit leaf surface area of 
a C3 leaf is equal to 10.62 J/m^s, and that the available, or reversible work rate in the same 
photosynthetic system is 14.48 J/m^s. We can thus determine the total lost work rate and 
thermodynamic efficiency of the plant modulus included in the closed-loop ECLSS analyzed, 
by applying a scale-up procedure. 
We consider that the entire nutrient necessary of the crew is supplied by the plant 
modulus. Therefore, the plants have to produce carbohydrates at a rate of 4.86 x 10"^ kg/s. In 
Chapter 7 we have calculated the rate of growth of plant products per unit leaf surface area: 
f^l =8 X 1 0 - 6 1 . 4 4 x  1 0 - 3 - | - =  1.44 X 10-6-!^ 
m2s m2s m2s 
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Table 9.13 Properties of the material and energy streams of the crew modulus 
Stream Mass flow rate 
(kg/s) 
Total enthalpy 
transfer rate 
(J/s) 
Total entropy 
transfer rate 
(J/s K) 
wi 5.90 X 10-6 0.00 0.0378 
^2 2.31 X 10-5 - 1649.34 0.0897 
W3 4.86 X 10-6 - 34.40 0.0057 
W4 1.07 X 10-5 - 95.65 0.0519 
W5 1.38X 10-'7 0.00 0.0000 
^6 1.62 X 10-5 - 1778.40 0.0897 
Ql -79.72 
Thus, a leaf surface area of 3.375 m^ is needed in order to obtain the carbohydrate production 
required by the crew's metabolic processes. The total lost work rate, the reversible work rate 
and the second-law efficiency of the plant modulus can, therefore, be determined from 
Wl„,. plane = '»« " 3.375 m2 = 35.841 
plants = 14.48 ^  X 3.375 m2 = 48.871 
(^Il)plants ~ 
Figure 9.9 comparatively presents the lost work rates within the subsystems comprising the 
closed loop ECLSS analyzed. The lost work analysis that we have performed indicates that the 
crew modulus is characterized by the highest lost work rate in the system. Figure 9.10 presents 
w 
-1 -
W, 
lost,plants 
rpv r>lant« 
X 100 = 26.7 
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the results obtained for the second-law efficiencies of the integrated subsystems of the closed 
loop ECLSS. We notice that the second-law efficiency analysis indicates that the Bosch carbon 
dioxide reduction subsystem is less performant, in terms of thermodynamic efficiency, than the 
Sabatier subsystem, although it is characterized by a smaller rate of lost work (see Figure 9.9). 
It is therefore necessary to compute both, the rate of lost work, and the second-law efficiency, 
for a given subsystem or process, in order to obtain correct information regarding its 
thermodynamic efficiency. 
• Wlost, crew 
Wlost, plants 
• Wlost, cond. separat. 
83 • Wlost, Sabatier 
S Wlost, Bosch 
0 WlosL cal, (widasiori 
0 
Figure 9.9 Lost work rates within the subsystems of the closed-loop ECLSS 
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• plants efficiency 
10! crew efficiency 
• Sabatier efficiency 
• cond. rem. efficiency 
S Bosch efficiency 
0 caL nxid, cfficicnos 
Figure 9.10 Second-law efficiencies of the subsystems of a closed-loop ECLSS 
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CHAPTER 10. CONCLUSIONS 
In this work a macroscopic approach to the energetics of open, multicomponent, 
unsteady-state systems with chemical reactions has been proposed. A set of uniform equations 
describing material and energy conservation and entropy production has been derived and then 
applied first to some limited, idealized situations. Simple, ideal systems such as adiabatic rigid 
tanks, steady-flow adiabatic steam turbines, and steady-flow CSTRs, have been analyzed from 
an energy conservation and entropy generation standpoint. The same methodology has been 
next used in order to thermodynamically study complex open, biological systems such as green 
leaves and subsystems of the atmospheric boundary layer. Second-law analysis methods have 
been applied to a photosynthetic system and, comparatively, to a forest-covered surface and a 
clear-cut surface inside the atmospheric boundary layer. Based on the results of the lost work 
analysis we have been able to determine the most dissipative processes occurring in each of the 
systems analyzed. Finally, an environmental control and life support system consisting of 
integrated engineered, human, and plant modules has been analyzed from a second-law 
efficiency standpoint. 
The general conclusions that can be drawn from this development are: 
1) Simple and complex open systems can be described in detail by use of the 
comprehensive set of material and energy balances derived in Chapters 3 and 4, and of the 
entropy generation expression derived in Chapter 5. Both ideal engineered systems and 
complex living organisms can be thermodynamically analyzed by means of the general form of 
the lost-work expression, presented in Chapter 5. The lost-work evaluation has been proven to 
be a powerful tool for open systems analysis. 
2) The thermodynamic analysis of separate systems has provided the tools for 
thermodynamic evaluations of interrelated subsystems, integrated in a large system, such as an 
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environmental controlled life support system, ECLSS. The goal in the design of such a system 
by perforaiing a lost-work analysis or availability evaluation is to obtain an optimum of energy 
consumption and entropy generation, by optimizing each separation device, process, and 
subsystem in part. 
3) The methodology developed and applied in this work has a high degree of generality 
and can therefore be exended to analogous systems or processes, which are not necessarily 
similar in structure with the ones presented here. For example, the analysis of photosynthesis, 
respiration, and photorespiration regarded as material and energy tranformation processes can 
be comparatively performed on other pigment-based material and energy converters such as 
erythrocytes in plasma solutions. 
4) Methods of classical and non-equilibrium thermodynamics conjugated with transport 
phenomena, biochemistry, and reaction kinetics have been successfully apphed to understand 
complex, open, chemically active systems, and to quantitatively determine efficiencies or 
availabihties of processes other than those occurring in engineering systems. 
This work has resulted also in several specific conclusions regarding the three 
categories of complex systems that we have analyzed: photosynthetic leaves, sublayers of the 
atmospheric boundary layer, and regenerative closed-loop life support systems. 
1) By applying material balances equations to the photosynthetic leaf analyzed, we have 
been able to relate three important economic indices: the water-use efficiency, the transpiration 
ratio, and the rate of products growth. The evaluation of these quantities has direct application 
when the leaf is part of larger, more complex, integrated biological-biophysical systems. 
2) The energy balance performed on the analyzed photosynthetic leaf has indicated that the 
main mechanisms by which the radiant solar energy flux absorbed is dissipated are conduction 
into the surrounding air, evaporative cooling at the leaf surface, and heat of reaction as a result 
of the substantial CO2 uptake during photosynthesis. Processes such as respiration and 
photorespiration have been proven to have little contribution to the leaf energy balance. 
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3) The calculation of the thennodynamic and practical efficiencies of the photosynthetic 
process studied here has lead to results that are confirmed by data previously reported in 
literature: the practical efficiency of photosynthesis falls into the subunitary range, and it is 
much smaller than the thermodynamic efficiency, which is approximately 30%. 
4) The lost-work analysis performed on the leaf indicates that the phenomena responsible 
for the loss of the available exergy are, in order of their magnitude, photochemical reaction, 
thermal absorption of radiation, and respiration. The results of our evaluation indicate, 
therefore, that chemical reactions are higher entropy producers than is material and energy 
exchange between the leaf and its surroundings. 
5) Sublayers of the atmospheric boundary layer such as forest and clear-cut surfaces have 
been thermodynamically analyzed by means of lost-work analysis. The effects of thinning and 
cutting have been put into a new perspective, and the same type of evaluation could be further 
applied to other processes taking place inside the atmospheric boundary layer, such as pollutant 
dispersion, drought, or flooding. 
6) The main entropy producers among the subsystems composing an environmental 
control and life support system have been identified. Units such as the diverter, the heat 
exchanger and the low temperature catalytic oxidizer, for which zero second-law efficiencies 
have been calculated, should be redesigned, in order to obtain abetter use of their available 
exergy. 
7) Two alternative carbon dioxide reduction procedures have been thermodynamically 
analyzed (the Bosch and Sabatier configurations) with the purpose of selecting the best 
performing subsystem in terms of the second-law efficiency. Thus, although the total lost work 
rate in the Sabatier subsystem was greater than the lost work rate in the Bosch subsystems, the 
second-law efficiency of the Sabatier process has been determined to be higher than that of the 
Bosch process. An important conclusion is that, for thermal design purposes, it is necessary to 
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compute both the lost-work rate and the second-law efficiency of a given process, in order to 
obtain accurate information related to its thermodynamic performance. 
8) The plant modulus and the crew modulus have been integrated with the environment 
control modulus. The plant modulus has been designed so that it satisfies all of the nutrient 
requirements of the crew modulus considered. From a thermodynamic perspective, the crew 
modulus has been shown to be the least performant, being characterized by the highest entropy 
generation or lost work rate of all of the subsystems comprising the closed-loop hfe support 
system analyzed. However, due to the idealization of the crew modulus interactions with its 
surroundings, its second-law efficiency is higher than the plant modulus efficiency. 
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