In [14] , a new local minimax method that characterizes a saddle point as a solution to a local minimax problem is established. Based on the local characterization, a numerical minimax algorithm is designed for finding multiple saddle points. Numerical computations of many examples in semilinear elliptic PDE have been successfully carried out to solve for multiple solutions. One of the important issues remains unsolved, i.e., the convergence of the numerical minimax method. In this paper, first,
way. So far, little is known in the literature to devise such a feasible numerical algorithm.
One might mention Newton's method. Without knowing or using the local structure of a (degenerate) critical point, the usual Newton's method will not be effective or stable. When a local minimization is used in a quasi-Newton method, it will lead to a local minimum, a stable solution.
Minimax principle, which characterizes a critical point as a solution to a two-level optimization problem min A∈A max v∈A
J(v)
for some collection A of subsets A in H, is one of the most popular approaches in critical point theory. However, most minimax theorems in the literature (See [1] , [19] , [20] , [21] , 22, [25] ), such as the mountain pass, various linking and saddle point theorems, require one to solve a two-level global minimax problem and therefore not for algorithm implementation.
In [14] , motivated by the numerical works of Choi-McKenna [7] and Ding-Costa-Chen [12] , the Morse theory and the idea to define a solution submanifold, a new local minimax theorem which characterizes a saddle point as a solution to a two-level local minimax problem is developed. Based on the local characterization, a new numerical minimax algorithm for finding multiple saddle points is devised. The numerical algorithm is implemented successfully to solve a class of semilinear elliptic PDE on various domains for multiple solutions [14] . Due to the limitation of time and other more profound analysis required, one of the very important issues remains unsolved in [14] , i.e., the convergence of the numerical local minimax method, a paramount issue for any numerical method. The main objective of this paper is to establish some convergence results for the algorithm.
The organization of this paper is as follows. We first modify Step 5 in the algorithm by developing a new stepsize rule in Section 2. This is a great progress in the development of the numerical algorithm. First it becomes practically easier to implement. Some properties of the algorithm are verified therewith. Secondly it enables us to establish some convergence results for the algorithm in Section 3. To the best of our knowledge, such convergence results are the first to be established in the literature of critical point theory for saddle point. The convergence analysis in Section 3 show that our algorithm can actually be used to find a more general, non-minimax type critical point. In the last section we display numerical convergence data and profiles of multiple solutions to the Henon's equation and to a sublinear elliptic equation which have several distinct features from all those examples previously computed in [7, 12, 6 and 14] . For instance, The Henon's equation has an explicit dependence on the space variable x and for the sublinear equation, its "gradient flow" exists only locally near certain direction and its sign-changing solution is not a minimax solution which is beyond the original expectation to our local minimax method. In the rest of this section, we introduce some notations and theorems from [14] for future use. In particular, a new local existence theorem is established. 
Definition 1.1 A set-valued mapping P : S L ⊥ → 2 H is called the peak mapping of J w.r.t. H = L ⊕ L ⊥ if for any v ∈ S L ⊥ , P (v) is the set of all local maximum points of J on [L, v].

A single-valued mapping p: S L ⊥ → H is a peak selection of J w.r.t. L if
p(v) ∈ P (v) ∀v ∈ S L ⊥ .
For a point v ∈ S L ⊥ , we say that J has a local peak selection w.r.t. L at v, if there is a neighborhood N (v) of v and a mapping p: N (v) ∩ S L ⊥ → H such that
Most minimax theorems in critical point theory require one to solve a two-level global minimax problem and therefore not for algorithm implementation. While our local minimax algorithm requires one to solve only a two-level local minimax problem. It is a great advance in numerical algorithm implementation. However, as pointed in [14] , three major theoretical problems may take place: (a) for some v ∈ S L ⊥ , P (v) may contain multiple local maxima in [L, v] . In particular, P may contain multiple branches, even U-turn or bifurcation points; (b) p may not be defined at some points in S L ⊥ ; (c) the limit of a sequence of local maximum points may not be a local maximum point. Although, these problems may not happen for superlinear elliptic PDE as studied in [14] , for more general setting, all these three problems have to be resolved. Thus the analysis involved becomes much more complicated. We have been devoting great efforts to solve these three problems.
We solve (a) and (b) by using a local peak selection. Numerically it is done by following certain negative gradient flow and developing some consistent strategies to avoid jumps between different branches of P . As for Problem (c), in this paper, we show that as long as a sequence generated by the algorithm converges, the limit still yields a saddle point;
In a future paper, we will generalize the definition of p by developing a new approach and further solve the problem. Since the approach is beyond the scope of a minimax principle, more profound analysis will be involved.
Lemma 2.1 in [14] is an important result in the development of the local minimax characterization. However, it normalizes the steepest descent
.
Since our objective is to find a critical point, i.e., J (p(v δ )) = 0, the algorithm will generate
will introduce an extra error term in error analysis. This is also confirmed by our numerical computation. Thus we will not normalize the steepest descent direction −J (p(v δ )) in the modified algorithm in this paper. Therefore necessary modifications in theory are required.
Proof: See Appendix.
The above lemma indicates that v(s) defined in the lemma represents a direction for certain negative gradient flow of J(p(·)) from v. Hence it is clear that if p(v 0 ) is a local minimum point of J on any subset containing the path p(v 0 (s)) for some small s > 0 then
In particular, when we define a solution manifold
we have p(v(s)) ⊂ M. A solution submanifold was first introduced by Nehari in study of a dynamic system [18] and then used by Ding-Ni in study of semilinear elliptic PDE [20] .
They prove that a global minimum point of a generic energy function J on their solution submanifold yields a saddle point basically with MI= 1. It is easy to see that when we set L = {0}, our solution submanifold M coincides with their solution submanifold, thus our definition generalizes the notion of a solution (stable) submanifold. This is also the reason why we call M a solution submanifold. Note that a saddle point is not a stable solution.
However if a saddle point is characterized as a local minimum of the generic energy function J on the solution submanifold, the saddle point becomes a stable solution relative to the solution manifold M. That is why we sometimes call a solution submanifold M a stable submanifold.
Since a peak selection may exists only locally, in the next existence theorem, we localize conditions in Theorem 2.2 in [14] . This result is motivated by Example 4.2 in Section 4.
The following PS condition is used to replace the usual compact condition.
Definition 1.2 A function J ∈ C 1 (H) is said to satisfy the Palais-Smale (PS) condition, if
any sequence {u n } ∈ H with J(u n ) bounded and J (u n ) → 0 has a convergent subsequence.
It can be easily checked that such definedJ(p(v)) is lower semicontinuous and bounded from below on the metric space
By the definition ofJ(p(v)), Assumptions (ii) and (iii), we must have
For those n with J (p(v n )) = 0, by our Lemma 1.1, there exists s n > 0 such that when
If (iv) is satisfied, by (1.4), the right hand side of (1.5) is less than . Thus we have
By the (PS), there exists a subsequence {v n k } ⊂ {v n } such that
It leads to
Although the above local existence result has been established, it is understood that our main concern in this paper is to develop numerical algorithms for solving multiple solutions in a stable way and to prove their convergence.
A Modified Local Minimax Algorithm
In this section, we modify the numerical local minimax algorithm developed in [14] . We will not normalize the gradient J (w k ) and in particular, in
Step 5 of the algorithm, we design a new stepsize rule to replace the original one that was an one-finite dimensional two level min-max process. The new step-size rule is much easier to implement and it is this step-size that enables us to establish some convergence results in Section 3.
A Numerical Local Minimax Algorithm
Step 1: Given ε > 0, λ > 0 and n − 1 previously found critical points w 1 , w 2 , . . . , w n−1 of J. Set the base space L = span{w 1 , w 2 , . . . , w n−1 } where w n−1 is the one with the
Step 2: Solve for
Step 3: Compute the steepest descent vector
Step 4:
Step 5;
Step 5: Set
and find
Step 2.
Step 6:
In addition to those remarks made for the original algorithm in [14] , we should make some new remarks on the above modified numerical local minimax algorithm.
Remark 2.1
(1) The purpose of introducing the new stepsize rule is twofold. First, the upper bound λ is used to control the stepsize so the search will not go too far away from the solution (stable)
submanifold M to loss stability. λ can be any positive constant, e.g., λ = 1. Secondly, the maximization in the step-size rule is used to prevent the stepsize of the search from being too small. It can be verified that if we denotē
(2) Due to the nature of multi-level optimization, our stepsize rule is composite and quite different from the one in usual optimization. In a usual numerical optimization scheme,
is a nonlinear variation and it is also composite with the mapping p.
the term in the RHS of the inequality in (2.1) is bounded as the parameter s → +∞, while in usual stepsize rules, e.g., the well-known Armijo or Goldstein's stepsize rule in optimization, this term goes to −∞ as s → +∞. It is known that the Armijo or Goldstein's stepsize rule implies the Zoutendijk convergence condition, while our stepsize rule failed to satisfy the Zoutendijk convergence condition. Thus our convergent analysis will be more difficult.
(3) The number 1 2 in Definition 2.2 can be replaced by any positive number less than 1.
Step 5 have been specified. Those initial guesses closely and consistently trace the position of the previous
This strategy is also to avoid the algorithm from possible oscillating between different branches of the peak mapping P . (6) The modified algorithm has been tested and confirmed on all numerical examples carried out in [14] . The performances are better. Differences in numerical solutions are invisible.
Thus those examples will not be repeated here. Instead, we present numerical convergence data and profiles of multiple solutions to the Henon's equation and a sublinear elliptic equation which have some distinct features from those numerical examples previously computed in [7, 12, 6, 14] .
Proof Applying Lemma 1.1 with v δ = v.
.. be the sequence generated by the algorithm such that p is continuous at v k and w k ∈ L, then the algorithm is strictly decreasing.
Thus the algorithm is strictly decreasing.
Since the sequence generated by the algorithm will make the generic energy function J strictly decrease, the algorithm will be stable. Therefore we can establish some convergence results in the next section.
Lemma 2.2 If p is a local peak selection of
J w.r.t. L at a pointv ∈ S L ⊥ s.t. (i) p is continuous atv, (ii) dis(L, p(v)) > 0 and (iii) J (p(v)) > 0,s(v) ≥ s 0 for any v ∈ V ∩ S L ⊥ . Proof Takev as v δ in Lemma 1.1, then there exists s 0 > 0 s.t. λ > s 0 J (p(v(s 0 ))) and J(p(v(s 0 ))) − J(p(v)) < − 1 2 dis(L, p(v)) J (p(v)) v(s 0 ) −v . Since dis(L, p(v)) J (p(v)) v(s 0 ) −v > 0,J(p(v(s 0 ))) − J(p(v)) dis(L, p(v)) J (p(v)) v(s 0 ) − v is continuous aroundv. Here v(s) = v + sd v + sd and d = −J (p(v)). Thus we can find an open neighborhood V in N (v) where N (v) ∩ S L ⊥ is a neighborhood ofv in which the local peak selection p is defined, s.t.v ∈ V ∩ S L ⊥ and for any v ∈ V ∩ S L ⊥ , we have λ > s 0 J (p(v(s 0 ))) and J(p(v(s 0 ))) − J(p(v)) dis(L, p(v)) J (p(v)) v(s) − v < − 1 2 or J(p(v(s 0 ))) − J(p(v)) < − 1 2 dis(L, p(v)) J (p(v)) v(s) − v for any v ∈ V . Thus s(v) ≥ s 0 for any v ∈ V ∩ S L ⊥ .
Lemma 2.3 Assume p is a continuous peak selection of
J w.r.t. L with dis(p(v), L) ≥ α > 0 for any v ∈ S L ⊥ , then p is a homeomorphism. Proof For each v ∈ S L ⊥ , p(v) can be uniquely expressed as p(v) = t 0 v v + v L for some t 0 v ≥ α > 0 and v L ∈ L. It is clear that p is 1-1. p(v) → t 0 v v is a projection of p(v) onto L ⊥ , thus p(v) → v
Convergence Results
In this section, we establish several convergent results for the algorithm given in Section 2. Most conditions in those results can be localized. We use the same notion as in the flow-chart of the algorithm. Let {w k } be the sequence generated by the algorithm. Since
Theorem 3.1 Let p be a peak selection of J w.r.t. L and J satisfy the (PS) condition. If
Proof As notations in the flow chart, we have w
and s k is the stepsize at v k , and
Suppose that there exists a positive δ such that d k > δ for any k. From (3.1), we have
Adding up (3.2), we get On the other hand,
This leads to a contradiction. Therefore, there exists a subsequence {w
posses a subsequence, denoted by {w k i } again, that converges to a critical point w 0 . As p is a homeomorphism,
Theorem 1.1 serves as a mathematical justification of our local minimax method. It states that a solution to the minimax problem is a critical point. Thus if our numerical minimax method generates a convergent sequence, it should converge to a critical point. However, in the algorithm implementation, we use the steepest descent search to approximate the minimization at the second level. Since the steepest descent search can approximate not only a minimum point but also a saddle point. Thus our algorithm can generates a sequence that converges to a critical point that is not necessarily a minimax type. This case is not covered by any minimax principle. However, the following theorem justifies our algorithm. It states that any convergent subsequence generated by the algorithm converges to a critical point. 
Thus there exists an integer I such that when i > I,
2) and the stepsize rule that 
Since J(w k ) is monotonically decreasing and bounded from below by Theorem 2.1 and Condition (iii), the left hand side of the above inequality converges to 0 as i → +∞, which leads to a contradiction. Thusw is a critical point.
Let us denote the set of all critical points of J by
and the set of all critical points of J with level c by
By the (PS) condition, it is clear that K c is a compact set. As the examples shown in [14] and Example 4.2 in Section 4, degenerate (non isolated) critical points exist naturally in many applications. When a critical point is not isolated, the convergence analysis of the algorithm is much more difficult. So far we can only prove its point-to-set convergence. It also seems to us that in this case point-to-point convergence is meaningless, since we really do not know which solution the algorithm will head for. It is known that "most" cases are nondegenerate in the sense that any degenerate problem can be made nondegenerate by adding a small perturbation to the problem or the domain. When a critical point is isolated, we then prove its point-to-point, the usual convergence. In the next two convergence results we assume that J satisfy the usual PS condition, which implies that the set K c is compact.
Note that Assumption (ii) in Theorem 3.3 is similar to those commonly used in proving the existence of a critical point in various linking and saddle point theorems [21, 25] to prevent a "negative gradient flow" from going out. Under the assumptions of Theorem 3.4, this condition will be automatically satisfied.
Theorem 3.3 Assume that V 1 and V 2 are open sets in H with
by the algorithm is continuous in V 1 satisfying 
Since the algorithm is strictly decreasing, by selecting
possesses a subsequence that converges to a critical point. With Assumption (i), this subsequence converges to somew ∈ K c , which shows that K c is nonempty. The monotonicity of the algorithm then yields
Now suppose the conclusion is not valid, then there exist an ε > 0 and a subsequence
Applying Ekeland's variational principle to J(p(·)) onV 1 , we can findṽ km ∈V 1 such that
From (3.5) and (3.6),ṽ km ∈ V 1 and dis(ṽ km , ∂V 1 ) ≥ d. Applying Lemma 1.1 leads to
s). Thus we get
By the (PS) condition, {p(ṽ km )} has a convergent subsequence, and since p is a homeomorphism, {ṽ km } has a convergent subsequence as well. Denote the convergent subsequence by {ṽ km } again and assume it converges toṽ. Due to (3.6), {v km } converges toṽ as well.
Then {p(v km )} converges to p(ṽ). Since p(ṽ) ∈ K c , we obtain that dis(p(v
km ), K c ) → 0, i.e.,
dis(w km , K c ) → 0 as m → ∞. This contradicts to the assumption that dis(w
Thus for any ε > 0, there exists an integer N such that
Theorem 3.4 Assume the peak selection p determined by the algorithm is continuous. If
J(p(v)) = loc min v∈S L ⊥ J(p(v)) and p(v) is an isolated critical point with dis(p(v), L) > α > 0, then there exists an open set V in H,v ∈ V ∩ S L ⊥ , such that starting from any
v 0 ∈ V ∩ S L ⊥ , the sequence {w k } ∞ k=0 generated
by the algorithm converges to p(v).
Proof By our assumption, we can find an open set
where ∂V 1 is the boundary of V 1 . Set
. Applying Ekeland's variational principle to J(p(·)) onV 1 , the closure of V 1 , we can find
Combining the above inequality with Lemma 1.1, we obtain that for some
. By the (PS) condition {p(ṽ k )} has a subsequence converging to a critical point w 0 in p(V 1 ). From Lemma 2.3, {ṽ k } possesses a subsequence that converges
(v). It leads to a contradiction to (ii).
When a > c, we can find an open neighborhood V ofv such that
All the assumptions of Theorems 3.3 are satisfied, By applying Theorem 3.3, we conclude
We have to acknowledge that our convergence results are based on functional analysis, not numerical or error analysis. It is assumed that at each step of the algorithm the computation is exact. When a discretization of the boundary (domain) is used, an error will be introduced. Note that the nonlinear problem has been linearized to find the gradient.
It is known that at each step of the algorithm, numerical approximation algorithm can be used such that when a discretization is refined, the error will go to zero. However, how an error is distributed from step to step is an important issue and is still unsolved. Since our problem setting is very general, this will be a very difficult problem. Also from Example 4.2 in the next section, it is clear that for a general setting only a local convergence can be expected, simply because a "negative gradient flow" may exist only locally.
Numerical Examples
In this section we display numerical convergence data and profiles of multiple solutions to the Henon's equation and to a sublinear elliptic equation which have several distinct features from all those examples previously computed in [7, 12, 6 and 14] . Although the nonlinear term f (x, u(x)) = |x| p u p (x) explicitly depends on x, it still satisfies the monotone condition
Many numerical positive solutions to the Lane-Emden equation
for all x ∈ Ω and t > 0. Thus for L = {0}, any direction is an increasing direction, and along each direction there is exactly one maximum point of J. Here we simply use the following three "mound" functions respectively as initial ascent directions in our numerical computation. Since in the local minimax method, a linear inhomogeneous elliptic equation
is used to solve for the negative gradient direction w(x) = −J (u(x)) at a point u, we use a boundary element method to solve this linear problem. Thus boundary discretization has to be used and also the Gauss quadrature formula is utilized to approximate domain integrals. As a benchmark, we apply the Greens formula 
u n is to be a saddle point and max x∈Ω |∆u n (x) + f(x, u n (x))| tells how close u n is to be a solution of the PDE; n-It is the number of iteration and for max x∈Ω |∆u n (x) + f(x, u n (x))|, we choose the largest value at the Gauss points of the domain. profile and contours are shown in Figure 1 . Figure 2 . Figure 3 . When the definition of a peak selection is extended to that of a local peak selection in [14] , we did it just for mathematical generalization and we did not have any model problems in mind. The next example is a perfect one to show that such a generalization is not luxurious but necessary.
Example 4.2 Consider a semilinear elliptic equation
where Ω is a smooth bounded region in R 2 , ∆ is the Laplacian operator. Let λ 1 < λ 2 < λ 3 , ... 
for some scalar γ, then the boundary-value problem (4.11) has at least five solutions.
Theorem A of Castro-Cossio in [4] also predicts that in addition to the trivial solution 0, two of them are of sign-preserving solutions and other two are of sign-changing solutions.
Numerically such solutions have not been computed due to some difficulties involved. This case is quite different from all the cases previously computed by us in [14] , by Choi-McKenna in [7] , by Ding-Costa-Chen in [12] or by Chen-Ni-Zhou in [6] where all the nonlinear terms f (t) are superlinear. However in the current example the nonlinear term is not superlinear due to the condition f (∞) ∈ (λ k , λ k+1 ). In this example, as Castro-Cossio suggested 1 , we choose
Here γ is chosen such that λ 2 < γ < λ 3 . It can be directly verified that
Thus all the conditions in Castro-Cossio's theorem are satisfied and therefore from their theorem, the boundary value problem (4.11) has at least five solutions, the trivial solution, two sign-preserving solutions and two sign-changing solutions. Why those nontrivial solutions are numerically so difficult to capturer? First those solutions correspond to saddle points, thus unstable solutions. In particular, a sign-changing solution is more unstable than the sign-preserving solution, and therefore more elusive to capture. Numerically a "negative gradient flow" along a solution submanifold will be used to search for those saddle points. However from the analysis below we can see that such a "negative gradient flow" exists only locally near certain direction. A numerical computation will certainly fail if a search leaves such a narrow region. Our definition of a local peak selection fits perfectly in carrying such a mission.
The generic energy function is of the form
where
For all the cases numerically computed in [7, 12, 6, 14] , f (x, t) ≥ 0 is superlinear in t and satisfies the monotone condition
Thus u = 0 is a local minimum point of J. However when u gets larger, the superlinear term F (x, u(x)) takes turn to dominate other terms in J. Hence J will go to negative infinity as u → ∞ in any finite-dimensional subspace of H. Therefore along any increasing direction or in any finite-dimensional subspace J attains its local maximum and the peak selection p is well defined. Due to the monotone condition, along each direction, J has exactly one maximum point. The case (4.11) with (4.12) is quite different. Let us observe that for (4.12),
With such F (u(x)) in J, near u = 0, the lowest order term in J is
which is always nonnegative if we choose γ such that λ 1 < λ 2 < γ. Thus u = 0 is a local minimum point of J. Similarly every direction is an increasing direction of J at u = 0.
However, when u increases, the quadratic term, the highest order term in J, 
If λ i > γ, J → +∞ along the direction u i , thus J has no local maximum along u i . On the other hand, if λ i < γ, J → −∞ along the direction u i , J will attain its local maximum along u i . That is, a local peak selection exists only near u i u i . To see this let us observe that for t > 0
Since the right hand side of the above equality is always negative and for t > 0, ln(1 + t) t is continuous and monotonically decreasing in t and
we conclude that 
Since J attains its local minimum at 0, t u must be a local maximum point of J(tu). Thus along such u, our local peak selection p w.r.t. L = {0} is well defined with p = P . principle and more profound analysis is required, it will be discussed in a future paper.
Here we verify that when L = {0}, p is differentiable at a point v as long as p is defined at v. To see this, first we note that ln(1 + t) t is monotonically decreasing for t > 0 which
Next from the above analysis, for a given u near u i u i where λ i < γ and u = 1, we see that J attains its unique local maximum along u at t u u if and only if J (t u u), u = 0.
Define
and write
Then by the implicit function theorem, t(u) or p is defined near u and differentiable at u if
As in our numerical computation, we choose Ω to be the unit disk in R 2 , on which the where J k is the Bessel function of order k. We also choose γ = 20. Thus λ 1 < λ 2 < γ < λ 3 and a local peak selection p w.r.t. L = {0} exists only near u 1 and u 2 . As a result, convergence of the algorithm can be expected only when an initial guess is chosen near u 1 or u 2 . Therefore for a general setting, only local convergence of the local minimax method can be expected. By choosing L = {0} and the initial increasing direction v 0 (r, θ) = J 0 (2.4048r), we obtain the ground state solution w 1 as shown as in Figure 4 . Next by choosing L = {w 1 } and the initial increasing direction v 0 (r, θ) = J 1 (3.8317r) cos(θ), we obtain the second solution w 2 as plotted in Figure 5 .
What will happen if we choose L = {0} and the initial increasing direction v 0 (r, θ) = J 1 (3.8317r) cos(θ), which is relatively close to w 2 ? According to our numerical computation, the first a few iterations of the algorithm will lead v 0 to a state even closer to w 2 , then the algorithm found a "negative gradient flow" along which the search turns towards w 1 .
Finally the search stops at the same w 1 . This also indicates that w 2 is more unstable than
Since w 2 is a degenerate solution with MI = 2 according to our numerical algorithm, so far we still don't know how a quasi-Newton's method or other numerical algorithms can capture such a highly degenerate and unstable solution.
In our numerical computation of Example 4.2, totally 384 piecewise constant boundary elements for the boundary and 1537 Gauss points for the domain have been used. The error between the two sides of (4.10) is |V int − B int | = 0.00012. Again in the following tables J (u n ) indicates how close u n is to a saddle point and max x∈Ω |∆u n (x) + f(u n (x))| tells how close u n is to a solution of the PDE; n-It is the number of iteration and for max x∈Ω |∆u n (x)+f (u n (x))|, we choose the largest value at the Gauss points of the domain. profile and contours are shown in Figure 4 .
n-It J(u n ) J (u n ) max x∈Ω |∆u n (x) + f(u n (x))| profile and contours are shown in Figure 5 .
n-It J(u n ) J (u n ) max x∈Ω |∆u n (x) + f(u n (x))| 
X−axis Y−axis
It is interesting to indicate that the above sign-changing is known to be a non-minimax type solution. Its existence is established by Castro-Cossio in [4] by using LyapunovSchmidt reduction method, not a minimax approach. This is the first time such a nonminimax solution has been numerically computed. As our convergence analysis has shown that the local minimax algorithm could actually find non-minimax type solution. This numerical example provides an excellent evidence.
As a final remark, we point out that although we have printed the Morse index for each numerical solution we computed here, it is based on the local minimax algorithm we numerically compute the solution. Their mathematical verification involves more profound analysis, in particular when a degenerate solution is involved. Results on this topic will be reported in subsequent papers [15, 26] .
