Introduction
Integrated Circuits are specified to operate between designated temperature limits. The circuit designer selects the doping level or levels and typically assumes that the dopants are approximately 100% ionized, i.e. exhaustion and the temperature are not too high. There can be a significant impact on the value of a plethora of device parameters such as depletions widths and/or FET threshold voltages if the assumption is violated. In the domain that the temperature is too low the percentage ionization of dopant or dopants will be significantly less than 100%. The value for the majority carrier concentration is depressed significantly below the design value. On the other hand if the temperature is too high the thermal generation effect causes the majority carrier concentration to become excessively 
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known that for a multiple impurity dopant process this "simple" three-regime description can be inadequate. What is important to the designer is the plot of the majority carrier versus the temperature, or what is more commonly done, a plot of majority carrier concentration versus reciprocal of the temperature.
To-date most "analytic" methods for determining dominant features in such plots make use of multiple ad-hoc arguments, which taken one at a time, applies in only two of the three regimes mentioned above. 
Basic Analysis
The physical basis [l] for analysis assumes that there is sufficient spatial uniformity in the doping profiles in order to apply the condition of local charge neutrality, where T is the Kelvin temperature, po and n, are the equilibrium hole and electron carrier concentrations respectively, while N; and N,' are the ionized acceptors and donors atom concentrations respectively. The summations run over the numbers of impurities. The approach presented is facilitated by defining the parameter Z where:
where k is Boltzman's constant, EF is the Fermi level and ER is the intrinsic Fermi level. In non-degenerate cases, i.e. where the Boltzman approximation can be applied to simplify the exact expression for the carrier concentrations, the Z parameter is directly proportional to the equilibrium hole concentration. The constant of proportionality is the temperature dependent intrinsic concentration. It tums out that Eq. (1) can be expressed as P(Z). Numerical methods based on successive substitution in solving for the zeros in expression (1) were found to be unreliable in producing a convergent solution. However the method proposed here is derived from the numerical scheme known as interval bisection [8] and it was found work well with variety of combinations of profiles and other nonstandard conditions
The effective density of states, which is derived in most introductory semiconductor texts, is given by:
where m' is the effective mass for the respective bands [5] . In order to facilitate casting Eq. (I) into a form dependent on the Zparameter the well-known relations for intrinsic concentration and Fermi level are used.
Following the standard methods [5, 6, 
Making use of the Fermi probability distributions [5] to predict ionization levels of the donors and acceptors, i.e., N; and N ; , and substitution of Eqs (6) Also Ma and Md are the numbers of impurity components, and g, (4 typical for Silicon) and gd (2 typical for Silicon) are the several occupation degeneracy, for acceptors and donors, respectively. The donor and acceptor concentrations with the over-bars are normalized by the intrinsic concentration. The energy levels for the impurities E,, Ed are defined relative to the valence band, i.e., Ed = Ec -EL (9) where E; is the standard cited value for donors measured with respect to the conduction band. This analysis will also be the basis for an
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analytic description provided in the next section.
Analytic Solution, single impurity
Situation is described by the special case that M,=l and Md=O the summation subscript in Eq (7) can be dropped to lighten the notation. Straightforward algebra leads to a cubic equation in Z.
The corresponding result for a single impurity N-type is exactly the same form, producing a cubic in Y=I/Z with revised coefficients obtained by letting the 'a' subscript (for acceptor) be replaced with the 'd' subscript (for donor). The solution can be defined in terms of coefficients for the reference cubic equation:
x +a+ +a*x+a3 = o
To facilitate representation of the solution the following intermediate parameterization of the problcm is commonly taken [ 9 ] .
where, D, which is referred to as the "discriminant" for the cubic problem will dictate the type of solutions possible. As. per the fundamental theorem of algebra there will be three roots. For D negative all roots are real while for D positive only one root is real while the other two are complex conjugate. If D is zero there will be repeated root. For the problem being evaluated it can be shown using symbolic mathematical methods that Q and D will always be negative. Furthermore it can then be shown that of the three roots only one is positive and therefore physically acceptable. That root will be predicted by the following recipe [9] 
where B=cos-l R l -e' . Once Z is ( r ) determined the majority carrier concentration, p, , , can be predicted from Eq (6b).
Silvaco Int. based Simulation
Typically, semiconductor device problems of interest involve conditions such as external voltages andor spatial non-uniformity in the semiconductor. Under these more general conditions, a solution can be obtained by solving Poisson's equation. This is done with the Silvaco tool known as ATLAS [2] . It is possible to incorporate Fermi-Dirac statistics for purposes of estimating incomplete ionization.
Due to lack of space it is not possible to cover all the details in the algorithm involving Silvaco Tools. Here are some critical points. First, the Silvaco predictions are obtained from running the software over 2 dimensional grid of points covering a 2 dimensional, uniform and equilibrium semiconductor. A center point is chosen in the grid and the majority carrier concentration is recorded. This is done in an automated fashion for each temperature in a long list of temperatures covering the range of interest. The Silvaco based recordings described in the next section are obtained via this procedure. The various curves are coded by number with the description in the legend. In Table 1 
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Conclusions
Both analytic one-dimensional models and numerical one-dimensional algorithms are essentially indistinguishable in terms of predictions.
As expected, when BGN effects are included in the models the impact was observed at the higher temperatures.
The difference between Silvaco predictions based two-dimensional modeling and the one-dimensional solutions were observed to he slight but worthy of future investigation. 
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