New developments in adaptive methods of computational fluid dynamics make possible several generalizations of modeling techniques for complex fluid-structure interaction simulations. This paper discusses new adaptive techniques and their application to several problem classes, including problems with moving boundaries. fluid-structure interaction in high-speed turbine flows, flow in domains with receding boundaries, and related problems. Emphasis is placed on adaptive finite element meshes which are designed to adapt calculations to changes in accuracy and stability of the numerical solution.
Introduction
Virtually every structure is in cont?-ct with a fluid. be it air, water, or a gas flowing by design or by its natural course over and through the structure's surfaces. The fluid thereby exerts loads on the structure producing deformations which may, in turn. alter the flow of the fluid. There are many other related natural events that involve the motion of rigid or deformable bodies through fluids or the flow of a fluid through a region. the boundaries of which are changing in time. These types of phenomena are often collected under the single label of fluid-structure interactions, even though in many instances it is the mechanics of a. fluid in a changing flow domain that is of primary interest. We shall use the term here to apply to either situation in which the mechanics of both the solid and the fluid are important or in which there is no "structure" at all. but rather an unsteady flow in a domain with changing boundaries. such as recession of a burning boundary or motion of a rigid obstacle through the fluid.
Since fluid-structure interaction exists to one degree or another in every mechanical event, it is not surprising that the subject has received considerable attention in the engineering literature for several decades. The bulk of this literature, however, concerns special applications that deal with essentially linearized or approximate theories of interaction, such as acoustical radiation, flutter, sloshing of fuels in elastic containers, etc. The treatment of more general interaction phenomena in which more complex flows prevail has been the subject of relatively few investigations. A representative samCopyrighl © 1990 American Institute of Aeronautics and Astronautics.
Inc. All rights reserved.
pIe of this body of literature through 1980 includes the important works of Hirt, et al. [1, 2] , Harlow and Amsden (3] , the survey articles of Belytschko (4, 5J and Donea, et al. (6, 7] , and the references therein. More recently, more ambitious efforts at numerically modeling very complex fluid-structure interactions have emerged due to advances in computational methods and machines and due to the importance of such effects in the design of many contemporary engineering systems. Still, the complexities and costs of general fiuid-structure interaction calculations continue to discourage their use in most flow simulations. Recently, several new approaches in computational fluid dynamics have been developed which have the potential of significantly increasing current capabilities of modeling complex flow phenomena and of treating difficult problems in fluid-structure interaction. These new approaches are based on the notions of adaptive methods and smart algorithms. which use instantaneous measures of the quality and other features of the numerical flowfield as a basis for making changes in the structure of the computational grid and of algorithms designed to function on the grid. Thus, adaptive methods represent an adaptive-control, indeed an optimal-control approach to computational fluid dynamics in which the entire structure of the numerical approximation is dynamically changed to meet certain control objectives, for example, to systematically adapt a grid to the boundary of a body moving through the flowfield or to alter grid size and spectral order to keep the approximation error within preset bounds. The philosophy of such techniques is thus to optimize the computational process by using a computational model with a distribution of grid points. mesh sizes, and local spectral orders sufficient to produce results of a given quality for the least number of unknowns (the smallest problem size) and, at the same time, to satisfy kinematic constraints and boundary conditions associated with moving boundaries, perhaps those of a body moving in the fluid itself. Inherent in such strategies is the use of a posteriori estimates of error, unstructured meshes, automatic mesh refinement, and spectral-element concepts in which high-order approximations are used unevenly throughout a mesh to optimally control the error. Current jargon distinguishing these various methodologies is as follows:
• r-methods-the redistribution of gridpoints to reduce error or to satisfy kinematical con- Page 1 straints. These approaches include traditional mesh optimization schemes in which grid points migrate in a mesh to equidistribute error.
• h-methods-the mesh size h is an optmuzation parameter and is reduced or increased to meet error controls or to aid in the satisfaction of kinematic requirements. These methods include adaptive h-refinement/coarsening techniques and mesh embedding techniques.
• p-methods-the spectral order p of the numerical approximation over each gridcell is a parameter that can be increased or decreased to meet various criteria.
• combined methods-combinations of the parameters r, h, and p are simultaneously adjusted to control the numerical process.
While the data structures and complexity of these types of methods can be formidable, the payoff is often dramatic. In general, the problem size (number of unknowns) required to achieve a given accuracy is many times less than that of conventional computational methods.
The present exposition summarizes some of the features and developments in adaptive methods and smart algorithms in the context of fluid-structure interaction problems. In this paper, emphasis is given to simulation of compressible viscous flows over elastic, rigid, and viscoplastic structures.
Data Struct ures and I(inematic Considerations
A general data structure for adaptive analysis of stationary and moving grids has been developed and is incorporated into a general CFD code called ADAPTTM. The data structure and accompanying Navier-Stokes and structures algorithms are designed to meet two types of requirements:
• Accuracy-as determined by a posteriori error estimates of the evolving solution, and
• Kinematical Constraints-as determined by the kinematics of one or more flexible bodies moving through a flowfield or of a boundary of a flow domain changing in time.
We shall outline strategies in use for both of these requirements.
A General Framework for Adaptive Grids.
For a given flow domain n c 111 2 (the three-dimensional case is handled in an analogous manner), an initial mesh n~of quadrilateral elements n~is generated. This mesh may be completely unstructured, and the choice of quadrilateral elements over triangles is, in our opinion, largely a matter of taste (even though some technical reasons could be put forth to favor them). For example, Fig. 1 shows an unstructured mesh of quadrilaterals through which a cosine-hill concentration is convected without diffusion or dispersion. This initial mesh was generated by first using Lo's method [8] for generating a triangular mesh, and then constructing quadrilaterals from the triangles to define the initial mesh.
Each quadrilateral n~in n~is the image of a bilinear map, Te of a master element 5,
In other words, the functions Xi = Xi(~, 1/, 0) are bilinear functions of the fixed "master element" coordinates~, 1/.
Let X denote the one-dimensional polynomial shape functions,
Then the local master-element shape functions are given by the tensor products, Mapping these shape functions to a typical element n~,we approximate each flow variable u defined over n~as a linear combination of the transformed shape functions:
Several remarks are in order:
1. The forms of the element shape functions tPij are independent 01 time. Indeed, the motion of the nodes of an element merely stretches the (Lagrangian) scale on which these functions are defined.
The coefficients a
ij define combinations of tangential derivatives of u along element sides and mixed derivatives at the center of the element.
In particular, aOo = Ul, a Ol = U2, a
03
= U3~nd a 04 = U4, where Ul,U2,U3,U4 are values of u at the vertices of the element. All other coefficients pertain to tangential and mixed derivatives interior to the element.
3. Unlike conventional methods, the coefficients a ij are not the final degrees of freedom of the computational model: the global approxima-
across inter~lement boundaries and, hence. is incompatible with conservation requirements to be imposed later.
These constraint conditions needed to enforce continuity are discussed below and are a critical factor in designing the data structure. The collection of piecewise discontinuous polynomial approximations over n must now be constrained to simultaneously provide continuity of U and an uneven (nonuniform) distribution of mesh sizes h and spectral orders p to control the numerical error evolving throughout the computation. This involves two choices which affect the data structure.
The mesh size is reduced or enlarged according to the i-irregular rule: for two-dimensional meshes, no more than one node is allowed on any element side that is not a vertex. These gridpoints are referred to as "hanging" or ':constrained" nodes. The solution values at constrained nodes are averages of neighboring vertex values for p = 1, but are determined by more elaborate continuity requirements for p > 1. If the local error is sufficiently small, four-element groups are collapsed into a larger element.
(ii) p-enrichmentjreduction. Continuity of global polynomial basis functions across element boundaries is enforced using the maximum rule: when two adjacent elements ne I nJ have polynomial approximations of differing spectral order Pe > PJ' the shape functions in nj corresponding to degrees of freedom on the common side One] = ne n n j are enriched by the additional of polynomials up to order Pel the coefficients of which are adjusted so as to provide full continuity across an. J . These added polynomial terms are associated with tangential derivatives of u directed along interelement boundaries. Thus, the maximum spectral order Pe governs the approximation at an interface. If the local error in an element falls below a preset tolerance, the spectral order can also be reduced.
Further details on this data structure and the constraint approximation can be found in [9, 10] . Error Estimates and Adaptivity, The decision to refine or enrich the mesh is based on estimates of the local cell wise error in a suitable norm, generally an energy-like norm. Details of several types of error estimation techniques are given in [11] (see also [12] The local error indicators, provide a basis for error control.
The decision to change h or p is a difficult one. In [13] , an optimization scheme is derived that is based on a one-step algorithm wherein the optimal path is that which produces the largest change in error for a unit increase in the number of degrees of freedom for each element. The method is effective but slow. Other more heuristic schemes are faster, but can fail. For example, in the use of operator-splitting methods for the N avier-Stokes equations, h-refinement can be limited to the Euler (convective) step, and p-enrichment can be introduced in diffusion steps whenever the mesh size falls below a preset value, generally associated with the Reynold's number [14] . As special cases we have the following special frames for description of the motion:
_ OX _ Dx v----ot Dt
We can also write, Now consider a collection of N bodies BI:. k = For any scalar field, such as density p defined on B.
the time-rate-of-change is given by
The particle velocity is then the vector field
We now outline an application of the conventions and data structures given earlier to a generic moving gridcell which may be attached to a moving body or a deformable structure or to a receding fluid boundary. At a given instant of time t = tl, consider an element Q(td in the referential frame described above (Fig. 2) . Considering a two-dimensional case for simplicity, the NavierStokes equations at a point ;z: E Q(t) are written in the usual form. (1) where U T = {p, pUt, PU2, e} and E and F are the fluxes, including both Euler and viscous terms. It is convenient to write these equations in terms of components U a , Ea, Fa, a = 1,2,3,4 and the spacetime divergence operator. terms, (2) can be restated as (4)
DIV(U,E,F)

= (at.axI,ax2)(U,E,F)
= Uta+ E':. + F: 1 Then, multiplying both sides of (1) (5) Introducing these substitutions into (4), the final weak variational form of the Navier-Stokes equa-
where au/at is the change in spatial coordinates with respect to time, or simply the grid velocity. An expression for the temporal derivative of a shape function is now stated as with commas denoting differentiation with respect to the indicated component.
The grid velocity may also be introduced through the temporal component of the normal vector to the space-time domain. One can show that
The introduction of the grid velocity may now be effected in two ways. First, the test function is redefined as the product of a shape function and a nodal value, i.e., Vcr =~'if;j. Given that the shape function retains its nodal point values (0 or 1) regardless of coordinate translation (recall Remark 1 in Section 2), the material derivative of the shape function is, therefore, zero at the node points, or 
DIV(U, E, F): vdvdt
= II JO(t) 1 11 [ (U~Va + E~, Va II JOCt) J I' [ U10vadvdt = 1 UOVal1 1 dv I, JO(t) O(t,) -[ UaVall. dv JOCtd _l t1 [ uaVa,tdvdt I, JOCl) + jl, [ U a V a l1tdsdt I,
JaO(I)
where n( is the temporal component of the unit outward normal to the space-time domain. After substitution of (3) and performing a similar integration by parts with respect to space for the flux where the repeated indices are summed from 1 to 4. In order to shift the differentiation from the conservation variables to the test function, the first term in (2) 
1. The referential gridcell through which the fluid moves is attached to oB. the location of which is determined by the displacement field u obtained as the solution of (8) and (9) 
u=z-X=x(X,t)-X (7)
The behavior of the structural component is also approximated using finite element approximations of the displacement field, (10) hold, these equations must be augmented with the evaluation equations of viscoplasticity and damage which are also integrated in time. When B is a rigid body, its trajectory and velocity within the flow must be specified by other means. (9) wherein t:P and ::; are the inelastic strain and an internal variable monitoring the evolution of viscoplastic deformation and damage (see [15, 16] ).
Two provisions are made:
E being Hooke's tensor of elastic constants. However, our formulation admits far more general constitutive models, including, for example, the use of rate-dependent thermoviscoplastic responses characterized by constitutive equations of the form, A general algorithm has been developed to implement this formulation over a wide range of fluidstructure interaction problems. This methodology allows for deformation of a finite element computational grid with subsequent smoothings or remeshings confined to a small region of the domain.
Consider a computational domain with a spatial boundary deforming over time.
Step 1. Define a region of influence. a subdomain of the computational domain where boundary deformation and remeshing and smoothing of the domain are performed. 4 COffilnents on a General FSI Algorithnl (10) Step 2. Deform the boundary by prescription, solution of a structures problem, solution of a combustion problem, etc., and calculate grid velocities for nodes along the displaced boundary.
Step 3. Check for overlapping grid points. If overlap occurs, reduce the time step and go to
Step 2.
Step 4. Solve the fluids problem.
Step 5. Check for grid redefinition-smoothing, remeshing, determination of a new region of influence-and problem termination.
Step 6. Continue to Step 2 or Stop.
Algorithms of this type have been applied in the solution of two types of FSI problems in the present paper:
t.he deformation of a cantilevered elastic structure in a subsonic flow field and the simulation of a physical model of a burning boundary in a solid rocket motor. For the first problem. the region of influence was delineated as the region surrounding the structure and the expected maximum deflection of the beam as shown in Fig. 3 . The displacement of the beam was calculated using a structural solver with traction boundary conditions specified by the pressure distribution along the structure (Fig. 4 ).
The fluid problem was then solved and a smoothing of the grid in the influcnce region was effected using a minimization technique [17] . Values at the new tlodallocations were interpolated from the previous mesh. The evolution of the density contours over time is presented in Fig. 5 .
The second fluid structure interaction problem models the recession of a boundary simulating combustion in a solid rocket motor. The region of influence for this problem was the layer of elements adjacent to the receding boundary. Displacement of the boundary was specified as a profile recession in time and a non-chemically reactive Euler model was used to solve the fluid step. Grid deformation was effected by stretching the elements' on t.he receding boundary into the solid propellant rcgion of the domain. When distortion of the elements became severe, the elements were divided and new nodal values were interpolated from the previolls mesh. Evolution of density contours for this problem are shown in Fig. 7 .
A second methodology for the recession of a boundary is currently under development.
Here, the receding boundary is specified as an arbitrary curve defined by cubic spline interpolants through a series of points. The mesh in the region of influence, which now lies within a radius of the curve, is triangulated using an advancing front method [8) and subsequently converted into an unstructured quadrilateral mesh. Boundary recession will be normal to the curve and smoothing or remeshing capabilities will be available for subsequent time steps.
Other Results
Other results on adaptive methods are indicated in Figs. 8-14 . Figure 8 indicates an adapted hpmesh stretched over a flexible elastic plate. Shown is the deflected plate and density contours computed on an h-p -adapted mesh stretched over the deforming plate.
In the exterior flow field, hrefinement is used to resolve the shock structure while p-enrichment, with p up to 3, is used to resolve the viscous boundary layer near the plate. Figure 9 indicates a three-dimensional adapted rotor-stator calculation in which h-adalJtive refinement is used to resolve the instantanecus flow field. At each h-refinement, pressures and shear forces are computed at nodes on the fluid-structure interface and an elastic analysis of the turbine blade is done to assess the stresses due to these fluid forces. The blade locations and density contours after one cycle are shown in Fig. 10 .
The problem of compressible flow around a rigid cylinder attached to an elastic beam is illustrated in Figs. 11-15 . In Fig. 11 , an adapted mesh is shown. while in Fig. 12 the computed mesh for a stress analysis of the structure is shown. Stress contours for fry are shown in Fig. 13 
