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Abstract
We study the strong approximation of stochastic differential equations with discontinuous
drift coefficients and (possibly) degenerate diffusion coefficients. To account for the discon-
tinuity of the drift coefficient we construct an adaptive step sizing strategy for the explicit
Euler-Maruyama scheme. As a result, we obtain a numerical method which has – up to
logarithmic terms – strong convergence order 1/2 with respect to the average computational
cost. We support our theoretical findings with several numerical examples.
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1 Introduction and Main Results
In this manuscript, we consider the strong approximation of time-homogeneous Ito¯-stochastic
differential equations (SDEs) of the form
dXt = µ(Xt)dt+ σ(Xt)dWt, t ≥ 0, X0 = x, (1)
where x ∈ Rd is the initial value, µ : Rd → Rd is the drift coefficient, σ : Rd → Rd,d is the diffusion
coefficient and W = (Wt)t≥0 is a d-dimensional Brownian motion. In contrast to most of the
analysis in the literature, we allow
(i) the drift coefficient µ to be discontinuous on a hypersurface Θ,
(ii) and the diffusion coefficient σ to be degenerate outside Θ.
Our aim is to construct a numerical scheme, which is relatively easy to implement and has
root mean square convergence order 1/2 in terms of the computational cost for a large class of
SDEs. So far only the transformation-based Euler-Maruyama scheme given in [22] for SDE (1)
is known to have this property for multi-dimensional SDEs.
To state our main results denote the distance to the exceptional set Θ by
d(x,Θ) = inf{‖x− y‖ : y ∈ Θ}, x ∈ Rd,
and for every ε > 0 define
Θε := {x ∈ Rd : d(x,Θ) < ε}.
We consider the adaptive Euler-Maruyama scheme given by
Xh0 = x, τ0 = 0,
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and
Xhτk+1 = X
h
τk
+ µ(Xhτk)(τk+1 − τk) + σ(Xhτk)(Wτk+1 −Wτk), τk+1 = τk + h(Xhτk , δ),
with k ∈ N0, and step size function h : Rd × (0, 1)→ (0, 1),
h(x, δ) =

δ2, x ∈ Θε2 ,
1
supx∈Θε0 ‖σ(x)‖2
(
d(x,Θ)
log(1/δ)
)2
, x ∈ Θε1\Θε2 ,
δ, x /∈ Θε1 ,
where
ε1 = sup
x∈Θε0
‖σ(x)‖ log(1/δ)
√
δ, ε2 = sup
x∈Θε0
‖σ(x)‖ log(1/δ)δ,
with δ ∈ (0, 1) and ε0 > 4ε1 > 4ε2. Note that τ depends on h(·, δ) and also ε1, ε2 depend on
δ, but to simplify the notation we suppress this dependence. For mathematical convenience we
will work with the continuous time Euler-Maruyama scheme, i.e. between discretization points
we set
Xht = X
h
τk
+ µ(Xhτk)(t− τk) + σ(Xhτk)(Wt −Wτk), t ∈ [τk, τk+1]. (2)
Obviously this scheme uses smaller steps close to the discontinuities, has maximal step size δ,
minimal step size δ2, and interpolates both step sizes in an intermediate regime. The step sizing
strategy arises from optimally balancing Gaussian tail estimates and occupation time estimates
of the Euler-Maruyama scheme, which in particular accounts for the log-terms.
The computational cost of Xh on [0, T ], i.e. the number of arithmetic operations, function
evaluations, in particular of µ, σ and h, and random numbers, is proportional to the number of
steps which are needed to reach time T , that is
N(h, δ) = min{k ∈ N : τk ≥ T}.
We will use this quantity as a proxy for the computational cost of the scheme. Clearly, the
evaluation of h might be a non-trivial problem, which is however out of the scope of the present
work.
We will work under mild assumptions, i.e.
(i) µ is supposed to be piecewise Lipschitz and its discontinuity set Θ is a sufficiently regular
hypersurface,
(ii) σ is globally Lipschitz,
(iii) µ and σ satisfy a geometric smoothness and boundedness condition close to Θ,
see Assumption 2.1.
For fixed T > 0 we will show that(
E
[
sup
s∈[0,T ]
‖Xs −Xhs ‖2
])1/2
≤ Crmse ·
√
1 + log(1/δ)
√
δ,
see Theorem 4.1, and
E[N(h, δ)] ≤ Ccost · (1 + log(1/δ))δ−1,
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see Theorem 5.1, for some constants Crmse, Ccost > 0 depending only on µ, σ, Θ, T , x.
So up to logarithmic terms the adaptive Euler-Maruyama scheme recovers the classical order
1/2 with respect to the average computational cost. Note that both theorems remain valid if the
quantity supx∈Θε0 ‖σ(x)‖ is replaced by an upper bound in the definition of ε1, ε2 and h.
The remainder of this article is structured as follows: in the following subsections we briefly
review recent results on the approximation of SDEs with discontinuous coefficients and adaptive
numerical methods for SDEs. Sections 2 and 3 contain preliminary and auxiliary results, while
Sections 4 and 5 contain the error and cost analysis. Section 6 provides some numerical examples.
1.1 Numerical methods for SDEs with discontinuous coefficients
Typically, existence and uniqueness results for SDEs only allow discontinuities in the drift co-
efficient, but not in the diffusion coefficient, see, e.g., [36] and the recent works [25, 35]. Thus
– unless otherwise mentioned – the diffusion coefficient is globally Lipschitz for the following
methods and results.
Up to the best of our knowledge the first contribution is [8]. In this work, the almost
sure convergence for an SDE with possibly discontinuous drift coefficient is established, as long
the drift coefficient is still one-sided Lipschitz, the diffusion coefficient is locally Lipschitz and
there exists a Lyapunov function for the SDE. For SDEs with additive noise the results of [9]
provide strong convergence of the Euler-Maruyama scheme for discontinuous, but monotone drift
coefficients.
Recently several contributions for strong approximation have been given in a series of articles
of Ngo and Taguchi [32, 33, 31] and Leobacher and Szölgyenyi [21, 22, 24]. For the multi-
dimensional SDE (1) these works provide
(i) the L1-convergence order 1/2 for the equidistant Euler-Maruyama scheme, if µ is one-sided
Lipschitz and an appropriate limit of smooth functions, and σ is bounded and uniformly
non-degenerate, see [31],
(ii) the L2-convergence order 1/4 −  for arbitrarily small  > 0 for the equidistant Euler-
Maruyama scheme under Assumption 2.1 and additionally the boundedness of µ and σ,
see [24],
(iii) the L2-convergence order 1/2 for a transformation based Euler-Maruyama method under
Assumption 2.1, see [22]. However, this transformation is in general difficult to compute,
which limits its applicability.
After our work was prepared and submitted, Müller-Gronbach and Yaroslavtseva obtained
for scalar SDEs and the equidistant Euler scheme the Lp-convergence order 1/2, for any p ≥ 1,
see [30]. Whether such an improvement of (ii) is possible also in the multi-dimensional case,
presently remains an open question.
The weak approximation of SDEs with discontinuous coefficients has been studied in [17],
where an Euler-type scheme based on an SDE with mollified drift coefficient is analyzed, and in
[4], where an error bound for the density of the Euler-Maruyama scheme for (skew) diffusions is
obtained. Finally, for scalar SDEs with additive noise, [2] provides a simulation scheme based
on an approximation by skew perturbed SDEs.
1.2 Adaptive step sizing procedures for strong approximation of SDEs
Adaptive timestepping strategies have turned out to be very effective in probabilistic numerical
analysis, though their error analysis typically provides mathematical challenges.
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• The early works on adaptive methods propose strategies based on local error estimators
in analogy to numerical methods for ordinary differential equations, see, e.g., [5], [1], and
[19].
• Adaptive methods have also been used to preserve ergodic properties of the underlying
SDE, see, e.g., [20, 27]. In fact, to recover ergodicity by adaptivity has already been
proposed in [34].
• For optimal approximation of SDEs in the Information-Based-Complexity framework adap-
tive methods have been exhaustively analyzed in a series of articles [29, 28, 12, 11]. In these
works, optimal convergence rates and asymptotically optimal schemes have been established
for various error criteria.
• Finally, step adaptation strategies for SDEs with non-globally Lipschitz coefficients have
been studied in [15, 3]. This research has been partially motivated for the purpose of
multilevel Monte Carlo simulations [26, 10].
2 Preliminaries
In this section we present some notions from differential geometry and analysis, state the as-
sumptions we make on the coefficients of SDE (1) together with an existence and uniqueness
result, and present a Krylov-type estimate for Ito¯ processes.
All stochastic variables introduced in the following are assumed to be defined on the filtered
probability space (Ω,F ,F,P), where F = (Ft)t≥0 is a normal filtration. In particular, W is a
d-dimensional (Ω,F ,F,P)-Brownian motion.
2.1 Definitions from differential geometry and analysis
In order to allow for discontinuities of the drift, we replace the usual global Lipschitz condition
by the piecewise Lipschitz condition, which was first introduced in [22]. For this, we recall two
definitions.
Definition 2.1 ([22, Definitions 3.1 and 3.2]). Let A ⊆ Rd.
1. For a continuous curve γ : [0, 1]→ Rd, let `(γ) denote its length, i.e.
`(γ) = sup
n∈N, 0≤t1<...<tn≤1
n∑
k=1
‖γ(tk)− γ(tk−1)‖.
The intrinsic metric ρ on A is given by
ρ(x, y) := inf{`(γ) : γ : [0, 1]→ A is a continuous curve satisfying γ(0) = x, γ(1) = y},
where ρ(x, y) :=∞, if there is no continuous curve from x to y.
2. Let f : A→ Rm be a function. We say that f is intrinsic Lipschitz, if it is Lipschitz w.r.t.
the intrinsic metric on A, i.e. if there exists a constant L > 0 such that
∀x, y ∈ A : ‖f(x)− f(y)‖ ≤ Lρ(x, y).
Of course every Lipschitz function is intrinsic Lipschitz, but the reverse does not hold.
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Definition 2.2 ([22, Definition 3.4]). A function f : Rd → Rm is piecewise Lipschitz, if there
exists a hypersurface Θ with finitely many connected components and with the property, that
the restriction f |Rd\Θ is intrinsic Lipschitz. We call Θ an exceptional set for f , and we call
sup
x,y∈Rd\Θ
‖f(x)− f(y)‖
ρ(x, y)
the piecewise Lipschitz constant of f .
The following example shows, why it is necessary to resort to the intrinsic metric in the
definition of the piecewise Lipschitz condition.
Example 2.3. Consider a function f : R2 → R2 which is piecewise Lipschitz and discontinuous at
Θ = {(x1, x2) ∈ R2 : x1 < 0}. To obtain a Lipschitz estimate of, e.g., ‖f(−x1, x1)−f(−x1,−x1)‖
for x1 ∈ R, the Euclidean metric cannot be used, since the direct connection of (−x1, x1) and
(−x1,−x1) crosses Θ. The intrinsic metric provides a Lipschitz estimate with a connecting curve
that lies in R2\Θ.
In the following, we consider piecewise Lipschitz functions with exceptional set Θ, where Θ is
a fixed, sufficiently regular hypersurface, see Assumption 2.1.2 below. We denote the Lipschitz
constant of a function f if it is finite, and otherwise its piecewise Lipschitz constant, by Lf . For
a function f : Rd → R we denote ‖f‖∞,Θε0 := supx∈Θε0 ‖f(x)‖.
If Θ ∈ C4, locally there exists a unit normal vector, that is a continuously differentiable C3
function n : U ⊆ Θ → Rd such that for every ζ ∈ U , ‖n(ζ)‖ = 1, and n(ζ) is orthogonal to the
tangent space of Θ in ζ.
Recall the following definition from differential geometry:
Definition 2.4. Let Θ ⊆ Rd.
1. An environment Θε is said to have the unique closest point property, if for every x ∈ Rd
with d(x,Θ) < ε there is a unique p ∈ Θ with d(x,Θ) = ‖x− p‖. Therefore, we can define
a mapping p : Θε → Θ assigning to each x the point p(x) in Θ, which is closest to x.
2. A set Θ is said to be of positive reach, if there exists ε > 0 such that Θε has the unique
closest point property. The reach rΘ of Θ is the supremum over all such ε if such an ε
exists, and 0 otherwise.
2.2 Existence of a unique strong solution
The main results in this paper require the following set of assumptions:
Assumption 2.1. We assume for the coefficients µ : Rd → Rd and σ : Rd → Rd,d of SDE (1):
1. the diffusion coefficient σ is Lipschitz;
2. the drift coefficient µ is a piecewise Lipschitz function; its exceptional set Θ is a C4-
hypersurface with reach rΘ > ε0 for some ε0 > 0 and every unit normal vector n of Θ has
bounded second and third derivative;
3. the coefficients µ and σ satisfy
sup
x∈Θε0
(‖µ(x)‖+ ‖σ(x)‖) <∞;
4. (non-parallelity condition) there exists a constant c0 > 0 such that ‖σ(ξ)>n(ξ)‖ ≥ c0 for
all ξ ∈ Θ;
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5. the function
α : Θ→ Rd, α(ξ) = lim
h→0+
µ(ξ − hn(ξ))− µ(ξ + hn(ξ))
2‖σ(ξ)>n(ξ)‖2
is well defined, bounded, and belongs to C3b (Θ;Rd).
Note that µ and σ satisfy a linear growth condition due to Assumptions 2.1.1, 2.1.2, and
2.1.3.
Remark on Assumption 2.1:
1. Assumption 2.1.2 is needed to be able to locally flatten Θ to a plane in a regular way.
Furthermore, it guarantees that n′ is bounded, see [22, Lemma 3.10].
2. Assumption 2.1.4 ensures that σ(ξ) has a component orthogonal to Θ for all ξ ∈ Θ. It is
significantly weaker than the uniform ellipticity condition which is usually required in the
literature on SDEs with discontinuous drift;
3. Assumption 2.1.5 is a technical condition that is required for the transformation method
from [22], which is the basis of our convergence proof, to work.
4. Assumption 2.1 is satisfied if, e.g.,
(i) the exceptional set Θ is a compact set. Note that then its complement satisfies
Rd\Θ = A1 ∪ · · · ∪An where A1, . . . , An are open and connected subsets of Rd,
(ii) there exist Lipschitz C3-functions µ1, . . . , µn : Rd −→ Rd such that µ =
∑n
k=1 1Akµk
and σ is Lipschitz and C3,
(iii) and Assumptions 2.1.3 and 2.1.4 hold.
Compare Example 2.6 in [24].
Theorem 2.5 ([22, Theorem 3.21]). Let Assumption 2.1 hold. Then SDE (1) has a unique
strong solution.
The proof of the above theorem and also the proof of our convergence result rely on a mapping
G : Rd → Rd, which transforms the SDE for X in another SDE which has Lipschitz coefficients.
More precisely, we define
G(x) =
{
x+ ϕ(x)α(p(x)), x ∈ Θε0 ,
x, x ∈ Rd\Θε0 ,
with rΘ > ε0 > 0, see Assumption 2.1.2, α as in Assumption 2.1.5, and
ϕ(x) = n(p(x))>(x− p(x))‖x− p(x)‖φ
(‖x− p(x)‖
c
)
, (3)
with a constant c > 0 and φ : R→ R,
φ(u) =
{
(1 + u)4(1− u)4, |u| ≤ 1,
0, |u| > 1.
The map G has the following properties:
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Lemma 2.6. Let Assumption 2.1 hold. Then we have
(i) G ∈ C1(Rd,Rd);
(ii) G′ is Lipschitz, G′′ exists on Rd \Θ and is piecewise Lipschitz with exceptional set Θ;
(iii) G′ and G′′ are bounded;
(iv) for c sufficiently small, see [23, Lemma 1], G is globally invertible;
(v) G and G−1 are Lipschitz continuous;
(vi) Ito¯’s formula holds for G and G−1.
Proof. For (i) and (iv) see [22, Theorem 3.14]. Assertion (v) follows from the proof of [22,
Theorem 3.20] and for (vi) see [22, Theorem 3.19]. The boundedness of G′ follows from (v), and
the boundedness of G′′ is proven in [23, Lemma 4], showing (iii). Moreover this, [22, Lemma
3.6], [22, Lemma 3.8], and [22, Lemma 3.11] assure that G′ is Lipschitz. Hence, assertion (ii)
follows again from the proof of [22, Theorem 3.20] and the fact G′′′ is bounded on Rd \ Θ, see
[23, Lemma 4].
Now, define the coefficients
µG(z) = G
′(G−1(z))µ(G−1(z)) +
1
2
tr
[
σ(G−1(z))>G′′(G−1(z))σ(G−1(z))
]
,
σG(z) = G
′(G−1(z))σ(G−1(z)),
(4)
for z ∈ Rd.
Lemma 2.7 ([22, Theorem 3.20]). The functions µG : Rd → Rd and σG : Rd → Rd,d are globally
Lipschitz.
Thus, the SDE
dZt = µG(Zt)dt+ σG(Zt)dWt, t ≥ 0, Z0 = G(x), (5)
has a unique strong solution Z = (Zt)t≥0. Moreover, X = (Xt)t≥0 given by Xt = G−1(Zt) solves
SDE (1), which follows from an application of Ito¯’s formula and [22, Theorem 3.19].
2.3 Occupation time estimates for Ito¯ processes
In this subsection we study the occupation time of an Ito¯ process close to a C4-hypersurface.
The following result is a slight extension of [24, Theorem 2.7] and is sometimes refereed to as
Krylov’s estimate. While classically Krylov estimates are derived for non-degenerate diffusions,
see [18], the following result only assumes non-degeneracy of the diffusion coefficient at a normal
direction within an environment of the hypersurface Θ.
Theorem 2.8. Let Θ be a C4-hypersurface of positive reach and let rΘ > 0 > 0. Let further
A = (At)t≥0, B = (Bt)t≥0 be Rd, respectively Rd,d-valued progressively measurable processes such
that ∫ t
0
E
[‖As‖+ ‖Bs‖2] ds <∞, t ≥ 0.
Moreover, let X = (Xt)t≥0 be the Rd-valued Ito¯ process given by
Xt = X0 +
∫ t
0
Asds+
∫ t
0
BsdWs, t ≥ 0,
with X0 ∈ Rd. Assume finally that
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(i) there exists a constant cAB > 0 such that for almost all ω ∈ Ω we have
∀t ∈ [0, T ] : Xt(ω) ∈ Θ0 =⇒ max(‖At(ω)‖, ‖Bt(ω)‖) ≤ cAB;
(ii) there exists a constant c0 > 0 such that for almost all ω ∈ Ω we have
∀t ∈ [0, T ] : Xt(ω) ∈ Θ0 =⇒ n(p(Xt(ω)))>Bt(ω)Bt(ω)>n(p(Xt(ω))) ≥ c20.
Then there exists a constant C > 0 such that for all 0 <  < 0/2 and any measurable function
f : [0,∞)→ [0,∞) we have
E
[∫ T
0
f(d(Xs,Θ))1{Xs∈Θ}ds
]
≤ C
∫ 
0
f(x)dx.
Proof. The proof relies on [24, Theorem 2.7], where a scalar process Y is constructed such that
the occupation time of Y in an environment of {0} is the same as the occupation time of X in
an environment of Θ. More precisely, there exists a bounded real-valued Ito¯ process
Yt = Y0 +
∫ t
0
Aˆsds+
∫ t
0
BˆsdWs, t ≥ 0,
where Aˆ, Bˆ are uniformly bounded, progressively measurable, R respectively R1,d-valued pro-
cesses, such that
Yt · 1{Xt∈Θ1} = λ(D(Xt)) · 1{Xt∈Θ1}, t ≥ 0,
where D(x) = n(p(x))>(x− p(x)) for x ∈ Θ0 , 1 = 0/2, and λ : R→ R is given by
λ(z) =

z − 2
321
z3 + 1
541
z5, |z| ≤ 1,
81
15 , z > 1,
−8115 , z < −1.
Since |D(Xt)| = d(Xt,Θ), the value of Y corresponds to the λ-transformed signed distance
of X to Θ. Since λ′(±1) = λ′′(±1) = 0, it holds that λ ∈ C2. Moreover, λ : [−1, 1] →
[λ(−1), λ(1)] is invertible.
By construction the quadratic variation of Y satisfies P-a.s. that∫ t
0
1{Ys∈(−λ(),λ())}d[Y ]s =
∫ t
0
1{Ys∈(−λ(),λ())}
∣∣λ′ (D(Xs))∣∣2 n(p(Xs))>BsB>s n(p(Xs))ds, t ≥ 0,
see the proof of [24, Theorem 2.7]. Since
|λ−1(Yt)| · 1{Xt∈Θ1} =
∣∣D(Xt)∣∣ · 1{Xt∈Θ1} = d(Xt,Θ) · 1{Xt∈Θ1}, t ≥ 0,
and λ′(z) ≥ (34)2 for all |z| ≤  ≤ 0/2, Assumption (ii) assures that
E
[∫ T
0
f(d(Xs, θ))1{Xs∈Θ}ds
]
≤
(
4
3c0
)2
E
[∫ T
0
f(|λ−1(Ys)|)1{Ys∈(−λ(),λ())}d [Y ]s
]
.
Therefore, the occupation time formula [14, Chapter 3, 7.1 Theorem] for one-dimensional
continuous semimartingales yields
E
[∫ T
0
f(d(Xs, θ))1{Xs∈Θ}ds
]
≤
(
4
3c0
)2
E
[∫ T
0
f(|λ−1(Ys)|)1{Ys∈(−λ(),λ())}d [Y ]s
]
=
(
4
3c0
)2
E
[∫
R
f(|λ−1(y)|)1(−λ(),λ())(y)LyT (Y ) dy
]
.
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By the Tanaka-Meyer formula, see e.g [14, Chapter 3, 7.1 Theorem], we have
2E
[
LyT
]
= E [|YT − y| − |Y0 − y|]−
∫ T
0
E
[
sign(Ys − y)Bˆs
]
ds
and therefore
sup
y∈R
E
[
LyT
] ≤ E [|YT − Y0|] + ∫ T
0
E
[
|Bˆs|
]
ds ≤ E [|YT − Y0|] + T‖Bˆ‖∞ <∞,
since Y is a real-valued Ito¯ process with bounded coefficients. Thus, it follows that
E
[∫ T
0
f(d(Xs, θ))1{Xs∈Θ}ds
]
≤ 2
5
32c20
sup
y∈R
E
[
LyT (Y )
] ∫ λ()
0
f(λ−1(x))dx.
Since 0 ≤ λ′(x) ≤ 1 for all x ∈ R, substitution yields
E
[∫ T
0
f(d(Xs, θ))1{Xs∈Θ}ds
]
≤ 2
5
32c20
sup
y∈R
E
[
LyT (Y )
] ∫ 
0
f(x)dx,
which shows the assertion.
3 Properties of the Adaptive Euler-Maruyama Scheme
3.1 General properties
Recall that our Euler-Maruyama scheme is given by
τ0 = 0, X
h
0 = x ∈ Rd, (6)
and
τk+1 = τk + h(X
h
τk
, δ), Xht = X
h
τk
+ µ(Xhτk)(t− τk) + σ(Xhτk)(Wt −Wτk), t ∈ (τk, τk+1], (7)
with k ∈ N0, and h : Rd × (0, 1)→ (0, 1),
h(x, δ) =

δ2, x ∈ Θε2 ,
1
‖σ‖2∞,Θε0
(
d(x,Θ)
log(1/δ)
)2
, x ∈ Θε1\Θε2 ,
δ, x /∈ Θε1 ,
(8)
where
ε1 = ‖σ‖∞,Θε0 log(1/δ)
√
δ, ε2 = ‖σ‖∞,Θε0 log(1/δ)δ. (9)
Moreover, set t = max{τk : τk ≤ t}.
Figure 1 illustrates the different step size regimes. The solid line is the set of discontinuities
Θ of the drift, the area between the two dashed lines is Θε2 , and the area between the dotted
lines is Θε1 .
Framework 3.1. We assume that
(i) Assumption 2.1 holds,
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Θε2
Θ
Θε1
Figure 1: The three step size regimes.
(ii) the step size δ is sufficiently small such that
ε1 = ‖σ‖∞,Θε0 log(1/δ)
√
δ < ε0/4,
(iii) the constant c from equation (3) is sufficiently small, see [22, Lemma 3.18], in particular,
c < ε0, such that G is globally invertible.
For fixed δ ∈ (0, 1) define the mapping
Φ : Rd × C([0,∞);Rd)→ C([0,∞);Rd), Φ(x,W ) = (Xhs )s≥0.
Note that by construction Φ is B(Rd × C([0,∞);Rd)) − B(C([0,∞);Rd)) measurable. Also by
construction our discretization points τk are stopping times, i.e. they satisfy
{τk ≤ u} ∈ Fu, u ≥ 0, k ∈ N0.
This can be shown by induction since τk+1 is Xhτk measurable and X
h
0 is deterministic. The
strong Markov property of Brownian motion then implies that for all k ∈ N0 the process
(W τkt )t≥0 = (Wt+τk −Wτk)t≥0
is again a Brownian motion and independent of Xτk .
Lemma 3.1. Assume Framework 3.1, let F ∈ B(C([0,∞);Rd)), and k ∈ N0. Then we have
P((Xht+τk)t≥0 ∈ F |Xhτk = y) = P(Φ(y,W ) ∈ F ) for PXτk -almost all y ∈ Rd.
Proof. Using Φ and W τk we can write
Xht+τk = X
h
τk
+ µ(Xhτk)t+ σ(X
h
τk
)W τkt = Φ(X
h
τk
,W τk)(t), t ∈ [0, τk+1 − τk].
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Proceeding iteratively we obtain
(Xht+τk)t≥0 = (Φ(X
h
τk
,W τk))t≥0.
Since W τk is a Brownian motion which is independent of Xhτk , the factorization Lemma for
conditional expectations concludes the proof.
Lemma 3.2. Assume Framework 3.1 and let T > 0. For any p ≥ 2 there exist constants
Cp,Kp > 0 such that
E
[
sup
t∈[0,T ]
‖Xht ‖p
]
≤ Cp
and
E[‖Xht −Xhs ‖p] ≤ Kp · |t− s|p/2, 0 ≤ s < t ≤ T.
Proof. As preparation for the first statement note that Wτk+1 −Wτk is independent of Xhτk and
satisfies
E
[‖Wτk+1 −Wτk‖p] = ∫
R
E
[
‖W τkh(y,δ)‖p
]
dPX
h
τk (y) ≤ κp · δp/2
for some constant κp > 0. Clearly, we have
‖Xhτk+1‖p ≤ 3p−1‖Xhτk‖p + 3p−1‖µ(Xhτk)‖pδp + 3p−1‖σ(Xhτk)‖p‖Wτk+1 −Wτk‖p.
Hence, the preparations together with the linear growth of µ and σ imply the existence of a
constant c1 > 0 independent of k such that
E
[
‖Xhτk+1‖p
]
≤ c1
(
1 + E
[
‖Xhτk‖p
])
, k ∈ N0.
Since X0 = x it follows that
E
[
‖Xhτk‖p
]
<∞, k ∈ N0. (10)
We also have
sup
t∈[0,s]
‖Xht ‖p ≤ 3p−1‖x‖p+3p−1 sup
t∈[0,s]
∥∥∥∥∫ t
0
µ(Xhu )du
∥∥∥∥p+3p−1 sup
t∈[0,s]
∥∥∥∥∫ t
0
σ(Xhu )dWu
∥∥∥∥p , s ∈ [0, T ].
The Cauchy-Schwartz inequality for the Riemann-integral, the Burkholder-Davis-Gundy inequal-
ity for the Ito¯-integral, and the linear growth condition on µ and σ ensure the existence of a
constant c2 > 0, which depends on T > 0, µ, σ, p, and x, such that
E
[
sup
t∈[0,s]
‖Xht ‖p
]
≤ c2
(
1 +
∫ s
0
E
[
‖Xhu‖p
]
du
)
, s ∈ [0, T ]. (11)
By (10) we now obtain that
E
[
sup
t∈[0,T ]
‖Xht ‖p
]
<∞. (12)
Equation (11) also yields
E
[
sup
t∈[0,s]
‖Xht ‖p
]
≤ c2 + c2
∫ s
0
E
[
sup
t∈[0,u]
‖Xht ‖p
]
du.
Since (12) holds, Gronwall’s Lemma now yields the first assertion.
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For the second statement note that
‖Xht −Xhs ‖p ≤ 2p−1
∥∥∥∥∫ t
s
µ(Xhu )du
∥∥∥∥p + 2p−1 ∥∥∥∥∫ t
s
σ(Xhu )dWu
∥∥∥∥p , s, t ∈ [0, T ].
The Cauchy-Schwartz inequality, the Burkholder-Davis-Gundy inequality, and the linear growth
condition of the coefficients together with the first assertion yield the statement.
Applying Theorem 2.8 to our Euler-Maruyama scheme we obtain:
Lemma 3.3. Assume Framework 3.1 and let T > 0. Moreover, let ε < ε0/2 and f : [0,∞) →
[0,∞) be a measurable function. Then, there exists a constant C > 0 such that
E
[∫ T
0
f(d(Xht ,Θ))1{Xht ∈Θε}dt
]
≤ C
∫ ε
0
f(x)dx.
In particular, we have ∫ T
0
P(Xht ∈ Θε)dt ≤ C · ε.
3.2 Exit time estimates for the adaptive Euler-Maruyama scheme
In this subsection we present exit time estimates for our Euler-Maruyama scheme. For this, we
require the following Lemma.
Lemma 3.4. There exists a constant Ctail > 0 such that
P
(
sup
0≤s≤t
‖Ws‖ ≥ ε
)
≤ Ctail · exp
(
− ε√
t
)
, ε > 0, t ≥ 0.
Proof. Using the scaling property of Brownian motion and applying Doob’s submartingale in-
equality we obtain
P
(
sup
0≤s≤t
‖Ws‖ ≥ ε
)
= P
(
sup
0≤s≤1
‖Ws‖ ≥ ε√
t
)
= P
(
exp
(
sup
0≤s≤1
‖Ws‖
)
≥ exp
( ε√
t
))
≤ E [exp(‖W1‖)] exp
(
− ε√
t
)
.
The next lemma controls the probabilities that the Euler-Maruyama scheme has increments
that are relatively large compared to its distance from Θ.
Lemma 3.5. Assume Framework 3.1 and let T > 0. Then there exists a constant C > 0,
independent of δ, such that
(i)
∫ T
0 P
(
Xht /∈ Θ2ε2 ;Xht ∈ Θε2
)
dt ≤ C · δ,
(ii)
∫ T
0 P
(‖Xht −Xht ‖ ≥ d(Xht ,Θ);Xht ∈ Θε1 \Θε2)dt ≤ C · δ,
(iii)
∫ T
0 P
(‖Xht −Xht ‖ ≥ ε1;Xht ∈ Θε0 \Θε1)dt ≤ C · δ.
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Proof. (i) Note that{
ω ∈ Ω : Xht (ω) /∈ Θ2ε2 ;Xht (ω) ∈ Θε2
}
⊆
{
ω ∈ Ω : ‖Xht (ω)−Xht (ω)‖ ≥ ε2;Xht (ω) ∈ Θε2
}
and that∫ T
0
P
(‖Xht −Xht ‖ ≥ ε2;Xht ∈ Θε2)dt ≤ ∫ T
0
P
 sup
t∈[t,t+h(Xht ,δ)]
‖Xht −Xht ‖ ≥ ε2;Xht ∈ Θε2
 dt
=
∫ T
0
P
 sup
t∈[t,t+h(Xht ,δ)]
‖Xht −Xht ‖ ≥ ε2
∣∣∣Xht ∈ Θε2
P(Xht ∈ Θε2)dt.
Here we set the value of the above conditional probability to zero, if P(Xht ∈ Θε2) = 0. By
Lemma 3.1 we obtain that∫ T
0
P
 sup
t∈[t,t+h(Xht ,δ)]
‖Xht −Xht ‖ ≥ ε2
∣∣∣Xht ∈ Θε2
P(Xht ∈ Θε2)dt
=
∫ T
0
∫
Θε2
P
(
sup
t∈[0,δ2]
‖Φ(y,W t)(t)− y‖ ≥ ε2
)
dPX
h
t (y)dt
≤
∫ T
0
∫
Θε2
P
(
sup
t∈[0,1]
‖Wt‖ ≥ ε2 − δ
2‖µ‖∞,Θε0
δ‖σ‖∞,Θε0
)
dPX
h
t (y)dt.
Recall that ε2 = ‖σ‖∞,Θε0 log(1/δ)δ, and hence
ε2 − δ2‖µ‖∞,Θε0
δ‖σ‖∞,Θε0 = − log(δ)−
‖µ‖∞,Θε0
‖σ‖∞,Θε0 δ ≥ − log(δ)−
‖µ‖∞,Θε0
‖σ‖∞,Θε0 . (13)
An application of Lemma 3.4 together with (13) now yields∫ T
0
∫
Θε2
P
(
sup
t∈[0,1]
‖Wt‖ ≥ ε2 − δ
2‖µ‖∞,Θε0
δ‖σ‖∞,Θε0
)
PX
h
t (y)dt
≤ Ctail
∫ T
0
exp (log(δ)) exp
(‖µ‖∞,Θε0
‖σ‖∞,Θε0
)∫
Θε2
dPX
h
t (y)dt ≤ C · δ,
with
C = CtailT exp
(‖µ‖∞,Θε0
‖σ‖∞,Θε0
)
.
(ii) Observe that∫ T
0
P
(‖Xht −Xht ‖ ≥ d(Xht ,Θ);Xht ∈ Θε1 \Θε2)dt
≤
∫ T
0
P
 sup
t∈[t,t+h(Xht ,δ)]
‖Xht −Xht ‖ ≥ d(Xht ,Θ);Xht ∈ Θε1 \Θε2
 dt
=
∫ T
0
P
 sup
t∈[t,t+h(Xht ,δ)]
‖Xht −Xht ‖ ≥ d(Xht ,Θ)
∣∣∣Xht ∈ Θε1 \Θε2
P(Xht ∈ Θε1 \Θε2)dt.
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Using again Lemma 3.1 we obtain∫ T
0
P
 sup
t∈[t,t+h(Xht ,δ)]
‖Xht −Xht ‖ ≥ d(Xht ,Θ)
∣∣∣Xht ∈ Θε1 \Θε2
P(Xht ∈ Θε1 \Θε2)dt
=
∫ T
0
∫
Θε1\Θε2
P
(
sup
t∈[0,h(y,δ)]
‖Φ(y,W t)(t)− y‖ ≥ d(y,Θ)
)
dPX
h
t (y)dt
≤
∫ T
0
∫
Θε1\Θε2
P
(
sup
t∈[0,1]
‖Wt‖ ≥ d(y,Θ)− ‖µ‖∞,Θ
ε0h(y, δ)
h(y, δ)1/2‖σ‖∞,Θε0
)
dPX
h
t (y)dt.
Since
h(x, δ) =
1
‖σ‖2∞,Θε0
(
d(x,Θ)
log(1/δ)
)2
, x ∈ Θε1\Θε2 ,
we arrive at
d(y,Θ)− ‖µ‖∞,Θε0h(y, δ)
h(y, δ)1/2‖σ‖∞,Θε0
= − log(δ)− ‖µ‖∞,Θε0‖σ‖∞,Θε0 h(y, δ)
1/2 ≥ − log(δ)− ‖µ‖∞,Θε0‖σ‖∞,Θε0 . (14)
Lemma 3.4 together with (14) yields that∫ T
0
∫
Θε1\Θε2
P
(
sup
t∈[0,1]
‖Wt‖ ≥ d(y,Θ)− ‖µ‖∞,Θ
ε0h(y, δ)
h(y, δ)1/2‖σ‖∞,Θε0
)
dPX
h
t (y)dt ≤ C · δ.
(iii) This can be shown along the same lines as (ii) taking into account that the Euler-
Maruyama scheme under the conditionXht /∈ Θε1 has step size δ and that ε1 = ‖σ‖∞,Θε0 log(1/δ)
√
δ.
Using the previous lemmas we obtain:
Lemma 3.6. Assume Framework 3.1 and let T > 0. There exists a constant C > 0 such that∫ T
0
P
(
Xht ∈ Θε2
)
dt ≤ C · (1 + log(1/δ))δ,
and ∫ T
0
P
(
Xht ∈ Θε1 \Θε2
)
dt ≤ C · (1 + log(1/δ))
√
δ.
Proof. To establish the first estimate we write∫ T
0
P
(
Xht ∈ Θε2
)
dt =
∫ T
0
P
(
Xht ∈ Θε2 ;Xht /∈ Θ2ε2
)
dt+
∫ T
0
P
(
Xht ∈ Θε2 ;Xht ∈ Θ2ε2
)
dt
≤
∫ T
0
P
(
Xht ∈ Θε2 ;Xht /∈ Θ2ε2
)
dt+
∫ T
0
P
(
Xht ∈ Θ2ε2
)
dt.
We conclude by Lemma 3.5(i) and Lemma 3.3. Analogously the second estimate follows from∫ T
0
P
(
Xht ∈ Θε1 \Θε2
)
dt
=
∫ T
0
P
(
Xht ∈ Θε1 \Θε2 ;Xht /∈ Θ2ε1
)
dt+
∫ T
0
P
(
Xht ∈ Θε1 \Θε2 ;Xht ∈ Θ2ε1
)
dt
≤
∫ T
0
P
(
‖Xht −Xht ‖ ≥ d(Xht ,Θ);Xht ∈ Θε1 \Θε2
)
+
∫ T
0
P
(
Xht ∈ Θ2ε1
)
dt.
We conclude by Lemma 3.5(ii) and Lemma 3.3.
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Finally we prove the following refinement of Lemma 3.5(ii):
Lemma 3.7. Assume Framework 3.1, let T > 0 and α ∈ (0, 1]. There exists a constant C > 0
such that∫ T
0
P
(‖Xht −Xht ‖ ≥ α · d(Xht ,Θ);Xht ∈ Θε1 \Θε2)dt ≤ C · (1 + log(1/δ))δα+ 12 .
Proof. Here we follow the same lines as in the proof of Lemma 3.5(ii) to obtain∫ T
0
P
(
‖Xht −Xht ‖ ≥ α · d(Xht ,Θ);Xht ∈ Θε1 \Θε2
)
dt
≤
∫ T
0
∫
Θε1\Θε2
P
(
sup
t∈[0,1]
‖Wt‖ ≥ −α log(δ)− ‖µ‖∞,Θ
ε0
‖σ‖∞,Θε0
)
dPX
h
t (y)dt.
Lemma 3.4 now yields that∫ T
0
P
(
‖Xht −Xht ‖ ≥ α · d(Xht ,Θ);Xht ∈ Θε1 \Θε2
)
dt
≤ Ctail exp
(‖µ‖∞,Θε0
‖σ‖∞,Θε0
)
δα
∫ T
0
P(Xht ∈ Θε1 \Θε2)dt.
The second case from Lemma 3.6 concludes the proof.
4 Convergence Analysis
We are ready to prove the main convergence result.
Theorem 4.1. Assume Framework 3.1 and let T > 0. Moreover, let h : Rd × (0, 1) → (0, 1) be
given by (8) and (9), and let Xh be given by (6) and (7). Then there exists a constant Crmse > 0
such that
E
[
sup
0≤t≤T
‖Xt −Xht ‖2
]
≤ C2rmse · (1 + log(1/δ))δ.
Proof. The proof will be split into three steps. The first one uses the transformation G, the
second the exit probability estimates from the previous section and the last step is a Gronwall
argument. We denote constants independent of δ by c1, c2, . . . .
Step 1: Here we follow [24, Theorem 3.1], where the convergence proof is done by means of
the transformation G, see Subsection 2.2. We define a process Z = (Zt)t≥0 by Zt = G(Xt). It
solves
dZt = µG(Zt)dt+ σG(Zt)dWt, t ≥ 0, Z0 = G(x),
where µG, σG are given by (4) and are globally Lipschitz by Lemma 2.7. Moreover, G and G−1
are globally Lipschitz by Lemma 2.6(v). So we obtain(
E
[
sup
0≤t≤T
‖Xt −Xht ‖2
])1/2 ≤ LG−1(E[ sup
0≤t≤T
‖Zt −G(Xht )‖2
])1/2
. (15)
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Now, denote by Zh the Euler-Maruyama approximation of the process Z based on the step sizing
function h given by (8) and (9). Using this scheme we can split the error as follows:(
E
[
sup
0≤t≤T
‖Zt −G(Xht )‖2
])1/2
(16)
≤
(
E
[
sup
0≤t≤T
‖Zt − Zht ‖2
])1/2
+
(
E
[
sup
0≤t≤T
‖Zht −G(Xht )‖2
])1/2
.
Since the maximum step size of Zh is δ, there exists a constant c1 > 0 such that
E
[
sup
0≤t≤T
‖Zt − Zht ‖2
]
≤ c1 · δ. (17)
This can be shown by a simple modification of the error analysis of the Euler-Maruyama scheme
for deterministic non-equidistant discretizations as, e.g., in [16, Theorem 10.2.2].
The second error term in (16) is the difference between the transformation applied to the
time continuous Euler-Maruyama approximation of X defined in (2) and the Euler-Maruyama
approximation of the transformed process Z defined in (5). For all τ ∈ [0, T ] set
u(τ) := E
[
sup
0≤t≤τ
‖G(Xht )− Zht ‖2
]
.
The Lipschitz continuity of G, µG, and σG and Lemma 3.2 imply that supτ∈[0,T ] u(τ) <∞. For
all x1, x2 ∈ Rd define
ν(x1, x2) := G
′(x1)µ(x2) +
1
2
tr(σ(x2)
>G′′(x1)σ(x2)),
and notice that ν(x, x) = µG(G(x)), σG(G(x)) = G′(x)σ(x).
By Ito¯’s formula we have
G(Xht ) = G(X
h
0 ) +
∫ t
0
ν(Xhs , X
h
s )ds+
∫ t
0
G′(Xhs )σ(X
h
s )dWs, t ∈ [0, T ].
With this, we get that
u(τ) = E
[
sup
0≤t≤τ
∥∥∥∥∫ t
0
ν(Xhs , X
h
s )ds+
∫ t
0
G′(Xhs )σ(X
h
s )dWs −
∫ t
0
µG(Z
h
s )ds−
∫ t
0
σG(Z
h
s )dWs
∥∥∥∥2
]
≤ 4E
[
sup
0≤t≤τ
∥∥∥∥∫ t
0
(
ν(Xhs , X
h
s )− ν(Xhs , Xhs )
)
ds
∥∥∥∥2
]
+ 4E
[
sup
0≤t≤τ
∥∥∥∥∫ t
0
(
G′(Xhs )σ(X
h
s )−G′(Xhs )σ(Xhs )
)
dWs
∥∥∥∥2
]
+ 4E
[
sup
0≤t≤τ
∥∥∥∥∫ t
0
(
µG(G(X
h
s ))− µG(Zhs )
)
ds
∥∥∥∥2
]
+ 4E
[
sup
0≤t≤τ
∥∥∥∥∫ t
0
(
σG(G(X
h
s ))− σG(Zhs )
)
dWs
∥∥∥∥2
]
.
With the Cauchy-Schwarz inequality and the d-dimensional Burkholder-Davis-Gundy in-
equality, see, e.g., [14, Theorem III.3.28] or [13, Lemma 3.7], we obtain
u(τ) ≤ 4T E1(τ) + 8dE2(τ) + 4T E3(τ) + 8dE4(τ), (18)
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with
E1(τ) = E
[∫ τ
0
∥∥∥ν(Xhs , Xhs )− ν(Xhs , Xhs )∥∥∥2 ds] ,
E2(τ) = E
[∫ τ
0
∥∥∥G′(Xhs )σ(Xhs )−G′(Xhs )σ(Xhs )∥∥∥2 ds] ,
E3(τ) = E
[∫ τ
0
∥∥∥µG(G(Xhs ))− µG(Zhs )∥∥∥2 ds] ,
E4(τ) = E
[∫ τ
0
∥∥∥σG(G(Xhs ))− σG(Zhs )∥∥∥2 ds] .
(19)
Step 2: Now we estimate the above error terms. For E1, using the linear growth property of µ
and σ and the properties of G we have
‖ν(x1, x2)− ν(x2, x2)‖2 ≤
{
K1 · (1 + ‖x2‖4) · ‖x1 − x2‖2, ‖x1 − x2‖ = ρ(x1, x2),
K2 · (1 + ‖x2‖4), otherwise,
(20)
with
K1 = 2L
2
G′C
2
µ +
1
2
L2G′′C
4
σ, K2 = 4C
2
µ‖G′‖2∞ + C4σ‖G′′‖2∞,
where Cµ > 0 and Cσ > 0 are the linear growth constants of the respective coefficients. Note that
‖x1 − x2‖ 6= ρ(x1, x2) means that the direct connection between x1 and x2 passes Θ. Further,
set
K3 = sup
{
‖ν(x1, x2)‖2 : x2 ∈ Θε0 , x1 ∈ Rd
}
. (21)
The latter quantity is finite due to our assumptions.
We will use the following partitions of 1:
1 = 1{‖Xhs−Xhs ‖=ρ(Xhs ,Xhs )} + 1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}
and
1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )} = 1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}1{Xhs /∈Θε0}
+ 1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}1{Xhs ∈Θε0\Θε1}
+ 1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}1{Xhs ∈Θε1\Θε2}
+ 1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}1{Xhs ∈Θε2}
for a given s ∈ [0, T ], i.e. we split Ω first into the disjoint events that ‖Xhs −Xhs ‖ = ρ(Xhs , Xhs )
or not, and if not, we split again according to the distance to Θ.
(i) From (20) we get that
E
[∫ τ
0
1{‖Xhs−Xhs ‖=ρ(Xhs ,Xhs )}
∥∥∥ν(Xhs , Xhs )− ν(Xhs , Xhs )∥∥∥2 ds]
≤ K1E
[∫ τ
0
(
1 + ‖Xhs ‖4
)‖Xhs −Xhs ‖2ds] .
An application of the Cauchy-Schwarz inequality and Lemma 3.2 now yield
E
[∫ τ
0
1{‖Xhs−Xhs ‖=ρ(Xhs ,Xhs )}
∥∥∥ν(Xhs , Xhs )− ν(Xhs , Xhs )∥∥∥2 ds] ≤ c2 · δ. (22)
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(ii) Now consider the case that ‖Xhs − Xhs ‖ 6= ρ(Xhs , Xhs ) and that Xhs is more than ε0 away
from Θ. Here (20) gives
E
[∫ τ
0
1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}1{Xhs /∈Θε0}
∥∥∥ν(Xhs , Xhs )− ν(Xhs , Xhs )∥∥∥2 ds]
≤ K2E
[∫ τ
0
(
1 + ‖Xhs ‖4
)
1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}1{Xhs /∈Θε0}ds
]
.
Since{
‖Xhs −Xhs ‖ 6= ρ(Xhs , Xhs )
}
∩
{
Xhs /∈ Θε0
}
⊆
{
Xhs /∈ Θε0
}
∩
{
‖Xhs −Xhs ‖ ≥ ε0
}
,
the Cauchy-Schwarz inequality together with (20) yields
E
[∫ τ
0
1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}1{Xhs /∈Θε0}
∥∥∥ν(Xhs , Xhs )− ν(Xhs , Xhs )∥∥∥2 ds]
≤ K2
∫ τ
0
(
E
[∣∣∣1 + ‖Xhs ‖4∣∣∣2])1/2 (P(‖Xhs −Xhs ‖ ≥ ε0))1/2 ds.
Markov’s inequality, i.e.
P(‖Xhs −Xhs ‖ ≥ ε0) ≤
E[‖Xhs −Xhs ‖4]
ε40
,
and Lemma 3.2 now give
E
[∫ τ
0
1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}1{Xhs /∈Θε0}
∥∥∥ν(Xhs , Xhs )− ν(Xhs , Xhs )∥∥∥2 ds] ≤ c3 · δ. (23)
(iii) The next case is that ‖Xhs −Xhs ‖ 6= ρ(Xhs , Xhs ) and Xhs lies in Θε0\Θε1 . Since
ν(Xhs , X
h
s )
2 · 1{Xhs ∈Θε0\Θε1} ≤ K3,
we obtain
E
[∫ τ
0
1{Xhs ∈Θε0\Θε1}1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}
∥∥∥ν(Xhs , Xhs )− ν(Xhs , Xhs )∥∥∥2 ds]
≤ 2K3
∫ τ
0
P(Xhs ∈ Θε0\Θε1 ; ‖Xhs −Xhs ‖ 6= ρ(Xhs , Xhs ))ds.
Since{
Xhs ∈ Θε0\Θε1
}
∩
{
‖Xhs −Xhs ‖ 6= ρ(Xhs , Xhs )
}
⊆
{
Xhs ∈ Θε0\Θε1
}
∩
{
‖Xhs −Xhs ‖ ≥ ε1
}
,
Lemma 3.5(iii) gives
E
[∫ τ
0
1{Xhs ∈Θε0\Θε1}1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}
∥∥∥ν(Xhs , Xhs )− ν(Xhs , Xhs )∥∥∥2 ds] ≤ c4 · δ.(24)
(iv) For the next case observe that{
Xhs ∈ Θε1\Θε2
}
∩
{
‖Xhs −Xhs ‖ 6= ρ(Xhs , Xhs )
}
⊆
{
Xhs ∈ Θε1\Θε2
}
∩
{
‖Xhs −Xhs ‖ ≥ d(Xhs ,Θ)
}
,
and so (21) and Lemma 3.5(ii) yield
E
[∫ τ
0
1{Xhs ∈Θε1\Θε2}1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}
∥∥∥ν(Xhs , Xhs )− ν(Xhs , Xhs )∥∥∥2 ds]
≤ 2K3
∫ τ
0
P(Xhs ∈ Θε1\Θε2 ; ‖Xhs −Xhs ‖ 6= ρ(Xhs , Xhs ))ds
≤ c5 · δ.
(25)
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(v) For the final case, the boundedness of the coefficients on Θε0 and the fact that{
‖Xhs −Xhs ‖ 6= ρ(Xhs , Xhs )
}
∩
{
Xhs ∈ Θε2
}
⊆
{
Xhs ∈ Θε2
}
together with the first statement of Lemma 3.6 yield that
E
[∫ T
0
1{‖Xhs−Xhs ‖6=ρ(Xhs ,Xhs )}1{Xhs ∈Θε2}
∥∥∥ν(Xhs , Xhs )− ν(Xhs , Xhs )∥∥∥2 ds] ≤ c6 · log(1/δ)δ.
(26)
Combining (19) with (22), (23), (24), (25), and (26) yields
E1(τ) ≤ c7 · (1 + log(1/δ))δ. (27)
For estimating E2 in (18), we exploit that G′ is globally Lipschitz, σ satisfies a linear growth
condition, and use Lemma 3.2 to obtain
E2(τ) ≤ L2G′C2σ
∫ T
0
E
[
(1 + ‖Xhs ‖2)‖Xhs −Xhs ‖2
]
ds
≤ L2G′C2σ
∫ T
0
(
E
[∣∣1 + ‖Xhs ‖2∣∣2])1/2 (E[‖Xhs −Xhs ‖4])1/2 ds ≤ c8 · δ. (28)
For the remaining two terms in (18) we use the fact that µG, σG are globally Lipschitz by
Lemma 2.7. This gives
E3(τ) ≤ L2µG
∫ τ
0
E[‖G(Xhs )− Zhs ‖2]ds ≤ L2µG
∫ τ
0
u(s)ds, (29)
E4(τ) ≤ L2σG
∫ τ
0
E[‖G(Xhs )− Zhs ‖2]ds ≤ L2σG
∫ τ
0
u(s)ds. (30)
Step 3: Combining (18) with the estimates (27), (28), (29), and (30) we obtain
0 ≤ u(τ) ≤ c9
∫ τ
0
u(s)ds+ c10 · δ(1 + log(1/δ)), τ ∈ [0, T ].
Gronwall’s inequality yields
u(τ) ≤ c10 exp(c9τ) · δ(1 + log(1/δ)), τ ∈ [0, T ]. (31)
Finally, combining (16) with (17) and (31), and the result with (15) concludes the proof.
Remark 4.2. In [24, Theorem 3.1] the authors prove strong convergence order 1/4 −  for
arbitrarily small  > 0 of the equidistant Euler-Maruyama scheme under Assumption 2.1 and
under the additional assumption that the coefficients µ and σ are bounded. By applying some
of the techniques from the proof of Theorem 4.1 here, [24, Theorem 3.1] can be shown without
assuming global boundedness of µ and σ.
5 Cost Analysis
We now turn to the computational cost of our step size procedure. As mentioned, the computa-
tional cost of our method is proportional to the number of steps, i.e.
N(h, δ) = inf{k ∈ N : τk ≥ T}.
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Clearly, we have
N(h, δ) ≤ 1 +
∫ T
0
1
h(Xht , δ)
dt,
since ∫ τk+1
τk
1
h(Xht , δ)
dt = 1.
Theorem 5.1. Assume Framework 3.1 and let T > 0. Moreover, let h : Rd × (0, 1) → (0, 1) be
given by (8) and (9), and let Xh be given by (6) and (7). Then there exists a constant Ccost > 0
such that
E[N(h, δ)] ≤ Ccost · (1 + log(1/δ))δ−1.
Proof. We denote constants independent of δ by c1, c2, . . . . We have
E[N(h, δ)] ≤ 1 + E
[∫ T
0
1
h(Xht , δ)
dt
]
= 1 + I1 + I2 + I3,
(32)
with
I1 = δ
−2
∫ T
0
P(Xht ∈ Θε2)dt,
I2 =
∫ T
0
E
[
1
h(Xht , δ)
1{Xht ∈Θε1\Θε2}
]
dt,
I3 = δ
−1
∫ T
0
P(Xht /∈ Θε1)dt.
(33)
We also have
I3 ≤ T · δ−1, (34)
and by Lemma 3.6
I1 ≤ c1 · (1 + log(1/δ))δ−1. (35)
So, we only need to take care of the remaining term I2. For this, consider the event that the
time-continuous Euler-Maruyama scheme in one step does not move farther than d(Xht ,Θ)/2
away from Xht , that is
A(t) =
{
‖Xht −Xht ‖ ≤ d(Xht ,Θ)/2
}
, t ≥ 0.
We use the following partition of 1:
1{Xht ∈Θε1\Θε2} = 1A(t)∩{Xht ∈Θε1\Θε2} + 1A(t)c∩{Xht ∈Θε1\Θε2}.
(i) The distance function d(·,Θ) to the hypersurface Θ is Lipschitz continuous with Lipschitz
constant 1, see [6, Equation (14.91)], so we have
d(x,Θ)− d(y,Θ) ≤ |d(x,Θ)− d(y,Θ)| ≤ ‖x− y‖, x, y ∈ Θε0 .
Hence, we observe that
d(x,Θ) ≤ ‖x− y‖+ d(y,Θ), x, y ∈ Θε0 ,
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which implies
A(t) ∩ {Xht ∈ Θε1 \Θε2} ⊆
{
1
2
d(Xht ,Θ) ≤ d(Xht ,Θ) ≤
3
2
d(Xht ,Θ)
}
∩ {Xht ∈ Θε1 \Θε2}.
It follows that
1
h(Xht , δ)
1A(t)∩{Xht ∈Θε1\Θε2} =
‖σ‖2∞,Θε0 (log(δ))2
d(Xht ,Θ)
2
1A(t)∩{Xht ∈Θε1\Θε2}
≤ 9
4
‖σ‖2∞,Θε0 (log(δ))2
d(Xht ,Θ)
2
1A(t)∩{Xht ∈Θε1\Θε2}.
Moreover,
{Xht ∈ Θε1 \Θε2} ∩A(t) ⊆
{
Xht ∈ Θ
3
2
ε1 \Θ 12 ε2
}
and so we obtain
1
h(Xht , δ)
1A(t)∩{Xht ∈Θε1\Θε2} ≤
9
4
‖σ‖2∞,Θε0 (log(δ))2
d(Xht ,Θ)
2
1{
Xht ∈Θ
3
2 ε1\Θ 12 ε2
}. (36)
(ii) Since the minimal step size is δ2, we have
1
h(Xht , δ)
1A(t)c∩{Xht ∈Θε1\Θε2} ≤
1
δ2
1A(t)c∩{Xht ∈Θε1\Θε2} (37)
=
1
δ2
1{‖Xht −Xht ‖>d(Xht ,Θ)/2;Xht (ω)∈Θε1\Θε2}.
Combining (33) with (36) and (37) we obtain
I2 ≤ 9
4
‖σ‖2∞,Θε0 (log(δ))2
∫ T
0
E
[
1
d(Xht ,Θ)
2
1{
Xht ∈Θ
3
2 ε1\Θ 12 ε2
}] dt
+ δ−2
∫ T
0
E
[
1{Xht ∈Θε1\Θε2 ;‖Xht −Xht ‖>d(Xht ,Θ)/2}
]
dt
=
9
4
‖σ‖2∞,Θε0 (log(δ))2
∫ T
0
E
[
1
max{ε2/2, d(Xht ,Θ)}2
1{
Xht ∈Θ
3
2 ε1
}] dt
+ δ−2
∫ T
0
E
[
1{Xht ∈Θε1\Θε2 ;‖Xht −Xht ‖>d(Xht ,Θ)/2}
]
dt
=: I21 + I22.
(38)
By Lemma 3.7 with α = 1/2 we obtain that there exists a constant c2 > 0 such that
I22 ≤ c2 · (1 + log(1/δ))δ−1. (39)
Lemma 3.3 yields that there exist constants c3, c4 > 0 such that
I21 ≤ c3
(
2ε−12 +
∫ 3
2
ε1
1
2
ε2
‖σ‖2∞,Θε0 (log(δ))2
x2
dx
)
≤ c4 · log(1/δ)δ−1. (40)
Combining (38) with (39) and (40) ensures the existence of a constant c5 > 0 such that
I2 ≤ c5 · (1 + log(1/δ))δ−1. (41)
Now, (32) together with the estimates (34), (35), and (41) yields the assertion.
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6 Examples
In this section we present some numerical examples to complement our asymptotic convergence
analysis with a study of the non-asymptotic regime. For all examples we choose for simplicity
T = 1. We use
cost(δ) =
1
M
M∑
i=1
N(h, δ)(i),
where M ∈ N is the sample size, to estimate the computational cost and
msq(δ) =
1
M
M∑
i=1
∥∥∥(Xh(·,δ)1 −Xh(·,2δ)1 )(i)∥∥∥2
to estimate the convergence rate. The latter is justified (for dyadic δ) by the fact that if there
exist β ∈ R, γ ∈ (0,∞) such that
lim sup
n→∞
(
nβ(2n)γ
) · E∥∥∥X1 −Xh(·,2−n)1 ∥∥∥2 <∞,
then also
lim sup
n→∞
(
nβ(2n)γ
) · E∥∥∥Xh(·,2−n−1)1 −Xh(·,2−n)1 ∥∥∥2 <∞,
and vice versa. Above we use the standard convention that Y (i) denotes an iid copy of a random
variable Y .
For both quantities we choose δ = 2−2, 2−3, . . . , 2−10, M = 5 · 104 and perform a regression
using the ansatz
f(δ) = c1 · log(1/δ)c2 · δc3
to determine c1 > 0 and c2, c3 ∈ R.
Our first test equation is a scalar equation with
µ(x) = −2 · 1(−∞,0)(x) + x2 · 1[0,1)(x) +
(
2
x
− 3
x2
)
· 1[1,∞)(x), σ(x) = 0.5 ·
(
1 +
1
1 + x2
)
,
and initial value x = 1.5. For the cost of the Euler-Maruyama scheme we obtain
fcost(δ) = 1.2014 · log(1/δ)0.8936 · δ−1.1218,
with a residuum of res = 6.0412 · 102, while for the mean square error we have
fmsq(δ) = 0.5940 · log(1/δ)−2.0209 · δ1.1037,
with a residuum of res = 1.0674·10−2. This is in good accordance with the predicted asymptotic
behaviour from Theorem 4.1, respectively Theorem 5.1.
The second test equation is again a scalar equation with
µ(x) = −1 · 1(−∞,−1)(x) + 1 · 1[−1,2)(x)− 2x · 1[2,∞)(x), σ(x) = 1,
and x = 0, i.e. an equation with additive noise. Here we have
fcost(δ) = 0.9148 · log(1/δ)0.5163 · δ−1.1380,
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with a residuum of res = 2.0217 · 102 and
fmsq(δ) = 21.2638 · log(1/δ)−1.8354 · δ1.5232,
with a residuum of res = 2.2471 · 10−2. The increase in the observed empirical convergence
order is not surprising. Convergence order 3/4 for the equidistant Euler-Maruyama scheme with
additive noise has already been indicated by the simulation results in [7]. However, the latter
work also indicates that discontinuous coefficients may lead to an unstable behaviour of msq(δ).
To determine sharp bounds for the convergence order of the Euler-Maruyama scheme for SDEs
with additive noise and discontinuous coefficients will be part of our future research.
The final test equation is two-dimensional with degenerate noise, i.e. we have
µ(x1, x2) =
{
(1, 1)>, x21 + x22 ≥ 1,
(−x1, x2)>, x21 + x22 < 1,
σ(x1, x2) =
1
2
(
x1 0
x2 0
)
,
and initial value x = (0.5, 0.5)>. We obtain
fcost(δ) = 1.7280 · log(1/δ)0.7362 · δ−1.0248,
with a residuum of res = 2.3685 · 101 and
fmsq(δ) = 11.9163 · log(1/δ)−2.2178 · δ1.0389,
with a residuum of res = 1.6205 · 10−1. This is again in good accordance with our analysis.
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