Let Ω ⊂ R n be a strongly Lipschitz domain. In this article, the authors study 
Introduction

A domain Ω of R n (n ≥ ) is said to be strongly Lipschitz if it is a Lipschitz domain and its boundary
∂Ω is a nite union of parts of rotated graphs of Lipschitz maps and, at most, one of these parts is possibly unbounded; for the de nition of Lipschitz domains, we refer the reader to [12] . The real Hardy space H p (R n ), p ∈ ( , ], is important since it is a good substitution of L p (R n ) and has many applications in PDE and analysis; see Stein [26] . Hardy spaces on domains, with applications to the boundary value problems for the Laplace equation, have been studied, for instance, in [2, 6-8, 10, 15, 18-21, 23, 27, 28] . There are mainly two kinds of Hardy spaces on domains, one is the restriction of Hardy spaces to domains, the other is the collection of elements in Hardy spaces with supports in the considered domains. Let us recall the de nition as follows (see, for instance, [3, 8, 21] Our rst main result is the grand maximal function characterization of Hardy spaces on domains. To this end, we recall the following two grand maximal functions.
For any x ∈ R n and p ∈ ( 
where χ Ω denotes the characteristic function of Ω. From the fact that ϕ ∈ Gx(Ω), it follows that ϕχ Ω ∈ W ,q (Ω), which implies that Mr f is well de ned.
Then we have the following characterizations concerning Hardy spaces. In what follows, for any q ∈ [ , ∞], we denote by q its conjugate index, namely, q + q = . We wish to emphasize that, whereas the proof of the characterization of H p r (Ω) (Theorem 1.2) is relatively simpler, the arguments for H p z (Ω) are not trivial, and highly depend on the geometric structure of the underlying domain. The proof of Theorem 1.1 is composed by three steps: we rst deal with the case Ω being special Lipschitz, then the case Ω being bounded, and nally Ω being unbounded; see Section 2 below. Based on Theorems 1.1 and 1.2, we then establish grand maximal characterizations of vector-valued Hardy spaces; see Corollaries 2.13 and 2.14 below.
Theorem 1.1. Let Ω be a strongly Lipschitz domain and p ∈ (
In the same manner as H p (R n ) for p ∈ ( , ], Hardy-Sobolev spaces play important roles in partial differential equations and analysis at the borderline cases. We refer the reader to [3, 4, 13, 16, 17, 22, 24, 25] for relevant developments concerning Hardy-Sobolev spaces. Let us begin with recalling the de nition of HardySobolev spaces; see Auscher et al. [3] for p = . 
Above, ∇f denotes the distributional derivative of f . Precisely, if U ⊂ R n is an arbitrary open set, then,
Our second main result is the following grand maximal characterization of Hardy-Sobolev spaces, which generalizes corresponding results by Auscher et al. [3] from p = to p ∈ ( n n+ , ]. Let us begin with recalling the de nitions of grand maximal functions.
For any x ∈ R n , let Fx(Ω) be the collection of all vector-valued functions Φ in D(R n ; C n ) satisfying
where the almost everywhere is in the sense of the (n − )-Hausdor measure and ν denotes the outer normal of ∂Ω. For any f ∈ L loc (R n ) and x ∈ R n , let
Here and hereafter, a measurable function f on Ω is said to belong to the space L q c (Ω) for some q ∈ ( , ∞) if, for any compact
Based on the grand maximal function characterization of Hardy spaces, we then establish the following grand maximal function characterization of homogeneous Hardy-Sobolev spacesḢ 
with the equivalent positive constants independent of f .
Notice that, in Theorem 1.5, we do not need to distinguish whether or not Ω is bounded as in Theorem 1.1. Indeed, in case of Ω being bounded, we have the implicit condition that, if
with supp ∇f ⊂ Ω, then, for each Φ ∈ D(R n ; C n ) with Φ being a constant vector on Ω, it holds true that ∇f , Φ = ; see the proof of Theorem 1.5 below.
As applications of the theories of Hardy and Hardy-Sobolev spaces, we establish some endpoint div-curl lemmas (see Section 4 below), and study the divergence equation
We show that the above equation is solvable in the Hardy-Sobolev space if f ∈ H p z (Ω). This type of equations has been studied intensively; see, for instance, [1, 3, 5, 11, 14] . Actually, this result even has an application in proving main result of this paper; see Lemma 3.3 
where C is a positive constant independent of f ; see [1, 5, 14] . But the same estimate fails when p approaches the limit situation, namely, when p = or p = ∞. Our intention is to nd a substitution for the limit situation p = and even p ∈ ( (Ω) on domains, and establish their grand maximal function characterizations. We rst recall the de nition of H p (R n ), which can be found in [26] .
, is de ned as the collection of
It is well known that the Hardy space H p (R n ) is independent of the choice of function ϕ as long as ϕ ∈ D(R n ) and R n ϕ(x) dx ≠ ; see [26] . Let us recall the following notion of atoms; see [8, 21] for instance.
De nition 2.2. Let
By using [21, Theorems 1 and 4], we know that the Hardy space H p r (Ω) admits the following atomic decomposition; see also [8] .
where the positive constant C is independent of f . 
From
, we only need to show that (2.1) holds true for each ϕ ∈ D(Ω).
. By using the duality of H (R n ) and BMO(R n ), and the embedding of
For each a i , let Q i ⊂ Ω be its supporting cube. Recall that p ∈ ( n n+ , ) and q = (p * ) > n. Then, for each ϕ ∈ D(Ω), by using the Hölder inequality, we obtain
For each b j , let P j ⊂ Ω be its supporting cube. Then we choose x P j ∈ ∂Ω such that |x − x P j | P j for each x ∈ P j , which implies that
Combining the inequalities (2.3) and (2.4), via the monotonicity of p , we conclude that, when p ∈
This, together with (2.2) and the density of D(Ω) in W ,q (Ω), nishes the proof of Lemma 2.4.
Remark 2.5. Let p and q be the same as in Lemma 2.4. The argument same as that used in the proof of Lemma 2.4 also shows that Lemma 2.4 holds true with Ω replaced by R n ; moreover, there exists a positive constant C such that, for any
We rst prove a weaker version of Theorem 1.1 as follows. In what follows, n denotes the origin of R n .
Proposition 2.6. Let Ω be a strongly Lipschitz domain and p
and Qx,t = Qx,t . Then there exists a positive constant C independent of x and t, but depending on ψ, such that
Thus, Cψ x,t ∈ Fx(Ω) and
, where {a i } i are (p, ∞)-atoms and
. If it holds true that Mz a L p (R n ) for any (p, ∞)-atom a, then, by the monotonicity of p , we have
By the property of (p, ∞)-atoms, we know that
For any x ∉ I and ϕ ∈ Fx(Ω) with supp ϕ ⊂ Q, by the fact R n a(y) dy = , we nd that
If supp a ∩ supp ϕ = ∅, we have R n a(y)ϕ(y) dy = . If supp a ∩ supp ϕ ≠ ∅, we then have I ∩ Q ≠ ∅. Since x ∉ I and x ∈ Q, it follows that I ≤ |x − y| < Q for each y ∈ Q ∩ I, which implies that
We then deduce from (2.5) that
and hence
Mz a(x)
Combining the above estimates, we know that
This proves the claim and hence nishes the proof of Proposition 2.6.
In view of Proposition 2.6, to prove Theorem 1.1, it remains to prove that Mz f L p (R n ) ∼ Mz f L p (Ω) with the equivalent positive constants independent of f . We do this by the following several lemmas. 
and a cone
where L is the Lipschitz constant of λ. 
Mz f (x) Mz f (R(x)).
Since R is a bilipschitz map and R(Ω − ) = Ω, it follows that Denote ϵ by ϵ for simplicity. For each x ∈ Ωϵ \ Ω, there exists V j such that x ∈ (Ωϵ \ Ω) ∩ V j . For each ϕ ∈ Fx(Ω) with supp ϕ ⊂ Q and Q ∩ Ω ≠ ∅, from the fact |R j (x) − x| d(x, Ω) Q , it follows that we can choose a Q such that Q Q , Q ⊂ Q, c Q = c Q and R j (x) ∈ Q. We then have Cϕ ∈ F R j (x) (Ω) for some harmless positive constant C and hence
Mz f ∈ L p (Ω). Then there exist positive constants C and ϵ, independent of f , such that
By taking the supremum over ϕ, we conclude that, for each
which implies that
This nishes the proof of Lemma 2.8. Mz f L p (Ω) . Let us prove the converse side. By applying Lemma 2.8, we nd that there exists an ϵ ∈ ( , ∞) such that
Lemma 2.9. Let p ∈ ( n n+ , ] and Ω be a bounded Lipschitz domain. Then f ∈ H p z (Ω) if and only if f
Let us estimate the integral of Mz f (x) over (Ωϵ) . We choose a ball B := B( n , r B ) with r B large enough such that Ωϵ ⊂ B. For any x ∈ B \ Ωϵ and any x ∈ Ω, we have |x − x| ∼ d(x, Ω), since Ω is bounded. For any ϕ ∈ Fx(Ω) with supp ϕ ⊂ Q, by choosing a larger cube Q such that {x} ⊂ Q ⊂ Q and Q Q , we have Cϕ ∈ F x (Ω) for a harmless positive constant C. This further implies that Mz f (x) Mz f ( x) for each x ∈ B \ Ωϵ, and hence
By this, we nd that , we conclude that f , ϕ = f , ϕχ , since χ ≡ on B ⊃ Ωϵ ⊃ Ω. For each x ∈ Ω, by assumption, we have f , χ = and hence
Noticing that, for any y ∈ Ω,
by choosing I to be a cube centered at origin such that B ⊂ I and I ∼ diam(Ω), we conclude that supp
Thus,
for each x ∈ Ω up to some harmless positive constant and, therefore,
By taking the supremum on ϕ, we know that, for each x ∈ ( B) ,
Combining (2.9), (2.11) and (2.12), we nally conclude that 
Conversely, suppose rst that Ω is bounded. By Lemma 2.8, we know that, for some ϵ ∈ ( , ∞), Hence, noticing |R n \ Ωϵ| < ∞, we nd that
Finally, by (2.13) and (2.14), we conclude that 
for some ϵ ∈ ( , ∞). Moreover, similarly to the proof of (2.10), we nd that
This, together with |B( n , r B ) \ Ωϵ| < ∞, implies that and hence
Combining (2.15), (2.16) and (2.17), we have
which, together with Proposition 2.6, further implies that
Mz f L p (Ω) and hence completes the proof of Lemma 2.10.
Proof of Theorem 1.1. The desired conclusion follows from Lemmas 2.9 and 2.10.
Let us now proceed to prove Theorem 1.2.
Proof of Theorem 1.2. Suppose rst f ∈ H p r (Ω). By the de nition of
. From the proof of Proposition 2.6, we deduce that
be an approximation of identity, and let ϕ k := η k * (ϕχ Ω ) for all k ∈ N.
Since supp (ϕχ Ω ) is contained in a cube Q, it follows that there exists a cube Q k such that Q ⊂ Q k and supp ϕ k ⊂ Q k for each k ∈ N. Notice that x ∈ Q k , c Q k ∈ Ω and, for large enough k, |Q k | ≤ |Q|. By the triangle inequality and
From Lemma 2.4, it follows that, for all k ∈ N,
and, from Remark 2.5,
.
By letting k → ∞ and the choice of {φ k } k∈N , we conclude that, for all x ∈ Ω,
Taking supremum over ϕ ∈ Gx(Ω), we nally conclude that, for all x ∈ Ω, Mr f (x) Mz F(x) and hence It then turns out that, in the de nition of grand maximal functions, we only need to require ϕ to be in some W ,q (Ω) instead of W ,∞ (Ω), provided q is large enough.
Similarly, for each x ∈ Ω, we let
We then let, for f ∈ D (R n ) and
and, for each bounded linear functional f on W ,q (Ω) and x ∈ Ω,
From the fact that ϕ ∈ Gx(Ω), it follows that ϕχ Ω ∈ W ,q (Ω), which implies that M (q) r f is well de ned. We then have the following grand maximal function characterizations, as generalizations of Theorems 1.1 and 1.2. 
(
z f (x) for all x ∈ R n , which, together with Theorem
Let us now prove the converse side. We only prove (i), since (ii) can be proved in a similar way. Suppose that Ω is bounded and
with ϕ ≡ on Ω, it holds true that f , ϕ = . Moreover, there exists an
. To this end, let I j be the cube where a j supports on. For each x ∈ I j , from the Hölder inequality and the fact ϕ ∈ F q x (Ω), with supp ϕ ⊂ Q, x ∈ Q and c Q ⊂ Ω, it follows that 20) where c I j denotes the center of I j . Taking the supremum over ϕ ∈ F q x (Ω), we nd that, for all x ∉ I j ,
Again, the last inequality holds true since (
, which completes the proof of Theorem 2.11. 
. By the proof of Theorem 2.11, we know that M
for each i. In order to nish the proof of Theorem 2.12, we still need to show M
for each j. Let the cube J j be the support of b j . For each x ∈ J j and ϕ ∈ G q x (Ω), with supp ϕ ⊂ Q, x ∈ Q and c Q ∈ Ω, by the Hölder inequality and ϕ ∈ G q x (Ω), we have
(Ω) and choose x ∈ ∂Ω ∩ J j . Since ϕ(x ) = , from J j b j (y) dy = , the Hölder inequality and an argument similar to that used in the proof of (2.20), we deduce that
By taking the supremum over ϕ ∈ G q x (Ω), we conclude that, for each x ∈ R n \ J j ,
This, combined with (2.21), implies that M
. Hence, we nally nd that
, which completes the proof of Theorem 2.12. 
Here and hereafter, for a vector function u, we denote by Du its gradient matrix. Moreover, for each x ∈ Ω, let
For each F ∈ D (R n ; C n ) and x ∈ R n , let
and, for each bounded linear functional F on W ,q (R n , C n ) and each x ∈ Ω,
In what follows, we write M 
and
with the equivalent positive constants independent of F.
( which completes the proof of Lemma 3.2.
The following result on the divergence equation can be found, for instance, in [3, 5, 14] . 
R n a(y) dy
