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Turbulent Flow and Heat Transfer in Channels with 
Combined Rough and Smooth Surfaces. 
ABSTRACT 
Adman Aytekin 
A two-part experimental investigation is reported on the effects 
of transverse square rib roughnening on fluid flow and heat transfer 
in channels with uniform and non-=iform boundary conditions. 
The first part of the experimental programme consisted of providing 
detailed measurements of mean and basic turbulent characteristics of 
fully developed, flow in two rectangular ducts of aspect ratios 1.63 
and 3.0. In each duct only one wall was roughened. In channels having 
low aspect ratios secondary flows play an important part in momentum 
transfer, and an interpretation of their effect on the measured Reynolds 
shear stress distribution has been attempted. 
In the second part of the experimental programme mean velocity and 
temperature profiles, friction factors and Stanton numbers were measured 
in an internally roughened pipe and annuli composed of a rough inner rod 
and either a smooth or a rough outer pipe. Heating was al. ways applied 
on the outer surface. 
In all the geometries the mean velocities near the rough walls were 
found to be represented by logarithmic straight lines. The gradients of 
these lines were independent of Reynolds number but differed for various 
geometries. The mean temperature profiles, measured in the rough pipe 
and the fully rough annulus, showed that these could also be represented 
by logarithmic straight lines, but the slopes of these profiles were 
markedly different from those of the velocity profiles. These results 
cast considerable doubt on the validity of the 'universal law of the wall' 
and Nikuradse's drag law for ribbed surfaces, -as well as on the 
correctness of applying Dipprey and Sabersky's heat-momentum analogy to 
such surfaces. 
anally, the various transformation methods proposed for the 
interpretation of measured pressure drop and heat transfer in channels 
with mixed rough and smooth surfaces have been analysed. A new simple 
transformation method has been proposed for the overall pressure drop 
results. 
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CHAPTER ON1 - INTUODUCTION 
1. Introduction 
In gas-cooled nuclear reactors employ. ing 
ý, 
bulk fuel, contained in 
metallic cans, the allowable temperature of the cladding material is 
limited by metallurgical considerations. If the surface of the can 
were smooth, the amount of heat which could be transferred to the 
coolant from the can at its maximum permissible temperature would be 
relatively low. This would lead to low heat rating of the fuel and 
poor economy of the reactor. Therefore, alternative surface 
configurations had to be developed. In early reactors extended surfaces, 
in the form of fins, were succesfully employed. As these Magnox 
Reactors gave way to Advanced Gas-Cooled Reactors (AGRs), long fins had 
to be abandoned because of the high neutron absorption and low thermal 
conductivity of the stainless steel, which was used as canning material. 
They were replaced by artificial roughness, consisting of small, square 
ribs, transverse to the-flow direction. This type of surface has found 
favour mainly because the extra material required for the manufacture of 
the ribs constitutes only a few per cent of the total cladding material, 
and hence the parasitic absorption of the neutrons is kept to a 
minimum. lhereas the primary purpose of applying fins is to increase 
the heat-transferring surface area, rou hnesses promote turbulence in 
the coolant, thus increasing the heat transfer coefficient between can 
and coolant. It is clear that this increase in the turbulence will also 
increase the pressure drop in the coolant channels and it has been found 
that this increase in the friction factor is greater than the 
proportional increase in the Stanton number for all known rough surfaces 
when the coolant is a gas (Walker and Wilkie (1)). This partly explains 
why rough surfaces have been used mainly in nuclear reactors where this 
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penalty in the increased pumping power is more acceptable. However, 
the attention. given to rough surfaces in connection with nuclear 
reactors has led to the recognition of the fact that an economic gain 
can be obtained with surfaces having St/f ratios lower than smooth ones, 
as long as the ratio St2/f is increased (Walker and Wilkie (1), 
Nelese d'IIospital (2), Wilkie'(3)). 
More recently the use of roughness has also been proposed for the 
fuel elements of the Gas-Cooled Fast Reactors (GCFRs), the proposed 
type of roughness again being in the form of small ribs transverse to 
the flow (Fritzsche et al (4), Gratton et al (5)). As a result of the 
application of this type of surface on the fuel elements of AGRs and 
their anticipated use in GCFRs, a vast amount of experimental work has 
been carried out during the last two decades, in order to acquire an 
understanding of the thermohydraulic behaviour of surfaces roughened not 
only by such transverse ribs but also by a variety of turbulence 
promoters, such as diamond knurling, open and closely packed arrays of 
pyramids and hemispheres, wedges, wires and grooves of all shapes and 
sizes. 
In Advanced Gas-Cooled Reactors, the fuel is distributed in 
clusters of rods and each multi-rod assembly (a fuel element) is placed 
in a coolant channel. For example, each fuel element of the Hinkley 
Point B AGR in the UK consists of 36 fuel rods. The fuel rods are 
1 
. 
5.25 mm in diameter and have square, transverse rib roughening, the 
roughness height and the ratio of rib pitch to rib height being 0.279 mm 
and 7.2, respectively (El Wakil (6), Leslie 
(7)). Ebcporiments to 
determine the thermohydraulic performance of euch fuel elements are 
time-consuming, costly and difficult to perform. Usually, only the 
temperature distributions on the can surfaces and mean coolant 
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temperatures are. reasured together with the overall pressure drop. From 
these data the heat transfer and pressure loss characteristics of a 
particular configuration can be deduced, but they will tell little about 
the basic transfer mechanisms. The analysis of such data requires 
manipulations and adjustments in terms of more basic experimental data 
such as temperature and velocity profiles. The interpretation of the 
data from the rod bundle experiments also requires the division of the 
flow area into sub-channels, the boundaries of which must be accurately 
determined if a meaningful analysis is to be made about the effect of 
each rod on the overall results. It is not surprising, then, to find 
that numerous publications on the thermohydraulic performance of rough 
surfaces are based on experiments conducted in simple geometries. Among 
these an annular channel with a roughened inner rod and a smooth outer 
pipe remains by far the most frequently tested geometry. The reason for 
this choice is twofold; firstly, the configuration of the tested rod is 
geometrically similar to that of one fuel rod in the actual fuel assembly, 
and secondly, the transverse ribs can be much more easily machined onto 
an outer (convex) surface than onto an inner surface (concave). 
In spite of the simple configuration of the partially roughened 
annular geometries, relative to the fuel elements of AGRs, the overall 
results obtained from them are of limited practical use, unless some 
manipulations are carried out to separate the effect of each surface on 
these overall results. 
The problem of identifying the thermohydraulic properties of rough 
surfaces from the overall results obtained in partially rough, annular 
geometries was first investigated by Hall 
(8), whose basic ideas still 
remain the only practical way of tackling this problem. Hall suggested 
that in these annular geometries the annular passage can be divided into 
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two regions, the flow in each region being affected by only the 
condition of the wall boundary next to it. The imaginary boundary 
between the two regions is formed by the cylindrical surface of zero 
shear stress. Hall then proceeded to show how the friction factor, 
Stanton and Reynolds numbers can be calculated for each region from 
the measured velocity and temperature profiles and the overall pressure 
drop. Hall finally suggested that these isolated values of friction 
factors and Stanton numbers (which are called transformed values) can 
be applied to reactor fuel elements or to fully rough pipes by 
invoking the equivalent diameter concept. 
Since the publication of Hall's paper several modifications have 
been made to the original proposals in order to avoid the need for 
time-consuming velocity and temperature profile measurements which 
require relatively large test sections. This is understandable, since 
in the 1960s there was a great need for rapid testing of surfaces, 
roughened by different rib arrangements. Nevertheless, however 
desirable these modifications may have been, the elimination of such 
profile measurements did, to some extent, slow dorm the progress towards 
a better understanding of the effect of roughness on fluid flow and heat 
transfer. For example, there is still some controversy about the 
behaviour of velocity profiles over rough surfaces, and consequently, 
about the applicability of the drag law, as formulated by Nikuradse (9) 
from his experiments in sand grain roughened pipes to other geometries 
where the roughness used is different from sand grains. Another equally 
worrying aspect is an almost complete lack of data about the 
temperature profiles over rough surfaces, hence our concepts about the 
eddy diffusivity. distribution in fully or partially rough channels are 
based on the assumption that the turbulent Prandtl number is equal to 
one. However, the mentioned data are essential for several, 
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semi-empirical correlations for predicting the performance coefficients 
of various rough surfaces. For example, the well-known 
Dipprey-Sabersky (10) heat-momentum similarity law is probably by far 
the most widely used similarity law for correlating the heat transfer 
results from rough surfaces. Yet the assumptions made in its 
derivation (for want of better information) leave a lot to be desired. 
Some of these assumptions could be put right by a systematic study of 
the velocity and temperature profiles over rough surfaces. 
The present study is an attempt to look at the fluid flow and 
heat transfer in partially and fully rough channels from the basic 
principles and to provide experimental data for a particular rough 
surface tested in several different channel geometries. 
The thesis consists of six chapters, the first of which is the 
Introduction. 
In Chapter 2a critical review of the literature is made. The main 
emphasis in this chapter is on the various transformation methods. 
Implications of some of the assumptions in these transformations are 
examined in detail, and as a consequence, a much simpler, new method is 
suggested. Another point which is dealt with in detail in this 
chapter is the way in which the rough surface pressure drop and heat 
transfer characteristics are formulated, in terms of the well-known 
momentum and heat transfer roughness functions. 
In Chapter 3 the formulation of the present experimental programme 
is discussed and the specific objectives of the experiments are pointed 
out. 
The main outcome of the present study is presented in Chapters 
4 and 5. Chapter 4 deals with the measurements in partially roughened, 
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rectangular channels, whereas Chapter 5 deals with the results obtained 
in pipe (smooth and rough) and annular (partially and fully rough) 
geometries. A detailed discussion of the results, and wherever possible, 
their comparison with those from the literature are also included in 
these chapters. Each Chapter closes with a summary of results for each 
particular geometry tested. 
Finally, the main conclusions and suggestions for further work are 
given in Chapter 6. 
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CHAPTER TIJO -A SURVEY OF PRIVIOUS V012K 
2.1 Introduction 
This survey is only concerned with the studies of the transverse 
rib type of roughness. A summary of the work done on other types of 
roughness geometries can be found in '. dhitehead (11). 
Experimental studies of ribbed surfaces can be divided into two 
groups, depending on whether the channel geometry is partially or fully 
rough. The studies in partially rough channels are much. more numerous 
and detailed than those in fully rough channels for reasons explained 
in the Introduction. Undoubtedly the most comprehensive, single set 
of data from this type of geometry is that of : +lilkie (12). Among other 
things, Wilkie investigated the effect of rib geometry parameters on 
the pressure loss and heat transfer. Of the many surfaces he tested, 
those with the best heat transfer performance were formed by transverse 
ribs at a pitch to height ratio of 7.2. Wilkie's results are 
well-known, extensively quoted and discussed in the literature, and in 
this study we shall not concern ourselves with the detailed information 
supplied by Wilkie and his co-workers and from several other 
independent sources about the effects of various parameters, such as 
the rib pitch to height ratio, rib width, helix angle, rib profiles, 
rib top roughening and thermal conductivity of the surface material. 
The reader is again referred to Whitehead's excellent review of this 
topic (11). 
In the following Sections we first point out how the various 
flow patterns found near the ribbed surfaces influence the momentum 
and heat transfer characteristics of such surfaces, using results 
obtained from flow visualization experiments. 'We then diccuos how the 
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performance of a ribbed surface is described in terms of either the 
integral parameters (f, St, rib and channel geometry) or the well-known 
roughness functions, A(e"') and G(e+, Pr), and how these roughness functions 
can be determined for different channel geometries. Lnally, the 
original Hall transformation and its modified versions are critically 
assessed and the applicability of the results obtained from partially 
rough channels to fully rough channels is discussed. 
2.2 Physical Nature of the Flow over a Surface Roughened by 
Transverse Ribs 
The momentum and heat transfer characteristics of a surface 
roughened by ribs are controlled by the local separation and 
reattachment of the flow between the ribs. Figure 2.1 illustrates the 
complex nature of the flow near three different rough surfaces 
(Liu et al (13)t Mantle (14), Lavalloe and Popovic (15)). It is 
evident that the flow pattern is a function of the ratio of the rib 
spacing to the rib height. When this ratio is below 5-5.5, there is 
no reattachment of the flow between the ribs. One or more standing 
vortices are observed and the main flow skims over the ribs. As the 
spacing is increased to a value between 5.5 and 12 rib heights, the 
flow reattaches between the ribs and starts redeveloping for a short 
length before separating again in front of the second rib. It appears 
that at the reattachment point a boundary layer starts developing, not 
only in the mainflow direction, but also in the opposite direction 
(Johnson (16)). The length of the separated zone upstream of 
reattachment varies between 3.5 and 
4.5 rib heights. The back-flow 
velocities in this region seem to be at least an order of magnitude 
loss than the mean velocity. Because this back-velocity is small and 
because it encounters an adverse pressure gradient, a reseparation point 
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inside this separated region is observed. A corner eddy of very small 
dimensions and very small velocity may also be found between the face 
of the rib and this reseparation point (Johnson (16)). The length of 
the second separated region upstream of the rib is much shorter than the 
first one, the average value being about one rib height. The flow in 
this region has not been investigated as much as the flow in the first 
separated region*, but one would expect higher velocities and higher 
turbulence levels here. The most complex flow patterns occur in the 
reattaching zone. Here the instantaneous velocities have very largo 
fluctuations and may be positive or negative, relative to the main flow 
direction. Very little is known about the flow structure in this zone. 
As the rib spacing is increased further (above p/e -.. 13), the flow 
pattern behind the rib closely resembles that found behind an isolated 
rib with reattachment length increasing to a constant value between 
6 and 8 rib heights (Mantle (14), Liu et al (13)). 
At this stage mention must also be made of Williams' and Watt's 
flow visualization experiments (17). Using transverse square ribs, 
40 mm in height with p/e = 7.2, they claim that vortex shedding is 
produced by the ribs. This flow mechanism differs greatly from that 
described above. The flow pattern which they observed is shown in 
Figure 2.2. Under this regime eddies of alternate rotation develop in 
the downstream corner of a rib. Eddies rotating in the same direction 
as the main flow grow in size to about twice the roughness height and 
then they begin to move downstream under the action of the main flow. 
This eddy then amalgamates with the smaller eddy of similar rotation 
upstream of the next rib and as 
.a 
result, a single and much bigger 
eddy is formed, which then moves over the rib. 1ihilo this is happening, 
back at the first rib, an eddy, which has an opposite rotation to the 
* Most of the detailed information comes from experiments with a single 
rib or a single stop. (Soo Johnson (16) for a review. ) 
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mainstream direction, has gro:. 'n until it comes into contact with the 
main flow, when it is gradually dissipated. A now eddy, which flows in 
the came direction as the main flow, is then formed and the same process 
repeats itself. This flow pattern is very similar to the well-known 
vortex shedding behind circular cylinders in cross-flow (Schlichting (18)). 
Considering the similarity in the geometries, !: illiams' and Watt's 
observations seem quite plausible, and at first sight, might seem 
necessary if, during the heat transfer experiments, the fluid between the 
ribs is not to get very hot. However, it is observed that although the 
vortices are of standing type in the first flow pattern described, there 
is still a rapid interchange of fluid between the separated regions and 
the main stream (Liu et al (13)). 
It is hoped that these few remarks about the flow patterns will 
highlight the complexity of the flow near the transversely ribbed 
surfaces and also explain the reasons for the limited number of attempts 
to-predict the thermohydraulic properties of rough surfaces by 
theoretical means. Recently, several mathematical models of turbulence 
have been formulated for the calculation of the friction factor and 
Stanton number of rough surfaces in particular channels. However, 
these models do not take into account the flow patterns described, but 
instead assume boundary conditions at the tip of the roughness elements 
(Hanjalic and Launder (19), Diegues (20)). Howover, one elementary 
analysis based on the behaviour of the flow between the roughness 
elements does exist (Lewis (21)), but as Lewis himself pointy out, some 
of the numerous assumptions he had to make are no more than guesses and 
require further examination. 
2.2.1 Momentum and IIeat Transfer at a Ribbed Surface 
The most valuable part of the flow visualization experiments 
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described above is the fact that they throw some light on the different 
mechanisms which control the momentum and heat transfer at a ribbed 
surface. It is evident that the momentum transfer characteristics of 
this type of surface are mainly controlled by the form drag losses 
which have no counterpart in the heat transfer processes, whereas the 
heat transfer is increased duo to reduction in the thickness of the 
viscous sublayer between the ribs. This reduction is greatest around 
the reattachment point and on top of the ribs, where flow may also 
reattach after separating from the leading edge of the rib. Hence, 
maximum heat transfer coefficients are expected in these positions. 
The increased level of mixing in the separated regions (particularly 
in the downstream one) will also cause a reduction in the sublayer 
thickness, consequently increasing the heat transfer in these regions 
as well. 
It is evident that the amount of increase in the friction factor 
and the Stanton number of a ribbed surface relative to the smooth 
surface values will depend on the ratio of the rib spacing to the rib 
height and that there is an optimum value for this ratio, which will 
give the best heat transfer performance. If the rib spacing, relative 
to the rib height is large, the length of the reattached flow region 
will also be large and a viscous sublayer will be formed, presenting a 
barrier to the heat transfer. If the value of (p - w)/e is low, 
reattachment will not occur and each rib will be, to some extent, 
shielded by the previous rib. Consequently, the drag coefficient of 
the ribs will decrease, resulting in a lower pressure drop. Since flow 
does not reattach, the heat transfer rate will also be reduced. In 
extreme cases of"p/e equal to unity and infinity, the surface will of 
course behave as a smooth surface. 
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2.2.2 Local Heat Transfer Measurements 
A number of mass tranafer experiments have been done in the past to 
measure the distribution of heat transfer between the ribs for several 
p/e values and all the results seem to confirm the expected distribution 
of the heat transfer coefficients. Measurements by Edwards and 
Sheriff (22), Emerson (23) and Hau (24+) have all shown that a peak in the 
heat transfer coefficient occurs near the reattachment point. A second 
peal;, much larger than the first one, is also found just upstream of the 
rib where the second separated region exists. The minimum point of all 
distributions occurs just downstream of the rib where the weak eddy is 
observed. 
Wilkie (12) and Walker and Wilkie (1) found in their experiments 
with p/e = 7.2,8.3,14.0,15.0,16.6 and 20 that the separated flow 
regions downstream and upstream of the ribs are regions of high heat 
transfer and between these regions the viscous layer inhibits the heat 
transfer rates. They concluded that the optimum p/e ratio for heat 
transfer occurs when the length of this viscous layer is minimized and 
the two peälcs for heat transfer coefficient are brought together. 
Wilkie (12) also found that this optimum p/e ratio depends on the height 
of the ribs relative to the channel diameter, implying that the flow 
pattern between the ribs is not only a function of the p/e, but also 
of the e/d ratio. However, for e/d ratios greater than 0.015 this 
effect was negligible and the optimum value of p/o was found to be 6.5. 
(The surface roughened by square ribs with p/e = 7.2 has a maximum 
Stanton number for e/d = 0.01 on Wilkie's graphs. It is customary to 
talk about this surface as the optimum one on an St3/f basis - see 
Warnoford (25). ) 
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2.3 Formulation of the Performance of Rough Surfacer, 
2.3.1 Introduction 
It is evident from the preceding sections that a theoretical 
analysis of flow over a rough surface is at best qualitative since a 
rigorous treatment would require the full solution of the turbulence 
momentum and energy equations. This being the case, it is not 
surprising that our knowledge on the thermohydraulic behaviour of 
rough surfaces is based entirely on experimental information. In order 
to convey this empirical information obtained from a variety of roughness 
and channel geometries a number of approaches have been adopted which 
fall mainly into two categories: - 
(i) Integral methods: The experimentally determined friction 
factors and Stanton numbers are expressed directly in. terms 
of Reynolds and Prandtl numbers and of rib and channel 
geometries. 
(ii) The use of roughness functions: This method can be regarded 
as a semi-empirical approach since it is based on dimensional 
lind similarity arguments. This time, the well-known roughness 
functions, A(e+) and G(e+, Pr) are expressed as functions of the 
same parameters, as above, with the exception of the channel 
dimensions, since by definition the roughness functions are 
supposed to be independent of the channel geometry. 
The first method of correlation requires no further comment at this 
stage since it is purely empirical and presents no problems if the 
channels in which the experiments are conducted have uniform boundary 
conditions. However, in partially rough channels, this typo of 
correlation is hampered by difficulties in finding suitable length scales 
to describe the channel geometry. This matter is discussed in detail 
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after the examination of the transformation methods which are necessary 
for the analysis of the results obtained in mixed surface channels. 
The second method has found favour recently; its basis und the 
definition of some fundamentals are discussed briefly in the next 
Section. 
2.3.2 Roughness Functions 
Undoubtedly, one of the most famous results in the study of 
turbulent flows is the following equation for the velocity profile 
found over smooth surfaces: - 
u+= Bs 1ny++A (2.1) 
This result can be obtained in a number of ways, perhaps the easiest is 
to use the Prandtl mixing length hypothesis. (See Knudsen and Katz (26) 
or Reynolds (27) or Townsend (28). Townsend also discusses the 
implications of the above equation in terms of turbulent energy balance. ) 
As a result of his extensive measurements in turbulent smooth pipe 
flows, tdikuradse (29) determined that the constants in IX (2.1) were 
universal and given by: - 
B=2.5 and A=5.5 for y+ > 50 
Although there is a wealth of data from smooth geometries which indicate 
that A is not a universal constant but a function of Re number and that 
B is not exactly equal to 2.5 (see Iiinzo (30)), there is general 
agreement among the authors of fluid dynamics textbooks that the above 
equation with Plilturadse's constants is an accurate representation of the 
velocity profiles near smooth surfaces for y+ > 30. For velocity 
profiles below y+ < 30 two more equations duo to von Karman (31) are 
used. 
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Prandtl (32) was the first to modify the IQ (2.1) to include the 
effect of the wall roughness on the velocity profile by replacing the 
non-dimenzionalised distance fron the wall, yf, with the ratio y/c where 
e is the roughness height. The resultant expression can be written as: - 
ü= 13 In (y/e) + A(e (2.2) 
After conducting extensive measurements in pipes roughened by the sand 
grain type of roughness elements, Nikuradso (9) again showed that Br 
was a universal constant and equal to 2.5. He also showed that for 
eu 
e 
f) <5 the EQ (2.2) was effectively equal to D (2.1). The 
constant A(e+) was also found by Nikuradse to be a universal constant 
for e+ > 70, e+ = 70 being the limit above which the fully rough 
conditions exist. * Nikuradse gave a value of 8.48 for this second 
constant. Only for the regime in between the hydraulically smooth and 
fully rough conditions (which is called the transition regime) 
Nikuradse found that A(e+) varies with e+. 
Schlichting (18) was one of the first workers to adopt the use of 
EQ (2.2) for different types of roughness geometries, assuming B=2.5. 
Since then this equation has been extensively used for the description of 
the mean velocity profiles over any type of rough surface in the 
following, form: - 
u+ = 2.5 In (y/o) + A(e+) (2.3) 
with A(o+), which has come to be known an the momentum transfer 
roughness function, being dependent on the roughness geometry. 
' The EI (2.3) implies that A(e+) is a dimensionless boundary 
condition for the rough surfaces and its value is equal to the 
The fully rough regime is defined as the regime for which the 
roughness elements pcnetrtite into the fully turbulent layer near the 
rough wall. 
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dimensionless mean velocity at the tip of the roughness elements. Since 
the moan velocity at y=e for ribbed surfaces shows periodic variations 
in the axial direction, A(e+) cannot in principle have any physical 
meaning. However, its use avoids the need for consideration of the 
complex flow between the ribs. 
The importance of EQ (2.3) lies in the fact that if this equation 
is integrated from the wall to the centre of a round pipe one obtains 
the tell-knocm dray; law of Idikuradoe, ie: - 
-R 
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= (-) =r2.5 1n(y/e) + A(o+)] r dr 
(2.4) 
of f R2 I 
0 
Substituting y= R-r and performing the integration one obtaina the 
drag law: - 
2R 
(2.5) (-) = 2.5 In -+ A(e+) - 3.75 
e 
This equation clearly shows that if the momentum transfer roughness 
function of a particular surface is known the friction factor of any 
pipe which has this roughness shape on its inner surface can be 
calculateä without resorting to purely empirical correlations. For 
this reason most of the development work on rough surfaces during the 
last decade has been aimed at detormining A(e ) for different roughness 
geometries and finding its dependence on geometrical paranoters. 
The heat transfer rouchneas function G(o+, Pr) is in many via y3 
similar to A(ei). It is also defined aa 
dimensionless boundiry 
condition for rough surfaces, however, thi3 
time for the dimensionless 
temperature profile, ie: - 
t+ = BkI ln(y/o) + G(o*, Pr) (2.6) 
whoro 
t+ = (tw - t) p of cp 
/ iqw (2.7) 
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In analogy to the friction velocity, of (_(T, i/P)'), V(Fufcp) is called 
the friction temperature. EQ (2.6) can be obtained either from a 
dimensional argument assuming a constant heat flux region near the rough 
wall or by applying a modified Reynolds analogy (Pr ' 1.0) to the 
logarithmic velocity profile given by I (2.3) (see Reynolds (27) or 
Leslie (33). Both derivations imply that the slope of the logarithmic 
temperature profile is given by: - 
BH=B1 x Prt (2.8) 
where BM is the slope for the velocity profile and Prt is the turbulent 
Prandtl number. It is common practice to take Prt = 1.0 and 
Bi1 1=I=2.5, so that IQ. 
(2.6) can be written as: - 
t=2.5 ln(y/e) + G(e+, Pr) (2.9) 
G(e+, Pr) is sometimes called the inverse of the rib Stanton number since 
at y=e one has: - 
++ Pufc 1 G(e, Pr) = to = (tw te) ---1 = --- (2.10) 
qW Ste 
In a similar way to the derivation of Nikuradso's drag law, ono can 
now derive aheat-momentum similarity law by integrating Ll (2.9) over the 
cross-section of a rough pipe. This integration giveo: - 
tb = 2.5 ln(R/e) + G(oPr) - 3.75 (2.11) 
Substituting the following values in the above equation: - 
tb = (f/2), (1/St) by definition 
ln($/e) = O. ti 
[(2/fYi 





_ (-) + (-) 
[Ge, 
ir) - A(e+)] (2.12) 
St f 
This is the well-known Dipprey-Sabers: cy (10) heat-momentum similarity law 
which was first derived from a simple, modified Reynolds analogy without 
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reference to the logarithmic temperature or velocity profiles. 
with the use of the above arrgun: ents the experimental determination 
of the thermohydraulic performance of a rough surface is reduced to the 
determination of the roughness functions, A(o+) and G(e+, Pr). Once those 
are known the friction factor and Stanton number can be calculated from 
equations (2.5) and (2.12) for pipe geometry. For otier channel 
geometries EQ (2.5) must be modified, although EQ (2.12) remains the 
same. 
Finally, it must be pointed out that the derivations of the 
Nikuradse drag law and the Dipprey-Sabersly heat-momentum similarity law 
contain several assumptions which are incongruous with the experimental 
facts. However, these laws do illustrate the significance of the 
roughness functions. More sophisticated methods using the same roughness 
functions will be described in Section 2.5.2.2. 
2.3.3 Calculation of the Roughness Fhnetions 
It is evident from the preceding section that the roughness functions 
for a particular rough surface can be evaluated in two ways: - 
(i) If the velocity and temperature profiles are measured the 
roughness functions can be found directly from these profiles. 
In this case the A(e+) and G(e+1Pr) are said to be determined' 
locally (Lewis (34)). 
(ii) If the friction factor and the Stanton number of the rough 
surface are known from experiments then A(e+) and G(o+, Pr) 
values can be calculated from the drag and the heat-momentum 
similarity laws. Since f and St are based on bulk measurements, 
the A(e+) and G(o*, Pr), calculated in this way are called bulk 
values. 
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The rough wall shear stress (or friction factor) must be accurately 
determined, even if the local method i3 used, since it is needed for 
the logarithmic representation of the'velocity profile, wherein the 
friction velocity appears. In internally roughened pipes the 
determination of f presents no difficulties. The Stanton number values 
which are required in the bulk method can also be calculated in a 
straightforward manner for round pipes. However, aý stated earlier, 
most of the rough surface experiments have been conducted in channels 
with combined smooth and rough surfaces and the isolation of the 
characteristics of the rough surface from the measured, overall values 
requires a transformation. Hall's transformation (8) has already been 
mentioned. Since such transformation methods are of utmost importance 
in the interpretation of the results a thorough discussion of these 
transformation methods is thought to be necessary. (A somewhat' 
limited account of these transformation methods is also given in a 
recent paper by Dalle-Donno and Meyer (35)") 
2.4 Various Transformation Methods 
2.4.1 Introduction 
An annulus consisting of a roughened core rod, placed 
concentrically in a smooth pipe, or a Itwo-dimonsionall rectangular 
duct with one smooth and one rough wall are very convenient forms of 
simple experimental ducts for the investigation of the effect of 
roughening on fluid flow and heat transfer. However, in order to apply 
the experimental results obtained from those channels to clusters of 
fuel rods or to a round pipe, these results must be transformed, 
allowing for the differences in: - 
(i) channel shape 
(ii) proportion of rough to emooth surfaces 
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(iii) proportion of heated to unheated surfaces 
(iv) experimental flow conditions 
In principle all the transformation methods define a zone of 
influence for each surface in. a particular channel and attempt to treat 
each zone separately. Once the boundaries of each zone are determined, 
the equivalent diameter concept is invoked to allow for the above 
differences. In other words, each zone is assumed to be equal to a 
hypothetical circular pipe with uniform boundary conditions, having a 
diameter equal to the equivalent diameter of this zone. 
2.4.2 Hall Transformation 
The basic assumption of Hall's proposed model is that in ducts 
composed of different surface textures, the flow on either side of the 
surface of zero shear stress is unaffected by the flow in the other. 
This assumption is common to all the other transformations and the 
implications of this are illustrated in I`igures 2.3 and 2.4. In Figure 
2.3 an asymmetric, isothermal flow between two parallel plates is 
considered. * Referring to that Figure, Hall's assumption implies that 
the velocity profile (and indeed all the other profiles, such as 
turbulent shear stress and turbulence intensities) from the rough wall 
to the point of zero shear stress will remain unchanged if the smooth 
plate were removed and replaced by a second, identical rough plate at 
the same distance as the first rough plate from the zero shear stress 
position, provided that the axial pressure gradient is kept the same in 
both cases. Figure 2.4 illustrates the same assumption for the case of 
flow in an annulus with a rough inner and a smooth outer surface. 
However, for this case the smooth pipe is replaced by a hypothetical 
jÜ 
rough pipe, tthc radtuti of which is liven by: - 
r r' r2 /"r1 (2.13) 
where r0 io the radius of the zero chear atrec3 curface and r1 is the 
radius of the inner rod. hence, for this hypothetical, fully rough 
annulus., the position of zero shear strens does not coincide with the 
mid-point of the annular Cap. This is a result of the definition of the 
equivalent diameter, which, for the inner zone (the area between the 
inner surface and tho position of zero shear stress) is given by: - 
de1 =2 (r2 - r2) / r1 (2.14) 
hence, the Hall transformation implies that this inner zone is tranuformcd 
to a round pipe or to a fully rough annulus, having the sane equivalent 
diamoter as this inner zone. For the fully rough annulus this gives: - 
2 (r2-r1) =2 (r02 -r2)/r1 
and the E (2.13) follows. 
(2.15) 
Having entablithed the nature of thb problem and the basic a oülapticn 
Hall proceeded to show that the following equations were valid for the 
rough curface friction factor and Reynolds number: - 
r'y ri 
dot Al Jpur dr 
J, 
ourcr 
r, (2.16 ) f1f 
do A" jpurdr r rjo ur dr 
Fl dot A 
fpurdr 
1o, 
L. Ref = R© P1 do Al 'p ur car 
(2.17) 
1 
Zia derivations of the abovo equations are simple since they are a direct 
consequence of 3oparato forco balances for each zone and the basic 
definitions of Fairing friction factors and the equivalent diameters. 
(A azd A, represent the cross-3octionnl areas of the whole annulus and 
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the inner zone, respectively. ) 
Although Ilall was aware of the fact that for a strongly asymmetric 
turbulent flow, the radii of zero shear stress and of zero velocity 
gradient may not coincide, he assumed that they do and substituted rm 
for rp in the above equation. As we shall nee later, this assumption 
implies a reduced area for the inner zone and an increased Area for the 
outer, recultin3 in low friction factors for the inner rough curfaco and 
high friction factors for the outer'smooth pipe. The non-coincidence of 
the two radii in acymniotric, turbulent flows (r0 is greater than rm in a 
rough-smooth annulus) is an experimental fact and has not been proven 
theoretically (see KjellstrUm and Hedberg (1+2)). 
The equations (2.16) und (2.17) show that if the velocity and 
temperature profiles, together with f, are measured and if the position 
of the zero shear stress is known the tranformed values of f, and Ref 
for the rough surface can be easily evaluated. 
The isolation of the friction factor of the inner surface from the 
measured overall friction factor by means of Hall's method, using the 
correct position of the zero shoar stress is perfectly legitimate since 
it is based on a momentum balance which is a law of nature. However, 
whether this transformed f can be said to be free from the influence of 
the other surface (Hall's basic assumption) and whether this f, can be 
applied to other channel geometries using the equivalent diameter concept 
are controversial matters and these will be dealt with in due course. 
The second part of Hall's transformation method is concerned with 
the 
treatment of heat transfer results. In the actual experimental system 
only the inner rough surface of the annulus is heated, while the outer 
surface is kept adiabatic or may even be cooled. Therefore, there is 
actual heat transfer across the zero shear stress surface in the 
4o 
experimental set-up. Hall proposed that just as no momentum crosses 
the surface of zero shear streca in the actual and transformed system, 
this must also be made to apply for the heat transfer. Henco, he 
transformed the actual temperature distribution, stipulating that the 
transformed temperature distribution must have a zero gradient at rm. 
Using the energy equation and stipulating that the heat flux at the 
inner surface in both actual and transformed systems will be the same, 
Hall derived the following equation for the gradient of the temperature 
distribution at r: - 
at1 öt q1 
ör ör a 
(2.18) 
where t1 is the transformed temperature, 41 is the heat flux per unit 
area in the transformed system and 4 is the heat flux per unit area in 
the actual system, all at radius r. The ratio qß/4 was given in the 
integral form: CO 
q1 Jpurdr Jpurdr 
(2019) 
purdr f purdr 
hall then cumCaats that by integrating Eý (2.18) t1 distribution and a 
new temperature difference between the wall and the fluid can be found 
from which St, can be dofined aa: - 
) (2.20) (Std/St) = (At/At1) 74/pi 1 
where und uI are the actual values of cie:: n velocity and mean density 
in the inner zone andUt1 is the temperature difference in the transformed 
system. 
Misunderstanding of, 1IL11's Stanton number transformation seems to 
arise when one chooses a constant of integration for BZ (2.18). Hall 
proposes that "the constant of integration may be chosen so that the 
now bulk moan temperature of the fluid is identical with the experimental 
value. ". Dalle-Donno and Meyer (35) and Kjellstrdra and Larason (36) 
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interpret this statement as meanin;; there is no need to transform the 
temperature profile since the transformed bulk temperature can be 
calculated from the actual temperature profile between r1 and rm. For 
example, Dalle-Donne and 1"ieervalcl (51) base their transformed Stanton 
numbers on the bulk temperature of the inner zone which they obtain from 
the empirical expressions of Wilkie (12). This interpretation of Hall's 
Stanton number transformation is wrong since if the bulk temperatures in 
the actual and the transformed systems are taken as equal there is still 
a need to transform the temperature profile because the wall temperatures 
in both systems will be different. . "a examination of the 1; ý 
(2.18) 
clarifies the situation. If one into-rates this equation once, one 
obtains :- 
t1 a F(. ) + constant (2.21) 
The ubova equation shows that we ca now determine the shape of this 
transformed temperature profile but the magnitude of*the transformed 
temperature at any r cannot be found without assuming a value for the 
constant of integration. }Lguro 2 of Hall's paper (see Figuro 2.5) 
illustrates that in order to plot the transformed temperature profile, 
Hall chooses the constant of integration as being equal to the wall 
temperature in the experimental system. However, in order to calculate 
the surface to bulk temperature difference in the transformed system the 
value of this constant of integration need not be known as Lyall (37) 
points out. That this is so can be shown by assumin3 that this constant 
is equal to X, which is not known. If we then inte3rate the Lq (2.21) 
from r1 to rm, we calculate the bulk fluid temperature in the transformed 
aystera, ie: - 
2 
tlb 
`ü (r2 r2) P1 1 m- 1 
rý 
F(r) +X )Pur dr 
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Therefore, 
r m j(r)pu 
t1b =X+222 Fr (2.21a) ) 
The EQ (2.21) also gives the wall temperature in the transformed system, ie: - 
t1w = F(r1) +X (2.21b) 
Hence, the temperature difference 4t1 in the transformed system is given 
by: - 
r 
1 t1 = t1w - t1b = F(r1) -2 ü (r2 rZ) 
(F(r)pu 
r dr (2.214) 
P1 m^ 1 
fr, 
which is independent of X. 
Having established the basic principles of Hall's method for Stanton 
number transformation tie now turn our attention to its implications. In 
Section 2.3.2 it was explained that the experimental determination of the 
thermohydraulic performance of a rough surface is reduced to the 
determination of the roughness functions, Jl(e+) and G(e+, Pr). It is these 
boundary conditions for a particular rough surface that one is interested 
in calculating from either the local or bulk measurements. If the 
velocity and the temperature profiles are measured and if the friction 
velocity for the inner rough surface is known (a friction factor 
transformation is required to calculate this), the roughness functions can 
be found directly. No Stanton number transformation is required. In the 
case of bulk measurements the roughness functions are calculated by 
subtracting the core flow solutions of the assumed velocity and temperature 
profiles from the bulk measurements of the friction factor and the Stanton 
number. For the inner zone of partially rough annuli the integration of 
the velocity profile from r1 to'rm gives the transformed friction factor 
for this inner zone. Iience, we substitute the transformed, measured 
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friction factor in this expression to find the value of A(e+). Similarly, 
the integration of the actual temperature profile from r1 to rm results 
in an expression in terms of f1, A(e+), G(e+; Pr) and a Stanton number which 
is based on the actual surface to inner bulk fluid temperature difference. 
Thus, if one wants to calculate G(e+, Pr) from this expression, the 
measured Stanton number to be substituted in the expression should be 
based on this actual surface to inner bulk temperature difference. 
(Relevant equations are Given in Section 2.11.10. We also show in this 
Section that the transformed Stanton number of Dalle-Donne and Meyer (35), 
who calculate G(e±9Pr) from the integration of an assumed 
temperature 
profile from r, to r2, is idonticall1 baj3d or this temperature difference. 
) 
2.4.3 , dilkie Transformation 
In order to avoid the measurement of velocity and temperature profiles 
in the annular cross-sections numerous simplified and empirical methods 
of transformation have been proposed since the publication of Hall's paper. 
Wilkie (40) gives a survey of these methods, as well as proposing one 
himself. Although Wilkie's transformation has since been superceded, 
its equations form the basis of the Warburton and Pirie (41) 
... 44 ... 
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transformation mothod which i: u currently in uso. 
Working from force balances for each zone in the unnuluo und 
assuming that the smooth wall friction factor could be represontod by a 
correlation, Wilkie derived a 
. 
sot of three equations for the friction 
factor and Reynolds number of the rough inner surface. (These are not 
given hero since they are almost identical to those of Varburton and 
Pirie (41) which are given in the following Section. ) These equations 
contain three more unknowns which aro simply denoted by K1, K2 und K3. 
K, is the ratio of the mean density in the smooth zone to the moan 
density in the rough zone and K2 is defined as the corresponding mean 
velocity ratio, whereas Y3 in a measure of the friction factor increase 
at the smooth wall duo to the interaction between the inner und outer 
zones. After analysing a larGo number of experimental results, using 
Hall's transformation, Wilkie correlated all three Ks against either f, 
and ße, ß or TJTb, thereby malting the equations a closed set from which 
f1, -de, and ße1 can be calculated by iteration. Wilkie's correlation 
for Kj is shown in Figure 2.6, together with a number of other 
correlations which we will deal with in the following Sections. It is 
evident fron this Figure that Wilkie' correlation predicts very high 
values for the outer surface friction factor. 
Wilkie also presented a correlation for the transformed Stanton 
number, and not surprisingly, this corrolation is given as an aroa 
ratio, ie: - 
St1/St = 1.61 - 0.8 Al/A (2.23) 
where A, is the area of the inner zone and A is the total cross-sectional 
area of the annulus. The above correlation is based on a large number of 
heat tran:; fer results, rnzlysed by ucinr; Hall's method. 
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2.4.4 Warburton and Pine Transformation 
It was implicit in Wilkie transformation that the zero shear stress 
position was coincident with the zero velocity gradient, although Wilkie 
(12), like Hall before him, discusses the possibility that there may be 
significant differences between these two positions. Since then several 
independent experiments (Kjellstrdm and Hedberg (1f2), Stephens (43), 
IIanjalic and Launder (44)) have shown conclusively that these two 
positions do differ by quite large amounts, the position of zero shear 
stress being nearer to the smooth wall in a rough-smooth annulus or a 
rough-smooth rectangular channel. Seen in this light, it becomes 
immediately clear why Wilkie's transformation method predicts smooth 
surface friction factors, which are very much higher (40 - 5O%) than 
those of a smooth tube. For example, Kjollström and Hedberg (42) 
report that in a partially rough annulus (with r1 = 28 mm, r1 = 65 mm 
and e=0.931) the difference between rra and r0 is on average 1.47 mm. 
This reduces the equivalent diameter of the smooth zone by about 15%, 





the smooth wall shear stress, Z2, is reduced by the same amount. The 
shift in r0 away from m also reduces the mean velocity and the Re 
number, ü2 and Reg, in the smooth zone, and the combined effects of all 
these reductions on the factor K3 of Wilkie, which is defined as: - 
K3 = f2 /(0.046 Reg '2) (2.25) 
are such that 5 is reduced further still and brought to much lower 
values than those given by Wilkie. The smooth f is still larger than 
one but the difference is typically only 5- 10%. The effect of this 
reduction in 5 is also marked on the transformed friction factor of 
the inner surface, f. 1. The absolute value of 
fj is increased by about 
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10 - 20, %. However, because of associated increase in the equivalent 
diameter de, the change in f1 at a given value of e/deb in further 
increased by 10 - 20% (Watson (39)). 
Lyall (45), analysing some results using the position of zero 
shear stress, proposed a new correlation for K3. This is shown in 
Figure 2.6. However, Lyall's correlation for KJ was based on a 
relatively limited number of experiments and this prompted Nathan and 
Pirie (46) to undertake a re-analysis of a large volume of data obtained 
in rough-smooth annular geometries. In this analysis the smooth wall 
shear stress was found by fitting the experimental velocity profiles 
very near the smooth wall to Patel's (47) logarithmic velocity profile, 
which is given by: - 
u+ = 2.39 In y+ + 5.45 (2.26) 
Nathan's and Piries's correlation for K3 is also shown in Figure 2.6. 
" Both the Wilkie and Nathan and Pirie methods define K3 as given by 
EQ (2.25). Warburton and Pirie (41), arguing that for smooth zone 
transformed Re numbers less than 1x 105, the use of 
f=0.046 Re-0'2 (2.27) 
could lead to significant errors, proposed to use the following equation 
f=0.0014 + 0.125 Re-0.32 (2.28) 
in the definition of K3. The D (2.28) is due to Drew et al (48) and 
gives- f values which are within 3`6 of the Prandtl and Nikuradse universal 
law of friction for smooth pipes, ie: - 
(f)4 = 1.74 In 
[Re (f) ]-0.4 (2.29) 
for Re numbers below 1x 106. Warburton and Pirie then substituted 
EQ (2.28) in : "lilkie's equations for f, del and Reff for Da (2.27) and 
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obtained the following expressions: - 
.1 




4A K1 K2 
---- - 0.0014 + 0.125 (2.30) del 4A P1 de, rn 14A dc1 
P2 p2 A/2 P2 P2 
2 
f1 dP rA P1 de1 
'--F -- 1-(1-KK'[1- 
(2: 31) 
de1 dx 11 m1 2) 4A 
m de1 [i_ P1 d e1 (2.32) 
1 
(1- IC1I: ) 
A P, 4A 
In the above equations P1 and P2 refer to the rough and smooth surface 
perimeters and K1 and K2 are defined in exactly the same way as-those 
of Wilkie. 'Warburton and Pirie adopt the same correlation for K1 




-=0.187.5 L' + 0.8125 (2.33) 
P1 T2 Tb 
TT 
11 = 0.103 W+0.897 (2.34) 
T2 Tb 
These expressions apply for Re1 =2x 105 and for other Ref values 
within the range 8= 104 to 1.3 x 106 DD (2.33) should be multiplied 
by (1.096 - 0.018 log Re1) and the DQ (2.34) by (1.046 - 0.0091 log Re1). 
For K2 and K,, Warbuton and Pirie proposed the following correlations: - 








0.0014 + 0.125 Ref 
The K3 correlation is shown in Figure 2.6, where it is seen that it is 
almost identical to the Nathan and Pirie correlation. 
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For Stanton number transformation Warburton and Pine recommend 
the use of the following empirical expression which gras derived by 
Nathan and Pirie (46) using the Hall transformation but transforming 
the results to the position of zero shear stress. 
Std/St = (f1 de/f del) (1.096-1.896 f1) (1-2.5,5-0.0432 log Re1) (2.37) 
It is interesting to note that for K1 = K2 = 1.0, the expression inside 
the first brackets is equal to one and that the area ratio Al/A in 
Wilkie's expression (EQ 2.23) has been abandoned in favour of f1 which 
is closely connected to the ratio Al/A. 
Apart from its purely empirical nature there cannot be any criticism 
of Warburton and Pirie transformation for the friction factor, since it 
is based on a large volume of data apparently transformed to the correct 
position of the zero shear stress and its accuracy has been substantiated 
by the experiments of Wilson et al (49) in which the inner rough wall 
shear stress of an annulus was measured directly by a weighing technique. 
2.4.5 I'iaubach and Dalle Donne and ! eerva]. d Transformations 
24aubach (50) was the first to propose a transformation method for 
isolating the friction factor characteristics of the inner rough surface 
of an annulus which was not purely enpirical in character and hence his 
method is essentially different from those of Wilkie and Warburton and 
Pirie. Maubach locates the position of the zero shear stress in the 
annulus by intersecting the following logarithmic velocity profiles 
which he assumes are valid for the inner and outer regions. 
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uý = 2.5 in (r, 
- r) 




u2 = 2.5 In ----- uf2 + 5.5 (2.39) 
2 
If these profiles were accurate right up to the point of intersection, 
then this point would be identical to the position of maximum velocity. 
However, this is known not to be the case and Maubach claims that this 
intersection point is in very good agreement with the zero shear stress 
position in Kjellstrtlm's and Hedberg's experiments (42). This assumption 
leads to the following equations: - 
max 
= 2.5 In 
0 r1) 
+ A(e+) (2.40) 
uff ° 
ums 
= 2.5 In (r2 
- rý 
uf2 + 5.5 (2.41) 
uf2 2 
After this assumption, Maubach makes use of Nikuradse's drag law concept, 
ie by integrating EQ (2.38) from r1 to rp and EQ (2.39) from r0 to r2, 
he obtains the friction factors of the two zones. These are given by: - 
2 
= 2.5 In (r0 
1) 




(f) = 2.5 In (r 
ro) 
uf2 + 5.5 - E2 (2.43) 
2.2 
E1 = (3.75 + (1.25 r0/r1)/(1 + ro/r1)) (2.42a) 
E2 = (3.75 K0 + (1.25 ro/r2)/(1 + r0/r2)) (2.43a) 
with KO = 1.0576 being an empirical factor which takes into account the 
contribution from the viscous sublayer near the smooth wall in the 
integration. The last four equations, together with the equation of 
continuity and a further two equations obtained from a force balance for 
each region of the annulus, form a closed set of equations from which 
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the following expression can be derived: - 
i? 
- ýt rýz _ dZ p2 
p rc-EZl 
.1 7- liwhere IC (2.44) 
ýýZ11 
C_Z. 5 In 
I- ') fP 1I'_ ýe #_ (2.1+5) 
2ý1 ýs Pi 
and a= r1/r2, f= rO/r2 (2.46) 
Similarly, the inner and outer transformed Re numbers are given by: - 
Rey }- Re (2.47) 
23i 
Re. _-ß1+2P Re (2.48) 
All the equations are essentially due to Maubach (50) who first 
derived'them for isothermal conditions. The extension to a heated case 
was made by Dalle Donne and Meervald (51). Once the overall values of 
f and Re are known, together with d, EQ (2.44) permits the calculation 
of f (hence r0) for an isothermal case, and fl, f2, Rol, R2 and A(e+) 
can be calculated from the remaining equations. 
Warburton and Pirie (41) check the Maubach method against theirs 
and report that f, values, calculated from both methods, exhibit almost 









A well-knoten shortcoming of the t"Iaubach method is that it does not 
j1 
predict the experimentally found increase in the friction factor of the 
outer smooth surface due to the presence of the rough rod. The factor K, 
is almost unity in the Pdaubach method. This is shown in Figure 2.6. 
However, in the author's view, a more serious shortcoming of the method 
is that the assumption of a logarithmic velocity profile with a slope of 
2.5 over the rough surface is not supported by experiments. : Je will 
describe these experiments in Section 2.5. Here, it will suffice to say 
that the method seems to work at the expense of the roughness function, 
A(e*), any deviations in the slope from 2.5 being reflected in the 
calculated value of A(e+). 
In the case of experiments with heat input from the inner rough rod 
Dalle Donne's and Meervald's (51) calculations-for the physical property 
ratios were based on the two mean temperatures of the inner and outer 
region, t1 and t2, which were obtained from Will-ie's empirical graphs (12). 
Dalle Donne and Meervald do not give transformed Stanton numbers as an 
St1/St ratio, but instead they make use of G(e+, Pr) and calculate this 
from: - 
122 (' I 
_ (- + (-H [G(e1Pr) - A(e)J (2.12) 
St1 11 
which is the Dipprey-Saborsky heat-momentum similarity law. However, due 
to a different interpretation of Hall's transformation method (8), they 
base St1 on the actual temperature difference between the wall and the 
inner region (tw - t1), which is, in the author's view, the correct 
temperature difference if one is interested in calculating G(e+, Pr) from 
ER (2.12) (see Section 2.4.10. ) 
2.4.6 Dalle Donne and Meyer Transformation 
Dalle Donne and Meyer (35) transformation is an attempt to reconcile 
the Warburton and Pirie correlation for the increase in the smooth surface 
I 
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friction factor (EQ (2.36)) with the Haubach transformation. One way of 
doing this is to increase the area associated with the outer zone, thereby 
increasing the well shear stress of the outer wall. Dalle Donne and 
Meyer do this by assuming that the slope of the logarithmic velocity 
profile for the outer smooth wall is a function of the friction factor of 
the inner rod. Hence, the velocity profile for this zone is written as: - 
u2 =SB In y2 + 5.5 (2.49) 
Integrating this equation over the outer region one obtains: - 
2r ße2 f2 3+ 
(-) = B, In -+5.5 -B (2.50) 
f2 b 2(1+P) 2s 2(1+ß) 
For the first iteration Bg is set equal to 2.5 and f, , etc, are 
calculated using the Naubach method. Once these are Imovm a new value of 
f2 is calculated from the Warburton-Pirie correlation (DQ (2.36)), and 
using this new value for f2, a second value for B. is found from EQ (2.50). 
Calculations are repeated until the last two values of P differ by less 
than a pre-set amount. 
Dalle Donne and Ileyer report that their method predicts the inner 
surface friction factor of a partially roughened annulus almost perfectly 
by comparing their predictions with the experimental data of Wilson at al 
(49). We have done some further calculations for all the transformations, 
using the same data, and these are reported in Section 2.4.8. 
In the Dalle Donne and Meyer transformation method, the transformation 
of the heat transfer data is also done differently. They discharge the 
empirical correlations of Wilkie (12) for t1 and t2 and calculate these 
from a universal logarithmic temperature distribution which is assumed to 
be valid over the whole of the annulus, ie: - 
2 r0 
t1 2tr dr 
(2.51) 




t2 "" 22tr dr (2.52) 
r2 - r0 
ro 
If one substitutes the following expression for the temperature 
distribution: - 
t= tip - -----'---- L 2.5 in (r- 
r4 
+G (e +I Pr) (2.53) 
P cP llfl 0 
in equations (2.51) and (2.52) one can calculate t1 and t2 in terms of 
ß, uf1 and G(e+, Pr). Dalle Donne and Meyer state that they calculate 
and uf1 with their method for friction factor transformation and G(e+, Pr) 
from the following expression. 
rr 




The above equation (2.54) is an expression of the fact that they assume 
t+ distribution extends right up to the outer wall. 
In this treatment of the heat transfer data a number of points do 
not seem to be clear. 
(i) In order to calculate p(= r0/r2) and uf1 from the friction 
factor transformation in heated tests, c /P, N, etc, must 
be known. However, to calculate these physical property ratios 
using t1 and t2 from equations (2.51) and (2.52), R, uff and 
G(e+, Pr) must be known. Hence, a complicated iteration 
procedure must bo employed. Dalle Donne and Meyer do not say 
whether they adopted this iteration procedure'or calculated 
ß and ufl for isothermal conditions and used these in the 
calculation of G(e+'Pr). 
(ii) It is further stated that DQ (2.54) for the calculation of 
G(e+, Pr) is based on two temperature measurements and therefore 
should give an accurate value of G(e+, Pr). This is only true 
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if both temperatures are in the truly logarithmic profile. The 
latter condition is not fulfilled in principle since t, 2 is 
the temperature of the adiabatic outer wall (Ö t/ar=0 ). If, 
in analogy with the usual behaviour of the velocity profile, 
the logarithmic temperature profile far from the heated rough 
wall departs above the measured values, then G(e+, Pr), calculated 
from I2) (2.54), will be too high. This may explain the 
discrepancy against G(e+, Pr) values calculated by Hudina (52), 
whose method will be discussed in the next Section. 
2.4.7 Other Transformation Methods for Heat Transfer 
In all the transformations for heat transfer described in the 
preceding Sections no attempt was made to solve the differential energy 
equation for the annulus. The methods described in this Section are 
attempts to fill this gap. 
0, 
One such method, which is due to Lawn (53), assumes an eddy viscosity 
distribution in the annular gap and thus Prt = 0.9 prescribes the eddy 
diffusivity distribution. At this point Lawn further assumes that the 
dimensionless mean velocity u+ at y= 5e is equal to 6.8 for surfaces 
with transverse square ribs and p/e = 7.2. This effectively fixes the 
value of the momentum roughness function, A(e+), for a given slope of the 
logarithmic velocity profile. In order to find a boundary condition for 
the temperature profile, Lawn writes: - 
t+=Prt(u++P) (2.55) 
where P is the heat transfer roughness function defined by Jayntillska (51i). 
In the present notation 
P= G(e+, Pr) - A(e+) (2.56) 
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He then assumes that P is given by 
P. 1.72 e+ 0.36 PrO-7 (2.57) 
for square ribs with p/e = 7.2. The value of exponents in*e+ and Pr are 
those given by Jayatillaka for three dimensional roughness elements. 
Lavin assumes that these will apply to two-dimensional square ribs and 
states that the constant 1.72 is obtained from experimental data. 
Hence, Lawn is effectively fix4. ng the values of both roughness 
functions, A(e+) and G(e+, Pr) at the beginning of his calculations. Ile 
then proceeds to calculate the overall Stanton number for the whole, 
partially roughened annulus in which the inner rough surface is heated. 
It is evident that this is the opposite approach. if one is interested in 
calculating A(e+) and G(e+, Pr) for different roughness geometries. This 
fact has led Hudina (52) to reverse the order of calculations employed 
by Latin. 
iiudina assumes that the momentum transport equation is already solved, 
ie the velocity profile eddy viscosity and A(e+) are all assumed to be 
known. Fie then calculates a bulk temperature for the whole. channel from: - 
t+ _ 
(tw - tb)P cp ufl uff 
b qw St ü 
(2.58) 
Hudina then matches this dimensionless mean temperature with that obtained 
from the following expression: - 
r2 
+_ turdr tb 















q rý 2 
- 1- 22ur dr (2.61) 
41 r 
(r2 - r1 
r1 
where q is the heat flux per unit area at radius r and 4w is the heat 
flux per unit area at the heated inner rough rod. Since G(e+, Pr) is the 
boundary condition in EQ (2.60) its value can be found from this matching. 
This G(e+, Pr) is then used to calculate a Stanton number which is 
applicable to uniform boundary conditions. 
Hudina's transformation method for heat transfer data is a promising 
one but it requires accurate distributions of the eddy viscosity and 
diffusivity as inputs. Both Lawn and Hudina use the eddy viscosity 
distribution of Jonsson and Sparrow (55) (which is based on data obtained 
from smooth annular geometries) with slight modifications and both assume 
Prt is constant with Lawn taking Prt = 0.9. Further investigations are 
required to verify these points, and as Hudina himself points out, it is 
doubtful whether such transformation methods, although admittedly the 
best way of dealing with the heat transfer data, are really suitable to 
be used as standard evaluation methods for extensive measurement programmes 
in view of the large computer codes required to solve the momentum and 
energy transport equations and whether the extra accuracy obtained 
justifies these large codes, which are expensive to run. Hudina points 
out that his transformed results for Stanton number are in good agreement 
with those of Nathan and Pirie (46), whose equation for St 1 
(ZQ (2.37)) 
is a relatively very simple one. 
2.4.8 A Comparison of Various Transformation Methods for Friction Factor 
In Section 2.4.6 we reported that Dalle Donne and Ueyer compare 
their transformation method with other methods by using the data of 
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Wilson et al obtained from a rough and smooth annulus. Wilson et al 
employ a direct weighing technique to measure the wall shear stress at 
the inner rough wall and then find the position of zero shear stress from 
a force balance. They then find the transformed friction factor for this 
surface by using Warburton and Pirie's (41) expression for the mean 
velocity ratio (i (2.35)). Therefore, for a proper comparison the 
transformations should be compared on an equivalent diameter basis. A 
number of calculations were made by the author to compare the three 
transformations (iilarburton and Pirie (w-P), 1M: aubach (M) and Dalle Donne 
and Meyer (DD-M)) on this basis, using Wilson's data. 
To compute the various quantities for each zone, the friction factors 
and Reynolds numbers for the whole channel were required. These were 
calculated from Wilson et al's graph of pressure drop versus mass flow 
rate, assuming p=1.22 kg/m3 and Ft= 1.78 x 10-5 P1s/m2. These could 
have been slightly different during the experiments, therefore the 
transformed f1 and de1 values from the transformation methods were 
compared on the basis that the f1 and del given by the Warburton and Pirie 
method were 2; ö lower than the experimental results, as stated by 
Wilson et al. The following conclusions were apparent. 
(i) Assuming Wilson's f1 value as a base, values of 0.98 f1,1.025 f1 
and 0.995 f1 were found from the W-P, N and DD-IM transformations, 
respectively. The agreement for DD-. M method is excellent. 
(ii) A completely different result emerged when the equivalent 
diameters for the rough zone, del, were compared. Again, taking 
Wilson's value for de 1 as a base, the values were 0.98 
dot, 
0.98 deb and 0.95 do 1 for J-P, 
M and DD-14 methods, respectively. 
That the value of del from the DD-M method should be lower than 
that given by the M method is as expected since Dalle Donne and 
Meyer reduce the slope of the smooth wall velocity profile, 
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leaving the velocity profile for the rough wall unchanged. 
Consequently, the point of intersection of the profiles shifts 
towards the inner surface, giving a reduced dol. It is, 
however, not immediately obvious why there should be a 
relatively larger discrepancy in de1 when the DD-N method is 
used, whereas this is not the case in the l'J-P method. However, 
this can be explained in terms of the implied velocities in 
each zone. ". Jhen the ratios üu1 (= K2) were calculated from: - 
de2 f1 
11 = ,2 
de 1f2 
(2.62) 
the following values were found: - 
K2=1.009 (W-P) 
, K2=1.055 
(1ß). and K2_1.065 (DD-Id) 
It is evident that the values of K2 implied by M and DD-M are 
too high. An earlier publication by Dalle-Donne (56), in which 
he tabulates experimental results transformed by the N and DD-M 
methods confirms this point. A study of these tables revealed 
that depending on the fj/f0 ratio (where f0 is the smooth pipe 
friction factor at Ref) K2 varies from 1.01 to 1.32. This in 
not suppoted by lJarburtön and Pirie's (41) and . Jilkie's (12) 
correlations for K2. These are shown in Figure 2.7, together 
with the values implied by 11 and DD-M transformations deduced 
from Dalle-Donno's tables. These tables also revealed that 
there is an effect of the diameter ratio, d1/d2, on K2. 
However, contrary to Warburton and Pirie's conclusion that the 
effect of d1/d2 is a primary one, this effect seems to be 
secondary. 
(iii) As expected the M method gavo only a VV increase in f2, whereas 
the increase was 6.5%ý from the other two methods. 
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2.4.9 A Simple Transformation Method for Friction Factor 
The results of the calculations summarized in the previous Section 
show that all three transformation methods which have been compared are 
capable of predicting the friction factor of the inner surface of a 
rough and smooth annulus within , 
5iß of the directly measured value. This 
accuracy for the rough surface f will usually suffice for design 
calculations since deviations of this order must be expected anyway in 
consequence of inaccuracies in the manufacture of the roughness. 
Therefore, any one of them could be used with satisfactory results, 
although each has undesirable implications, except Warburton and Pirie's 
method which is (however) purely empirical. Neither of the methods is 
simple and the calculations they involve are cumbersome. Therefore, 
we have tried to modify Maubach's method by stipulating that the mean 
velocity in each zone is equal to the channel mean velocity, ie I: 2 = 1.0. 
This has the effect of making many of T; aubach's equations redundant. It 
is no longer necessary to assume that the point of intersection of the 
two logarithmic velocity profiles coincides with the zero shear stress 
position. In fact, it is no longer necessary to assume a logarithmic 
velocity profile for the inner zone if the value of A(e+) is not required. 
The suggested method works as follows. 
A separate force balance for each zone gives: - 
fT' ai 
fl. = --- f 
(2.63) 
aýI-otý 
f2 =Ißf (2. G4) 
1 C< 
where o(= r1/r2, P= r0/r2, as in the Haubach method. It is then 
assumed that the integration of Nikuradse's smooth velocity profile over 
Go 
the smooth zone Civco f2, as was the case in I4aubach's method, ie: - 4- 
(2/f2) 
-- C-E2 (2.65) 
where C and L2 are Given by the came equations (2.45) and (2.43a), 
respectively. Combining EQ (2.64) with EQ (2.65), one obtains: - 
(2) 
I-ß 
(c - E2) (2.66) 
fI- oC 
This final equation is a very simple one, compared with t"iaubach's 
EQ (2.57). However, it still requires an iteration to calculate ß. 
Once this is kno n, fl and f2 can be calculated from EQ (2.63) and 
1X (2.64). If the value of A(o+) is required, this can be calculated 
from: - 
2rr3+ ro/r1 (-) =B In ( 
ý) 
+ A(e+) -B (2.67) 
f, 2+2 rp/r, 
provided that B is known from experiments. For B=2.5, EQ (2.67) is 
identical to EQ (2.42). 
This simple transformation was tested again, using the data of 
Wilson of al (1+9). For f, the result is within +0.5;,, of ! lilson at al's 
value and for dot it predicts a value which is 1.55 higher. As expected, 
the transformation predicts an increase of only 2;,? ' for the smooth 
surface friction factor; hence, Warburton and Pirie's correlation for 
K3 is not satisfied. This can easily be incorporated into the 
transformation, but the simplicity of the method will be impaired. 
EZ (2.66) is for an isothermal case, however, the extension to a 
heated case is straightforward and the physical property ratios for each 
zone in the heated experiments can be based on k'i11do's empirical Graphs 
for t1 and t2 (i (2.33) and (2.34)). 
In conclusion, it can be said that the present method gives as good 
results as any of the ether three methods described, having at the same 
1 
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time the advantage of boing much simpler to use. , 
2.4.10 A Comnsrison of Stanton Number Transformation Methods 
In the previous Cections several transformation methods for 
separating the heat transfer characteristics of the heated inner surface 
of a rough and smooth annulus were reviewed in detail. Here a short 
summary of the findings will be given. 
r 
In order to calculate the heat transfer roughness function, G(e+, Pr), 
from either the local or the bulk measurements, the transformation of 
the actual temperature profile, as per Halles method (8), seems to be 
unnecessary. One can calculate this G(e+, Pr) function fror the measured, 
actual temperature profile and use this G(e+, Pr) value together '4th the 
correctly transformed friction factor to calculate the transformed 
Stanton number. 
Dalle-Donne and Meyer's (35) transformation method is an attempt 
to calculate the G(e+, Pr) function directly from an assumed form 
of the actual temperature profile. As stated earlier, the following 
equation 
G(e+, Pr) = two - t+ 2-2.5 In (r? 
rý) (2.51+) 
e 
will yield the correct G(e+, Pr) if 
(i) the logarithmic temperature profile extends right up to the 
unheated outer wall. 
(ii) the clopo of this profile is 2.5. 
It appears'from experimental data that neither of these assumptions 
is exactly fulfilled. In consequence, the physical meaning of the 
co calculated G(o+, Pr) in doubtful. Tleverthelccs, it is a value wiUch 
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teems to correlate experimental data well from different geometries, as 
Chown by Dalle-Donne (56). 
It must be pointed out that Dalle-Donne and Meyer do not always 
calculate G(e+, Pr) from IQ (2.54). In most cases they use the following 
equation: - 
+ 
(f/2) ß' - ý1 (1-0() rý 
G(e , Pr) = -- ý--- -2.51n1 
st P, a (I -A) e 
1.5 + 0.5 (1/a). 
+ 2.5 1 (2.68) 
1+1/o( 
This equation is obtained from the integration of the logarithmic 
temperature profile over the whole cross-section of the annulus from r1 
to r2. Since in most experiments only the overall values of friction 
factor and Stanton number are measured, Fa (2.68) is more convenient to 
use. After calculating G(e+, Pr) function from either Ja (2.54) or 
DX (2.68) Dalle-Donne and Meyer substitute this in the I? ipprey and 
Saberzky expression to obtain the transformed Stanton number, ie: - 
122 
(-) + (-) ( G(e+, Pr) - A(e+)") (2.12) St f1 f1 
where f1 is the transformed friction factor for the inner zone. Je can 
now see the physical nature of this transformation since DZ (2.12) can 
also be obtained from a direct integration of the logarithmic temperature 
profile from 1'l to r0, ie: - 
2 ro 
t 
r2 ` r1 
tr dr (2.69) 
r, 
Performing the integration one obtains: - 
(twýt1) 
I-1 ! n1 Uf1 = 2.5 In (rG'-"- 
r, 
) + G(o+, Pr) 
qti,! e 
1.5 + 0.5 ro/r1 
2.5 
1+ rvr1 (2.70) 
where t1 is the actual bulk temperature in the inner zone. Substitutin, 
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the friction factor for this zone from: - 
2 -1 r0 - r1 * 
1.5 + 0.5 r0/r1 
(--) = 2.5 In ()+ A(e )-2,5 (2.42) 
f1 e1+ r0/r1 
we obtain: - 
(tw M t1) P1 c 1 uff 2 + + .Q 
=( )+ G(e , Pr) - A(e 
) (2.71) 
4w f1 
After some rearrangement this becomes: - 
(t - t1) 22+ w + ---- P1 cp1 1-+ 
(-) ( G(e , 1'r) - A(e) ) (2.72) qw f1 f1 
A comparison of"EQ (2.12) and (2.72) Sives: - 
4w 
(tw - t1) St1 = (2.73) 
P1 cp1 u1 
It is evident that the transformed Stanton number for the inner zone is 
identical with the Stanton number based on the actual temperature 
difference between the wall and the inner zone of the annulus. In the 
present author's views this is the correctly transformed Stanton number 
since it is directly related to the correctly transformed friction factor 
of the inner zone. 
Hudina's (52) method for the calculation of G(e+, Pr) is similar to 
Dalle-Donne and 2Seyer's. In fact, Dalle-Donne and Meyer's method may be 
considered as a very simplified version"of Hudina's method. Hudina 
calculates t+ for the whole channel fron the energy transport equation 
(IXZ (2.60)), whereas Dalle-Donne and Meyer assume that t+ is already 
known and given by Da (2.53). Once t+ is known, in both methods, tb+ is 
calculated from an integration of t+ over the whole channel and this tb+ 
is matched with that obtained from the experiments and the value of 
G(e , Pr) is calculated from this matching. However, at this point 
Hudina's method becomes ambiguous. It appears that he goes back to the 
energy equation and calculates a new heat flux distribution for the inner 
zone which gives a zero heat flux at the position of zero shear stress, 
and using this now heat flux distribution and the actual boundary 
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condition G(o+, Pr), calculates a new temperature distribution for the 
inner zone and bases his transformed Stanton number on the bulk 
temperature obtained from this transformed temperature distribution. 
This so calculated transformed Stanton number should therefore be 
the same as Hall's since it uses essentially the came technique. This 
will also explain why Hudina finds excellent agreement between his 
transformed Stanton number and that calculated from"the Nathan and Pine 
expression (IZ (2.37)), which is based on Hall's method. 
In conclusion, it should be pointed out that all these transformation 
methods mentioned give transformed Stanton numbers which are in good 
agreement, as shown by Hudina. However, for the calculation of the 
G(e+, Pr) function, Iiudina's method is preferable since in most cases one 
is interested in the value of this function for different roughness 
ecomotrics and Hudina's method is likely to give more accurate values of 
4(e+, Pr) than Ralle-Donne and Meyer's since apart from doubts about the 
form of the t* assumed by Dalle-Donne and Meyer, the integration of this 
profile is also carried out by assuming an uniform velocity profile in 
their method, and consequently, a high value of G(e+, Pr) is calculated. 
Fortunately, this uniform velocity profile is also implicit in the 
Dipprey and Sabersky analogy which overestimates Stanton numbers for the 
correct G(o+, Pr) (see Section 2.5.2.2), so when Dalle-Donne and Meyer 
insert this high value of G(e+, Pr) in this analogy they obtain 
approximately the same transformed Stanton number as Hudina. 
2.5 Ecjorimentr and Corrolations 
2.5.1 Introduction 
As already-mentioned in Section 2.3, the formulation of, the 
therzohydraulic properties of a rough surface can be made either by 
directly expressing the friction factor and the Stanton number in term, 
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of-various geometrical parameters or by means of the roughness functions. 
It was also stated that these roughness functions can be determined 
either from local or from bulk measurements. The values of the roughness 
functions determined from the bulk measurements depend in turn on the 
type of the similarity law used for momentum and heat transfer. 
(Nikuradse's drag (9) and Dipprey and Saborsky's (10) heat-momentum 
similarity laws have already been mentioned. ) In the following Sections 
all these points will be enlarged upon and various correlations for the 
prediction of f and St for rough surfaces will be examined, together 
with the experiments upon which they are based. 
2.5.2 Completely Rough Channels 
Usually what is meant by a fully rough channel is an internally 
roughened pipe, although a rectangular or an annular channel with walls 
of identical roughness is also included in this category. However, 
as far as the author is aware, there has been only one experiment in 
each of these, those of Wilkie et al (57) and-Lawn and Hamlin (58), and 
therefore the discussion is mainly limited to internally roughened pipes 
and only those roughened by square or transverse ribs. 
For this type of geometry f has been found to be a function of: - 
f( p/e, e/d, w/e, Re, rib profile, physical property (2#74) 
variations 
Similarly, the Stanton number is also a function of the above parameters 
plus the Pr number, the method of heat input and thermal conductivity of 
the test section material. However, the effect of these last two 
parameters is only secondary and is usually negligible under laboratory 
experimental conditions (Barnett (59))" 
It is evident that a systematic study of the effect of all these 
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parameters must involve a large number of experiments. Due to the 
inherent complexity of this approach, together with the fact that 
manufacture of accurately shaped ribs on the inside surface of a pipe is 
very difficult, it is not surprising that such experiments are scarce. 
Among these experiments, those due to Webb et al (60,61) and Berger 
and 'Jhitehead (62) are probably the most important ones. In the 
treatment of the friction factor and the Stanton number results, both 
Webb et al and Berger and %hitehead use the roughness functions to 
correlate their data. Both use the Dipprey and Sabersky (10) 
heat-momentum similarity law to calculate the G(e+, Pr), but their 
calculation of A(e+) from the drag law is based on different sets of 
constants. Therefore, a close look at these laws is necessary. 
2.5.2.1 Drar, Laws 
Nikuradse's (9) drag law for sand grain roughened pipes is given 
by: - 
(2/f) = 2.5 In (R/o) + A(e+) - 3.75 (2.5) 
As stated earlier, thi's equation is obtained by integrating r (2.3) 
over the whole cross-section of the pipe. Substituting his friction 
factor results in the above equation Nikuradse correlated A(e+) against 
e+ and by measuring the velocity profiles, substantiated this correlation. 
This A(e+) variation with o+ is shorm in Figure 2.8. 
It is this equation (DD (2.5)) which : ebb et al use to calculate 
the A(e+) values from their friction factor results. Their correlation 
for A(e+) ie given by: - 
A(e+) = . 0.95 (, )/e)0-53 
for 
10 S p/e < 40 ' 0.25 w/e <1 and e+5 35 
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(2.75) 
A more accurate derivation of the drag law is given by Leslie (33) 
who takes into account the fact that the logarithmic velocity profile 
cannot be valid in the core region. Leslie assumes a velocity defect 
function for the core region, in the form: - 
umax -u(y) 
=B in (IVy) +J+ fn (y/R) (2.76) 
of 
This equation is due to Hinze (30). Leslie then matches this core 
formula with Ji (2.2), using the matched, asymptotic expansion technique, 
and obtains the follow-ring form of the drag law: - 
(?, "f)ý =B In (ß/e) + A(e+) - (Df - J) (2.77) 
where Df is the mean value of the velocity defect function, ie: - 
D (2.78) f of 
In order to calculate the values of Df and J, Leslie proposes a 
model which is based on Townsend's (28) pröposed eddy viscosity 
distribution for a round pipe. This assumes a linear eddy viscosity 
variation in the wall region and constant eddy viscosity in the core 
region. The Leslie model leads to the following equations: - 
u- u(y) (1 -z )2 z m- 




uy ` u(y) (1 - z)2 
=B for z, <z 
of 2 z1 (2.80) 
where z= y/R and z1 is the value of y/R at a distance from the wall 
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where the eddy viscosity becomes constant. then z is small the matching 
of Dý (2.76) with RI (2.79) sives: - 
1 
J=B(-1-0.5 z1 + In z1 ) (2.81) 
2 z1 
Df is found by integrating equations (2.79) and (2.80): - 
Df ( 1/1+z1 + z1 - z2/2 + zß/12 ) (2.82) 
At this point Leslie assumes B=2.5 and calculates the values of Df and 
J for different values of z1. For z1 = 0.17 he finds Df = 4.06 and 
J=0.21, and finally, he recommends Df -J=3.75, which reduces the 
EQ (2.77) to Nikuradse's form (EQ (2.5)). 
To the author's knowledge, the only study in internally ribbed pipes 
in which the local values of A(e+) were determined from the velocity 
profile and compared with the values calculated from DQ (2.77), using the 
experimental values of B, Df and J, was that of Berger and Whitehead (62). 
They conclude that the drag law with the experimental values of B, Df and 
J do not predict the local values of A(e+) accurately. Instead, they 
recommend the use of B=2.44 and Df -J=4.5 in the drag law. Their 
correlation for A(e+) is. given by: - 
A(e+) = 3.79 + 261.1 (p/e)-3'69 (2.83) 
for 
3S p/e 4.10 , e/%%-- 1 and e+> 
80 
The comparison of this correlation with Webb et al's (60) correlation 
(D (2.75)) is, of course, not legitimate because of the different constants 
used in the drag law. However, Berger and Whitehead reanalyse the data 
of Webb et al, using their values of constants in the drag law, and find 
that this time A(e+) values deduced in this way are slightly higher than 
theirs, implying that Webb et al's friction factor data are slightly lower. 
It is worth noting that the experimentally determined values of the 
gradient of the logarithmic velocity profile in Berger and Whitehead's 
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(62) experiments are very different from 2.5. For example, B is found to 
be 2.038 and 1.944 for p/e = 10 and p/e = 7.2, respectively. In view of 
these large deviations from the commonly accepted value of 2.5 and the 
surprising ability of the constants B=2.44 and Df -J=4.5 to account 
for these differences in the drag law, it appears that further experiments 
in internally ribbed pipes are desirable. 
2.5.2.2 Heat-Pdomentum Similarity Laws 
In Section 2.3.2 it wan implied that in the derivation of the wall-known 
Dipprey and Saber$ky (10) heat-momentum similarity law, all the assumptions 
made by Dipprey and Sabersky were tantamount to assuming that there exists 
a logarithmic velocity profile which is given by: " 
t=2.5 in (y/e) + G(e+, Pr) (2.9) 
and the integration of this profile over the cross-section of a pipe leads 
to a similarity law between f and St, ie: - 
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-=-+ (-) ( G(e+, Pr) - A(e+) ) 
St ff 
(2.12) 
Dipprey"and Sabersky used this expression for correlatin- their heat 
transfer results obtained from sand grain roughened pipes using various 
fluids. A(e+) was taken as 8.48. The data were found to be successfully 
correlated by: - 
G(e+, Pr) = 5.19 0+0.2 ß, 
o. 44 (2.84) 
Both Webb et al (60) and Berger and Whitehead (62) adopt this same 
similarity law to correlate their heat transfer data. Their correlations 
are: 
G(e+, Pr) = 4.50 e+ 
0.23 PrO-57 (2.85) 
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and 
G(o+, pr) = 4.91 e+ 
0.243 prO. 57 (2.86) 
The first equation is due to Webb at al and is valid for e+ > 25, the 
second is due to Berger and Whitehead and is valid for e* > 40. In both 
sets of experiments G(e+, Pr) was found to be independent of p/e, except 
for p/e = 3.0 in Berger and Whitehead's (Webb did not test surfaces with 
p/e values lower than 10). The differences between the two correlations 
is mainly due to the treatment of A(e+) described in the previous Section. 
: Jhen Berger and Whitehead reanalyse the results of Webb et al in a similar 
way to theirs they find that their correlation represents the data of 
Webb et al within 5 ö. 
As far as the author is aware, there has not been any study in 
internally ribbed pipes in which the heat transfer roughness function 
G(e+, Pr) is determined locally from a logarithmic temperature profile and 
compared with the value calculated from the Dipprey and Sabersky similarity 
law . It is anticipated that if this were done, the G(e+, Pr) values would 
not agree with those from the afore-mentioned formulae, due to the following 
reasons. 
(i) Just as the logarithmic velocity profile does not hold in the 
core region of a pipe the logarithmic temperature profile cannot 
be expected to represent the temperature profile in this'region. 
Therefore, the integration of the EQ (2.9) for t+ over the 
cross-section will introduce a slight error. 
(ii) More importantly, the integration of UQ, (2.9) is carried out 
assuming an uniform velocity profile, ie the mean temperature 
on which the St number is based is not a mean mixed cup 
temperature. 
(iii) There is no experimental evidence from rough pipes that the 
gradient of the logarithmic temperature profile is equal to the 
7l 
gradient of the velocity profile. As stated earlier, the 
derivation of the logarithmic temperature profile implies that 
the ratio of the slopes is given by the turbulent Prandtl number. 
Launder (63) has reviewed the experimental evidence on the values 
of Prt obtained mainly in smooth channels. Even for this 
geometry there does riot seem to be any definite conclusions on 
the distribution of Prt and whether Prt is a function of Pr. The 
only available evidence in rough pipes, obtained from Gowen and 
Smith (64), suggests that both Prt and the slope of the 
logarithmic temperature profile, l3H, is a function of Pr. Their 
results also suggest that the ratio of the slopes, BtI/BH, is not 
equal to Prt over the range where these profiles are found to 
apply. Hence, it appears doubtful that the use of the average 
Prt number in the logarithmic temperature profile is correct. 
A recent work by Leslie (65) is an attempt to put right the first 
and second points raised above. The analysis is similar in many ways to 
his drag law derivation. A temperature defect profile for the core region 
is assumed and this is matched to the logarithmic temperature profile, 
again using the asymptotic matching technique and the mean temperature is 




Pr) - A(e+)] +P+Q (2-) (2.87) 
St ff 
where P and Q are complicated integrals which are related to the' core 
velocity defect function (BQ (2.76)). Leslie recommends a value of 20 
for P if the Q term is ignored. These recommendations are based on 
calculations using again the Townsend eddy viscosity distribution with 
Pl. t=%=2.5. 
Leslie's heat-momentum similarity law represents an improvement on 
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the Dipprey and Sabersky equation. However, : "+hitehead'a (11) calculations 
of the G(e+, Pr) function from both his own and Webb at al's (60) experiments 
show that in a representation of G(e+, Pr) against e+ the values found from 
Leslie's model appear to scatter slightly more than those found from the 
Dipprey and Sabersky model. One possible explanation for this could be 
that G(e+, Pr) values calculated from the Leslie model are more sensitive 
to the variations in p/e. However, it is impossible-to quantify this effect 
in either of the experiments. 
It is evident fron the above discussion that further heat transfer 
experiments in rough pipes in which both the local und bulk values of 
G(e+, Pr) are measured. are necessary to determine which of the models is 
more appropriate for the calculation of G(e+, Pr). 
2.5.3 Experiments and Correlations for Mixed Surface Channels 
2.5.3.1 Introduction 
Several sets of experiments have already been mentioned in our 
discussion of the transformation methods suggested for the analysis of 
data from ducts with mixed surfaces. Now we shall briefly investigate 
the correlations for fI and Std derived from these experiments and their 
applicability to other geometries. 
2.5.3.2 Annulus Experiments 
Taking into account all the geometrical dimensions of the surfaces 
one may predict that the friction factor of the inner rough surface in a 
rough/smooth annulus All be a function of: - 
fl ( p/c, e/w, e/del, d1/de1, d1/d2, ße1 i (2.88) 
Similarly, Std can be expressed in terms of the above parameters plus Pr. 
In addition, both f1 and St 1 are sensitive to changes in the rib profile 
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and to physical property variations. The latter are often expressed in 
terms of T. /T j. 
The effect of all these parameters (with the exception of d1/de1) on 
f1 and St1 was first investigated by Wilkie (12), whose carpet plots for 
f1 and St1, as functions of p/e and e/de, are well-known and need not be 
reproduced here. Wilkie also gives plots showing the effect of e/w and 
Reff on f1 and St 1 and investigates the effects of rib profile and 
physical property variations. The value of this wealth of data in 
revealing the effect of the basic parameters on the friction factor and 
Stanton number remains unimpaired by the fact that more recent transformation 
methods would yield somewhat different absolute values of fI and St1. 
Follow-ring Wilkie's work, many other experiments in partially rough 
annular geometries have been carried out. 
The works of White and %11ite (66) and Hudina (67) are concerned with 
the-effect of the rib profile on f, and St1, whereas Walker and White 
(68) and Gentry (69) investigate the effect of physical property variations. 
Watson's (39) work is almost identical to one of Wilkie's (38) earlier 
experiments, with the exception that Watson uses both Hall's and Nathan 
and Pirie's transformation methods to analyse his results, and hence, shows 
the magnitude of the errors involved in the Will-do results. 
Lee (70) was the first to investigate the effect of the parameter, 
d1/de1, on f, in a systematic sway. Walker et al (71) found that by using 
the same rough rod in different channels one obtains the same transformed 
Stanton number at the same transformed Re number, using the Hall 
transformation. Kimpton (72) investigated the findings of Walker et al 
further and concluded that this is indeed so and showed that St1 valuesdare 
correlated better by using e/d1 and Re, instead of c/do1 and Re1. 
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All the results from the above works are given in an integral form, 
ie f1 and St 1 are directly expressed in terms of geometrical parameters. 
Edwards' (73) work is different in this sense. In order to correlate his 
heat transfer results obtained from annular channels with inner surfaces 
roughened by circular wires Edwards first transforms his pressure drop 
results using Hall's (8) method and calculates the f, values. He then 
integrates the logarithmic velocity profile (E (2.3)) over the inner zone 
of the annulus, assuming A(e+) = 8.48, and substituting his f1 values in 
the resultant expression (EQ (2.42) with A(e+) = 8.48), obtains the height 
of the sand roughness having the same friction factor. That is to say, he 
obtains the equivalent sand grain roughness height, es. * Edwards then 
calculates G(e+, Pr) values from the Dipprey and äabersky expression 
(T (2.12)), again using d(e+) = 8.48, and correlates these against ea+ 
and p/e. Webb et al (60) (see Section 2.5.2) check this method by 
analysing their pipe results in the same way and conclude that their data 
for p/e = 10 are correlated equally well as by their own method. However, 
they find that the values of G(es+, Pr) for p/e = 20 and 40 do not fall 
onto the same curve as for p/e = 10, which would confirm Edwards' 
conclusion that in this case p/e is also a parameter which must be included 
in the correlation of G(es+, Pr). 
Edwards' method for the correlation of the heat transfer results has 
not been widely used, probably because of the arrument that it does not 
add any new knowledge to the study of transversely ribbed surfaces, ie 
it uses imaginary boundary conditions instead of the actual ones. 
Dalle-Donne and his co-workers (35,51,56,74) have done more than 
anybody else to promote the use of these actual boundary conditions, A(e+) 
" The equivalent sand Grain roughness concept was first applied to other 
types of roughness by Schliehting (18). 
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and G(e+, Pr), for correlating the pressure drop and heat transfer 
characteristics of surfaces roughened by square and rectangular ribs. 
They calculate A(e+) from the Nikuradse drag law (IQ (2.5) and (2.42)) and 
determine G(e+, Pr) from the Dipprey and Sabersky analogy (EQ (2.12)) for 
circular pipes and either from EQ (2.54) or DQ (2.68) for annular 
geometries. In a recent paper-Dalle-Donne and tlcyer (35) Give comprehensive 
empirical equations for A(e+) and G(e+, Pr) in terms of the rib geometry and 
e plus the length of the velocity and temperature profiles which they claim 
have a marked effect on the values of the roughness functions. Me 
following equations for A(e+) and G(e+, Pr), which are applicable to square 
ribs with p/e = 7.2, can be deduced from Dalle-Donne and Meyer's equations. 
re/L 
,5T2 A(e+) = 2.46 + 0.4 In V+" 
`' 
-1 (2.89) 
0.01 e' T1 
++ where ew is the value of e evaluated at wall temperature in heated tests, 
L is the length of the velocity profile and T1 is the bulk fluid 
temperature in the inner zone of a rough and smooth annulus. 
++0 278 0.44 
mw r QýLt 0.033 
Giew, Pr) = 3.74 ew Pr `I (2.90) 
Tb 0: 01 
where Lt"is. the length of the temperature profile. 
It has already been mentioned that there are some doubts about the 
physical meaning of the roughness function values calculated from the 
above equations because of the assumption that the logarithmic velocity 
and temperature profiles over rough surfaces are universal with a slope of 
2.5. In the calculation of G(e+, Pr) further simplifying assumptions are 
introduced which were discussed in Section 2.4.10. Here we will just 
mention the drag law used by Dalle-Donne and Meyer since there are virtually 
no data on temperature profiles over rough surfaces. 
The drag law for the inner zone of a rouGh/cmooth annulus (F (2.42)) 
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can be written as: - 
2jro 1+ 4 r. /r, (-) = 2.5 In 0 1) + A(e+) - 3.75 (2.42) 
e1+ r0/r1 
For r0 =0 and r1 --ß the above equation reduces to the drag law for an 
internally roughened pipe (DQ (2.5)). The value 3.75 on the MIS is 3$/2 
in Nikuradse's model and Df -J in Leslie's model (see Section 2.5.2.1). 
However, as we have seen already, for internally roughened pipes Berger 
and Whitehead (62) recommend Df -J=4.5 if the local and bulk values of 
A(e+) in their experiments are to be in agreement with each other. This 
is because Berger and ldhitehead find B much lower than 2.5 and to compensate 
for this low B they increase Df -J from 3.75 to 4.5. There is some 
experimental evidence that the slope of the logarithmic velocity profile, 
B, is also lower in annular geometries. For example, Stephen (43) finds 
that B=2.25 and Lee's (70) results in several rough/smooth annuli give 
values of B between 2.4 and 1.6, depending on the dimensions of the annular 
channel. In view of these results it would appear that the values of A(e+) 
calculated from I (2.42) will be too low compared with the values obtained 
from the velocity profiles. Apart from making the concept of the momentum 
transfer roughness function plysically less meaningful this would also 
affect the value of Stanton number or G(e+, Pr) function calculated from the 
Dipprey and Sabersky heat-momentum similarity law. Clearly, there is a 
need for further experiments in rough/smooth annular channels to investigate 
the values of the constants which should be used in the drag law. 
2.5.3.3 Experiments in Rectangular Channels 
A 'two-dimensional' channel with one wall roughened can be considered 
as a limiting case of a partially rough annulus. In spite of this and in 
spite of the fact that experiments in rectanrulrzr channels are easier to 
perform and might be more accurate since the ribs can bo mado to small 
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tolerances, there have been relatively few experiments in this geometry. 
Among them, those due to . /ilkie et al (57), Hanjalic and Launder (44) and 
Baumann (75) are the most important. 
Wilkie at al found that the friction factor on the smooth plate was 
increased by the presence of the rough plate and thus put in doubt the basic 
assumption in Hall's transformation method that the flow structures on 
either side of the plane of zero shear stress are independent of each 
other. Although they overestimated this effect in consequence of the 
transformation method they applied, their explanation of it as being due 
to increased turbulence in the smooth zone was basically correct. The 
detailed turbulence measurements of IIanjalic and Launder (44) (see also 
Hanjalic (76)) in two asymmetric rectangular c1annels with aspect ratios 
of 11 and 5.5 throw some light on this point. Their conclusions can be 
summarized as follows. 
(i) Near both walls there exist regions in which the mean and 
fluctuating velocity fields (except the v' and w' distributions 
near the smooth wall) appear to be the same as those which arise 
in symmetric flows near the walls. The mean velocity in each 
zone is described accurately by universal logarithmic velocity 
profiles, ie the slopes of both logarithmic velocity profiles 
were found to be 2.39 (Patel's (47) value), regardless of the 
roughness to channel height ratio, provided that the origin of 
the rough velocity profile is suitably chosen. (We shall return 
to this point in the discussion of our own experiments. ) 
(ii) In the central core region of the flow a strong interaction of 
the two wall dominated regions was found. Hero a diffusion of 
the turbulent kinetic energy from the rough towards the smooth 
zone occurs, which explains the source of turbulent energy which 
is transferred to the mean flow in the small region between the 
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position of maximum velocity and zero shear stress. 
In view of these results Ilanjalic concludes that it is possible to 
distinguish two major flow regions in an asymmetric channel, these two 
regions being approximately separated by the plane of zero shear stress. 
However, Hanjalic does find an increase in the friction factors of his 
smooth plates, implying that the interactions of the two zones in the core 
region are sufficient to cause such an increase. 
Baumann's (75) experimental results obtained in a rectangular channel 
with an aspect ratio of 4.25 dispute the findings of Hanjalic and Launder. 
In Baumann's channel one wall was roughened by rectangular ribs and 
although the p/e was kept constant at a value of 8, experiments were 
repeated with different rib heights and widths. These results indicate 
that the increase in the friction factor of the smooth surface is due 
to a flattening of the velocity profile near the smooth wall, the degree 
of flattening being dependent on the ratio of the rib to channel height. 
He also investigates e+ values for which the rough wall velocity profiles 
become independent of Re. and concludes that e+ can be as high as 2500 
before the start of the fully rough regime, this limiting value of e 
again being dependent on the rib to channel height ratio. This seriously 
contradicts the commonly held view that the fully rough regime starts at 
e+ = 70 regardless of the type of roughness and its relative height. 
2.5.4 Comparison of Results from Annular and Pipe Geometries 
Perhaps one of the most controversial aspects of the transformed 
results obtained from the partially rough annular geometries is the 
question of whether these results can be applied to internally roughened 
pipes, using the equivalent diameter concept. 
White (77) investigated this problem as early as 19611. by comparing 
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his pipe results with those obtained from an annulus by Burgoyne at al 
(78) who transformed their results to the position of maximum velocity. 
%lien the compariscn is made on an equal c/deb basis, the transformed 
friction factor is found to be 23% higher than the pipe friction factor. 
Applying a correction to account for the error in the transformation 
increases this discrepancy to over 3T, 61. (This correction was calculated 
by Lawn and Hamlin (79) who probably used Lyall's (45) correction to 
Wlilkie's tranaformation. This correction still given a lower friction 
factor for the inner surface of the annulus. ) y: 'hen white compares the 
results on vn equal e/Lv basis (where Lv is the velocity profile length), 
this time the pipe result is found to be 18; % hither; however, Lawn and 
Hamlin state that this is reduced to 7% with the correction. 
White also compares his St number with St 1 values from the same 
annular experiments und concludes that neither of the paranoters, e/deb 
or o/Lv, is c; uitablo for bringing about an agreement between the two sets 
of roaults. 
Another attempt to compare the pipe and annular results was made by 
Lawn and Hamlin (79). The pipe data are from their own experiments and 
the annular data are duo to Watson (30). The data of Watson are in 
error since they were transformed to the position of maximum velocity. 
In spite of this Lawn and Hamlin estimate that the friction factor from 
the annulus is rather more tha. -i 25' greater on an equal e/dc1 basis. In 
a later publication Watson (39) gives his results transformed by using 
the Nathan and Pirie transformation (1i6). Taking the annulus result fron 
here the author estimates that the difference between the two seta of 
data is about 45N. No comparison on an equal e/Lv basic is possible. 
As a third attenpt we have tried to compare the pipe results of 
Berger and . Jhitchead (62) and the correctly trancformod results of 
80 
11 
Watson (39). Watson's data point is: - 
f1 = 0.035 for e/do1 = 0.01 
Berger and Whitehoad'a data point is: - 
f=0.039 for o/d = 0.02 
(Watson) 
(Berger/Whitehead ) 
Hence, Berger and Whitehead'c data point must be reduced to e/d = 0.01. 
This can done using the following correlation suggo ted by themselves: - 
( f/f0.01 )-0.41 + 58.5 e/d (2.91) 
which implies that: - 
f=0.0246 for e/d = 0.01 (Berger/Whitehead) 
It is evident that the pipe result is +2% lower. The comparison can 
also be made on an equal e/Lv basis. However, this time a different 
data point for Watson had to be taken since he does not give plots of 
f1 versus e/Lv. From his table the following value was calculated: - 
f1= 0.0216 for e/2L v=0.01185 
(Uatson) 
Again we can reduce the data point of Berger and Whitehead to 
e/2Lv = 0.01185, using their correlation, since for a pipe e/d = e/2L. 
This givea: - 
f=0.0273 for e/2Lv = 0.01185 
This time it seems that the pipe result is 26% higher. 
(Berger/Whitehead) 
It is evident from the above three comparicons that a direct 
comparison of the friction factors, using e/deb or e/Lv as a parameter, 
does not seem possible. The comparisons are also hampered by the fact 
that, whereas in rough pipes the friction factor seems to be constant in 
the fully rough regime (Borger and Whitehead (62), . lobb at al 
(60)), the 
transformed rough surface friction factors are found to increase 
(tlatoon (39)), accrcaco (Wilson of al (49)) or to bo constant 
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(Lee (70)) with Re, 
Finally, it must be pointed out that a successful reconciliation of 
the friction factor results from both geometries is claimed by Dalle-Donno 
and lcyer (35) using the roughness function A(e+). However, an 
examination of their graphs reveals that A(e+) values for rough pipes 
are systematically higher than those for annulus geometries. This can 
also be shoam to be true for Berger and : )hitehead's and Watson's results 
in this Section, io the drag law, as used by Dalle-Donne and feyer 
(EQ (2.5) for pipe geometries and EQ (2.42) for rough/smooth annulus. 
geometries) predicts 
A(o+) = 2.86 for the pipe (f=0.039 , e/d =0.02) 
A(o+) = 2.43 for the annulus (f1=0.0216 , e/2Ly 0.01185) 
The rib geometry in both experiments is such that pie = 7.2 and w/e = 1. 
For this geometry Dalle-Donna and ! Ieyer recommend: - 
A(ö) = 2.46 + 0.4 in ( 
e-- V) (2.92) 
0.01 
which gives: - 
A(o+) = 2.46 for the pipe 
A(o+) = 2.81 for tho annulus 
Substituting the above values from the correlation into the drag law, we 
obtain: - 
f=0.01+38 for the pipe 
fi = 0.0200 for tho annulus 
The differences are +1eo for the pipe und -8; ö for the annulus, against 
the values given by Berger and Whitchend for the pipe and Watson for the 
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annulus. Therefore, it appears that Dalle-Donne and Meyer's correlation 
is capable of reconciling the pipe and annulus results within about 20; 5, 
which is a better achievement than one obtains from a direct comparison 
on an equal e/do basis. 
Dalle-Donne and Meyer also claim a successful correlation of 
G(o+, Pr) values obtained from pipe and annular geometries. This is 
reasonable since in annular geometries both f1 and St 1 at a given e/de 1 
value are higher than f and ;t values for pipe geometries at the same 
relative roughness height, hence when the G(e+, Pr) values are calculated 
from the Dipprey and Saberaky heat-momentum similarity law, the deviation 
in the G(e+, Pr) function in the two cases is considerably less than the 
deviations in the-friction factors and the Stanton numbers. 
2.6 Conclurionn from the Survey 
The foregoing review of work concerning pressure drop and heat 
transfer experiments in fully and partially rough channels has revealed 
a number of interesting points which require further clarification. In 
particular,. there appears to be a need for further work in the following 
areas. 
(i) There can be little doubt that, contrary to hall's original 
assumption, the flow on either side of the position of zero 
shear stress in mixed surface channels is influenced by the 
flow structure in the other. However, the two sets of velocity 
field results in rough/smooth rectangular channels reported by 
Hanjalic and Launder (44) and Baumann (75) are partly 
contradictory and further data on velocity and turbulence 
distributions in such channels are desirable. 
(ii) Although the three transformation methods reviewed ('r. 'arburton 
and Pine (41), Maubach (50) and Dalle-Donne and Meyer (35)) 
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are capable of predicting the friction factor of the inner 
rough surface of a rouch/smooth annulus, the author proposes a 
new method which is much simpler than those three methods. When 
this now method was chocked using the data of Wilson et al (49) 
there was no loss of accuracy. However, further comparisons 
between the transformations are necessary. 
(iii) There teems to be no general agreement on a common method to treat 
the overall heat transfer results obtained from a partially rough 
annulus in which the inner surface is heated. However, the 
results given by the various transformation methods do not seem to 
differ much, as sho'm by Hudina. Dalle-Donne and Meyer's (35) 
method allows for the heat flux over the surface of zero shear 
from a consideration of the logarithmic temperature profiles for 
which there seems to be a complete lack of experimental data. 
Consequently, experimental data are required to verify the. various 
assumptions made by Dalle-Donne and Meyer to determine the values 
of G(e+, Pr) locally, in order to compare these local values with 
those calculated from a heat-momentum similarity law. It is 
thought that these temperature profile measurements will indicate 
the most suitable heat-momentum analogy. 
(iv) Apart from pressure drop and heat transfer data, the literature 
contain3 only limited information about the velocity profiles 
over rough surfaces. The question of whether the logarithmic 
velocity profiles are viscosity influenced or not has not been 
resolved conclusively. Much of the rough surface friction 
factor data, particularly those from the annular Geometries, 
seem to display some Re number dependency, even in the supposedly 
fully rough regime. Since friction factor and velocity profile 
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are closely related, this would imply a viscosity dependent 
velocity profile. 
More importantly, the very limited data on rough surface 
velocity profiles indicate that the value of the constant slope 
used in the drug law (identical with that on a smooth wall) may 
not correspond to reality. 
(v) The question of whether the transformed results from partially 
rough channels can be applied to internally rough pipes has not 
been conclusively resolved. 
(vi) Finally, all the data for the rough surfaces seem to have been 
obtained from simple two-dimensional channels. Mere is 
virtually no information obtained from three-dimensional 
channels such as a rectangular duct with a low aspect ratio. 
Fxperimental data from such a channel concerning the mean and 
fluctuating velocity fields will be valuable since it is known 
that in rod bundles the coolant flow is not always 
two-dimensional, due to the natural and/or forced mixing of the 
coolant between the adjacent sub-channels (Rogers and Todreal 
" (81)). 
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CHAPTER TIiR EE- EXPERIMENTAL PROGRAMME 
3. Experimental Pro, -, ramme 
The present study is an attempt to provide some meaningful answers 
to some of the important questions which were discussed in the previous 
Chapter. At our present state of knowledge of turbulence theory, it is 
impossible to tackle these questions on a purely theoretical basis since 
even the most sophisticated models of turbulent momentum and heat transfer 
require wall boundary conditions for the velocity and temperature profiles. 
Reliable constants for these profiles can be obtained only from 
experiments. It was also clear that the experiments had to be conducted 
in pipe, rectangular and annulus geometries, since all these geometries 
were relevant to the questions raised. 
In the formulation of the present experimental programme account had 
to be taken of the limited time available for the project and of the test 
rigs at our disposal. It was decided to"conduct the experiments in two 
parts. 
1) Isothermal tests in a rectangular channel with only one wall 
roughened. Here it was desirable to vary the roughness to channel height 
ratio and it was proposed to do this by changing the height of the 
channel and keeping the roughness height constant. The channel width was 
to be kept constant so that the change in channel height would. also 
result in a change in aspect ratio (ie, width to height ratio). It was 
decided to choose low values of this aspect ratio in order to obtain some 
data on the behaviour of three-dimensional flows in rough/smooth channels, 
such data being virtually non-existent. 
2) Isothermal and heated tests in pipe and annulus geometries. A 
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smooth pipe and an internally roughened pipe were necessary to obtain 
data unaffected by any manipulation which would servo as reference data 
for those obtained from the annular channels. These two pipes could also 
be used as the outer surfaces of the annular test sections. It was felt 
desirable that the inner rod-of the annulus should again have two 
alternative surface textures, one smooth and one rough. Hence, it would 
be possible to have four different combinations of smooth and rough 
surfaces in the annulus. Since it was proposed to heat each boundary 
independently, this meant sixteen different boundary conditions would be 
obtainable in the annulus. However, due to the limited time available, 
it was decided to concentrate on the study of the partially rough annulus 
with a rough inner rod and the fully rough annulus, together with the 
empty pipes. 
The existance of a 30 m long closed circuit wind tunnel operating 
with air slightly below atmospheric pressure and a 10 m high medium 
pressure and high temperature CO2 rig in the Nuclear ineering 
Laboratories largely determined the dimensions of the above test sections. 
The cross-section of the wind tunnel was 400 x 300 mm and pressure drop 
calculations showed that the height (400 mm) could be reduced to 100 mm 
and still operate within the pressure drop range of the suction fan 
without substantial reduction in the maximum Reynolds number (8 x 105). 
It was therefore decided to conduct the experiments with channel heights 
of 184 nim and 100 mm. Since the detailed flow patterns near the ribs of 
the rough surface were of interest, the height of these square ribs were 
chosen to be 7 mm with p/c = 7.2. 
For the CO2 rig experiments the chosen pipe inside diameters 
were 102 mm, which was compatible with the rest of the piping in the 002 
rig. Since it was desirable to have a constant moderate radius ratio 
for the annulus experiments the diameters of the two inner rods were 
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chosen as 51 min. The roughnesses on both the inner rod and the inside 
of the pipe were nominally identical, sharp square ribs, 1 cam in heiLht, 
with p/c = 7.2. 
The specific objectives of the precept experimental programme could 
be summarized briefly as follows: - 
(i) The measurement of the basic properties of the moan flow And 
the turbulence field near the smooth and rough surfaces; 
thereby to test the validity of the "law of the wall" concept 
in the partially rough and three-dimensional rectangular 
channels. 
(ii) The measurement of the moan velocity and mean temperature 
fields which would provide a deeper insight into the various 
formulations of the drag law and heat-momentum analogies in 
pipe und annular geometries. Another specific objective of the 
CO2 riC experiments was to test the various transformation 
methods and also the validity of the equivalent diameter 
concept. 
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CII, IPT,: R FOUR - WIND TUNI'1M EXPE2II"ILITS 
4.1 Introduction 
The experimental programme in the wind tunnel was designed to 
achieve the specific objectives set out in the previous Chapter. 
The experiments reported here are concerned with the detailed 
measurements of mean flow and turbulence characteristics in rectangular 
channels of low aspect ratio, having one wall rou&hened. 
The mean flow characteristics that were measured were the velocity 
profiles and the wall shear stresses of the rough and smooth walls. 
Turbulence intensities and Reynolds shear stress distributions were 
measured and special attention was paid to the measurement of these 
properties near the rough walls. 
1+. 2 Apparatus 
The experimental measurements were made in two test sections 
installed as part of a 30 m long closed circuit wind tunnel. Air was 
circulated in the wind tunnel by a fan driven by a 100 UP motor generator 
set. The flow in the wind tunnel could be varied by chancing the speed 
of this motor. 
The 1.8 m long rectangular test section was made up of aluminium 
plates, except for the side walls in its downstream half which wore made 
from perspox plates, in order to facilitate accurate positioning 
of the probes and flow examination. The bottom wall was roughened with 
square ribs with sharp edges, 7 mm in height, with a pitch to height 
ratio of 7.2. These square ribs wore first cut from aluminium blocks, 
89 
then machined to size with a surface finish of 1.6 pm. The ribs were 
then drilled, tapped and screwed to the bottom plate from underneath. 
Two sizes of channel heights were used, 181f mm and 100 mm; the channel 
width for both test sections was 300 mm, giving aspect ratios of 1.63 
and 3.01 respectively. Each test section was preceded by a 7.2 m long, 
smooth entry channel with an"identical cross-section. This gave smooth 
entry lengths of 32 and 49 equivalent diameters for 184-mm and 100-mm 
channels, respectively. 
In the first channel (h = 184 mm), 36 static pressure holes, 1.57 mm 
in diameter, were provided along the centre line of one side wall. This 
came side wall was also used in the 100-mm channel and hence, the pressure 
tappings were 9 cam below the top plate for this duct. In order to 
investigate whether this will have any effect on the static pressure 
readings, an additional ten tappings were made along the centre line of 
the same side wall. 
i Two traversing gears were positioned at"distances of 3.42 and 4.56 a from 
the leading edge of the rough plate, giving length to equivalent diameter 
ratios of about 15 and 20 for the higher channel and 23 and 30 for the 
lower one. The design of the traversing gears was such that they were 
capable of three-dimensional movement. These were fixed on a plate which 
was free to slide sideways over an opening on one of the side walls. A 
long, vertical slot was machined into this plate which was covered by a 
second sliding plate with a circular hole in it. A split collet fitted 
into this hole held the probe. All the probes were bent 90° to bring 
the point of measurement upstream of the opening in the side wall to avoid 
any disturbances caused by this. 
The closed circuit wind tunnel was equipped with several auxiliary 
systems, such as a heat exchanger and several transition pieces to brine 
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the cross-nection of the flow in line with those of the tent sections. 
A photograph of the General layout of the tunnel is shown in 
Figure 4.1n-b. The test section and the acsociatied parts is shown in 
Figure 4.2. The downstream half of the test section, where the 
measurements were made, is illustrated in Figure 4.3a, and finally, 
Figure 4.3b gives a photographic view of one of the traversing gears. 
4.3 Instrumentation and Measurement Techniques 
4.3.1 Pressure Measurements 
Almost all the static pressures around the wind tunnel were 
monitored by using a variety of liquid manometers. The static pressure 
tappings on the test sections were invariably connected to inclined 
multi-limb manometers with coloured water cis"the manometer liquid. 
The mean velocity profiles across the channels were measured with 
circular pitot tubes of varying shapes, depending on the monitored region. 
The tip of these pitot tubes were made from 21- and 22-swg stainless 
steel hypodermic tubing. In the regions accessible to all of them, the 
pitot tubes gave consistent readings. 
Among the corrections proposed for the pitot tube readings, only 
the Macmillan (82) correction was applied for the effective displacement 
of the eitot tube centre towards the region of higher velocity. 
Calculations based on the extreme conditions encountered in the present 
experiments showed that the viscosity and compressibility effects were 
negligible. Although several corrections are Given in the literature 
to account for the turbulence effects on the pitot tube readings, the 
author feels that in view of the lack of reliable data for this effect, 
any correction will be rather speculative. It is also felt that any 
correction to the pitot tube readings should be accompanied by another 
correction to wall static pressure readings to account for the static 
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pressure variations across the flow, due to the varying turbulence 
level, a correction which is very rarely applied in any experiment. 
This being the case, it was not proposed to correct the pitot tube 
readings for turbulence effects during the present experimental programme. 
The position of maximum velocities in the channels was found by 
means of two double pitot tubes, each consisting of two circular mouths. 
For one pair the centre of the tubes was 1.5 mm apart, whereas for the 
other pair this distance was 2.5 mrn. Both of these double pitot tubes 
were tested in an uniform stream and no measurable, differential pressure 
was recorded in either case. The differential pressures were measured 
by a pressure transducer capable of. registering differences of 
0.01 mm 1120. 
A Preston tube with outer and inner diameters of 6.25 mm-and 3.84 mm, 
respectively, was used for determining the shear stresses on the smooth 
wall opposite to the roughened plate. This tube was calibrated in fully 
developed flow at the end of the smooth entry length for both test 
sections. This calibration is discussed in Section 4.4.3. 
4.3.2 Turbulence Measurements 
Two constant temperature anemometers (Disa, Type 55MOl) were used 
with single and X-wire probes for the measurement of the turbulence 
properties. The associated signal processing equipment included two 
55D26 signal conditioners, two 55D35 RIAS meters, a 55D70 correlator and 
two digital voltmeters, Types 55D30 and 55D31. 
Most of the turbulence measurements were obtained using miniature 
X-wire probes, Type 55P61. Single wire probes were mainly employed to 
check the accuracy of the readings given by these X-wire probes. The 
longitudinal component of the fluctuating velocity was checked by a 
92 
normal, hot-wire probe, Type 55PO1, whereas the turbulent shear stress 
measurements were checked using a probe, Type 55x22 which containa a single 
wire inclined at an angle of 450. 
For the hot-wire probes, the response equation and the effective 
cooling velocity for the wires were taken as: - 




Ue =U( Cost ¢S + lt2 Sin2$ ) (4.2) 
where U is the instantaneous velocity vector and 0 is the angle this makes 
with the normal to the wire and k is a factor which takes into account 
the cooling effect of the velocity component parallel to the wire. A 
value of 0.2 for k and 0.45 for n was used. These numerical values were 
based on calibrations performed by measuring the turbulent shear stress 
in a smooth pipe. 
The processing of the measured mean and rms values of the fluctuating 
voltages into turbulence intensities and shear stresses were done using 
well-established relationships. These are given in Appendix I9 together 
with an error estimate for the non-linear response of the hot-wires. The 
details of the smooth pipe calibration experiments are also discussed in 
this Appendix. 
4.4 Preliminary Tests 
4.4.1 Introduction 
Initially, tests were carried out at the and of tho smooth entry 
length and at the first and cocond traversing stations to measure some 
basic nean and turbulent flow properties for each channel height. These 
93 
tests covered the following aspects: - 
a) Since it was proposed to calculate the mass flow rates in the 
test sections by measuring the pressure drop across the main contraction 
(see Figure 4.2), it was felt that a calibration of these flow rates was 
necessary. 
b) Pressure drop measurements were taken in the smooth entry region 
to calibrate the Preston tube used subsequently for the measurement of the 
smooth wall shear stress in the partially rough channel. 
c) The turbulent shear stress profiles along the centre lines of the 
smooth entry channels were measured to determine the effect of the low 
aspect ratios on these profiles. 
d) The mean velocity and the turbulent shear stress profiles at the 
first and second traversing stations were measured to investigate the flow 
development along the smooth/rough channels. 
The results from the above experiments are described below. 
4.4.2 Mass Flow Calibration 
This was accomplished by detailed measurements of the velocity profiles 
across the whole flow at the end of the smooth channels. A two-dimensional 
traversing gear similar in design to the ones on the test sections, together 
with a pitot-static probe, was used for this purpose. The cross-section of 
the channel was divided into 120 equal areas and. the velocity in the 
centre of each area was assumed to be equal to the mean velocity in that 
area. The mapping of the velocities was repeated for seven different flow 
settings in the 184-mm channel and for three different flow settings in 
the 100-mm channel. The following expression for the flow rates was 
obtained by the method of least-mean-squares: - 
0.9326 in 





where mmc is the mass flow rate calculated from the pressure drop across 
the main contraction. The discrepancy between the rb and mac is thought 
to be due to a value of less than one for the discharge coefficient and 
to the flow leakage through the slots in the side walls. 
4.4.3 Preston Tube Calibration 
The Preston tube was calibrated for each channel by correlating the 
dynamic pressures recorded against the average wall shear stresses 
calculated from the static pressure gradients. The Preston tube was always 
placed at the wall centre line and it was assumed that the wall shear stress 
here was equal to the average wall shear stress. 
The calibration is shown in Figure 4.4 where it can be seen that the 
difference between the calibration curves of both channels is negligible. 
A least-mean-square fit to the experimental points produced the following 
correlation: - 
2w P d2 EP' P d2 
log 










The shear stress obtained from this equation was within 0.5`S of the 
value obtained from Patel's (47) calibration at the lower limit and. about 
131% lower at the upper limit. This same difference is also apparent in 
the friction factor results of the smooth entry channels. These are plotted 
in Figure 4.5 and were found to be correlated by the Blasius equation, 
f=0.079 Re-0 . 25 , better than by any other correlation, in spite of the 
high Reynolds numbers employed (7 x 10 
1}( 
Re <7x 105). It is well known 
that the correlation which is usually employed for the higher Reynolds 
number range, f=0.046 Re-0'20, gives higher friction factors, the 
difference being about 14iß at Re =7x 105. The present smooth channel 
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friction factor results are in good agreement with those reported by 
Harnett et al (83) whose results indicate that the friction factors of 
rectangular ducts with low aspect ratios are generally lower than those 
for circular pipes. 
4.4.4 Turbulent Shear Stress Distributions in the Smooth Channels 
These measurements were made half-way across the duct width at the 
end of each smooth entry section. The results are plotted in 
Figure 4.6, a-b. Also plotted is the standard straight line distribution 
of the turbulent shear stress for a round pipe. Such data for rectangular 
ducts, especially for low aspect ratios, is scarce. It is seen that the 
shear stress distribution for the lower duct follows closely the pipe 
distribution, whereas there is a slight (but systematic) variation of the 
shear stress from the straight line in the 184-mm channel. This. results is 
expected since the flow along the centre line of this channel can no longer 
be considered as two-dimensional, due to the very low aspect ratio (1.63) 
of this channel. 
The effect of the low aspect ratios on the turbulent shear stress 
distribution is discussed in detail in Section 4.5.5 where the shear stress 
distributions for the mixed channels are reported. Here it is sufficient 
to say that this effect is significant and is more pronounced in the mixed 
surface channels than in the smooth channels, although the aspect ratios 
are the same. 
4.4.5 The Mean Velocity and Turbulent Shear Stress Profiles nt First and 
Second Traversing Stations 
These profiles were measured in order to determine whether the flow 
was fully developed at tho second traversing station in the mixed surface 
channel where it was proposed to meacure all the relevant profiles. 
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It was found that the mean velocity and turbulent shear stress 
(- pu'v') profiles at the first and second stations agreed with each other, 
implying that the flow was fully developed. This short flow development 
length is not surprising since it has also been found by other workers 
(Yhitehead (11), Lawn and Hamlin (79), Siuru and Logan (84)) that the flow 
over a rough surface becomes fully developed at less than half the distance 
of that over a smooth surface. This being so, in the main part of the 
experiments all the profiles were measured at the second traversing 
station only. These measurements are now discussed in the following 
Sections. 
4.5 Measurements in the Smooth/Rough Channels 
4.5.1 1'fean Velocity Profiles 
A typical set of mean velocity distributions between the lower rough 
and upper smooth plate is shown in Figure 4.7, a-b for both channels. 
These profiles were measured at a point half-way across the duct width 
(z = 0). 
The mean velocity profiles are significantly asymmetric, the point of 
maximum velocity being much nearer to the smooth wall than the rough. This 
behaviour is as expected because of the large differences between the wall 
shear stresses of the opposing walls. There seems to be no dependence of 
the profiles on the Reynolds number, although, in principle, one might 
expect a slight dependence,. since the ratio of the rough to smooth wall 
shear stress varies approximately with ü0.25. This non-dependence on the 
Reynolds number was probably due to the relatively narrow range and 
generally high values of Re numbers employed in 
the present study. 
The mean velocity profiles near the smooth 'and rough walls were also 
plotted in universal coordinates. The shear stress used 
for the calculation 
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of the friction velocity of the smooth wall was that found from the Preston 
tube readings. The rough wall friction velocity was then calculated from 
a force balance which took into account the effect of the side walls on 
the pressure drop, assuming that the side wall shear stress was equal to 
the smooth wall shear stress at the same channel Reynolds number. 
In Figures 4.8 and 4.9 the logarithmically plotted velocity profiles 
near the smooth plates are shown for 184-mm and 100-mm channels, respectively, 
It is evident that even in a three-dimensional channel with unequal boundary 
conditions, the mean velocity profiles near the smooth plates can be . 
represented by logarithmic straight lines. The following equations were 
found for the measured profiles by the method of least-mean-squares: - 
us = 2.46 In Ys + 5.55 (h= 184 =) (4.5) 
us = 2.60 in y+ + 5.10 (h= 100 mm ) (4.6) 
The first profile is in absolute agreement with the profile found by 
Leutheusser (85) in an all smooth, rectangular duct with an aspect ratio 
of 3.0 . The difference between the present profile and the Nikuradso 
profile is also negligible. The coefficients in the second equation are 
slightly different although the values of u8+ calculated from both 
equations are within 1- 2% in the range of interest. 
The logarithmic profile for the 184-min channel applies over a arider 
range (60 , yB* < 1000) than that of the 100-mm channel (60 4 y8+-< 700), 
indicating that for the latter the influence of the rough wall in the core 
region is more pronounced. 
An interesting feature of the profiles is that further from the 
smooth surface the mean velocity profiles for the 100-nun channel fall 
below the logarithmic line, whereas for the 184-mm channel the departure 
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is above the logarithmic line, as found in all smooth channels. The fall 
of mean velocity profiles below the logarithmic line at high e/i has also 
been found by Iianjalic and Launder (41i) in their experiments frith 
asymmetric but two-dimensional channels. 
The mean velocity profiled near the rough wall are plotted in 
Figures 4.10 and 4.11. ur+ is plotted os a function of the ratio yr/e, 
where yr is measured from the rib root. A; ain, there is no significant 
influence of the Re number and the experimental points could be represented 
by the following equations: - 
je) + 3.60 (h= 184 ) (4.7) ur = 2.65 in (y 
ur = 2.54 in (y1Je) + 4.14 (h= 100 mm ) (4.8) 
It is seen that for these profiles the slope for the narrower channel 
is nearer to Nikuradse's value of 2.5, whereas for the smooth surface 
profiles this was the case for the slope in the bigger channel. 
It is widely assumed that for logarithmic representation of the rough 
wall velocity profiles the origin for the rough wall need not necessarily 
be taken as the rib root if an agreement is to be found between the slopes 
of the smooth and rough wall logarithmic velocity profiles. In most cases 
a displacement of the origin below or above the rib root was found 
necessary to fit the slope for the rough walls to fikuradso's value of 
2.5, showing that a different value of slope for the rough walls is a rule 
rather than an exception. 
In order to facilitate a comparison this technique was also adopted 
in the present work and when the origin of the profiles were varied until 
the slopes were equal to 2.5 (Patel's (tiff) value of 2.39 has also been used 
by some researchers), the following equations were found: - 
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ur = 2.5 In (yr/e - 0.31) + 4.0 (h= 184 mm ) (4.9) 
ur=2.5in (y/e-0.08)+ 4.2$ (h= 100uw ) (4.10) 
These adjusted profiles are shown in Figures 4.12 and 4.13, whore 
the origins of the lines for different Re numbers are sot apart 
(otherwise all points full onto a single line). 
The effective origins implied by these equations fall between the 
root and the crest of the rib and the displacement is relatively small 
compared with some of the reported ones. Perry et al (86), Liu et al (13), 
]3ettermann (87), Hanjalic and Launder (44), Lawn (53) and Baumann (75), 
to name but a few, all report displacement of the origin-from the rib 
root. However, there seems to be no General agreement between the findings. 
. The displacement of the origin 
below or above the rib root in order 
to fit the slope of the rough wall logarithmic velocity profile to the 
smooth profile's slope would be a reasonable proposition if the calculated 
values of the displacements were found to be dependent only on the rib 
geometry. However, in most experiments, including the present ones, it 
is found that the required shift in the origin depends on the geometry of 
the channel, as well as the rib geometry. Therefore, it appears that 
any correlation for the displacement of the origin, if it exists, will 
have to take into account both the rib and the channel geometry. However, 
this will make the whole concept of the displacing of the origin an 
unnecessary exercise in curve fitting, since in this case a correlation 
involving the slope itself will be more appropriate and easier to 
establish. The results of the experiments in a rough pipe, partially 
rough annulus and fully rough annulus, which are reported in Chapter 5, 
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also chow that the slope for the rough walla i3 indeed a function of 
both geometries. In view of these findings, it appears doubtful whether 
the slope of the rough wall logarithmic velocity profiles can be 
considered an being truly universal. 
The values of the momentum roughness function, A(o+), implied by the 
logarithmic velocity profiles (1W (4.7) and (4.8)), are also seen to be 
dependent on the channel geometry, as has already been suggested by 
Dalle-Donne and I-layer (35). The correlation suggested by these authors, 
which takes into account the effect of the velocity profile length on 
A(e+), gives values 3.17 + 1.0 and 3.35 + 1.0 for the 184-mm and 100-mm 
channels, respectively, which are somewhat lower than the present values 
of A(e+), although the variation with e/yo is very similar. This 
difference is thought to be due to the fact that, as explained earlier 
in the survey, the Dalle-Donne and Meyer correlation is based on A(e+) 
values obtained from the drag law, assuming a value of 2.5 for the rough 
wall velocity profiles, whereas in partially rough annuli, geometries 
from which most of the data is collected this slope is les3 than 2.5. 
Therefore, the drag law, as employed by Dalle-Doane and foyer given 
lower values of A(o+) and this is reflected in their correlation. This 
point will be taken up again in the next Chapter, where the CO2 rig 
experiments are discussed. 
4.5.2 Positions of Maximum Velocity and Zero Shear Stress 
The position of the maximum velocity was measured by means of the 
double pitot tubes described in Section 4.3.1. Thoeo tubes proved to be 
very effective for the location of this point. 
The position of the zero shear stress was found fron turbulent shear 
atruao (- 950-profiles by fitting u smooth curve to the experimental 
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points in the core region. 
Figure +. 14 shows the variation of these positions with Reynolds 
number for both channels. It is evident that the zero shear stress 
position is always closer to the smooth wall than the maximum velocity 
position. The discrepancy between these positions are seen to be greater 
for the narrower channel with the higher e/h ratio. The absolute shift 
in these positions from the mid-height is also greater for this channel. 
The non-dependence of the maximum velocity position on Reynolds number 
appears to agree with a similar trend found by Hanjalic and Launder (411. ) 
and also by Wilkie et al (57), both sets of data being for lower Re 
numbers than those employed in the present study. The zero shear stress 
position in the lower channel was also independent of the Re number, 
whereas in the higher channel a slight shift towards the smooth wall was 
observed with increasing Re. However, the absolute value of this 
variation was very small, relative to the channel height. 
The main discrepancy between the present results and those of 
Hanjalic and Launder (44) and Wilkie et al (57) becomes apparent if the 
amounts of 'shift produced in the maximum velocity and zero shear stress 
positions (ie the degree of asymmetry of the velocity profiles) are 
compared. This is shown in Figure 4.15 and the numerical values are 
tabulated in Table 4.1. It is evident that the position of maximum 
velocity and zero shear stress in a rectangular' duct with one rough wall 
is a function of not only the decree of roughening on the rough wall but 
also of the aspect ratio of the channel. For low aspect ratios both of 
these-positions are not as near to the smooth wall as for higher ones. 
This is even true for Hanjalic and Launder's second channel for which 
the aspect ratio was 5.55. 
Experimental results shorn in Figure 4.15 suggest that the position 
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of maximum velocity could be correlated well against the ratio of the 
roughness to channel height. A least-mean-square to those results obtained 
in ducts with aspect ratios of about 11 (those of W1J. lde et al and the 
first channel of Hanjalic and Launder) gave the following equation: - 
ym /h=0.5 + 0.1766 
[ 
2.0 - exp ( -138.0 e/h ) 
- exp ( -16.85 e/h )] (4.11) 
for 0( e/h 4 0.114 and m (aspect ratio) ij 10.71 
The above equation reduces to ye/h = 0.5 for all smooth channel geometry 
(ie e/h = 0). The assumption that channels with aspect ratio m ), 11 may 
be considered as two-dimensional is justified by the experimentally found 
Reynolds shear stress distribution which follows a straight line. 
From the experimental points in Figure 4.15 it is then possible to 
drive a tentative correlation for y/h in channels with lower aspect 
ratios if the following assumptions are made: - 
(i) Over the tested range of pitch to height ratio (p/e = 7.2 - 10) 
this independent variable has no effect on the position of 
maximum velocity. This is a justified assumption since the 
momentum transfer characteristics of rough surfaces with 
pie = 7.2 and 10 are almost identical (Berger and ', -ýhitehead 
(62)). 
(ii) The dependence of ym/h on e/h at all aspect ratios has a shape 
similar to that for the two-dimensional channel. This assumption 
implies that the curve shown in figure 4.15 can be transformed 
to other aspect ratios by applying a multiplication factor to 
EQ (4.11). The factor is a function of the aspect ratio m. 
For m=0, the maximum velocity must be at mid-height of the 
channel (yam = 0.5) for all e/h since in this extreme case the 
flow in the core region is governed by the smooth side walls. 
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With these assumptions the following equation is obtained: - 
ym/h = 0.5 + 0.2837 [2.0 - exp (-138.0 e/h) - exp (-16.85 e/h)] 
x 
[2.0 
- exp (-0.218 m) - exp (0.023 m)] (4.12) 
Eq (4.12) should be valid for m< 11,0 < e/h < 0.114 and 
7.2 <p/e <10.0. For rn = 11 ISS (4.12) reverts into 1 (4.11) and the 
latter should be used for aspect ratios greater than 11. 
The equations (4.11) and (4.12) are accurate representations of the 
reported experimental results which are limited in numbers, and experiments 
over a wider range of channel and rib geometries would be most valuable. 
The reduction in the amount of shift produced in the maximum velocity 
and zero shear stress positions in low aspect ratio channels is an 
important phenomenon since it demonstrates that it is no longer permissible 
to estimate the shear stress of the rough and smooth walls from a separate 
force balance for each wall using the measured position of zero shear 
stress and the pressure drop, ie the ratio of the smooth and rough wall 
shear stresses is not equal to the ratio of the respective distances 
between the walls and this position. At least one wall shear stress must 
be directly measured. 
In Section 4.5.5 where the turbulent shear stress profiles are 
presented for both channels, a possible explanation is given for this 
reduction in the shift of these positions. 
4.5.3 Axial Variation of the Mean Velocity Profiles near the Rough Walls 
It is well known that the velocity distributions within a few rib 
heights of the ribbed wall departs significantly from the logarithmic 
velocity profiles. This can also be seen from the present results 
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(Figures 4.10 and 4.11). The flow in this region exhibits periodic 
variations in the axial direction. These variations obviously depend on 
the height and the distance between the ribs. It is therefore customary 
to measure the velocity profiles at a station midway between the ribs 
which was the position for the mean velocity profiles discussed in 
Section 4.5.1. 
Figures 1+. 16 and 4.17 show two typical sets of mean velocity profiles, 
this time measured at various axial stations very near the rough plates. 
These measurements were made using specially adapted pitot tubes and the 
static pressure was taken as that given by a wall tapping at midway 
between the ribs. However, a small correction was made to account for 
the axial variation of the static pressure between ribs assuming a linear 
pressure drop. 
It is evident from the Figures that the mean flow becomes independent 
of the axial direction at about 1.5 rib heights above the crest of the 
ribs for both channels, indicating that, as expected, the region in which 
the periodic variations occur is proportionally larger for the narrower 
duct with a higher e/h ratio. 
Although any conclusions about the flow pattern must be made with 
reservations, the reattachment point was found to be exactly the same for 
both channels, occurring at a distance of 3.1 rib heights behind the ribs, 
implying that the flow pattern between the ribs is the same for both 
channels, independent of e/h in the present experiments. I', %Ien the 
experiments were repeated for two more flow settings for each channel 
(Re = 4.07 x 105 and 5.67 x 105 for the 184-mm channel and Re = 1.57 x 105 
and 2.25 x 105 for the 100-mm channel), no apparent dependence of this 
reattachment length and of the distance above the ribs where the mean 
velocity became independent of x was found on the Reynolds number. This 
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result can be compared with those of Mantle (14), Lavallee and Popovich 
(15) and Rau (24). Mantle, in his flow visualization experiments found 
a value of 3.5 e for p/c = 6.6 - 12 at Re =7x 104 whereas Lavallee and 
Popovich, in their experiments with p/e = 12.56, found reattachment lengths 
of 4.6 e and 4.3 e for Re = 8580 and 21770, respectively. Hauls mass 
transfer experiments in a rough pipe with p/e = 10 showed maximum mass 
transfer coefficients between 4 and 3 rib heights behind the ribs as the 
t Re number was increased from 1x 10 to 2.5 x 105. All these experiments 
imply that for a particular rib geometry there is a critical Re number 
above which the reattachment length will remain constant. The author 
believes that this critical Reynolds number is closely related to the 
limiting value of e+ at which the transition ends and an hydrodynamically 
fully rough condition starts. However, it is doubtful whether the 
corresponding e+ will be equal to 70, the value for sand grain roughness. 
In Hauls experiments the reattachment point was found to be moving towards 
the upstream rib even though e+ was well in excess of 70 (60 (e+ < 2500). 
Baumann's (75) experimental results (briefly mentioned in the survey, 
Section 2.5.3.3) which indicate a transition region of up to e= 2500, 
depending on the rib height, also support this point. 
In all the present tests e+ was much larger than 70 (e+ > 350 for 
184-mm channel and e+ > 800 for the 100-mm duct), due to the large size 
of the ribs, and the flow pattern measurements could not be made at low 
Reynolds numbers. 
4.5.4 Friction Factor Results 
Figures 4.18,4.19 and 4.20 show the overall and transformed friction 
factor results for both channels. Typical numerical data, together with 
some explanatory notes for the evaluation method, are given in Table 4.2. 
The transformed friction factor results are plotted against the transformed 
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Re numbers. All the tran3formed values were based on the mean velocities 
found by integrating the measured mean velocity profiles from either plate 
to the position of the zero shear stress and the length scales used in the 
calculation of the transformed Re numbers were taken as equal to the 
equivalent diameter of the zones bounded by either plate, side walls and 
the parallel plane going through the position of the zero shear stress. 
It is seen from Figure 4.19 that the smooth surface friction factor 
data lie above the Blasius correlation, the increase being 3- 10%0' for 
the 184-mm channel and 6- 1110 for the 100-mm one. These increases in 
the friction factors of the smooth plates in the presence of a rough wall 
compare well with the values reported by darburton and Pirie (41). 
The rough wall friction factors (Figure 4.20) seem to increase very 
slowly with increasing Re number, a result which has been reported by 
several other workers in the field (Whitehead (11), Webb et al (60), 
Watson (39) and Lawn and Hamlin (79)). 
It is difficult to compare the present results for the rough surface 
friction factor with those reported in the literature because of the 
difficulty in choosing a length scale which is required to show the 
relative roughness height in the rough zone. If one takes into account 
the perimeter of the side walls in the calculation of this length scale, 
this has a considerable effect on the numerical value of this length 
scale, whereas the magnitude of the pressure drop, caused by these side 
walls, is almost negligible compared with the pressure drop caused by 
the rough plate. For this reason, we believe that the length scale, 
taken as four times the distance between the rough plate and the position 
of zero shear stress (which is the usual definition of the equivalent 
diameter in two-dimensional channels) is more appropriate for comparison 
purposes. The results themselves support this view. In Figure 4.21 
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average values of rough wall friction factors from different sources 
are plotted against o/4yo. iianjalic's (76) results are those correctly 
transformed ones from rough/smooth, rectangular channels, whereas those 
of 'ilkie at al (57) are from rectangular channels with uniform boundary 
conditions. It is seen that the results display a reasonable degree of 
consistency. 
It is also interesting to note that the present friction factor 
results are still predicted accurately by the drag law, in spite of the 
complex nature of the present channels. If we integrate the logarithmic 
velocity profile for the rough walls from 0 to yo we obtain the following 
equation: - 
(21r) =B In (yo/e) + A(e+) -r (4.13) 
Substituting the experimental values of B and A(e+) we get: - r 
r=0.0280 for the 184cun channel 
r=0.0343 for the 100mm channel 
which are remarkably close to the experimental values. 
4.5.5 Turbulent Shear Stress Measurements 
4.5.5.1 u7-yl ! ieasurenents 
The distributions of the turbulent shear stress component (- p 'v') 
for the two channels are shown in Figures 4.22. ruid 4.23 for one Reynolds 
number. The shear stress is normalized with the smooth wall shear stress 
which was calculated from the Preston tube readings. 
It is seen from the Figures that the shape of both curves is in 
obvious disagreement with the two-dimensional theory, which is as expected. 
Since no comparable measurements are known to the author in the literature, 
it has not been possible to compare the present results. However, for 
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both channels, the values of the smooth wall shear stress obtained from 
the extrapolation of the hot-wire results agree very well with those 
obtained from the Preston tube readings. For the 184-mm channel (aspect 
ratio = 1.63) the shear stress near the smooth wall appears to be 
almost constant and near the rough wall it increases to a value well 
above the calculated rough wall shear stress before falling off again. 
For the 100-mm channel (aspect ratio 3.0) the shape of the measured curve 
approaches more closely the linear shear stress distribution predicted 
for a two-dimensional channel. These shear stress distributions for 
two-dimensional channels (shown on the Figures as Curves II) were 
calculated from the following equation, assuming the same smooth wall 
shear stress and pressure drop values as the experimental ones. 
pP 
PU IVI)Y=Y1 
ax Y1 ws 
(4.4) 
(In the above equation the viscous shear stress at y= yj is neglected. ) 
It is evident that the differences between the measured curves of 
u'v' and the straight line given by the two-dimensional channel theory 
are due to the second component of the turbulent shear stress in the 
x-direction (- and to the effect of the secondary floes. These 
will be dealt with in the following Sections and we will come back to 
these two Figures. 
In Figure 4.24 the measured distribution of u'v' in the 184-mm 
channel for three Re numbers is shown, this time u'v' is normalized with 
the square of the rough wall friction velocity. Near the rough walls 
the profiles display a reduction in the measured values which is thought 
to be due to the axial dependence of the flow near the roughness elements 
(ie Ö /Öx terms in the Reynolds Equations are not zero). This reduction 
in u'v' values has also been noted"by Hanjalic and Launder (44) and 
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Siuru und Logan (84). In all these experiments, including the present 
ones, the reduction seems to start at about 4 to 4.5 rib heights from 
the rib root. 
Near the smooth wall the profiles display a distinct dependence on 
the Re number, high Re numbers giving lower values of ufs/ufr' This is 
to be expected since this ratio is approximately proportional to ü 
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and decreases with increasing Re number. 
If the measured values of u'v' are normalized with the square of the 
smooth wall friction velocity the profiles collapse almost onto a single 
curve near the smooth wall but this time the Re number influence shows 
itself near the rough wall. This is shown in Figure 4.25. 
4.5.5.2 u'r, ' Measurements 
These measurements were taken in order to determine the relative 
effect of this shear stress on the measured profiles of u'v', shown in 
Figures 4.22 and 4.23. 
The u'. w' profiles were measured along the width of the channels 
(z axis) at several stations across the height of the channels (y axis). 
This was done under identical conditions for which the u'v' readings 
shown in . gares 
4.22 and 4.23 were taken. 
Figures 4.26, a-f and 4.27, a-d show typical sets of these u'w' 
profiles for each channel. Although it is difficult to say anything 
conclusive about the shape of the profiles away from the centre-lines of 
the channels without solving the complete Reynolds Equation for the 
x-direction, a number of interesting points are apparent. 
(i) As expected, the absolute values of ti'w' are generally lower 
in the 100-mm channel with a higher aspect ratio. 
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(ii) u'wI values seem to be almost zero near the rough plates, except 
in the vicinity of the side walls. This is again as expected, 
since near the rough plates the flow is not influenced 
significantly by the presence of the side walls. 
(iii) In the 184-mm channel an almost linear distribution of u'w' is 
found near the position of zero u'v' and as the smooth plate 
is approached the profiles become non-linear. In the 100-mm 
channel the opposite is the case, the profiles near the smooth 
plate being more linear than the others. 
To the author's knowledge no similar data exist in the literature, 
hence a comparison of the above findings was not possible. 
The effect of the u'w' shear, stress on the measured profiles of u'v' 
shown in Figures 4.22 and 4.23 was calculated as follows. 
For a steady, incompressible, fully developed turbulent flow, the 
Reynolds Equation in the x-direction can be written as: - 
öu au öP , 2u 2u v' ö u' ir' 
v+ W --_ _----+, ý 22- --+ (k. 15) Y aZ Pax yZy aZ 
Since the u'-v' profiles were measured along the centre-line (z = 0), the 
term w(Öu/öz) can be dropped from the equation, since w=0 along the 
z=0 line, due to symmetry. 
If the flow is three-dimensional no further simplifications can be 
made to the above equation. In this case the integration of this 
equation along the centre-line (z = 0) from y=0 to y= yj (origin of 
y is taken as the smooth plate for those calculations) Gives: - 
1 ÖP au'w' öu 
S' J_ t3, 
iu'v')y=Y1 -P dx y1 
0 








We have again neglected the viscous shear stress term -)(öu//y) at yl. 
The contribution of (Ö2u/Öz2) can also be neglected since the velocity 
profile in the z-direction is very flat near the centre-line. (In fact, 
measurements of these profiles were performed at several y values in 
the 184-mm channel and it was. found that the velocity was constant 
within 10 - 15 mm of the centre-line on either side. ) Rearranging 
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The III Curves, shown in Ficures 4.22 ahcl 4.23, which take into 
account the effect of u'w' on u'v', were calculated from-the above 





az dy for each channel was calculated numerically from 
Figures 4.28 and 4.29. These Figures were plotted by finding the gradient 
of u'w' with respect to z at z=0 along the y axis fron the measured 
u'wl profiles. As can be seen from Figures 4.28 and 4.29 the gradient 
of u'w' at z=0 seems to have two maxima and one minimum in each channel 
(Öu'w'/dz is zero at both plates) and the minimum occurs approximately 
where 
ÖuAy 
=0 and u'v' = 0. The values of this gradient near the smooth 
plate are seen to be much higher than those near the rough plate, 
indicating once again that the effect of the side walls is significant 
in this recion. 
4.5.5.3 Estimation of the Secondary Flows 
In Figures 4.22 and 4.23 the III Curves represent the predicted u'v' 
distribution in the present channels with the effect of u'w' taken into 
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account. As can be seen, the effect of u'w' on the II Curves 
(two-dimensional shear stress distribution with the same smooth plate 
shear stress and axial pressure gradient) is considerable and as expected, 
this is more pronounced for the 184-mm channel, which has a lower aspect 
ratio. 
It is obvious from the Figures that the measured curves of u'v' in 
three-dimensional channels like the present ones cannot be predicted, even 
if the second shear stress component u'w' is taken into account in the 
Reynolds Equation. This is believed to be due to the secondary flows,. 
which are known to exist in turbulent flows in non-circular channels of 
low aspect ratio. The secondary flow is a complex phenomenon and it is 
only recently that studies concerning its origins have been done, giving 
rise to several different models. However, secondary flow can be 
described as a kind of spiral motion superimposed on the main flow, 
convecting main flow momentum from high towards low momentum regions, and 
thus creating additional stresses in the low momentum regions until an 
equilibrium is reached between the transported momentum and those stresses. 
A detailed description and the origin of these secondary flows is considered 
beyond the scope of the present study and the reader is referred to an 
excellent review by Gessner (88). 
However, an attempt was made to compute the direction and the 
magnitude of these secondary flows, by assuming that the differences between 
the measured values of üv and those given by the III Curves are solely due 
to the effect of these flows. This was accomplished by finding the 
differences between the two curves at 5-mm intervals along the y axis, 
starting from the smooth wall and then equating any increase or decrease 
between the two differences at adjoining y values to the . shear stress 
created by the secondary flow in that interval. The calculations were 
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as follows. 
IQ (4.17) in this Section can now be written as: - 
u'v' U'V' 
22 
ufs y=Y1 , measured 
ufs y=y1 , Curve III 
1 
ylöu 
2v 'ý"' dy 
ufs aY (4.18) 
Hence, the magnitude of the integral' involving the secondary flow velocity 
component v can be computed from the above equation at any y value. In 
order to estimate the distribution of v from a knowledge of this integral 
we equate it to: - 
ýp 24 M"ý) !54 
öu au ÖU öu 
v -- dy = 
(v-dy 
+v -- dy + .... +v dy 
(4.19) 
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Thus, if one starts the calculation from the smooth wall the v distribution 
can be calculated from E7Q (4.21). This procedure is only a crude 
approximation since it involves determining the variations in the 
differences between the measured curve of üv and that calculated from the 
Reynolds Equation using the measured smooth wall shear stress, as reell as 
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the local gradients of the mean velocities, all of which are subject to 
errors. A direct measurement of the secondary flows would, of course, 
have been desirable, but this is a difficult task, requiring the use of 
a single hot-wire in a yaw-meter capacity in order to determine the 
direction of the resultant mean velocity (ie, the angle between the mean 
velocity in x-direction and the mean velocity vector). This can be done 
by employing a rotating hot-wire (see Brundrett and Baines (89)). However, 
in view of the very small angles involved (in the order of 0.5°), a 
perfectly accurate, rotational protractor, together with its associated 
traversing gear, must be employed. In the given time it was not possible 
to set up the required apparatus. 
Nevertheless, the applied method yields repults which are quite 
plausible. The final result is shown in Figures 4.30 and 4.31 for 
184-mm and 100-mm channels, respectively. As expected, the magnitude of 
the secondary flows is greater in the 184-mm channel, the ratio of the 
maximum v to the maximum main flow velocity being about 35o. For the 
100-mm channel this ratio is about 1%. These results are comparable to 
the value of about found for smooth, square ducts. (Brundrett and 
Baines (89), Launder and Yin (90). ) If one considers the findings of 
Launder and Yin that the magnitude of the secondary flows, relative to the 
wall friction velocity, is the'same for both smooth and rough ducts, 
implying significantly greater absolute velocities for the secondary flows 
in rough ducts, the present results become even more plausible. 
The surprising aspect of the results is the direction of the 
secondary flows. In both channels these are directed towards the rough 
wall all along the centre-line, implying the existence of two cells 
rotating opposite to each other in each half of either channel. This is 
against the commonly accepted view that the secondary flows are mainly 
directed towards the corners from the centre of the channel, although 
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early references cited by Tracy (91) and Chou (92) mention the existence 
of two symmetrical cells in open channels with low aspect ratios. 
It must be pointed out again that the secondary flows were calculated 
from a rough approximation and they should be measured directly before 
any warranted conclusions can be drawn. 
4.5.6 Turbulence Intensity Measurements 
The distribution of all three components of turbulence intensity, 
normalized with smooth wall friction velocity, ufs, are shown in Figures 
4.32 and 4.33 for the centre-lines of the two channels, each for one Re 
number. The data presented here are those obtained from X-wire measurements. 
The longitudinal component of the intensity was also measured with a normal 
wire and the results were similar to those given in the F`i. gures. 
As can be seen from the Figures, the effects of the unequal boundary 
conditions, as well as the low aspect ratio of the channels, are quite 
significant on the turbulence intensity profiles. For turbulent flows in 
pipes and two-dimensional channels the w' component of the intensity is 
always greater than the v' component. For both of the channels used in 
the present study, this was the case near the smooth and rough walls, but 
in the core regions of each channel the v' component exceeded the w' 
component, although the difference between v' and w' in the core region 
is smaller for the 100-mm channel, implying that, as expected, the flow in 
this channel was nearer to the two-dimensional case than in the 184-mm 
channel. Another noteworthy aspect of the profiles is the non-coincidence 
of the minimum turbulence intensities with the zero shear stress position. 
The minimum values of u' and w' in the 184-mm channel occur at about 1.06 y 0 
whereas v' decreases continuously as the smooth'wall is approached. For 
the second channel u' and w' have again minimum points, but this time v' 
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increases slightly very near the smooth wall. 
The values of the longitudinal component of the turbulent intensity 
compare well for both channels. It is also evident that the present 
u'/ufs profiles near the smooth walls are not very different from those 
found in all smooth channels (Clark (93), Hussein and Reynolds (94)). 
This is also an interesting result, considering that in both channels the 
same roughness height was used, but the height of one channel was almost 
half that of the other. 
Apart from the cross-over between v' and w' in the core region of the 
channels, the above findings are in agreement with those reported by 
Hanjalic and Launder (44) who used two-dimensional channels with one 
wall roughened. Their profiles for u' are shown in Figure 4.34a, where 
u' is normalized with the rough wall friction velocity, ufr. In order 
to facilitate a comparison the present u' profiles from the 184-mm channel 
are plotted in Figure 4.34b for three Re numbers with ufr as the 
normalizing velocity. The agreement is seen to be good in spite of the 
differences in the channel geometries. However, the Re number's effect 
near the smooth wall is more pronounced in the present work with low Re 
numbers giving high turbulence intensities. This Re number effect is still 
apparent if the present profiles are plotted normalized, with the smooth 
wall friction velocity, ufs. This is shown in Figures 4.35a and 4.35b for 
the u' component only in both channels. The ratio u'/ufs still shows an 
increase with decreasing Re numbers. However, this does not mean that 
u'/ufs profiles are not universal in character. To determine this, u'/ufs 
+ ysufr 
near the smooth wall should be plotted against ys This could 
not be done in the present experiments since no profiles very near the 
smooth wall were taken. (The nearest points to the smooth wall shown in 
the Figure 4.35a are at distances yý = 290,480 and 594 for the respective 
Re numbers. A plot of those and the second set of points on a logarithmic 
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scale would indicate a much reduced dependence on the Re number. ) 
4.5.7 Other Turbulence Measurements 
It is well known that whatever method is used to solve the Reynolds 
Equations which describe the relationships between the average and 
fluctuating velocities and express the conservation of momentum in turbulent 
flows, it leads inevitably to a situation in which there are more unknowns 
than equations. Hence, we have the classical 'closure' problem, and 
consequently, several mathematical models of turbulence to tackle it. 
(For a detailed description, see, for example, Launder and Spalding (95), 
Hinze (30),. Leslie (96), Diegues (20). ) These mathematical models of 
turbulence invariably require some empirical information which relates the 
turbulent shear stress to the mean properties of the flow and this is 
usually obtained from experiments in simple geometries. One such empirical 
result is the ratio of the turbulent shear stress to the turbulent kinetic 
energy (u'v'/E0), the turbulent kinetic energy being half of the sum. of the 
square of the turbulence intensity components.. This ratio is shown in 
Figure 4.36, a-b for both channels. In spite of the complexity of the flow, 
this ratio is seen to be almost constant in a considerable portion of the 
rough zone, a familiar pattern for smooth pipes, two-dimensional channels 
and boundary flows. The average values of this ratio are 0.3 and 0.28 
for the 184-mm and the 100-mm channel, respectively, and these values are in 
very good agreement with the value found (0.28) by Laufer in a smooth pipe 
(97). Hanjalic's (76) value of 0.26 is low compared with the present data, 
but his value was found in a two-dimensional channel with one rough wall, 
and there is an indication in the present data that the ratio decreases 
with increasing aspect ratios. Hanjalic also found that there was no 
region near the smooth wall where this ratio is constant; this is supported 
by the present data, which show a very small constant region for the 184-mm 
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channel, whereas in the 100-mm channel no constant region was found near 
the smooth wall. 
Another property of the turbulent flows which is useful to know is 
the shear correlation coefficient (R = u'v'/, 
fu'2 
ß(v'2). This was 
measured in the 184-sun channel only and is shovm in Figure 4.37. The 
shape of the curve is remarkably similar to that of u'v'/E0 and the 
correlation coefficient has a constant value of about 0.4 - 0.43 near 
both walls. This is again in excellent agreement with the results found 
in pipe flows. 
Apart from the above-mentioned turbulence measurements, an attempt 
was made to measure the basic properties of turbulence (ie, intensities 
and shear stress) very near the rough plates at several stations between 
the ribs. However, due to the very limited time available for these 
experiments, the measurements are not yet conclusive, although it appears 
that a distance of at least 4 rib heights from the rib crest is required 
for the turbulence properties to become independent of the x-direction. 
It will be recalled that the required distance for the mean velocity 
profiles was 1.5 rib heights. This difference indicates once more that 
the turbulent flow field is much more sensitive than the mean flow to 
local disturbances caused by the presence of the ribs. 
4.6 A Summary of the Findin7, s from ! ind Tunnel Thcneriments 
The results of the experimental investigation of the turbulent flow 
in the two partially rough rectangular ducts of low aspect ratio lead to 
the followinC conclusions. 
(i) The flow near the smooth and rough walls is accurately described 
by logarithmic velocity profiles, irrespective of the aspect 
ratios and ße numbers. The coefficients in those profiles were 
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found to depend on the overall channel dimensions for both walls, 
but more so for the rough wall. Therefore, it appears doubtful 
whether the slope of the rough wall velocity profiles can be 
considered as being truly universal and equal to 2.5. 
(ii) The positions of maximum velocity and zero shear stress, which 
were not coincident, were found to be functions of both the 
roughness to channel height and the aspect ratio. It was 
apparent that these positions were not as near to the smooth wall 
as in two-dimensional, asymmetric channels. 
(iii) The periodic variations in the mean flow velocity caused by the 
presence of the ribs were negligible at distances exceeding 
1.5 rib heights above the rib crest so that above this distance 
the mean velocity was independent df'the axial direction. 
However, for turbulence properties this distance seems to be at 
least 4 rib heights. 
(iv) The reattachment point for both channels was found to be 3.1 rib 
heights behind the downstream edge of the rib for all tested Re 
numbers, indicating that the flow pattern between the ribs is 
independent of the e/h ratio within the studied range 
(3.27 x 105 < Re < 5.67 x 105 for the 184-mm channel and 
1.57 x 105 < Re < 3.15 x 105 for the 100-mm channel). 
(y) The increase in the friction factor of the smooth surface in the 
presence of the rough wall is well within the reported values in 
the literature. As expected, the increase is larger at higher 
e/h ratio and at higher Reynolds numbers. The drag law with 
experimental values of B and t(e+) was found to predict the 
rough wall friction factors quite accurately. 
(vi) The distribution of turbulence intensities and turbulent shear 
stress was considerably influenced by the low aspect ratio and 
unequal boundary conditions. The shear stress distribution 
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appears to be particularly affected by the presence of the 
secondary flows in the channels. The magnitude of these 
secondary flows was estimated from the difference between the 
measured and predicted values of u'v', with plausible results. 
(vii) The shear correlation coefficient and the ratio of the shear 
stress to kinetic energy of the turbulence have constant values 
in a significant portion of the rough zone in both channels, 
indicating a local equilibrium between the production and 
dissipation of the turbulent energy. The numerical values for 
the constants were in good agreement with those found in pipe 
flows. Near the smooth wall these ratios, together with other 
turbulence properties (except the longitudinal component of the 
turbulent intensity), were significantly affected by the presence 
of the rough wall. 
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CHAPTER FIVE, - CO RIG ERIMEHTS .2 
EA 
5.1 Introduction 
The experiments in the CO2 rig were designed to achieve the specific 
objectives set out in Chapter 3. 
The preliminary tests which were made to commission the CO2-cooled, 
medium pressure and high temperature rig proved that this rig was a 
powerful tool with which to do basic research on heat transfer and 
pressure drop in mixed surface annular channels. Therefore, the present 
test section was designed in such a way that both the outer pipe and the 
inner rod forming the annulus were available in a rough and in a smooth 
version alternatively. Provision was made to heat each boundary of the 
annulus independently. Thus, it was possible to choose any combination 
of rough or smooth and heated or unheated surfaces in the annulus. 
The main experimental programme consisted of providing detailed 
measurements of the mean velocity and temperature profiles, together '4th 
pressure drop and heat transfer measurements in the following combinations: - 
a) Smooth pipe 
b) Rough pipe 
c) Partially rough annulus with smooth outer pipe 
d) Fully rough annulus 
Separate isothermal and heated tests were performed for each 
geometry. However, the heated experiments in annuli configurations were 
conducted by heating the outer boundary only. The reason for this is 
explained later, in Section 5.8.4.1. 
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5.2 Test Sections 
5.2.1 Smooth and Rough Pipos 
The test channel consisted of four sections of smooth or rough pipe. 
Each section was . 972 m in length, giving a total length of 3.888 m for 
each test channel. 
The pipes were made of carbon manganese steel (ÄSTM, A106, GrB) with 
an outer diameter of 114.3 mm. The'smooth pipes wore bored to 102 mm 
diameter. The surface finish of the bore was 1.6 pm. 
As is well kno4m, machining of square ribs on the inner surface of 
a pipe is notoriously difficult and unfortunately our experience 
reinforces this point. At first, square ribs of 1 mm in height, pitched 
7.2 mm apart, were specified for the rough pipes. The 0.972-m long pipes 
were first bored to a diameter of 100 mm and their inner surfaces cut 
in two stages to leave the required square ribs. Upon inspection it was 
discovered that in the central portions of the pipes several ribs were 
missing. This was unacceptable and the pipes were therefore bored again 
to a diameter of 102 mm, thereby removing all the ribs. New ribs were 
then machined. When the completed pipes were examined, no missing ribs 
were found.. The ribs were sharp and any burrs on the rib tips were 
removed by brushing the surface with a wire brush. However, measurements 
at each end of the pipes and a plastic casting of the inner surfaces 
revealed that although the pitch and width of the ribs were within the 
specified range, the height of the ribs was, on average, 0.9 mm, instead 
of 1 mm, giving a pitch to height ratio of 8.0 and a width to height 
ratio of 1.1. 
A photograph of the plastic casting of the inner surfaces is shown 
in figure 5.1(a). 
123 
Eleven sets of static pressure tappings, nine of which were spaced 
at approximately 225-mm intervals along the downstream half of the test 
channels, enabled the static pressure gradient to be measured. The 
remaining two sets were situated on the flanges of the first two sections 
of the channel. The diameter of all the tappings was 1.59 mm. In order 
to connect these tappings to the measuring instruments, Ermeto type 
compression fittings were welded to the outer surfaces of the pipes at 
each tapping. At each axial position, except at the traversing station, 
there were three tappings equally spaced around the circumference of the 
pipes. 
The traversing station, which was at a distance of 248.9 mm from the 
downstream end of the channels, consisted of eight tappings. Four of 
these were used for static pressure measurements. The remaining four 
were used as entry ports for the thermocouple and pitot probes. The 
thermocouple probe entry holes had a diameter of 6.35 mm, whereas those 
for the pitot probe were 3.285 mm in diameter (see Figure 5.2 for the 
positions of the measuring points). 
5.2.2 Core Rods for Annuli Ebcperiments 
Although a smooth core rod was available for annuli experiments, 
this was not used in the present project. 
The roughened core rod consisted of seven sections. The first 
section was made of a thick-walled mild steel tube, 972 mm long. The 
remaining six sections were made from stainless steel tubes, each being 
324 mm in length. Thus, the total length of the roughened core rod was 
2916 mm. The thickness of the mild steel section was 
6 mm, whereas the 
stainless steel tubes had a thickness of 3 mm. ' The roughnesses on the 
tubes consisted of 1-mm square ribs with a pitch to height ratio of 7.2. 
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The rib root diameter of the rods was 51 run. The ribs were sharp with no 
rib fillets or rib tip rounding (Figure 5.1(b)). 
At the upstream end of the roughened core rod, a smooth rod of 
51 mm in diameter was used to bring the total length of the central rod 
to within 102 mm of that of the test channels. To complete the total 
length an expansion joint made from helically wound flexible cables was 
placed at the downstream end of this core rod. The final assembly of all 
these different sections was accomplished in the following way. 
The six stainless steel rough tubes were shrunk onto two 972-mm long 
heaters. Construction of these heaters will be explained in Section 5.2.4. 
The heaters were connected to each other by a centrally screwed stainless 
steel stud so that their end faces were in close contact. A mild steel 
tie rod, 15.875 mm in diameter, was then screwed to the upstream end of 
the heaters. This tie-rod carried the mild steel smooth and rough tubes 
in clear holes and was spring-loaded at the end against a copper spider. 
The spring load was used in order to keep the core rod assembly taut, but 
it also served to take up any differential expansion between the tie-rod 
and the heaters. At the downstream end of the heaters a copper disc was 
screwed to the end face by means of a long stainless steel rod. This 
disc was connected to a second disc, free to slide on the rod, by six 
flexible copper cables. The second disc was then screwed to a copper 
spider. 
The copper spiders at each end of the as3enbly had four streamlined 
legs and were clamped between the flanges of the outside pipes. Asbestos 
fibre washers were used to insulate the spiders from the flanges. These 
spiders served both to support the final rod assembly centrally in the 
test channels and to act as electrical connections to the power supply. 
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5.2.3 Details of the Assembly 
All the different test sections were assenbled at ground level. The 
traversing gears were also fixed and the zero position of the probes was 
carefully measured before the assembly was incorporated into the rig. 
Once in its position the upstream end of the assembly was bolted in. For 
annular test sections concentricity measurements were made at the 
traversing plane and at the downstream end. Maximum eccentricities (as a 
percentage of the nominal gap) of . bout 1.0iß and 2.0% were found for 
partially and fully rough annulus geometries. Considering the size of the 
test sections and the difficulties encountered in machining the inner 
surfaces of the rough pipes, these variations in the annular gap were 
thought to be acceptable. The downstream end-of the test sections was 
then connected into the closed circuit CO2 loop. A schematic view of 
the final assembly for the annular geometries is shown in Figure 5.2. 
5.2.4 Heaters and Power Supply 
The smooth and rough pipes were heated on the outside by ten heaters, 
obtained from Ilectrothermal Limited. Two of these heaters were 950 mm 
long and these were used for heating the upstream half of the test 
channels. The remaining eight heaters were shorter in length, each 240 mm 
long,. and were used for heating the other half of the test channels. Each 
long heater was rated at 30 k1d at 80 V DC and consisted of eight circuits 
of resistance wire threaded through ceramic insulators to form a flexible 
mat. Each short heater had two circuits of resistance wire and was 
specially designed to allow the Ermoto compression fittings, which were 
welded onto the test channels, to protrude through it. The combined 
ratings of four short heaters were equivalent to the rating of one long 
heater. 
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The two 972-mm long heaters, which were used for heating the 
stainless steel section of the inner rod assembly, wore constructed from 
stainless steel 321. They consisted of a tube 48 mm in diameter, machined 
to a wall thickness of 2.4 mm and coated with a sprayed layer of ceramic 
insulation. As stated earlier, the rough stainless steel tubes were shrunk 
onto these heaters. In-this way it was expected that an even heating of 
the rough tubes would be obtained. 
The thick-walled mild steel smooth and rough tubes which made up the 
upstream half of the inner rod assembly acted as electrical connections 
to these inner heaters at the upstream end. At the downstream end the 
connections were via six flexible copper cables which also acted as the 
expansion joint. 
The inner and outer heaters were run from two Foster DC Power Supply 
Units. Each unit was capable of delivering 2110 kW and consisted of four 
1500 A Rectifier Cabinets fed by a common transformer with tap changing 
gear. The tap changing gear was motorized and controlled by a 
potentiometer to give a set output current. 
5.3 General Arrangement of the Ri 
A schematic and photographic view of the overall rig arrangement 
is shoam in Figures 5.3 and 5.4. 
The test rig consisted of two circulators, two heat exchangers, a 
4-m long vertical toot length and two parallel-flow measuring legs with 
appropriate orifice assemblies. All the interconnecting piping was 102 mm 
in internal diameter, except for one flow-measuring leg which was of 
152.4-mm piping. The rig was mounted on the sides of a tower, except for 
the circulators which were floor-mounted at the base of the tower. The 
piping between the circulators was so arranged that they could be run 
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independently, in series or in parallel, depending on the required mass 
flow rate for a particular test. 
The flow rate through the test section and the inlet temperature 
were controlled by a system of by-pass valves. 
The circulators were of the gas-bearing, centrifugal type, driven 
by integral motors at 18,000 RPM. They were water-cooled and the 
integral motors were supplied with current by motor generator sets. 
The heat exchangers were tube and shell type and each was capable 
of dissipating 240 W. Cooling water to the shell sides was supplied 
from two cooling towers. 
The orifice plates had corner tappings. They were designed, 
manufactured and installed according to BS 1042. 
The rig was filled with CO2 from commercially available cylinders 
via a large CO2 receiver and evaporator. This pressure vessel was 
maintained at a higher pressure than that in the rig. Pressure 
regulating, and by-pass valves were used to control the rate of charging. 
These valves also enabled the pressure of the rig to be maintained at 
the desired value during the experiments by making up for the loss of 
coolant through leakage. 
All piping, including the test sections, was insulated with 50-mm 
thick resin bonded rockwool insulators. 
A more detailed description of the design, safety and operation of 
the rig is given by Borger and IYsher (98). 
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5.4 Measurinv7 Techniques and Instrumentation 
5.4.1 Pressure 1lieasurements 
5.4.1.1 Static Pressures 
Most of the static pressures around the rig were monitored by 
Budenberg pressure gauges. The differential static pressures at the 
required stations were measured by means of a number of liquid manometers 
and pressure transducers. 
Since the pressure gradient measurements along the test sections 
were of great importance, it was decided to measure these by two 
independent means. Two of the three pressure tappings at each station 
were connected together, these pairs were then connected to a liquid 
manometer, using the first pair's reading as datum. The manometer liquid 
was di-butyl phthalate which does not absorb CO2 and has a density of 
1046.5 kg/m3. The remaining pressure tappings were connected to an 
electrical micromanometer which employed variable capacitance pressure 
transducers. Four pressure ranges were available: 0+1.25,0 + 12.5, 
0+ 125.0 and 0+ 250.0 mmH2O with provisions for extending these ranges 
by a factor of 2 or 5. 
In all tests, the pressure drops were corrected for pressure and 
temperature changes along the test sections. 
The values of the pressure gradients found by two separate measurements 
did not differ by more than +2- 3% for any geometry tested. 
5.4.1.2 Pitot Tubes and Velocity Head Meusurenonts 
The mean velocity profiles across the test sections were measured 
by specially designed, circular pitot tube3. The mouth and the stem of 
these were on the same plane which made it possible to introduce the 
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pitot tubes through 3.285-mm holes on the test channels. This design 
was chosen because it was felt to be undesirable to make large openings 
on the test channels, which also acted as pressure vessels. These large 
openings would also have cut into the adjacent ribs in the case of the 
rough pipe. 
A similar design was successfully employed by Whitehead (11) in his 
experiments with internally roughened pipes. However, : jhitehead at 
first noted that his velocity profiles were distorted, due to the 
velocity increases resulting from the reduction of flow area caused by 
the presence of the probe stem in the measuring plane, and found it 
necessary to make a simple correction to recover the symmetry of the 
profiles. In view of this result a stem size of 10 swg was selected for 
the present pitot tubes, thick enough to ensure rigidity and thin enough 
to cause negligible restriction of the flow area, at least for the first 
half of the velocity profile. The tips of the tubes were made from 19-st-19 
hypothermic steel tubing. Figure 5.5(a) shows a typical pitot tube* 
employed. 
The effect of various parameters on pitot tube readings were 
discussed in Section 4.3.1. Here it will suffice to say that only the 
Iiac2"1illan correction for the effective displacement of the pitot tube 
centre towards the region of higher velocity was applied. 
The differential pressure between the total head indicated by the 
pitot tube and the static head indicated by a wall tapping on the same 
plane was measured with an inclined manometer. The manometer could be 
inclined to any angle between 4.5° and 900, thereby facilitating the 
reading of small velocity heads. 
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5.4.2 Temperature Measurements 
All thermocouples, with the exception of the ones on the test 
sections, were mineral insulated, duplex assemblies with one circuit 
connected to its appropriate temperature indicator on the main control 
panel and the other connected to a 100-channel data logger. The 
thermocouples on the test sections were a mixture of mineral and 
fibre-glass insulated chromel-alumel types, of various diameters, and 
were all connected to the data logger. 
The thermocouples were fixed to the outside walls of the pipes by 
a method which consisted of placing the thermocouples inside specially 
cut grooves (approximately half-way between the ribs in the case of the 
rough pipes) and then forcing the material at the edge of the grooves 
over the thermocouples by gently tapping it. The length of the grooves 
was about 50 mm and the depth varied according to the size of the 
thermocouples. A correction was applied to the readings of these 
thermocouples to account for the temperature drop between the inner 
surface and the measuring point. 
The thermocouples on the inner rod assembly were of the mineral 
insulated type with a sheath diameter of 0. '5 mm. These were again fixed 
inside specially cut grooves on the outside surfaces of the rods midway 
between the ribs, in order to minimize the disturbance of the flow. 
These thermocouples were led towards the upstream end of the annular Cap 
where they were passed radially through the pipes. 
Every temperature measuring station on the test channels consisted 
of two or three thermocouples on the same plane, whereas those on the 
inner rod assembly were arranged in ones and twos in order to keep their 
numbers to a minimum. 
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The temperature profiles at the inlet and at the traversing station 
of the test sections were measured by means of temperature probes which 
consisted of a 22-swg, fibre-insulated chromel-alumel thermocouple 
placed in a stainless steel tubing with a 6-mm length parallel to the 
flow axis. A typical probe is shoum in Figure 5.5(b). 
The effect of various parameters (ie, dynamic heating, radiation, 
natural convection, etc) on the indicated temperature of a thermocouple 
probe is well documented in the literature (Benedict (99)). For the 
present tests the dynamic heating effects were negligible, even if a 
recovery factor of 1.0 is assumed, because of the low velocities (less 
than 20 m/s). The calculations based on the extreme conditions 
encountered in the present experiments showed that the effect of the 
other parameters was also insignificant. 
The temperatures indicated by the thermocouple probes were monitored 
on a microprocessor digital voltmeter. This made it possible to got a 
true mean temperature reading even in highly turbulent flows. 
In all cases the thermocouple cold functions were kept at O 
PC using 
melting ice. 
5.5 Traversing Mechanism 
The pitot tubes and temperature probes were moved dcross the test 
section by means of identically designed traversing gears 
(Figure 5.6). 
Each one consisted of a cylindrical sleeve and a central probe carrier. 
The sleeve was threaded all along its inner surface, whereas only a small 
portion of the outer surface of the probe carrier was threaded. The probe 
was attached to the sleeve but was free to slide along the inside of the 
probe carrier. One rotation of the sleeve traversed the probes by 2 mm 
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and the position of the probes could be read in steps of 0.05 mm, by 
means of divisions around the sleeve. 
The design of the traversing gears was such that the central probe 
carriers could be screwed directly onto the compression fittings at the 
traversing station. 
5.6 E perimental Procedure and Test Conditions 
Before the start of each set 6f experiments with a new test section 
or after a long period in which the rig had not been used, the rig was 
filled with CO2 to a pressure of 1-2 bar above atmospheric pressure 
and the whole rig was checked for leaks using detergent bubbles. Any 
observable leaks were eliminated by tightening or replacing the leaking 
component. The rig was then evacuated to a pressure of 40 mm Hg (minimum 
obtainable) before filling it with CO2 up to the required pressure. 
During the initial smooth pipe experiments (detailed in Section 5.8.2) 
it was found that the operation of the rig within a pressure range of 
7- 10 bar was satisfactory, giving the required Reynolds numbers. 
Operation of the rig at these relatively low pressures also meant a net 
reduction in the inevitable loss of CO. when the rig was left unused at 
night. 
After the start of each experiment the temperatures and pressures 
around the rig were monitored in order to identify the steady state 
conditions, which, on average, were established in one hour for isothermal 
tests and in three hours for heated tests. Due to the very high thermal 
inertia of the rig, a drift of less than 2°C per hour in the temperatures, 
indicated by two thermocouples placed inside the gas stream just before 
and after the test section, was accepted as a criterion for steady state 
conditions. Two sets of temperature and pressure measurements were then 
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taken before and after the velocity and temperature traverses. 
5.7 Data Reduction 
The experimental data were processed on the Q :C computer (ICL 1900). 
The CO2 gas properties were taken from Sullivan (100) and in order 
to incorporate them into the computer programmes, least-square curves 
were fitted to these properties within the range of interest 
(6.0 <p e- 14 bar, 10 <t< 500°C). These are given in Appendix II. 
In order to facilitate the conversion of thermocouple emf's into 
°C, the following equation, which was based on the calibration of the 
specimen thermocouples against a platinum resistance thermometer within 
the range 10°C <t< 400°C, was used: - 
t (°C) =24.225 tmv+0.0617 t2v 0.003233 tmv (5.1) 
During the calibration differences of 0.5°C were found between the 
mineral and fibre-glass insulated thermocouples, although both were 
made from chromel-alumel wires. These were neglected and the above 
equation was assumed to apply to both types. 
The values of friction factor, Stanton number and Reynolds number 
were all calculated in the usual way for pipe geometries. For the 
analysis of the partially roughened annulus data the four transformation 
methods (Warburton and Pirie (41), Haubach (50)9 Dalle-Donne and Neyer 
(35) and the present one) described in the survey were used. The rough 
annulus data were analysed by using simple force balance equations. 
Where necessary, more detail is given in the relevant Sections. 
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5.8 Experimental Results 
5.8.1 Introduction 
In this Section experimental results from different geometries 
tested in the present programme are reported under a separate heading. 
In each Sub-Section the results from a particular geometry are discussed 
and the relevant conclusions drawn. However, when the results are 
compared with other experimental results from other sources an attempt 
is made, whenever possible, to limit this to results obtained from 
geometrically similar test sections. For example, in the rough pipe 
results Section, the present results are compared with those obtained 
from other rough pipe geometries. Only when the reporting of the results 
from all the different geometries of the present study is completed, is 
an attempt made to compare them on the basis of various parameters 
(equivalent diameter, roughness functions, etc) regardless of the channel 
geometry. 
5.8.2 Preliminary cperiments in the Smooth Pipe 
Before any experiments with rough surfaces were performed some 
heated tests in the empty smooth pipe were conducted in order to assess 
the accuracy of the proposed measuring techniques. It was also felt 
desirable to investigate the response of the rig to various conditions 
imposed upon it. 
Although the main emphasis was on heated tests some pressure drop 
measurements were taken under isothermal conditions. The results from 
these tests are shown in Figure 5.7. The friction factor variation seems 
to follow the established form of the smooth surface behaviour. The 
considerable scatter in the experimental data was a consequence of the 
very low pressure drops encountered during these experiments. 
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The results from the heated tests also showed that these were 
generally in agreement with the accepted behaviour of the smooth pipes. 
Details of these heated tests are as follows. 
5.8.2.1 Inlet and Outlet Temperatures 
The tests showed that the inlet thermocouple when traversed showed 
no variation of the gas temperature across the flow except very near the 
wall (less than 0.5 0C increase for y/R 10.05). This increase was not 
taken into account in the calculations. 
The outlet gas bulk temperature was calculated from a temperature 
profile measured at the traversing station. This profile was velocity 
weighted and then numerically integrated to. give the mixed-cup temperature 
at the traversing station (a typical pair of temperature and velocity 
profiles is shown in Figure 5.8). Then, assuming a linear increase in 
the fluid bulk temperature the outlet temperature was found by 
extrapolation. 
5.8.2.2 Axial Variation of the Temperatures 
Under the conditions of constant wall heat flux, negligible axial 
conduction and constant specific heat value for the gas, the fluid bulk 
temperature increases linearly in the axial direction. (The flow does 
not have to be thermohydraulically developed for this. ) Therefore, 
the bulk temperatures of the gas at various axial stations can be 
calculated from a knowledge of the inlet and outlet temperatures. On 
the other hard, the wall temperature becomes 'fully developed' 
(ie, increases linearly vith a gradient equal to that of the gas bulk 
temperature) only when temperature and velocity profiles are fully 
developed. 
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It is known that (Kays (101)) the temperature profile becomes 
fully developed more quickly if the velocity profile is fully developed 
at the start of the heating than otherwise. In the present experiments, 
although there was an entry length of 20 D, this was made up from 
commercially smooth pipe. The velocity profile at inlet was not measured, 
and therefore, one must assume that both of the profiles were developing 
after the start of the heating. For this case, Kays reports that 'fully 
developed' local Stanton numbers are attained between 20 and 40 D. In the 
present experiments it was found that the local Stanton numbers reached 
their asymptotic value after an initial length of 25 - 30 pipe diameters. 
This is shown in Figure 5.9 for one Reynolds number. 
On the whole, the behaviour of the various parameters is as expected. 
11ie wall temperature increase along the test section is fairly smooth 
and the variations in the circumferential temperatures are small. The 
effect of the unheated sections (flanges) seems to be negligible. Local 
Stanton numbers fall from an infinite value at the inlet to its fully 
developed value at about 25 pipe diameters. Towards the outlet the 
Stanton number seems to increase very slightly again, but this is 
probably due to the reduction in the heat flux resulting from the axial 
conduction of the heat towards the unheated section. 
5.8.2.3 Heat Balance 
Throughout the heated experiicnto undertaken in the present project 
the axial variation of the insulation and local room temperatures were 
continuously monitored. (Local room temperature varied along the test 
section, due to the size of the rig. 
) This enabled us to perform heat 
balance calculations for all the heated tests and reject any experimental 
data set with a discrepancy of more than 
4; o' between the measured and 
calculated enthalpy increase of the gas. A specimen heut balance 
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calculation is shown in Appendix III. 
5.8.2.4 Stanton Number Data 
These are tabulated in Table 5.1 and plotted in Figure 5.10(a). In 
the Figure each number next to the points represents the ratio of the 
wall to gas bulk temperature (T/Tb). 
Among all the geometries smooth pipe remains by far the most 
extensively investigated. Therefore, one might think that the comparison 
of the present data with other data should be a straightforward exorcise. 
However, this does not seem to be the case. In the same Figure 
Dittus and Boeltier (102) and Petukov (103) correlations for constant 
property fluids ars also shotivn: - 
St=0.023 Re-0'2 pr-0.6 (Dittus-Boelter) (5.2) 
( V2 ) 
St= (Petukov) (5.3) 
1.07 + 12.7 ( Pr- 1 )( f/2) 
with 
4f =(1.82 log Re - 1.64 )-2 Q5.4) 
Since the physical property variations were significant in the present 
experiments, due to considerable differences between the wall and bulk 
fluid temperatures, the discrepancy between the present data and either 
of the correlations is not surprising. However, when the following 
correction proposed by Petukov 
st= Stiso ( TvJ Tb)n (5.5) 
with 
n= -0.3 log ( TJTb) - 0.36 (5.6) 
was applied to the data to account for variable physical properties, 
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the shift in the data is in the wrong direction relative to Petukov's 
correlation, but in the right direction relative to the I? ittus and 
Boelter equation. In fact, by using n= -0.24 in 
St = Stiso ( j112b)n (5.5) 
it was found that the data are well correlated by the latter 
(Figure 5.10(b)). This value of n is very close to n= -0.27 reported 
by Barnes and Jackson (104) who also conducted their experiments in 
smooth pipes with CO2 as their working fluid. 
5.8.3 Rough Pipe cperimental Results 
5.8.3.1 Isothermal Tests 
5.8.3.1.1 Friction Factor Results 
The variation of the isothermal rough pipe friction factor with 
Reynolds number is shown in Figure 5.11. (This Figure shows both 
isothermal friction factors and friction factors with heat transfer. In 
this Section we will deal with isothermal friction factors only. ) 
As explained in the survey, it is generally accepted that fully 
rough conditions exist over a rough surface when the Reynolds number, 
based on the rib height and friction velocity (e+), exceeds 70. In the 
present experiments e+ was greater than 225 for all the mass flow rates. 
In view of this one would expect the friction factor to be constant over 
the present Reynolds number range. However, Figure 5.11 shows that this 
is only realized for Re >4x 105 (e+ > 380). Below this Reynolds 
number there is a slight decrease in the friction factor. This behaviour 
cannot be attributed to experimental errors, although an error analysis 
(Appendix IV ) shows that the relative errors are greater in this region 
due to the low pressure drops along the test section and across the 
orifice plate. A similar behaviour of the friction factor for e+) 70 is 
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also found in the results of Whitehead (11) and Webb et al (60). Webb's 
explanation that this may be attributed to the very small scale roughnesses 
left on the surface during the machining process is a very plausible one. 
In the following comparison it will be assumed that the friction factor 
from the present tests is constant and equal to 0.024 with e/d = 0.00865. 
In order to make a comparison between the above value for the friction 
factor and from other sources the correlation given by Berger and ý, hitehead 
(62) is used. This is given by: - 
fe (2.91) 0.415 + 58.5 --- 
fo. 01 d 
where f0.01 represents the friction factor for e/d = 0.01. This correlation 
is based on data obtained from internally rou, hened pipes as well as those 
obtained from partially roughened annuli and assumes a similar dependency 
of f/f0.01 on e/de1 (e/d for pipes) in both, without taking into account 
the variation of f/f0.01with d1/de1 in annuli experiments. However, the 
carpet plots of Lee (70) for the variation of f with e/de1 and d1/do1 can 
be manipulated to give: - 
f/f0.01'O 0.4 + 60.0 ( e/de1) (5.7) 
for most ranges of interest (0.3<d1/de1 <0.9) which is remarkably similar 
to Berger and 1-, hitehead's correlation. 
When the present value of the friction factor is adjusted to e/d = 0.02, 
the agreement is very good with the value 
(f = 0.039) given by Barger and 
Whitehead, whereas the value (f = 0.034) given by Webb at al seems to bo 
low. 
5.8.3.1.2 Velocity Profiles 
Mean velocity profiles were measured by means of the pitot tubes 
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detailed in Section 5.4.1.2. The profiled were found to be symmetric, 
confirming that the presence of the stem in the measuring plane had 
negligible effect due to the large size of the flow area. In 1. gure 5.12 
the mean velocity profiles are given in the form of u/umax v r/ß. As can 
be seen the Reynolds number influence is negligible and the profiles are 
peakier than those for smooth pipes. A numerical integration of these 
profiles gave an average value of 0.73 for the ratio ü/umax and the mean 
velocities calculated from these profiles and from the orifice plate 
readings were within 3.5% of accuracy, the values calculated from the 
profiles being higher in all cases. 
The mean velocity profiles were also plotted in logarithmic form 
and these are shown in . cure 5.13. A least-mean-square line through the 
points in the logarithmic behaviour region has the following equation: - 
u+ = 2,084 In ( y/e )+4.02 (5.8) 
No attempt was made to adjust the slope of the profile to 2.5 by varying 
the origin from the rib root to another plane since it is clear that this 
would require a shift of about 2e below the root. It is difficult to see 
any physical explantions which will justify a shift of this magnitude. 
The most recent experiments by Berger and Whitehead and Baumann (75), 
together with the present wind tunnel and pipe experiments all show quite 
clearly that in general the slope of the logarithmic velocity profiles 
over rough surfaces is not 2.5 and what is more, it is a function of rib 
and channel geometry. However, one thing seems to be certain from those 
experiments, that is, that the coefficients of the profiles in the truly 
logarithmic region are not Reynolds number dependent. 
In the present experiments the coefficients of the logarithmic velocity 
profile are remarkably similar to those given by Berger and ; dhitehead 
(B = 1.944, A(e+) = 1+. 07), in spite of the fact 
that in their experiments 
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e/d ratio was more than twice the value of the present pipe. No obvious 
conclusions can be dravrn from this fact, due to the scarcity of data in 
internally roughened pipes. I-lore will be said about the logarithmic 
velocity profiles when the results from the annuli experiments are discuased 
in the next Sections. 
An attempt was nade to fit the measure velocity profiles in the 
core region with a velocity defect distribution of the form: - 
umax u. 
C(r )2 (5.9) 
of R 
The constant C was found to be equal to 7.015 if the whole profile was 
used, whereas a value of 6.065 fitted the experimental points for 
y/R > 0.17 (core region) better. This second value is in excellent 
agreement with that of Whitehead (11) who reports C=6.11. According 




where (y/R)E is the radial position where the eddy viscosity becomes 
constant. If we assume (y/R)k = 0.17, EQ (5.10) implies B=2.06 - 2.08 
for both experiments, which are very close to the experimental values of B. 
5.8.3.1.3 Momentum Transfer Rouihness Function 
As explained in the survey, the roughness function, A(e+), is 
considered to be a better parameter for comparisons of the rough surface 
pressure drop results from various sources than the integral parameters, 
such as friction factor and equivalent diameters. Therefore, an attempt 
was made to compdre the two values of 1'. (e+) obtained from local (velocity 
profile) and bulk (drag law) measurements. Drag law is given by: - 
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A(e+) = (21f)l +B In (e/R) + Df -1 (2.77) 
The Df and J were obtained from the following expressions: - 
u-ü max Df = (2.73) 
of 
and 
J- (u /u f) -B In 
(fl/e) - A(e+) (5.11) M"x 
(IQ (5.11) is obtained from EX (2.76) by substituting y=e and ignoring 
the term fn(y/R). A(e+) in DQ (5.11) is the local value of the momentum 
transfer roughness function. ) When Df and J were calculated from the 
experimental results both showed a very slight dependence on the Reynolds 
number. This effect can also be seen in the plot of the logarithmic 
velocity profiles (Figure 5.13) where in the core region the deviation of 
the profiles from the logarithmic line is found to depend on the Reynolds 
number, um /uf slightly increasing with the Reynolds number. This effect 
is not found in our wind tunnel and in Berger and , lhitehead's (62) pipe 
experiments. However, since the variation is very small, we felt 
justified in using the following average values: - 
Df = 3.48 J=0.51 
Using the experimental values for f, B, Df and J, the roughness function 
A(e+) is found to be 3.65. As we have already seen in the survey, Berger 
and Whitehead report that A(o+) values obtained from their velocity profiles 
and the drag law were in good agreement when B=2.44 and Df -J=4.5 were 
used in the drag law. This also seems to be the case for the present pipe 
results. However, the present results also indicate that there is very 
little to choose from between the A(e+) values calculated from the drag 
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law by using: - 
(i) experimental values of B, Df and J (A(e*) = 3.65) 
(ii) experimental values of B and Df -J= 3B/2 (A(o+) = 3.8) 
(iii) B=2.44 and Df -J=4.5 (A(e+) = 3.73) 
A re-analysis of 1. hitehead's (11) data for p/e = 7.2 and 10 showed that 
a similar conclusion can also be reached for his results. 
The present result confirms the findings of Berger and . Whitehead. 
It is evident that the use of B=2.5 and Df -J=3.75 in the drag law 
for pipes roughened by transverse square ribs will not predict physically 
meaningful values for the momentum transfer roughness function, A(e+). It 
is also evident that the values of constants suggested by Berger and 
Whitehead for use in the drag law in order to reconcile the local and bulk 
values of A(e+) for internally ribbed pipes are also applicable to the 
present pipe. However, although the use of B=2.44 and Df -J=4.5 has 
the great advantage that the velocity profiles need not be measured, the 
use. of the drag law in the following form: - 
A(e+) = (2/f)ý +B in (e/R) + 3B/2 
(5.12) 
with experimentally determined value of B is desirable for two reasons. 
Firstly, the coefficients B=2.44 and Df -J=4.5 are not supported by 
experiments, and secondly, in annuli experiments it is customary to assume 
that the logarithmic velocity profile holds for the whole of the rough 
inner zone (from r1 to r0), since it is meaningless to talk in terms of 
velocity defect profiles in the core region of an asymmetric flow. Apart 
from that the present annuli experiments, which will be described shortly, 
also indicate that Berger and iolhitchead'a constants are not applicable to 
these Geometries.. 
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5.8.3.2 Heat Transfer ! nerimentn in the Roujh Pipe 
5.8.3.2.1 Introduction 
1 ZF44 
As was the case with the smooth pipe, the whole length of the rough 
pipe was heated. Inlet and outlet temperatures were measured in a similar 
manner and for each test axial variation of the Stanton number was calculated. 
As expected, the rough pipe Stanton numbers became 'fully developed' after 
a shorter entry length (between 15 and 20 pipe diameters). Heat balance 
calculations were also performed for each test. % 
5.8.3.2.2 Friction Factor Data 
The friction factors from heated tests are shovm in Figure 5.11. As 
expected, uncorrected heat data fall below the isothermal results. It waa 
found that both sets of data are correlated accurately when a correction 
of the form: - 
f- fiso ( 
Tt')-o. 35 (5.13) 
Tb 
was made to the heated results. This value of the exponent for the 
temperature-ratio is almost identical to those given in the literature 
(Wilkie (12), . 6hitehead (11) ). 
5.8.3.2.3 Stanton Number Data 
In Figure 5.14 the Stanton number variation with Reynolds number in 
shovm. The numerical data are also given in Table 5.2. As before, each 
number next to a point represents the ratio of the absolute wall to bulk 
temperature at which each test was performed. 
Although much attention has been paid to the effect of coolant 
property variations on the heat transfer coefficient, this is largely 
confined to flows in smooth channels and the corrections made to rough 
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surface results are tentative and in the case of CO2 coolant, conflicting, 
to say the least. Therefore, no corrections were made to the present 
data. 
The data are very well correlated by: - 
St = 0.054 Re-002 (5.14) 
If a Prandtl number index equal to that accepted for smooth surfaces 
(Pr 0.6) is chosen the above equation becomes: - 
St = 0.046 Re-0.2 pr-0.6 (5.15) 
(Walker and White (68) estimate this Prandtl number dependency as Pr 
0.63 
, 
whereas Lyall and Pirie (105) give Pr 
0.4. ) 
The above equations show that for the present experiments the ratio 
of Stanton numbers in smooth and rough pipes is constant and equal to 
St/Sts = 2.0 in the tested Reynolds number range. This conclusion is also 
supported by the results of Whitehead (11) and Webb et a]. (60) under fully 
rough flow conditions. A comparison is Given below. (It must be pointed 
out that the values given in the following Table were deduced from the 
graphs of the mentioned references and that Webb et al's results are 
based on two data points for the highest Re numbers. In all cases the 
temperature correction for the physical property variations have boon 
neglected. ) 
Table 5.3 Stanton number comparison for rough pipes 
Reference St//t0 c/a p/e e/w 
Present 2.0 0.00865 8.0 0.9 
1-, 1iitehead 2.53 0.02 7.2 110 
1: hitehead 2.46 0.02 10.0 1.0 
Webb et al 1.88 0.01 10.0 1.0 
Webb et al 2.18 0.02 10.0 2.0 
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It can be seen that the effect of e/d on the Stanton number is largely 
confined to the region e/d < 0.01 in contrast to the friction factor, which 
more or less increases linearly between e/d ti 0.005 and 0.02. This is not 
surprising, since for higher degrees of roughness the increase in the 
friction factor is largely related to form drag effects which have no 
counterpart in the heat transfer processes. 
In conclusion it must be pointed out that a correlation shoring the 
dependence of the Stanton number on o/d is still not visible due to the 
scarcity of data in rough pipes with well-defined roughnesses. 
5.8.3.2.4 Logarithmic Temperature Profiles 
Temperature profiles in the rough pipe were measured for all the 
heated tests by means of the thermocouple probe described in Section 5.1.2. 
The mean temperature profiles were plotted in the logarithmic form and five 
of these (for clarity) are shown in Figure 5.15. These profiles clearly 
show that there is a truly logarithmic region near the wall whore the 
gradient of the profiles does not depend on the Reynolds number. :. hen 
least-mean-square lines were fitted through the points in the logarithmic 
region it was found that ten out of eleven profiles could be represented 
by the following equation: - 
t+ = 2.51 in (y/e) + G(e+, Pr) (5.16) 
where G(e+, Pr) is the heat transfer roughness function whose value is 
dependent on e+. (The only temperature profile which did not conform to 
the above equation had a slope of 2.32. ) The data for G(e+, Pr) are 
tabulated in Table 5.2. The above result illustrates that while there is 
a similarity between the logarithmic velocity and temperature profiles, 
there is also a marked difference between the slopes. The most obvious 
implication of this result is that the turbulent Prandtl number is not 
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equal to 1.0 and that, considering the difference between the slopes 
(]3 =2. Oülf, %=2-51), an allowance should be made for this in the various 
heat-momentum transfer analogies for rough surfaces. 
The only comparable measured temperature profiles are those reported 
by Gowen and Smith (64). In their experiments with a rough pipe 
(roughnesses were formed by soldering a mesh brass screen to the inside 
surface of a smooth pipe, giving es/d = 0.051), using air, water and 
glycol, they found values of 2.7,3.5 and 3.4 for the slope of the 
logarithmic temperature profiles. They conclude that }3H is a function of 
the Pr nunbert as well as the surface roughness. 
In both sets of experiments the slope of the temperature profile is 
greater than the slope of the velocity profile. (However, Gowen and Smith 
did not measure the velocity profiles. They assume that Bid = 2.5. ) This 
suggests that in the truely logarithmic region the turbulent Prandtl 
number is greater than 1.0, since, as stated in Section 2.3.2, the 
derivation of the logarithmic temperature profile implies that: - 
Prt_ýz (2*8) 
In view of this, the Prt distribution given by Gowen and Smith is against 
one's expectations. This is shown in Figure 5.16. *Uthough EH/i1 ratio 
is 1.08 in their experiments (for air) the Prt distribution shows a 
steadily decreasing value from 1.08 near the wall to 0.82 near the centre. 
Apart from that, their distribution for 4it and EI, shows a steep decrease 
towards the centre of the pipe which is reminiscent of the Martinelli (106) 
eddy viscosity distribution for a pipe, which is known to be incorrect 
(see Knudsen and Katz (26) or Leslie (33)). A11 this suggests that 
Gowen and Smith calculated the slopes of the velocity and temperature 
profiles at a given radius r from the logarithmic representation of 
these profiles and assumed that these logarithmic profiles apply up to 
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the centre of the pipe. A more correct procedure is to determine the 
point derivatives of the velocity and temperature profiles from the graphs 
of u against r and t against r and calculate the E17 and EIi from the 
following expressions: - 
du 




q=-Pep6x dy (5.18) 
(The effect of molecular viscosity and diffusivity can be neglected for 








EQ (5.19) becomes 
r Eý1 







Hence, from a knowledge of the friction velocity and the point value of 
du/dy, E1ý distribution can be calculated. Similarly, Dý (5.18) can be 
written as: - 
_ -ýcp (q qw 
) qw (5.21) 
Ha t/ýy 
In most cases Z3/gw is also taken as equal to r/R. However, this is also 
incorrect and this ratio should be calculated from a heat balance, ie: - 
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Hence, 6H is given by: - 
2r1 







EH can then be calculated from a knowledge of heat input, velocity and 
temperature profiles. 
The distributions of V4,, EH, EI, 1 and Pr from the above equations 
for the present pipe data are shorn in . gures 5.17, a-d. There is 
much scatter in 614 and EII profiles which can be explained by the fact 
that the determination of the point derivatives of the velocity and 
temperature profiles is difficult, especially near the wall and in the 
centre of the pipe. Prt distribution shows that Prt increases from about 
0.87 near the wall to a constant value of 1.22 in the logarithmic region, 
then decreases steeply to a value of about 0.8,5 near the half-radius 
before becoming fairly constant in the core region. It is seen that only 
in a very narrow range the Prt is almost equal to B11/131 and for most of 
the cross-section its value is nearer to the Generally accepted average 
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value of 0.9 for smooth pipes. This would indicate that the value of 
Prt seems to be insensitive to the surface roughness except in the 
logarithmic region. 
5.8.3.2.5 Heat Transfer Roughness Thnction 
In this Section an attempt is made to choose a heat transfer 
correlation which will give heat transfer roughness function values 
similar to those obtained from the local measurements (ie, temperature 
profiles). 
It is obvious that the Dipprey-Zabersk. y correlation, which is of the 
form: - 
122 2+ 
i----) (G(e+, Pr) - A(e+) ) (2.12) 
St ff 
will not give comparable results for G(e+, Pr) in view of the findings 
detailed in the previous Sections. However, the above correlation can 
be improved if the equality of the logarithmic temperature and velocity 
profile slopes is not assumed. For this case, it can be shown that: - 
1I12+(? A 
G(e+gPr) - A(o+) (5.28) 
St 
,7f'f 
(The derivation of this equation is similar to that of the simple Dipprey 
and Sabersky equation, Section 2.3.2. ) This equation is also given by 
Dalle-Donne and Ileyer (35) in a slightly different form. * The values of 
G(e+, Pr) calculated from the above equation using the experimental values 
of St, f, BIII B111 and A(e+) are tabulated in Table 5.2. These are also 
shown in la ure, 5.18, together with those from the local measurements. 
It is seen that the G(e+, Pr) values from the bulk measurements are 
* However, there aeons to be a misprint in the exponent of the last 
term of their equation. It should read -4. I am indebted to Dr Berger 
for pointing this out. 
11 
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systematically 10 - 151% higher than the local values. That this should 
be so can be explained by an examination of the following assumptions 
made in the derivation of the equation (5.28). 
a) Logarithmic temperature profiles are allowed to hold for the 
whole cross-section. This implies that the gas temperatures are higher 
than the actual ones in the core region, since the actual profile deviates 
above the logarithmic line in this region. 
b) The integration of the temperature profile is done by assuming 
an uniform velocity profile. This produces an additional increase in the 
value of the bulk mean temperature. 
Thus, both of these assumptions imply a higher bull: temperature 
than the actual one. The effect of this is Auch'that a hypothetical 
Stanton number is calculated which is higher than the actual Stanton 
number. Since one substitutes this actual value in the correlation, a 
high value for G(e+, Pr) is calculated. (Inversely, if the local values 
of"G(e+, Pr) are put into the correlation a high value of Stanton'number 
is calculated. ) 
This niodified Dipprey/Sabersky correlation can be further improved, 
simply by introducing Leslie's (65) curvature factor, P, to the right-hand 




G(o+, Pr) -. A(e+) +P (5.29) 
St BSI ff% 
The G(e+, Pr) values calculated using P= 20.0 (Leslie's recommended 
value for smooth pipes) are also Given in Table 5.2 and shown in 
Figure 5.18. The agreement between the local and bulk values for G(o+, Pr) 
is excellent. The least-mean-square line through the points has the 
following equation: - 
G(Q+, Pr) = 1.85 0+ 
0.371 (5.30) 
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A direct comparison of the above correlation with either Berger 
and Whitehead (62) or Webb et al (60) correlations for pipes is not 
legitimate, since the present correlation is based on the local values 
which are substantiated by the modified Leslie analogy (EQ (5.29))t whereas 
the other two are based on the Dipprey/Sabcrsky analogy with Berger and 
Whitehead calculating the value of A(e*) from the drag law by using 
B=2.44 and Df -J-3.75. Furthermore, the Berger and "Whitehead 
correlation is based on f and St values which are corrected to TJTb = 1.0. 
(In Webb et al's experiments this temperature ratio was very small. 
Therefore, they applied no correction to the Stanton number data. However, 
their friction factor data were obtained from isothermal tests. ) If the 
present results are treated in similar ways, assuming: - 





f=f (Tw)O"35 (5.13) iso Tb 
(the index for Stanton number is taken as the same as that found by 
Berger and Whitehead), the following correlations are obtained: - 
G(e+, Pr) = 3.01 e+ 
0.314 Nobb et al type (5.32) 
correlation) 
G(e*, Pr) = 3.84 e* 
0.282 (Berger und ''kiitohoad type (3.33) 
correlation)' 
These correlations can now be compared with those of the above reforenceo 
which are given by: - 
G(e+, Pr) _ 4.50 0+0.28 PrO-57 (Webb et al) (2.85) 
G(e+'Pr) = 4.91 e+ 
0.243 prO. 57 (Borger and tliitchoad) (2.86) 
Taking Pr = 0.77 for the present experiments it is seen that the 
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agreement between the Webb et al and present correlations is good, the 
maximum difference being 8%% within the range 200 < o+ < 800. However9 
the discrepancy between D (5.33) and 1! X (2.86) is relatively largo, 
G(e+, Pr) function obtained from them differing by 17o at e+ = 800. 
In conclusion it must be said that the heat-momentum similarity 
correlation given by IQ (5.29) is difficult to use for design purposes 
as it stands, since the behaviour of the ratio %/It for different rough 
pipes remains to be determined. This trill be further discussed in 
Section 5.8.6.3.2, where an attempt is made to correlate G(e+, Pr) values 
obtained from different geometries. 
5.8.4 Partially Roth Annulus Thcoeriments 
5.8.4.1 Introduction 
As will be recalled these experiments were conducted in an annulus 
which was made up of a rough rod placed concentrically in a smooth pipe. 
The roughnesses were square and 1 mm in height, and the root diameter of 
the rod was 51 mm. The pipe diameter was 102 mm, giving a radius ratio 
of 0.5. The length of the roughened part of the inner rod was 2.9 m, 
giving a partially rough annulus of 57 equivalent diameters. 
Originally, the heat transfer experiments were planned in such a 
way that it would have been po3siblo to heat each boundary independently. 
However, preliminary heat transfer experiments showed that the heat flux 
distribution on the inner rod was not uniform. The test section was 
dismantled and the different sections making up the inner rod were 
separated. These were then joined together using silver foil washers to 
improve electrical contact. The inner rod assembly was then tested at 
ground level. i/hen the heat flux distribution showed no improvement, it 
was decided to go ahead with heated tests with only the outer pipe being 
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heated. This waw due to the very limited time available to complete the 
present experimental programue. 
Before the test section was assembled, all the thermocouples were 
removed from the inner rod assembly. 
5.8.4.2 Isothermal Tests 
5.8.4.2.1 Friction Factor Data 
The results of the isothermal tests reported here were analysed by 
using four transformation methods ('iarburton and Pine (41), P"Iaubach (50), 
Dalle-Donne and Meyer (35) and the present one) which were explained in 
the Survey. 
The friction factor for the whole channel is shown in Figure 5.19. 
This was found to be fairly constant, indicating that the friction factor 
for the rough surface would increase with increasing Reynolds number. 
These transformed rough surface friction factors are shown in Figure 5.20a 
and the least-mean-square curves representing the results from each 
transformation are given in Figure 5.20b without the experimental points 
for clarity. All the transformed results are presented against their 
appropriate transformed Reynolds numbers. (Numerical data are given in 
Table 5.4. ) 
The results are as expected. The Haubach transformation gives the 
highest friction factors, followed by Dallo-Donne and Meyer's 
transformation, then the present one, and finally, 11arburton and Pirie's. 
The maximum difference of 4;; (exactly the same difference reported by 
Warburton and Pirie) is apparent between the highest and lowest values. 
However, the order of the transformations changes when the equivalent 
diameters for rough zones are plotted. This is given in Figure 5.21. 
155 
For rough zones the present transformation gives the highest equivalent 
diameters, whereas the Dalle-Donne and Meyer transformation gives the 
lowest. 
The Warburton and Pirie and the Dalle-Donne and Meyer transformations 
obviously predict the correct increase in the smooth surface friction 
factor (about 10 - 12%), whereas the Maubach and the present 
transformations predict an increase of 3- 4/. On the other hand, the 
Dalle-Donne and Meyer and the Haubach transformations predict a value 
of 1.15 - 1.17 for the ratio of the mean velocities in smooth and rough 
zones, whereas this ratio is equal to 1.027 and 1.0 in the Warburton and 
Pinie and the present transformations, respectively. 
The above findings greatly substantiate the conclusions reached in 
the Survey about the relative merits of these transformations. It is 
obvious that any one of these transformations can be used for design 
purposes if one is only interested in the friction factor of the rough 
surface, since accuracies of Lf% in this value are seldom, if ever, 
required. However, in view of its simplicity, the present transformation 
is thought to be preferable. 
The problem of direct comparison of friction factors obtained from 
different partially roughened annuli is much more difficult than that of 
friction factors obtained from internally roughened pipes. Not only 
should a complete geometrical similarity be observed but also the results 
transformed correctly to the position of zero shear stress. 
Among the data that can be found in the literature, the most 
suitable results are those of Wilkie (38), Watson (39), Lee (70) and 
Dalle-Donne (56). Wilkie's results are included in spite of the fact 
that his results were transformed to the position of maximum velocity. 
Watson transformed his results using the Nathan and Pirie (16) 
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transformation which gives identical results to that of i, arburton and 
Pirie for ße, ß >3x 105. Lee transformed his results using the position 
of zero shear stress found by fitting his measured velocity profiles 
close to the smooth wall to the logarithmic velocity profile of Patel (47). 
The first three sets of data are given in the form of carpet plots 
and the comparison is made at Bel =6x 105. Dalle Donne's results are 
given in tabulated form and the f1 value taken from his tables is that 
designated by test number 8-70-1, for which the geometry and the conditions 
were the nearest to the present one. The comparison is shown in the 
following Table. 
Table 5.5 Transformed Friction Factor Comparison 
Reference f1 e/ de1 d1 / de1 d1 / d2 
( 
Present Result 
1ýIethod) 0.0367 0.0085 0.434 0.5 
Dalle-Donne 
(DDU1 Method) 0.0390 0.0090 0.375 0.465 
Watson 
(Nathan&Krie I4d. 0.0305 0.0085 0.47 0.512 
Lee 0.0265 0.0085 0.45 - 
Present Result 
(Hall I"iethod) 0.0315 0.0098 0.5 0.5 
Hll 
Wilkie 
(Hall Method) 0.0292 0.0098 - 0.461 
Watson 
(I1all Method) 0.0251 
0.0098 0.54 0.512 
157 
It is seen that Lee's result for f1 is too low compared with all the 
other results. When compared on the basis of the Hall transformation, 
there is Good agreement between the present result and that of Wilkie, 
whilst Watson's value seems to be about 17 - 251'o lower than these. This 
partly explains the 2O discrepancy found between the present result and 
Watson's when the transformation is done correctly. The agreement between 
the Dalle-Donne result and the present one is excellent since the discrepancy 
is easily explained in terms of different transformations used. 
It is tempting to say that the rib profile effects are responsible 
for the low values given by Lee and ; "iatson, but according to ý, hite and 
White (66), this may not be the case. A reduction of about 20% in the 
friction factor would almost require a complete rounding of the rib tips 
and roots. Although the carpet plots of Lee included results obtained 
from such surfaces, : -J'atson's rib profiles can be considered sharp. 
5.8.4.2.2 Velocity Profiles and Roughness Function 
The mean velocity variation in the annular gap is shown in Figure 5.22 
for five Reynolds numbers. As. was the case in the wind tunnel experiments 
the profiles are strongly asymmetric. No Reynolds number dependence could 
be detected. The position of maximum velocity was tentatively found to 
he at rm = 44.2 mm giving an equivalent diameter of del' = 101.2 mm for the 
rough zone. when this value is compared with those given by the various 
transformation methods in Figure 5.21, it is seen that this equivalent 
diameter is 8- 2""; 'o' lower than that based on the position of zero shear 
stress. (The difference depends on the transformation as well as on the 
Reynolds number. ) The effect of this on the friction factor of the rough 
surface is three-fold. Firstly, the reduction in del means a reduction 
in the rough wall shear stress. Secondly, the mean velocity in the rough 
zone is increased. Thirdly, the e/de1 ratio is increased. In the 
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preceding Section we Gave f1 = 0.0367 at e/de1 = 0.0035, using the 
Warburton and Pirie transformation and f1l = 0.0315 at e/de4 = 0.0098 
from the Hall transformation. If ff is adjusted for e/de1 = 0.0085 (by 
using EZ (2.91)) it becomes f, 'ý = 0.029, which is about 275 lower than 
the correctly transformed value. This clearly shows the magnitude of 
the errors involved if the position of maximum velocity is used to 
transform the data from partially roughened annuli experiments. 
The numerical integration of the velocity profiles illustrate the 
second point raised above. The following values for different velocity 
ratios were obtained: - 
u1 
= 0.977 and 
u2 
= 1.058 üü 
If the profiles are integrated to the position of maximum velocity, and 
u1 
= 0.992 and 
u2 
= 1.013 üü 
if the profiles are integrated to the average position of the zero shear 
stress. 
An attempt was made to plot the velocity profiles near the rough 
wall in logarithmic forms. To do this one had to choose a value for the 
friction velocity from four values given by different transformations. 
The problem was solved by plotting the logarithmic velocity profiles near 
the smooth wall for each transformation and comparing these with the 
well-established Plikuradse profile, ie: - 
u2 = 2.5 in y2 + 5.5 (2.39) 
(Patel's law is favoured among the CEGB Staff at Berkeley Nuclear 
Laboratories, but this is based on one result given by Stephen (43). It 
is considered that a further examination of this point by direct 
measurement of the smooth wall shear stress is necessary. ) ', then the 
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results were plotted it was found that the logarithmic velocity profiles 
based on the smooth wall shear stresses obtained from the Warburton and 
Pirie transformation were represented satisfactorily by the Nikuradse 
profile. This is shown in figure 5.23. The smooth wall logarithmic 
velocity profiles based on wall shear stresses given by the present 
transformation method had slopes of approximately 2.6. It was therefore 
decided to base the logarithmic velocity profiles near the rough wall on 
rough wall shear stresses given by the Warburton and Pirie method for 
consistency with the smooth wall profiles. 
The logarithmic velocity profiles near the rough wall are shown in 
Figure 5.24. The least-mean-square line for the points is given by: - 
ul = 1.59 In (y1/e) + 4.13 (5.34) 
This is at first a very surprising result indeed. However, before any 
discussion, let us see whether the experimental friction factor for the 
rough surface could be predicted by integrating this profile between 







+ A(e+) - 
3B +B r/r, 
2+2 r0/r, 
(2.67) 
Substituting B=1.59, A(e+) = 4.139 r0 = 46.33 mm, r1 = 25.5 and e=1 mm, 
one obtains f, = 0.0347 which is quite near to the experimental value 
(fj = 0.0367). 
To the author's knowledge, only Lee (70) has reported B values as 
low as the present one. This in itself is surprising, since, as we have 
seen in Section 2.5.4, the rough surface friction factors obtained from 
annular geometries are very much higher than those obtained in a 
roughened pipe if they are compared on an equivalent diameter basis. The 
differences of 40 - 45; 5 were apparent between the annulus data of Matson 
(39) and the pipe data of Lawn and Hamlin (79) and of Berger and 
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Whitehead (62). We have already seen that Watson's results are on the 
low side, and therefore the discrepancy is likely to exceed 50%. For 
the present pipe and annulus results, this difference is again more than 
50; x. In view of this, it is possible to draw some conclusions from the 
drag law. Since this law apparently applied to both geometries it can 
be written as: - 
.B In 
de 1+ MG +) - Y112 
20 
where 
Y, = 3B/2 
und 
Y2 
3B +B r0/r1 
+B In ( 
r0 + r1 ` 
2+2 r0/r1 r1 
) 
(5.35) 
It can be shown that for the same B, Y2 will always be greater than Y1 
and hence an increase in the friction factor from the rough surface of 
the annulus, if one assumes identical values of e/de 1 and similar A(e+). 
However, it can also be shown that for moderate rC/r, ratios (ro/r, N 2) 
the increase in Y2 is not sufficient to explain the discrepancies in the 
friction factors found experimentally. Although the variations in A(e+) 
complicate the effect this does indicate that the slopes of the 
logarithmic velocity profiles cannot be the same in rough pipe-and 
partially rough annulus experiments. The above argument also indicates 
that the slope in the pipe should be higher, at least for the geometries 
used in the present experimental programme. 
However, in spite of the large differences between the slopes of 
the rough surface logarithmic velocity profiles in the present pipe and 
annulus geometries, the values of the momentum transfer roughnoss function, 
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A(e+), implied by these same profiles do not seem to differ much. It is 
interesting to note that the A(o+) values found in our wind tunnel 
experiments (A(e+) = 3.60 for the 184-mm channel and A(e*) = 4.14 for 
the 100-mm channel) are also in reasonable agreement with those found for 
the pipe and annulus geometries. It is tempting to conclude that for a 
particular ribbed surface, A(e+) value is approximately constant, 
regardless of the channel geometry. However, the present fully rough 
annulus experiments (which will be described in Section 5.8.5) do not 
support this. 
5.8.4.3 Heated Tests 
5.8.4.3.1 Introduction 
As explained earlier, the heated tests in the partially roughened 
annulus were performed by heating the outer boundary. The first 972 mm 
of the smooth pipe was not heated, in order to make the length of the 
heated section identical with the length of the roughened part of the 
inner rod assembly, giving a heated length of 57 equivalent diameters. 
The measuring techniques were similar to those for heated smooth and 
rough pipe experiments. 
The Stanton numbers (untransformed) were found to be fully developed 
after an entry length of 30 - 35 equivalent diameters. 
5.8.4.3.2 Friction Factor Data 
The friction factor results for the whole channel from the heated 
" tests are shovm in Figure 5.19, where the isothermal friction factor 
results were first given. It is seen that the difference between the two 
sets of data is negligible, which is not surprising since most of the 
frictional pressure loss was duo to the rough surface which was not 
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heated. 
The heated friction factor results were tran3forrned again by using 
the same transformation methods. The required density and viscosity 
ratios for each test were calculated from a knowledge of the actual gas 
mean temperatures in each zone, which were found from the numerical 
integration of the velocity weighted temperature profiles. In the 
transformations two further assumptions were made. Firstly, identical 
values of Pj/P and 6/11 were used for all the transformations for each lZr 
test, since each transformation gives a slightly different position for 
the zero shear stress , this implies that P1110 and P, P ratios are not 
very sensitive to this position. This was checked for one test and found 
to be justified. Secondly, no attempt was made to correct the empirical 
correlation given by Warburton and Pirie for the increase in the smooth 
surface friction factor in the presence of the rough rod to include the 
TJT2 ratio. In principle, this should be included since the smooth 
surface is the heated boundary in the present experiments. However, the 
magnitude of this effect is uncertain and it was felt that this : gill, in 
any case, have an almost negligible effect on the transformed friction 
factor for the rough surface. 
The f, ) values from heated 
tests are shown in Figure 5.25, where only 
the results from the present transformation method are plotted. As 
expected, the isothermal and heated values do not show any significant 
differences. 
5"8. k. 3.3 Stanton Number Data 
The Stanton numbers (untranoformed and transformed) are given in 
Figure 5.26. The numerical values are also tabulated in Table 5.6. The 
0 
untransformed Stanton numbers were based on the temperature difference 
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between the wall and the gas bulk temperature in the whole channel, 
whereas the transformed Stanton numbers were based on the temperature 
difference between the wall and the actual gas bulk temperature in the 












ä2(r2 - r0) 
0 
The mean velocity distributions obtained from the isothermal tests were 
used in the above expressions. A typical example of the temperature 
profiles is shown in Figure 5.27. 
It is seen from Figure 5.26 that the untransformed Stanton numbers 
are higher than the values given by Dittus and Boelter's expression 
(Da (5.2)), whereas the transformed values of Stanton numbers, although 
about 20, % higher than the corresponding untransformed ones, are correlated 
very well by this expression. This curious result is due to the large 
differences between the transformed and untransformed Reynolds numbers. 
If we now compare the transformed Stanton numbers to the uncorrected 
values for the present empty smooth pipe (Figure 5.10a), it appears that 
just as the friction factor of a smooth surface increases in the presence 
of a rough surface, the heat transfer coefficient of the same smooth 
surface also increases. For the present experiments the magnitude of this 
increase seems to be equal to the correction which was made to correct 
the empty smooth pipe Stanton number data for xW/Tb = 1.0. This increase 
amounts to 7- 9°%, which is comparable to the increase in the friction 
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factor caused by the presence of the inner rough surface. 
5.8.5 Rough Annulus Experiments 
5.8.5.1 Introduction 
These experiments were conducted in an annulus which was made up 
of the rough rod placed concentrically in the rough pipe. The whole 
length of the rough pipe was used, hence the entry length to the fully 
rough annulus was in the form of a partially rough annulus with smooth 
inner and rough outer surfaces. The length of the fully rough annulus 
was 57 equivalent diameters. 
As will be recalled the roughnesses on both surfaces were slightly 
different, those on the inner surface being square and 1 mm in height, 
with pie = 7.29 whereas those on the outer surface were 0.9 in in height 
with p/e = 8.0 and w/e = 1.1. The inner rod and outer pipe diameters 
of the annulus were 51 mm and 104 mm, respectively, giving a radius ratio 
of o. 49. 
5.8.5.2. Isothermal Tests 
5.8.5.2.1 Mean Velocity Profiles 
The mean velocity profiles for four Reynolds numbers are shown in 
Figure 5.28. As was the case in all the previous experiments there is 
no influence of the Reynolds number. However, the large asymmetry which 
was so obvious in the partially roughened annulus experiments has Gone 
and the present profiles show a much improved symmetry. The position of 
maximum velocity is nearer to the inner surface and the velocities in the 
inner zone are generally higher than those in the outer zone. All these 
observations suggest a close resemblance of these profiles with those 
found in fully smooth annuli Geometries. This is not surprisirr;, since 
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the rouehnenses on both surfaces were almost identical. 
The position of maximum velocity was found to be at rm = 37.7 mm by 
plotting the velocities near the maximum velocity region on an enlarged 
scale. This value is very close to the one given by the Kay and Leung 
(107) correlation for smooth annuli, ie: - 





which gives rm = 37.14 mm. That the value found in the present rough 
annuli should be very slightly higher than that given by the correlation 
is understandable, since the height of the ribs on the inner surface 
was 10% greater than those on the outer surface. 
The velocity profiles were integrated and the follo: ring numerical 
values for different velocity ratios were found: - 
u=0.786 




When the integrated mean velocities were compared with those calculated 
from orifice plate readings, it was found that the mean velocities from 
the profiles were on average 5- 61% higher. Why the discrepancy should 
be large for this rough annulus geometry and not for the others is 
difficult to explain, but this is thought to be partly due to the high 
readings registered by the pitot tube within 2 rib heights of the surfaces. 
As before, in the evaluation of the data the orifice plate readings were 
used. 
5.8.5.2.2 Friction Factor Data 
The overall friction factor results, together with the transformed 
values for inner and outer surfaces are shown in Figure 5.29, a-d. The 
166 
friction factors for the inner and outer surfaces were calculated from 
a force balance using the position of maximum velocity. The different 
moan velocities in each zone were also taken into account. The use of 
the position of maximum velocity instead of the zero shear stress 
position will introduce some errors into the calculations, but these 
are thought to be negligible in view of the findings in smooth annulus 
experiments. It is knot-in (Brighton and Jones . 
(108)) that for moderate 
radius ratios these two positions are almost identical in a smooth 
annulus, due to the almost symmetrical nature of the velocity profiles. 
It is seen from the Figure that all the friction factor results 
are fairly constant and have the following values: - 
a) Overall friction factor 
f1 = 41.44 x 10-3, e/de = 0.0181 
(e was taken as (e1 + e2)/2) 
b) Inner surface friction factor 
f1 = 40.30 x 10-3, e1/de1 = 0.0168 
c) Outer surface friction factor 
f2 = 42.60 x 1073, e2/de2 = 0.0184 
Although the inner wall shear stresses are higher, the friction factor 
for this surface is lower, due to the larger velocities associated with 
the inner zone. 
The only data obtained from a fully rough annulus with identical 
roughness (p/e = 7.2) on both surfaces which can be found for comparison 
purposes are those of Lawn and Hamlin (58), but unfortunately, they 
neglect the variations in the mean velocities and therefore give friction 
factor values which are only proportional to the wall shear stresses. 
However, it is easy to re-analyse the present results in a similar way. 
Taking the mean velocities to be the same in each zone, the present data 
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give f, = 0.04$4 and f2 = 0.0387. We can now compare the3e results with 
those of Lawn and Hamlin. This is shown in the following Table. 
Table 5.7 Friction Factor Comparison for Fully Rough Annulus 
f f1 f2 e/de e/de1 e/deL 
Reference 
103 103 103 103 103 103 
21.9 29.5 20.8 8.8 7.2 9.7 
Lawn & Hamlin 
r1/r2=0.405 23.5 35.3 21.2 10 10 10 
Present Data 41.4 48.4 38.7 18.1 16.8 18.4 
r1/r2=0.49 
28.1 34.6 25.9 10 10 10 
The corresponding values of the friction factors in both data set for 
e/de = 0.01 were calculated by using Berger and Whitehead's (62) 
correlation (DD (2.91)). The discrepancy of about 20; ' in the overall 
values of the friction factors is discouraging, but this can probably 
be explained by the fact that in Lawn and Hamlin's fully rough annulus 
the rib profiles were quite different from those on the inner rod und that 
several of these ribs were missing along the length of the pipe. 
5.8.5.2.3 Logarithmic Velocity Profiles 
The mean velocity profiles near the inner and outer surfaces were 
also plotted in logarithmic form. These are shom in Figures 5.31 and 5.32. - 
No influence of the Reynolds number was apparent and it was found that 
experimental points could be represented by the following 
least-mean-square lines: - 
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u+ =1.72 in (y1/e1) + 4.71 (Inner Surface) (5.39) 
u2 =2.43-in (y2/e2) + 3.26 (Outer Surface) (ý. tfp) 
Again the only comparable data are those of Lawn and Hamlin (58) 
who report a weak Reynolds number dependence of the coefficients B and 
A(e+). However, as an example of their profiles given for the highest 
Reynolds number (Re = 2.63 x 10ý) can be taken. These are given by: - 
u+ =2.03 in (y1/e1) + 3.70 (5.41) 
u2 =2.27 In (y2/e2) + 4.20 (5.42) 
The agreement between the two sets of data is not good, the only 
similarity being that the slopes for the inner profiles are lower than 
those for the outer surfaces. 
In view of the above results and the previous ones reported for 
the rough pipe and the partially roughened annulus, it is obvious that 
both the slope of the logarithmic velocity profile over rough surfaces 
and the roughness function are greatly dependent on the channel geometry. 
The implications of this are examined in the comparison Section at the 
end of this Chapter. However, at this stage it should be mentioned that 
the drag law still predicts the friction factors of the inner and outer 
surfaces with a reasonable accuracy. These-can be seen from the following 
calculations. 
The integration of the equations (5.39) and (5.40) from rl to r. 




3B1 + B, r"ýr1 
+ A1(e+) (5.43) 
- 
e1 2+2rJr, 
12 rr 3B2 + B2 r2/rm 
B In 2m-+A (5.44) 2(0 
) 
22+2 
ý2 r2/rm f2 
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Substituting the experimental values of B, A(e+) and rm we obtain 
f1 0.0360 and f2 = 0.0361. These predicted values are 12% and 17% 
lower than the measured ones, respectively. However, if we assume zero 
velocity between the ribs and substitute r1 + e1 and r2 - e2 for 
r1 and r2, respectively, in the above equations, the discrepancy between 
the predicted and measured values is much reduced, ie, 6% and 12.5%, 
respectively. 
5.8.5.3 Heated Tests 
5.8.5.3.1 Introduction 
As was the case with heated tests in the partially roughened annulus, 
the heated tests for this geometry were conducted by heating the outside 
boundary. The heated length was equal to the length of the fully rough 
part of the annulus. Inlet'and outlet temperatures were measured again 
by temperature traverses and the axial variation of the Stanton number 
for each-test was determined. On average, the untransformed Stanton 
numbers were found to be 'fully developed' after an initial length of 
30 equivalent diameters. 
5.8.5.3.2 Friction Factor Data 
The untransformed friction factor results from the heated tests 
are shown on the same Figure (5.29a), where the, isothermal friction 
factors were first given. It can be seen that there is a marked difference 
between the two sets of data, those from the heated tests being sliGhtly 
lower. 'This is to be expected, since the heated pipe's contribution to 
the frictional pressure loss is comparable to that of the inner surface's 
and any reductions in this contribution will be apparent in the 
untransformed friction factor. 
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The transformed friction factors were again calculated from a force 
balance, using the following equations: - 
(5"x+5) 
fý _f (P ) (a. ) (u2 ) P do 
p de? 
f=f (----) (--) (---- ) 2P do u2 (5.46) 2 
The equivalent diameter and velocity ratios were assumed to be equal to 
those found from the isothermal tests. The density ratios for each 
test were found by numerically integrating the measured temperature 
profiles. However, when the transformed friction factor results were 
plotted (Figure 5.29, b and c), it was found that the transformed friction 
factors for the outer pipe were almost equal to the isothermal ones, 
whereas the transformed friction factors for the inner surface were 
generally lower in heated tests. This is opposite to the expected 
behaviour of the friction factors since the heated boundary is the outer 
surface. IIo-,. erer, a perfectly loGical explanation for this anomaly 
becomes apparent from an inspection of the force balance equations, ie, 
the ratio of the transformed friction factors for isothermal and heated 
tests can be Irritten as: - 
ßl hot 
_ 





f21 t_ fh°t (5.48) 
f2, iso fiso 
P2 
However, the following inequalities are apparent from tho heated tests: - 
fhot 
< 1.0 1P<1.0 und 
Pp 
> 1.0 
fiso /1 /2 
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ücnce, wo obtain: - 
f1, hot < f1, ico 
f2, hot ^' 
£2, iso 
The error seems to lie in the assumption that the equivalent diameters 
and the velocity ratios were the same in isothermal and heated tests. 
Since the present data are insufficient to determine these ratios for 
heated tests, this matter was not pursued any further. For further 
calculations, it was assumed that the friction factor for the outer 




as equal to its isothermal value. 
5.8.5.3.3 Stanton Number Data 
The transformed and untransforned Stanton numbers (uncorrected for 
TW/Tb = 1.0) for the outer surface of the fully rough annulus are plotted 
in'Figure 5.32. Table 5.8 giver, the numerical data in tabulated form. 
Stanton numbers were based on the usual temperature differences 
explained in Section 5.8.4.3.3 and again the velocity profiles obtained 
from isothermal tests were used in the calculation of the mixed-cup mean 
temperatures. A typical example of the temperature profiles is shown 
in F Bure 5.33. 
It is seen from FLgure 5.32 that the Stanton number results are as 
expected, the transformed values being slightly higher. The least- 
mean-square-lines which correlate the experimental points are given by: - 
St = 0.122 Re-0.271 




A comparison of the above equations with the Dittus/Boolter correlation 
with Pr = 0.77 reveals an increase of about 100; 5 in the transformed 
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Stanton number relative to the smooth pipe value, ie, within the tested 
Reynolds number range: - 
St2 




It rill be recalled that in empty rough pipe experiments a constant 
value of 2.0 gras found for this ratio. It appears that the effect of 
the inner rough rod on the Stanton number of the rough pipe is small. 
A detailed comparison of the present pipe and annulus Stanton number 
data with those obtained from partially rough annular geometries is 
given in section 5.8.6.3. 
5"$"5.3.4 Logarithmic Temperature Profiles 
The temperature profiles near the heated rough surface were plotted 
in logarithmic form in order to facilitate a comparison between the local 
and bull: values of the heat transfer roughness function, G(e+, Pr). The 
values of the friction velocity, density and specific heat used in the 
calculation of the so-called 'friction temperature' were those pertaining 
to the outer heated surface. Seven of there profiles are shown in 
Figure 5.311. It is clear that in spite of the complexity of the geometry, 
truly logarithmic regions exist near the heated wall where the gradient 
of the profiles is independent of the Reynolds number. It was found that 
all the profiles could be represented by the following equation: - 
t+ = 3.1 in (y2/e2) + G(e+, Pr) (5.52) 
with G(e+, Pr) dependent, as usual, on the Reynolds number. TILis result 
greatly substantitates the findings reported for the empty rough pipe, that 
there is a marked difference between the slopes of the logarithmic 
temperature and velocity profiles. Furthermore, it seems that the ratio 
of the slopes (B /13 ) is in close agreement in both experiments, although 
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the individual values for BSI and I3 are very different. (It will be 
recalled that for empty rough pipe experiments, the numerical values for 
the slopes were 13 = 2.51 and 231 = 2.084, giving Bjý/BjI = 1.20, whereas 
for the present geometry %=3.1 and Ii = 2.48, giving 23j/]t, = 1.25. ) 
The heat transfer roughnes3 functions obtained from the temperature 
profiles are tabulated in Table 5.8 and sho%m in Figure 5.35, together 
with the bulk values. The bulk values of G(e*'Pr) were obtained from 
LQ (5.28), using the transformed Stanton numbers and friction factors, ie: - 
2+2 ? 'I G(e+, Pr) - A(e+) (5.28) 
St2 ý-l f2 f2 $H 
The above equation results from the integration of the logarithmic 
temperature profile from the position of maximum velocity to the outer 
heated wall. As expected, the local and bulk values of the heat transfer 
roughness function are not in good agreement, the bulk values being 
higher. (An explanation for this was given in the discussion of G(e+, Pr) 
results for pipe Geometry, Section 5.8.3.2.5. ) An attempt was made to 
reconcile the results by introducing Leslie's (65) curvature factor P 
into the above equation, although the use of this factor for this 
geometry is speculative. It was found that with P= 26.0, instead of the 
recommended P= 20.0 for pipe flows, a very good agreement exists between 
the local and bulk values of G(e+, Pr). This is also shown in Figure 5.35. 
That the value of the curvature factor P for this rough annulus is 
found to be greater than that for the rough pipe is not surprising. If 
we compare the logarithmic representation of the temperature profiles for 
both geometries (Figures 5.15 and 5.34), it is seen that the departure of 
the actual temperature profiles above the logarithmic lines are more 
marked for the annulus geometry. This will imply that the bulk temperatures 
obtained from the integration of the logarithmic lines for this geometry 
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will have a higher error than those for the pipe geometry. Hence, a 
higher value of P is required to account for this increase in the error 
of the bulk temperatures in the case of the annulus. 
1 
t 
The heat transfer roughness functions were found to be correlated 
well by the following equation: - 
G(o+, Pr) = 1.1,5 o+ 
0.451 
(5.53) 
A comparison of this equation with the one found for the empty rough pipe, 
which is given by 
G(e+Pr) = 1.85 e+ 
0.371 (5.30) 
reveals that they are in good agreement in the regions where e+ values 
overlap (see Figure 5.36). This seems to imply that G(e+, Pr) is much 
less dependent on the channel geometry than the slope of the logarithmic 
temperature profiles. 
5.8.6 Final Data Comparison 
5.8.6.1 Introduction 
In the preceding Sections the friction factor and the Stanton number 
results obtained in each channel geometry used in the present experimental 
programme were only compared with data obtained from a similar channel 
geometry. In this Section an attempt is made to compare the results on 
the basis of a common length scale, regardless of the channel geometry. 
Thus, in the friction factor comparison the present results from both 
rectangular wind tunnel ducts are used together with the results from all 
arrangements tested in the CO2 rig. Since the friction factor data from 
each individual geometry were previously compared with data taken from 
the literature, the latter data are not included in this comparison, with 
the exception of Berger and ; lhitehead's (62) result obtained in a rough 
pipe (with p/e = 7.2 and e/d = 0.02). This, together with the present 
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rough pipe result is used to establish a reference line for rough pipe 
friction factor variation with e/d. However, for the Stanton number 
comparison some representative data for the inner heated surface of a 
smooth/rough annulus taken from the literature are included. 
5.8.6.2 Friction Factor Comparison 
5.8.6.2.1 Integral Method 
The friction factor results from the present experimental programme 
(including those from the wind tunnel experiments) are tabulated in the 
following Table. 
Table 5.9 Friction Factor Results from the Present Experiments 
Geometry f e/de e/Lr B A(e+) Symbol 
184 mm Rect. 
Channel 0.0285 0.0148 0.059 2.65 3.60 
100 mm Rect. 
Channel 0.0345 0.0232 0.093 2.54 4.14 
Pipe 0.024 0.00865 0.0173 2.08 4.02 
Rough/Smooth 0.0367 0.0085 0.048 1.59 4.13 a Annulus 
overall 0.0414 0.0181 - - - 0 
5 
Inner 0.0403 0.0168 0.082 1.72 4.71 
Surface 
o oiiter 0.0426 0.0184 0.063 2.48 3.26 Surface 
Pipe (Berger 0.0390 0.020 0.040 1.944 4.07 
& b--hitehead) 
The above friction factor results are plotted in Figure 5.37, a and b. 
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It is immediately obvious that a comparison of the results from different 
geometries on an equal e/de or e/Lv basis is not possible. The 
discrepancies between the results when compared on an equal e/Lv basis are 
so great that the suitability of this relative length scale for comparison 
purposes can be ruled out. Although the discrepancies between the results, 
when compared on an equal e/de basis, are also unacceptable, the relatively 
small difference ( 10 - 12%0) between the fully rough annulus and pipe 
results is encouraging. In fact, this discrepancy is not surprising when 
one considers that the friction factor results obtained from smooth pipe 
and smooth annular geometries differ by about the same amount (Knudsen and 
Katz (26)). However, the result from the partially rough annulus confirms 
the conclusion reached in Section 2.5.4 that the transformed friction 
factor of the rough surface of a partially rough annulus is considerably 
higher than the pipe result on an equal e/de basis. This difference is 
about 50; ö for the present results. In Section 2.5.4 similar discrepancies 
were reported between the annular results of Watson (39) and the pipe 
data of Lawn and Hamlin (79) and of }3erggr and ', kiitehead (62). Although 
it is by no means conclusive, this percentage difference appears to be 
constant, and therefore a simple multiplying constant might be sufficient 
to predict the pipe results from the annulus ones. Although the variation 
of the friction factor with d1/de1 at constant e/de1 for the annulus 
geometry complicates the issue, 'the dependence of the friction factor on 
d1/de1 can be neglected for moderate values of this ratio. That this type 
of correlation could be successful is also supported by the correlation 
of Berger and Whltehoad for f/f0.01 (where f0.01 is the friction factor 
for e/de = 0.01). his correlation is based on pipe as well as annuli 
data, which suggests that the variation of f/f0.01 with e/de is similar 






which should be a constant. 
Contrary to the partially rough annulus result, the friction factors 
from the rectangular channels lie below the pipe data when compared on an 
equal e/de basis (for rectangular channels de was taken as 4 y0). 
have seen that when the friction factor results from the present 
rectangular channels were compared k-rith those of Wilkie at al (57) and 
Iianjalic (76) they were in reasonable agreement (see Figure 1.21). This 
Figure also suggests that the variation of f with e/de in rectangular 
channels is not the same as for round pipes, at least for high values of 
e/de (> 0.01). Hence, a correlation of pipe and rectangular channel 
results would require the use of a more complex length scale than either 
de or L 
5.8.6.2.2 Roughness Function Method 
The friction factor correlations which make use of the momentum 
transfer roughness function, A(e+), have found favour recently, due to 
their simplicity which was in turn based on two fundamental a.:. sumptions: - 
(i) that the slope of the logarithmic velocity profile for rough 
surfaces (reGardless of the type of roughness) is universal 
And equal to 2.5. 
(ii) that the momentum transfer roughness function is basically a 
property of the surface roughness and the effect of the channel 
geometry is a secondary consideration. 
Looking at the present results given in the previous Table, it can 
be concluded that the above assumptions come nowhere near describing the 
behaviour of B and A(e+). Since the surface roughness Geometry was very 
nearly the same in all the channels used in the present experimental 
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programme, the variations in B and A(e+) can be entirely attributed to 
the channel Geometry effects. However, this does not imply that the 
drag law is meaningless. It was shown in various result Sections that 
the drag law is still capable of predicting the friction factors in all 
the channels used in the present study with reasonable accurate if the 
actual values of B and A(e+) (implied by the measured velocity profiles) 
are used in the drag law. Therefore, it appears that the drag law will 
be sufficient to predict the hydraulic properties of rough surfaces if 
correlations for B and A(e+) for different surfaces and geometries can 
be formulated. Unfortunately, given the present state of art of the 
turbulence theory, this can only be done by conducting more experiments 
in different geometries. However, it is anticipated that a definite 
trend will emerge after a few systematic experimental studies showing 
the dependence of B and A(e+) on the various geometrical parameters. 
5.8.6.3 Stanton Number Comparison 
5.8.6.3.1 Integral Method 
As explained in the Survey, it has been suggested by Kimpton (72) 
that in partially roughened annuli experiments with a heated rough core 
rod the transformed Stanton number is independent of the channel diameter 
and is a function of e/d1 instead of e/del. . '. though the rough core rod 
of the present smooth/rough annulus was not heated in the present 
experiments, this suggestion is supported by our Stanton number data 
from the pipe and rough annulus experiments. These data show that the 
heat transfer performance of the rough pipe was similar when it was first 
tested empty and then as the outer surface of the fully rough annulus. 
However, the agreement seems to end there. In Figure 5.38 the present 
Stanton number data are compared with those of*! Jilkie (38) and L'atson (39) 
on an equal e/d basis, d being the pipe diameter for the present tests 
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and the pin diameter for the other two. It can be seen that the agreement 
between the data from similar geometries are reasonable, but there is, 
however, a large discrepancy between the two different sets of data, 
those from the present tests being about 301Z lower. If the comparison 
is made on an equal e/deb basis (not shown), the discrepancy between the 
pipe and the rough pin results becomes even Greater, and furthermore, the 
agreement among the present results is disturbed. 
In the above comparison, the transformed values of the Stanton and 
Reynolds numbers were used. In Figure 5.39, this time, the untransformed 
Stanton numbers are plotted against the untransformed Reynolds numbers. 
It is seen that the discrepancy between the present pipe result and the 
rough pin result of Watson is reduced to 10°04, but the discrepancy between 
the present pipe and rough annulus results is increased to 5- 135. If 
we can draw an hnalogy this can be considered as the classical smooth 
annulus heat transfer problem. It is a well-known experimental fact 
that the Stanton number of the outer surface of a smooth annulus is lower 
than the Stanton number of a smooth pipe which is in turn lower than the 
Stanton number of the inner surface of the same annulus at a fixed 
Reynolds number (Kays (101)). It appears that this is also true when 
the surfaces in question are rough with identical values of e/d (again d 
is either the pipe or the pin diameter). In this discussion we have 
overlooked the fact that Watson's results were obtained in a partially 
rough annulus. However, it is unlikely that if the smooth outer surface 
of this annulus were roughened by the same ribs as those on the inner 
surface, this would have made much difference to, the untransformed Stanton 
number of the inner surface. 
5.8.6.3.2 Heat Transfer RouRhnens Function Method 
As already mentioned, a number of semi-empirical heat transfer 
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correlations havo, in general, been more successful in correlating the 
Stanton number data obtained from different geometries than the integral 
methods. These so-called heat-momentum similarity laws make use of the 
heat transfer roughness function, G(e+, Pr), which is in effect a 
dimensionless boundary condition for the logarithmic temperature profiles. 
In the present experiments these G(e+, Pr) values were found from a direct 
measurement of the temperature profiles. .! hen these local values of 
G(e+, Pr) function from both geometries were correlated against e+, they 
were found to be in very good agreement. 
The Dipprey and Sabersky heat-momentum similarity law remains by far 
the most widely used correlation for determining the G(e+, Pr) function 
from bulk measurements. In fact, all the correlations of G(e+, Pr) known 
to the author are based on this law. In Section 2.5.2.2 we have examined 
the assumptions made in the derivation of this law and as a result 
anticipated that this law will not give physically meaningful values for 
G(o+, Pr) function. The present results confirm this. It was found-that 
the local and bulk values of G(e+, Pr) were in . agreement only when 
Leslie's 
(65) analogy with a modification to take into account the different slopes 
of the logarithmic temperature and velocity profiles was used. 
However, in order to facilitate a comparison the present results were 
also analysed in a similar way to those Given in the literature. . The 
value of A(e+) for each Geometry was calculated from the drag law of 
Tdikuradse and this, together with the experimental values of f 'and St, 
was substituted in the Dipproy and Sabersky expression to obtain the 
G(e+, Pr) values. Those are shown in Figure 5.40. Also shown in the 
same Figure are the correlations given by '.. ebb at al (60) and Rapier (109). 
Rapiers correlation is based on data from partially roughened annuli. 
It can be seen from this Figure that the agreement between the pipe results 
is Good, but the present result, for the outer surface of the fully rough 
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annulus and the correlation of : Rapier for the inner surface of partially 
rough annuli fall above and below the pipe results, respectively. As 
there was very Good agreement between the present results when local 
values were compared, this indicates that the Dipprey and Sabersky model 
is not suitable for the calculation of G(e+, Pr) in all channel geometries. 
Moreover, it does not predict the correct local values of the G(e+, Pr) 
function, even for a simple pipe. 
Dalle-Donne and Meyer's (35) correlation is an attempt to reconcile 
the G(e+, Pr) values obtained from pipe and partially rough annulus 
geometries. They do this by introducing a correction factor which is a 
function of the temperature profile length. As we have seen in Section 
2.5.3.2, their correlation is given by: - 
++0.278 0.44 ( Tl (e/Lt)o. o53J 0( e'Pr) = 3.74 e(2.90) 
Tb 0.01 
(The above correlation is for surfaces with w/o = 1.0 and p/e = 7.2. ) 
For the present pipe experiments we have: - 
Te 
W=1.28 - 1.34 , Pr -r 0.77 and = 0.0173 Tb Lt 
Substituting these values in DQ. (2.90) we obtain: - 
G(ew, Pr) = 3.93 e+ 
0.278 (5.54) 
The present pipe correlation based on the Dipprey and Sabersky model is 
given by: - 
G(e+, Pr) = 3.01 e+ 
0.314 
(5.32) 
For those pipe tests, the wall and bulk fluid temperatures were such that 
the e/e+ ratio was approximately constant and equal to 0.8. Hence 
(5.32) can be written as: - 
++0.314 + 0.314 G(o, Pr) - 3.01 (1.25 e) 3.23 0w (5.56) 
18. 
Ile can now compare L'2 (5.54) with FJa (5.56). A few calculations show 
that the agreonent is excellent within the present e+ range 
(160 < e+ < 64o). IIoweverg this excellent o reementbetween the present 
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pipe results and the Dalle-Donne and Meyer correlation also implies that 
the discrepancy between the present rough annulus results and this 
correlation is as high as the discrepancy between the present pipe and 
annulus results calculated from the Dipprey and Sabersky model. No 
further calculations are necessary to show this since in the rough annulus 
experiments the values of TJTb, Pr, e/LT and eye+ were almost identical 
to those in the pipe experiments, hence the Dalle-Donne and Meyer 
correlation will give similar values of G(e+, Pr) for the rough annulus 
as well. 
From the above comparison of the heat transfer roughness functions 
obtained in different geometries by using the Dipprey and Saberslj model, 
it appears that it is essential to modify this analogy in the manner 
Leslie has done. Furthermore, the present experiments also indicate 
that the ratio of the slopes of the logarithmic velocity and temperature 
profiles should also be incorporated into the final form of this 
heat-momentum similarity law. As stated earlier, excellent agreement 
was found between the local and bulk values of the G(e+, Pr) function 
for the present pipe and rough annulus experiments (see Figure 5.18 and 
Figure 5.35), if the similarity law is written in the following form: - 
4[ 
i G(o+, Pr) - A(e+) +P (5.29) 
1_? 
+(? ) 
St Iii ff BH 
where P. was found to be equal to 20 for the pipe and 26 for the fully 
rough annulus. The values of %/j, were determined from the temperature 
and velocity profiles and these were found to be in close agreement for 
the two geometries (1.205 and 1.25 for the pipe and the annulus, 
respectively). 
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R ýiL I I: S CHAPTER, SIX - CONCLUDING 
6.1 Conclusions 
A thorough survey of the existing state of art on the transformation 
methods, which are designed to deal with the problem of separating the 
pressure drop and heat transfer characteristics of rough surfaces from 
the overall results obtained from channels with combined rough and 
smooth surfaces was undertaken. As' a consequence, one of the friction 
factor transformation methods, namely, 1NIaubach's (50) method, was 
modified and put in a much simpler form with no loss of accuracy. Also 
in this Survey, considerable attention was paid to the formulation of 
the thermohydraulic behaviour of surfaces roughened by small ribs. This 
led to the conclusion that the fundamental arguments for the drag and 
heat-momentum similarity laws of Nikuradse (9) and Dipprey and Sabersky 
(10) which have hitherto been used for correlating the friction factors 
and Stanton numbers of rough surfaces, have not been sufficiently 
examined to justify their widespread use. 
As a result of this literature survey, an experimental programme 
was designed. The specific objectives of this experimental programme 
were pointed out in Chapter 3. On the whole these objectives have been 
achieved. 
The present experiments revealed some well-known and some 
not-so-well-known features of fluid flow and heat transfer over rough 
surfaces. A summary of the main findings from the wind tunnel 
experiments was given at the end of Chapter 
4. A fairly comprehensive 
comparison of the results obtained from the CO2 rig experiments with 
those found in the literature was provided at the end of Chapter 5. In 
this comparison the main findings from the present experiments were 
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obvious. Therefore, here it will suffice to give a short summary of 
the most important findings. 
(i) The wind tunnel experiments indicate that the positions of 
zero shear stress and maximum velocity, turbulent shear stress, 
turbulence intensity and mean velocity profiles in rectangular 
channels of low aspect ratios with unequal boundary conditions 
are all influenced significantly by the presence of secondary 
flows. Hence it is no longer permissible to apply the 
transformation methods in mixed surface channels where these 
secondary flows exist. 
(ii) All the mean velocity profiles measured in the rectangular, 
pipe and annuli geometries strongly point out that the general 
'law of the wall' with a single constant gradient of the 
logarithmic velocity profile does not apply for surfaces 
roughened with discrete square ribs. However, it was found 
that in all the channels the mean velocity profiles could be 
represented by logarithmic straight lines in a considerable 
portion of the relevant flow passages. The gradients of these 
logarithmic lines were independent of the Reynolds number in 
the tested ranges, but these gradients, together with the 
values of the momentum roughness function, A(e+), were found 
to depend on the channel geometry, implying that the 
fundamental assumptions for the use of A(e+) for correlation 
purposes are, strictly spealdng, wrong. However, the drag 
law obtained from the integration of the actual logarithmic 
velocity profiles over the relevant flow passages seems to 
predict the measured friction factors quite accurately in all 
the channels. 
(iii) The temperature profile measurements in the rough pipe and 
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rough annulus geometries indicate that while there is a 
similarity between the logarithmic velocity and temperature 
profiles, there is also a marked difference between the 
gradients. In both geometries, the ratio of the slopes, 
%/ý,,, was found to be very similar (1.205 and 1.25) in spite 
of the fact that the individual values of B1I and B, I in each 
geometry were quite different. The calculation of the 
distribution of the turbulent Prondtl number, Prt, for the 
pipe geometry showed that the value of Prt was equal to the 
ratio %/J3 only in a very narrow portion of the pipe. In the 
remaining parts the value of Prt was nearer to the generally 
accepted average vQue of 0.9 for smooth pipes. However, 
it was still found necessary to incorporate the ratio Bfi/i? 17 
and not the average value of Prt into the Leslie (65) 
heat-momentum similarity law, in order to bring about an 
agreement between the local and bulk values of the heat 
transfer roughness function, G(o+, Pr). ei'ith this modification 
and the value of A(e+) determined from the velocity profiles, 
the values of G(e+, Pr) calculated from Leslie's formula for 
both geometries were found to be in very good agreement 
(unlike those of A(e+)), indicating that the G(e+, Pr) function 
is almo3t independent of the channel geometry. The modified 
form (Ex (5.29)) of Leslie's expression can, therefore, be 
recommended as superior to the Dipprey and Sabersky 
expression ( (2.12)). 
6.2 Suggestions for Further Work 
Needless to cay, the present experimental programme would have been 
more complete if it had been pocnible to heat the inner rough rod in 
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the annuli experiments. It would have been most valuable to obtain the 
local and bulk values of the G(e*, Pr) function for this surface in both 
annulus geometries and compare these with those obtained from the pipe 
and the outer surface of the rough annulus. This should be encouraged 
as the immediate topic of study for the next experimental programme to 
be carried out on the CO2 rig. It is essential that this experimental 
programme should also include measurements in the aruiulus with the 
smooth inner rod and the rough outer pipe. It is thought that data 
which will be obtained from these experiments will greatly complement 
the data presented in this thesis. It will also then be possible to 
start quantifying the effect of each surface on the velocity and 
temperature profiles of the opposite surface in annular geometries with 
any combination of smooth and rough, heated and unheated surfaces. 
As was the case with the critical review of the literature, the 
present experimental programme and the subsequent analysis has revealed 
a number of further points deserving of clarification and a number-of 
areas where there is a requirement for further work. Some of these were 
pointed out in the discussion of our own results. Isere we will just 
mention the following topics which, we believe, require urgent attention. 
(i) Since the drag law with the experimental values of B and A(e+) 
apparently predicts the friction'factors in different 
geometries, research should be directed towards the correlation 
of these parameters in terms not only of the channel geometry 
but also in terms of the geometry of the surface roughness. 
This is perhaps the most important topic requiring immediate 
attention. 
(ii) It would be most valuable if some experimental and theoretical 
research was also directed towards the determination of 
Leslie's curvature factor, P, for different geometries. 
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(iii) In the present experimental programme, an introduction has 
been made to the study of the turbulent flow in rectangular 
channels of low aspect ratio with unequal boundary conditions. 
This is a new topic and further experimental data are 
required for aspect ratios which are different from those 
employed in the present study. 
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APPENDIX I 
I. Ilot-tip tre I"ieasurements 
I. 1 Response Equations 
It is well known that the response equation of a hot-wiro in a flow 
field may be written as: - 
E2 = E2 +A Un oe 
with the effective cooling velocity given in the standart fore 
(4.1) 
U2 = U2 ( Cos20 + k2 Sin20 ) (4.2) 
where U is the resultant velocity at the wire and 0 is the angle between 
U and the plane normal to the wire. 
Using the above equations for a X-wire probe with wires inclined at 
angles 45° and 135° to the main flow direction, the following relationships 
for the turbulence intensities and the turbulent shear stress can be deduced: - 
ru11 22 
- ------, 
(e1 + e2) (I. 1) 
u n(R2- ) 0 
TV-2 1+ k2 2 
(e -e (I. 2) 
u 1-k2 n(E2-E2) 
1 
.20 
; i; - 1+ k2 R2 
2=-2l22, 





where u is the local mean velocity and e1 and e2 are the rms values of the 
fluctuating voltages. For the measurement of the w' component of the 
turbulence intensity and the u'w' component of the turbulent shear stress 
the probe body is rotated by 900 so that both of the wires are in the 
x-z plane. Similar equations to those of (1.2) and (2.3) are obtained for 
these quantities. 
The equations (I. 1) to (I. 3) are obtained by substituting x(4.2) into 
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E Q(4.1), then by either 
a) expressing the velocity vector in terms of its components in tho 
three relevant directions and expanding the resultant expression into a 
binomial series with the neglect of the second and higher order terns, or 
b) differetiating the response equation and expressing dE and dU in 
terms of the fluctuating voltages and velocities, again with the neglect 
of the second and higher order terms. 
The, derivations will not be given here and the reader is referred to 
Mojola (110) and Kjellström and Hedberg (111) for details. 
With the slant wire probe, e1 and e2 were measured separately by 
traversing the wire across the flow twice. With the X-wire probes the 
difference e2-e2 was measured directly with the DISA 5. D70 correlator in 
most of the tests. 
1.2 Calibration of the Probes 
The X-wire probes were calibrated by measuring the turbulent shear stress 
distribution in a 50 mm diameter smooth pipe at regular intervals. It value 
of 0.2 was assumed for k and the value of n was obtained from a comparison 
of the measured and the predicted shear stress distributions. The best 
agreement between these two distributions was found with n=0.45. 
The wires of each X-wire probe used proved to be almost identical and 
this was further improved by very slight adjustments to the oveheat ratio 
of one of the wires until the zero velocity voltages were equal. The 
identicality of the wires was further cheched byrepeating some tests with 
the X-wire probe rotated by a 180° so that each wire occupied the other 
wire's previous position. Similar results were obtained. Cold resistance 
of the wires at the air temperature and the zero voltages were regularly 
cheched and there were no significant drifts even after many hours of 
operation. 
The calibrations of the normal and the slant wirca were made by placing 
these wires in the core region of a uniform 
jet. For these probes a 
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slightly different value of n (=0.47) was found. 
I. 3 Errors due to the Non-linear response of the IIot-wires 
By far the greatest contribution to the experimental uncertainty in 
hot-wire measurements. is due to the neglect of the second and higher order 
terms in the derivation of the equations (I. 1 to 1.3). In estimate of this 
effect on the measured velocity can be made in the following way. 
The effective cooling velocity of a wire inclined at + 45° to the mean 
flow direction and placed in x-y plane is given by: - 
u= 
[uýu'; 
v' )2+k2 (u+u' 
±v' )2 (I4) 
In the above equation the effect of the secondary flows v and w is neglected 
since the magnitude of these flows are very small even relative to the 
velocity fluctuations. If we now expand the expression for Ue into its 
binomial series, we obtain: - 
1+ 21 t u' v' 1- k2 u'2 v12 
Uu1 +-T - --- + --- + --- e2uu 
{I+k] 
22u 2u 
u'v' 11 - k2 w'2 1 
+ 
u2 1+ k2 
+ 
u2 1+ k2 
u' v! 1- k2 
2 
uý3 
2-+2- ---- +0 
uu1+ k2 u3 
(I. 5) 






Uu1 +- + --- (1.6) 
e2 u2 2(1 + k2) u2 1+ k21 
If the wires are in the x-z plane a similar equation is obtained with v' 
and w' interchanged. 
Very near the rough wall maximum values of about 20^, Ol were found for 
u'2 /u and 
f'2 /u in the present wind tunnel experiments. Hence the 
the error in the measured velocity is about 5% and this error decreases 
rapidly as the probe is moved further away from the rough wall. 
200 
The above analysis does not take into account the periodic variations 
in the mean velocity which exist within 2.5 rib heights of the rough wall 
and the error in this region could be much higher depending on the probe 
position and the ratio of v/u at this point. 
Finally it should be pointed out that a different type of error was 
encountered during the u'w' measurements in both of the rectangular 
channels. It was found that the u'w' profiles near the rough plates were 
not symmetrical about the centre-lines of the channels, the points of 
symmetry of these profiles were found to be nearer to one of the side walls 
(ie, the profiles were found to be shifted by contants amounts with respect 
to u'w' axis ). This point of symmetry was found to be a function of the 
distance between the rough wall and the plane where u'w' measurements were 
made. The discrepancy disappeared for yr> 50 mm in both channels. Some 
measurements were repeated and these were found to display the same 
phenomenon. It is thought that this is due to the separation of the two 
wires in the X-wire probes. For u'w' measurements in any channel, the wires 
of a X-wire probe are assumed to be in the same x-z plane. However, these 
wires are in fact in two different parallel planes with a separation of 
about 1 mm.. The effect of this separation is negligible in most practical 
applications but where the mean flow and the turbulence properties possess 
very steep gradients ( which was the case near the rough plates in the 
present channels ) this separation of the wires becomes significant, with 
the wire nearer to the rough wall responding to higher mean and fluctuating 
velocities. The effect of this can be shown by a few equations. 'If we 
assume that the fluctuating voltages are directly proportional to the 
fluctuating velocities, we can write: - 
el o( (u' + w' ) 
(1.7) 
(I. 8) 
e2 oc u' + Lau' )-( w' + 
6w, )] 
If we now square el and e2 and subtract e2 from e2 we obtain: - 
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e2 - ei oc (4 u' wt+ ý° ) (I. 9) 
where ' . is a function of u's w', u' and wt. obviously decreases an 
the variations in u' and w' become smaller. This happens as the probe is 
moved further away from the rough plate. No attempt was made to estimate 
' from the experimental values of u' and w', instead we simply shifted 
the u'w' profiles near the rough plates so as to make them symmetrical 
about the centre-lines, which did not affect the calculated gradients 
of u'w' at all. 
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APPJ DIX II 
II. Physical Properties of CO2 
As stated earlier these were taken from the tables of Sullivan (100) 
and in order to incorporate them into the computer programs least-square- 
curves were fitted to these properties within the range of interest, 
( 6. o< P <14.0 ber, 10 <t <500 °C ). The equations are Given below. 
(P and T values in all the expressions are in bar and Kelvin units, 
respectively. Accuracies stated are relative to those given in Sullivan's 
tables. ). 
II. 1 Density 
Px 105 
P kg 
/ m3 (II. 1) 
Al T+A2P+A3P2+AkP3 
with 
A1= 201.772 A3 = 123.148 
A2 = -1536.20 A4 = -3.665 
Accuracy: 
+ 0.5% for 11.0 23.0. 
for 9.6 11.0 and 23.0 24.0 
11.2 Dynamic Viscosity 
B1 T1.5 p p2 
+ B3 -- + B4 --- x 10 
6 
kg /m is (11.2) 
JL 
B2 +TT T2 
with . 
B1 = 1.548 B3 = 
13.164 
B2 =. 235.798 B4 = -170.061 
Accuracy: + 1.0`ö 
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11,3 Specific Heat 
C3 P P2 
=C C1 +C2 T+ +C4 +C5 J/kCK 
T2 T T2 
with 
C1 = 827.122 
C2 = 0.457 
Accuracy: 7 0.75, `ä 
IL4 Thermal Conductivity 
T0.5 
k= 
c3 = 7.4056 x 105 




C5 = 33690.531 
w/mx (11.4) 
with 
D1 = 294.7 D3 _ 196.538 x 1o5 
D2 = 155554.0 D4 = 0.0353 
Accuracy: + 1. O6ö except for 10 Ct4 30 
oC where it is + 2r3 
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APPENDIX III 
III. Thermal. Balance Calculations 
The following specimen thermal balance calculation is based on data 
from a typical preliminary heated experiment in the smooth pipe. The 
calculations given here were performed for each heated test in every geometry 
used in the present experimental programme. As stated earlier, any experimental 
data set with a discrepancy of more than + If% between the measured and 
calculated heat content of the gas was rejected. 
III. 1 Specimen Data 
Smooth Pipe, Test 17,1/6/1977 
Mean atmospheric pressure = 1.015 x 105 N/m? 
Mean atmospheric temperature away from the rig = 22.0 
0C 
Voltage = 43.8 V 
Current = 804.0 A 
Power input = 35215 W 
Test section CO2 inlet temperature = 50.0 
°C 
Test section"CO2 outlet temperature = 83.9 
°C 
Test section mean absolute static pressure = 8.885 x 105 P7/m2 
CO2 mass flow rate = 1.091 kg/s 
Mean specific heat of CO2 = 925.7 J/kg K 
Total entalphy increase in the gas = 34176 W 
Average insulator outer surface temperature = 98.5 
oC 
Average air temperature near the test section = 30.0 
°C 
(Both of these temperatures were averaged along the longht of 
the test section. ) 
Radial heat losses due to natural convection = 874 W 
Radial heat losses due to radiation = 1237 W 
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E ectrical heat input - Total heat losses = 33104 W 
Discrepancy in the heat balance =-3.2% 
111.2 Calculation of Heat Losses 
For the calculation of the heat losses due to the natural convection 
the following correlation was used: - 
Nu = 0,129 ( Gr pr )0.33 (111.1) 
This equation is recommended by McAdams (112) for the prediction of natural 
convection from vertical cyclinders when 1010< Gr Pr <1012 (turbulent flow). 
The characteristic dimension in Nu and Gr is the length of the cyclinder 
and the fluid properties are calculated at the film temperature. 
The radial heat losses due to radiation were calculated from the 
Stefan-Boltzmann law which is given by: - 
Q-AE6( T2-TLr) (III. 2) 
where A is the total area of the canvas on the insulation, 6 und T2 are the 
average emissivity and the temperature of, this canvas and 6 is the 
Stefan-Boltzmann constant. A value of 0.3 was taken for 6. 
Axial heat losses from the test section to the unheated pipes downstream 




IV. Genera]. Assessment of Non-Systematic Errors for the 
CO,, U Experiments 
Although every effort was made to eliminate any systematic errors by 
checking and recalibrating most of the instrumentation frequently, the 
friction factor and Stanton number results presented' previously contain 
some uncertaintities due to random errors. In this Appendix a short account 
of these errors is given. 
In the following analysis standard deviation of a calculated quantity 
was found from the formula given by: - 
Öf 2 Lm2] f2öf2 
0ý2 =- D(2 + 0(2 + .............. + 0(2 (IV. 1) Öm1 2Ön 
where 
z=f( ml, m2, ......., n) 
and 
0(1, OC2, *'***0**? a(n are the standard errors in m1, A121 """' n 
oZ is the " standard error in z. 
However, since in most cases it was only possible to estimate the 
maximum errors in the measured quantities, wherever necessary these 
maximum errors were used in the above equation instead of the standad errors. 
IV. Fluid Physical Property Variations 
CO2 gas physical properties quoted by Sullivan 
(100) were assumed to be 
100ö accurate. However, the least-square-curve fits to these gas property 
data had the following accuracies: - 
P-+0.3% cp -+0.3 
ýl -+0.6% k-+0. 
iF ö 
207 
(Note: The above values are standard deviations whereas the errors quoted 
in Appendix II are for maximum discrepancies between the values given by 
the fitted curves and those given by Sullivan). 
IV.. Fluid Mass Flow Pate 
As noted in Section 5.3 the orifice plates were designed, manufactured 
and installed in strict compliance with the specifications laid down in 
B. S. 1042. Overall dimensional tolerances of these orifice plates were 
therefore assumed to be negligible. 
The uncertainty associated with the measured values of the pressure. drop 
across the orifice plates was estimated to vary between +Z and + 3N 
depending on the flow rate, the error for low mass flow rates being greater. 
Since the mass flow rate was given by: - 
1 
.? a «( hp (1V. 2) 
Where h is the pressure drop across the orifice plate), the standard 
deviation for z is given 
Ah °n 
IV. 3 Temperature Ileasurements 
From the thermocouple calibration data and the examination of the 
data-logger outputs, the following maximum errors for the measured temperatures 
were estimated: - 
Inlet gas temperature ( tin ): +0.5 
°C (+1.0; " ) 
) Outlet gas temperature ( tout) 1.0 
°C (+1.0; to + 1.55, 
Wall temperature ( tw) :+3.0 °C (+1. O; ö ) 
Hence, from the minimum and maximum values of tin and tout$ the following 
error estimates were made for the temperature differences: - 
tout - tin 2. O; 
ö to 
1.6% tw - tout 
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IV. + fluid Bulk ldean Velocity 
Tho fluid bulk mean velocities wore calculated from: - 
ü1 ' 
ü_ ----r (IV. 3 
Pý 
where is the fluid bulk density and A is the cross-sectional area of a 
particular test section. Since the error in A is a systematic one, wo will 
not take it into account hero. Hence wo can writo: - 
u= (A&2 +AP )' =; 1.1% to + 1.5 iö 
IV. 5 'Reynolds Number 
The value of the teat section Reynolds number was calculated from: - 
R© 
p do 
_ --- (IV. 4) 
Again the error in do is a systematic ono so wo neglect it here. Thus, the 
uncertainty associated with the Reynolds number is given by: - 
Ro a (&P2 +6ü2 +, &r 
2)_+1.2% to + 1.7% 
IV. 6 Friction Factorn 
The Fanning friction factors given previously were derived from the 
following familiar relationship: - 
dP do tt do dP do 
fa_ out 
in 








where fi and P aro tho uverogo temperature and pressure of the fluid along 
the teat aoction. 
Aa stated earlier in Section 5.4.1.1, the static pressure Gradients 
along the teat sections were measured by two independent manometers. It was 
found that in aU the experiments the static pressure Gradients calculutod 
from the roadingo of theco two manomotera did not differ by more than 
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+ Z' to + 3; 4, depending on the flow rate, again the discrepancy being greater 
for tho low flow rates. In tho calculations the avcrago value of these two 
results was used. Hence it is estimated that the maxiraue error in dP/dx to 
be + 1. O; ö However, for the smooth pipe Ccometry, the accuracy 
of the dP/dx in thought to be considerably less than this amount. ). 
Thus, r. suming that the contribution of the error in the calculated 
value of the Acceleration pressure drop to the combined error for f is 
negligible, the standard error for f is given by: - 
f= [A(dP/dx)? + Ae +( 26E )? 
l '_+2.5% to + 3.16 
IV. 7 Stanton Number 
The Stanton numbers were calculated from the following relationship: - 
St = 
4W 
( tw tb )p cp 
(iv. 6) 
where 4w is the heat flux per unit area. The standard error in 4w was 
estimated to be + 3. O; ö from the heat balance calculations. Thus, the 
uncertainty associated with the St values is given by: - 
st = 
[cogw)2 + [o( tw tb )] 2+c oP)2 + coü )2 +(0 )2J 
st =+, 3.6%to +3.8; ö 
IV. 8 Conclusions 
In this Appendix an attempt has boon made to estimate the Standard 
deviations of some of the measured and derived parameters presentod in the 
main text. In this analysis the standard deviations of f and St have boon 
calculated by making some arbitrary assumptions about the magnitudes of 
the errors in the temperature and pressure measurements. However, a second 
estimate of the random errors in the Stanton numbers and the friction factors 
may be obtained by calculating the atandad deviations of the experimental 
points from the fitted least-moan-square lines. Thew second set of calculation, 
show that a good agreement exists between the standard deviations obtained 
from both methods. 
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Table 4.1 Position of maximum velocity in different channels 
INVESTIGATOR 




1 2 3 1 2 1 2 
CHANNEL HEIGHT 
h (mm) 
13.87 14.02 14.18 28.0 54 184 100 
ASPECT 
RATIO 
11.0 11.0 11.0 10.71 5.56 1.63 3.0 
e (mm) 0.1524 0.3073 0.4764 3.18 3.18 7.0 7.0 
p/e 10 10' 10 10 10 7.2 7.2 
e/h 0.011 0.022 . 0.033 0.114 0.059 0.038 
0.07 
do (= 
PA) (mm) 25.43 25.68 25.95 51.22 91.5 228.0 150.0 
e/do 0.006 0.012 0.018 0.062 0.035 0.031 0.047 
ym/h 0.672 0.711 0.757 0.828 0.761 o. 6o6 0.70 
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Table 4.2 (Contd. ) 
Explanatory Notes 
2ws 
- Smooth Plate Shear Stress, calculated from Preston tube 
readings 
Twss 
- Smooth side wall shear stress, calculated as 
Twss= 0.5 p u2( 0.079 Rö 0.25) 
? wr - Rough wall shear stress, calculated from force balance 
Mean velocity across the cross-section 
ücl - Mean velocity along the centre line (cl) 
ü8 
cl - 
Moan velocity in the smooth zone along the centre line 
t 
ur cl - 
Mean velocity in the rough zone along the centre line 
f- Overall friction factor, f= (dP/dx) x (de/2p 
ü) 
fs - Smooth plate friction factor, fs = 2ws /(P us cl 
fr - Rough plate friction factor, fr = 
Z*, / (P ur cl) 
Re - Overall Reynolds number, Re =F 
a de /, /4 
Res - Smooth zone Reynolds number, Rea= p us, cl 
doa 
Rer - Rough zone Reynolds number, Rer r ur, cl 
der //"4 
21 t+ 














to T JTb=1) 
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2.118 2.213. 0.763 1.49 2.201 2.422 
2.313 2.192 0.764 1.48 2.182 2.397 
2.522 2.097 0.767 1.47 2.092 2.295 
3.002 2.053 0.766 1.47 2.047 2.245 
3.612 1.927 0.768 1.41 1.924 2.089 
3.953 1.923 0.767 1.46 1.919 2.101 
4.600 1.790 0.776 1.34 1.798 1.929 
4.809 1.793 0.751 1.43 1.766 1.924 
5.782 1.760 0.771 1.37 1.761 1.900 
6.718 1.649 0.769 1.45 1.648 1.802 
6.786 1.653 0.769 1.39 1.652 1.788 
7.934 1.560 0.772 1.40 1.562 1.693 
8.869 1.567 0.770 1.44 1.567 1.710 
9.164 1.616 0.773 1.32 1.62o 1.732 
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2 2U 
Vortices Q0 Flow --s- 
O '` -. £91 1E 
a) p/e -r oO 
- 
F1 
b) 6<p/e <12 
c cE%J Qx 
c) 6 p/e 
FIG. 2.1 Variation of Flow Pattern with p/e 
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n/e =7 





If, xýx `ý 
.... .., :. ý'.: 
Vortices now 
s 
FIG. 2.2 Flow Pattern Between the Riba, 
Observed by William and Watts (17) 
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FIG. 2.4 Hall's Transformation Applied to a 
Rough/Smooth Annular Channel 
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FIG. 2.5 Temperature and Velocity Profilen in 
a Rough/Smooth Annuluu 
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Dalle-Donne 1. Zaubt, ch(50) 
and Meyer(35 
Warburton and Pirie(1+1) mean line 
Wilkie (40) mean line 
-OW 
01 2468 10 12.0 14.0 16.0 
f1 I(0.0014+0.125 Re-0.32) 
FIG. 2.7(a) Variation of K2 with fý 
( Dalle-Donne and Meyer(35) and Maubach(50). curves. were deduced fror the 
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o From the Velocity Profiles 
x From the Drag Law (EQ(2.5)) 
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FIG. 2.8 Variation of A(e+) with o+ for Sandgrain 
Roughness according to Nikuradse (9) 
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Re = 4.67x105 
"o 
0 
a) 184 mm channel 
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uIv, 







Ro = 9.33x104 
b) 100 mm channel 
FIG. 4.6 Reynolds Shear Stress Distribution 
in Smooth Channels 
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FIG. 4.15 Variation of Maximum Volocity, Poaition with 
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FIG. 4.21 Rough Plato Friction Factor Comparison 
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FIG. 4.22 Distribution of u'v' ' 
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FIG. 'f. 23 Distribution of u'v' 9 
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FIG. 4.25 Variation of u'v'/ uts Profiles 
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FIG. 4.29 Gradient of the Turbulent Shear Stress 
Component u'w' along the Centre-line, 100 mm Channel 
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FIG. 4.30 Calculated Distribution of the Secondary Flow 
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FIG. 4.31 Calculated Distribution of the Secondary Flow 
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FIG. 4.32 Distribution of Turbulonco Intensities 
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FIG. 4.33 Distribution of Turbulence intensities 
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G. 4.34 (a) Axial Turbulence Intensity 















4400 0 lt ft, 4' 1t% t $4$` 
0i 
0 0.25 0.5 0.75 
yr/ 
FIG. 4.34 (b) Axial Turbulence Intensity 















>" t O 
} 
Xro 
+o x to 
xot 
#o 
x Or ,c ct 

































c- rr ox+ 
+ 
%Z r- 
""" e'" N -; e is 
+ 
11 11 101 
00 






























a) 184 mm Channel 
0.4 iII 
b) 100 = Channel 
FFIG. 4.36 The Ratio of Turbulent Shear Stress 
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Key to the CO2 Rig Flow Circuit Diagram 
B Blanking Plates (Removable) 
CA Circulator 'A' 
CB Circulator 'B' 
C CO2 make-up connection 
F Line Filter 
HA Heat Exchanger 'A' 
HB Heat Exchanger 'B' 
OH High flow orifice assembly 
OL Low flow orifice assembly 
P Pressure relief valve 
VP Vacuum gauge 
1 Main flow control valve 
2 Heat exchanger valve 
3 Heat exchanger valve 
4 Heat exchanger by-päss valve 
5 Orifice isolating valve 
6 Orifice isolating valve 
7 Circulator by-pass valve 
8&$A Vacuum line valves 
9 CO2 dump valve 
I Circulator series-parallel valve 
II Circulator series-parallel valve 
III Circulator series-parallel valve 
IV Circulator balancing valve 
V Circulator balancing valve 
r'IG. 54 An Overall View of the CO, Ag 
-ýr-, 
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10 svWL (3.23 mm) 
Not to Scale 






17G. 5.5 (a) Detail of Pitot Tubes 
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28 awg (0.378 cum) 
Not to Scalo 
FIG. 5.5 (b) Detail of Thermocuple Probe 
Fibre Glans 
Insulant 
. 5.6(a) A View of the Measuring 
Station with Traversing Gears 
in Position 
_..,, ý, 
6 re avers. ng ýe ks used it -dg --xperimeri. 
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FIG. 5.8 Typical Velocity and Temperatures 
Profileau Smooth Pipe 
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FIG. 5.10 (a) Stanton Number Variation with Reynolds Lumber, Smooth Pipo 
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FIG. 5.10 (b) Corrected Stanton Plumber Variation 
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FIG. 5.12 Velocity Profiles in the ßoujh I'ipo 
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FIG. 5.16(a) Eddy Viscosity und 
Diffusivity Distribution 
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FIG. 5.16(b) Turbulent Prandtl Plumber Distribution 
( Gowen and Smith (64) ) 












FIG. 5.17(a) Distributions of Heat Flux and 
Shear Stress in the Rough Pipe 
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FIG. 5.17(d) Turbulent Prandtl Number Distribution 
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FIG. 5.22 Mean Velocity Profiles in the Partially Rough Annulus 
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FIG. 5.25 Transformed Friction Factor of the Inner Rough Rod 
(Present Transformation) 



















































FIG. 5.27 A Typical Temperature Profile in the Partially Rough 
Annulus ( Temperatures in the brackets represent bulk temperatures 
calculated by assuming a uniform velocity profile ) 
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FIG. 5.33 A Typical Tctnporaturo Profilo in the Rough Annulur, 
(Temperatures iii the brackets rcprecent bulk tcmperatureý 
calculated by accurning a uniform velocity profile) 
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