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Abstract: We study rates of convergence in central limit theorems for the partial
sum of squares of general Gaussian sequences, using tools from analysis on Wiener space. No
assumption of stationarity, asymptotically or otherwise, is made. The main theoretical tool
is the so-called Optimal Fourth Moment Theorem [19], which provides a sharp quantitative
estimate of the total variation distance on Wiener chaos to the normal law. The only
assumptions made on the sequence are the existence of an asymptotic variance, that a
least-squares-type estimator for this variance parameter has a bias and a variance which
can be controlled, and that the sequence’s auto-correlation function, which may exhibit
long memory, has a no-worse memory than that of fractional Brownian motion with Hurst
parameter H < 3/4. Our main result is explicit, exhibiting the trade-off between bias,
variance, and memory. We apply our result to study drift parameter estimation problems
for subfractional Ornstein-Uhlenbeck and bifractional Ornstein-Uhlenbeck processes with
fixed-time-step observations. These are processes which fail to be stationary or self-similar,
but for which detailed calculations result in explicit formulas for the estimators’ asymptotic
normality.
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Peccati analysis; parameter estimation; fractional Brownian motion; long memory.
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1 Introduction
This paper presents the estimation of the asymptotic variance, when it exists, of a general
Gaussian sequence, and applies it to non-stationary stochastic processes based on fractional
noises, which can have long memory. We choose to work with a simple method based on
empirical second moments, which is akin to the discretization of a least-squares method for
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the corresponding processes using discrete observations with no in-fill assumption (fixed time
step).
Our work responds to the recent preprint [12], which was the first instance in which
this type of estimation was performed without in-fill assumptions on the data, but which
insisted on keeping the data stationary or asymptotically so. That paper [12], available
on arXiv, contains an extensive description of the literature on parameter estimation for
Gaussian stochastic processes. We do not repeat that analysis here. Instead, we list a
number of recent articles which deal with various versions of least-squares-type parameter
estimation for fractional-noise-driven Ornstein-Uhlenbeck processes (fOU-type), since that
class of processes is similar to the various examples we consider in this article: [14], [1], [2],
[11], [15], [5], [18], [3], [9] and [10]. respectively. Those papers are described in the context
of our motivations in [12]. We now highlight the distinction between our paper and [12].
In that work, the assumption of stationarity of the data was weakened by asking
for asymptotic stationarity, where the deviation from a stationary model converged to 0
exponentially fast. This strong assumption only allowed to work with specific examples which
are close to stationary. In that article, Ornstein-Uhlenbeck models were covered, as long as
the driving noise was stationary, as it would be for standard fractional Brownian motion.
That paper was the first instance in which parameters for fOU-type processes could be
estimated with asymptotic normality using only discrete data with fixed time step. However,
this range of application in [12] extended to non-stationary processes which benefitted from
an exponential ergodicity property. One leaves this range of applicabilith when driving OU
equations with noises which are not stationary to begin with. This is our primary motivation
in this article: to develop a framework in which no assumption of stationarity is made at the
level of driving noise processes. Instead, we investigate a set of arguably minimal assumptions
on how to estimate an asymptotic variance, if it exists, for any discretely observed Gaussian
process. In this article, we make no a-priori assumption about the speed of convergence of
the data to a stationary model, only asking that convergence occur.
This implies that the main result of the paper, our estimator’s asymptotic normality,
applies to some of the more exotic non-stationary covariance structures, for which the es-
timator properties cannot be handled by any classical or current method. Our main result
isolates three terms in order to construct estimates which are fully quantitative. We show
that the Wasserstein distance between the CLT scaling of our discrete-observation least-
squares estimator of the asymptotic variance and a normal law is bounded above by the sum
of a bias term, a variance term, and a term which comes from an application of the optimal
fourth moment theorem of Nourdin and Peccati [19], and depends only on an upper bound
on the covariance structure of the discrete observations. This allows us to formulate clear
assumptions on what is needed to turn this estimate into a quantiative asymptotic normal-
ity theorem for the estimator, in Wasserstein distance. The advantage of working in this
fashion is that one has an immediate way of identifying possible mean-variance-correlation
trade-offs, since the corresponding three terms are explict and are simply added together as
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a measure of how fast the estimator converges to a normal. There are additional features
to our method which are described in Section 3, such as our ability to separate our minimal
convergence assumptions between what is needed for strong consistency and what is needed
in addition to obtain asymptotic normality: see Hypotheses (H1) thru (H4) in Section 3,
the bullet points that follow, and the statements of Theorems 4 and 6 in the same section.
When applying our general method from Section 3 to specific examples in Section
4, we consider the solutions of the OU equation driven by sub-fractional Brownian motion
and by bi-fractional Brownian motion, both of which have somewhat non-trivial covariance
structures with non-stationary increments, which are then inherited by the corresponding
fOU-type processes whose drift parameter θ is of interest. These fOU-type processes have
been well studied in the literature over the last decade, including efforts to understand their
statistical inference. We refer only to [9] for information about these processes and additional
references. We compute the asymptotic variances of these fOU-type processes, which are
explicit functions f (θ), depending only on θ (and on the Hurst-type parameters which are
assumed to be known), and are in fact power functions of θ. The normal asymptotics for
the estimators of each of these two f (θ)’s can be converted to similar results for θ itself; see
[12] for instance for an analysis, which we do not explore further here. Part of being able
to apply the strategy of Section 3 successfully in the examples of Section 4, relies on three
things, the first two which cannot be avoided, the third which enables an efficient estimation
of convergence speeds:
1. being able to identify f (θ), preferably in an explicit way, thus giving access to θ, but
at least to show that the data stream’s variance converges;
(a) we do this for both the sub-fractional and bi-fractional OU processes;
(b) the expressions for f (θ) are simple (see the formulas for fH (θ) and fH,K (θ) for
each process respectively, in (15) and (20)) but proving convergence and evaluat-
ing the speed therein is slightly non-trivial;
2. showing that the CLT-normalized estimator of f (θ) has an asymptotic variance σ2;
this does not need to be found explicitly, as long as one can prove that the variances
converge;
(a) we succeed in this task for both the sub-fractional and bi-fractional OU processes,
and are moreover able to compute σ2 semi-explicitly, using a series representation
based on the covariance function of discrete-time fractional Gaussian noise (fGn);
see formulas (19) and (21) respectively;
(b) these expressions comes as something of a surprise, since a priori there was no
reason to expect that the estimator’s asymptotic variance could be expressed using
the fGn’s covariance rather than the non-stationary covariance structure of the
increments of the sub- or bi-fractional processes;
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3. computing speeds of convergence of both the estimator’s bias and its asymptotic vari-
ance, as explicitly as possible;
(a) this is done for both the sub-fractional and bi-fractional OU processes, in a rather
explicit fashion, and requires a certain amount of elbow grease, where most cal-
culations are relegated to lemmas in the Appendix;
(b) we do not claim to have performed these estimations as efficiently as can pos-
sibly be done; however, we think that the power orders of these convergences
are probably optimal because: (i) we have based the estimations on the optimal
fourth moment theorem of Nourdin and Peccati [19], (ii) we have confirmed a
phenomenon observed in a simpler (stationary) context in [17] (third moment
theorem) by which the speed of convergence is given by that of an absolute third
moment rather than by a fourth cumulant, and (iii) our final result for the sub-
and bi-fractional processes identify a well-known threshold of a Hurst parameter
not exceeding 3/4 as the upper endpoint of the range where quadratic variations
are asymptotically normal.
To finish this introduction, we note the general structure of this paper. The next
section presents preliminaries regarding the analysis of Wiener space, and other convenient
facts, which are needed in some technical parts of the paper. The reader interested in our
results more than our proofs can safely skip this Section 2 upon a first reading. Section 3
presents the general framework of how to estimate the asymptotic variance of a Gaussian
process observed in discrete time. Section 4 shows how this method can be implemented
in two cases of discretely observed OU processes driven by two well-known non-stationary
Gaussian processes with medium-to-long memory. The Appendix collects calculations useful
in Section 4.
2 Preliminaries, and elements of analysis on Wiener space
This section provides essential facts from basic probability and the analysis on Wiener space
and the Malliavin calculus. These facts and their corresponding notation underlie all the
results of this paper, but most of our results and arguments can be understood independently
of this section. The interested reader can find more details in [21, Chapter 1] and [20, Chapter
2].
2.1 A convenient lemma
The following result is a direct consequence of the Borel-Cantelli Lemma (the proof is ele-
mentary; see e.g. [16]). It is convenient for establishing almost-sure convergences from Lp
convergences.
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Lemma 1 Let γ > 0. Let (Zn)n∈N be a sequence of random variables. If for every p > 1
there exists a constant cp > 0 such that for all n ∈ N,
‖Zn‖Lp(Ω) 6 cp · n−γ ,
then for all ε > 0 there exists a random variable ηε which is almost such that
|Zn| 6 ηε · n−γ+ε almost surely
for all n ∈ N. Moreover, E|ηε|p <∞ for all p > 1.
A typical application is when a sequence in a finite sum of Wiener chaoses converges in
the mean square. By the equivalence of all Lp norms in Wiener chaos, which is a consequence
of the hypercontractivity of the Ornstein-Uhlenbeck semigroup on Wiener space (see [20,
Section 2.8], and Section 2.3 below), the lemma’s assumption is then automatically satisfied
if the speed of convergence in the mean square is of the same power form.
The random variable ηε can typically be chosen more explicitly than what the lemma
guarantees. For instance, it is well known that if Z is Gaussian, then ηε can be chosen as a
gauge function of Z, and is therefore sub-Gaussian (tails no larger than Gaussian; see [13]).
A similar property holds for processes in a finite sum of Wiener chaoses, as can be inferred
from [23]. We will not pursue these refinement, since the above lemma will be sufficient for
our purposes herein.
2.2 The Young integral
Fix T > 0. Let f, g : [0, T ] −→ R be Hölder continuous functions of orders α ∈ (0, 1) and
β ∈ (0, 1) respectively with α+β > 1. Young [24] proved that the Riemann-Stieltjes integrals
(so-called Young integrals)
∫ .
0
fudgu and
∫ .
0
gudfu exist as limits of the usual discretization.
Morever, for all t ∈ [0, T ], integration by parts (product rule) holds:
ftgt = f0g0 +
∫ t
0
gudfu +
∫ t
0
fudgu. (1)
This integral is convenient to define stochastic integrals in a pathwise sense with
respect to processes f which are smoother than Brownian motion, in the sense that they are
almost surely α-Hölder continuous for some α > 1/2. A typical example of such a process
is the fractional Brownian motion with Hurst parameter H > 1/2. In that case, any α
can be chosen in (1/2, H), and g can be any process with the same regularity as the fBm,
and thus with β = α; this enables a stochastic calculus immediately, in which no “Itô”-type
correction terms occur, owing to (1). For instance, for any Lipshitz non-random function g,
this integration-by-parts formula holds for any a.s. Hölder-continuous Gaussian process f ,
since then α > 0 and β = 1. In particular, the first integral in (1) coincides with the Wiener
integral, the second is an ordinary Riemann-Stieltjes integral, and no Itô correction occurs
since one of the processes is of finite variation.
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2.3 Elements of Analysis on Wiener space
With (Ω,F ,P) denoting the Wiener space of a standard Wiener process W , for a determin-
istic function h ∈ L2 (R+) =: H, the Wiener integral
∫
R+
h (s) dW (s) is also denoted by
W (h). The inner product
∫
R+
f (s) g (s) ds will be denoted by 〈f, g〉H.
• The Wiener chaos expansion. For every q > 1, Hq denotes the qth Wiener chaos of
W , defined as the closed linear subspace of L2(Ω) generated by the random variables
{Hq(W (h)), h ∈ H, ‖h‖H = 1} where Hq is the qth Hermite polynomial. All Wiener
chaos random variable are orthogonal in L2 (Ω). The so-called Wiener chaos expansion
is the fact that any X ∈ L2 (Ω) can be written as
X = EX +
∞∑
q=0
Xq (2)
for some Xq ∈ Hq for every q > 1. This is summarized in the direct-orthogonal-sum
notation L2 (Ω) = ⊕∞q=0Hq. Here H0 denotes the constants.
• Relation with Hermite polynomials. Multiple Wiener integrals. The mapping
Iq(h
⊗q) : = q!Hq(W (h)) is a linear isometry between the symmetric tensor product
H⊙q (equipped with the modified norm ‖.‖H⊙q = 1√q!‖.‖H⊗q) and Hq. To relate this
to standard stochastic calculus, one first notes that Iq(h
⊗q) can be interpreted as the
multiple Wiener integral of h⊗q w.r.t. W . By this we mean that the Riemann-Stieltjes
approximation of such an integral converges in L2 (Ω) to Iq(h
⊗q). This is an elementary
fact from analysis on Wiener space, which can also be proved using standard stochastic
calculus for square-integrable martingales, because the multiple integral interpretation
of Iq(h
⊗q) as a Riemann-Stieltjes integral over (R+)
q can be further shown to coincinde
with q! times the iterated Itô integral over the first simplex in (R+)
q.
More generally, for X and its Wiener chaos expansion (2) above, each term Xq can be
interpreted as a multiple Wiener intergral Iq (fq) for some fq ∈ H⊙q.
• The product formula - Isometry property. For every f, g ∈ H⊙q the following
extended isometry property holds
E (Iq(f)Iq(g)) = q!〈f, g〉H⊗q .
Similarly as for Iq(h
⊗q), this formula is established using basic analysis onWiener space,
but it can also be proved using standard stochastic calculus, owing to the coincidence of
Iq(f) and Iq(g) with iterated Itô integrals. To do so, one uses Itô’s version of integration
by parts, in which iterated calculations show coincidence of the expectation of the
bounded variation term with the right-hand side above. What is typically referred to
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as the Product Formula on Wiener space is the version of the above formula before
taking expectations (see [20, Section 2.7.3]). In our work, beyond the zero-order term
in that formula, which coincides with the expectation above, we will only need to know
the full formula for q = 1, which is I1(f)I1(g) = 2
−1I2 (f ⊗ g + g ⊗ f) + 〈f, g〉H.
• Hypercontractivity in Wiener chaos. For h ∈ H⊗q, the multiple Wiener integrals
Iq(h), which exhaust the set Hq, satisfy a hypercontractivity property (equivalence in
Hq of all Lp norms for all p > 2), which implies that for any F ∈ ⊕ql=1Hl (i.e. in a
fixed sum of Wiener chaoses), we have(
E
[|F |p])1/p 6 cp,q (E[|F |2])1/2 for any p > 2. (3)
It should be noted that the constants cp,q above are known with some precision when
F is a single chaos term: indeed, by Corollary 2.8.14 in [20], cp,q = (p− 1)q/2.
• Malliavin derivative. The Malliavin derivative operator D on Wiener space is not
needed explicitly in the paper. However, because of the fundamental role D plays in
evaluating distances between random variables, it is helpful to introduce it, to justify
the estimates (5) and (6) below. For any function Φ ∈ C1 (R) with bounded derivative,
and any h ∈ H, the Malliavin derivative of the random variable X := Φ (W (h)) is
defined to be consistent with the following chain rule:
DX : X 7→ DrX := Φ′ (W (h)) h (r) ∈ L2 (Ω×R+) .
A similar chain rule holds for multivariate Φ. One then extends D to the so-called
Gross-Sobolev subset D1,2 & L2 (Ω) by closing D inside L2 (Ω) under the norm defined
by
‖X‖21,2 = E
[
X2
]
+ E
[∫
R+
|DrX|2 dr
]
.
All Wiener chaos random variable are in the domain D1,2 of D. In fact this domain can
be expressed explicitly for any X as in (2): X ∈ D1,2 if and only if ∑q q‖fq‖2H⊗q <∞.
• Generator L of the Ornstein-Uhlenbeck semigroup. The linear operator L is
defined as being diagonal under the Wiener chaos expansion of L2 (Ω): Hq is the
eigenspace of L with eigenvalue −q, i.e. for any X ∈ Hq, LX = −qX. We have
Ker(L) = H0, the constants. The operator −L−1 is the negative pseudo-inverse of L,
so that for any X ∈ Hq, −L−1X = q−1X. Since the variables we will be dealing with in
this article are finite sums of elements of Hq, the operator −L−1 is easy to manipulate
thereon. The use of L is crucial when evaluating the total variation distance between
the laws of random variables in Wiener chaos, as we will see shortly.
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• Distances between random variables. Recall that, if X, Y are two real-valued
random variables, then the total variation distance between the law of X and the law
of Y is given by
dTV (X, Y ) = sup
A∈B(R)
|P [X ∈ A]− P [Y ∈ A]|
where the supremum is over all Borel sets. If X, Y are two real-valued integrable
random variables, then the Wasserstein distance between the law of X and the law of
Y is given by
dW (X, Y ) = sup
f∈Lip(1)
|Ef(X)−Ef(Y )|
where Lip(1) indicates the collection of all Lipschitz functions with Lipschitz constant
6 1. Let N denote the standard normal law.
• Malliavin operators and distances between laws on Wiener space. There are
two key estimates linking total variation distance and the Malliavin calculus, which
were both obtained by Nourdin and Peccati. The first one is an observation relating an
integration-by-parts formula on Wiener space with a classical result of Ch. Stein. The
second is a quantitatively sharp version of the famous 4th moment theorem of Nualart
and Peccati.
– The observation of Nourdin and Peccati. Let X ∈ D1,2 with E [X ] = 0
and V ar [X ] = 1. Then (see [19, Proposition 2.4], or [20, Theorem 5.1.3]), for
f ∈ C1b (R),
E [Xf (X)] = E
[
f ′ (X)
〈
DX,−DL−1X〉H]
and by combining this with properties of solutions of Stein’s equations, one gets
dTV (X,N) 6 2E
∣∣1− 〈DX,−DL−1X〉H∣∣ . (4)
One notes in particular that when X ∈ Hq, since −L−1X = q−1X, we obtain
conveniently
dTV (X,N) 6 2E
∣∣1− q−1 ‖DX‖2H∣∣ . (5)
It is this last observation which leads to a quantitative version of the fourth
moment theorem of Nualart and Peccati, which entails using Jensen’s inequal-
ity to note that the right-hand side of (4) is bounded above by the variance of
〈DX,−DL−1X〉H, and then relating that variance in the case of Wiener chaos
with the 4th cumulant of X. However, this strategy was superceded by the fol-
lowing, which has roots in [4].
– The optimal fourth moment theorem. For each integer n, let Xn ∈ Hq.
Assume V ar [Xn] = 1 and (Xn)n converges in distribution to a normal law. It
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is known (original proof in [22], known as the fourth moment theorem) that this
convergence is equivalent to limnE [X
4
n] = 3. The following optimal estimate for
dTV (X,N), known as the optimal fourth moment theorem, was proved in [19]:
with the sequence X as above, assuming convergence, there exist two constant
c, C > 0 depending only on X but not on n, such that
cmax
{
E
[
X4n
]− 3, ∣∣E [X3n]∣∣} 6 dTV (Xn, N) 6 Cmax{E [X4n]− 3, ∣∣E [X3n]∣∣} .
(6)
Given its importance, the centered fourth moment, also known as the fourth cumulant,
of a standardized random variable, warrants the following special notation:
κ4 (X) := E
[
X4
]− 3.
Let us also recall that if E[Fn] = 0, we denote κ3(Fn) = E[F
3
n ] its third cumulant. Through-
out the paper we use the notation N ∼ N (0, 1). We also use the notation C for any positive
real constant, independently of its value which may change from line to line when this does
not lead to ambiguity.
3 General Context
Let G = {Gt, t > 0} be an underlying Gaussian process, and let X = {Xn}n>0 be a mean-
zero Gaussian sequence measurable with respect to G. This means that X is a sequence
of random variables which can be represented as Xt = I1(ht) for every t > 0, i.e. Xt is a
Wiener integral with respect to G, where ht ∈ H with H the Hilbert space associated to G.
In particular, we do not assume that X is a stationary process. Define
An(X) :=
1
n
n∑
i=1
E[X2i ] and Vn(X) :=
1√
n
n∑
i=1
(X2i − E[X2i ]).
As we explained in the introduction, the goal is to estimate the asymptotic variance f of
the sequence X, if it exists. Assuming it exists is the first of the following four assumptions,
i.e. (H1). The other three give us various levels of additional regularity for the law of X to
measure the speed of convergence of a quadratic-variations-based estimator for f :
(H1) E[X2n] −→ f as n −→∞.
(H2) vn := E[Vn(X)2] −→ σ2 > 0, as n −→∞.
(H3) |E[XtXs]| 6 Cρ (|t− s|) where ρ : R → R is a symmetric positive function such that
ρ(0) = 1, and C is a positive constant.
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(H4) √n|An(X)− f | −→ 0, as n −→∞.
We consider the following estimator of f
fˆn(X) =
1
n
n∑
i=1
X2i . (7)
We refer to [11] and [12] for the construction of this estimator (7) for some classes of processes
and sequences, i.e. how it can be interpreted as a discretization of a least squares estimator
of f . The next two subsections study strong consistency and speed of convergence in the
asymptotic normality of fˆn (X). We make some comments on the roles and motivations
behind the four assumptions above.
• As we said, Assumption (H1) states that the asymptotic variance f of the sequence X
exists.
• Assumption (H2) helps establish strong consistency of fˆn (X) via the Borel-Cantelli
lemma and hypercontractivity of Wiener chaos. It states that a proper standartization
of fˆn (X) has an asymptotic variance; it is also used to help establish a quantitative
upper bound on the total variation distance between a standardized version of fˆn (X)
and the standard normal law.
• Assumption (H3) formalizes the idea that while the sequence X is not stationary,
it may have a covariance structure which is bounded above by one which may be
comparable to a stationary one. This assumption itself is largely used as a matter of
convenience, since formally by Schwartz’s inequality it can always be assumed to hold
for the trivial case ρ ≡ 1. However, by making further quantitative estimates on the
rate of decay of ρ to 0, we find convenient explicit upper bound expressions for the
total variation distance of between a standardization of fˆn(X) and the normal law.
The corresponding results are in Theorem 4.
• In particular, Assumption (H4) quantifies the speed of convergence of the mean of
fˆn(X) towards f ; combined with Assumption (H2) which determines the speed of con-
vergence of the variance of fˆn(X), and using estimates on Wiener space, one can arrive
at a fully quantified upper bound on the Wasserstein distance between
√
n
(
fˆn(X)− f
)
and the law N (0, σ2). The corresponding results are in Theorem 6.
• The last point above is significant because Theorem 6 does not rely on using vn, which
is not observed, to standardize fˆn(X). This theorem also decomposes the distance to
the limiting normal law into the sum of three explicit terms: one to account for the bias
of fˆn(X) (from Assumption (H4)), one to account for the speed of convergence to the
asymptotic variance (from Assumption (H2)), and one from the analysis on Wiener
space which uses the speed of decay of the correlations of X (from Assumption (H3)).
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3.1 Strong consistency
The following theorem provides sufficient assumptions to obtain the estimator fˆn(X)’s strong
consistency, i.e. almost sure convergence to f .
Theorem 2 Assume that (H1) and (H2) hold. Then
fˆn(X) −→ f (8)
almost surely as n −→ ∞.
Proof. It is clear that
fˆn(X) =
Vn(X)√
n
+ An(X).
The hypothesis (H1) and the convergence of Cesàro means imply that, as n −→∞
An(X) −→ f.
In order to prove (8) it remains to check that, as n −→ ∞, Vn(X)√
n
−→ 0 almost surely.
According to (H2), there exists C > 0 such that for all n > 1(
E
[∣∣∣∣Vn(X)√n
∣∣∣∣2
])1/2
6
C√
n
.
Now, using the hypercontractivity property (3) and Lemma 1 the result is obtained.
3.2 Asymptotic normality
In this section we study the asymptotic normality of fˆn(X). By the product formula, we can
write
Vn(X) =
1√
n
n∑
k=1
(X2k −E[X2k ]) =
1√
n
n∑
k=1
I2(f
⊗2
k ).
Set
vn(X) := E[Vn(X)
2] =
2
n
n∑
j,k=1
(E[XjXk])
2 ,
where the second equality is from elementary covariance calculation, and
Fn(X) :=
Vn(X)√
vn(X)
= I2(gn)
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where
gn := (nvn(X))
−1/2
n∑
k=1
f⊗2k .
Let us estimate the third cumulant of Fn(X). We have for every n > 1, by the
observation of Nourdin and Peccati (or using calculus on Wiener chaos), we have
κ3(Fn(X)) = 2E[Fn(X)Γ1(Fn(X))],
where Γ1(Fn(X)) = 2I2(gn⊗˜1gn) + 2‖gn‖2H⊗2. Assume that (H3) holds. We then have
κ3(Fn(X)) = 8〈gn, gn⊗˜1gn〉2H⊗2
= 8〈gn, gn ⊗1 gn〉2H⊗2
=
8
(nvn(X))3/2
n∑
i,j,k=1
〈fi, fk〉H〈fi, fj〉H〈fk, fj〉H
=
8
(nvn(X))3/2
n∑
i,j,k=1
E[XiXk]E[XiXj ]E[XjXk]
Therefore,
|κ3(Fn(X))|E 1
(nvn(X))3/2
n∑
i,j,k=1
|ρ(i− k)ρ(i− j)ρ(j − k)|
E
1
vn(X)3/2
√
n
∑
|k|<n
|ρ(k)|3/2
2 . (9)
The last equality follows from the same argument as for the proof of [4, Proposition 6.3].
The symbol E means we omit multiplicative universal constants.
Now for the fourth cumulant, similarly, we have
κ4(Fn(X)) =
1
vn(X)2n2
n∑
k1,k2,k3,k4=1
E[Xk1Xk2 ]E[Xk2Xk3]E[Xk3Xk4]E[Xk4Xk1]
E
1
vn(X)2n2
n∑
k1,k2,k3,k4=1
|ρ(k − l)ρ(i− j)ρ(k − i)ρ(l − j)|
E
1
vn(X)2n
∑
|k|<n
|ρ(k)| 43
3 (10)
where again the last inequality comes from a similar argument as for the proof of [4, Propo-
sition 6.4].
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Remark 3 In [4, Proposition 6.3, Proposition 6.4] the sequence {Xn}n>0 is a centered sta-
tionary Gaussian sequence. In our case, it is not necessarily stationary. Our Hypothesis
(H3) is sufficient to avoid the assumption of stationarity.
Also note that there is no need to take the absolute value of κ4 because the fourth
cumulant of a variable in a fixed chaos (Fn is in the 2nd chaos) is known to have a positive
4th cumulant.
Theorem 4 Assume that the hypothesis (H3) holds. Then for all n > 1,
dTV (Fn(X), N) 6 Cmax
 1vn(X)3/2√n
∑
|k|<n
|ρ(k)|3/2
2 , 1
vn(X)2n
∑
|k|<n
|ρ(k)| 43
3 .
(11)
In particular, if for some β > 1/2, we have ρ (t) = O
(|t|−β) for large |t|, then there exists
C > 0 such that, for all n > 1,
dTV (Fn(X), N) 6
C
v2n ∧ v3/2n

1 if β = 1
2
n
3
2
−3β if β ∈ (1
2
, 2
3
)
n−
1
2 log(n)2 if β = 2
3
n−
1
2 if β > 2
3
.
(12)
Proof. The estimate (11) is a direct consequence of the optimal estimate in (6), and
the estimates (9) and (10) of the absolute third and fourth cumulants we just computed. For
(12), since
∑
|k|<n
|ρ(k)|3/2 6 C

√
n if β = 1
2
n1−
3
2
β if β ∈ (1
2
, 2
3
)
logn if β = 2
3
1 if β > 2
3
and
∑
|k|<n
|ρ(k)|4/3 6 C

n if β = 1
2
n
−4
3
β+1 if β ∈ (1
2
, 3
4
)
logn if β = 3
4
1 if β > 3
4
the desired result is obtained.
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Remark 5 The phenomenon observed in the proof of the previous theorem, by which the
estimate of the third cumulant dominates that of the fourth cumulant, was observed originally
in [4, Proposition 6.3, Proposition 6.4] for stationary sequences, and shown in [17] to be
completely general in the stationary case (i.e. not related to the power scale). Here we
see that stationarity is not required. This begs the question of whether the phenomenon
generalizes to other sequences in the second chaos, for instance without using hypothesis
(H3). We do not investigate this question here, since it falls well outside the scope of our
motivating topic of parameter estimation.
Theorem 6 Assume that the hypothesis (H3) holds. If for some 1
2
6 β, we have ρ (t) =
O
(|t|−β) for large |t|, then for all n > 1,
dW
(√
n
vn
(
fˆn(X)− f
)
, N
)
6
√
n
vn
|An(X)− f |+ C
v2n ∧ v3/2n

1 if β = 1
2
n
3
2
−3β if β ∈ (1
2
, 2
3
)
n−
1
2 log(n)2 if β = 2
3
n−
1
2 if β > 2
3
.
In addition if (H2) holds,
dW
(√
n
σ
(
fˆn(X)− f
)
, N
)
6 C
(√
n|An(X)− f |+ |vn − σ2|
)
+C

n
3
2
−3β if β ∈ (1
2
, 2
3
)
n−
1
2 log(n)2 if β = 2
3
n−
1
2 if β > 2
3
.
In particular, if the assumptions (H2)-(H4) hold and for some β > 1/2, we have ρ (t) =
O
(|t|−β) for large |t|, then, as n→∞
√
n(fˆn(X)− f) law−→ N (0, σ2).
Proof. Theorem 6 is a direct consequence of Theorem 4, standard properties of the
Wasserstein distance, and the fact that√
n
vn
(
fˆn(X)− f
)
= Fn +
√
n
vn
|An(X)− µ(θ)|.
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Remark 7 The assumption that |E[XtXs]| 6 C |t|−β for some β > 1/2 corresponds to
the notion of moderating how long the memory of the data might be. For instance, when
X represents the discrete-time increments of a process based on fBm with Hurst parameter
H ∈ (0, 1), we expect that β = 2 − 2H. The restriction β > 1/2 means H < 3/4, a well-
known threshold for the limit of validity of central limit theorems for quadratic variations
of long-memory processes. See for instance the excellent treatment of the classical Breuer-
Major theorem in [20, Chapter 7]. The above theorem shows that the speed of convergence in
the CLT reaches the so-called Berry-Esséen rate of 1/
√
n as soon as β > 2/3, as long as the
terms coming from the bias and variance estimates, namely
√
n|An(X)−f | and |vn−σ2|, are
no greater than that same order 1/
√
n. The threshold β > 2/3 coincides with H < 2/3 when
one translates into the Hurst-parameter memory scale; this had already been identified for
the canonical stationary case of fGn in [4], the paper which was the precursor to the optimal
fourth moment theorem in [19].
4 Application to Gaussian Ornstein Uhlenbeck processes
In this section we will apply the above results to Ornstein-Uhlenbeck processes driven by a
Gaussian process which does not necessarily have stationary increments. More precisely we
will study the cases which correspond to sub-fractional Brownian motion and to bifractional
Brownian motion.
We consider the Gaussian Ornstein-Uhlenbeck process X = {Xt}t>0 defined by the
following linear stochastic differential equation
dXt = −θXtdt+ dGt, X0 = 0; (13)
where G is an arbitrary mean-zero Gaussian process which has Hölder continuous paths of
strictly positive order, and θ > 0 is an unknown parameter. Our goal is to estimate θ under
the discrete observations {X1, . . . , Xn} as n → ∞. The equation (13) has the following
explicit solution
Xt = e
−θt
∫ t
0
eθs dGs, t > 0
where the integral can be understood in the Young sense, since eθs is a Lipshitz function.
The Young sense coincide in this case with Wiener integral sense here. As mentioned in the
introduction, we will consider two different cases for G: the sub-fractional Brownian motion,
and the bi-fractional Brownian motion.
15
4.1 Sub-fractional Brownian motion
Consider a sub-fractional Brownian motion (sfBm) SH := {SHt , t > 0} with parameter
H ∈ (0, 1) : this is the mean-zero Gaussian process with covariance function
RSH(s, t) := E
(
SHt S
H
s
)
= t2H + s2H − 1
2
(
(t+ s)2H + |t− s|2H) .
Note that, when H = 1
2
, S
1
2 is a standard Brownian motion. By Kolmogorov’s continuity
criterion and the fact that
E
(
SHt − SHs
)2
6 (2− 22H−1)|s− t|2H ; s, t > 0,
we deduce that SH has Hölder continuous paths of order H − ε, for every ε ∈ (0, H). In
this section we replace G given in (13) by SH . More precisely, we will estimate the drift
parameter θ in the following equation
dXt = −θXtdt+ dSHt , X0 = 0. (14)
Proposition 8 Suppose that H ∈ (0, 1). Set
fH(θ) :=
HΓ(2H)
θ2H
. (15)
Then for every t > 0,
|E[X2t ]− fH(θ)| 6 Ct2H−2.
Hence
√
n|An(X)− fH(θ)| 6 C√
n
n∑
i=1
i2H−2 6 C

n−
1
2 if 0 < H < 1/2
n−
1
2 log(n) if H = 1/2
n2H−3/2 if H > 1/2.
In particular, if 0 < H < 3/4, the hypothesis (H4) holds.
Proof. Since Xt = e
−θt ∫ t
0
eθs dSHs , t > 0, we can write (see [9])
E[X2t ] = ∆H(t) + θI2H(t)−
θ2
2
J2H(t),
where
∆H(t) = 2He
−2θt
∫ t
0
s2H−1eθsds− 2H(2H − 1)e−2θt
∫ t
0
dseθs
∫ s
0
dreθr(s+ r)2H−2,
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and
J2H(t) := e
−2θt
∫ t
0
∫ t
0
eθs eθr |s− r|2Hdrds; I2H(t) := e−θt
∫ t
0
eθs(t− s)2Hds.
Hence
|E[X2t ]− fH(θ)| 6 |∆H(t)|+ θ
∣∣∣∣I2H(t)− 2HΓ(2H)θ2H+1
∣∣∣∣+ θ22
∣∣∣∣J2H(t)− 2HΓ(2H)θ2H+2
∣∣∣∣ .
We will check that each term of the right side of the last inequality is less than Ct2H−2. We
can write
∆H(t) = 2HaH(t)− 2H(2H − 1)bH(t)
where
aH(t) := e
−2θt
∫ t
0
s2H−1eθsds; bH(t) := e−2θt
∫ t
0
dseθs
∫ s
0
dreθr(s+ r)2H−2.
It is clear that
|aH(t)| 6 t
2H
2H
e−θt 6 C e−
θt
2 .
On the other hand,
|bH(t)| = e−2θt
∫ t
0
dseθs
∫ s
0
dreθr(s+ r)2H−2 = e−2θt
∫ t
0
eθs ds
∫ 2s
s
eθ(u−s) u2H−2du
= e−2θt
∫ 2t
0
eθu u2H−2
(
t ∧ u− u
2
)
du =
e−2θt
2
(∫ t
0
eθu u2H−1du+
∫ 2t
t
(2t− u) eθu u2H−2du
)
6
t2H
4H
e−θt+t2H−2
∫ 2t
t
(2t− u) eθu du 6 Ct2H−2.
Hence, for every t > 0, |∆H(t)| 6 Ct2H−2. We also have for t > 0∣∣∣∣J2H(t)− Γ(2H + 1)θ2H+2
∣∣∣∣ = ∣∣∣∣1θ
(∫ t
0
u2H e−θu du− e−2θt
∫ t
0
u2H eθu du
)
− Γ(2H + 1)
θ2H+2
∣∣∣∣
6
1
θ
∣∣∣∣∫ ∞
t
u2H e−θu du− e−2θt
∫ t
0
u2H eθu du
∣∣∣∣
6
e−θt/2
θ
(∫ ∞
t
u2H e−θu/2 du+
∫ t
0
u2H e−θu/2 du
)
6 C e−θt/2 .
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For the last term, let t > 0∣∣∣∣I2H(t)− Γ(2H + 1)θ2H+1
∣∣∣∣ = ∣∣∣∣∫ t
0
u2H e−θu du− Γ(2H + 1)
θ2H+1
∣∣∣∣
=
∫ +∞
t
u2H e−θu du 6 e−θt/2
∫ +∞
t
e−θu/2 u2Hdu 6 C e−θt/2
which completes the proof.
Proposition 9 For every H ∈ (0, 1), the hypothesis (H3) holds. More precisely, we have
for large |t− s|
|E[XtXs]| 6 C|t− s|2H−2.
Proof. If H = 1
2
, it is easy to see that |E[XtXs]| 6 12θe−θ(t−s) 6 C|t − s|2H−2 for|t− s| > 0.
Now, suppose that H ∈ (0, 1
2
) ∪ (1
2
, 1). Thanks to Lemma 19 we get
E[XtXs] = e
−θ(t−s)E[X2s ] +H(2H − 1) e−θt e−θs
∫ t
s
dv eθv
∫ s
0
du eθu(v − u)2H−2
−H(2H − 1) e−θt e−θs
∫ t
s
dv eθv
∫ s
0
du eθu(u+ v)2H−2.
Hence,
|E[XsXt]| 6 e−θ(t−s)E[X2s ] + 2 e−θt e−θsH|2H − 1|
∫ t
s
∫ s
0
eθu eθv(v − u)2H−2dudv.
Define for every α ∈ (0, 1)
Zαt := e
−θt
∫ t
−∞
eθu dBαu , t ∈ R (16)
which is a stationary Gaussian process, where Bα is a fractional Brownian motion with Hurst
parameter α ∈ (0, 1). Then, we can write for s < t,
H(2H − 1) e−θt e−θs
∫ t
s
∫ s
0
eθu eθv(v − u)2H−2dudv
= H(2H − 1) e−θ(t−s)
∫ t−s
0
dy eθy
∫ 0
−s
dx eθx(y − x)2H−2
= e−θ(t−s)E
[(∫ t−s
0
eθy dBHy
)(∫ 0
−s
eθx dBHx
)]
= E
[(
ZHt−s − e−θ(t−s) ZH0
) (
ZH0 − e−θs ZH−s
)]
= E[ZHt−sZ
H
0 ]− e−θsE[ZH0 ZHt ]− e−θ(t−s)E[
(
ZH0
)2
] + e−θtE[ZH0 Z
H
s ]
6 C
(
(t− s)2H−2 + e−θ(t−s)) .
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The last inequality comes from the fact that for large r > 0 E[ZHr Z
H
0 ] 6 C|r|2H−2 (see [6],
or [12]).
Define the following rates of convergence,
ϕα(n) =

n−1 if 0 < α < 1/2
n2α−2 if 1/2 6 α < 1,
(17)
and
ψα(n) =

n−1 if 0 < α < 1/2
n4α−3 if 1/2 6 α < 3/4.
(18)
Proposition 10 Let 0 < H < 3/4. Define
σ2H := ρH(0)
2 + 2
∑
i∈Z\{0}
ρH(i)
2 (19)
where ρH(k) := E[Z
H
k Z
H
0 ], k ∈ N and Z is the process given in (16). Note that ρH(0) =
fH(θ). Then
|E[Vn(X)2]− σ2H | 6 CψH(n).
In particular, the hypothesis (H2) holds.
If H = 3/4, we have ∣∣∣∣E[Vn(X)2]log(n) − 916θ4
∣∣∣∣ 6 C log(n)−1.
Proof. See Appendix.
Propositions 8 and 10 lead to the assumptions (H1) and (H2). Then, applying
Theorem 2 we obtain the strong consistency of the estimator fˆn(X) of the form (7).
Theorem 11 Let 0 < H < 1. Then we have
fˆn(X) −→ fH(θ) = HΓ(2H)
θ2H
almost surely as n −→ ∞.
Now, we will study the asymptotic normality of the estimator fˆn(X) when 0 < H 6
3
4
.
Using (12) with β = 2− 2H we obtain the following result.
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Proposition 12 If 0 < H 6 3
4
, then
dTV (Fn(X), N) 6 C

n−
1
2 if H ∈ (0, 2
3
)
n−
1
2 log(n)2 if H = 2
3
n6H−
9
2 if H ∈ (2
3
, 3
4
)
log(n)−3/2 if H = 3
4
.
Combining this with Propositions 8 and 10 we deduce the result.
Theorem 13 If 0 < H < 3/4, then
dW
(√
n
σH
(fˆn(X)− fH(θ)), N
)
6 C
√
ψH(n)
and if H = 3/4, we have
dW
(√
n(fˆn(X)− fH(θ))
σH
√
log(n)
, N
)
6 C log(n)−1/2.
In particular, if 0 < H < 3/4, then, as n→∞
√
n(fˆn(X)− fH(θ)) law−→ N (0, σ2H)
and if H = 3/4, then, as n→∞
√
n(fˆn(X)− fH(θ))√
log(n)
law−→ N (0, σ2H).
4.2 Bifractional Brownian motion
In this section we suppose that G given in (13) is a bifractional Brownian motion (bifBm)
BH,K with parameters H ∈ (0, 1) and K ∈ (0, 1]. The BH,K := {BH,Kt , t > 0} is the
mean-zero Gaussian process with covariance function
E(BH,Ks B
H,K
t ) =
1
2K
((
t2H + s2H
)K − |t− s|2HK) .
The case K = 1 corresponds to the fBm with Hurst parameter H . The process BH,K verifies,
E
(∣∣∣BH,Kt − BH,Ks ∣∣∣2) 6 21−K |t− s|2HK ,
so BH,K has (HK−ε)−Hölder continuous paths for any ε ∈ (0, HK) thanks to Kolmogorov’s
continuity criterion.
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Proposition 14 Assume that H ∈ (0, 1) and K ∈ (0, 1]. Then we have for large t > 0
|E[X2t ]− fH,K(θ)| 6 Ct2HK−2
where
fH,K(θ) := 2
1−KHKΓ(2HK)/θ2HK . (20)
Then
√
n|An(X)− µ(θ)| 6 C
 n
− 1
2 if 0 < HK < 1/2
n2HK−3/2 if HK > 1/2.
In particular, if HK < 3/4, the hypothesis (H4) holds.
Proof. From [9] and the fact that Xt = e
−θt ∫ t
0
eθs dBH,Ks , t > 0, we can write
E
[
X2t
]
= ∆H,K(t) + 2
1−KθI2HK(t)− 2−Kθ2J2HK(t),
where
∆H,K(t) = 2
2−KHK e−2θt
∫ t
0
eθs s2HK−1ds
+23−KH2K(K − 1) e−2θt
∫ t
0
∫ s
0
(sr)2H−1(s2H + r2H)K−2 eθr eθs drds
and
J2HK(t) = e
−2θt
∫ t
0
∫ s
0
eθs eθr(s− r)2HKdrds; I2HK(t) = e−θt
∫ t
0
eθs(t− s)2HKds.
Hence
|E[X2t ]−µ(θ)| 6 |∆H(t)|+
θ
2K−1
∣∣∣∣I2HK(t)− 2HKΓ(2HK)θ2HK+1
∣∣∣∣+ θ22K
∣∣∣∣J2HK(t)− 2HKΓ(2HK)θ2HK+2
∣∣∣∣ .
We will check that each term of the right-hand side is less than Ct2HK−2. We can write
∆H,K(t) = 2
2−KHKaH,K(t) + 23−KH2K(K − 1)bH,K(t).
where
aH,K(t) := e
−2θt
∫ t
0
eθs s2HK−1ds; bH,K(t) := e−2θt
∫ t
0
∫ s
0
(sr)2H−1(s2H+r2H)K−2 eθr eθs drds.
It is easy to prove that
aH,K(t) 6 C e
−θt/2 .
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On the other hand, using x2 + y2 > 2|xy|, x, y ∈ R, we get
bH,K(t) = e
−2θt
∫ t
0
∫ s
0
(sr)2H−1(s2H + r2H)K−2 eθr eθs drds
6 e−2θt 2K−2
∫ t
0
∫ s
0
(sr)2H−1sHK−1rHK−1 eθr eθs drds
:= b1(t) + b2(t)
where
b1(t) = e
−2θt
∫ t
2
0
∫ s
0
(sr)HK−1 eθr eθs drds; b2(t) = e−2θt
∫ t
t
2
∫ s
0
(sr)HK−1 eθr eθs drds.
It is easy to see that
|b1(t)| 6 Ct2HK e−θt 6 C e− θt2 ,
and
|b2(t)| 6
(
t
2
)HK−1
e−θt
θ
∫ t
0
rHK−1 eθr dr
6
(
t
2
)HK−1
e−θt
θ
(∫ t
2
0
rHK−1 eθr dr +
∫ t
t
2
rHK−1 eθr dr
)
6
(
t
2
)2HK−1
e−θt/2
θ
+
1
θ2
(
t
2
)2HK−2
6 Ct2HK−2.
We deduce that
∆H,K(t) 6 Ct
2HK−2.
Moreover, by a similar argument as in the proof of Proposition 8 we have
|I2HK(t)− 2HKΓ(2HK)
θ2HK+1
| 6 e−θt/2
(
2
θ
)2HK+1
Γ(2HK + 1),
and
|J2HK(t)− 2HKΓ(2HK)
θ2HK+2
| 6
(
2
θ
)2HK+2
Γ(2HK + 1) e−θt/2
which completes the proof.
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Proposition 15 For all fixed (H,K) ∈ (0, 1) × (0, 1], with HK 6= 1
2
, the hypothesis (H3)
holds. More precisely, we have for large |t− s|,
|E[XtXs]| 6 C

|t− s|2HK−2H−1 if 0 < HK < 1/2
|t− s|2HK−2 if 1/2 < HK < 1.
Proof. Let s < t. Using Lemma 19 we get
E[XtXs] = e
−θ(t−s)E[X2s ]− 22−KK(1−K) e−θt e−θs
∫ t
s
eθv
∫ s
0
eθu(uv)2H−1(u2H + v2H)K−2dudv
+21−KHK(2HK − 1) e−θt e−θs
∫ t
s
eθv
∫ s
0
eθu(u− v)2HK−2dudv.
As in the proof of Proposition 9 we have
δHK := e
−θt e−θs
∫ t
s
eθv
∫ s
0
eθu(u− v)2HK−2dudv 6 C|t− s|2HK−2.
Set
λH,K := e
−θt e−θs
∫ t
s
eθv
∫ s
0
eθu(uv)2H−1(u2H + v2H)K−2dudv.
If H > 1
2
, we have for 0 6 u 6 v,
(uv)2H−1(u2H + v2H)K−2 6 v2HK−2 6 (v − u)2HK−2.
Thus, if we assume that HK 6= 1
2
, λH,K 6 CδHK 6 C|t− s|2HK−2.
If H < 1
2
, it is clear that s→ e−θs ∫ s
0
eθu u2H−1du is bounded. This implies
λH,K 6 C e
−θt
∫ t
s
eθv v2H−1v2HK−4Hdv 6 Ct2HK−2H−1 6 C(t− s)2HK−2H−1
which finishes the proof.
Using the same arguments as in Proposition 10 we obtain the following result.
Proposition 16 For all fixed 0 < HK < 3/4,
|E[Vn(X)2]− σ2H,K | 6 CψHK(n)
where
σ2H,K := 4
∑
i∈N∗
(ρH,K(i)− (1− 21−K) e−θi ρH,K(0))2 + 23−2KρH,K(0)2 (21)
23
with ρH,K(k) := E[Z
HK
k Z
HK
0 ], k ∈ N where ZHK is the process given in (16), and ρH,K(0) =
HKΓ(2HK)
θ2HK
. In particular, the hypothesis (H2) holds.
If HK = 3/4, we have∣∣∣∣E[Vn(X)2]log(n) − 916θ4
∣∣∣∣ 6 C log(n)−1.
Similarly as in Section 4.1 we obtain the following asymptotic behavior results.
Theorem 17 Let H,K ∈ (0, 1). Then we have
fˆn(X) −→ fH,K(θ) = 21−KHKΓ(2HK)/θ2HK (22)
almost surely as n −→ ∞.
Theorem 18 Let HK ∈ (0, 3/4) \ {1/2} and N ∼ N (0, 1), then
dW
(√
n(fˆn(X)− fH,K(θ))/σHK , N
)
6 C
√
ψHK(n)
and if HK = 3/4, we have
dW
(√
n(θˆn(X)− fH,K(θ))
σHK
√
log(n)
, N
)
6 C log(n)−1/2.
In particular, if HK ∈ (0, 3/4) \ {1/2}, we have as n→∞
√
n(θˆn(X)− fH,K(θ)) law−→ N (0, σ2H,K)
and if HK = 3/4, we have as n→∞
√
n(θˆn(X)− fH,K(θ))√
log(n)
law−→ N (0, σ2H,K).
5 Appendix
Lemma 19 Let G be a Gaussian process which has Hölder continuous paths of stictly positive
ordre and X is the solution of the equation (13). Define RG(s, t) = E[GsGt], and assume
that ∂RG
∂s
(s, r) and ∂
2RG
∂s∂r
(s, r) exist on (0,∞)× (0,∞). Then for every 0 < s < t, we have
E[XsXt] = e
−θ(t−s)E[X2s ] + e
−θt e−θs
∫ t
s
eθv
∫ s
0
eθu
∂2RG
∂u∂v
(u, v)dudv. (23)
24
Proof. Fix s < t. We have
E[XsXt] = E
[(
e−θs
∫ s
0
eθu dGu
)(
e−θt
∫ t
0
eθv dGv
)]
= e−θ(t−s)E[X2s ] + e
−θt e−θsE
[∫ s
0
eθu dGu
∫ t
s
eθv dGv
]
.
Moreover, by (1),
e−θt e−θsE
[∫ s
0
eθu dGu
∫ t
s
eθv dGv
]
= e−θt e−θsE
[(
eθsGs − θ
∫ s
0
eθuGudu
)(
eθtGt − eθsGHs − θ
∫ t
s
eθvGvdv
)]
= e−θt e−θs
[
eθ(t+s)RG(s, t)− e2θsRG(s, s)− θ eθs
∫ t
s
eθv RG(s, v)dv − θ eθt
∫ s
0
eθuRG(u, t)du
+θ eθs
∫ s
0
eθuRG(u, s)du+ θ
2
∫ t
s
∫ s
0
eθu eθv RG(u, v)dudv
]
.
Applying again (1) several times we get the last term of (23). Thus the desired result is
obtained.
Lemma 20 Let X be the solution of (14), and let σ2H be the constant defined in Proposition
10. If 0 < H < 3/4, we have
|E[Vn(X)2]− σ2H | 6 CψH(n)
If H = 3/4, we have ∣∣∣∣E[Vn(X)2]log(n) − 916θ4
∣∣∣∣ 6 C log(n)−1.
Proof. We have Vn(X) = I2(fn,2), with fn,2 =
1√
n
∑n
i=1 f
⊗2
i . Then
E[Vn(X)
2] =
2
n
n∑
k,l=1
(〈fk, fl〉H)2 = 2
n
n∑
k,l=1
(E[XkXl])
2
=
2
n
n∑
k=1
(E[X2k ])
2 +
2
n
n∑
k,l=1
k 6=l
(E[XkXj])
2.
We will need the following lemmas.
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Lemma 21 Let X be the solution of (14). Then,∣∣∣∣∣ 1n
n∑
k=1
(E[X2k ])
2 − fH(θ)2
∣∣∣∣∣ 6 CϕH(n).
Proof. By Proposition 8 we deduce that∣∣∣∣∣ 1n
n∑
k=1
(E[X2k ])
2 − fH(θ)2
∣∣∣∣∣ 6 1n
n∑
k=1
|E[X2k ]− fH(θ)|(E[X2k ] + fH(θ))
6
C
n
n∑
k=1
|E[X2k ]− fH(θ)| 6
C
n
n∑
k=1
k2H−2
6 CϕH(n).
Lemma 22 Let X be the solution of (14). If 0 < H < 3/4, we have
J(n) :=
∣∣∣∣∣∣∣
1
n
n∑
j,k=1
k 6=j
(E[XkXj ])
2 − 2
∑
i∈N∗
ρH(i)
2
∣∣∣∣∣∣∣ 6 CψH(n).
Proof. Suppose that H 6= 1/2. Using (23), we have
1
n
n∑
k,j=1
(E[XkXj ])
2 = E1(n) + E2(n) + E3(n) + E4(n) + E5(n) + E6(n)
where
E1(n) :=
2
n
n−1∑
j=1
n∑
k=j+1
a(k, j)2, E2(n) :=
4
n
n−1∑
j=1
n∑
k=j+1
a(k, j)A(k, j)
E3(n) :=
4
n
n−1∑
j=1
n∑
k=j+1
a(k, j)D(k, j), E4(n) :=
2
n
n−1∑
j=1
n∑
k=j+1
A(k, j)2
E5(n) :=
4
n
n−1∑
j=1
n∑
k=j+1
A(k, j)D(k, j), E6(n) :=
2
n
n−1∑
j=1
n∑
k=j+1
D(k, j)2
with for every s 6 t
a(s, t) := e−θ(t−s)E[X2s ],
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A(t, s) := H(2H − 1) e−θt e−θs
∫ t
s
eθv
∫ s
0
eθu(u− v)2H−2dudv,
D(t, s) := −H(2H − 1) e−θt e−θs
∫ t
s
eθv
∫ s
0
eθu(u+ v)2H−2dudv.
Then, we can write
J(n) 6 |E1(n)− 2fH(θ)
2 e−2θ
1− e−2θ |+
∣∣∣∣∣E2(n)− 4fH(θ)
( ∞∑
i=1
e−θi ρ(i)− fH(θ)e
−2θ
1− e−2θ
)∣∣∣∣∣+ |E3(n)|
+
∣∣∣∣∣E4(n)− 2
∞∑
i=1
(
ρ(i)− fH(θ) e−θi
)2∣∣∣∣∣+ |E5(n)|+ |E6(n)|.
On the other hand,∣∣∣∣E1(n)− 2fH(θ)2 e−2θ1− e−2θ
∣∣∣∣ 6 2n
n−1∑
j=1
n∑
k=j+1
e−2θ(k−j)
(
[E(X2j )]
2 − fH(θ)2
)
+
∣∣∣∣∣2n
n−1∑
j=1
n∑
k=j+1
e−2θ(k−j) fH(θ)2 − 2fH(θ)
2 e−2θ
1− e−2θ
∣∣∣∣∣
6
2C
n
n−1∑
j=1
n∑
k=j+1
e−2θ(k−j) j2H−2 + 2fH(θ)2
( ∞∑
i=n
e−2θi +
1
n
n−1∑
i=1
i e−2θi
)
6 C
[
1
n
n−1∑
j=1
j2H−2
n−j∑
i=1
e−2θi + e−2θn + n−1
]
6 CϕH(n). (24)
Furthermore,
E2(n) =
4
n
n−1∑
j=1
n∑
k=j+1
e−θ(k−j)E(X2j )[E[Zk−jZ0]− e−θ(k−j)E[Z20 ]− e−θj E[Z0Zk] + e−θk E[Z0Zj]]
=
4
n
n−1∑
j=1
n∑
k=j+1
e−θ(k−j)E(X2j )ρ(k − j)−
4ρ(0)
n
n−1∑
j=1
n∑
k=j+1
e−2θ(k−j)E(X2j )
−4
n
n−1∑
j=1
e−θj E(X2j )
n∑
k=j+1
e−θ(k−j) ρ(k) +
4
n
n−1∑
j=1
ρ(j)E(X2j )
n∑
k=j+1
e−θ(k−j) e−θk
:= E12(n)− E22(n)−E32(n) + E42(n).
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For E12(n), we have∣∣∣∣∣E12(n)− 4fH(θ)∑
i∈N∗
e−θi ρ(i)
∣∣∣∣∣ 6 4n
n−1∑
j=1
n∑
k=j+1
e−θ(k−j) |E(X2j )− fH(θ)||ρ(k − j)|
+4|fH(θ)|
∣∣∣∣∣ 1n
n−1∑
j=1
n∑
k=j+1
e−θ(k−j) ρ(k − j)−
∞∑
i=1
e−θi ρ(i)
∣∣∣∣∣
6 C
(
n2H−2 + n−1
)
because∣∣∣∣∣ 1n
n−1∑
j=1
n∑
k=j+1
e−θ(k−j) ρ(k − j)−
∞∑
i=1
e−θi ρ(i)
∣∣∣∣∣ =
∣∣∣∣∣
∞∑
i=n
e−θi ρ(i)− 1
n
n−1∑
i=1
i e−θi ρ(i)
∣∣∣∣∣
6
∞∑
i=n
e−θi |ρ(i)|+ 1
n
n−1∑
i=1
i|ρ(i)| e−θi
6 C
(
n2H−2 + n−1
)
and by using a similar argument as in above, we also have
4
n
n−1∑
j=1
n∑
k=j+1
e−θ(k−j) |E(X2j )− fH(θ)||ρ(k − j)| 6 C
(
n2H−2 + n−1
)
.
By straightforward calculus, we also have
|E22(n)− 4fH(θ)
∞∑
i=1
e−2θi | 6 CϕH(n)
For E32(n), we have
|E32(n)| 6
4
n
n−1∑
j=1
e−θj |E(X2j )− fH(θ)|
n∑
k=j+1
e−θ(k−j) |ρ(k)|+ 4|fH(θ)|
n
n−1∑
j=1
e−θj
n∑
k=j+1
e−θ(k−j) |ρ(k)|
6 Cn−1.
For E42(n), since
4
n
n−1∑
j=1
n∑
k=j+1
e−θ(k−j) |ρ(j)||E(X2j )− fH(θ)| e−θk 6
C
n
n−1∑
j=1
j4H−4 6
C
n
,
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and
4
n
n−1∑
j=1
|ρ(j)|
n∑
k=j+1
e−θ(k−j) e−θk 6
C
n
n−1∑
j=1
j2H−2 6 CϕH(n)
we get
|E42(n)| 6 CϕH(n).
Thus, we conclude∣∣∣∣∣E2(n)− 4fH(θ)
( ∞∑
i=1
e−θi ρ(i)− fH(θ)e
−2θ
1− e−2θ
)∣∣∣∣∣ 6 CϕH(n). (25)
For E3(n), since for every ∀k > j, |D(k, j)| 6 C(jk)H−1, we can write
|E3(n)| 6 C
n
n−1∑
j=1
n∑
k=j+1
e−θ(k−j) |E(X2j )|(kj)H−1
6
C
n
[
n−1∑
j=1
n∑
k=j+1
e−θ(k−j) |E(X2j )− fH(θ)|(kj)H−1 + fH(θ)
n−1∑
j=1
n∑
k=j+1
e−θ(k−j)(kj)H−1
]
6
C
n
[
n∑
j=1
j4H−4 +
n−1∑
j=1
j2H−2
]
6 CϕH(n). (26)
For E4(n), we first calculate A(k, j)
2. We have
A(k, j)2 = ρ(k − j)2 − 2ρ(k − j) e−θ(k−j) ρ(0) + ρ(0)2 e−2θ(k−j)+e−2θk ρ(j)2
−2 e−θ(k+j) ρ(j)ρ(k) + e−2θj ρ(k)2 + 2 e−θk ρ(k − j)ρ(j)− 2 e−θj ρ(k)ρ(k − j)
−2 e−θ(k−j) ρ(0) e−θk ρ(j) + 2 e−θ(k−j) ρ(0)e−θjρ(k).
Hence, we need to study the rate of convergence of the following terms. We have∣∣∣∣∣ 2n
n−1∑
j=1
n∑
k=j+1
ρ(k − j)2 − 2
∞∑
i=1
ρ(i)2
∣∣∣∣∣ 6 2
∞∑
i=n
i4H−4 +
2
n
n−1∑
i=1
i4H−3
6 CψH(n),
4ρ(0)
∣∣∣∣∣ 1n
n−1∑
j=1
n∑
k=j+1
e−θ(k−j) ρ(k − j)−
∞∑
i=1
e−θi ρ(i)
∣∣∣∣∣ 6 4ρ(0)
∞∑
j=n
j2H−2 e−θj
+
4ρ(0)
n
n−1∑
i=1
e−θi i2H−1
6 CϕH(n)
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and
2ρ(0)2
∣∣∣∣∣ 1n
n−1∑
j=1
n∑
k=j+1
e−2θ(k−j)−
∞∑
i=1
e−2θi
∣∣∣∣∣ 6 Cn−1.
Moreover, it is clear that
1
n
n−1∑
j=1
n∑
k=j+1
[
e−2θk ρ(j)2 + e−θ(k+j) |ρ(j)||ρ(k)|+ e−2θj ρ(k)2] 6 Cn−1
and
1
n
n−1∑
j=1
n∑
k=j+1
e−θk |ρ(k − j)||ρ(j)| 6 C
n
n−1∑
j=1
j2H−2 6 CϕH(n).
In addition,
4
n
n−1∑
j=1
n∑
k=j+1
e−θj |ρ(k)||ρ(k − j)| 6 C
n
n−1∑
j=1
e−θj
n∑
k=j+1
(k − j)4H−4
6
C
n
∞∑
i=1
i4H−4
n−1∑
j=1
e−θj 6 Cn−1,
4
n
n−1∑
j=1
n∑
k=j+1
e−θ(k−j) |ρ(j)| e−θk 6 4
n
n−1∑
j=1
j2H−2
n∑
k=j+1
e−θ(k−j)
6 CϕH(n),
4ρ(0)
n
n−1∑
j=1
n∑
k=j+1
e−θ(k−j) |ρ(k)| e−θj 6 4ρ(0)
n
n−1∑
j=1
e−θj
n∑
k=j+1
e−θ(k−j)(k − j)2H−2
6
4ρ(0)
n
n−1∑
j=1
e−θj
∞∑
i=1
e−θi ρ(i)
6 Cn−1.
Thus, ∣∣∣∣∣E4(n)− 2
∞∑
i=1
(
ρ(i)− fH(θ) e−θi
)2∣∣∣∣∣ 6 CψH(n). (27)
30
For E5(n), we have
|E5(n)| 6 C
n
n−1∑
j=1
n∑
k=j+1
(k − j)2H−2(kj)H−1
6
C
n
n−1∑
j=1
jH−1
n−j∑
i=1
i2H−2(i+ j)H−1
6
C
n
(
n∑
j=1
j2H−2
)2
6 CψH(n). (28)
Finally, using D(k, j)2 6 |A(k, j)||D(k, j)| ∀k > j, we get
|E6(n)| 6 C|E5(n)|. (29)
Combining (24), (25), (26), (27), (28) and (29) the proof is completed.
Let us now study the case when H = 3/4.
Lemma 23 Let X be the solution of (14). If H = 3
4
, we have∣∣∣∣∣∣∣
1
n log(n)
n∑
j,k=1
k 6=j
(E[XkXj ])
2 − 9
32θ4
∣∣∣∣∣∣∣ 6
C
log(n)
. (30)
Proof. Using similar argument as in above, it is straightforward to check that
|E1(n)|+ |E2(n)|+ |E3(n)|+ |E5(n)|+ |E6(n)| 6 C,
and ∣∣∣∣ 1log(n)E4(n)− 932θ4
∣∣∣∣ 6 C log(n)−1
which completes the proof.
Lemma 24 Let X be the solution of (13), with the process G is a bifBm. If 0 < HK < 3/4,
we have∣∣∣∣∣E[Vn(X)2]− 4
∞∑
i=1
[
ρ(i)− (1− 21−K) e−θi ρ(0)]2 − 23−2Kρ(0)2∣∣∣∣∣ 6 CψHK(n).
If HK = 3/4, we have ∣∣∣∣E[Vn(X)2]log(n) − 916θ4
∣∣∣∣ 6 C log(n)−1.
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Proof. We can write
E[Vn(X)
2] =
2
n
n∑
k,l=1
k 6=l
(E[XkXj ])
2 +
2
n
n∑
k=1
(E[X2k ])
2,
where
| 1
n
n∑
k=1
(E[X2k ])
2 − 22−2Kρ(0)2| 6 1
n
n∑
k=1
|E[X2k ]− 21−Kρ(0)|(E[X2k ] + 21−Kρ(0))
6
C
n
n∑
k=1
|E[X2k ]− 21−Kρ(0)|
6
C
n
n∑
k=1
k2HK−2
6 CϕHK(n).
Moreover, ∣∣∣∣∣∣∣
1
n
n∑
j,k=1
k 6=j
(E[XkXj])
2 − 2
∞∑
i=1
(ρ(i)− (1− 21−K) e−θi ρ(0))2
∣∣∣∣∣∣∣ 6 CψHK(n).
Indeed, we have
1
n
n∑
k,j=1
(E[XkXj ])
2 = E1(n) + E2(n) + E3(n) + E4(n) + E5(n) + E6(n)
where
E1(n) :=
2
n
n−1∑
j=1
n∑
k=j+1
a(k, j)2, E2(n) :=
4
n
n−1∑
j=1
n∑
k=j+1
a(k, j)A(k, j)
E3(n) :=
4
n
n−1∑
j=1
n∑
k=j+1
a(k, j)D(k, j), E4(n) :=
2
n
n−1∑
j=1
n∑
k=j+1
A(k, j)2
E5(n) :=
4
n
n−1∑
j=1
n∑
k=j+1
A(k, j)D(k, j), E6(n) :=
2
n
n−1∑
j=1
n∑
k=j+1
D(k, j)2
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with for 0 < s < t,
a(s, t) := e−θ(t−s)E[X2s ],
A(t, s) := 21−KHK(2HK − 1) e−θt e−θs
∫ t
s
eθv
∫ s
0
eθu(u− v)2HK−2dudv,
D(t, s) := 22−KK(K − 1) e−θt e−θs
∫ t
s
∫ s
0
eθu eθv(uv)2H−1(u2H + v2H)K−2dudv.
Using similar arguments as in the subfractional case, we obtain∣∣∣∣E1(n)− 23−2Kρ(0)2 e−2θ1− e−2θ
∣∣∣∣ +
∣∣∣∣∣E2(n)− 23−Kρ(0)
∞∑
i=1
e−θi ρ(i)− 23−Kρ(0)2 e
−2θ
1− e−2θ
∣∣∣∣∣
+
∣∣E3(n)∣∣+
∣∣∣∣∣E4(n)− 2
∞∑
i=1
(ρ(i)− ρ(0) e−θi)2
∣∣∣∣∣+ ∣∣E5(n)∣∣+ ∣∣E6(n)∣∣
6 CψHK(n)
which completes the proof of the first inequality of Lemma 24.
By using similar techniques as in above we also obtain for HK = 3/4,∣∣∣∣∣∣∣
1
n log(n)
n∑
j,k=1
k 6=j
(E[XkXj ])
2 − 9
32
1
θ4
∣∣∣∣∣∣∣ 6 C log(n)−1
which finishes the proof.
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