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Resumen 
I - - : ' ' " - ' ' ' • ' • : • ^ 
Esta tesis trata principalmente del diseño de leyes de retroalimentación estática de estado 
para sistemas modelados por ecuaciones diferenciales no lineales afines en la entrada, cuyo 
objetivo es la linealización del sistema. Este procedimiento involucra tediosas y largas 
manipulaciones algebraicas, por lo que es recomendable automatizarlos mediante un paquete 
computacional que maneje álgebra simbólica. Se seleccionó el Mathematica para lograr este 
objetivo. 
Generalmente la linealización (sistema no lineal + retroalimentación estática de estado) no 
se aprecia en el sistema de coordenadas original, para esto, es necesario una transformación de 
coordenadas que cumpla con algunas condiciones. 
Existen casos en que la retroalimentación estática de estado no es suficiente para linealizar 
completamente el sistema; sin embargo puede linealizarse una parte y la otra permanecer no 
lineal, esta última induce la Dinámica Cero la cual nos interesa que sea estable para que el 
sistema en total sea estabilizable. Nuevamente para poder observar claramente lo anterior se 
requiere una transformación de coordenadas. 
Una vez obtenida la parte lineal y conociendo que la dinámica cero es estable podemos 
utilizar la teoría de los sistemas lineales para encontrar la solución a problemas de control 
como: seguimiento asintótico, rechazo a perturbaciones, etc... 
Introducción 
En el estudio de los sistemas de control no lineal es natural tratar de extender la teoría de 
los sistemas lineales. Un tópico es considerar sistemas afines en la entrada, con la geometría 
diferencial como soporte matemático. 
La geometría diferencial trata sobre curvas y superficies, las funciones que las definen y 
transformaciones entre las coordenadas. Las curvas mencionadas están formadas por puntos; 
para decir que un punto puede ser distinguido de otro, o que hay un punto suficientemente 
cerca a donde queremos ir, o hablar de vecindades de un punto es necesario hacer 
consideraciones topológicas. La preservación de algunas características topológicas como 
compacidad y continuidad es indispensable para pasar de un espacio a otro. 
Uno de los conceptos importantes mostrado en este trabajo es el de la Linealización 
Exacta en el Espacio de Estado y la determinación de La Dinámica Cero para los sistemas 
SISO y MIMO. El objetivo de la tesis es el de implementar en el Mathematica funciones 
necesarias para obtener algunos resultados de esta area de estudio de los sistemas no lineales. 
Consideraremos sistemas no lineales caracterizados por la siguiente ecuación diferencial: 
(la) 
(Ib) 
i=l 
representa un vector de estado, U j , . . . ^ son los componentes del 
vector de entrada u y (yi,.. .,ym) son los componentes del vector de salida y. 
Las funciones: 
f(x) = 
" f i W 
f 2 w 
f n t ó 
a(x) = 
g í iW 
8 2 M 
ginM 
hj(x) 
con ij=l,...,m, son no lineales en sus argumentos y diferenciables un número cualquiera de 
veces, cuando esto sucede diremos que son funciones suaves. 
Otro de los puntos importantes es la retroalimentación de estado; existen 2 tipos básicos: 
• 1Retroalimentación de estado estática.-
Este modo de control es tal que el valor del vector de entrada u en 
cada instante de tiempo t depende del estado x y los componentes 
vj , . . . , v m de algún vector de entrada de referencia v: 
m 
u i = a i ( x ) + Z P i j ( x ) v j 
j=l 
Retroalimentación de estado dinámica.-
En este modo de control, el valor del vector de entrada u en cada 
instante de tiempo t depende del estado x, los componentes de algún 
vector de referencia v y además del valor de un vector de estado 
adicional auxiliar z = ( z j , . . z ^ ) : 
m 
u¡ =cti(x,z)+ £Py (x , z )v j 
j=l 
m 
¿=Yi(y>z)+ Z 5 i j ( y * z ) v j 
j=i 
'Es el tipo utilizado en esta tesis 
La tesis está organizada de la siguiente manera. En el Capitulo 1 introduciremos la base 
matemática, analizaremos las variedades, generalización al caso no lineal de los subespacios en 
los sistemas lineales, en las que están definidos los sistemas de control, sus transformaciones 
de estado para obtener las partes alcanzable/no alcanzable y observable/no observable del 
sistema transformado. 
En el Capítulo 2 analizaremos algunos de los problemas de control para el caso SISO, 
utilizaremos dos características importantes de los sistemas dinámicos: 
a) La Linealízación mediante una retroalimentación estática no lineal de estados y su 
relación con el Principio de Estabilidad en la Primera Aproximación. 
b) La Dinámica Cero y su importancia para el análisis de estabilidad. 
Posteriormente en el Capítulo 3 las características (a) y (b) serán extendidas al caso 
MIMO, y además en este mismo capítulo veremos el desacoplamiento, la forma en que la 
salida hj se ve afectada únicamente por la entrada u¡, en los sistemas que tienen igual número 
de entradas y de salidas. 
El Capítulo 4 presenta una breve explicación del entorno del Mathematica y el Capitulo 
5 muestra el listado del programa donde se implementaron las funciones. 
En el Capítulo 6 se analiza la dinámica de un Robot utilizando el programa desarrollado 
en el Mathematica y se realiza una simulación con los resultados obtenidos. Posteriormente a 
este capítulo se encuentra las Conclusiones, donde se menciona brevemente lo que se ha 
logrado hacer en esta tesis. 
Y por último, el Apéndice contiene algunos conceptos de Algebra de Lie, Cálculo 
avanzado, Topología y Variedades. 
Capítulo 1 
Antecedentes de sistemas no lineales 
1.1. Introducción 
El objetivo principal de este capítulo es el de presentar una serie de analogías entre la 
teoría de los sistemas lineales y la de los no lineales, donde destaca pricipalmente la 
transformación de coordenadas para descomponer el sistema en sus partes alcanzable/no 
alcanzable y observable/no observable. 
Un espacio dual V*, de un espacio vectorial V, es el conjunto de todas las funcionales 
lineales evaluadas en los reales y definidas sobre V; ambos espacios son de la misma 
dimensión. 
Sea el sistema no lineal: 
i = f ( x ) + £ g i U ) u i 
i=l 
y j =h j (x ) ( j = l , . . . ,m) 
llamaremos campos vectoriales a los mapeos f , g i , . . . , g m , por el hecho de que asignan un 
vector de R n a cada punto x de U (subconjunto de RN); junto con estos campos vectoriales 
manipularemos sus objetos duales a los cuales llamaremos campos covectoriales, estos 
asignan a cada punto x de U un elemento del espacio dual (R11) . 
Supongamos que cü],...,<an son funciones suaves evaluadas en los reales de las variables 
x ] , . . . , x n , definidas sobre U, entonces podemos identificar el siguiente vector renglón: 
co(x)-[co 1 (x 1 , . . . ,x n ) © 2 ( x 1 , . . . , x n ) — O ^ X ! , . . . ^ ) ] 
como un campo covectorial. 
1.2. Cambio de coordenadas en el espacio de estado. 
La transformación de coordenadas del espacio de estado, es usada para analizar algunas 
propiedades de interés, por ejemplo controlabilidad y observabilidad, o para mostrar si ciertos 
problemas de control pueden tener solución. 
En el caso de un sistema lineal, se considera normalmente un cambio de coordenadas 
lineal. Esto corresponde a la sustitución del vector de estado original x con un nuevo vector z 
relacionados por una transformación de la forma z = Tx, donde T es una matriz no singular. 
Si el sistema es no lineal, es más significativo utilizar un cambio de coordenadas no lineal, 
el cual tiene la forma: 
La propiedad (i) es necesaria para tener la posibilidad de recuperar el espacio de estado 
original, mientras que (ii) garantiza que el sistema en las nuevas coordenadas esté 
caracterizado por funciones suaves (diferenciables un número de veces suficientemente 
grande) al igual que el sistema original. 
Como las propiedades anteriores de la transformación no lineal son difíciles de obtener 
para todo el espacio de estado, en la mayor parte de los casos se definen únicamente en la 
vecindad de un punto dado. 
Suponga que O(x) es una función suave definida en algún subconjunto U de R n , además 
que la matriz Jacobiana 
0 2 ( x ) 
® n W 
y cumple con las siguientes propiedades: 
(i) O(x) es invertible, por lo que existe <E>-1(z) tal que í> - 1(o(x)) 
(ii) O(x) y <D-1(z) son mapeos suaves. 
- x. 
d®i DD»! AO>! 
dxi 3X 2 dxn 
D 0 2 d®2 d®2 
CBQ 3X2 5XN 
dén dén dÓn 
CBQ 5X 2 
es no singular en un punto x = x°, entonces 3>(x) define una transformación local sobre un 
subconjunto abierto U° de U, que contiene a x°. 
1.3. Distribuciones 
Suponga que los siguientes campos vectoriales f j (x) , . . . , f c j (x) están definidos en un 
subconjunto abierto U del espacio de estado, por lo tanto al evaluarlos en un punto de U 
obtenemos un grupo de d vectores que asignan un espacio vectorial a este punto, lo mismo 
sucede con cada uno de los puntos del subconjunto. Este hecho recibe el nombre de 
distribución suave y la denotaremos por: 
A(x) = span{f 1 (x) , . . . , f d (x)} (1.3.1) 
Si AJ(x) y A2(X) son distribuciones suaves, AI(x) + A 2(x) es otra distribución suave; la 
intersección de ellas puede no serlo. 
Suponga dos distribuciones suaves A J , A 2 C A , entonces AI+A2CZA. La familia de 
todas las distribuciones suaves contenidas en A contiene un elemento único maximal, la suma 
de todos los miembros de la familia el cual será denotado por smt(A). Algunas veces utilizado 
para sustituir A. 
Una distribución A, definida en un subconjunto abierto U, es no singular si existe un 
entero d tal que dim(A(x)) = d V x e U . Si la condición anterior no se cumple la distribución 
es singular. 
Un punto x° de U es un punto regular de À si la distribución es no singular en una 
vecindad U° de x°. Cada punto de U que no es regular se llama punto de singularidad. Sea 
x° un punto regular de Á, suponga que dim(A(x°)) = d entonces existen d campos 
vectoriales f \ , . . . , f d , todos definidos en una vecindad U° de x° tal que: 
(i) f j (x), . . . , f d (x) son linealmente independientes V x e U° 
(ii) A (x) = span{f1(x) , . . . , fd(x)} V x e U ° 
En la vecindad de un punto regular, no puede suceder de que la intersección de dos 
distribuciones suaves, deje de ser suave. 
Cada campo vectorial suave T, que pertenece a À puede ser expresado sobre U° como: 
d 
i=l 
donde c¡ :R n - » R está definido en U y c¡ sC 0 0 . 
Sean Aj(x) y A 2(x) 2 distribuciones suaves, definidas en U, con la propiedad de que 
A¡ (x) es no singular, Aj c A2 y A] (x) = A 2(x) Vx e U, entonces Aj = A2 . 
Una distribución A es involutiva si el producto de Lie [ver apéndice] de cualquier par de 
campos vectoriales que pertenecen a la distribución, genera un campo vectorial que pertenece 
a A. 
x!,T2 G A ^ I / c ^ J e A 
Si A es no involutiva, es de gran ayuda formar una distribución apropiada que sí lo sea. 
Suponga que A ^ 2 = ) A donde A 1 ? A 2 son involutivas, por lo tanto A j r>A 2 z )A (la 
intersección es también involutiva). La familia de todas las distribuciones involutivas que 
contienen a A, contiene un elemento minimal, intersección de todos los elementos de la 
familia, el cual es llamado cerradura involutiva de A y denotado por inv(A). 
1.4. Teorema de Frobenius 
Definición 1. Sea la distribución (1.3.1) no singular, el campo covectorial aniquilador w es 
tal que (w(x), f¡ (x)) = 0 V 1 < i < d V X G U 0 . 
• 
En lugar de aceptar cualquier solución de la ecuación 2w(x)F(x)=0, buscamos soluciones 
A A / 
de la forma w = Á donde X es una función suave evaluada en los reales. 
Ecuación diferencial parcial: 
| ^ [ f l ( x ) , . . . , f d ( x ) ] = | ^ F ( x ) = 0 (1.4.1) 
ox dx 
dX i ^ dX n _ d 
dx ' dx 
(1.4.1), por lo tanto el espacio de soluciones es de dimensión n-d. 
, , son covectores independientes para cada x e U ° que satisfacen la ecuación 
Definición 2. Una distribución no singular A de dimensión d, definida en un conjunto abierto 
U c R n se dice que es completamente integrable si V x ° e U existe una vecindad 
U° de x° y n-d funciones suaves evaluadas en los reales , todas definidas en U 
y las cuales inducen la siguiente codistribución aniquiladora de A: 
A x = span{dX i , . . . , d X n _ d } 
• 
Teorema 1,[5],[8](Frobenius). Una distribución no singular es completamente integrable si y 
solo si es involutiva. 
• 
2F(x)=[fi(x),...,fd(x)] 
1.5. Geometría diferencial 
Definición 3. Un subconjunto N de R N es una variedad de dimensión k si para cada XGN 
existen subconjuntos abiertos U y V de RN con x e U , y un "diffeomorfismo" f de U a V tal 
que: 
f ( U n N ) = { y e V : y k + 1 = - = y n =0} 
Entonces, un punto y en la imagen de f tiene la siguiente representación: 
y , ( y l ( x ) , y 2 ( x ) , - , y k ( x ) , 0 , . . , 0 ) 
• 
En otras palabras, una Variedad de dimensión k puede ser expresada usando n variables 
con n-k restricciones, o solo con k variables y ninguna restricción. 
Ejemplo: una esfera de radio unitario centrada en el origen de R (variedad de dimensión 2) 
es representada por las 3 coordenadas (x ! ,x 2 , x 3 ) del espacio R 3 con solo una restricción: 
0 0 0 
cumplir con la ecuación Xj + + x^ - 1 = 0. En cambio, podemos hacer corresponder a cada 
punto de la esfera un punto del espacio R (sin restricciones), vía la siguiente función: 
f = (u1 ,u2 ,0) = *2 
v l - x 3 ' l - x 3 
,0 
Definición 4. Un vector tangente v en p es un mapeo v:C°°(p)->R con las siguientes 
propiedades: 
(i) (Linealidad) v(aX + by) = av(x) + bv(y) V X,y e C ^ t p ) y a , b e R 
(ii)(Leibnitz) v(^y) = y ( p ) v W + A,(p)v(y) VX,y e C ^ p ) 
• 
Definición 5. El espacio tangente a la variedad N en el punto p, denotado por TpN, es el 
conjunto de todos los vectores tangentes en p. Si la variedad N es una hipersuperficie, el 
objeto previamente definido lo podemos identificar como un hiperplano tangente. 
• 
En la esfera del ejemplo anterior existe un plano tangente a cada punto, el cual no es un 
. 3 
subespacio de R , pero sí una variedad de dimensión 2, por lo que el espacio tangente TpN 
coindice con R para cada uno de los puntos de la esfera. 
Sea (la), si los m+1 campos vectoriales que caracterizan el sistema dinámico inducen una 
distribución A(x), y la trayectoria del estado, solución de la dinámica, evoluciona sobre un 
subconjunto de R n (variedad de dimensión inferior a n) entonces el espacio vectorial A(p), 
para cada punto de la variedad, es un subespacio del espacio tangente a esa variedad en el 
mismo punto. 
1.6. Distribuciones invariantes 
Una distribución A, se dice ser invariante bajo el campo vectorial f si el paréntesis de Lie 
[f, t ] de f con cada campo vectorial x de A es un campo vectorial que pertence a A. 
t e A =>[f ,x] eA 
La ínvariancia de una distribución bajo un campo vectorial, es la generalización al caso no 
lineal de la invariancia de un subespacio vectorial bajo un mapeo lineal. 
Sea A una distribución involutiva no singular de dimensión d y suponga que A es 
invariante bajo el campo vectorial f. Entonces para cada x° existe una vecindad U° de x° y 
una transformación de coordenadas z = 0 ( x ) definida sobre U , en la cual el campo vectorial 
f es representado por un vector de la forma: 
f 1 ( z 1 , . . . , z d , z d + 1 , . . . , z n ) 
f (z) 
fd(z1,...,zd,zd+1,...,zn) 
fd+l(zd+l>--->zn) 
Sea un sistema dinámico de la forma: 
x = f (x) 0.6 .1) 
y sea A una distribución no singular, de dimensión d, e involutiva, invariante bajo el campo 
vectorial f, por lo tanto el sistema en cuestión puede ser transformado a la siguiente forma: 
Supongamos el sistema de control no lineal (I), analizaremos bajo que condiciones puede 
ser transformado localmente para descomponerlo en sus partes alcanzable/no alccmzable 
(Caso 1) y observable/no observable (Caso 2), se analizará lo mismo para el caso lineal. 
Caso 1.- Sea A una distribución involutiva no singular de dimensión d y suponga que es 
invariante bajo los campos vectoriales f , g i , . . . , g m . 
Suponga que span{g1 , . . . ,gm}c: A. Entonces para cada x° es posible encontrar una 
vecindad U° de x° y una transformación local de coordenadas z = <£(x) definida en U° tal 
que (la) es representado por 
C l = f a f e l ¿ 2 ) 
¿ 2 = f b ( C 2 ) 
donde Ci = (z ! , . . . , z d ) y Q2 = ( zd+l>--^ zn)-
1.7. Descomposición local de sistemas de control 
m 
C l = f a ( C b C 2 ) + I g a i ( C l , C 2 ) U i (1.7.1a) 
i=l 
C 2 = f b ( C 2 ) (I.7-lb) 
donde Ci y C2 = (zd-t 1= - ' z n)-
Caso 2.- Sea A una distribución involutiva no singular de dimensión d y suponga que es 
invariante bajo los campos vectoriales f ,g i , . . . ,g m ; supone además que la codistribución 
span{dh1,...,dhp} está contenida en la codistribución A"1. Entonces para cada punto x° es 
posible encontrar una vecindad U° de x° y una transformación local de coordenadas 
z = <£(x) definida en U° tal que (I) es representado por 
m 
Ci = f a (C i ,C2 )+Xga i ( í l , í 2 )u i (1.7.2a) 
i= l 
m 
C2 = f b ( C 2 ) + Z B b i ( C 2 ) u i (1.7.2b) 
i=l 
y¿ = HI(C2> (1-7.2C) 
donde Q = (z1 , . . . ,zd) y Q2 = (zd+l>--->zn)-
3Caso 3.- Sea el sistema lineal 
x — Ax + Bu (1.7.3a) 
y = Cx (1.7.3b) 
Si existe un subespacio V de R n de dimensión d con las siguientes propiedades: 
(i) V es invariante bajo A: A x e V Vx<=V. 
(ii) V contiene la imagen de la matriz B: Bu e V V u e R m . 
entonces (1.7.3a) después de un cambio de coordenadas puede descomponerse en la siguiente 
forma: 
3Análogo al caso 1. 
= -Al l x l + Aj2^2 + B u^ 
X2=A2 2X2 
donde x^ y X2 denotan los vectores formados por las primeras d y, respectivamente, las 
últimas n-d nuevas coordenadas. Si además el subespacio V tiene la siguiente propiedad: 
(iii) V es el subespacio más pequeño que satisface (i) y (ii). 
la cual se satisface si y solo si entonces el par ( A ^ , B j ) es 
alcanzable. 
4Caso 4.- Sea el sistema lineal (1.7 3), considere un subespacio W de R n caracterizado por 
las siguientes propiedades: 
(i) W es invariante bajo A. 
(ii) W está contenido en el espacio nulo de C. 
(iii) W es el subespacio más grande que satisface (i) y (ii). 
Las primeras dos propiedades implican la existencia de un cambio de coordenadas que induce 
sobre el sistema lineal una descomposición de la forma: 
xi = A j pq + A i 2 x 2 + B¡u 
x 2 = A 2 2 x 2 + B 2 U 
y = c 2 x 2 
la tercera condición se cumple si y solo si: 
W = ker 
C 
CA 
CA n - 1 
en este caso el par (C 2 ,A 2 2 ) es observable. 
4Análogo al caso 2. 
1.8. Alcanzabilidad Local 
Sea A una distribución no singular, de dimensión d con las siguientes propiedades: 
(a) A es involutiva 
(b) A ^ span{g],...,gm} 
(c) A es invariante bajo los campos vectoriales f , g i , . . . , g m 
La sugerencia obvia que viene de la descomposición (1.7-1) es analizar la distribución 
mínima que está contenida en cualquier distribución que cumple con (a),(b) y (c). 
Lema 1,[5). Sea A una distribución suave y 
Tq} (1-8-1) 
un conjunto de campos vectoriales. La familia de todas las distribuciones invariantes bajo 
(1.8.1) y que contienen a A, contiene un elemento minimal, el cual es una distribución suave. 
• 
Definición 6. La distribución mas pequeña que contiene a A y es invariante bajo los campos 
vectoriales (1.8.1) es denotada por el símbolo 
<Tl,...,Tq |A) (1.8.2) 
• 
Dada una distribución A y un conjunto (1.8.1) de campos vectoriales, definimos la 
siguiente secuencia no decreciente de distribuciones 
A 0 - A 
q (1.8.3a) 
Ak = Ak- l + £ [ T i » A k - l ] (l.8.3b) 
i=l 
Lema 2,[5]. Las distribuciones A^ generadas por (1.8.3) son tales que 
Ak a ^ X j , X q j A ^ V k, si existe k* tal que Ak* = Ak*+1, entonces A ^ -
• 
En el sistema lineal (1.7.3) la secuencia (1.8.3) finaliza con el subespacio de alcanzabilidad 
R = IM(B AB •••ATI~1B) mas pequeño que contiene a Im(B) y es invariante bajo A. 
La secuencia (1.8.3) converge en un número finito de pasos cuando todas las 
distribuciones de la secuencia son no singulares, por lo tanto por construcción 
dim A^ < dim < n, pero si las distribuciones son singulares se obtiene un resultado 
débil, el cual se muestra a continuación. 
* 
Lema 3,[5]. Existe un subconjunto abierto y denso U de U con la propiedad de que en cada 
punto x e U* 
A „ - I = ( x i , . . . , T q | A ) (1.8.4) 
• 
La propiedad (1.8.4) es indispensable para alcanzar involutividad 
Lema 4,[5]. Supóngase que A es generada por algunos de los campos vectoriales de (1.8.1). 
Entonces existe una subvariedad abierta y densa U* de U con la siguiente propiedad, 
V x ° e U * existe una vecindad V de x y d campos vectoriales , • • •, 9 d de la forma 
6 i = [ v r , [ - , [ v i , v 0 ] ] ] 
donde r <n- l es un entero que puede depender de i y v0,--- ,v r son campos vectoriales que 
pertenecen al conjunto (1.8.1) tal que 
( T j . - . i q l A ) = span{9 1(x) , . . . J0 d(x)} V x e V 
• 
Es posible encontrar condiciones bajo las cuales las distribución (1.8.2) es también 
involutiva. 
Lema 5,[5]. Supóngase A es generada por algunos de los campos vectoriales { ^ 1 , . . . , ^ } y 
que es no singular, por lo tanto es involutiva. 
• 
Lema 6,[5]. Suponga A es generada por algunos de los campos vectoriales {ti> •>Tq} Y <?ue 
A n _ j es no singular. Entonces es involutiva y obtenemos A n _ j = 
• 
Si ^ f ,g i , . . . g m | span{g i , . . . g m }^ es no singular y además es involutiva, la descomposición 
(1.7.1) puede ser llevada a cabo. 
1.9. Observabilidad Local 
Si existe una distribución A 110 singular de dimensión d con las siguientes propiedades: 
(a) A es involutiva 
(b) A está contenida en la distribución : (span{dh1,...,dhp}) 
(c) A es invariante bajo los campos vectoriales f , g i , . . . , g m . 
Queremos encontrar condiciones bajo las cuales los puntos que pertenecen a diferentes 
particiones de U° produzcan diferentes salidas. Lo correcto es buscar la distribución mas 
grande que satisface (b) y (c). 
La existencia de A implica y está implicada por la existencia de una distribución C^A-1-) 
con las siguientes propiedades: 
(i) N es generado localmente V X G U por n-d campos covectoriales exactos. 
(ii) Q contiene a spanjdhj, . . . , dhp}. 
(iii) Q. es invariante bajo los campos vectoriales f , g ] , . . . ,g m . 
Podemos buscar la codistribución Q mas pequeña que satisface (ii) y (iii). 
Lema 7,[5]. Sea Q una codistribución suave y (1.8.1) un conjunto de campos vectoriales 
dado. La familia de todas las codistribuciones las cuales son invariantes bajo (1.8.1) y que 
contienen a Q , tiene un elemento minimal, el cual es una codistribución suave. 
• 
Dada una codistribución Q y (1.8.1) podemos considerar la versión dual de (1.8.3) 
Qo = Q 
i (1.9.1) 
i=i 
Lema 8, [5]. Las codistribuciones generadas por el algoritmo (1.9.1) son tales que 
Dk tz^Tl5...,Tq|n^ para toda k, si existe un entero k* tal que Ok* = entonces 
• 
En el caso de un sistema lineal, la secuencia (1.9.1) puede ser interpretada como una 
analogía no lineal de una secuencia que conduce al subespacio más grande de R n invariante 
bajo A y contenido en el kernel de C. Suponga 
n 0 = span{c l j . . . ,cp} 
x(x) = Ax V x e R " 
los Cj's son los renglones de C. 
Cualquier campo covectorial co en í2Q puede ser expresado localmente como 
P 
co = £c¡y¡(x) donde yj's son funciones suaves evaluadas en los reales; es fácil deducir que 
i=l 
= n 0 + L T n 0 
= span{c1 , . . . ,cp jL tc1 , . . . ,LTcp} 
= span{c1 , . . . ,cp ,c1A,... ,cpA} 
= span{C,CA} 
de la misma forma, para cualquier k Qk(x) = span{c,CA,...,CAk}. El argumento de 
dimensionalidad prueba que existe k* < n con la propiedad £lk* -
Por dualidad O^n- l es la distribución invariante más grande bajo el campo vectorial Ax y 
contenida en la distribución n x o - Por construcción para cada x e R n 
C 
CA 
CA11"1 
Lema 9,[5]. Existe un subconjunto abierto y denso U* de U con la propiedad de que para 
cada punto x e U* 
(Ti1 . . . ,xq |n)(x) = n n _ 1 ( x ) 
• 
n ¿ ( x ) = Ker(c) y n¿_ 1 (x ) = Ker 
Lema 10,[5]. Suponga í~2 es generado por el conjunto 
dI1 , . . . ,dÀ. s (1.9.2) 
de campos covectoriales exactos, entonces existe un subconjunto abierto y denso U de U 
con la siguiente propiedad: para cada x° eU* existe una vecindad abierta U° y d campos 
covectoriales exactos (con Dim(^Ti, . . . ,Tq|í^(x0)) = d) ca ],. . . , co ¿ los cuales tienen la forma 
co j = dLv ...LVlX,j donde r<n-l y puede depender de i, y los Vj's son campos vectoriales del 
conjunto (1.8.1) y Xj es una función del conjunto tal que 
= span{co1(x),...,co(j(x)} para toda x e U ° . 
• 
Lema 11,[5]. Suponga que Ci es generado por el conjunto (1.9.2) de campos covectoriales 
exactos y que ^Ti, . . . ,Tq|f iyx) es no singular. Entonces es involutiva. 
• 
Lema 12,[5]. Suponga Q es generado por el conjunto (1.9.2) de campos covectoriales 
exactos y n n _ ! es no singular. Entonces es involutiva y = ^n-1-
• 
En el estudio de la interacción estado-salida para un sistema de control de la forma (I) 
consideramos la distribución 
Q = ( f ; g 1 , . . . , g m span{dhb . . . ,dh } 
_L 
invariante bajo f ,g i , . . - ,g m y que está contenida en Q = (span{dh1,...,dhp})"L. 
Si es no singular, entonces de acuerdo al lema 12 es también involutiva. Esta distribución es 
usada para encontrar una descomposición de la forma (1.7.2). 
Capítulo 2 
Síntesis para Sistemas 
No Lineales 
: 
2.1. Antecedentes 
En esta sección se muestra el uso de la Derivada de Lie para transformar el sistema de 
coordenadas de un sistema no lineal, a un sistema de coordenadas de especial interés, donde 
algunas de las propiedades del sistema se observan casi directamente. 
2.1.1. Grado relativo 
Definición 1. Sea el siguiente sistema con entrada y salida escalares: 
x = f (x ) + g(x)u 
(2.1.1.1) 
y = h(x) 
donde f(x), g (x) y h(x) están definidos exactamente igual que en el Capítulo 1, se dice tener 
grado relativo r en un punto x° si: 
a ) L g L k h ( x ) = 0 V x en una vecindad de x° y V k < r - 1 
b)L gL ¡ ^ ( x ^ O 
• 
El grado relativo del sistema lineal (1.7.3) está caracterizado por las condiciones: 
CAkB = 0 k < r - 1 
CA r - 1 B 4- 0 
en este caso f(x)=Ax, g(x)=B, h(x)=Cx. 
El entero r que satisface estas condiciones es exactamente igual a la diferencia entre el 
grado del polinomio denominador y el grado del polinomio numerador de: 
H(s) - C ( s l - a ) _ 1 B 
Síntesis para Sistemas No Lineales 
Lema 1,[5]. Los vectores renglón dh(x°) ,dLfh(x° x°) son linealmente 
independientes. 
• 
lo que significa que las funciones <J>i(x) = h(x),(|)2(x) = Lfh(x),•••,({)r(x) = L^ _ 1 h(x) pueden 
ser utilizados como los r primeros componentes de un cambio de coordenadas del estado. 
Lema 2,[5]. Sea (|) una función envaluada en los reales y f , g campos vectoriales, todos 
definidos en un conjunto abierto U de R n entonces para cualquier selección de s , k , r > 0 , 
como consecuencia los dos conjuntos de condiciones: 
(i) Lg(|>(x) - LgL f<Kx) =... = LgLfk<|>(x) = 0 V x £ U 
(ii) Lgc|>(x) = LadfgcKx) Ladkg<Kx) = 0 V x e U 
son equivalentes. 
• 
Si r < n entonces siempre es posible encontrar n-r funciones cj)r+] (x),. . . , <J>n (x) tal que el 
mapeo: 
<D(x) = 
> l ( x ) 
d>nOO 
( 2 . 1 . 1 . 2 ) 
tenga una matriz Jacobiano la cual es no singular en x° y por lo tanto califica como 
transformación de coordenadas en una vecindad de x°. Siempre es posible escoger 
4>r+i (x), , t^ n (x) de tal forma que: 
Lg(j)¡ = 0 (2.1.1.3) 
V r +1 < i < n y para toda x en una vecindad de x°. No obstante no existe forma constructiva 
para obtener estas funciones. La descripción del sistema en las nuevas coordenadas será como 
sigue: 
¿ l = z2 
¿2 = z3 
¿ r - l = z r 
z r = b(z) + a(z)u 
zr+l = <Jr+l 
(2.1.1.4) 
como y=h(x), es claro que y = z¡. 
2.1.2. Linealización Exacta vía Retroalimentación de Estado 
Para un sistema SISO la estructura mas conveniente de una ley de control por 
retroalimentación de estado estática es u = a (x ) + |3(x)v, donde v es la entrada de referencia 
externa. 
La composición de esta ley de control con un sistema de la forma (2.1.1.1) produce un 
lazo cerrado caracterizado por la estructura: 
X = f(x) h- g(x)a(x) + g(x)p(x)v 
Y = h(x) 
a ( x ) y P(x) están definidas sobre un subconjunto abierto de Rndonde la transformación es 
factible. p ( x ) ^ 0 V x en este conjunto, si no fuera así no se puede definir la entrada v. 
Cualquier sistema no lineal con grado relativo n en algún punto x° puede ser transformado en 
un sistema, el cual, en una vecindad de z1^ = <E>(x^ ) es lineal y controlable. 
Sobre el sistema linealizado entonces obtenido, podemos seleccionar la ley de control por 
retroalimentación de estado v = k z , donde k = (c 0 , . . . , c n _i ) , puede ser seleccionado, por 
ejemplo, para asignar un conjunto específico de valores característicos, o satisfacer un criterio 
óptimo. Recordemos que las z[s son funciones de x, la retroalimentación en cuestión puede 
ser reescrita de la siguiente forma: 
v = c0h(x) + C]Lfh(x)+- • • +cn_lLfn~1h{x) (2.1.2.1) 
con v definida de esta manera obtenemos la siguiente retroalimentación estática de estado: 
u = 
n-1 
-L jh (x ) + £ C i L j h ( x ) 
i=0 
n-h LgL ® h(x) 
(2.1.2.2) 
La característica básica del sistema que hizo posible transformarlo en uno lineal y 
controlable, fue la existencia de una función de salida, h(x), para la cual el sistema tiene grado 
relativo igual a n. El grado relativo es invariante bajo transformación y/o retroalimentación 
estática de estado. 
Teorema 1,[5]. Suponga el sistema x = f (x ) + g(x)u. El problema de la Iinealización exacta 
del espacio de estado tiene solución en una vecindad del punto x° si y solo si las siguientes 
condiciones son satisfechas: 
(i) La matriz g(x°) ad fg(x°) - ad£~2g(x°) ad£_ 1g(x0)] tiene rango n. 
(ü) La distribución D=span{g adfg ad£
 2 g j es involutiva en una vecindad de x* 
• 
La condición (i) del Teorema 1 tiene la siguiente interpretación interesante. Suponga que 
f (x°) = f (o) = 0 y considere para f(x) una expansión de la forma 
f (x) = Ax + f 2 (x) con A = 
"af" * t "af2* 
.5x. x=0 
y . 5x _ 
= 0. 
x=0 
y sea g(x) una expansión de la forma: 
g ( x ) - B + g l (x ) con B=g(0) 
Esto caracteriza la aproximación lineal del sistema en x=0, la cual está definida como 
x = Ax + Bu. El campo vectorial ad^g(x) puede ser expandido de la siguiente forma: 
adkg(x) = ( - l ^ A ^ B + pkfx) donde p^fx) es una función tal que pk (o) - 0. 
de esto vemos la condición (i) del Teorema 1, es equivalente a la condición: 
rango (b AB — A n _ 1B) = n 
concluimos que la controlabilidad de la aproximación lineal del sistema en x=x° es una 
condición necesaria para solucionar el problema de la linealización Exacta del Espacio de 
Estado. 
Ahora supongamos que el problema de la linealización Exacta del Espacio de Estado tiene 
solución, por lo tanto, existe una salida ficticia ^(x) tal que: 
LgX(x) - LgLfX(x) = LgL"~2\(x) = 0 
LgL^_1X(x) 4 0 
para toda x en una vecindad de x^, entonces vía el Lema 2 la primera expresión puede 
reescribirse como: 
L g x w = L a d / w = - = L a d r g x ( x ) = 0 
L a d r , g X ( x ) ¿ 0 
donde la primera expresión nuevamente puede reescribirse como: 
dX(x)[g(x°) adfg(x°) ad"~2g(x°) 0 
como la codistribución span{dX(x)} es involutiva, necesariamente se requiere la condición 
(ii) del Teorema 1. 
Si <£>(u) contiene el origen de R n , en particular, o (x° ) = 0, podemos usar la teoría de los 
sistemas lineales para estabilizar asintóticamente en z=0, lo cual es equivalente a estabilizar el 
sistema no lineal en el punto de equilibrio x=x°. Como un hecho, la condición <E)(x0)-0, 
necesariamente produce: 
^ ( f ( x ) + g(x)u) ex. 
= 0 
x=x° 
&¡> 
Como — 
ax 
es no singular, lo anterior implica que f (x° )+g(x° )a (x° ) = 0. Este 
hecho muestra claramente que x° es un punto de equilibrio del campo vectorial 
f(x) + g(x)a(x) y puede ser obtenido si y solo si f (x°) = cg(x°) donde c es un número real. 
Si este es el caso, un cálculo fácil muestra que las coordenadas linealizantes son cero en x°, 
porque: 
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L - cLgL \ 2x(x°) = 0 V 2 < i < n 
más aún 
<x(x») 
como se esperaba. 
Note que el sistema no lineal (2.1.1.1) con r < n, podría satisfacer el Teorema 1; si este es 
el caso, será una función de salida diferente, por decir X.(x), con respecto a la cual el sistema 
tendrá un grado relativo exactamente igual a n. 
Con esta nueva función será posible construir una retroalimentación u = a(x) + p(x) v y un 
cambio de coordenadas z = O(x), que transformará la ecuación del espacio de estado en uno 
lineal y controlable, sin embargo, la salida real del sistema, en las nuevas coordenadas 
y = h(<D~*(z)) continuará siendo una función no lineal del estado z. 
2.1.3. Dinámica Cero 
Consideremos un sistema no lineal con grado relativo menor a la dinámica del espacio de 
estado (r < n ) . En (2.1.1.4) podemos hacer la siguiente partición: 
con la ayuda de estas notaciones, la forma normal de un sistema no lineal SISO que tenga 
r < n , puede ser reescrito como: 
¿1 = z2 
z2 = z3 
(2.1.3.1) 
z r - l = z r 
¿r =bfeTi ) + a(^Tl)u 
L g L ^ ( x ° ) 
n = 
zr+l 
L ^n . 
Si x° es tal que f (x°) = 0 y h(x°) = 0, entonces necesariamente las primeras r nuevas 
coordenadas Zj son cero en x°. Note también que siempre es posible escoger arbitrariamente 
el valor, en x°, de las últimas n-r nuevas coordenadas, en particular ser cero en x°. Por lo 
tanto sin pérdida de generalidad, podemos suponer que = 0 y r\ = 0 en x°. Entonces si x° 
es un punto de equilibrio para el sistema en coordenadas originales, su punto correspondiente 
= (0,0) es un punto de equilibrio para el nuevo sistema. 
En el análisis de aproximar a cero la salida, se requiere encontrar x° y u°(t) definidos 
para todo tiempo en una vecindad de t=0, tal que la salida del sistema sea idénticamente igual 
a cero. 
Recordemos que y(t) = z^ t ) , la restricción y(t) = 0 V t trae consigo 
¿i = ¿2 =•••= z r = 0, esto es ^(t) - 0. Además la entrada debe ser necesariamente una 
solución de la ecuación 0 = b(0,Ti(t)) + a(0,ri(t))u(t). La variable r|(t) está caracterizada por 
la ecuación diferencial: 
ií(t) = q(0,Ti(t)) (2.1.3.2) 
Si la salida es cero, necesariamente el estado inicial debe ser tal que £(0) = 0, donde 
-n(o) = t | puede ser escogido arbitrariamente. De acuerdo al valor de r|u, la entrada debe ser: 
u(t) = -
ímW) 
En un sistema lineal la dinámica cero es lineal con valores característicos que coinciden 
con los ceros de la función de transferencia del sistema original. 
La aproximación lineal de la dinámica cero del sistema en rj = 0, coincide con la dinámica 
cero de la aproximación lineal del sistema entero en x=0 .(Las operaciones de tomar la 
aproximación lineal y calcular la dinámica cero conmutan). 
El problema de mantener en cero la salida podría haber sido analizado directamente sobre 
la forma original de las ecuaciones. Deducimos que: 
y( i~1)( t) = 0 L^_1h(x(t)) = 0 V 1 < i < r 
entonces como es esperado, el sistema evoluciona sobre el conjunto: 
Z* = {x e R n : h(x) = L fh(x) = L ^h(x) = - = L f _ 1h(x) = o} 
note que como las diferenciales dL J-h(x), 0 < i < r - 1 son linealmente independientes en x°, y 
mediante el Teorema de la función implícita concluimos que el conjunto Z es una variedad 
suave de dimensión n-r cerca de x°. La retroalimentación de estado: 
* L f t ( x ( t ) ) 
por construcción es tal que: 
dh(x) 
dL f h(x) 
dL j _ 1 h(x ) 
y por lo tanto el campo vectorial f*(x) = f(x) + g(x)u*(x) es tangente a Z*. Como una 
consecuencia, cualquier trayectoria del sistema de lazo cerrado x = f (x) comienza en un 
punto de Z* y permance ahí para valores pequeños de tiempo. La restricción f*(x) 
describe, en un sistema libre de coordenadas, la dinámica cero del sistema. 
La dinámica ri(t) = q(o,r|(t)) describe el comportamiento interno del sistema cuando este 
es forzado a mantener su salida en cero. Lo anterior puede extenderse fácilmente al caso en el 
cual se desea seguir una función arbitraria yft( t) , por lo tanto para resolver este problema se 
requiere encontrar un par que consiste de un estado inicial y una función de entrada definida 
en una vecindad de t=0, tal que la correspondiente salida del sistema coincida exactamente 
con la función deseada. Encontramos que: 
y ( t ) = y R ( t ) => Z i ( t ) = y í ¿ " l ) ( t ) V t , 1 < i < r 
por lo tanto 
5R(t) = (y R ( t ) ,yW(t) , . . . ,y ( R r - l ) ( t ) ) T 
vemos entonces que la entrada debe satisfacer: 
y ( R r } ( t ) - b ( ^ R ( t U ( t ) ) + a f e R ( t ) ^ ( t ) ) u ( t ) 
(f(x) + g(x)u*(x)) = 0 V x e z * 
donde r[(t) es una solución de la ecuación diferencial r](t) = q(^R(t),r)(t)), entonces, si y(t) 
tiene que seguir exactamente a YR(0 necesariamente el estado inicial del sistema debe ser tal 
que £(o) = £R(o), mientras que ri(o) = rf* puede ser escogido arbitrariamente. De acuerdo al 
valor de ri0, 
= ¡^"¡XtTñW) 
la única entrada capaz de mantener y(t) = ya( t ) V t> t°. 
2.2. Estabilización asintótica local 
La dinámica cero puede ser de gran ayuda en el problema de estabilizar asintóticamente un 
sistema no lineal en un punto de equilibrio dado x° ( sin pérdida de generalidad x°=0 ). 
El problema se soluciona al encontrar una retroalimentación de estado suave u = a (x) tal 
que a ( x ° ) = a (o ) = 0, con la propiedad de que el correspondiente lazo cerrado 
x = f (x) + g(x)a(x) es localmente asintóticamente estable en x°. La posibilidad de resolver el 
problema depende de las propiedades de la aproximación lineal del sistema cerca de x°. 
Suponga que la aproximación lineal es asintóticamente estabilizable, entonces cualquier 
retroalimentación lineal que estabiliza asintóticamente la aproximación lineal, puede estabilizar 
asintóticamente el sistema no lineal original, al menos localmente. 
Problemas críticos de la estabilización asintótica. Si el par (A,B) es no controlable y 
existen modos no controlables asociados con valores característicos sobre el eje imaginario 
(pero ninguno de ellos está en el semiplano derecho) nada puede decirse de la aproximación 
lineal, en el sentido de que el sistema no lineal pudiera ser localmente asintóticamente 
estabilizable, mediante una retroalimentación no lineal, aunque la aproximación lineal no lo 
sea. 
La noción de la dinámica cero es de gran ayuda cuando existen este tipo de problemas 
críticos de estabilización asintótica local. Una retroalimentación de la forma: 
u = -7^r(-bfe,Ti)-c0z1-c1Z2 cr_ lZr) 
produce un sistema de lazo cerrado: 
con 
A = 
0 1 
0 0 
0 0 0 
-c0 - c i - c 2 
0 
0 
1 
•Cf-l 
(2.2.1) 
Para diseñar una ley de control estabilizable no hay necesidad de conocer explícitamente 
la expresión del sistema en forma normal, solo el hecho de que el sistema tiene dinámica cero 
asintoticamente estable. 
Los valores característicos asociados con los modos no controlables de la aproximación 
lineal del sistema, si existen, corresponden necesariamente con los valores característicos de la 
aproximación lineal de la dinámica cero. 
2.3. Seguimiento asintotico de salida 
En esta sección analizaremos el problema de obtener una salida que, independientemente 
del estado inicial del sistema, converga asintoticamente a la función de referencia YR(Í) . 
Considere un sistema en la forma normal (2.1.3.1) y además y = z\, seleccione la 
siguiente acción de control: 
1 
u 
TE, TI) 
bte.rO + y ^ - t c i . / z i - y ^ 
i=l 
(2.3.1) 
donde co,-..,c r_i son números reales. Por construcción z\~y para l < i < r ; si 
definimos el error e(t) = y ( t ) - y R ( t ) podemos reescribir la entrada (2.3.1) de la siguiente 
forma: 
u = (i-l) 
y 
la entrada (2.3.1) induce lo siguiente: 
e ^ + Cj-.je ( r - i ) + . . . + C i e W + C o e = 0 .(1) (2.3.2) 
Las raíces de la ecuación característica asociada con (2.3.2) pueden ser asignadas 
arbitrariamente. Por lo tanto bajo el efecto de una entrada de la forma (2.3.1), la salida del 
sistema sigue a la señal deseada y R ( t ) con un error, el cual puede hacerse converger a cero 
cuando t —> oo en forma exponencial arbitrariamente rápido. 
Es de gran importancia que las variables que representan el comportamiento del sistema 
permanezcan acotadas cuando se asigne una ley de control específica. 
Suponga que y R ( t ) , y R ^ ( t ) , . . . , y R ( r _ 1 \ t ) están definidas para toda t > 0 y acotadas. 
Sea r)R(t) la solución de (2.1.3.2) que satisface r |R(o) = 0. Suponga que ésta solución está 
definida para todo t > 0 acotada y es uniformemente asintóticamente estable, y que todas las 
raíces del polinomio: 
s r -f-cr_1sr~1+---+c]s + c0 = 0 
tienen parte real negativa. Entonces para a > 0, suficientemente pequeña, si 
la respuesta correspondiente z¡(t), rj(t) del sistema de lazo cerrado está acotada. Más 
precisamente para todo e > 0 existe 5 > 0 tal que: 
• M - y R ^ t » ) < 8 => Z i M - y r t ) <6 V t > t° > O 
-TFCT" < 5 = > | | r i ( t ) - r i R ( t ) | < s V t > t° > 0 
Algunas veces la señal de referencia no es una función fija en el tiempo, como lo es la 
salida de un modelo dinámico sujeto a algúna entrada co, por ejemplo el siguiente modelo 
lineal: 
C = A£¡ + Bco 
y R = cc 
Si éste es el caso, nuestro problema es el de encontrar una retroalimentación de estado, para la 
cual, independientemente de los estados iniciales del sistema y del modelo, obtenemos que la 
salida y(t) (para cada entrada CÜ (t) del modelo) converge asintóticamente a la salida 
correspondiente y R ( t ) . Para la solución de este problema, pudiéramos usar la entrada (2.3.1), 
con y R ( t ) y sus primeras r derivadas, pero como: 
y R W(t ) -CA i C( t )+CA i - 1 Bco( t ) + - - - + CAB r a ( , - 2 } ( t ) + CBa. ( i - l ) ( t ) 
al diferenciar co(t) se amplificaría el efecto del ruido aditivo. Si suponemos el grado relativo 
del modelo igual o mayor que el grado relativo del sistema, tenemos que: 
y R (0 ( t ) = CA1¿;(t) VO < i < r - 1 
y R W ( t ) = CA rC(t) + CA r-1Ba,(t) 
reemplazando esto en (2.3.1) produce: 
u -
L g L p V x ) 
- L f h ( x ) + CArÇ + C A r " 1 B o ) - X c i - i ( L ^ 1 J h ( x ) - C A , 1 " i ; C 
i=l 
( i -1) , 0-1), 
si los coeficientes CQ,...,c r_j son escogidos apropiadamente el sistema tendrá una salida la 
cual convergerá asintoticamente a la salida yR.(t) del modelo. La salida del sistema de lazo 
cerrado será de la forma: 
y(t) = e(t) + C e A t í ; ( 0 ) + f t C e A í t - s W ( S ) d s JO 
El análisis de las propiedades asintóticas de las variables internas del sistema obtenido es 
similar al desarrollado anteriormente. 
2.4. Rechazo de perturbaciones 
Considere el sistema: 
X = f(x) + g(x)u + p(x)co 
y = h ( x ) 
(2.4.1) 
en el cual © representa una perturbación. Examinaremos bajo que condiciones existe una ley 
de control por retro alimentación de estado estática, u = a (x) + |3(x)v, tal que la salida del 
sistema en lazo cerrado no dependa de co . 
Supongamos que el sistema tiene grado relativo r en y que el campo vectorial p(x) es 
tal que LpLj.h(x) = 0, V 0 < i < r - 1 y Vx<=U°, usando estas condiciones podemos 
reescribir el sistema (2.4.1) en la siguiente forma: 
¿ l = z2 
z2 ~ z3 
¿r-1 = z r 
il = qte,Ti) + k(S,Ti)a) 
y ~z\ 
Supongamos que se escoge la siguiente retroalimentación de estados: 
bfe-n) | v 
a(Ç,îi) a f e r i ) 
la cual ocasiona que la variable de estado z¡ (salida del sistema) esté completamente 
desacoplada de la perturbación. Note que sobre el sistema desacoplado podemos escoger una 
nueva ley de control v para alcanzar desempeños adicionales. Si la perturbación está 
disponible para la medición, podemos encontrar una ley de control de la forma 
u = a ( x ) + p(x)v + y(x)co que resolvería este problema bajo condiciones mas débiles que las 
encontradas anteriormente. 
Capítulo 3 
Análisis de Sistemas 
Mimo 
3.1. Transformaciones de coordenadas locales 
Para evitar complicaciones enfocaremos nuestro análisis a sistemas que tengan el mismo 
número de entradas y de salidas, después especificaremos como los resultados podrán ser 
adaptados a sistemas que tengan distinto número de entradas y de salidas. 
Definición 1. El sistema no lineal multivariable 
m 
i = f(x) + Xgi(x)ui 
i=l 
y i = hj(x) ( j = l , . . . ,m) 
tiene un vector grado relativo {i i , . . . , rm} en un punto x° si: 
a) LgX f hj(x) = 0 , para todo 1 < i , j < m, k < r¡ - 1 , y para toda x en 
vecindad de x°. 
una 
b) La siguiente matriz: 
A(x) = 
LglLf 
v r ^ w 
hmW L L r m _ 1 
Lg m L?" l h l(x) 
L ^ L ^ S í x ) 
LgmLfm h mM 
(3.1.1) 
es no singular en x^x0 . 
• 
Cada elemento r¡ del vector grado relativo está asociado con la i-ésima salida del sistema, 
además es un entero tal que L g X^h¡ (x ) = 0 para todo 1 <i , j < m, k < r¡ - 1 y para toda x en 
una vecindad de x°, y Lg.L^ _ 1 hj(x°) para al menos un valor de j en el intervalo 
1< j < m . 
Finalmente, note que r¡ es exactamente el número de veces que la salida i-ésima tiene que 
derivarse (evaluada en t=t°) para que aparezca al menos un componente del vector de entrada 
explícitamente. 
Lema 1,[5]. Suponga que el sistema tiene un vector grado relativo { r ^ . . . , r m } en x°. 
Entonces los siguientes vectores renglón: 
dh 1 (x 0 ) J dL f h 1 (x° ) , . . . , dL j - 1 h 1 (x 0 ) 
d h 2 ( x 0 ) s d L f h 2 ( x ° ) , . . . , d L ^ - 1 h 2 ( x 0 ' 
d h m ( x ° ) 9 d L f h m ( x 0 ) , . . . , d L j » - 1 h m ( x 0 
son linealmente independientes. 
• 
Las siguientes funciones: 
4>Í(x) = hi(x) 
4 ( x ) = L fhi(x) 
*js(x) = L?- 1 h i (x) 
forman parte del cambio de coordenadas. Si r = r1+---+rm < n, siempre es posible encontrar 
n-r funciones <|>r+i(x),...,<|>n(x) tal que el mapeo: 
®(x) = tóx) * ! (x ) tó 
T 
(3.1.2) 
tiene una matriz Jacobiano la cual es no singular en x y califica como una transformación de 
coordenadas en una vecindad de este punto inicial. Además, si la distribución 
G = span{gi, . . . ,gm} es involutiva cerca de x°, siempre es posible encontrar las n-r funciones 
de tal forma que la derivada de Lie de cada una de ellas a lo largo de gj (1 < j < m) en la 
vecindad de x°, es igual a cero. 
Los resultados hasta ahora pueden extenderse a sistemas que tengan diferente número de 
entradas y de salidas, la suposición de no singularidad de la matriz A(x) es remplazada por la 
suposición de que esta matriz tiene rango igual al número de sus renglones (número de 
salidas), lo cual implica que el número de entradas es igual o mayor al número de salidas. 
Los cálculos que conducen a la descripción del sistema en las nuevas coordenadas son 
equivalentes a los desarrollados para los sistemas SISO. El sistema transformado está dividido 
nuevamente en dos partes: lineal y no lineal. La parte lineal, a su vez, está dividida en 
dinámicas que tienen el siguiente esquema para cada componente del vector grado relativo: 
d<t>! 
dt 
d<j>í ri _ 
dt 
L ? h l ( x ( t ) ) + i ; L g .Lj - 1 h 1 (x( t ) )u j (x) 
j=l 
Ahora reescribimos el nuevo sistema con la notación establecida anteriormente, sea: 
si 4>;(x) 
-
4>i(x) y ^ = para 1 < i < m 
'i 
lo cual es un agrupamiento de todos los subsistemas lineales, y 
Til" 4>r+l(x) 
•ni ^r+2(x) 
J i i . . <l>n(x) 
representa la dinámica interna no observable, y 
a ^ ^ L ^ - ' h i k ' M V l S i . j í m ( 3 i 3 a ) 
b i fc .n ) = Lfh , (®- 1 fe .n ) ) v i < i < m ( 3 U b ) 
acompañan en forma lineal al vector de entrada. El nuevo sistema tiene la siguiente estructura: 
m 
Observemos ahora lo que sería una extensión apropiada de la dinámica cero a un sistema 
que tiene vector grado relativo { q , . . r m } . La idea es encontrar condiciones iniciales y 
entradas apropiadas para mantener la función de salida idénticamente cero en una vecindad de 
t=0. 
Lo anterior nos indica que como en el caso de los sistemas SISO debemos tener £,(t) = 0 
para todo t en una vecindad de 0, lo cual nos indica que el vector de entrada debe ser 
resultado de la ecuación: 
m 
0 = y ^ ) ( t ) = bi(o,Ti(t)) + 2ai j(o,Ti(t))u j(t) V 1 < i < m 
j=l 
en notación vectorial el resultado para u(t) sería: 
u(t) = -[A(0,ri(t))]-1b(0,r !(t)) 
y como la matriz A es no singular cerca del origen, el vector t](t) debe permanecer cerca de 
este para permitir la no singularidad de la matriz, o (x° ) - 0, y consecuentemente la existencia 
de la solución. Recuerde que rj(t) es solución (única con condiciones iniciales rj0) de: 
-ñ(t) = qte, Ti) - pfe, n)[Afe, T i ^ b f e n) 
que es la representación general de la dinámica interna del sistema. 
3.2. Linealización exacta mediante retroalimentación de estados 
La versión apropiada para los sistemas multivariables es que cada entrada u¡ depende del 
estado del sistema y del nuevo vector de entrada de referencias: 
m 
u i = a i ( x ) + ^ P i j ( x ) v j (3.2.1) 
j=l 
donde cq(x) y Pjj(x), para 1 <i , j < m, son funciones suaves definidas en un conjunto abierto 
de R n . 
Formulación del problema: Dado un conjunto de campos vectoriales f(x) y gi(x), . . . ,gm(x) 
y un estado inicial x°, es posible encontrar en una vecindad U de x , un par de funciones de 
retroalimentación a (x) y p(x) definidas sobre U, una transformación de coordenadas 
z = O(x), también definida sobre U, una matriz A e R n x n y una matriz B e R n x m , tal que: 
c*X> 
ax ( f (x) + g(x)a(x)) = Az y 
dO 
dx 
(g(x)p(x)) = B 
Considere un sistema no lineal que tiene un vector grado relativo { r j , . . . , r m } en x° y 
suponga que la suma r = rjH i-rm es exactamente igual a n (la dimensión del espacio de 
estado), en este caso el sistema transformado está caracterizado totalmente por: 
m 
^ b i í O + X a i j O Ü u j 
j=l 
para 1 < i < m. 
Recordemos que en una vecindad del punto la matriz A ( 0 es no singular y por lo 
tanto la ecuación 
V1 
v 2 
vm 
puede resolverse para u: 
u = A- 1 f e ) [ "b fe ) + v] (3.2.2) 
En términos de la descripción original del sistema, las nuevas coordenadas están definidas 
como ^ ( x ) = L f - 1 h i ( x ) V 1 < k < q , l < i < m. 
Lema 2,[5]. Suponga que la matriz g(x°) tiene rango m. Entonces el problema de la 
Linealización Exacta por Retroalimentación de Estado admite solución si y solo si existe una 
vecindad U Ue x° y m funciones evaluadas en los reales hi(x) , . . . ,hm (x) definidas sobre U, tal 
que el sistema (I) tiene algún vector grado relativo {ri , . . . ,rm} en x° y r¡ + r2H i-rm = n. 
• 
Análogo al caso SISO, el vector grado relativo es invariante bajo una retroalimentación 
estática de estados. 
Si la matriz g(x) tiene rango p < m y es constante para toda x en una vecindad U de x°, 
entonces el problema de La Linealización Exacta del Espacio de Estado tiene solución si y 
solo si existen p funciones h^(x),. . . ,hp(x) definidas sobre U tal que el sistema tiene un 
vector grado relativo {q,... , rp } en x° y q + r2 +• • - +rp = n. 
Bajo condiciones convenientes sobre los campos vectoriales f (x) ,g i (x) , . . . ,g m (x) , es 
posible encontrar m funciones h1(x) J . . . ,hm(x) que satisfagan los requerimientos del lema 
previo, dichas condiciones pueden ser establecidas en términos de algunas propiedades de 
distribuciones que tengan la forma G¡ = span{ad^gj:0 < k < i , l < j < m j para i=0,...,n-l. 
Teorema 1,[5]. Suponga la matriz g(x°) tiene rango m. Entonces, el problema de La 
Linealización Exacta del Espacio de Estado tiene solución si y solo si: 
(i) para cada 0 < i < n - 1 , la distribución G¿ tiene dimensión constante alrededor de x°. 
(ii) la distribución G n _i tiene dimensión n. 
(iii) para cada 0 < i < n - 2 , la distribución G¡ es involutiva. 
• 
3.3. Control no interactivo 
Planteamiento del problema. Dado un sistema no lineal de la forma (I) y un punto inicial x°, 
encontrar una ley de control por retroalimentación estática de estado (3.2.1) definida en una 
vecindad U de x°, con la propiedad que en el correspondiente lazo cerrado, cada salida y¡, 
1 < i < m, es afectada solo por la entrada correspondiente v¡ y no por v j , con j ^ i . 
El resultado principal acerca del problema de control no interactivo es que tiene solución 
si y solo si el sistema tiene algún vector grado relativo. La siguiente retroalimentación de 
estados: 
ui 
"2 
u m. 
V1 
v 2 
v m 
produce el siguiente sistema, caracterizado por un conjunto de m ecuaciones de la forma 
i\=ú 
yi=l\ 
para 1 < i < m, junto con un conjunto adicional de la forma: 
ñ - q ( ^ , 1 1 ) - p f e 1 1 ) A - 1 ( ^ T l ) [ b f e T l ) + v] (3.3.1) 
La estructura de estas ecuaciones puede ser representada por el siguiente diagrama de 
bloques: 
Fig. 1 
claramente se observa que el requerimiento de la no interacción ha sido alcanzado. 
La conducta del sistema en lazo cerrado es equivalente a la de un sistema lineal 
caracterizado por una matriz función de transferencia de la forma: 
1 
H(s) = 
0 
sri 
0 ± 
0 o 
s
rm 
La solución entonces obtenida está definida solo localmente (vecindad de x°) en el espacio de 
estado, donde la matriz A(x) es no singular, lo cual es una condición necesaria para la 
existencia de soluciones a este problema,[5],pag.262. 
A continuación mencionaremos algunas consideraciones sobre la estabilidad de un sistema 
el cual a sido hecho no interactivo mediante una retroalimentación estática de estado. De la 
Figura 2, vemos que la estructura interna del lazo cerrado no interactivo obtenido usando 
retroalimentación estática de estado consiste de m cadenas de r¡ integradores, cada una 
alimentando el subsistema (3.3.1). Agregando a este sistema una retroalimentación de la 
forma: 
lo cual en coordenadas originales seria: 
v i - - c j ) h i ( x ) - c 1 1 L f h i ( x ) - — c | . . _ 1 L ^ 1 h i ( x ) + v i V 1 < i < m 
produce un sistema de lazo cerrado total el cual es no interactivo, y caracterizado por 
ecuaciones de la forma: 
0 1 0 •• 0 "o" 
0 0 1 -. 0 0 
4* = j i : 
0 0 0 0 0 
i i i i 
~ c o " C 1 - c 2 - 1 
y i = [i o o ... o]e 
para 1 < i < m. 
En particular, el sistema obtenido tiene un comportamiento entrada-salida caracterizado 
por una matriz función de transferencia diagonal: 
H(s) = 
con 
dj(s) = Cq + cjs+.. .+c^_1s r '~1 + (3.3.2) 
Podemos concluir que si las dinámicas cero del sistema son asintoticamente estables, y 
todos los polinomios (3 .3 .2) tienen sus raíces en el semiplano izquierdo del plano complejo, el 
sistema en cuestión es localmente asintoticamente estable en el punto r)) = (o, o). 
1 
di(s) 
0 
d 2 W 
dmU) 
Capítulo 4 
Introducción al 
Mathematica 
Mathematica es un medio de análisis muy poderoso, aplicable a todas las ramas de la ciencia. 
Puede usarse principalmente como: 
Calculador simbólico, numérico y gráfico. 
Lenguaje de programación de alto nivel. 
• Plataforma de Software sobre la cual se pueden correr paquetes construidos para 
aplicaciones específicas. 
• Lenguaje de control para programas y procesos extemos 
El Sistema Mathematica está dividido en dos partes: el "Kernel", el cual ejecuta los 
cálculos y el "Front end" el cual realiza la interacción con el usuario. 
La forma mas simple de usarlo es como una calculadora. Se escribe un cálculo e 
inmediatamente imprime la respuesta. Puede hacer cálculos numéricos no solo con escalares, 
sino también con matrices. 
Una clase de cálculo posible con Mathematica es el relacionado con la manipulación de 
fórmulas algebráicas. Puede expander, factorizar y simplificar polinomios y expresiones 
racionales. Puede evaluar derivadas e integrales simbólicamente y encontrar soluciones de 
ecuaciones diferenciales ordinarias. 
Mathematica cumple con muchos "standards" de programación, lo que permite el 
intercambio de información con otros programas; puede leer datos en varios formatos y puede 
generar salidas para sistemas tales como C, Fortran y TgX. Para realizar esto se usa la vía de 
comunicación standard Mathlink, la cual puede ser usada para crear programas que llaman a 
Mathematica como si fuera una subrutina, de esta forma se puede instalar nuestro propio 
"Front end" completo (o sistema de control) para Mathematica. 
Las listas son los objetos mas poderosos y flexibles con los que se elaboró el programa, 
podríamos pensar que son como los "arrays" encontrados en los lenguajes de programación 
numérica; Mathematica tiene un número extenso de funciones que hacen operaciones sobre 
ellas. 
Todas las cosas que manipula Mathematica (fórmulas matemáticas, listas, gráficas, etc.) 
son consideradas como Expresiones, por ejemplo x + y splus[x,y]. La noción de expresiones 
es un principio fundamental para el Mathematica, podríamos utilizar las expresiones para 
crear nuestras propias estructuras, por ejemplo tal vez se quisiera representar puntos en el 
espacio tridimensional especificados por tres coordenadas. Se podría representar cada punto 
como punto[x,y,z], esta función no ejecuta operación alguna, solamente sirve para mantener 
las tres coordenadas juntas y etiquetar el objeto resultante como un punto. A continuación 
presentamos 4 formas para escribir expresiones en Mathematica: 
f[x,y] para f[x,y] 
f @ x para f[x] 
x // f para f[x] 
x ~ f ~ y para f[x,y] 
Las Funciones puras, son tales que pueden ser aplicadas a argumentos, sin tener que 
definir explícitamente nombres para las funciones, por ejemplo 
>Map[# A 2 &,{a,b,c}] nos da como resultado {a A 2, b A 2, c A 2} 
Otro componente básico del Mathematica son los "Patterns", los cuales representan las 
diversas clases de expresiones, un ejemplo simple es la expresión f[x_], la cual es una función 
cualquiera de x con identificada por f. Existe un mecanismo general para especificar 
restricciones sobre los "patterns", todo lo que se necesita hacer es poner /; condición al final 
de un "pattera" para indicar que se aplica solo cuando la condición especificada es verdadera. 
1 Map es una función del contexto global en Mathematica 
Las reglas de Transformación es una asignación instantánea que se hace a un símbolo, 
subexpresión, etc. con algún valor numérico, símbolo etc. para la evaluación de una expresión, 
por ejemplo: 
x + y /. x—»y da como resultado 2 y 
Cuando queremos generar una función como la siguiente 
2Exp(g(x)) = x A 2 
Mathematica soporta definiciones de "Upvalues" que es algo parecido a los "Patterns", 
entonces podemos definir la función de la siguiente forma 
Exp[g[xJ] A : = x A 2 
En Mathematica podemos hacer uso de los contextos para organizar los nombres de los 
símbolos. Los contextos son particularmente importante en los paquetes de Mathematica los 
cuales contienen símbolos cuyos nombres no deben de estar en conflicto con los demás 
(posiblemente exista nombres de símbolos iguales en contextos distintos). La ¡dea básica es 
que el nombre completo de cualquier símbolo está compuesto en 2 partes: Un contexto y un 
nombre. El nombre completo es escrito como contexto*nombre. 
Se tiene un mecanismo general para manipular mensajes generados durante los cálculos, 
muchas funciones de Mathematica usan este mecanismo para producir mensajes de error y de 
advertencia; se pueden usar estos mecanismos para asociar mensajes a funciones propias. 
2Exp es una función protegida del 
Mathematica 
A continuación se muestra la sequencia, común, de comandos para crear un programa en 
Mathematica: 
a) BeginPackage[" Paquete'"]. Coloca Package' como el contexto actual y 
pone solamente el contexto System' sobre el Path de contextos. 
b) f::usage="texto". Colocación de los objetos a exportar, por ejemplo 
mensajes de ayuda al usuario, etc... 
c) Begin[,,%Prívate"]. Coloca el contexto actual a Paquete Prívate. 
d) f[args]-=valor,.Forman el cuerpo principal del paquete. 
e) End[] Retorna el contexto previo, en este caso Paquete \ 
f) EndPackage[] Finaliza Paquetey colocándolo en el inicio del Path de 
contextos. 
La interacción del usuario con un paquete en Mathematica se puede esquematizar de la 
siguiente forma: 
Usuario 
A\ 
Mensajes, variables locales, 
funciones del sistema, etc... 
Fig.2 
donde f \ , con i=l,...,n son funciones. Con el esquema anterior y el listado del paquete que se 
encuentra en el capítulo siguiente, podríamos hacer la siguiente relación: f j —»Estado, 
f2—»DerLie, etc..., donde la primera función es la única que se relaciona con todas las demás 
vía 5. 
Capítulo 5 
Programa 
En la utilización del programa, es importante tener en cuenta la importancia de introducir 
los datos en la forma correcta, así como la interpretación de los resultados. Los campos 
vectoriales deben tener la siguiente forma: {a, b, ...}, y los campos covectoriales: {{a, b, ...}}. 
En sí, el Mathematica interpreta los campos vectoriales y covectoriales como listas. A 
continuación se muestra el listado del programa. 
BeginPackage["Nolinearisidori""]; 
(*Mensajes al usuario*) 
funciones: :usage= 
"\n\tEste paquete provee de funciones para cálculos en los\n 
sistemas dinámicos no lineales sobre RAn. Las funciones\n 
definidas en este paquete son:\n 
\n\n 
Nombre de la FunciónVn 
\n 
Estado\n 
DerLie\n 
KDerLie\n 
ProductoLieVn 
KProductoLieVn 
GradoRelativoVn 
AcciónLinealizante\n 
MatrizJacobiano\n 
RankVn 
STransñn 
MTransñn 
Nuevo Sistema\n 
VectorGradoRelativo\n 
MatrizAVi 
InvolutividadVn 
InvarianciaVect\n 
InvarianciaCovectVi 
AlcanzabilidadVi 
Covector\n 
ObservabilidadVn 
\n 
VI 
Para mas información sobre alguna función, Teclee:\n 
?<Nombre de función>.\n 
\n 
NOTA IMPORTANTE: Para utilizar el paquete Hacer uso\ 
de la función Estado." 
Estado: :usage = 
"Estado[xl,x2,..,xn] Mediante esta función introducimos \ 
el estado del sistema a analizar al programa para poder \ 
hacer uso de las demás funciones del paquete." 
DerLie::usage = 
"DerLie[f,h] Calcula (A l), la derivada de Lie de la función h \ 
sobre el campo vectorial f." 
KDerLie::usage= 
"KDerLie[f,h,k] Calcula (A.2), la k-ésima derivada de Lie de la \ 
función h sobre el mismo campo vectorial f. Fórmula (A.2)" 
ProductoLie::usage = 
"ProductoLie[f,g] Calcula (A. 3), el producto de Lie de dos \ 
campos vectoriales f y g." 
KProductoLie::usage = 
"KProductoLie[f,g,k] Calcula (A.4), k veces el producto de Lie \ 
sobre el mismo campo vectorial, [f[f...[f,g]]]." 
GradoRelativo::usage= 
"GradoRelativo[f,g,h] calcula el grado relativo del sistema \ 
dinámico no lineal SISO afín en la entrada." 
Programa 
AcciónLinealizante: :usage= 
"AcciónLinealizante[f,g,h] es la acción de control \ 
del sistema para linealizarlo. Dentro de la solución se \ 
muestran coeficientes C[<número>] los cuales son componentes \ 
del vector K cuyo valor se busca de acuerdo a alguna técnica \ 
de Sistemas Lineales; tal K formará (2.1.2.2)." 
MatrizJacobiano::usage = 
"MatrizJacobianoff] para obtener la matriz del campo \ 
vectorial f de la siguiente forma: \ 
{{dfl/dxl,...,dfl/dxn}...{dfh/dxl,...,dfh/dxn}}." 
Rank::usage = 
"Rankfm] calcula el rango numérico o simbólico \ 
de una matriz m x n." 
STransf: :usage = 
"STransf[f,g,h] Encuentra (2.1.1.2), un vector que representa el \ 
'diffeomorfismo' entre 2 espacios de estados." 
NuevoSistema::usage = 
"NuevoSistema[f,g,h] obtiene el sistema transformado." 
VectorGradoRelativo::usage = 
"VectorGradoRelativo[f,G,H] Encuentra el vector \ 
grado relativo del sistema MIMO." 
MatrizA;:usage = 
"MatrizA[f,G,H] Encuentra (3.1.1), la matriz asociada al \ 
vector grado relativo del sistema." 
MTransf::usage = 
"MTransf[f, G,H] Encuentra (3.1.2), el vector de transformación \ 
de estado." 
Involutividad: :usage -
"Involutividad[fl,f2,...] Nos indica si la distribución generada \ 
por los campos vectoriales fl,f2,... es involutiva o no." 
InvarianciaVect::usage = 
"InvarianciaVect[f, {g 1 ,g2,...} ] Verifica si la distribución generada \ 
por los campos vectoriales gl,g2,... es invariante bajo el campo \ 
vectorial f." 
InvarianciaCovect::usage = 
"InvarianciaCovect[f,{gl,g2,...}] Verifica si la codistribución generada \ 
por los campos covectoriales gl,g2,... es invariante bajo el campo vectorial \ 
f. Nota:Los campos covectoriales los identifica el programa como \ 
{{wl,w2,...}} donde las w's son funciones del Estado, sin embargo en \ 
esta función {gl,g2,...} tiene la forma de una Matriz para el Mathematica \ 
o lo que es lo mismo, cada campo covectorial tiene la forma: \ 
{wl,w2,...}." 
Alcanzabilidad::usage = 
"Alcanzabilidad[{fl,f2,..,gl,g2,..},{gl,g2,...}] encuentra la dimensión del subespacio de \ 
alcanzabiüdad, la cual es equivalente a la dimensión de la distribución mas pequeña \ 
que contiene a {gl,g2,...}(campos vectoriales asociados a la entrada) y que es \ 
invariante bajo (fl,f2,..,gl,g2,..}(todos los campos vectoriales que identifican el sistema)." 
Covector::usage = 
MCovector[f,w] Realiza la derivada de Lie de el campo covectorial w a lo largo del campo \ 
vectorial f." 
Observabilidad: :usage = 
"Observabilidad[{fl,f2,..,gl,g2,..},{gl,g2,...}] encuentra la dimensión mas pequeña del \ 
subespacio de observabilidad, la cual es equivalente a la dimensión de la codistribución \ 
mas pequeña que contiene al conjunto de campos covectoriales {gl',g2',...)(gradientes \ 
de las funciones de salida, y que es invariante bajo {fl,f2,..,gl,g2,..}(todos los campos \ 
vectoriales que identifican la dinámica del sistema)." 
No: :usage = "Negación a alguna función." 
Si: :usage = "Afirmación a alguna función." 
(* Fin de los mensajes *) 
Begin["Nolinearisidorr Prívate'"]; 
(* Programa Principal de funciones *) 
Estado[x Symbol] := 
Module[{k},k={x};Est=k] (*asignación del estado a la variable*) 
(•local Est' *) 
(* K - ésima Operación de Lie - Fórmula (A.2) *) 
KDerLie[ f_ ,h_,k_Integer] := 
Nest[DerLie[f,#] & , h, k] /; LongitudQ[f] 
*********************************************************** 
(* Grado Relativo del sistema SISO *) 
GradRel::cer = "\nLa función v 1" tiene grado indefinido con el campo \ 
vectorial g = v2\" 
GradoRelativo[f^g^hJ := 
Module[{k=l,t, t l ,n), 
( n = Length[Est]; 
t=Table[DerLie[g,KDerLie[f,h,í]],{i,0,n-l}]; 
Realiza la k-ésima derivada de Lie con k=0,...,n-l y después 
investiga donde aparece por primera vez un término diferente 
de cero que determinará el grado relativo. 
While[t[[k]]=0,If[Length[t]=k,Message[ 
GradRel : : cer, h, g] ;Return[0], k++] ] ; 
k ) ] / ; 
LongitudQ[f] && LongitudQ[g] 
*********************************************************** 
(* Acción de control linealizante *) 
Sistema Siso 
AcciónLinealizante[ñ_List?VectorQ,gl_List?VectorQ,hlJ| := 
Module[{grado,d,g,nl), 
( n i = Length[Est]; 
grado = GradoRelativo[fl,gl,hl]; 
Obtención de (2.1.2.1) 
g = SequenceForm @@ Drop[Flatten[ 
{" (",TabIe[{"+ c[",i,"] (",KDerLie[fl,hl,i],") "}, 
{iAnl-1}],") "}L{2}]¡ 
Obtención de (2.1.2.2) 
r 8 b ÜL 
d = Simplify[(-KDerLie[fl,hl,grado]+g)/DerLie[gl, 
KDerLie[fl ,hl, grado- l]],Trig->Troe]; 
Print[d] 
)] /, LongitudQ[fl] && LongitudQ[gl] 
AcciónLinealizante[f_,g_,h_] := (* Sistema Mimo *) 
Module[{v,b,alfa,betta}, 
v = VectorGradoRelativo[f,g,h]; 
Obtención de (3.1, 3b) en el espacio de estado original 
b = Table[KDerLÍe[f,h[[i]],v[[i]]],{i,Length[v]}]; 
Obtención de la inversa de (3.1.1) y posteriormente se éncuentra 
(3.2.2) 
betta = Inverse[MatrizA[f,g,h]]//Simplify; 
alfa - (-betta. b)//Simplify; 
SequenceForm["u = ",alfa," + betta,"* vM] 
]/;MatrixQ[g]&&(Length[f]=Length[g[[l]]]=Length[Est]) 
(* Matriz Jacobiano de un campo vectorial *) 
Función auxiliar de MatrizJacobiano: vector de ceros y un 1 en 
la posición n 
VectorCanónico[n_Integer] :=Table[If[n~i, 1,0], {i,Length[Est]}] 
MatrizJacobiano[f_List]:= 
Module[{DerivadaEstado,auxl,aux2,aux3,k=l}, 
La derivada de estado nos es útil en el uso de la función 
VectorCanónico, para así poder desechar las parciales con 
respecto a variables ajenas al vector de estado. 
DerivadaEstado = Dt[Est]; 
Se obtiene la derivada de f con respecto a todas las variables, 
multiplicando la derivada parcial de respecto cada variable de 
estado por "su vector canónico" y eliminando las demás. 
auxl = Dt[f] /. (Literal[Dt[x_Symbol]] :> VectorCanónico[ 
(Plus @@ Flatten[Position[ 
DerivadaEstado,Dt[x]]])]); 
aux2 = Position[auxl,0,{l),Heads->False]; 
aux3 = ReplacePart[auxl,Table[0,{i,Length[Est]}],aux2] 
] /; VectorQ[í] 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
(* Derivada de Lie *) 
DerLie[f_List,h_J (* función para obtener (A.l) *) 
Module [ (argumentol), 
Obtención del gradiente de h. 
argumentol = Flatten[MatrizJacobiano[{h}]]; 
Producto punto con el vector f. 
argumentol.f ] /; 
LongitudQ[f] && !VectorQ[h] 
(* Producto de Lie *) 
ProductoLie[ñ_List,£2_List]:= 
Función para obtener (A.3) 
Module[{ml,m2},( 
mi = MatrizJacobiano[fl]; 
m2 = MatrizJacobiano[f2]; 
m2,fl-ml.f2 
) ] / ; 
LongitudQ[fl] && LongitudQ[f2] 
^ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ^ 
(* k ésima operación del producto de Lie *) 
KProductoLie[f_,g_,kInteger]:= 
Función para obtener (A.4) 
Nest[ProductoLie[f,#]&,g,k]/; 
LongitudQ[f] && LongitudQ[g] 
LongitudQ[fJ:= (Length[f]=Length[Est]) && VectorQ[f] 
***********************************************************) 
(* Vector de STransf *) 
PresenciaQ[f_,comp_List]:= 
Module[{EO,El,varl},(varl=Position[Ettt, comp[[l]]|comp[[2]]]; 
EO -Delete[Ettt,varl]; 
El = Table[FreeQ[f,EO[[i]]],{i,Length[EO]}], 
FreeQ[El,False])]; 
Busqueda[gJ 
Busca funciones que cumplan con (2.1.1.3). 
Module[ígl,g2,g35g4,g5,Total,Salida,B;r)s3sl,s2,s3,s4Jflag}J 
Ettt = Est; Salida ={}; 
El apareamiento nos ayuda a relacionar posteriormente los 
elementos de g con sus estados correspondientes. 
gl = Table[{g[[i]],Ettt[[i]]},{i,Length[g]}]; 
g2 = Delete[gl,Position[g,0]]; 
Ettt = Delete[Ettt,Position[g,0]]; 
Checa si g=0, si es Retorna con (},si no prosigue. 
I f [Flat ten[Et t t ]={} ,Retura[ {} ]]; 
los elementos de g diferentes de cero (c/u con su pareja) se 
combinan en todas las formas posibles para realizar todas las 
opciones. 
g3 = Permutations[g2]; 
For[k-l,k<=Length[g3],k++, 
g4 = Take[g3,{k}]; 
g5 = Partition[Flatten[g4,l],2]; 
lfIg5-!={},Total = Table[ 
Se checa si en las 2 parejas las variables de estado que las 
acompañan no se encuentran presentes en el elemento contrario. 
If[FreeQ[g5[[j,l,l]],g5[[j,l,2]] ]&& 
FreeQ[g5[[j,2,l]],g5[[j,2,2]] ], 
{{Integrate[g5[[i,l,l]],g5[[j,2,2]] ],g5[[j,2,2]]} , 
{-Integrate[g5[[j,2,l]],g5[[j,l,2]] ],g5[[j,l,2]]}}, 
í{0,0}){0,0}}],{j,Length[g5]}],(*Fin Table/Total *) 
Return[Delete[Ettt,Position[Ettt,(g4//Flatten)[[2]]] ]] ]; 
Salida = Append[Salida,Flatten[Total,l]]; 
]; (* Fin de For/k *) 
Se checa si en las 2 parejas las variables de estado que las 
acompañan no se encuentran presentes en los elementos 
restantes de g, de lo contrario no se cumpliría la derivada de la 
función. 
B = Table[PresenciaQ[Salida[[i, 1,1 ]], {Salida[[Í, 1,2]], 
Salida[[i,2,2]]} ] && 
PresenciaQ[Salida[[i,2,1 ]], {Salida[[i, 1,2]], 
Salida[[i,2,2]]} ], 
(i,Length[Salida]}]; 
r = {Salida,B},s={}; 
Off[Condition::obsc,Condition::obscf]; 
Checa la posición valida de aquellas parejas que cumplen lo que 
se mencionó anteriormente para después hacer la suma 
correspondiente que formaría lo que sería una función válida. 
For[i=l,i<=Length[Salida],i++, 
I f [ (B[[ i ] ]=Trae)&&( Salida[[i]]=!=0 ),s=Append[s,Salida[[i]]]]]; 
On[Condition::obsc,Condition::obscf]; 
si = Length[s]; 
s2 = Union[TabIe[s[[U)l]]+s[[i,21l]],{i,sl}]]; 
s3 = Delete[s2,Position[s2,0]]; 
s4 - Take[s3,Length[s3]/2]; 
s5 = s4 /. Table[Est[[i]]->0,{i,Length[Est]}]; 
s6 = Table[If[s5[[i]] > 0, s5[[i]]-s4[[i]], s4[[i]]-s5[[i]] ]1{i,Length[s4]}] 
]; (* Fin del Modulo/Principal *) 
Rank[m_?MatrixQ] := 
Obtención del rango, los elementos de la matriz pueden ser 
números reales o símbolos. 
Module[{ml,L}, 
si la matriz es m*n hacemos L=min{m,n}. 
If[Greater[Length[m],Length[m[[lJ]]], 
L = Length[m[[ 1 ]] ] ,L=Length[m]]; 
i=0;ml ={{}}; 
While[rnl=!={}, 
i-H-;ml=Minors[m,i]; 
mi - Delete[ml,Position[ml,0]]; 
Si los menores obtenidos son diferentes de cero se incrementa i, 
de lo contrario se termina el ciclo. 
If[Length[ml]>=lJm]=Delete[ml,Position[ml,{}]],ml];]; 
i-1 (* el cual es el grado relativo *) ]; 
*********************************************************** 
(* Encuentra el vector de STransf *) 
STransf[f_,g_,hJ := (* función para obtener (2.1.1.2) *) 
Module[{t0,tl,t2,t3,t4st5,t6,t7,i,Faltan,al,a2,a3,a4,bl, 
b2Jb3)b4,cl,c2,c3,c4,c5,c6,Indice=0}, 
tO=GradoReIativo[£g,h]; 
tl^Table[KDerLie[f,h,i],{i,0,t0-l}]; 
t2 = MatrizJacobiano[tl]; 
Faltan = Length[Est]-tO; 
Obtenemos 4 puntos aleatoriamente que pertenecen a la 
vecindad de xO. 
t5 = Table[Est[[i]]->0, {i,Length[Est]} ]; 
al = Table[Est[[i]]->(Random[]-.5), 
{i,Length[Est]}]; 
a2 = Table[Est[[i]]->(Random[]-.5), 
{i,Length[Est]}3; 
a3 - Table[Est[[i]]->(Random[]-.5), 
[i,Length[Est]}]; 
a4 = Table[Est[[i]]->(Random[]-.5), 
{i,Length[Est]}]; 
t6 = t2 /. t5; 
t3=Busqueda[g]; 
If¡Length[t3]<l, 
(*FalIa*)Indice=l, 
(*Ok*)For[i=l,i<=Length[t3],i++, 
t4 = Append[tl,í3[[i]]]; 
ti = MatrizJacobiano[t4]; 
t7 = t7 /. t5;bl = t 7 /. al;b2 = t7 /. a2; 
b3 = t7 /. a3;b4 = t7 /. a4; 
Se hacen las evaluaciones (del rango) de todos los puntos, los 
cuales al coincidir agregamos dicha función al vector Phi. 
H={Rank[t7],Rank[bl],Rank[b2],Rank[b3],Rank[b4]}; 
11 =Delete[l 1 ,Position[l 1 ,Length[Est]]]; 
If[Length[ll]<5, 
If[Length[l 1 ]>0,Message[ Advertencia:: rango] ]; 
If[Rank[t7]>Rank[t6],tl =t4, t l - Delete[t4,Length[t4]]]]]; 
(* Fin del For *)];(* Fin del If externo *) 
c5 = t l ; 
Si con las funciones obtenidas con 'Busqueda' no se completa el 
vector Phi, hacemos todas las combinaciones posibles de 
vectores de longitud igual al estado, cuyos elementos 
pertenecen al conjunto {0,1}, después tomamos cada uno de 
ellos y lo agregamos al jacobiano de Phi de tal manera que 
aumente el rango ( remedio infalible ), el que cumpla este 
objetivo lo dejamos para después relacionarlo con las variables 
de estados de la siguiente forma: 
a){0,0,l,l }->x3+x4 , b){l,0,l}->xl+x3; El problema es que no 
cumple (25). 
If[Rank[MatrizJacobiano[tl]/.t5]=Length[Est],Return[tl], 
t2 = Rank[MatrizJacobiano[tl]/.t5]; 
Faltan - Length[Est]-t2]; 
t3=Flatten[Outer @@ Prepend[Table[{0,l},(Length[Est]}],List]]; 
t3=Partition[t3,Length[Est]]; 
i=l;cl = MatrizJacobiano[tl]/.t5, 
While[i<=Length[t3], 
t4 = Append[cl,t3[[i]]]; 
If[Rank[t4]>Rank[cl ],c 1 =t4] ;i++]; 
c2 = Take[cl,-Faltan]; 
For[i=l,i<=Faltan,i++, 
Ac=0;For[j=lj<=Length[Est]j++, 
If[c2[[ij]]H=0,Ac+=Est[(j]],Ac+=0] ]; 
c6[i] = Ac ]; (* Fin del Primer For *) 
c4 = Flatten[Append[c5,Table[c6[i], {i,Faltan}]]]; 
di = MatrizJacobiano[c4]; 
En este caso es obvio que el jacobiano de Phi tiene que tener 
rango completo debido a que este (al menos en los renglones 
inferiores agregados con el procedimiento inmediato anterior) 
no depende de alguna variable de estado, y los primeros r 
renglones son linealmente independientes en xO, sin embargo se 
realiza el siguiente 'if por si no cumple con algún punto que 
pertence a su vecindad. 
11 - {Rank[dl/.al],Rank[dl/.a2],Rank[dl/.a3],Rank[dl/.a4],Rank[dl/.t5]} 
11 = Delete[ll,Position[ll,Length[Est]]]; 
If[Length[ll]<5, 
If[Length[ll]>0,Message[Advertencia::rango]]; 
c4,Abort[]] 
]/; VectorQ [f]&&VectorQ [g] &&(Length[f]=Length[g]= 
Length[Est]) 
Advertencia: :rango = 'Existe problema de Rango" 
(* Nuevo sistema en el nuevo espacio de coordenadas *) 
Nuevo Sistema [f_,g_,h_J := 
Función para obtener (2.1.1.4) 
Module[{t,z,trans,fz,gz,hz,u}, 
Se obtiene el vector Phi y después se resuelve el conjunto de 
ecuaciones de igualdad para cada una de las variables de estado. 
If[ VectorQ [g],t = STransf[f,g,h],t = MTransf[£g,h]]; 
z - Table[SequenceForm["z",i]=t[[i]],{i,Length[t]}]; 
If[MatrixQ[g],u - Table[SequenceForm["u",Í], {i,Length[g]}]]; 
trans - Solve[z,Est,InverseFunctions->True]; 
I f [ ' t r ans={ },Abort[], 
Obtención de cada uno de los elementos del nuevo sistema. 
fz = MatrizJacobiano[t].f/.trans; 
gz = g. Transpose [MatrizJacobiano[t]]/. trans; 
hz = h /.trans; 
fz - Simplify[fz];gz = Simplify[gz],hz - Simplifyfhz]; 
For[i=l,i<=Length[fz],i++, 
If[VectorQ[g], 
Formato de salida. 
Print["[",i,"]dz/dt= ",&[[i]]," + ",gz[[i]],"u \n\n\n"], 
SequenceForm @@ Flatten[Prepend[Table[ 
í" + ,,,gz[[iJ]],u[[j]]}>{j.Length[g]}], 
{"["'V]dz/dt= ",fz[[i]]}],l]//Print];]; 
Print["h[z] = ",hz[[l]]];]; (* Fin del If *) 
]/;(VectorQ[g]&&(Length[g]=Length[f]=Length[Est])|| 
MatrixQ[g]&&(Length[g[[l]]]=Length[f]—Length[Est])); 
(* Fin del Modulo *) 
(* Matriz A para los sistemas MIMO *) 
cond::nosin = "No existe vector grado relativo debido \ 
a el rango incompleto de la matriz " en xO"; 
VecGrdRel::ind = "\nVector Grado Relativo indefinido." 
VectorGradoRelativo[f_List?VectorQ,g_List?MatrixQ,h_List?VectorQ] := 
ModuIe[{a,l,m,ml}, 
Off[GradRel::cer]; 
Obtención del grado relativo de cada salida con respecto a 
todos los campos vectoriales. 
a = Table[GradoRelatÍvo[f,g[[Í]],h[[Í]]],(j,Length[h]}J{i,Length[g]}]; 
On[GradRel::cer]; 
Se genera una tabla donde se ubican los conjuntos de grados 
relativos para después escojer el menor de cada uno de ellos: 
primera condición. 
a = Delete[a,Position[a,0]];a = Flatten[Take[#,l]&/@(Sort[#]&/@a)]; 
jfj-a==={},Message[VecGrdRel::ind];Abort[]]; 
Se checa el rango de la matriz (3.1.1): segunda condición. 
l=Length[a];m=Table[DerLie[g[0]],KDerLie[f,h[[i]],a[[i]]-l]], 
{U},{j,l}];ml = m /.Table[Est[[i]]->0,{i1Leiigth[Est]}]; 
If[Rank[ml]=Length[ml[[l]]],a,Message[cond::nosin,m];Abort[]] 
]/;Length[Est]=Length[ g[[l]] ]=Length[f] 
j-************************************************************-
Función para obtener (3.1; 1). 
MatrizA[f_List?VectorQ, g_List?MatrixQ, h_List? VectorQ] := 
Module[{v,l,m}, 
v = VectorGradoRelativo[f,g,h]; 
1 = Length[vj; 
m = Table[DerLÍe[g[[j]], 
KDerLie[f,h[[i]],v[[Í]]-l]]; 
{U},am 
]/;Length[Est]=Length[ g[[l]] ]=Length[f] 
*********************************************************** 
(* Vector de transformación MIMO *) 
MTransf[fJList? VectorQ, g_List?MatrixQ,h_List? VectorQ] := 
Module[{v,a,b,c,d,rl;r2,r3,r4,r5,tl,t2,t3,t4}, 
Primero la localización del grado relativo, 
v =VectorGradoRelativo[f,g,h]; 
Se instalan las primeras funciones del cambio de coordenadas. 
a = {},For[i=l,i<=Length[v],i-H-, 
a = Append[a,Table[KDerLie[f,h[[i]]j],{j,03v[[i]]-l}]]]; 
a = Flatten[a];Ift(Plus @@ v)=Length[Est],Goto[Completo]]; 
A continuación se buscan las funciones que cumplan la segunda 
condición (exclusivamente para un campo vectorial g), si se 
desea para todos los campos vectoriales g es mucho mas 
complicado (fuera del alcance de esta tesis. La parte que sigue 
es equivalente a la parte correspondiente en la función 'STransf. 
b = 0 ; 
For[i=l,i<=Length[g],i++,b= Append[b,Busqueda[g[[i]] ]]]; 
b = Flatten[b]; 
r0= Table[Est[[i]]->0, {i,Length[Est]}]; 
r l= Table[Est[[i]]->(Random[]-.5),{i,Length[Est]}]; 
t l = Table[Est[[i]]->(Random[]-.5),{iJLength[Est]}]; 
r3=Table[Est[[i]]->(R9Jidom[]-.5),{i,Length[Est]}]; 
r4= Table[Est[[i]]->(Random[]-. 5), {Í,Length[Est]}]; 
r5= Table[Est[[i]]->(Random[]-. 5), (Í,Length[Est]}]; 
For[i=l,i<=Length[b],i++, 
aux = i; 
c = Append[aíb[[i]]]//Flatten; 
d = MatrizJacobiano[c], 
ll={Rank[d/.rí)],Rajik[d/Tl], 
11 - Delete[ll,PositÍon[ll,Length[Est]]]; 
If[Length[ll]<6, 
If[Length[ll]>0,Message[Advertencia::rango]], 
If[Rank[d/.rl]>Rank[MatrizJacobiano[a]], a = c] ]; 
i = aux ]; 
If[Length[a]=Length[Est],Return[a]]; 
ti ~Partition[(Outer @@ PrependCTableCÍOJÍ^LengthCEstDl.Listiy/Flatte^LengthlEst]]; 
t2 = MatrizJacobiano [a]/. rO ;t3 = Rank[t2]; 
For[i=l,i<=Length[tl],i++,aux - i;t4 - Append[t2,tl[[aux]]]; 
If[Rank[t4]>Rank[t2],t2=t4];If[Rank[t2]==Length[Est],Break[]];i=aux]; 
t2-Partition[(Take[t2,-Length[Est]+t3])//Flatten,Length[Est]]; 
For[i=lsi<= (Length[Est]-t3),i++, 
Ac=0;For[j=Length[Est]j>=l j ~ , 
IfIt2[[ij]]=!-0,Ac+-Est[D]] ](*iP)M*For-j-*) 
a =Append[a,Ac]; ];(*For-i-*) 
Returnla];Label[Completo];a 
]/;Length[f]~Length[g[[l]]]=Length[Est] 
Involutividad[g ] = 
Module[{t},If[Length[{g}]=l )Si]; 
t=Table[ProductoLie[{g}[[i]],{g}[[j]]],{i,Length[{g}]-l}, 
{j,i+l,Length[{g}]}]; 
t = Append[t,{g}];t = Flatten[t,l]; 
If[Rank[ {g} ]=Rank[t] , Si,No]]/;MatrixQ[ {g} ] 
InvarianciaVect[f_,g_] := 
Module[{t},t = Table[ProductoLie[f,g[[i]]],{i,Length[g]}]; 
t = Append[{t},g];t=Flatten[t,l]; 
If[Rank[g]=Rank[t],Si,No]]/;MatrixQ[g]&&VectorQ[f]&& 
f Length [g [ [ 1 ] ] ]=Length [f]) 
^************************************************************) 
InvarianciaCovect[fJg_J := 
Module[{t},t = Table[Covector[f, {g[[i]]} ], {i,Length[g]} ]; 
t=Flatten[t,l];t = Append[{g},t];t=Flatten[t,l]; 
If[Rank[g]=Rank[t],Si,No]]/;MatrixQ[g]&&VectorQ[f]&& 
(Length[g[[l]]]=Length[f]) 
^**********************************#*************************) 
Alcanzabilidad[f: {{__}-• },g: {{_}••}]:= 
Modulef {11,total, parcial, t,p} ,11 =Length[f] ;total=g; 
Label[Ok]; 
t=Table[InvarianciaVect[f[[i]],total],{i,ll}]; 
p - Position[t,No];If[p={},total//Rank//Return]; 
For[i=l, i<-Length [f], i++, 
If[!FreeQ[p,{i}], For[j=l j<=Length[totaI]j++, 
parcial = Append[tota!,ProductoLie[f[[i]],total[0]]]]' 
];(* 1er. For *)];(* Fin de If *)total=parcial;];(* 2o. For *)Goto[Ok]; 
Rank[total ]]/;VectorQ[fI[l]]]&&VectorQ[g[[l]]]&& 
(Length[f[[l]]]=Length[g[[l]]]=Length[Est]) 
***********************************************************^ 
Covector[f_,w_] := 
Module[{fi,f2},ñ=MatrizJacobiano;f2=Transpose; 
{(fl [w[[l]]].f)//f2}+w.(C/fl) 
]/;VectorQ[f]&&MatrixQ[w]&&(Rank[w]=l)&& 
(Length[f]=Lengthf w [ [ 1 ]]]—Length[Est]) 
********************************************************** *) 
Observabilidad[f: {{__}- },g: {_••}] := 
Module[{ll,total,parcial,t,p,auxl,i,j},ll=Length[f]; 
total=g//Matriz Jacobiano; 
total-DeIete[total,Position[total,Table[0,{Est//Length}]]]; 
Ifftotal={},Retura[0],Null]; 
Label[Ok]; 
t-Table[InvarianciaCovect[f[[i]],total],{i,ll}]; 
p = Position[t,No];If[p={},Return[Rank[total]]]; 
parcial=total; 
For[i=l,i<=Length[f],i++ 
Ifl!FreeQ[p,{i}], 
For [p l j<=Length [total],j++, 
auxl = Flatten[Covector[f[[i]],{total[[j]]}]]//Expand, 
If[FreeQ [parcial,auxl], 
parcial =Append[{parcial},{auxl}]]; 
parcial=Flatten[parcial]; 
parcial=Partition[parcial,Length[Est]]//Expand; 
];(* 1er. For *)];(* Fin de If*) 
total=pai'cial];(* 2o. For *) 
GotofOk]; 
(* Fin *) ]/;VectorQ[f[[ 1 ]]]&&VectorQ[g] 
(•Símbolos protegidos definidos en este paquete*) 
Protect [Estado, DerLie, KDerLie, GradoRelativo, AcciónLinealizante, 
MatrizJacobiano, ProductoLie, KProductoLie,Rank, 
STransf,NuevoSistema,VectorGradoRelativo,MatrizA,MTransf, 
Involutividad,InvarianciaVect,InvarianciaCovect,Alcanzabilidad, 
Covector,Observabilidad,No,Si] 
End[]; 
EndPackage[], 
Print[""] 
Print[" Paquete : Sistemas No Lineales "] 
Print[" Autor : Jesús Aureliano Esquivel Cárdenas "] 
Print[" Para ver el contenido, Teclee: ?funciones"] 
Capítulo 6 
Un Ejemplo 
6.1. Obtención de la dinámica de un Robot 
Considere el manipulador de eslabón simple con unión flexible como se muestra en la 
Figura siguiente: 
Ignorando el amortiguamiento por simplicidad, las ecuaciones que caracterizan el manipulador 
son: [8] 
Iqi + MgLsin(qj) + k(qi - q 2 ) = 0 
J q 2 - k ( q i - q 2 ) = u 
y en el espacio de estado, con la siguiente asignación a las variables 
L,M 
Fig.3 
x i = qi 
= qi 
*3 = q2 
X4 = q2 
tenemos la siguiente ecuación dinámica: 
MgL 
x2 
sin(x1)-T(x1-x3) 
0 
0 
+ 0 u> x - y = *i 
j 
donde fácilmente identificamos los campos vectoriales f y g. 
El problema de la linealización exacta mediante retroalimentación de estados puede 
resolverse perfectamente debido a que el sistema tiene grado relativo 4 y el vector que 
representa el "diffeomorfismo" tiene un Jacobiano no singular para todo R n , bajo ciertas 
condiciones. Recordemos que el sistema linealizado y transformado debe tener la siguiente 
estructura: 
¿1~ 0 1 0 0 Z1 "o" 
¿2 0 0 1 0 z2 
. i 
0 
¿3 0 0 0 1 z3 0 
.-<* 0] -c [ l ] -c [2] _z4_ _ 1 _ 
6.2. Utilización del programa para el análisis del sistema 
Instalemos el programa en el Mathematica para estudiar este sistema dinámico. Cada vez 
que se haga referencia al programa se utilizará una barra horizontal para dividir la entrada 
(parte superior) y la salida (parte inferior). 
1) Instalación. 
< < p a c k a g e s " " n o l i n e a l " i s i d o r i " 
P a q u e t e : S i s t e m a s No L i n e a l e s 
A u t o r : J e s ú s A u r e l i a n o E s q u i v e l C á r d e n a s 
P a r a v e r e l c o n t e n i d o , T e c l e e : ? f u n c i o n e s 
2) Introducir la información que tenemos. 
E s t = E s t a d o [ x l , x 2 , x 3 , x 4 ] ; 
f f = { x 2 , - M * g * L * S i n [ x l ] / i - k * ( x l - x 3 ) / i , x 4 , k ( x l - x 3 ) / j } ; 
gg = { 0 , 0 , 0 , 1 / J } ; 
h=Xl ; 
3) Obtención del grado relativo. 
G r a d o R e l a t i v o [ f f , g g , h ] 
Esto implica que el subespacio de Obervabilidad tiene dimensión igual al orden del sistema; lo 
cual podemos verificar con la función Alcanzabilidad. 
4) Obtención de la dimensión del subespacio de Alcanzabilidad. 
A l c a n z a b i l i d a d [ { f f , g g } , { g g } ] 
4 
5) Obtención de la acción de control que linealiza el sistema. 
A c c i Ó n L i n e a l i z a n t e [ f f , g g , h ] 
2 
k ( - X l + x3) 
( i J ( - ( c [0] ( x l ) + c [ l ] {x2) + c [2 ] ( 
i J 
- (k x l ) + k x3 - g L M S i n [ x l ] 
) + c [ 3 ] ( 
i 
- (k x2) + k x4 - g L M x2 Cos [ x l ] ) } _ 
i 
2 
g L M X2 S i n [ x l ] + 
i 
(k + g L M C o s [ x l ] ) ( - ( k x l ) + k x3 - g L M S i n [ x l ] ) ) , \ 
2 
i 
/ k 
6) Obtengamos ahora el vector que representa el "diffeomorfismo". 
S T r a n s f [ f f , g g , h ] 
k {x l - x3) g L M S i n [ x l ] 
{ x l , x 2 , - { ) - , 
i i 
k x4 k g L M C o s [ x l ] 
+ x2 ( - ( - ) ) } 
i i i 
7) Inmediatamente después de haber obtenido este vector, hagamos lo siguiente: 
M a t r i z J a c o b i a n o [ % ] 
{{1, 0 , 0, 0} , {0, 1 , 0, 0 } , 
k g L M C o s [ x l ] k 
{_(_) , o, - , 0}, 
i i i 
g L M x2 S i n [ x l ] k g L M C o s [ x l ] k 
{ ( _(_) , o, -}} 
i i i i 
al tener i, k * 0 y | k | i | < oo la matriz es no singular para toda x e R n . 
8) La dimensión del subespacio de Observabilidad: 
O b s e r v a b i l i d a d [ { f f , g g } , { h } ] 
4 
9) Tratemos de Encontrar el Sistema Transformado. 
N u e v o S i s t e m a [ f f , g g , h ] 
$Aborted 
El éxito en la obtención del resultado de NuevoSistema depende del resultado de la función 
Solve, la cual es función del contexto 'Global en Mathematica; ésta resuelve ecuaciones 
simultaneas en forma genérica. 
6.2.1. Extensión al caso MIMO 
En esta sección agregaremos al sistema anterior dos entradas, por consiguiente dos 
campos vectoriales, y dos salidas (tomando en cuenta que se realizaron los pasos anteriores), 
obtenemos de esta manera un sistema ficticio de tres entradas y tres salidas el cual 
utilizaremos en las siguientes funciones del paquete para el caso MIMO. 
10) Declaración de los 2 campos vectoriales. 
g g l - { 0 , k , 0 , L M x 2 } ; 
gg2 = {0,0,i,0}; 
h l = x 4 ; h.2 =x3 ; 
11) Encontrar el vector grado relativo. 
V e c t o r G r a d o R e l a t i v o [ f f , { g g , g g l , g g 2 } , { g g , g g l , g g 2 } ] 
{2,1,1} 
12) Obtención de la acción de control que linealiza el sistema. 
A c c i ó n L i n e a l i z a n t e [ f f , { g g , g g l , g g 2 } , { h , h l , h 2 } ] 
u = {k ( - x l + x3) + 
J L M x2 ( - ( k x l ) + k x3 - g L M S i n [ x l ] ) 
_«- — — — — — .— — — .— — — — — — — — — — — — — — — — — — — — — — — — — — / 
i k 
k x l - k x 3 + g L M S i n [ x l ] x4 
- ( " ) } + 
i k i 
J L M x2 1 1 
{{-<--- >, Ji 0}, {-, 0, 0}, {0, 0, -}}* v 
k k i 
13) Obtención de la dimensión del subespacio de Alcanzabilidad. 
A l c a n z a b i l i d a d [ { f f , g g , g g l , g g 2 } , { g g , g g l , g g 2 } ] 
4 
14) Obtención de la dimensión del subespacio de Observabilidad. 
O b s e r v a b i l i d a d [ { f f , g g , g g l , g g 2 } ,{11,111,112}] 
15) Obtención del sistema transformado. 
N u e v o S i s t e m a [ f f , { g g , g g l , g g 2 } , { h , h l , h 2 } 3 
- ( k z l ) + k z4 - g b M S i n [ z l ] k ( z l - z4) 
[ 1 ] d z / d t = {z2 , 
J 
1 
z 3 } + {0, 0 , 0 } u l + {O, k , L M z 2 , 0}u2 + {0, 0 , 0 , i } u 3 
J 
h [z] = { z l , z 3 , z4} 
16) Obtención del vector que representa el "diffeomorfismo". 
M T r a n s f [ f f , { g g , g g l , g g 2 } , { h , h l , h 2 } ] 
{ x l , x 2 , x 4 , x3} 
6.3. Simulación con Simulink de Matlab 
Hasta este momento ya se tiene la información suficiente para hacer una simulación del 
sistema linealizado, en los 2 casos: SISO y MIMO, utilicemos Simulink de Matlab para 
hacerlo. 
6.3.1. Caso SISO 
El diagrama de bloques de la linealización es el siguiente: 
Fig. 4 
Se diseño la linealización para que tuviera los siguientes valores característicos: 
E- l ) -1 
E-2) -0.5 
E-3) -0 .3+ 1.2 i 
E-4) -0.3 - 1.2 i 
los cuales inducen los valores de las constantes -c[i], i=l,...,4, que forman parte de la acción 
de retroalimentación y que formarán los elementos del renglón inferior de la matriz A del 
sistema transformado. Los valores son los siguientes: 
c[0] = 0.765 
c[l] = 2.595 
c[2] = 2.93 
c[3] = 2.1 
Las siguientes gráficas (6a y 6b) (resultado de la simulación) muestran las respuestas de: 
• El Sistema Lineal que se desea obtener (Caso Ideal). 
• Sistema Linealizado vía Retroalimentación de Estado. 
• La Aproximación Lineal vía la Serie de Taylor. 
a una entrada escalón de 0.035 (Fig.5a) y 0.07 (Fig.5b), ambas en condiciones iniciales igual a 
cero. 
0.25 
0 . 1 
: ; 
Aproximación Lineal 
v s — 
i I 
; (-: Sistema Un :alizado ¡ 
Segundos 
Fig.5a 
-: S¡sienta Linealizado 
10 15 
Segundos 
Fig.5b 
6.3.2. Caso M I M O 
El diagrama de bloques de la localización es semejante al de la Fig.5 con la diferencia de 
que a(x),h(x) y u son un vectores y b(x),g(x) son matrices. Como la suma de los elementos del 
vector grado relativo que se obtuvo fue exactamente igual al orden del sistema, esto quiere 
decir que no existe dinámica interna, entonces la linealización que se obtiene es exacta. En 
base al control no interactivo de la sección 3.3 veamos lo siguiente: el primer elemento del 
vector grado relativo es 2, esto quiere decir que existe en el sistema linealizado un subsistema 
lineal de orden 2 que relaciona1 una entrada wl con la salida h, el segundo elemento es 1 por 
lo que existe un subsistema lineal de orden 1 que relaciona una entrada w2 con la salida h l , y 
de la misma manera existe el tercer subsistema lineal de orden 1 que relaciona una entrada w3 
con la salida h2. 
La acción de control v que se obtuvo en el paso 10 de la sección anterior se seleccionó de 
la siguiente forma: 
zl 
"-2.4 - 1 0 o" 
z2 
wl 
V = 0 0 - 1 0 
z3 
+ w2 
0 0 0 - 1 
z4 
w3 
de tal manera que el subsistema lineal de 2o. orden tiene una relación de amortiguamiento de 
0.3 y una Frecuencia Natural de 1.55, y los 2 subsistemas de primer orden restantes tienen el 
polo de ambas funciones de transferencia en -1. 
Las gráficas siguientes (6a y 6b) muestran los resultados de la simulación del sistema 
linealizado con las siguientes características: 
• ul es una entrada escalón unitario aplicada en t=0. 
• u2 es una entrada escalón unitario aplicada en t=5. 
• u3 es una entrada escalón unitario aplicada en t=10. 
• La respuesta del Caso Ideal es exactamente la misma del sistema linealizado. 
• La Fig.7a es con estado inicial x0=(0,0,0,0). 
• La Fig.7b es con estado inicial x0=(l,4,4,4). 
'La relación es exclusivamente con la salida mencionada. 
x4—-s. 
-Á 
I V x3 
xl 
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Fig.óa 
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Conclusiones 
Se logró la automatización del cálculo involucrado en los procedimientos para la 
obtención de algunas propiedades de los sistemas no lineales, utilizando como base la 
geometría diferencial, donde destacan principalmente: la dimensión de los espacios de 
observabilidad y de alcanzabilidad, la transformación de coordenadas y la ley de control 
linealizante. 
Es importante mencionar que algunos de los conceptos que se analizaron solo demuestran 
la existencia de soluciones, utilizando conceptos de un nivel de abstracción alto y aún así se 
logró su implementación, sin embargo los resultados de las funciones que se implementaron en 
el paquete depende de los resultados de las funciones internas del Mathematica. 
Indudablemente el paquete elaborado puede ser desarrollado mucho más, sin embargo 
podemos verlo, en principio, como un buen auxiliar del investigador de esta área de control, el 
cual puede realizar el trabajo más eficientemente, sin la posibilidad de cometer errores y sobre 
todo con una rapidez mucho mayor. Podemos mencionar para trabajos futuros: realizar una 
mejor interacción con el usuario, mejorar los algoritmos de las funciones STansf y MTransf, 
desarrollar nuevas funciones en base a las ya elaboradas, etc... 
Por último, la capacidad de la computadora es importante para la rapidez de respuesta, 
por lo que, cuando se trabaja con cierta función del programa, el tiempo que tarda el 
Mathematica en mostrar el resultado cambia de una computadora a otra. El intervalo máximo 
de tiempo que se registró en las pruebas del programa fue de 20 minutos para un sistema no 
lineal de orden 6, y en una computadora con Microprocesador 486 DX, 4 Mb de RAM y 66 
MHz. 
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Apéndice 
A.1 Algebra de Lie 
Tres tipos de Operaciones sobre campos vectoriales ( f , g ) , campos covectoriales ( w ) y 
funciones evaluadas en los reales (A, , p): 
a) Derivada de Lie de una función escalar a lo largo de un campo vectorial: 
<dA,(x), f (x)) = f (x) = ¿ fi (x) = L f X (A. 1) 
dx Ja^Xj 
La solución es nuevamente una función evaluada en los reales. Es posible la misma operación 
en forma repetida: 
L L f l ( x ) = 3 M W ) g ( x ) 
6 dx 
X derivada k veces a lo largo de f obtenemos L ^ X , donde: 
S ( L ^ ) 
L ^ X (x) = i f (x ) (A.2) 1 ox 
con L j A.(x) = X(x). 
b)Producto de Lie: 
t f , g ] (x ) = | 8 f ( x ) - | ^ g ( x ) (A.3) J dx dx 
En el caso de operación repetida de g con el mismo campo vectorial f , [f ,[f , . . . , [f ,g]]], 
podemos definir: 
ad * g(x) = f , ad ¡T1 g (x) con ad » g(x) = g(x) (A.4) 0 
El producto de Lie tiene las siguientes propiedades, [5] [8]: 
• Es bilineal. 
[ q f ! + r 2 f 2 ) g i ] = r1[f1 )g1] + r 2 [ f 2 , g i ] 
[ f 1 , r l g l + r 2 g 2 ] = r1[f1,g1] + r 2 [ f 1 , g 2 ] 
• Es antíconmutativa. 
[ f . g ] = - [ & f ] 
• Satisface la Identidad de Jacobi: 
[f>[g Jp]] + [g,[p,f]] + [p,[f,g]] = 0 
c)La derivada de Lie de un campo covectorial a lo largo de un campo vectorial: 
L f w ( x ) = f T ( x ) 
d w 1 
dx 
i 
+ w(x) dí_ 
dx 
Los 3 tipos de operaciones anteriores son tales que: 
O LafA,(x) = (L f X(x))a(x) 
O L f dX (x) = dLf X (x) 
0 L|-f (x) = L f LgX (x) - LgLf X (x) 
O L f ( W ,g>(x) = {L fw(x)>g(x)) + (w(x) í [ f íg](x)) 
O [a f , p g](x)= a (X)P (x)[f, g](x) + (L f (3 (x))a (x)g(x) - ( L g a (x))p (x)f (x) 
O L a f p w(x) = a (x)p <x)(Lf w(x)) + P (x)<w(x), f (x ) )da (x) + (LfP (x))a (x)w(x) 
A.2 Cálculo Avanzado 
Teorema l,(5][6][7][8](de la Función Inversa). Sea A un conjunto abierto de R n y 
F:A—>Rn un mapeo C00. Si —•— es no singular en alguna x° GA, entonces existe una 
u 3 x 
o x° vecindad U de x u en A tal que V = F(U) es abierto en R n y la restricción de F en U es un 
"diffeomorfismo" sobre V. 
• 
Teorema 2,[5](del Rango). Sean A c R n y B c R m dos conjuntos abiertos, F: A —> B un 
dF' 
tiene rango igual a k para cada x que pertenece a A. Para mapeo C . Suponga que 
dx 
cada x° e A existe una vecindad AQ de x° en A y una vecindad B 0 d e F ( x ° ) e n B , 2 
conjuntos abiertos U c R n y V c R m y dos "diffeomorfismos" G : U ^ - A 0 y H : B 0 ^ V tal 
que H o F o G ( U ) c V y; 
(HoFoG)(x ] , . . . , x n ) = (x1 , . . . ,xk ,0, . . . ,0) V ( x l f . . . , x n ) e U 
• 
Sea Pk denote el mapeo P k : R n - » R m definido por P k (x 1 , . . . ,x n ) = (x l 5 . . . ,xk ,0, . . . ,0) 
como H y G en el Teorema 8 son invertibles, podemos modificar la expresión previa de la 
forma: 
F ^ H " 1 ° P k o G " 1 V X G A 
Teorema 3,[5][6][7][8](de la Función Implícita). Sean A c R m y B c R n dos conjuntos 
abiertos y F : A x B - > R n un mapeo C00. Sea (x,y) = (x 1 , . . . ,xm 3y 1 , . . . ,y n ) denote un punto 
de AxB. suponga que para algún (x°,y°) e A x B, F(x°,y°) = 0 y la matriz: 
a f x 
5 F dy\ 5 y n 
a y " afn dín 
3 y i 3 y n 
es no singular en (x° ,y°) . 
Entonces existe una vecindad abierta AQ de x° en A y BQ de y° en B y un único mapeo C 
G: A 0 B0 tal que: 
F(x,G(x)) = 0 V x e A 0 
CO 
• 
Sea S un conjunto, Una Estructura Topològica o Una Topología sobre S es una 
colección de subconjuntos de S llamados conjuntos abiertos, que satisfacen los siguientes 
axiomas: 
(i) La unión de cualquier número de conjuntos abiertos es abierto. 
(ii) La intersección de cualquier número finito de conjuntos abiertos es abierto. 
(iii) El conjunto S y el conjunto vacio (J> son abiertos. 
Una vecindad de un punto p que pertenece a un espacio topològico, es cualquier 
conjunto abierto el cual contiene a p. 
Sean Sj y S 2 espacios topológicos y F un mapeo F: S] —> S2 • El mapeo es continuo si la 
imagen inversa de cada conjunto abierto de S 2 es un conjunto abierto de S¡. El mapeo F es 
abierto si la imagen de un conjunto abierto de Sj es un conjunto abierto de S2 . El mapeo F 
es un homeomorfismo si es biyectivo, y ambos continuos y abiertos. Si F es un 
homeomorfismo, el mapeo inverso F _ 1 también lo es. 
Dos espacios topológicos en los cuales existe un homeomorfismo se dicen ser 
homeomorficos. 
Si SQ es un subconjunto de un espacio topològico S, existe un conjunto abierto único, 
denotado por int(SO) y llamado interior de SQ , el cual está contenido en SQ y contiene 
cualquier otro conjunto abierto contenido en SQ • ¡nt(So) es la unión de todos los conjuntos 
abiertos en S. 
De igual forma, hay un conjunto cerrado único, denotado por CI(SQ), llamado la 
cerradura de SQ , el cual contiene SQ y está contenido en cualquier otro conjunto cerrado 
que contiene SQ - CI(SQ) es la intersección de todos los conjuntos cerrados los cuales 
contienen a SQ • 
Un subconjunto de S se dice ser denso en S si su cerradura coincide con S. 
Un Espacio topològico S se dice satisfacer El Axioma de Separación de Haudorff, si 
para cualquier dos puntos diferentes del espacio, sus vecindades no se intersectan. 
A.3 Variedades 
Definición 1. Un Espacio X Localmente Euclidiano de dimensión n es un espacio 
topològico tal que, para cada p e X existe un mapeo homeomórfico 4> de una vecindad 
abierta de p a algún conjunto abierto en Rn . 
• 
A continuación se define nuevamente el concepto de variedad, pero ahora desde el punto de 
vista topològico. 
Definición 2. Una Variedad N de dimensión n es un espacio topològico el cual es localmente 
Euclidiano de dimensión n, es Hausdorff y tiene una base contable. Las variedades son la 
abstracción de la idea de una superficie suave. 
• 
Una carta de coordenadas sobre una variedad N es un par (U ,0 ) , donde U es un 
conjunto abierto de N y O un homeomorfismo de U sobre un conjunto abierto de R n . 
Algunas veces <5 es representado como un conjunto (<]>i,---,<|>n) y <J>i :U —> R es llamado la 
i-ésima función de coordenada. Si p e U , entonces ( < | > i ( p ) , n ( p ) ) e s llamado el conjunto 
de coordenadas locales de p en la carta de coordenadas (U,d>). 
Sea (U.O) y ( v , ^ ) dos cartas de coordenadas sobre una variedad N, con U n V í O , y 
(\|/i,...,M'n) el conjunto de funciones de coordenadas asociado con el mapeo El 
homeomorfismo o O - 1 :0) (U n V ) - > ^ ( U ^ V) tomando para cada p e U n V, el conjunto 
de coordenadas locales (<h(p),...,<|>n(p)) dentro del conjunto de coordenadas locales 
(\|/1(p),...,v|/n(p)), es llamado una transformación de coordenadas sobre U o V . 
Dos cartas de coordenadas (U,í>) y ( V , ¥ ) son C°° compatibles si, al existir U n V í O , 
la transformación de coordenadas ^poO - 1 es un ""diffeomorfismo"". 
Una subvariedad es el análogo no lineal de un subespacio en el espacio lineal. De igual 
forma el producto de dos variedades produce una nueva variedad, que es el análogo de un 
producto de espacios vectoriales. 
Si N y M son variedades, de dimensión n y m respectivamente, F: N —» M es un mapeo, 
( u , 0 ) una carta de coordenadas sobre N y ( V , ^ ) una carta de coordenadas sobre M, el 
\ _ i 
mapeo compuesto F = xPoFo<í) es llamado una expresión de F en coordenadas locales. 
Esta definición tiene sentido solo si F(u) n V í 0 . 
Definición 3. Sean N y M variedades suaves. Un mapeo F:N—>M es un mapeo suave si 
para cada p e N existe una carta de coordenadas (U, 3>) de N y (V, ¥ ) , con p e U y F(p) e V , 
tal que la expresión de F en coordenadas locales es C00. 
• 
El rango de un mapeo F:N -» M en un punto p e N es el rango de la matriz Jacobiano: 
afi afi 
ckq ôxn 
Sfi 
3x n dxn 
en x = <KP). 
Sea N una variedad suave de dimensión n. Una función evaluada en los reales X se dice 
ser suave en una vecindad de p, si el dominio de X incluye un conjunto abierto de U de N, el 
cual incluye a p y la restricción de X a U es una función suave. 
A.4 El Principio de Estabilidad en la Primera Aproximación. 
Considere el sistema (1.5.1) donde f e C r , con r >2, definido sobre un subconjunto abierto U 
de R n , y sea x° e U un punto de equilibrio para f. Sin pérdida de generalidad podemos 
suponer que x° = 0. Es bién sabido que la estabilidad asintótica local a este punto puede ser 
determinada, con algunas extensiones, por el comportamiento de la aproximación lineal de f 
• ~ 
en x=0[5]. Para esto, sea F = — denote la matriz Jacobiano de f en x=0. Entonces: 
O 
Si todos los valores característicos de F están en el semiplano izquierdo 
abierto del plano complejo, entonces x=0 es un punto de equilibrio 
asintóticamente estable de (1.5.1). 
(ü) 
si uno o más eigenvalores de F están en el semiplano complejo derecho, 
entonces x-0 es un punto de equilibrio inestable de (1.5.1). 
El caso de algún sistema cuya matriz F tenga algún valor característico con parte real igual a 
cero y los demás con parte real negativa se le identifica comunmente como un caso crítico. 
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