In this note, we show that quantum finite automata can be polynomially more succinct than their classical counterparts for promise problems in case of exact computation. Additionally, in terms of language recognition, the same result is shown to be valid up to a constant factor depending on how bigger the size of the alphabet is.
Introduction
The exact quantum computation has been widely examined (e.g. [1] [2] [3] [4] [5] [6] [7] [8] ). In this note, we consider quantum finite automata (QFAs) deciding partial (promise) and total functions exactly by comparing with their classical counterparts. We present our results for Moore-Crtuchfield QFA (MCQFA) [9] , known as the most restricted QFA.
Shortly, a MCQFA is a 5-tuple (Q, Σ, {U σ∈Σ }, q 1 , Q a ), where
• Σ is the input alphabet not containing the end-markers ¢ and $,
•Σ = Σ ∪ {¢, $},
• Q is the set of internal states, q 1 is the initial internal state,
• Q a is the set of accepting internal states, and
• U σ is the transformation applied on the state space when reading σ ∈Σ.
Additionally, throughout the paper, |w| σ denotes the number of σ's occurred in w, where w ∈ Σ * and σ ∈ Σ.
Promise problems
Let Σ = {a, b}, m > 1, M = (Q, Σ, {U σ∈Σ }, q 1 , Q a ) be a MCQFA and L m be the following language
The details of M Q = {q 1 , . . . , q m , p 1 , . . . , p m+1 }; Q a = {q 1 , . . . , q m }.
•
We present the details of the transformations needed for our purpose (the remaining parts can easily be completed).
It can easily be verified that, for all w ∈ L m , there exists a i ∈ {1, . . . , m} such that M ends in one of the states in {|q i , −|q i , |p i , −|p i }. Thus, L m can be divided into two disjoint subsets: A m (the set of strings exactly accepted by M) and B m (the set of strings exactly rejected by M). Since, any deterministic finite automaton (DFA) must have at least 4m(m + 1) internal states in order to separate the languages A m and B m , we can obtain the following theorem. j,1 , . . . , q j,m , p j,1 , . . . , p j,m+1 | 1 ≤ j ≤ N }; Q a = {q j,1 , . . . , q j,m | 1 ≤ j ≤ N }.
• U a |q j,i = |q j,i+1 (1 ≤ i < m) and U a |q j,m = −|q j,1 , where
(1 ≤ i < m + 1) and U b |p j,m+1 = −|p j,1 , where 1 ≤ j ≤ N
• On symbol $, for each i ∈ {1, . . . , m}, H ⊗k is applied on states |q j,i 's and |p j,i 's, where 1 ≤ j ≤ N , H is the Hadamard transformation, and there is a fixed order between states depending on indices.
We present the details of the transformations needed for our purpose (the remaining parts can easily be completed). 
Language recognition
Based on M, we can construct a MCQFA M ′ having 2m(m+1) internal states recognizing A m exactly. That is, each q i (1 ≤ i ≤ m) and each p i (1 ≤ i ≤ m+1) is extended to the set of states {(q i , p j ) | 1 ≤ j ≤ m + 1} and {(p i , q j ) | 1 ≤ j ≤ m}, respectively, so that M ′ can parallelly implement the task of M and the modulo operations. Thus, any string can be exactly determined whether it is a member of L m or not. If it is a member of L m , then the computation strategy of M is implemented and so any input belonging to A m (resp., B m ) is accepted (resp., rejected) exactly. Otherwise, the input is deterministically rejected. By extending the input alphabet, we can increase the gap from 2 to 2 k , for any k > 1. We show this for the case k = 2. (The other cases can be iteratively shown.) Let Σ = {a 1 , a 2 , b 1 , b 2 }, m > 1, and C m be a language such that for any w ∈ C m (i) the projection of w on {a 1 , b 1 } is a member of A m , which is defined on {a 1 , b 1 }, and (ii) the projection of w on {a 2 , b 2 } is a member of A m , which is defined on {a 2 , b 2 }. By tensoring M ′ operating on {a 1 , b 1 } and M ′ operating on {a 2 , b 2 } conveniently, we can obtain the desired MCQFA, which has (2m(m+1)) 2 internal states.
In [10] , it is shown that Kondacs-Watrous QFAs (KWQFAs), also a restricted QFA model [11] , cannot be more concise than DFAs in case of exact computation, if the languages are defined over a binary alphabet. Since any MCQFA can be converted an equivalent KWQFA by doubling the set of the internal states [12] , we can obtain the following corollaries. Corollary 1. The state efficiency of MCQFAs cannot be more than twice when the (exactly) recognized language is encoded on a binary alphabet.
Corollary 2. The state efficiency of MCQFAs cannot be asymptotically better than DFAs.
