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A Tere
A mis papás

Resumen
La presente tesis aborda problemas de estimación y control de procesos de alta densidad
celular. Como caso de estudio particular se toma la producción de bioplásticos mediante Cu-
priavidus necator. Se hacen contribuciones novedosas en cuanto a modelizado de los procesos,
monitorización de tasas de reacción y optimización en línea mediante control.
Con el objetivo de proveer un marco más realista y preciso, se desarrollan modelos orien-
tados al control capaces de describir las variaciones de volumen en procesos de alta densidad
celular, alimentados con medios concentrados y con acumulación de productos intracelulares.
Los modelos obtenidos son prácticos en cuanto a que no dependen de parámetros difíciles de
obtener y son más precisos que otros previamente reportados.
Para la monitorización de proceso, se desarrollan algoritmos de estimación de las tasas de
reacción. Se diseñan observadores para cada una de las fases del proceso de producción de
bioplásticos teniendo en cuenta las restricciones impuestas por las plantas experimentales y
la incertidumbre de los modelos del microorganismo. Los estimadores propuestos utilizan los
modelos de volumen antes desarrollados y constituyen un aporte importante a la monitoriza-
ción de procesos en condiciones restrictivas como las presentes en procesos de alta densidad
celular. Junto con el diseño de los estimadores se hacen aportes originales al análisis de erro-
res, pruebas de estabilidad y condiciones sobres las ganancias de los algoritmos para satisfacer
tasas de decaimiento de los errores. Además se proveen validaciones con resultados experi-
mentales.
La optimización en línea de los procesos viene dada por la aplicación de controles para
seguimiento de extremos que buscan maximizar las tasas de reacción en puntos de operación
que, a priori, no son conocidos. Se propone un novedoso esquema de control no lineal, que
incluye la estimación de un gradiente que permite converger al óptimo de una función objetivo
(el mapa de sustrato a tasa de reacción). Se dan por primera vez pruebas de estabilidad para
este controlador, incluyendo incertidumbre estructurada. Además, se derivan condiciones de
diseño sobre sus ganancias. El control propuesto mejora a los reportados en la literatura en
cuanto a velocidad de respuesta y suavidad de las tasas obtenidas. Además, está basado en la
utilización de sensores cuya utilización es más factible en procesos de alta densidad celular.
El algoritmo de control es finalmente aplicado a la producción de bioplásticos, obteniéndose
resultados muy satisfactorios.
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Abstract
This thesis addresses the control and estimation problem in high cell density processes. As
case of study the production of bioplastics via Cupriavidus necator is studied. Novel contribu-
tions to process modelling, monitoring and on line optimization are done.
With the objective of giving a more realistic and precise process description, control orien-
ted models are developed for the volume variations in high cell density processes. Specially,
for those which are fed with concentrated media and in which intracellular products are sto-
red. The models obtained are practical in the sense that there is no dependence with difficult
to obtain parameters and are more precise than other models previously reported.
For process monitoring, algorithms are developed to estimate the reaction rates of the pro-
cess. Observers are proposed for each of the phases of the bioplastics production process. The
estimation algorithms make use of the previously developed volume models and constitute an
important contribution to process monitoring in restrictive conditions, such as the ones found
in high cell density processes. Along with the design of the estimators, original contributions
are made to error analysis, stability proofs and conditions on the algorithm gains to achieve
given decay rates in the errors. Also, experimental validation of the estimators is provided.
The on line optimization of the processes is given by the use of extremum seeking contro-
llers whose purpose is to maximize the reaction rates at, a priori, unknown operating points.
A novel non linear control scheme is proposed, including a gradient estimation which allows
convergence to the optimum of an objective function (the substrate to reaction rate map).
For the first time, stability conditions are given for this controller, including unstructured un-
certainty. Also, conditions on the design gains are obtained. The proposed control scheme
improves previously reported ones in convergence speed and the smoothness of the obtai-
ned reaction rates. Moreover, it is based on the use of sensors of feasible application to high
cell density processes. The control algorithm is finally applied to the bioplastics production
process, obtaining satisfactory results.
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N Masa total de fuente de nitrógeno en el bioreactor [g]
n Concentración de fuente de nitrógeno [g l−1]
n∗ Concentración de fuente de nitrógeno óptima [g l−1]
P Masa total de producto en el biorreactor [g]
p Concentración de producto [g l−1]
q∗ Tasa específica de producción óptima [h−1]
rn Velocidad volumétrica de consumo de fuente de nitrógeno[g l
−1 h−1]
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rp Velocidad volumétrica de producción [g l
−1 h−1]
rs Velocidad volumétrica de consumo de fuente de carbono[g l
−1 h−1]
rx Velocidad volumétrica de crecimiento[g l
−1 h−1]
S Masa total de fuente de carbono en el biorreactor [g]
s Concentración de fuente de carbono [g l−1]
s∗ Concentración de fuente de carbono óptima [g l−1]
V Volumen de la fase líquida [l]
X Masa total de células en el biorreactor [g]
x Concentración de células [g l−1]
Yps Rendimiento de carbono a producto [c−mol/c−mol]
yps Rendimiento de carbono a producto [gg
−1]
Yxn Rendimiento de nitrógeno a biomasa [c−mol/c−mol]
yxn Rendimiento de nitrógeno a biomasa [gg
−1]
Yxs Rendimiento de carbono a biomasa [c−mol/c−mol]
yxs Rendimiento de carbono a biomasa [gg
−1]
z Variable auxiliar de los observadores asintóticos [g l−1]
Lista de acrónimos
c-mol Carbono mol.
EKO Observador de Kalman extendido (Extended Kalman Observer).
ELO Observador de Luenberger extendido (Extended Luenberger Observer).
ESC Control por seguimiento de extremos (Extremum Seeking Control).
FCE Fuente de carbono y energía.
FN Fuente de nitrógeno.
GEVP Problema generalizado de autovalores (Generalized Eigenvalue Problem).
LDI Inclusión diferencial lineal (Linear Differential Inclusion).
MD Modos deslizantes.
MDPO Modos deslizantes de primer orden.
MDSO Modos deslizantes de segundo orden.
OD Densidad óptica (Optical Density).
ODE Ecuación diferencial ordinaria (Ordinary Differential Equation).
PDE Ecuación diferencial en derivadas parciales (Partial Differential Equation).
PHA Polyhydroxyalkanoato.
PHB Polyhydroxybutyrato.
PLDI Inclusión diferencial lineal politópica (Polytopic Linear Differential Inclusion).
STA Algoritmo Super-Twisting (Super-Twisting Algorithm).
STR Reactor de tanque agitado (Stirred Tank Reactor).
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Capítulo 1
Introducción
1.1. Motivación y objetivos de la tesis
El uso de microorganismos como fábricas celulares para la producción de metabolitos es-
pecializados de alto valor añadido (por ejemplo antibióticos, ácidos, biopolímeros y biogases)
es de vital importancia para el presente y futuro de la industria de procesos y el desarrollo sos-
tenible. Aún así, la marcada incertidumbre en los modelos y la falta de conocimiento profundo
en tiempo real sobre el estado del proceso fuerza tanto a la industria como a la experimen-
tación científica a operar en regímenes demasiado conservadores, no óptimos, con el fin de
evitar estados fisiológicos no deseables de los microorganismos e inestabilidad de los procesos
[1]. Por ejemplo, es un estándar de la industria la utilización de leyes de control a lazo abierto
para alimentar a los reactores con caudales constantes o exponenciales [2]. O bien, la toma
de muestras manual y análisis fuera de línea como única herramienta de monitorización.
El control automático aporta herramientas que pueden contribuir a la optimización en
tiempo real de procesos biotecnológicos, en su modelizado y análisis, estimación de variables
para su monitorización continua y desarrollo de leyes de control para la operación en regiones
de operación deseadas. El aporte además se extiende a la mejora de la calidad y reproduci-
bilidad de los procesos. En 2004 se publicó la iniciativa PAT (Process Analytical Technology)
por la Food and Drugs Administration (FDA) de los EE.UU. [3]. Uno de sus puntos centrales
apunta a mejorar la calidad de los productos y la seguridad y eficiencia de los procesos. Entre
las recomendaciones dadas está la incorporación de sistemas que permitan un seguimiento
en tiempo real de atributos críticos y diseño de sistemas de control que permitan ajustarlos.
Estas recomendaciones no se restringen solamente a la industria farmacéutica, si no que se
extienden al resto de la industria de bioprocesos.
Recientemente ha resurgido el interés en el desarrollo de procesos que permitan obtener
productos de valor añadido a partir de deshechos industriales o agrícolas. Estos procesos sur-
gen como alternativas a otros ya existentes en la industria con mayor impacto ambiental o
menor biocompatibilidad. Uno de los casos de estudio más interesante y representativo es el
de la producción de bioplásticos [4, 5, 6], donde se utilizan bacterias para producir de manera
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intensiva biopolímeros que se almacenan intracelularmente1. Estos bioplásticos son alternati-
vas biodegradables a los plásticos convencionales y su producción es más limpia (no derivada
del petróleo). Otro caso representativo es la producción de lípidos mediante levaduras para
la posterior producción de biodiesel como alternativa al obtenido a partir de aceites de origen
vegetal provenientes de la agricultura [7, 8]. O bien, la producción de aceites a partir de glice-
rol residual de la industria del biodiesel [9]. La necesidad de obtener procesos competitivos a
nivel económico y productivo lleva usualmente a utilizar sustratos baratos, provenientes del
descarte de otras industrias. También lleva a operar en regímenes de alta densidad celular, es
decir, con concentraciones de microorganismos muy elevadas. Este tipo de operación presenta
complicaciones adicionales: acumulación de productos y residuos que pueden inhibir la pro-
ducción, elevadas demandas de oxígeno y sustratos, aumentos en la densidad y viscosidad del
medio por la utilización de medios altamente concentrados [10]. Además, cuando provienen
de residuos, los sustratos pueden ser impuros y poco caracterizados.
Durante los últimos 30 años se han desarrollado numerosos algoritmos de estimación y
control para bioprocesos, siendo una referencia los aportes realizados por Georges Bastin y
Dennis Dochain [11]. Sin embargo, el desarrollo de algoritmos específicos para procesos de
alta densidad, con las restricciones que estos implican, es aún poco explorado. Por ejemplo,
es usual que muchos algoritmos dependan de la medición de sustratos. En procesos de alta
densidad celular como los antes mencionados esto no sería conveniente o posible si se utilizan
sustratos impuros provenientes de residuos. O bien, que los modelos hayan sido desarrollados
considerando bajas concentraciones de microorganismos y sustratos. De manera general se
puede decir que es necesario el desarrollo de algoritmos de estimación y control específicos
para procesos de alta densidad celular. Estos deben depender menos de la información de los
sustratos y deben ser implementables con equipos y sensores disponibles en un laboratorio
estándar o en la industria. Adicionalmente, se deben adaptar los modelos clásicos para incluir
los efectos causados por la alta densidad celular y sus implicaciones.
Durante el desarrollo de la presente tesis surgió una colaboración con el laboratorio de
Control de Biosistemas de la Universidad de Gante para trabajar sobre un proceso de produc-
ción de bioplásticos. Como ya se mencionó, este es un proceso representativo de los que se
pretende estudiar, en cuanto a la elevada densidad celular, utilización de medios concentrados
provenientes de residuos y almacenamiento de productos intracelulares. Las particularidades
del proceso se desarrollan en los próximos capítulos, pero de manera resumida se puede decir
que se utiliza la bacteria Cupriavidus necator que tiene la capacidad de almacenar el biopolí-
mero polyhydroxybutyrato intracelularmente hasta varias veces su peso. El proceso se realiza
en dos etapas, una de acumulación de microorganismos y otra para la producción del biopolí-
mero. La diferencia principal entre una etapa y otra es la presencia o no de uno de los sustratos
(fuente de nitrógeno) para fomentar el crecimiento o la producción. Modos de operación simi-
lares se utilizan en [7, 8] para la producción de lípidos mediante Rhodosporidium toruloides y
en [9] para la producción de aceites mediante Rhodotorula glutinis. Por lo antes mencionado
1Dentro de la célula, por lo general en el citoplasma.
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se tomó a este proceso como caso de estudio de la tesis, sin perder de vista a los procesos de
alta densidad celular en general. Cabe mencionar que al inicio de la colaboración el proceso
contaba solamente con una lazo de control de pH y algunas alimentaciones a lazo abierto. El
monitoreo se realizaba a partir de muestras manuales y análisis fuera de línea. Tareas tales
como el cambio de una etapa a otra se realizaban casi de manera artesanal más que basadas
en el estado real del proceso.
En este contexto, tomando como caso de estudio particular a la producción de bioplásticos,
los objetivos principales de la presente tesis son:
Desarrollar algoritmos de estimación para las tasas específicas de reacción principales en
bioprocesos de producción con alta densidad celular, que sirvan tanto para el monitoreo
del proceso como para la implementación de lazos de control avanzados. Los algoritmos
además deben tener en cuenta las incertidumbres y restricciones típicas del tipo de
proceso.
Desarrollar algoritmos de control para la optimización en tiempo real de procesos de
alta densidad celular, maximizando su productividad. Los algoritmos deben ser robustos
frente a las fuertes incertidumbres del proceso y los modelos.
1.2. Problemas abordados
La modelización de los procesos juega un rol fundamental en su monitoreo y control.
Típicamente se emplean modelos de balance de masa obtenidos bajo la hipótesis de que el
microorganismo sigue una determinada ruta metabólica. Luego, se diseñan algoritmos de con-
trol basados en estos modelos matemáticos macroscópicos relativamente simples (aunque no
lineales) y de bajo orden. En los procesos reales, sin embargo, los microorganismos pueden se-
guir distintas rutas metabólicas. Esto puede ocurrir de manera voluntaria o forzada (mediante
el perfil de alimentación) o involuntaria (condiciones atmosféricas, oxigenación, evolución de
concentraciones de sustratos) [2, 11, 12]. Por otra parte, existe un vacío en la inclusión de
factores físicos como las densidades de medios y volúmenes de productos no disueltos, que
cobra relevancia en procesos de alta densidad celular.
El desarrollo e implementación de controladores versátiles y robustos requiere de la reali-
mentación de variables para las cuales, en la mayoría de los casos, no se dispone del sensor
adecuado o simplemente no existe forma de medirlas. Surge entonces la necesidad de diseñar
algoritmos de estimación u observadores que permitan estimar las variables necesarias para
el monitoreo y control sobre la base de modelos existentes y las medidas disponibles de otras
variables.
En lo que concierne al control de los procesos biotecnológicos, el diseño no sólo se ve afec-
tado por la falta de sensores, sino también por restricciones en los actuadores, dinámicas no
lineales variantes en el tiempo, comportamientos híbridos e incertidumbre paramétrica. En
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muchos casos el objetivo de control está especificado en la maximización de una tasa de cre-
cimiento o producción, cuyo valor es desconocido a priori. Una técnica cuya utilización está
volviendo a ganar interés es la de seguimiento de máximos o extremum-seeking. Esta consiste
en diseñar controladores que a partir de observaciones de la respuesta del sistema a distintos
estímulos buscan hallar puntos de operación que maximicen (o minimicen) una variable. Es
de interés el desarrollo de este tipo de controles para su aplicación en la producción de bio-
plásticos, biogases y otros procesos similares donde los puntos de operación óptimos no son
conocidos con exactitud debido a la incertidumbre existente respecto a la flora del proceso y
la impureza de los sustratos.
1.3. Organización de la tesis
La tesis está dividida en siete capítulos. El Capítulo 1 corresponde a esta introducción. El
Capítulo 2 ofrece una introducción a los bioprocesos. Se exponen conceptos fundamentales de
la temática y se clasifican y describen los modelos. Los capítulos 3 al 6 constituyen el trabajo
original de la tesis.
En el Capítulo 3 se presenta el proceso de producción de bioplásticos y se detallan sus mo-
delos. Luego, se proponen nuevos modelos para describir los cambios de volumen en procesos
de alta densidad celular alimentados con medios concentrados.
En los capítulos 4 y 5 se exponen los aportes de la tesis respecto a la estimación de tasas
de reacción en procesos de producción de bioplásticos. En el Capítulo 4 se describe el estado
del arte en materia de estimación de concentraciones y tasas de crecimiento en bioprocesos.
Luego se propone un esquema de observadores para la estimación de la tasa de crecimiento
en el proceso de producción de bioplásticos. En el Capítulo 5 se propone un observador para
la estimación de la tasa de producción de bioplásticos en el proceso estudiado, basado en el
modelo de volumen propuesto en el Capítulo 3.
En el Capítulo 6 se plantea el problema de maximización de tasas de reacción en bio-
procesos con cinética desconocida y se propone una nueva estrategia de control con tal fin
utilizando estimaciones del gradiente del mapa cinético. Además, se proveen demostraciones
de estabilidad del control propuesto y resultados de simulación, incluyendo su aplicación al
proceso de producción de bioplásticos.
Finalmente, en el Capítulo 7 se resumen las principales conclusiones extraídas durante el
trabajo de tesis y se plantean posibles líneas de investigación a futuro.
1.4. Aportes originales de la tesis
Los principales aportes realizados en esta tesis son
1. Nuevos modelos para las variaciones del volumen en procesos de producción de bioplás-
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ticos y procesos de alta densidad celular en general. Estos tienen en cuenta la contrac-
ción de volúmenes al mezclar medios de distintas densidades, consumo de sustratos y
la acumulación de productos intracelulares.
2. Un esquema de observadores para la estimación de la tasa específica de crecimiento en
el proceso de producción de bioplásticos, utilizando mediciones de densidad óptica e in-
formación obtenida del lazo de control de pH. Además, se provee un análisis original de
los errores de estimación producidos por las distintas incertidumbres que pueden apare-
cer en los procesos estudiados. El esquema propuesto es una solución para el monitoreo
del proceso en un caso real, y es aplicable en otros procesos de alta densidad celular
con instrumentación estándar, como la disponible en muchos laboratorios e industrias.
El observador es validado mediante simulación y experimentalmente.
3. Un observador para la estimación de la tasa específica de producción de bioplásticos,
basada en la medición de los cambios de volumen del proceso causados por la acumula-
ción del producto. Se propone un algoritmo no lineal para cancelar las no linealidades
específicas de la etapa del proceso. El observador se presenta en dos versiones, una por
medición de la concentración celular y la otra por medición del volumen del proceso.
El mismo es implementable en otros bioprocesos en que la dinámica del volumen sea
afín a una tasa de producción. Se proveen pruebas de estabilidad y se analiza la tasa
de decaimiento del error con respecto a las ganancias del algoritmo, lo que constituye
una herramienta para la sintonización. El observador es validado mediante simulación
y con datos experimentales.
4. Una nueva estrategia de control para seguimiento de extremos, con el fin de maximi-
zar las tasas de crecimiento y producción en procesos con cinéticas no monótonas y
modelos desconocidos. La estrategia se basa en un controlador y un estimador de gra-
diente, ambos utilizando técnicas de modos deslizantes de segundo orden. Se proveen
por primera vez demostraciones de estabilidad del controlador y criterios para la sinto-
nización de las ganancias. La estrategia se valida mediante simulación en una serie de
escenarios distintos, incluyendo la maximización de la tasa de crecimiento y de la tasa
de producción del proceso de producción de bioplásticos.
1.4.1. Lista de publicaciones
Artículos en revistas
Martín Jamilis, Fabricio Garelli, Md. Salatul Islam Mozumder, Castañeda Teresita y Her-
nán De Battista. Modeling and estimation of production rate for the production phase of
non-growth-associated high cell density processes. Bioprocess and Biosystems Engineering,
38(10):1903-1914, 2015. doi: 10.1007/s00449-015-1430-7
Martín Jamilis, Fabricio Garelli, Md. Salatul Islam Mozumder, Eveline Volcke y Hernán
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production process. Bioprocess and Biosystems Engineering, 38(3):557–567, 2014. doi:
10.1007/s00449-014-1295-1
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Martín Jamilis, Fabricio Garelli, y Hernán De Battista. Growth rate maximization in fed-
batch processes using high order sliding controllers and observers based on cell density
measurement. Journal of Process Control.
Artículos en congresos internacionales (con referato de trabajo completo)
Martín Jamilis, Fabricio Garelli y Hernán De Battista. Smooth extremum-seeking control
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Martín Jamilis, Fabricio Garelli y Hernán De Battista. Production rate estimation in pro-
cesses with high cell concentration. 2015 XVI Workshop on Information Processing and
Control (RPIC 2015). doi: 10.1109/RPIC.2015.7497108
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(RPIC 2013), 615-620.
Capítulo 2
Introducción a los bioprocesos
El hombre hace uso de microorganismos desde antes de descubrir su existencia, ya en la
antigüedad se producía pan o bebidas fermentadas como la cerveza, vinagre y vino. Durante
el siglo XX se comienzan a producir nuevos productos como glicerol, ácido láctico, acetona,
butanol y etanol. Sin embargo, por conveniencia económica, la producción a niveles industria-
les de estos productos se derivó por otras vías. No es hasta el descubrimiento de la penicilina
en 1928 por Alexander Fleming y su producción en masa durante la segunda guerra mun-
dial que la biotecnología cobra impulso por el desarrollo de técnicas y procedimientos para
la producción de grandes volúmenes y la aparición de nuevos productos como antibióticos,
enzimas y proteínas. Un segundo impulso es recibido en la década del 80 con el desarrollo
de la ingeniería genética, surgiendo microorganismos genéticamente modificados capaces de
producir sustancias como insulina, hormonas de crecimiento y otras relacionadas a la salud
[13].
En este capítulo se da una introducción general a los bioprocesos. En la primera parte se
definen conceptos importantes, características principales, tipos de procesos y reactores. En la
segunda parte se tratan los modelos de bioprocesos. Se hace una revisión de las clasificaciones,
de sus fundamentos (estequiometría y cinética) y de los modelos para biorreactores de tanque
agitado.
2.1. Definiciones y conceptos generales
2.1.1. Bioprocesos
Un bioproceso se puede definir como un proceso químico que involucra agentes biológicos
para la generación de productos de interés, biomasa (masa celular) o servicios. Los agentes
biológicos pueden ser microorganismos como levaduras y bacterias, células animales, célu-
las vegetales o enzimas [13]. Los productos obtenibles son muy variados, en el rubro de la
salud se producen vacunas, antibióticos como la penicilina y ácido clavulánico [14], vitami-
nas y hormonas como la insulina. El campo de los alimentos es el más antiguo, se producen
alimentos fermentados como quesos, cervezas, vinos, yoghurt, o también aminoácidos [15],
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saborizantes y levaduras de panificación. Se pueden producir también productos industriales
como etanol, acetonas, ácidos cítrico y láctico [16, 17] y biopolímeros [18]. Como servicios se
destacan el tratamiento de efluentes, la biorremediación de suelos y la producción de biogases
con fines energéticos.
Tanto la proliferación y mantenimiento celular como la generación de productos se realiza
sobre la base de varios sustratos, es decir, de materias primas y nutrientes esenciales a partir
de los cuales se produce la biorreacción. Éstos se pueden clasificar según las concentraciones
necesarias en el medio de cultivo, su naturaleza y función [13]:
Fuente de carbono y energía (FCE): es la que suministra el carbono y la energía ne-
cesarios para el crecimiento y para llevar a cabo los procesos metabólicos internos. El
carbono constituye el 50% del peso seco de un microorganismo estándar [13]. FCEs
típicas son azúcares fermentables como la glucosa, fructosa, sacarosa, etc. O alcoholes
como el glicerol y sorbitol [19].
Fuente de nitrógeno (FN): el nitrógeno constituye aproximadamente un 12% del peso
seco del microorganismo estándar [13]. La FN es el compuesto que provee de nitrógeno
requerido para la síntesis de proteínas, ácidos nucleicos y componentes de la pared
celular. En general se utilizan en forma de compuestos inorgánicos como amoníaco,
amonio y dinitrógeno, o compuestos orgánicos como aminoácidos, urea y peptonas [19].
Macroelementos: son aquellos nutrientes que se adicionan en concentraciones del or-
den de los gramos por litro. Los principales macronutrientes son fósforo, azufre, calcio,
magnesio, potasio y sodio. Los mismos se proporcionan en forma de sales [13].
Microelementos: aquellos nutrientes necesarios en concentraciones pequeñas, del or-
den de miligramos por litro o menos. Por ejemplo, minerales como el cinc, hierro y
manganeso, o bien, compuestos orgánicos como aminoácidos y vitaminas [13].
Oxígeno: Este nutriente es esencial para microorganismos aeróbicos y opcional para
microorganismos facultativos1, en general compone un 20% del peso seco [20]. El mi-
croorganismo lo asimila disuelto en la fase líquida, por lo que es necesario favorecer el
intercambio del mismo entre el medio del cultivo y la atmósfera.
Recientemente ha crecido el interés por la generación de productos industriales obtenidos
a partir de usar residuos industriales o agrícolas como FCE. Por ejemplo: bagazo y glicerol
provenientes de la producción de bioetanol, suero de leche y otros productos lácteos, vinazas
y almidón (proveniente de residuos de cosechas), entre otros. Se pueden obtener productos de
alto valor agregado como hidrógeno [21, 22], ácidos orgánicos [23], lípidos para producción
de biocombustibles [24], butanol [25] y ácido láctico [26]. De particular interés en esta tesis
es la producción de bioplásticos, específicamente el polyhydroxybutyrato (PHB) [27, 28] de la
familia de los polyhydroxyalkanoatos (PHA) [28].
1Que puede crecer tanto en aerobiosis como anaerobiosis.
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La mayoría de los nutrientes se encuentran en exceso en el medio de cultivo, siempre y
cuando el exceso no tenga un efecto inhibitorio sobre la reacción. Aquel sustrato que se en-
cuentra en una concentración tal que restringe el crecimiento de los microorganismos se llama
sustrato limitante. En general el sustrato limitante puede ser la FCE o la FN dependiendo del
caso. En procesos aeróbicos el oxígeno siempre es limitante ya que se puede agotar fácilmente
por su rápida dinámica y escasas cantidades en las que se encuentra disuelto. Por ende, en
esos casos siempre es necesario un control que lo mantenga por encima de los valores críticos.
Además de la presencia y concentraciones de los distintos nutrientes en el medio de cultivo,
otros factores externos afectan el crecimiento y la velocidad de las biorreacciones en general.
La temperatura es uno de los factores físicos más importantes, ya que los microorganismos son
muy sensibles a la variación térmica. Es de vital importancia la existencia de controles a lazo
cerrado que garanticen condiciones de temperatura cercanas a la óptima. Para organismos
mesófilos ésta se encuentra entre 15 y 35◦C, para organismos termófilos será por encima de
los 45◦C, para psicrófilos entre 12 y 15◦C y para psicrótrofos menos de 7◦C. Desde el punto de
vista químico un factor importante es el pH, ya que la acidez del medio define si es apto para el
crecimiento de determinados organismos. Por lo tanto, su control también es necesario en la
mayoría de los bioprocesos. En general, se requiere operar con pH cercano a 7, aunque existen
microorganismos extremófilos capaces de crecer en medios muy ácidos o muy alcalinos.
Por su complejidad los bioprocesos pueden ser clasificados de diversas maneras, a conti-
nuación se detallan algunas de las clasificaciones más importantes.
Procesos aeróbicos y anaeróbicos
Los procesos aeróbicos son aquellos en los que se suministra oxígeno al cultivo, por ser éste
esencial para el crecimiento del microorganismo utilizado. Procesos anaeróbicos son aquellos
que se realizan en ausencia de oxígeno en el medio, ya que éste no es requerido por el micro-
organismo (o les es tóxico) o su ausencia activa una ruta metabólica deseada. Por ejemplo,
la levadura de panificación Saccharomyces cerevisiae crece cuando hay oxígeno disuelto en el
medio de cultivo, mientras que cuando éste se agota produce etanol. A aquellos microorga-
nismos capaces de desarrollarse tanto en presencia como ausencia de oxígeno se los llama
facultativos.
Culturas puras y mixtas
Los procesos con culturas puras son aquellos en los que se utiliza una única cepa microbia-
na, es decir, una única especie de microorganismo. Estos procesos requieren de condiciones
de esterilidad estrictas de los reactores y medio de cultivo para asegurar la única presencia del
microorganismo en cuestión. Los procesos con culturas mixtas son aquellos en los que intervie-
nen distintas cepas o tipos de microorganismos. Puede ser en un medio estéril con un número
de cepas perfectamente identificadas, o en medios no estériles con una gran diversidad de
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microorganismos (bacterias en general). Por ejemplo, los procesos con barros activados para
producción de biogases o tratamientos de aguas [29].
Bioprocesos sumergidos y de estado sólido
Se llaman procesos sumergidos a aquellos en que el medio de cultivo es líquido, con un
contenido de agua de más del 95%. En este tipo de procesos se dispone de un dispositivo o
mecanismo que provee un mezclado eficaz del medio, obteniéndose una composición de me-
dio y reacciones homogéneas. Usualmente se utiliza para todo tipo de productos industriales.
Procesos de estado sólido son aquellos en que los sustratos utilizados son sólidos con niveles
de humedad muy bajos, de entre el 40% y el 80%. Se suelen utilizar para la fermentación de
productos agrícolas o alimentos (arroz, trigo, soja, etc.). Los procesos de estado sólido tienen
como ventaja su bajo volumen, menor riesgo de contaminación (la baja humedad no es favo-
rable para bacterias), la facilidad de separación posterior del producto y eficiencia energética.
La desventaja es la heterogeneidad del medio debido a la falta de mezclado, que resulta en
problemas de control de pH, temperatura y oxígeno disuelto [30].
Bioprocesos de alta y baja densidad celular
Se llaman procesos de alta densidad celular a aquellos en que la concentración de micro-
organismos supera los 50 a 100 gramos por litro. Los bioprocesos de baja densidad celular
son aquellos en que no se superan esas concentraciones, siendo los más comunes en el ám-
bito de la investigación. Las condiciones de alta densidad celular sirven para incrementar la
productividad volumétrica, es decir, para obtener la mayor cantidad de biomasa o producto
en un determinado volumen y tiempo [10, 31]. Las elevadas concentraciones de biomasa que
se pretenden alcanzar se corresponden con una gran cantidad de sustrato total a consumir
a lo largo del proceso. Esa cantidad de sustrato no se puede agregar al medio toda junta al
inicio del mismo, tanto por problemas de solubilidad, inhibición del crecimiento, volatilidad
de los sustratos, activación de rutas metabólicas indeseadas y elevada demanda de oxígeno
[10]. En consecuencia los sustratos se deben alimentar gradualmente de manera controlada
[32]. En particular es necesario regular las concentraciones de oxígeno disuelto, FCE y FN ya
que son las que más influyen en las tasas de crecimiento y producción. Las concentraciones
de los sustratos de alimentación suelen ser altas para evitar diluir demasiado la biomasa y
otros nutrientes que no son alimentados externamente (que se encuentran en exceso en el
medio desde el principio del proceso). Ejemplos de procesos de alta densidad están dados en
[33, 12] para la producción de bioplásticos, o en [7, 34, 8] para la producción de lípidos. En
ambos casos los productos son intracelulares y los procesos constan de dos etapas, una de
crecimiento donde se acumulan microorganismos, y otra de producción donde se almacena
el producto en la gran población de microorganismos.
Los procesos de baja densidad celular son muy comunes en investigación debido a la
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facilidad de operación y menores requerimientos nutricionales. En general se utilizan para
modelizado de microorganismos, determinación de medios de cultivo óptimos, desarrollo de
procesos, etc. La desventaja de estos procesos es la baja productividad, y los grandes volúme-
nes de medio a procesar tras la fermentación.
2.1.2. Biorreactores
Un biorreactor es un recipiente o dispositivo en donde un bioproceso se lleva a cabo. El di-
seño de un biorreactor no es trivial, ya que el mismo debe ser capaz de mantener condiciones
aptas para el desarrollo de microorganismos, por ejemplo el pH, temperatura y concentracio-
nes de sustratos. A la vez debe proveer un transporte rápido y eficaz de sustratos y productos
entre fases y a los microorganismos, y composición y condiciones homogéneas. Dentro del
biorreactor se pueden diferenciar distintas fases [2]:
Líquida: Es mayormente agua que contiene disueltos todos los compuestos necesarios pa-
ra el crecimiento celular o generación de productos, fuente de carbono, fuente de nitrógeno,
fósforo, oxígeno y vitaminas. También puede contener productos extracelulares disueltos co-
mo etanol o penicilina.
Gaseosa: Está compuesta por los gases en la parte superior del reactor y los gases en las
burbujas que atraviesan la fase líquida. Los gases más relevantes son el oxígeno y dióxido de
carbono, el primero funciona como sustrato y es de vital importancia en muchos procesos,
el segundo se encuentra presente en aire de entrada y además suele ser un producto de la
reacción.
Sólida: Está compuesta por elementos inmiscibles en el medio líquido. Pueden ser frac-
ciones de los sustratos, células inmovilizadas en soportes sólidos (pegadas sobre su superficie
o dentro de ellos), o aglomeraciones de células. La presencia de partículas sólidas afecta el
mezclado del medio y el transporte de sustratos en el medio.
Biótica: Está formada por todas las células presentes en el medio de cultivo, que no se
hayan disueltas en el mismo. Normalmente el tamaño de una célula es del orden del µm y
su densidad es similar a la del agua, por lo que su volumen se desprecia. Sin embargo, en
presencia de densidades celulares elevadas acumulando producto intracelular puede llegar a
ser necesario tener en cuenta su volumen. Este tema se desarrolla en la Sección 3.3.2.
En el campo de los cultivos sumergidos existen distintos tipos de biorreactores [2], a con-
tinuación se listan algunos de ellos.
Reactor de tanque agitado (STR)
Un reactor de tanque agitado consta básicamente de un recipiente (tanque) de vidrio o
acero inoxidable y un dispositivo de agitación para proveer el mezclado del medio y distri-
bución del aire que se suministra desde el fondo del mismo. A su vez dispone de conductos
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de entrada para el ingreso de medio de cultivo fresco, y de salida para toma de muestras o
evacuación de efluentes. Este tipo de reactores pueden tener volúmenes útiles del orden del
litro a escala de laboratorio, a 10 m3 a nivel industrial. La Figura 2.1a muestra un esquema de
un STR típico. Éste admite varios modos de operación según los caudales de entrada y salida:
Batch: cuando los caudales de entrada y salida de sustratos son nulos.
Fed-batch: cuando existe un caudal de entrada de sustrato pero no de salida. En este
modo el volumen del medio se incrementa a lo largo del proceso.
Continuo: cuando los caudales de entrada y salida de sustrato son iguales y distintos de
cero.
Este tipo de reactor es el utilizado en la presente tesis. En la Sección 2.5 se explican los modos
de operación en profundidad junto con los modelos dinámicos asociados.
Reactor de columna de burbujas y reactor airlift
Cuando se necesita operar con volúmenes mayores a los de un STR, hasta 500 m3, la
energía para agitación y mezclado puede provenir de la expansión del aire comprimido que
se inyecta en el biorreactor. Para ello es conveniente que el reactor sea una columna con una
relación de 10:1 entre la altura y el diámetro. Sin embargo, en la columna de burbujas la ve-
locidad del líquido es lenta y el patrón de mezclado indefinido, lo que resulta en un mezclado
poco eficaz. Los reactores airlift mejoran el mezclado al incorporar un tubo interior por donde
circulan los gases inyectados. Se forma entonces un circuito para el líquido, ascendente por
la región de circulación de gas y descendente por la región sin gases. Un esquema del mismo
se muestra en la Figura 2.1b. El reactor airlift dispone de un buen mezclado con poco reque-
rimiento energético, la desventaja es que la ausencia de gases en el exterior del tubo interno
puede resultar en limitaciones de oxígeno disuelto en esa zona.
Reactores de membrana
En este tipo de reactores el oxígeno se suministra a través de una membrana tubular
porosa (del orden del µm). Se utilizan para el cultivo de células animales donde las fuerzas
de corte deben ser pequeñas para evitar daños en las mismas, ya que no tienen pared celular.
De esta manera se eliminan casi completamente las burbujas (y las fuerzas). La transferencia
de oxígeno es baja, pero esto no es inconveniente en células animales cuyo crecimiento es
lento y el requerimiento de oxígeno es bajo.
Cultivos con retención celular
En los cultivos continuos típicos parte de la biomasa producida se pierde por el caudal
de salida del biorreactor. Esto deriva en una baja productividad específica (productividad por
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microorganismo). Existen procesos en los cuales es de interés mantener al agente biológico
(células o enzimas) dentro del biorreactor mediante algún mecanismo de retención o de fil-
trado. Por ejemplo, si se desea transformar un sustrato en otro compuesto, o para generar
un producto no ligado al crecimiento. Una manera de lograrlo es filtrando o centrifugando
las células del caudal de salida y reingresándolas al biorreactor. Otras maneras consisten en
inmovilizar las células en soportes sólidos (frecuentemente esferas de polímeros insolubles)
o inclusión en membranas semipermeables [35, 2, 19]. En la Figura 2.1c se muestra un es-
quema de un biorreactor de lecho fluidizado, donde las células inmovilizadas se mantienen
en suspensión mediante una corriente de sustrato.
(a) Esquema de un reactor de
tanque agitado. Por Daniele Pu-
gliesi (Own work) [GFDL or CC BY–
SA 3.0], via WikimediaCommons.
entrada de 
gases
salida de 
gases
regíón 
oxigenada
(b) Esquema de un reactor air-
lift.
(c) Esquema de un lecho fluidi-
zado.
Figura 2.1: Esquemas de distintos tipos de biorreactores.
2.2. Instrumentación disponible para biorreactores
En cualquier bioproceso existe una gran cantidad de variables y parámetros de naturaleza
física, química y biológica. No se puede decir lo mismo de la disponibilidad de sensores, sobre
todo para la medición de variables biológicas, que en general son escasos. Básicamente, se
puede distinguir entre dos tipos de mediciones dependiendo de la forma en que se manejan
las muestras:
En línea: medidas en las que la muestra no se separa del proceso, o bien, si se separa es
devuelta inmediatamente después de lamedida. Típicamente los sensores se encuentran
insertos en el biorreactor o existe un flujo de circulación hacia el sensor y de vuelta al
biorreactor. Este tipo de medidas admite una tasa de muestreo alta con respecto a la
dinámica de un bioproceso, del orden de minutos o segundos.
Fuera de línea: medidas en las que se aísla una muestra del proceso para ser analizada
externamente mediante un equipo, sensor o técnica. Este tipo de mediciones no admite
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tasas de muestreo rápidas porque en general la extracción y análisis se realizan manual-
mente, siendo los períodos del orden de las horas. Existen sistemas automáticos para
este tipo de medidas, en general muy costosos y poco disponibles incluso en investi-
gación. Además, se debe tener en cuenta que cada vez que se extrae una muestra el
volumen del proceso disminuye, por lo que las tasas de muestreo altas aún no serían
convenientes.
El control y monitoreo de bioprocesos se realiza preferentemente por medio de mediciones
en línea. Los sensores estándar en cualquier planta experimental son para medir temperatura
y pH, ya que los lazos de control de estas variables suelen ser imprescindibles. Usualmente la
temperatura se mide por medio de termocuplas, termistores o detectores de temperatura resis-
tivos (RTD). Los sensores de pH más comunes son electroquímicos y constan de un electrodo
especial de vidrio que por la interacción con los iones de hidrógeno produce un potencial
proporcional al pH de la solución. Dicho potencial se compara con el de un electrodo de re-
ferencia sumergido en una solución de pH neutro. Por principios similares a los de medición
de pH existen sensores para medir la concentración de dióxido de carbono disuelto en la fase
líquida (presión parcial de CO2).
Los sensores de concentración de oxígeno disuelto en la fase líquida (presión parcial de
oxígeno disuelto) se pueden encontrar frecuentemente en muchas instalaciones. En general
estos sensores son electroquímicos, constando de electrodos de Clark separados por una me-
brana permeable que producen una corriente proporcional a la presión de oxígeno disuelto
[36]. Existen también sensores ópticos que miden fluorescencia o luminiscencia causada por
la reacción entre el oxígeno y un gel [36, 37].
Ocasionalmente se disponen de dispositivos analizadores de gases para medir sus concen-
traciones en los conductos de entrada y salida del biorreactor. Lo usual es que estos equipos
midan concentraciones de oxígeno y dióxido de carbono [38]. Sin embargo existen versiones
con la capacidad de medir otros gases como metano y óxido nitroso. Estos equipos suelen ser
muy costosos y pocas veces están disponibles en un laboratorio estándar. La medida de oxí-
geno puede realizarse mediante celdas electrolíticas mientras que la de dióxido de carbono se
determina por su absorción en el espectro infrarrojo. Además se necesita regular o compensar
la temperatura, humedad y presión a la que se realiza la medida.
La medición en línea de biomasa puede obtenerse mediante sensores de densidad óptica.
Éstos tienen un elemento emisor de luz visible o infrarroja y un elemento receptor de luz,
en general se usan leds y fotodiodos. La atenuación en la intensidad de luz recibida se rela-
ciona con la cantidad de microorganismos por medio de la ley de Beer-Lambert [39]. Este
método funciona bien a concentraciones bajas y medias pero no altas, ya que a medida que
la concentración es mayor la luz transmitida es cada vez menor y el sensor termina por sa-
turar. Alternativamente existen versiones que miden la intensidad de luz reflejada, de mejor
desempeño a altas concentraciones. Existen también sensores para medir la capacitancia del
medio (espectroscopía dieléctrica). Dado que, en un determinado rango de frecuencias, las
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células se comportan como pequeños capacitores, se puede hallar una correlación lineal entre
la capacidad del medio y la concentración de microorganismos [40, 41, 42]. A diferencia de
las medidas ópticas, este tipo de sensores sólo mide células vivas, ya que las células muertas
rompen su membrana celular y no presentan capacidad. Además, la medida no se ve afectada
por la burbujas de aire como en los sensores ópticos. La desventaja de este método es que
pierde exactitud a concentraciones muy bajas. Se ha mostrado que cuando los microorganis-
mos almacenan un producto intracelular como lípidos o polihidroxibutirato los sensores de
capacitancia pueden discriminar al producto del resto de la célula (biomasa residual) [43, 44],
midiéndose solamente la biomasa residual.
Existen dispositivos para la medición de algunos sustratos y productos extracelulares es-
pecíficos, por ejemplo para glucosa y lactato [45] o etanol [46]. En general, se trata de bio-
sensores donde una enzima reacciona con el sustrato a medir, liberando iones o consumiendo
oxígeno como parte de la reacción. Luego, mediante un transductor (como los usados en la
medición de pH o de oxígeno) se miden los iones liberados u oxígeno consumido. Estos senso-
res, al ser tan específicos, son de gran utilidad en investigación y desarrollo de productos de
alta pureza como vacunas u hormonas. Sin embargo, su aplicación es limitada en procesos de
interés para la industria en los que los sustratos usados son impuros y provienen de residuos
agroindustriales.
2.3. Control de bioprocesos
En algunos procesos es de interés la regulación de tasas de reacción o concentraciones
ante perturbaciones y no linealidades típicas de los bioprocesos. En general, cuando se regula
la concentración de un sustrato, el objetivo real es la regulación de una tasa de reacción
asociada a esa concentración de sustrato, o bien, evitar la activación de una ruta metabólica
indeseada. En este último caso el objetivo es, indirectamente, regular la tasa de producción
de un metabolito indeseado en cero.
Existen también objetivos de seguimiento, por ejemplo, de perfiles óptimos para las con-
centraciones [47]. En algunos casos estos perfiles se corresponden con tasas de reacción cons-
tantes u óptimas. Por ejemplo, en un proceso del tipo batch alimentado la tasa de crecimiento
óptima se corresponde con un aumento exponencial en la biomasa total.
Es usual encontrar procesos donde la regulación de concentraciones se realiza a lazo abier-
to. Algunas de las estrategias para lograr esto son:
Chemostat: Un chemostat es el modo de operación a lazo abierto más común para cul-
tivos continuos. El medio del reactor contiene todos los nutrientes en exceso excepto
por uno, el sustrato limitante. Luego, se alimenta el sustrato limitante con un caudal
de alimentación constante de manera tal que la dilución sea menor que la máxima ta-
sa de reacción. Se puede alcanzar (asintóticamente) un estado estacionario cuando la
tasa de crecimiento de los microorganismos se iguala a la tasa de dilución. Este tipo
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de operación se puede volver inestable cuando los microorganismos tienen cinéticas no
monótonas o cuando la dilución supera la tasa de reacción máxima [48, 49].
Alimentación exponencial: En procesos batch alimentado donde los microorganismos
crecen con una tasa específica constante (µre f ) la biomasa total aumenta exponencial-
mente:
x v = x0v0e
µre f t .
Entonces, se alimenta el sustrato exponencialmente para cubrir el requerimiento de la
biomasa
Fs = λx v
donde λ es una constante que depende de µre f [32, 50]. Existen versiones de lazo
cerrado de la alimentación exponencial, por ejemplo, haciendo que λ sea una función
de la tasa específica de crecimiento verdadera [51, 52].
Desde luego, existen también estrategias de lazo cerrado basadas en la utilización de dis-
tintos sensores, algunas de ellas son:
Realimentación de pH (pH-stat): Este modo de operación es utilizado en procesos con-
tinuos y batch alimentado. El consumo del sustrato como producto de la actividad me-
tabólica produce variaciones en el pH. Entonces, utilizando al pH como variable de
realimentación, se alimenta el medio de manera de estabilizar el pH en un dado valor
[48, 32, 53]. En algunos procesos, la regulación del pH puede implicar la regulación de
otra variable como el nitrógeno o se puede utilizar para inferir las cantidades de sustra-
to consumidas [33]. Si bien esta técnica ha sido muy utilizada se debe mencionar que
la respuesta del pH usualmente es lenta con lo que la regulación puede ser deficiente.
Realimentación de oxígeno disuelto (do-stat): Este modo de operación se basa en la
utilización de sensores de oxígeno disuelto para definir la alimentación de sustrato en
procesos aeróbicos. Inicialmente, se busca mantener el oxígeno disuelto en un valor
apenas encima del crítico ya que en ese punto se obtiene la máxima tasa de crecimiento
(o producción) [32, 53].
Realimentación directa de sustratos y metabolitos (auxostat): En caso de disponer de
un sensor que mida la concentración de sustratos o de metabolitos se puede controlar
directamente la concentración de los mismos. En general, se llama auxostat a las es-
trategias donde se regula la misma variable que es medida actuando sobre el caudal
de entrada. La Figura 2.2 muestra un esquema del tipo de control. Por ejemplo, si se
dispone de un sensor de glucosa la misma puede regularse directamente utilizando un
controlador PID (nutristat). O bien, si se puede medir la turbidez del medio se puede
regular la concentración de microorganismos (turbidostat) [54].
Control con sensores virtuales (software sensors): La teoría de control ofrece herramien-
tas para el diseño de observadores de estados que permiten estimar variables no me-
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Figura 2.2: Esquema de un auxostat. Por GYassineMrabetTalk (Own work) [CC BY-SA 3.0 ) or GFDL ], via
WikimediaCommons.
didas [55, 56]. Esas estimaciones se pueden utilizar para el diseño de leyes de control
robustas, linealizar por realimentación [57], hacer controles adaptivos [11] o para se-
guimiento de máximos [58]. Además se abre la posibilidad de regular directamente las
tasas de reacción [47], en lugar de hacerlo indirectamente a través de la regulación de
un sustrato.
2.4. Modelos de bioprocesos
Un modelo es una representación de un fenómeno natural, físico o químico, que describe
algunos aspectos del mismo con un dado grado de profundidad, siendo entonces una imagen
incompleta. Se podría decir que un modelo es una fotografía o incluso una caricatura del
fenómeno observado, dependiendo del grado de profundidad. Por supuesto existen distintas
maneras de modelizar un sistema, por ejemplo una descripción verbal o lógica como si se
inocula Saccharomyces cerevisiae en un medio rico en glucosa las levaduras se multiplicarán y
producirán dióxido de carbono. Sin embargo, el mayor grado de abstracción que puede dar un
modelo está dado por modelos matemáticos cuya descripción se realiza en forma de ecuacio-
nes diferenciales ordinarias (ODEs) y ecuaciones diferenciales en derivadas parciales (PDEs)
donde se relacionan entradas, salidas, estados y parámetros del sistema. Por lo general, en
el estudio macroscópico de bioprocesos las entradas son los caudales o flujos de sustancias
entrando a un reactor y los estados son aquellas variables que representan la acumulación de
materia o energía, por ejemplo las concentraciones, las masas o la temperatura. Las salidas
dependen de la aplicación puntual y de los sensores disponibles, en general son algunas de las
concentraciones del proceso. Los parámetros serán generalmente las constantes del modelo,
como rendimientos o concentraciones en los caudales de alimentación. En muchos casos al-
gunas variables como la temperatura y el pH se pueden considerar como parámetros si existe
un control de lazo cerrado adecuado que las mantenga en un valor constante.
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El modelo de un proceso es una herramienta fundamental tanto para el análisis y compren-
sión del mismo como para predecir su evolución en el tiempo o el valor de estados nomedibles.
En el marco de esta tesis los modelos de los bioprocesos son utilizados como herramienta con
los siguiente objetivos:
Monitoreo del estado fisiológico de los microorganismos, esto es, estimación de tasas
de reacción.
Diseño de controles a lazo cerrado de bioprocesos tipo fed-batch.
Simulación de los procesos para la validación de algoritmos de estimación y control.
Si bien la mayoría de los modelos para procesos biológicos provienen de observaciones ex-
perimentales, existen muchas maneras de modelizar dependiendo de la aplicación y objetivo.
A continuación, se describen los distintos tipos de modelos que se suelen utilizar para biopro-
cesos. En la Sección 2.5 se describen el biorreactor de tanque agitado, los balances utilizados
para describir las concentraciones y los modos de operación. En la Sección 2.6 se describen
modelos para biorreacciones, la estequiometría y la cinética del crecimiento microbiano.
2.4.1. Clasificación de modelos para bioprocesos
Modelos mecanísticos y de caja negra
La clasificación de modelo más inmediata se puede dar según si el modelo se obtuvo de
manera teórica o empírica [59]. Cuando las expresiones del modelo se han derivado de la
descripción de sus partes (o mecanismos) por medio de leyes físicas y químicas se dice que
el modelo es mecanístico o teórico. Ejemplos simples serían el cálculo de la corriente en un
circuito eléctrico basado en las leyes de Kirchoff, o de la determinación de la velocidad de una
manzana en caída libre según las leyes cinemáticas. Cuando, en cambio, el modelo es una
descripción de la relación entre la entrada y la salida del proceso basada en la observación
del mismo, se dice que el modelo es empírico o de caja negra. Ejemplos simples de este tipo
de modelos son las leyes sobre las que se basan modelos mecanísticos, como la ley de ohm
o la ley de atracción de masas en los ejemplos anteriores, cuya formulación es originalmente
empírica.
En lo que respecta a la modelización de bioprocesos, a pesar del estado de avance actual
por ejemplo en materia de análisis de flujos metabólicos, es muy difícil disponer de un modelo
puramente mecanístico. Más bien, se plantean modelos mixtos en los que se complementan
planteos mecanísticos con empíricos. Es el caso al estudiar macroscópicamente un biorreactor,
el enfoque mecanístico surge de los balances de masa y energía, pero los modelos sólo se
completan al agregar los términos cinéticos obtenidos empíricamente.
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Modelos no estructurados y estructurados
En un modelo no estructurado se considera que las reacciones biológicas dependen sola-
mente de variables macroscópicas como las concentraciones del medio líquido del biorreactor,
la temperatura o el pH. Bajo esta óptica la única variable de estado biológica es la concentra-
ción celular, y se consideran en el modelo sólo aquellas variables que tienen una gran in-
fluencia o sensibilidad en el modelo [2]. En general, los rendimientos celulares se consideran
constantes a lo largo de un proceso. Sin embargo, es posible considerar variaciones en los
mismos, por ejemplo cuando el consumo de sustrato para mantenimiento celular no es des-
preciable. Un ejemplo simple surge al considerar el crecimiento e incorporación de sustrato
de una cultura homogénea y dependiendo de un único sustrato limitante. Su modelo es2:
x˙ = µx
s˙ = −
µx
yxs
siendo x la concentración celular, s la del sustrato, yxs el rendimiento que indica qué tanta
masa celular se obtiene del sustrato, y µ la tasa específica de crecimiento. Esta última es en
general una función no lineal del sustrato, se obtiene empíricamente y se conoce comomodelo
cinético. Por ejemplo, el conocido modelo de Monod:
µ = µmax
s
ks + s
Por otra parte, los modelos estructurados consideran que la célula está constituida por
varios grupos funcionales y compuestos intracelulares, como también por los flujos de sus-
tancias e información entre ellos [2]. El modelo entonces es capaz de describir una cadena
metabólica completa, o su versión reducida. Por lo tanto, da información del estado fisioló-
gico del microorganismo, su composición y adaptación al medio. El agregado de balances
intracelulares lleva a que los modelos sean más complejos y de mayor dimensión que los no
estructurados. El análisis de flujos metabólicos es un claro ejemplo de aplicación de modelos
estructurados de gran dimensión [60]. Por otra parte, los modelos de compartimento son un
ejemplo de menor dimensión.
Modelos segregados
Tanto los modelos estructurados como los no estructurados consideran que la población
de microorganismos es homogénea y constituida por una única especie. A este tipo de mode-
los se los llama no segregados ya que tienen como característica que no consideran culturas
mixtas, diferencias morfológicas entre microorganismos, gradientes espaciales de crecimiento
y alteraciones del metabolismo o de la respuesta fisiológica.
2Este modelo se presenta aquí a modo de ejemplo y se explica en detalle en la Sección 2.6.
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Fi
Fo
Qi
Qo
Figura 2.3: Esquema de un reactor de tanque agitado
En contraste, un modelo segregado considera muchos tipos de células, donde cada una de
ellas puede estar descripta por un modelo no estructurado o incluso estructurado. Se puede
considerar tanto un número finito de clases de células como una variación continua descripta
en ese caso por una PDE. En caso de tener un número finito de clases se llaman modelos
segregados simples. Por ejemplo, en procesos de producción de biogas y tratamiento de aguas
se consideran distintas especies pertenecientes a la flora bacteriana [29].
2.5. Reactor de tanque agitado y sus modelos
Un reactor de tanque agitado o STR, por sus siglas en inglés (Stirred Tank Ractor), se puede
describir como un tanque con múltiples conductos de entrada y salida por los que se puede in-
gresar tanto medio de cultivo como gases. Dispone de un dispositivo de agitación que permite
obtener un mezclado perfecto en el interior del mismo. Se puede en consecuencia asumir que
la composición del medio dentro del biorreactor es homogénea. En la Figura 2.3 muestra un
esquema de un STR, donde se pueden observar tanto los conductos de entrada y salida, como
el agitador que provee el mezclado. Por los conductos de entrada se puede ingresar medio de
cultivo, solución ácida/base para control de pH, anti-espumante, aire u oxígeno puro. Incluso
se pueden suministrar gases carbónicos y nitrogenados como sustratos para el crecimiento
[5, 61]. En la presente tesis nos enfocaremos solamente en el medio de cultivo ingresado,
que tendrá concentraciones de fuente de carbono y de nitrógeno s f y n f respectivamente.
El caudal de entrada Fi será único si ambos sustratos están disueltos en el mismo medio, o
habrá dos caudales Fs y Fn si cada sustrato se alimenta de manera independiente. Por otra
parte, también puede existir un caudal de salida Fo impulsado por una bomba independiente,
o bien, por rebalse.
En la Sección 2.1.2 se explicaron las distintas fases que existen dentro de un biorreactor.
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En cada una de ellas se pueden plantear balances de masa para derivar un modelo dinámico
que describa las concentraciones de cada componente del medio (fuente de carbono, fuente
de nitrógeno, biomasa, etc.). Sea C la masa de una dada sustancia, V el volumen de la fase
y c = C/V la concentración de la sustancia, las variaciones de C en una determinada fase
estarán dadas por la masa de la misma ingresada por los conductos de alimentación, la masa
extraída por el conducto de salida, la masa convertida de una fase a otra (intercambio) y la
generada o consumida como consecuencia de la reacción:
C˙ = Fic f − Foc ± rcV ± intercambio, (2.1)
donde c f es la concentración de la sustancia en el medio de entrada y rc la velocidad volu-
métrica de consumo o producción de la sustancia en [g/(l h)] o [c-mol/(l h)]. Por otra parte,
es muy útil plantear los modelos en términos de las concentraciones definidas como la ma-
sa por unidad de volumen de una determinada sustancia c = C/V , teniendo en cuenta que
C˙ = c˙V + cV˙ , se puede obtener el siguiente modelo:
c˙ = −c
V˙
V
+
Fi
V
c f −
Fo
V
c ± rc ±
intercambio
V
. (2.2)
Lo usual es que en cultivos de baja densidad celular y de medio se asuma que la variación
de volumen de la fase líquida sea la diferencia entre los caudales de entrada y de salida,
V˙ = Fi − Fo, quedando entonces el modelo de concentraciones
c˙ =
Fi
V
(c f − c)± rc ±
intercambio
V
. (2.3)
Por ejemplo, aplicando el modelo anterior a un proceso que involucra la concentración celular
x , una fuente de carbono s, fuente de nitrógeno n y producto p queda


x˙ = rx −
Fi
V
x
s˙ = −rs +
Fi
V
(s f − s)
n˙= −rn +
Fi
V
(n f − n)
p˙ = rp −
Fi
V
p
(2.4a)
(2.4b)
(2.4c)
(2.4d)
Las ri son las tasas o velocidades volumétricas de producción o consumo de la sustancia
i. Como s y n son sustratos que se están consumiendo (−rs) < 0 y (−rn)< 0, en cambio la de
la biomasa rx > 0 siempre y cuando el mantenimiento celular no sea importante. El signo de
la tasa volumétrica de producto depende mucho del proceso, ya que además de producirlo el
microorganismo podría utilizarlo como sustrato.
Existen varios modos de operación para el STR dependiendo de cómo son los caudales de
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entrada y salida [62, 63, 2], los mismos se encuentran esquematizados en la Figura 2.4 y se
describen a continuación.
Fi Fi Fo
Batch Fed-Batch Continuo
Figura 2.4: Esquema de modos de operación de un reactor de tanque agitado.
Cultivos por lotes o batch
En los cultivos batch o por lotes no existen caudales de entrada ni de de salida (Fi = Fo =
0), por lo tanto los sustratos y nutrientes usados únicamente son los que se agregan al prin-
cipio del proceso. El volumen es constante (V˙ = 0) y además no hay ningún control sobre el
crecimiento más allá del provisto por los controles de temperatura y pH. La mayor fortaleza
de este modo de operación es su fácil implementación, operación y mínimo requerimiento de
equipamiento. Además, es mucho más fácil mantener las condiciones de esterilidad debido a
que el reactor se mantiene cerrado durante todo el cultivo. En procesos donde el sustrato no
tiene un efecto inhibitorio sobre el crecimiento, se termina operando la mayor parte del proce-
so con una tasa de crecimiento máxima a la que se denomina fase exponencial. Esto constituye
una ventaja si el objetivo final es obtener una productividad de biomasa alta3. Sin embargo,
si se desea obtener un metabolito que se manifiesta a velocidades específicas de crecimiento
bajas, este modo de operación resulta contraproducente. Por otra parte, en procesos donde el
exceso de sustrato inicial inhibe el crecimiento se termina operando a tasas de reacción muy
bajas. Los excesos en la concentración de sustrato inicial pueden traer problemas también al
elevarse la presión osmótica y en consecuencia deshidratando las células. En concreto, las
limitaciones en las concentraciones iniciales de sustrato se traducen en productividades gene-
ralmente bajas. Se le puede agregar a esto que el crecimiento descontrolado puede resultar
en acumulación de productos inhibidores y limitación de oxígeno por la elevada demanda.
3Productividad = X (t f inal )− X (t inicial )/t f inal
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En este caso el modelo del ejemplo (2.4) se reduce a


x˙ = rx
s˙ = −rs
n˙= −rn
p˙ = rp.
(2.5a)
(2.5b)
(2.5c)
(2.5d)
Se puede notar que el modelo en términos de masas se obtiene simplemente al multiplicar a
ambos lados de las ecuaciones por V , que en este caso es constante.
Cultivos semi-continuos o fed-batch
En los cultivos fed-batch, batch alimentado o semi-continuo existe un caudal de entrada
por el que se suministra medio de cultivo al reactor (Fi 6= 0, Fo = 0), pudiéndose entonces
suministrar los sustratos de manera gradual y controlada. Esto permite controlar la cinética
de crecimiento o producción del proceso, pudiéndose operar en principio a cualquier tasa
de reacción que se desee. En procesos con inhibición por sustrato permite operar a bajas
concentraciones, próximas a la óptima, obteniéndose tasas de reacción más elevadas que en
el modo batch. La adición de medio conlleva un incremento constante del volumen, lo que
permite incrementar los volúmenes de producción finales y mejorar la productividad respecto
al batch. Sin embargo, también aumenta la complejidad en la operación del mismo; el proceso
se vuelve inestable y la estabilización es en torno a una trayectoria más que a un punto de
operación4. La estrategia de alimentación no es trivial, caudales muy altos pueden terminar
lavando al biorreactor, haciendo que s → s f y x → 0. La esterilización en este modo de
operación es un pocomás compleja debido a que el biorreactor no está completamente cerrado
y crecen los riesgos de contaminación. Por último se debe tener en cuenta que cuando la masa
celular generada dentro del biorreactor es grande el mantenimiento celular empieza a cobrar
importancia.
En este caso el modelo del ejemplo (2.4) pasa a ser


x˙ = rx − Dx
s˙ = −rs + D(s f − s)
n˙= −rn + D(n f − n)
p˙ = rp − Dp
(2.6a)
(2.6b)
(2.6c)
(2.6d)
donde 

V˙ = Fi
D =
Fi
V
.
(2.7a)
(2.7b)
4Razón por la cual es muy atractivo desde el punto de vista del control automático.
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La dilución D es una medida de la tasa a la que se diluye el contenido del biorreactor. Se
puede ver que si D > rx/x la concentración celular tiende a decrecer, ya que crece más lento
que lo que se la diluye. Al factor rx/x se lo llama tasa o velocidad específica de crecimiento,
designado por la letra µ, y representa la velocidad de crecimiento por célula con unidades en
[1/h].
Cultivos continuos
En un cultivo continuo existe un caudal de salida igual al de entrada (Fi = Fo 6= 0), ge-
neralmente obtenido por rebalse. Consecuentemente, el volumen del biorreactor permanece
constante. Así como el fed-batch, el modo continuo permite control en el crecimiento y pro-
ducción del proceso, con la diferencia que si no se usan diluciones muy altas el proceso es
estable a lazo abierto, siendo posible alcanzar puntos de operación estacionarios. Los proce-
sos continuos son en general de gran duración, lo que sumado a la adición de un conducto
de salida aumenta en gran manera el riesgo de contaminación. En aplicaciones industriales
se prefiere para procesos que no requieran de condiciones estériles, como el tratamiento de
aguas. En condiciones de laboratorio es muy útil para realizar estudios del metabolismo y
fisiológicos, ya que con una dilución constante se alcanza una tasa específica de crecimiento
constante. Como ventaja adicional se puede mencionar que el aprovechamiento del tiempo
es mejor con un cultivo continuo por la ya mencionada duración del mismo. En este aspecto
los procesos batch y fed-batch están muy por detrás, ya que los cultivos tienen una duración
menor y el tiempo de parada para limpiar, esterilizar e iniciar otra cultivo es significativo. Sin
embargo, se debe tener en cuenta que parte del medio y de la biomasa se pierde por el caudal
de salida. Por lo tanto, la eficiencia es menor que la de un cultivo fed-batch.
En este caso el modelo del ejemplo (2.4) pasa a ser


x˙ = rx − Dx
s˙ = −rs + D(s f − s)
n˙= −rn + D(n f − n)
p˙ = rp − Dp
(2.8a)
(2.8b)
(2.8c)
(2.8d)
donde 

V˙ = Fi − Fo = 0
D =
Fi
V
.
(2.9a)
(2.9b)
Se puede notar que la diferencia entre los modelos para procesos fed-batch y continuos radica
en la dinámica del volumen, como se ve en (2.7) y (2.9).
Hasta aquí se ha explicado cómo evolucionan las concentraciones dentro de un biorreactor
en relación a flujos de entrada y salida, cambios de fase y consumo o producción de sustan-
cias. Este último término tiene que ver con la bioconversión llevada a cabo y se explica en la
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siguiente sección.
2.6. Modelos de biorreacciones
En esta sección se explica cómo analizar un bioproceso como una serie de reacciones quí-
micas elementales, los balances estequiométricos que surgen de ellas y los modelos cinéticos
comúnmente hallados en la literatura.
2.6.1. Procesos biológicos como reacciones químicas
En un nivel macroscópico es posible representar al proceso biológico como una o más
reacciones químicas donde una serie de n sustratos hacen de reactivos para obtener biomasa
y otros m productos, es decir los reactantes. Por ejemplo
S1 + S2 + · · ·+ Sn −→ X + P1 + · · ·+ Pm,
donde las Si denotan las cantidades de sustrato, las Pi de los productos y X de la biomasa
generada. Dependiendo de la segregación del modelo, X puede representar a la fase biótica
en su totalidad o parcialmente, es decir, en algunos casos X representa a la biomasa total y en
otros sólo una parcialidad de la misma. Por ejemplo, si se acumulan productos intracelulares,
X podría representar a la célula como estructura y el producto se representaría de manera
separada por una Pi. En ese caso, X se suele llamar biomasa residual ya que sería descartada
para quedarse sólo con el producto. En general, el término X está presente en reacciones que
implican crecimiento y producción de metabolitos asociados al crecimiento, como dióxido de
carbono o etanol. Sin embargo, en reacciones donde se sintetizan productos independiente-
mente del crecimiento (no asociados al crecimiento) el término puede no estar.
Una mejor manera de describir las reacciones es agregando coeficientes estequiométricos
que indiquen la cantidad de cada sustrato necesaria para obtener una unidad de biomasa X ,
y la cantidad de producto asociado que se genera. O bien, que indique la cantidad de sustrato
necesaria para generar un producto no asociado al crecimiento. De manera general, tomando
un caso con dos reacciones
k11S1 + k12S2 + · · ·+ k1nSn
r1
−−−→ X + k1(n+1)P1 + k1(n+2)P2 + · · ·+ k1mPm
k21S1 + k22S2 + · · ·+ k2nSn
r2
−−−→ P + k2(n+1)P1 + k2(n+2)P2 + · · ·+ k2mPm,
donde cada ri es la velocidad volumétrica que domina a cada reacción y ki j son los coeficientes
estequiométricos, que deben cumplir ki j ≥ 0. Cada reacción independiente tendrá una tasa
asociada. Además, los productos de una reacción pueden ser sustratos en otra. En la primera
reacción, r1 indica la velocidad a la que se genera la biomasa X . En la segunda, r2 indica la
velocidad a la que se produce el producto no asociado a crecimiento P. Por tanto, la veloci-
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dad a la que se consume un sustrato o se genera un producto asociado será proporcional a
las velocidades de producción de X y de P. Por ejemplo, la velocidad de consumo de S1 es
rs1 = k11r1. Lo mismo sucede con la segunda reacción, donde por ejemplo la velocidad de
generación del producto asociado Pm es rpm = k2mr2. Esto se puede escribir matricialmente
como
φ = Kr (2.10)
donde φ es una matriz que contiene a todas las tasas del proceso, K es una matriz de rendi-
mientos y r es un vector con las tasas de las reacciones principales. Por ejemplo
φT =

r1 r2 rs1 rs2 · · · rsn rp1 · · · rpm

(2.11a)
KT =

1 0 k11 k12 · · · k1m
0 1 k21 k22 · · · k2m

(2.11b)
rT =

r1 r2

(2.11c)
2.6.2. Estequiometría del crecimiento microbiano
Carbono mol y fórmula mínima de la biomasa
Se define como 1 c-mol (carbono mol) de un compuesto orgánico a la cantidad del com-
puesto que contiene 1 átomo gramo de carbono. Por su parte, 1 átomo gramo de carbono
es el peso de 1 mol de carbono (6022e23 átomos de carbono), correspondiente a 12g. Por
ejemplo, 1 mol de glucosa C6H12O6 equivale a 6 c-moles de la misma, o bien, 1 c-mol de
glucosa tiene una fórmula mínima CH2O. De esta manera se pueden expresar los compuestos
mediante una fórmula mínima en c-mol que resulta muy útil en los balances estequiométricos.
Así, se pueden referir todas las cantidades necesarias en la reacción a una unidad de fuente
de carbono. Sin embargo, no se debe entender a la fórmula mínima como una descripción
de la estructura molecular, sino de su peso y cantidades relativas. La Tabla 2.1 lista varios
compuestos orgánicos, su fórmula mínima y la masa en gramos de 1 c-mol de la misma.
Se ha encontrado que la composición elemental de un importante número de microorga-
nismos, cultivados bajo diferentes condiciones, no varía sustancialmente de uno a otro [13].
Se puede definir entonces un microorganismo promedio de composición estándar cuya com-
posición molecular es C = 46,5%; H = 6,94%; O = 31,0% y N = 10,85%, donde aproxima-
damente el 5% restante son sales. A partir de esto se puede definir una fórmula mínima para
el microorganismo promedio como CH1.79O0.5N0.2, esto es, 1 c-mol de biomasa estándar
1c-mol de biomasa =
12+ 1,79+ 16 · 0,5+ 14 · 0,2
0,95
= 25,8g (2.12)
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Compuesto Fórmula molecular c-mol Peso de
1 c-mol
ácido oxálico C2H2O4 CHO2 45 g
ácido fórmico CH2O2 CH2O2 46 g
ácido acético C2H4O2 CH2O 30 g
glucosa C6H12O6 CH2O 30 g
glicerol C3H8O3 CH2.66O 30.66 g
etanol C2H6O CH3O0.5 23 g
metanol CH4O CH4O 32 g
metano CH4 CH4 16 g
isoleucina C6H13O2N CH2.16O0.33N0.17 21,82 g
alanina C3H7O2N CH2.33O0.33N0.17 21,99 g
Tabla 2.1: Valores en gramos de 1 c-mol de distintas fuentes de carbono
Balances estequiométricos
En base a la definición de c-mol, se puede representar a la biorracción mediante una
reacción química, donde intervienen como sustratos una fuente de carbono y energía (FCE),
una fuente de nitrógeno (FN) y oxígeno (en reacciones aeróbicas), y a su vez son productos la
biomasa, metabolitos secundarios, dióxido de carbono, agua, protones y energía (calor). Otros
microelementos como sales y vitaminas, aunque esenciales, no se consideran en el balance.
Por ejemplo, la reacción
CH2O
FCE
+aNH +4
FN
+bO2 cCH1.8O0.5N0.2
biomasa
+dCH3O0.5
producto
+eCO2 + gH
+ + wH2O + calor
(2.13)
describe a un microorganismo estándar creciendo en glucosa y amonio, y dando como sub-
productos etanol y dióxido de carbono. Todos los compuestos figuran con su fórmula mínima,
siendo los coeficientes c, d , e, g y w las cantidades de c-moles de cada sustancia obtenibles a
partir de 1 c-mol de fuente de carbono, y a y b las cantidades de moles de fuente de nitrógeno
y oxígeno necesarias para obtenerlas. Dichos coeficientes se conocen como rendimientos, la
nomenclatura más aceptada para cada uno es Yi/ j o Yi j donde i corresponde a un producto
y j a un sustrato. En particular, c = Yxs, d = Yps y e = Yco2s. Los coeficientes a y b indican
las cantidades necesarias de FN y oxígeno para obtener c c-mol de biomasa a partir de 1 c-
mol de glucosa. De manera similar se pueden obtener rendimientos que indiquen la cantidad
de producto o biomasa obtenible a partir de dichas fuentes. Éstos se pueden obtener como
Yxn =
c
a , Yxo =
b
a . Así calculados estos rendimientos tienen unidades en [c-mol/c-mol] (o de
[c-mol/mol] para Yxn y Yxo), para transformarlos a gramos basta con multiplicar y dividir por
las masas de 1 c-mol de producto y 1 c-mol de sustrato:
yi j = Yi j ·
masa de 1 c-mol de i
masa de 1 c-mol de j
(2.14)
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Reacción de oxidación γ
C + O2 CO2 4
CH4 + 2O2 CO2 + 2H2O 8
CO + 0.5O2 CO2 2
CH2O + O2 CO2 + H2O 4
CH3O0.5 + 1.5O2 CO2 + 1.5H2O 6
CH2.5ON0.5 + 0.75O2 CO2 + 0.5H2O + 0.5NH3 3
CH1.8O0.5N0.2 + 1.05O2 CO2 + 0.6H2O + 0.2NH3 4.2
Tabla 2.2: Grados de reducción de compuestos orgánicos al oxidarse.
siendo yi j un rendimiento expresado en [gg
−1].
Observación 1: Algunos de los rendimientos se puedenmedir al comparar las cantidades iniciales y finales
de cada sustrato y producto en un cultivo batch:
yxs =
∆x
∆s
yxn =
∆x
∆n
yps =
∆p
∆s
ypn =
∆p
∆n
Los rendimientos de la reacción (2.13) deben ser tales que las cantidades de cada com-
puesto de un lado y otro de la ecuación sean los mismos. Son de particular interés el balance
de carbono y el balance de grado de reducción.
Balance de carbono
El balance de carbono indica que la cantidad de c-moles de carbono a un lado y otro de
la reacción debe ser el mismo, que se verifica si
Yxs + Yps + Yco2s = 1. (2.15)
O bien, expresado en gramos
yxs + yps + yco2s = 12g. (2.16)
Balance de grado de reducción
Al oxidar un compuesto el grado de reducción es el número de electrones disponibles para
transferir al oxígeno por c-mol del compuesto. Para calcularlo basta con sumar el número de
electrones que cada elemento de la molécula puede ceder, es decir, C = 4,H = 1,O = −2
(porque los recibe) y N = −3. En la Tabla 2.2 se muestran las reacciones de oxidación para
algunos compuestos y sus correspondientes grados de reducción γ.
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Algunos compuesto como el CO2, H2O y NH3 tienen γ = 0. De manera general si el com-
puesto tiene una fórmula mínima CHaObNc, y la reacción de oxidación es
CHaObNc + nO2 dCO2 + eH2O + fNH3
el grado de reducción será
γ= 4+ a− 2b− 3c (2.17)
El balance de grados de reducción implica que el número de electrones disponibles a un
lado y otro de una reacción (como (2.13)) deben ser iguales, entonces
γs − 4b = yxsγx + ypsγp (2.18)
o bien
yxsγx + ypsγp + 4b
γs
= 1. (2.19)
Se debe tener en cuenta que (2.19) se obtiene al considerar al NH3 como producto de la
oxidación, en caso de obtenerse N2 u otro compuesto se deberá cambiar el balance de manera
acorde.
2.6.3. Cinética del crecimiento microbiano
La reacción (2.13) también puede expresar las velocidades de consumo y producción
rsCH2O + rnNH
+
4 + ro2O2
rxCH1.8O0.5N0.2 + rpCH3O0.5 + rco2CO2 + rwH2O + rhH
+ + rqcalor (2.20)
donde se puede ver que las tasas volumétricas están relacionadas entre sí a través de los
rendimientos como se expresaba en (2.11c). O sea, teniendo un modelo de rx es posible
obtener el resto de las velocidades.
Los modelos cinéticos para tasas volumétricas son en esencia empíricos y es uno de los
puntos de más incertidumbre del proceso. Estos modelos deben respetar algunas restricciones
físicas para ser válidos [62]:
1. Todas las concentraciones deben ser positivas.
2. Las concentraciones deben permanecer acotadas si la masa entrando al reactor también
lo está.
3. La tasa tiene que ser nula si está ausente uno de los reactivos esenciales para la reacción.
Sea ξ el vector de estados que contiene a las concentraciones del proceso y ξmax y ξmin
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sus cotas máximas y mínimas respectivamente, las primeras dos condiciones se cumplen si
ξi = ξmin⇒ ξ˙≥ 0 (2.21a)
ξi = ξmax ⇒ ξ˙ ≤ 0. (2.21b)
Por otra parte, si los estados ξ1 a ξ j son esenciales para la reacción, la tercera condición se
cumple si el modelo es factorizable en esos estados:
ri(ξ) =
j∏
n=1
ξnυ(ξ), (2.22)
donde υ(ξ) es una dada función de los estados (esenciales y no esenciales). Como la biomasa
es siempre esencial en la reacción lo más aceptado es definir
ri(ξ) = qi(ξ)x , (2.23)
donde a las qi se las llama velocidades específicas, y son tasas de reacción por célula en [1/h].
Para la velocidad específica de crecimiento (qx) se utiliza la letra µ, luego el resto de las tasas
específicas son proporcionales a ella como en (2.11c):
q= Kµ (2.24)
donde q es un vector que contiene a todas las tasas específicas del proceso, K es la matriz
de rendimientos y µ es un vector con las tasas de las reacciones principales. Por ejemplo,
teniendo crecimiento y producción de un metabolito no ligado al crecimiento, tendremos dos
tasas específicas independientes µ y qp, luego las matrices se plantean como
qT =

µ qp qs1 qs2 · · · qsn qp1 · · · qpm

(2.25a)
KT =

1 0 k11 k12 · · · k1m
0 1 k21 k22 · · · k2m

(2.25b)
µT =

µ qp

. (2.25c)
Observación 2: Se puede notar que dividiendo a (2.11c) por x se obtiene (2.25c). En relación a la
estequiometría del crecimiento, se puede notar que los rendimientos k son simplemente las inversas de los
rendimientos y. Esto se ilustra con un ejemplo: supóngase que se tiene la siguiente reacción donde S es la
FCE, N la FN, se produce como metabolito secundario dióxido de carbono, pero además hay producción de
un metabolito P no ligado al crecimiento celular:
k11S + k12N
rx
−−−→ X + k13CO2
k21S + k22N
rp
−−−→ P + k23CO2,
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Sin inhibición Con inhibición
Nombre Modelo normalizado (µ/µmax) Nombre Modelo normalizado (µ/µmax)
Monod
s
ks + s
Haldane
s
ks + s+
s2
ki
Blackman min(1, ksS) Levenspiel, Luong

1−
ci
ki
N
Teissier 1− e−kss Teissier e
ci
ki − e−kss
Mosser
sN
kNs + s
N
Ierusalimsky
ki
ki + ci
Tabla 2.3: Modelos cinéticos
luego es claro que
k11 = y
−1
xs k12 = y
−1
xn k13 = y
−1
co2s
k21 = y
−1
ps k22 = y
−1
pn k23 = y
−1
co2p
Volviendo a los modelos cinéticos, la Tabla 2.3 detalla algunos de los más comunes encon-
trados en la bibliografía [2, 64]. Los modelos aparecen normalizados respecto al parámetro
µmax .
Los modelos de la columna izquierda de la tabla son modelos sin inhibición, se considera
un único sustrato que domina la reacción y la expresión describe una función monótonamente
creciente (modelos monótonos). Entre ellos el modelo de Monod es uno de los más utilizados,
tiene una expresión similar a la ley de Michaelis–Menten que describe la cinética de enzimas.
Sin embargo, a diferencia del de Michaelis–Menten, el modelo de Monod es un modelo ne-
tamente empírico. El modelo de Mosser es una generalización del modelo de Monod y suele
ser utilizado cuando se usan sustratos gaseosos. En los modelos sin inhibición la tasa de creci-
miento o producción está limitada por la tasa a la que el microorganismo incorpora el sustrato.
En las cinéticas con inhibición se contempla el efecto negativo que puede tener un exceso de
sustrato en el crecimiento, como en el modelo de Haldane, o bien la presencia de un inhibi-
dor de concentración ci . Este tipo de cinéticas están descriptas por funciones no monótonas y
existirán concentraciones óptimas a las que se expresa la máxima tasa de reacción.
La Figura 2.5 muestra ejemplos de las cinéticas de Monod, Haldane y Teissier (cuando
la inhibe el mismo sustrato) para un único sustrato s. Se puede notar que para el modelo
de Monod la máxima tasa de reacción se alcanza para valores moderadamente grandes de
s teniendo en cuenta que la constante de saturación en general es ks ≪ 1g/l. En particular
cuando s = ks se obtiene una tasa igual a la mitad de la máxima. No es extraño entonces
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Figura 2.5: Ejemplos de cinéticas de Monod, Haldane y Teissier con inhibición
que en un cultivo batch se opere a la máxima velocidad hasta que prácticamente se agota el
sustrato. El modelo de Haldane en cambio, muestra una tasa máxima cuando la concentración
de sustrato es s∗ =
p
kski y la tasa máxima (normalizada) es s
∗/(2ks + s
∗).
Usualmente, en estos modelos se tiene en cuenta el efecto de un único sustrato sobre la
reacción. Esto se debe a que el resto de los sustratos se encuentran en abundancia en el medio
de cultivo, siendo s el único sustrato limitante. Sin embargo, se puede contabilizar el efecto de
varios sustratos o inhibidores sobre la reacción. La combinación de cinéticas se puede hacer
de varias maneras [2]:
Interactiva: La tasa total es el producto de las tasas parciales
µ(s1, s2, s3, . . . , sn) = µmax
n∏
i=1
µi(si), (2.26)
donde µi(si) son tasas normalizadas y µmax es la tasa máxima.
No-Interactiva: La tasa más lenta domina por sobre las otras tasas
µ(s1, s2, s3, . . . , sn) =min(µi(si)). (2.27)
En este caso las µi no están normalizadas y cada una tiene su propia µi max
Aditiva: La tasa total es la suma de las tasas parciales
µ(s1, s2, s3, . . . , sn) =
n∑
i=1
µi(si). (2.28)
Nuevamente las µi no están normalizadas.
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2.6.4. Modelo final para biorreactores de tanque agitado
Combinando los modelos estequiométricos y cinéticos, se puede obtener el modelo final
para un reactor de tanque agitado. Por simplicidad el modelo final se expresa matricialmente
utilizando los elementos expuestos en las secciones anteriores
ξ˙= Kr(ξ) + D(ξ f − ξ)−Q, (2.29)
o de manera alternativa
ξ˙= Kµ(ξ)x + D(ξ f − ξ)−Q, (2.30)
donde ξ es el vector de estados cuyos elementos son las concentraciones, K es la matriz de
rendimientos definida en (2.25c), r(ξ) es el vector de velocidades volumétricas definido en
(2.11c), µ es el vector de velocidades específicas definido en (2.25c),ξ f es el vector con las
concentraciones de entrada de los estados (carbono, nitrógeno, etc.) y Q es un vector que
contiene los flujos de fase líquida a gaseosa (oxígeno, dióxido de carbono, hidrógeno, etc.).
Si el proceso tiene m estados y p reacciones entonces ξ, ξ f y Q ∈ R
m, r(ξ) ∈ Rp y K ∈ Rm×p.
A continuación se dan algunos ejemplos ilustrativos.
Ejemplo 1: crecimiento y producción asociada al crecimiento
En este caso tenemos una FCE representada por S, una FN representada por N y como
productos tenemos a la biomasa X y un metabolito secundario P asociado al crecimiento, por
ejemplo CO2. La reacción simplificada sería
S + N
µ
−−−→ X + P. (2.31)
El modelo para un biorreactor fed-batch al que se le suministran FCE y FN mediante la misma
bomba es 

x˙ = µx − Dx
s˙ = −
µx
yxs
+ D(s f − s)
n˙= −
µx
yxn
+ D(n f − n)
p˙ =
µx
yxp
− Dp.
(2.32a)
(2.32b)
(2.32c)
(2.32d)
El modelo de volumen se omite, ya que es igual que en (2.6). Aquí se puede observar que
rs =
µx
yxs
y rn =
µx
yxn
.
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Ejemplo 2: crecimiento y producción no asociada al crecimiento
Este caso es similar al anterior con la diferencia que el producto no está ligado al creci-
miento y presenta una cinética independiente:
S + N
µ
−−−→ X (2.33)
S + N
qp
−−−→ P. (2.34)
El modelo para un fed-batch como el del ejemplo anterior es


x˙ = µx − Dx
p˙ = qp x − Dp
s˙ = −
µx
yxs
+
qpx
yps
+ D(s f − s)
n˙= −
µx
yxn
+
qpx
ypn
+ D(n f − n)
(2.35a)
(2.35b)
(2.35c)
(2.35d)
El modelo de volumen se omite, es igual que en (2.6). Si analizamos las velocidades volumé-
tricas para los sustratos en este ejemplo son rs =

µ
yxs
+
qp
yps

x y rn =

µ
yxn
+
qp
ypn

x .
Capítulo 3
Modelizado de bioprocesos de alta densi-
dad celular y de producción de bioplásticos
En este capítulo se trata el modelizado de procesos de alta densidad celular. Se presenta co-
mo caso de estudio de la tesis al proceso de producción de bioplásticos mediante Cupriavidus
necator y se describen sus modelos. Finalmente, se proponen nuevos modelos para la descrip-
ción de los volúmenes de fase líquida y biótica del biorreactor en procesos de alta densidad
celular, parte de los cuales han sido publicados en [65]: Martín Jamilis, Fabricio Garelli, Md.
Salatul Islam Mozumder, Castañeda Teresita y Hernán De Battista. Modeling and estimation
of production rate for the production phase of non-growth-associated high cell density processes.
Bioprocess and Biosystems Engineering, 38(10):1903-1914, 2015.
3.1. Producción de bioplásticos
Los materiales plásticos son actualmente una parte indispensable en nuestra vida y son
utilizados en las más diversas áreas de aplicación. La producción de polímeros está basada
mayormente en combustibles fósiles por procesos petroquímicos. Tanto los procesos de fabri-
cación en sí como el hecho de ser materiales no-biodegradables traen aparejados un fuerte
impacto ambiental. El creciente interés público en el medio ambiente, el cambio climático y
el agotamiento de los recursos fósiles han incentivado la investigación en materiales alterna-
tivos a los derivados del petróleo. En cambio se busca obtener polímeros a partir de recursos
renovables y que además sean fácilmente biodegradables [66].
Como alternativa a los plásticos convencionales surgen los bioplásticos. En general, son
polímeros biobasados, biodegradables, o ambos. Esto quiere decir que han sido obtenidos a
partir de recursos biológicos renovables, pudiendo ser biodegradables o no. O bien, que aún
siendo derivados de recursos fósiles son biodegradables. Aunque los niveles de producción
de bioplásticos no son aún comparables a los tradicionales derivados del petróleo, en este
momento el mercado de bioplásticos crece un 30% anual [18]. Entre los polímeros biodegra-
dables y obtenidos biológicamente se puede nombrar al almidón, celulosa, lignina, quitosano,
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Figura 3.1: Fotografía de bacterias acumulando PHA. Por Njacquel (Own work) [CC BY-SA 3.0], via Wikime-
diaCommons.
ácido poliláctico (PLA) y los polyhydroxyalkanoatos (PHAs) [18, 4].
El polihidroxibutirato (PHB) es un polímero de la familia de los PHAs, que puede ser sinte-
tizado por fermentación bacteriana a partir de diversas fuentes de carbono y que es totalmente
biodegradable tanto en condiciones aeróbicas como anaeróbicas. Un microorganismo modelo
para la producción de PHB es Cupriavidus necator, antes conocido como Ralstonia eutropha,
Wautersia eutropha y Alcaligenes eutropha. Esta bacteria es capaz de almacenar PHB intrace-
lularmente en el citoplasma como un medio para asimilar y guardar fuente de carbono. En
la Figura 3.1 se muestra una foto de las bacterias almacenando el polímero. El PHB tiene
propiedades termoplásticas similares al polietileno y el polipropileno [66, 67]. Se han repor-
tado aplicaciones prácticas como film de embalaje en bolsas, recipiente y recubrimiento de
papel . También para elementos descartables como cubiertos, vasos, y recipientes de cosméti-
cos y shampoo. Hay aplicaciones médicas para encapsulación de drogas y como soporte para
crecimiento de tejidos [68, 69, 70, 71, 72].
Al igual que otros bioplásticos, su comercialización se ve afectada por el elevado costo de
producción en comparación con los plásticos derivados del petróleo [4]. Se ha reportado que
el 50% del costo de producción está dado por la materia prima, de la cual el 80% es la fuente
de carbono [66]. Por esta razón, la investigación se centra en el mejoramiento genético de los
microorganismos para aumentar la productividad y en buscar fuentes de carbono baratas que
permitan reducir los costos, por ejemplo, residuos de la producción agrícola o industrial.
La producción de PHB mediante culturas puras se puede realizar en un bioproceso de
dos fases: crecimiento celular y producción del biopolímero. La fase de crecimiento consiste
en mantener las concentraciones de sustrato en valores que favorecen el crecimiento celular.
Debido a que la presencia de fuente de nitrógeno inhibe fuertemente la producción de PHB
[73], en esta etapa la generación de producto es muy baja. La etapa de producción sigue a la
de crecimiento y se caracteriza por las condiciones desfavorables para el crecimiento, es decir,
se realiza privando a la bacteria de sustratos esenciales como nitrógeno, fosfato u oxígeno
[73, 74, 75]. De esta manera, el crecimiento celular se detiene y se favorece la síntesis de
PHB (no asociada al crecimiento), como mecanismo para continuar asimilando la FCE. En la
presente tesis se muestran resultados para el proceso en el que se priva al microorganismo de
nitrógeno [33]. Las fases de este proceso se esquematizan en la Figura 3.2.
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Figura 3.2: Esquema de fases del proceso de producción de PHB.
Como alternativa, se puede producir PHB a partir de culturas mixtas de manera asociada al
crecimiento (en una única etapa). Este método permite reducir costos tanto en equipamiento
como en energía al no requerir esterilización [76, 77, 6]. A pesar de estas ventajas, los rendi-
mientos y productividades volumétricas son más bajas que las obtenidas con culturas puras
y se producen otros metabolitos y polímeros extracelulares. Además, es necesaria una etapa
de selección de microorganismos capaces de producir PHB, mediante ciclos de abundancia y
escasez de sustratos [77, 78].
3.2. Modelo para la producción de PHB
En esta sección se detalla el modelo para un proceso de producción de PHB mediante
cultura pura de Cupriavidus necator. El modelo original fue recientemente propuesto en [12,
79]. Se considera un STR al cual se suministra la FCE y la FN de manera independiente, dando
lugar a los caudales Fs y Fn para cada una de ellas (ver Figura 3.2).
Este proceso de producción está marcado por dos reacciones bien distintas. Primero, el cre-
cimiento sobre una fuente orgánica de carbono, que podría ser glucosa o glicerol. De manera
general, se puede describir la fuente como CwHxOy. Luego, la reacción para el crecimiento es
CwHxOy + bO2 + cNH
+
4 YxsCH1.74O0.46N0.19 + Yco2sCO2 + YwsH2O + YhsH
+ (3.1)
donde CH1.74O0.46N0.19 es la fórmula mínima de C. necator y
b = 4w−
y
2
+
x
4
− 1,91Yxs (3.2a)
c = 0,19Yxs (3.2b)
Yco2s = w− Yxs (3.2c)
Yws =
x − 1,17Yxs
2
(3.2d)
Yhs = 0,19Yxs. (3.2e)
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son los coeficientes estequiométricos.
Durante la etapa de crecimiento se consume O2 y NH
+
4 como FN, como producto asociado
se genera CO2. Además, C. necator puede crecer consumiendo el PHB producido, que también
es un compuesto orgánico (C4H6O2). La segunda reacción es propiamente la producción del
PHB
CwHxOy + bO2 YpsC4H6O2 + Yco2sCO2 + YwsH2O (3.3)
donde C4H6O2 es la composición del monómero de PHB y
b = w−
y
2
+
x
4
− 4,5Yps (3.4a)
Yco2s = w− 4Yps (3.4b)
Yws =
x
2
− 3Yps (3.4c)
Yhs = 0,19Yps. (3.4d)
Es interesante notar que la producción del biopolímero no requiere de FN. De hecho, la pre-
sencia del mismo inhibe la producción casi por completo.
El modelo macroscópico en término de las masas es
X˙ = (µxs +µxp)X (3.5a)
S˙ = −

µxs
yxs
+
qp
yps

X + Fss f (3.5b)
N˙ = −
µxs +µxp
yxn
X + Fnn f (3.5c)
P˙ =

qp −
µxp
yxp

X (3.5d)
donde X es la biomasa residual, P es el PHB, S es la fuente de carbono y N es la fuente de
nitrógeno (NH +4 ). Las tasas específicas son µxs de crecimiento a partir de la FCE suministrada,
qp de producción de PHB y además una segunda tasa de crecimiento µxp cuando se utiliza al
PHB producido como FCE. La tasa de crecimiento total es por lo tanto µ = µxs +µxp. El resto
de los parámetros se detallan en la Tabla 3.1.
El modelo en términos de las concentraciones se obtiene de la misma manera que (2.3)
x˙ = (µxs +µxp − D)x (3.6a)
s˙ = −

µxs
yxs
+
qp
yps

x − Ds+
Fs
V
s f (3.6b)
n˙= −
µxs +µxp
yxn
x − Dn+
Fn
V
n f (3.6c)
p˙ =

qp −
µxp
yxp

x − Dp (3.6d)
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Nombre Descripción Unidades
X Masa de biomasa residual [g]
S Masa de fuente de carbono [g]
N Masa de fuente de nitrógeno [g]
P Masa de PHB [g]
x Concentración de biomasa residual [g/l]
s Concentración de fuente de carbono [g/l]
n Concentración de fuente de nitrógeno [g/l]
p Concentración de PHB [g/l]
Fs Caudal de fuente de carbono [l/h]
Fn Caudal de fuente de nitrógeno [l/h]
s f Concentración de fuente de carbono de alimentación [g/l]
n f Concentración de fuente de nitrógeno de alimentación [g/l]
µxs Velocidad específica de crecimiento consumiendo a s [h
−1]
µxp Velocidad específica de crecimiento consumiendo a p [h
−1]
qp Velocidad específica de producción de PHB [h
−1]
V Volumen de la fase líquida en el biorreactor [l]
Tabla 3.1: Parámetros del modelo del proceso de producción de PHB.
donde la dilución está formalmente definida como
D =
V˙
V
. (3.7)
El cálculo de V˙ y D da lugar a varios modelos cuya validez depende de las condiciones del
proceso. Esta cuestión se aborda en la Sección 3.3.2.
Es muy conveniente definir como variable adicional al contenido intracelular o fracción
de PHB1
fp =
p
x
=
P
X
(3.8)
f˙p =

qp −
µxp
yxp

− (µxs +µxp) fp. (3.9)
Las velocidades específicas fueron originalmente propuestas en [79, 12] basándose en
diversos trabajos previos [80, 81, 82, 83, 84], los modelos son una combinación del tipo
1Alternativamente se puede definir como PP+X . Aquí, por conveniencia, se adopta la definición enunciada.
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Nombre Descripción Valor Unidades
yxs Rendimiento de FCE a biomasa 0.48 [g/g]
yxp Rendimiento de PHB a biomasa 0.88 [g/g]
yps Rendimiento de FCE a PHB 0.3 [g/g]
yxn Rendimiento de FN a biomasa 8.9 [g/g]
µmaxxs Tasa de crecimiento máxima consumiendo FCE 0.46 [h
−1]
µmaxxp Tasa de crecimiento máxima consumiendo PHB 0.126 [h
−1]
qmaxp Tasa de producción de PHB máxima 0.126 [h
−1]
ks Constante de saturación de la FCE 1.2 [g/l]
kis Constante de inhibición de la FCE 16.728 [g/l]
kn Constante de saturación de la FN 0.254 [g/l]
kin Constante de inhibición de la FN 1.5 [g/l]
kps Constante de saturación de la FCE (en producción) 4.1 [g/l]
kpis Constante de inhibición de la FCE (en producción) 80 [g/l]
kphb Constante de inhibición del PHB 0.148 [g/l]
kpin Constante de inhibición de la FN (en producción) 0.262 [g/l]
α Parámetro cinético 5.85
β Parámetro cinético 3.85
f maxp Fracción de PHB máxima 3.3 [gg
−1]
Xm Concentración de biomasa máxima 68 [g/l]
Tabla 3.2: Valores de los parámetros del modelo macroscópico y de los modelos cinéticos.
interactiva de factores tipo Haldane, Monod, Ierusalimsky y Luong:
µxs = µ
max
xs ·
s
ks + s+
s2
kis
·
n
kn + n+
n2
kin
·

1−

x
xm
α
(3.10a)
µxp = µ
max
xp ·
fp
kphb + fp
·
n
kn + n+
n2
kin
·

1−

x
xm
α
(3.10b)
qp = q
max
p ·
s
kps + s+
s2
kpis
·

1−

fp
f maxp
β · kpin
n+ kpin
. (3.10c)
Los valores de todos los parámetros cinéticos están listados en la Tabla 3.2.
En muchos procesos se utilizan condiciones no balanceadas de alimentación, sometiendo
al microorganismo a condiciones de estrés y favoreciendo la producción de un metabolito en
particular. En una primera instancia se le provee al microorganismo de todos los nutrientes
y sustratos necesarios para su crecimiento, luego se le niega alguno de los nutrientes o sus-
tratos, forzando al microorganismo a activar una ruta alternativa que le permita asimilar los
nutrientes disponibles en el medio y almacenarlos de alguna forma. Estas condiciones de ali-
mentación se pueden aplicar sobre C. necator para favorecer el crecimiento en una fase y la
producción en otra [12, 33]. En (3.10c) se puede ver que el nitrógeno tiene un fuerte efecto
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inhibitorio sobre la tasa de producción de PHB (último factor). En contraste, en (3.10a) y
(3.10b) se observa que el nitrógeno es esencial para el crecimiento, ya que su ausencia anula
la tasa por completo. Este tipo de condiciones de alimentación se pueden observar también
en la producción de lípidos para biodiesel de segunda generación utilizando la levadura Rho-
dosporidium toruloides. Al igual que con C. necator, la ausencia de FN previene el crecimiento
y potencia la producción de los lípidos [7, 8, 34]. Teniendo en cuenta la alimentación no
balanceada, se pueden simplificar los modelos (3.5) y (3.6) para cada una de las etapas del
proceso.
3.2.1. Modelo para la etapa de crecimiento
En la etapa de crecimiento se le provee a la bacteria tanto FCE como FN. Además, se asume
que la concentración inicial de producto es nula (p(0) = 0) y que por lo tanto qp = 0, µpx ≈ 0
y µ≈ µxs. Luego el modelo (3.6) queda reducido a
x˙ = (µxs − D)x (3.11a)
s˙ = −
µxs
yxs
x − Ds+
Fs
V
s f (3.11b)
n˙= −
µxs
yxn
x − Dn+
Fn
V
n f . (3.11c)
Además, las concentraciones óptimas de FCE y FN para obtener la máxima tasa específica
de crecimiento son aquellas que maximizan los factores Haldane de (3.10a), es decir, s∗ =p
kskis = 4,48g/l y n
∗ =
p
knkin = 0,62g/l. Luego, la tasa de crecimiento máxima a esas
concentraciones es
µ∗ = 0,16

1−

x
xm
α
. (3.12)
En (3.12) se puede ver que la tasa máxima de crecimiento depende de lo concentración de
biomasa residual. A bajas concentraciones de x se tiene µ∗ ∼= 0,16. Sin embargo, a concentra-
ciones cercanas a xm el efecto inhibitorio es pronunciado y la tasa de crecimiento (y su valor
máximo) terminan por anularse. La concentración de microorganismos no puede superar xm.
Al final de la fase de crecimiento se corta el suministro de FN. Las bacterias entonces
consumen la FN restante en el biorreactor hasta agotarla. Sin embargo, se debe tener cuidado
de no cortar el suministro cuando la concentración de microorganismos es muy cercana a la
máxima, ya que sería imposible consumir toda la FN residual. Si la concentración de nitrógeno
al final de la fase de crecimiento es n(t f ), entonces la biomasa residual debe cumplir x(t f ) <
yxn · n(t f ). La correcta elección del instante de corte se puede mejorar si se dispone de un
monitoreo adecuado, que provea información de la tasa de crecimiento y concentración de
microorganismos.
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3.2.2. Modelo para la etapa de producción
En la etapa de producción se le provee a la bacteria sólo FCE, siendo la concentración de
FN nula (n = 0). De esta manera el crecimiento no es posible y por lo tanto µxs = µxp = 0
(ver (3.10a) y (3.10b)). Luego, el modelo (3.6) queda reducido a
x˙ = −Dx (3.13a)
s˙ = −
qp
yps
x − Ds+
Fs
V
s f (3.13b)
p˙ = qp x − Dp (3.13c)
f˙p = qp. (3.13d)
De (3.10c) se deduce que la concentración óptima de FCE para maximizar qp es s
∗ =
Æ
kpskpis =
18,11g/l, quedando la velocidad de producción óptima
q∗p = 0,042

1−

fp
f maxp
β . (3.14)
Por lo tanto, a bajos contenidos de PHB, q∗p
∼= 0,042. Sin embargo, contenidos intracelulares
elevados, cercanos al límite f maxp inhiben la producción anulando qp.
Se debe notar que al no haber crecimiento, la masa total de biomasa residual permanece
constante, es decir, X˙ = 0. Además de (3.13a) se puede deducir que
D = −
x˙
x
(3.15)
Esto será aprovechado en esta tesis para plantear un algoritmo de estimación en el Capítulo 5.
En la Figura 3.3 se muestran las superficies generadas al evaluar µxs al principio de la
etapa de crecimiento y qp al principio de la etapa de producción.
(a) Superficie de respuesta de µxs (x = 0). (b) Superficie de respuesta de qp ( fp = 0).
Figura 3.3: Superficies de los modelos cinéticos.
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3.3. Aportes a la modelización del volumen en alta densidad celular
3.3.1. Insuficiencias del modelo clásico
Como se mencionó anteriormente, la forma más simple de modelizar los cambios en el
volumen de un biorreactor es haciendo dos suposiciones:
1. El volumen de la fase biótica es despreciable frente al volumen de la fase líquida.
2. La densidad del medio de cultivo siendo alimentado al reactor es la misma que la de la
fase líquida en el reactor.
Estas suposiciones son válidas siempre y cuando la concentración de biomasa total (incluyen-
do al producto intracelular) sea baja y el medio que se está alimentando no esté demasiado
concentrado. Cualquier cultivo de baja densidad celular cumple con estas condiciones. En
primer lugar, por la baja concentración de microorganismos. En segundo lugar, porque no es
necesario alimentar medios de concentraciones excesivas al ser el requerimiento nutricional
más bajo. En esas condiciones se considera que la variación en el volumen es la sumatoria de
los caudales entrando y saliendo del biorreactor. En el caso del reactor fed-batch alimentado
con caudales independientes de fuente de carbono y nitrógeno
V˙ = Fs + Fn. (3.16)
A pesar de que (3.16) es un modelo de volumen estándar para procesos fed-batch, siendo
válido en una gran cantidad de situaciones y procesos, no es lo suficientemente preciso para
describir el proceso de producción de PHB bajo estudio ni otros procesos de alta densidad
celular. Para empezar, se está hablando de un proceso donde importa maximizar tanto la
productividad en PHB como en biomasa residual. Esto quiere decir que se desea una gran
cantidad final de producto, lo que requiere también de una gran cantidad de microorganismos
produciéndolo. Se debe tener en cuenta que cada bacteria puede acumular producto hasta
un cierto límite ( f maxp = 3,3g/g). Por lo tanto, es necesario disponer de la mayor cantidad
posible de fábricas celulares. Además, se debe tener en cuenta que el producto es intracelular.
Es natural suponer que el almacenamiento de PHB tiene que resultar en un aumento en el
volumen de cada célula. De hecho, se ha reportado que el incremento de volumen para C.
necator es proporcional al producto acumulado (con proporción unitaria) [85]. Dado que el
volumen de la fase biótica no es despreciable, el proceso no cumple con la primera suposición
del modelo de volumen clásico.
Por otra parte, la gran cantidad de microorganismos que se pretende alcanzar conlleva un
elevado consumo de sustrato ya que la velocidad volumétrica de consumo es proporcional a
x (ver Sección 2.6.3). Con el fin de evitar caudales de entrada que diluyan excesivamente los
compuestos del medio2 y hagan aumentar demasiado el volumen líquido, es necesario utilizar
2Diluir en exceso puede convertir en sustratos limitantes a sustancias que se asumían en exceso
44 3.3. Aportes a la modelización del volumen en alta densidad celular
elevadas concentraciones de sustrato de alimentación. De esta manera, para introducir una
determinada masa de sustrato el caudal requerido es menor (inversamente proporcional).
Por lo tanto, por su elevada concentración, el medio de cultivo de alimentación tendrá una
densidad distinta a la del medio en el biorreactor, no cumpliendo la suposición de densidades
de medios iguales.
Adicionalmente, se puede inferir que hay un cambio de volumen generado por la gran
cantidad de FCE que es convertida a PHB. El rendimiento de conversión es lejano a la unidad
y las densidades de la FCE y el PHB no necesariamente son las mismas.
3.3.2. Modelo basado en volúmenes molares parciales
Formalmente, para modelizar las variaciones del volumen de la fase líquida del biorreac-
tor al alimentar con una solución concentrada hace falta una descripción físico-química de
la solución y usar el concepto de volumen molar parcial [86]. El volumen molar parcial de
un soluto A (el sustrato) en una solución de A y un solvente B se define como el cambio de
volumen de la solución por mol de A agregado. El volumen molar parcial varía con la com-
posición de la solución, pudiendo ir esta desde A puro hasta B puro. Formalmente la anterior
definición se expresa como
V¯i =
∂ V
∂mi

p,T,m′
(3.17)
donde mi son los moles de la sustancia y p, T,m
′ significa que la presión, temperatura y can-
tidades de otras sustancias son constantes. Los volúmenes molares parciales usualmente se
obtienen de manera experimental. Luego, cuando en una solución se agregan dmA moles de
A y dmB moles de B, el volumen cambiará según
dV = V¯AdmA+ V¯BdmB (3.18)
o bien
V˙ = V¯Am˙A+ V¯Bm˙B. (3.19)
En caso de haber más compuestos en la solución se deben agregar más términos de la misma
manera. En la producción de PHB las sustancias en la solución son la FCE, la FN y el agua,
quedando entonces planteado
V˙ = V¯sm˙s + V¯nm˙n + V¯wm˙w (3.20)
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donde los subíndices s, n y w corresponden a la FCE, FN y agua respectivamente. A su vez
m˙s =
−rsV + Fss f
Ms
(3.21a)
m˙n =
−rnV + Fnn f
Mn
(3.21b)
m˙w =
Fs(ρs f − s f )
Mw
+
Fn(ρnf − n f )
Mw
. (3.21c)
Las ecuaciones (3.21a) y (3.21b) surgen de dividir a (3.6b) y (3.6c) por sus respectivos pesos
moleculares Ms y Mn (en g/mol). La obtención de (3.21c) es levemente más compleja. Los
términos Fsρs f y Fnρnf corresponden a las masas de las soluciones entrando al biorreactor.
Luego, se le restan los términos Fss f y Fnn f , que corresponden a las masas de FCE y FN
entrando al biorreactor. El resultado es la masa de agua entrante, que luego se divide por su
peso molecular.
Reemplazando (3.21) en (3.20) y agrupando términos, finalmente se obtiene la variación
de volumen de la fase líquida del biorreactor
V˙l = Fs

s f V¯s
Ms
+
(ρs f − s f )V¯w
Mw

+ Fn

n f V¯n
Mn
+
(ρnf − n f )V¯w
Mw

−

rs
Ms
+
rn
Mn

V (3.22)
Luego, como el producto está contenido dentro de las células y éstas son inmiscibles en el
medio líquido, el volumen total en el biorreactor es la suma del volumen de medio líquido y
el de las células
V = Vl + Vc (3.23)
V˙ = V˙l + V˙c (3.24)
donde V es el volumen total, Vl es el volumen del medio líquido y Vc es el volumen de los
microorganismos.
El cambio en el volumen de microorganismos depende a su vez del aumento en el número
de células y por otra del incremento en el volumen de cada célula por acumulación de producto
V˙c = V˙x + V˙p =
X˙
ρx
+
P˙
ρp
(3.25)
donde Vx es el volumen de las células sin producto ( fp = 0), Vp es el volumen del producto, ρp
y ρx son las densidades del producto y de las células respectivamente. Reemplazando (3.5a)
y (3.5d) en (3.25) se obtiene
V˙c =

rx
ρx
+
rp
ρp

V =

(µxs +µxp)
ρx
+
(qp −µxp)
ρp

xV (3.26)
A partir de (3.26) se puede deducir que el volumen de las células es significativo siempre y
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Nombre Descripción Unidades
ρs f Densidad de la solución de FCE con concentración s f [g/l]
ρnf Densidad de la solución de FN con concentración n f [g/l]
ρs Densidad del medio con concentración de FCE s [g/l]
ρp Densidad del PHB [g/l]
ρx Densidad de las células [g/l]
Ms Masa molecular de la FCE [g/mol]
Mn Masa molecular de la FN [g/mol]
Mw Masa molecular del agua [g/mol]
V¯s Volumen molar parcial de la FCE [l/mol]
V¯n Volumen molar parcial de la FN [l/mol]
V¯w Volumen molar parcial del agua [l/mol]
Tabla 3.3: Parámetros de los modelos de volumen para procesos de alta densidad.
cuando la densidad celular sea grande (x), o bien, lo sea la masa total celular (X = xV),
siempre acompañado por tasas de crecimiento o producción altas.
Finalmente la dinámica del volumen se obtiene reemplazando (3.26) y (3.22) en (3.24)
V˙ = Fs

s f V¯s
Ms
+
(ρs f − s f )V¯w
Mw

+ Fn

n f V¯n
Mn
+
(ρnf − n f )V¯w
Mw

−

rs
Ms
+
rn
Mn

V +

rx
ρx
+
rp
ρp

V (3.27)
En la Tabla 3.3 se repasan los parámetros del modelo.
El modelo de volúmenes molares parciales desarrollado contempla las características pro-
pias de un proceso de alta densidad celular. Tiene en cuenta la contracción de volumen por
mezclar medios de distintas densidades, el volumen de la fase biótica y el consumo de sus-
trato. Sin embargo, los volúmenes molares parciales no son fáciles de conocer, su obtención
es empírica y además tienen una variación no lineal con la concentración de los sustratos en
el biorreactor. Por ende, aunque el modelo es formalmente correcto, es poco práctico para la
implementación de algoritmos de estimación y control.
3.3.3. Propuesta de modelo práctico para la etapa de crecimiento
Durante la etapa de crecimiento la variación de volumen por diferencia de densidades en
los medios es más notable que por el incremento en la biomasa, especialmente cuando su con-
centración es baja. En [12] se propone que la variación del volumen corresponde únicamente
a la cantidad de agua ingresada al biorreactor, considerando que el sustrato ingresado con la
solución es consumida y no aporta al volumen. Proponiendo como modelo
V˙ = Fs
ρs f − s f
ρw
+ Fn
ρnf − n f
ρw
(3.28)
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donde ρs f y ρnf son las densidades de las soluciones de FCE y FN en los reservorios y ρw es
la densidad del agua. Los términos Fsρs f y Fnρnf representan masas (por unidad de tiempo)
de solución alimentada (sustrato+agua), a eso se le resta Fss f y Fnn f que son las masas por
unidad de tiempo de la FCE y FN respectivamente. Al hacer la diferencia entre las masas de
solución y de sustrato se obtiene la masa de agua ingresando al biorreactor. Finalmente, al
dividir por su densidad se obtiene el volumen.
El modelo (3.28) es tal vez una mejor representación que la del modelo clásico dado en
(3.16). Sin embargo, continúa siendo muy simplista en cuanto a que no es agua pura el medio
de cultivo que se ingresa al biorreactor, ni el que se encuentra en su interior. Además, no se
consideran los cambios de volumen por el sustrato consumido.
En esta tesis se propone un modelo que aproxima mejor al fenómeno real, al considerar el
volumen de solución ingresada que tiene la misma concentración que el medio en el biorreac-
tor. Tómese el caso de la fuente de carbono, que se alimenta en una solución concentrada cuya
concentración es s f . Dentro del biorreactor la FCE se encuentra diluida con una concentración
s≪ s f . Entonces, se desea calcular el volumen de solución ingresada al biorreactor que tiene
la concentración de la diluida s. El volumen de solución diluida ingresada es virtual, no existe
físicamente como tal pero nos da una mejor idea del cambio de volumen debido al caudal de
entrada. La Figura 3.4 esquematiza este concepto.
H2O H2O= +
masa de solución concentrada 
de entrada (sf)
masa de solución diluida
en el biorreactor (s)
FCE en exceso
CwHyOz CwHyOz
CwHyOz
Figura 3.4: Esquema de masa equivalente de solución diluida.
El cálculo de la solución diluida de entrada (virtual) se obtiene de plantear balances de ma-
sa en el caudal de alimentación. Si llamamos Ms f a la masa de solución concentrada agregada
al biorreactor con concentración s f , Ms a la masa de solución diluida (virtual) con concentra-
ción s y Mexc a la masa de FCE no diluida sobrante (excedente), luego se puede expresar
Ms f = Ms +Mexc. (3.29)
Luego, (3.29) se puede expresar en términos de volúmenes, densidades y concentraciones
Vs f ρs f = Vsρs +

Vs f s f − Vss

(3.30)
donde ρs f y ρs son las densidades de las soluciones concentradas y diluidas respectivamente
y Vs f y Vs son los volúmenes de solución concentrada y diluida. A pesar de tener las mismas
unidades, no se deben confundir las densidades con concentraciones. Las densidades indican
el peso por unidad de volumen de una solución. En cambio, las concentraciones indican la
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cantidad de un sustrato por unidad de volumen de solución. El segundo término del lado
derecho de (3.30) corresponde a la masa de sustrato sobrante Mexc, que sale de la diferencia
entre las masas de sustrato en la solución concentrada y diluida.
A continuación, si deseamos conocer la variación de volumen del biorreactor debido al
sustrato ingresado, de (3.30)
Vs = Vs f
ρs f − s f
ρs − s
(3.31a)
V˙s = Fs
ρs f − s f
ρs − s
, (3.31b)
donde Fs es el caudal de FCE de entrada al biorreactor, que tiene concentración s f .
En el proceso bajo estudio (3.11) hay un caudal de entrada para la solución de FCE y otro
para la FN, siendo s f y n f las concentraciones de las soluciones concentradas de alimentación,
ρs f y ρnf sus densidades, s y n las concentraciones en la solución diluida en el biorreactor y
ρs = ρn su densidad. El modelo finalmente queda como
V˙ = Fs
ρs f − s f
ρs − s
+ Fn
ρnf − n f
ρn − n
, (3.32)
o de manera simplificada
V˙ = γsFs + γnFn (3.33a)
γs =
ρs f − s f
ρs − s
(3.33b)
γn =
ρnf − n f
ρn − n
. (3.33c)
Este modelo mejora al propuesto en [12], ya que se hacen consideraciones realistas en
cuanto a la composición de los medios. Además, la dinámica del sustrato es tenida en cuenta
al incluir su concentración en el modelo. Eventualmente, si las concentraciones de sustrato son
reguladas, se puede considerar a s y n como constantes. Notar en particular que si se considera
el caso en que la concentración de sustrato en el medio del biorreactor es nula (s = n = 0 y
ρs = ρn = ρw) se obtiene (3.28). Es necesario recalcar que el volumen de solución diluida es
un volumen virtual o equivalente, y no está modelizando el fenómeno físico real que sucede al
mezclar ambas soluciones. Este modelo se puede mejorar si se suma el volumen de las células
como en (3.23). Sin embargo, como no se conoce bien la densidad del microorganismo, se
omite este término. En el diseño de observadores y controladores, el error producido se puede
considerar como una perturbación.
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3.3.4. Propuesta de modelo práctico para la etapa de producción
Se puede obtener un modelo para el cambio de volumen en la etapa de producción a partir
del modelo dinámico de la FCE (3.13b). Para ello es necesario redefinir la concentración de
fuente de carbono teniendo en cuenta la alta densidad celular del proceso. Entonces, se toma
el cociente entre la masa de FCE sobre el volumen de la fase líquida únicamente
s =
S
Vl
. (3.34)
Luego, reemplazando (3.34) en (3.5b) (considerando etapa de producción) se obtiene un
modelo para la dinámica del volumen de la fase líquida.
S˙ = s˙Vl + sV˙l = −
qpX
yps
+ Fss f (3.35)
V˙l = −
qpX
s yps
+ Fs
s f
s
− Vl
s˙
s
. (3.36)
Si por la existencia de un adecuado control para regular s, se puede asumir que la concen-
tración de FCE prácticamente no varía, el último término de (3.36) se puede despreciar ya
que s˙ = 0. Por lo tanto, la concentración de FCE es constante e igual a un valor de referencia
s = sr , reduciendo al volumen de la fase líquida (3.36) a
V˙l = −
qpX
sr yps
+ Fs
s f
sr
. (3.37)
Durante la etapa de producción se tiene una elevada concentración celular y además las
células incrementan su volumen al almacenar el PHB. Por lo tanto, es necesario agregar el
volumen de las células al de la fase líquida para obtener una mejor aproximación del volumen
total. De (3.26) y considerando que en la etapa de producción no hay crecimiento se puede
deducir que
V˙c =
rp
ρp
V =
qp
ρp
xV (3.38)
Finalmente, el modelo de volumen del biorreactor se obtiene al sumar el volumen de las
células (3.38) y el de la fase líquida (3.37)
V˙ = Fs
s f
sr
−
qpX
sr yps
+
qpX
ρp
. (3.39)
El modelo obtenido, al igual que el modelo formal (3.27), cuenta con un término que
marca la contribución del caudal de la FCE de entrada, un término referido al consumo del
sustrato y otro a la generación de producto. Además, se pueden definir las siguientes constan-
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tes
γ =
s f
sr
(3.40)
ν = −
1
sr yps
+
1
ρp
. (3.41)
Quedando finalmente el modelo (3.39) reducido a
V˙ = Fsγ+ qpνX . (3.42)
Esta estructura de modelo es exactamente la misma que se obtiene en (3.27) al considerar las
condiciones de la fase de producción (Fn = µxs = µxp = n= 0).
3.3.5. Discusión
En este capítulo se presentó al proceso de producción de PHB y su modelo. Además, se
obtuvieron modelos reducidos para cada una de sus fases. Luego, se presentaron las deficien-
cias del modelo dinámico clásico del volumen para su utilización en el proceso de producción
de PHB y procesos de alta densidad en general. A partir de ese punto se detallan los aportes
de la tesis al modelizado.
Primero, en la Sección 3.3.2 se presentó un modelo formal, con bases en conceptos físico-
químicos. El modelo representa ambas fases del proceso y tiene en cuenta tanto la contracción
de volumen por la utilización de medios de cultivo con distintas densidades, el consumo de
sustrato para crecimiento y producción de PHB, y el volumen de la fase biótica. Sin embargo,
este modelo requiere conocer los volúmenes molares parciales de varias soluciones. Estos pa-
rámetros en general no se conocen, requieren una identificación empírica y además presentan
una variación no lineal con la composición de las soluciones. Esto no es conveniente tanto por
la complejidad que toma el modelo como por la utilización de sustratos impuros.
Como alternativas prácticas al modelo formal, en las Secciones 3.3.3 y 3.3.4 se propusie-
ron modelos de volumen para cada fase del proceso. El modelo para la fase de crecimiento
es una mejora de otros disponibles en la literatura. Está basado en balances de masa y tiene
en cuenta la composición del medio en el biorreactor y consumo de sustratos. A pesar de que
no se incluyó un término que contemple el volumen de los microorganismos, éste se podría
agregar si se conociera la densidad de las células. De todas maneras el error producido será
apreciable solo en las horas finales de la etapa. El modelo para la fase de producción también
estás basado en balances de masa. Tiene la misma estructura que el modelo formal de la Sec-
ción 3.3.2 y contempla tanto la adición de medio de cultivo denso, el consumo de sustrato
para producción de PHB y el volumen propio del PHB. La validez del modelo está sujeta a
la existencia de un control que regule la concentración de FCE y no permita grandes varia-
ciones. Ambos modelos son fácilmente aplicables a otros procesos de alta densidad celular,
particularmente en procesos con productos intracelulares.
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Los dos modelos propuestos son de gran utilidad en la tesis para el diseño de algoritmos
de estimación. Cuanto mayor es la calidad de los modelos, mejor es la precisión de las es-
timaciones obtenidas. Se debe notar que es necesario conocer el volumen para calcular las
diluciones. Además, el modelo para la fase de producción es la base para el estimador de tasa
de producción que se propone en el Capítulo 5. Se puede notar en (3.42) que los cambios en el
volumen contienen información de qp. Además, excediendo los objetivos de la presente tesis,
se pueden utilizar para mejorar el diseño de leyes de control a lazo abierto de uso común.
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Capítulo 4
Observadores para etapa de crecimiento
En este capítulo se trata el problema de estimación de tasas de crecimiento en la etapa
de crecimiento de un proceso de producción de PHB. Primero se realiza un repaso de los
principales algoritmos de estimación encontrados en la literatura. A continuación se propone
un esquema conmutado de observadores para la estimación de la tasa de crecimiento en el
proceso de producción de PHB con las restricciones impuestas por la operación del proceso. A
elevadas concentraciones celulares se obtiene una estimación de la tasa de crecimiento a partir
de un observador asintótico. Además, se realiza un análisis de los errores que pueden surgir
de las distintas fuentes de incertidumbre. Finalmente, se presentan resultados experimentales
y de simulación.
Parte de los contenidos y resultados expuestos en este capítulo han sido publicados en
[87]: Martín Jamilis, Fabricio Garelli, Md. Salatul Islam Mozumder, Eveline Volcke y Hernán
De Battista. Specific growth rate observer for the growing phase of a polyhydroxybutyrate pro-
duction process. Bioprocess and Biosystems Engineering, 38(3):557–567, 2014.
4.1. Introducción
Además de la incertidumbre en los modelos, otra seria restricción al monitoreo y control
de bioprocesos es la escasez de sensores adecuados para la medición en línea de variables
importantes del proceso. Para peor, en muchos casos en que los sensores existen, éstos tienen
un elevado costo y están orientados a determinadas aplicaciones específicas. Por ejemplo,
existen sensores capaces de determinar concentración de glucosa en el medio, pero que no
permiten medir la concentración de una FCE distinta. Esta escasez de sensores genera la
necesidad de diseñar sensores virtuales que provean estimaciones de variables no medibles.
En primer lugar resulta interesante estimar algunas de sus concentraciones. Esto permite
saber su evolución, conocer puntos de operación y establecer el final o inicio de distintas fases.
Por otra parte, también es de interés el conocimiento de las tasas de reacción, tanto para la
optimización y control del proceso, como para la determinación del estado metabólico. Surge
entonces la necesidad de diseñar algoritmos de estimación, adecuados a las características de
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los procesos, que permitan estimar variables no medibles a partir de las medidas disponibles.
Estos algoritmos son comúnmente llamados sensores de software en el área de procesos y
pueden ser obtenidos mediante diferentes técnicas. En la presente tesis nos hemos centrado
en el enfoque determinístico aplicando herramientas del control automático, siendo los algo-
ritmos esencialmente observadores de estados no lineales. Existen otros enfoques que aquí no
se tratan desde un punto de vista estocástico y también de redes neuronales.
Un observador de estado es un algoritmo que permite estimar variables de estado no
medidas en un sistema dinámico a partir de mediciones de otras variables, de las entradas
del proceso y de un modelo (determinístico) que las relacione. En la Figura 4.1 se muestra un
esquema donde se puede observar la estructura clásica de un observador. En sí, un observador
consta de un modelo dinámico que funciona como una copia del proceso real al cual se le
alimentan las mismas entradas que al proceso. Posteriormente, por integración se obtienen
los estados del modelo. Idealmente, con unmodelo perfecto e iguales condiciones iniciales, las
salidas y estados del observador deberían ser iguales a las del proceso. Como en realidad los
modelos son imperfectos y no se conocen exactamente las condiciones iniciales de todos los
estados, la estimación basada únicamente en el modelo estaría afectada por errores y podría
fácilmente divergir del valor verdadero de la variable estimada. A este tipo de estimaciones se
las llama de lazo abierto. Con el fin de asegurar convergencia de las estimaciones a los valores
verdaderos, se aplica un término de corrección al realimentar el error de estimación (residuo)
de los estados medibles o salidas [88, 89, 90].
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Figura 4.1: Esquema de un observador de estados: u entradas del proceso, y estados medibles o salidas,
x estados no medibles, yˆ estimación de estados medibles, xˆ estimación de estados no medibles, y˜ error
de estimación en estados medibles.
Por su parte, los observadores de estado para bioprocesos deben ser robustos frente a las
incertidumbre de los modelos, particularmente la presente en los parámetros de los modelos
cinéticos. En este aspecto se pueden tomar dos caminos. El primero consiste en estimar los
parámetros inciertos junto a los estados del proceso. Para ello se agranda el vector de estados
incluyendo los parámetros inciertos (sin dinámica) de manera que estos sean afines en el mo-
delo. Luego, se diseña un observador capaz de estimar tanto los estados como los parámetros,
lo que es de utilidad si se requiere identificar los modelos cinéticos o para la implementación
de controles adaptivos [90]. Sin embargo, se debe tener en cuenta que este enfoque puede
derivar en diseños muy complejos en su análisis teórico y de difícil sintonización en la práctica
[91]. Alternativamente, se puede considerar directamente a las tasas de reacción (específica
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o volumétricas) como estados adicionales a estimar sin tener en cuenta sus modelos cinéticos
ni sus parámetros. Este enfoque permite ganar robustez en las estimaciones, a la vez que se
simplifica la sintonización e implementación [11].
El objetivo principal abordado en este capítulo es la estimación de la velocidad específica
de crecimiento de C. necator en la etapa de crecimiento del proceso de producción de PHB
utilizando el equipamiento disponible en un laboratorio estándar, tomando como referencia la
planta experimental del Flemish Institute for Technological Rsesearch VITO (Bélgica) en la que
se realizaron los ensayos. En la Sección 4.2 se hace un repaso de los principales algoritmos
de estimación que se pueden encontrar en la bibliografía, la mayoría de ellos basados en los
trabajos de G. Bastin y D.Dochain. Además se introducen los observadores por modos desli-
zantes con aplicación a bioprocesos, línea con la cual el grupo de trabajo más ha contribuido.
En la Sección 4.3 se desarrolla el aporte de la tesis a la estimación de tasas de crecimiento
en el proceso de aplicación de PHB con las restricciones propias de un laboratorio estándar
tomadas de un caso real. Finalmente, en la Sección 4.4 se realiza la validación de los algorit-
mos propuestos mediante simulación bajo condiciones realistas (Sección 4.4.1) y de manera
experimental(Sección 4.4.2).
4.2. Estado del arte
Como se explicó en la Sección 2.6.4, los modelos de balance de masa se pueden expresar
de forma vectorial como
ξ˙= Kr(ξ) + D(ξ f − ξ)−Q. (4.1)
donde ξ es el vector de estados cuyos elementos son las concentraciones, K es la matriz de
rendimientos definida en (2.25c), r(ξ) es el vector de velocidades volumétricas, ξ f es el vector
con las concentraciones de entrada de los estados (carbono, nitrógeno, etc.) y Q es un vector
que contiene los flujos de fase líquida a gaseosa (oxígeno, dióxido de carbono, hidrógeno, etc.).
Si el proceso tiene m estados y p reacciones entonces ξ, ξ f y Q ∈ R
m, r(ξ) ∈ Rp y K ∈ Rm×p.
A su vez ξ se puede separar entre estado medibles y no medibles ξ1 y ξ2 respectivamente. Si
de los m estados, n de ellos son medibles (n< m) entonces se puede definir a ξ1 = Lξ donde
L es una matriz de unos y ceros de n×m que permite seleccionar los estados medibles.
El problema de estimación en bioprocesos se puede resumir en tres casos básicos: estima-
ción de concentraciones, estimación de parámetros y estimación de tasas de reacción. Estos
problemas están relacionados entre sí y muchas veces se los afronta de manera conjunta. De
todas formas en la literatura se pueden encontrar observadores desarrollados específicamente
para cada caso. Por supuesto, la elección queda sujeta al proceso en cuestión, medidas dispo-
nibles, incertidumbre de los modelos y aplicación. A continuación se hace un breve repaso de
los principales algoritmos que se encuentran en la literatura relacionados con el desarrollo de
esta tesis. Para un panorama más completo se sugiere consultar [11, 62, 90, 92].
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4.2.1. Observadores exponenciales y de alta ganancia
Un primer acercamiento a la estimación de los estados del proceso surge de extender el
observador de Luenberger a bioprocesos (no lineales) [89, 93]
˙ˆ
ξ= Kφ(ξˆ) + D(ξ f − ξˆ)−Q+Ω(ξˆ)(ξ1 − ξˆ1) (4.2)
donde ξˆ y ξˆ1 son los vectores de estados estimados y Ω(ξˆ) ∈ R
m×n es una matriz de realimen-
tación. La obtención de los estados estimados surge de integrar (4.2), pudiéndose mostrar
que la dinámica del error de estimación es
˙˜ξ= K(φ(ξ)−φ(ξˆ))− Dξ˜−Ω(ξˆ)Lξ˜. (4.3)
donde los errores de estimación de los estados y de los estados medibles se definen como
ξ˜ = ξ − ξˆ y ξ˜1 = ξ1 − ξˆ1 respectivamente
1. Mediante una adecuada selección de Ω(ξˆ) se
puede moldear la dinámica del error y asegurar la convergencia de las estimaciones. De hecho,
al linealizar (4.3) se obtiene
˙˜ξ=

A(ξˆ)−Ω(ξˆ)L

ξ˜ (4.4a)
A(ξˆ)¬ K
∂ φ(ξ)
∂ ξ

ξ=ξˆ
− DIn. (4.4b)
Según se diseñe la dinámica del error linealizado con la elección de la matriz Ω(ξˆ) surgen
el Observador de Luenberger Extendido (ELO) o el Observador de Kalman Extendido (EKO).
En el caso del ELO se elije Ω para obtener un error linealizado acotado por una exponencial,
en el caso del EKO se busca minimizar el error (linealizado) cuadrático medio [11, 90, 91].
Este tipo de observadores se pueden realizar si el sistema (4.1) es exponencialmente observa-
ble. Una condición necesaria para la observabilidad exponencial (local) es que la matriz de
observabilidad
O =

L LA(ξ) LA(ξ)2 · · · LA(ξ)m−1

(4.5)
sea de rango completo. Donde A(ξ) proviene del modelo linealizado, como se define en (4.4b)
[11]. El problema de este algoritmo de estimación es que requiere conocimiento de los mode-
los cinéticos, ya que φ(ξˆ) está incluido en el diseño. Aún conociendo la estructura completa
del modelo cinético, el observador obtenido no es muy robusto debido a la elevada incerti-
dumbre de los parámetros.
Por otra parte, se pueden plantear algoritmos similares a (4.2) para la estimación de las
tasas de reacción. Para ello, se debe conocer el vector de estados ξ completo, por medición o
estimación a través de otro observador. Suponiendo que se puede separar el vector de tasas
1A lo largo de la tesis se conserva la notación ˆ(•) para estimaciones y ˜(•) para errores de estimación
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de reacción en una parte conocida y otra, quedando el modelo del proceso
ξ˙= KH(ξ)ρ(ξ) + D(ξ f − ξˆ)−Q (4.6)
donde φ(ξ) = H(ξ)ρ(ξ), siendo H(ξ) la parte conocida del vector de tasas (o del modelo
cinético) y ρ(ξ) la parte desconocida o incierta. Luego, los elementos de ρ(ξ) pasan a ser
estados del sistema que el observador debe estimar, asumiendo que los mismos no tienen
dinámica, quedando el observador de la forma
˙ˆ
ξ = KH(ξ)ρˆ(t) + D(ξ f − ξ)−Q−Ω(ξ− ξˆ) (4.7a)
˙ˆρ = [KH(ξ)]T Γ (ξ− ξˆ). (4.7b)
Los mismos criterios que en el ELO y en el EKO se pueden aplicar al observador (4.7) para dar
forma a la dinámica del error. Si Ω y Γ son matrices diagonales, las velocidades de convergen-
cia serán mayores cuanto más grandes los elementos de la diagonal, de aquí la denominación
de observador de alta ganancia. Sin embargo, se debe tener en cuenta que al aumentar el an-
cho de banda del observador se lo hace más sensible al ruido de medición, de donde surgen
enfoques como el del EKO que busca una relación de compromiso.
Es interesante notar que mediante la adecuada elección de H(ξ) y ρ(ξ) se pueden estimar
velocidades específicas y volumétricas sin necesidad de presuponer ningún modelo cinético
en particular. Por ejemplo, para la estimación de la tasa específica en un proceso como el
descripto por (2.32) se toma H(ξ) = x[1 −1 −1 −1]T y ρ(ξ) = µ, o bien, para la estimación
de tasas volumétricas se puede tomar directamente H(ξ) = [1 − 1/yxs − 1/yxn − 1/yxp]
y ρ(ξ) = rx . Sin embargo, no siempre es necesario conocer todas las concentraciones de
un proceso (x , s, n y p) para estimar las tasas. En el ejemplo anterior, bastaría con medir
solamente la biomasa para estimar la tasa de crecimiento:
˙ˆx = µˆx − Dx −Ω(x − xˆ) (4.8a)
˙ˆµ = xΓ (x − xˆ) (4.8b)
donde ξ = x , ρ = µ y H(ξ) = x . En cambio, si se midiera únicamente la concentración de
sustrato s, no sería posible estimar µ, pero si rx = µx :
˙ˆs = −
rˆx
yxs
+ D(s f − s)−Ω(s− sˆ) (4.9a)
˙ˆrx = −
1
yxs
Γ (s− sˆ) (4.9b)
donde ξ = s, ρ = rx = µx y H(ξ) = −
1
yxs
.
Ejemplos de este tipo de observadores se pueden ver también en [55, 94, 95, 96].
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4.2.2. Observadores asintóticos
Los observadores asintóticos se usan para estimar los estados del proceso en el caso que
el modelo no sea exponencialmente observable y no se pueda implementar un observador
exponencial como los de la sección anterior. Una ventaja importante de los observadores asin-
tóticos es que la estimación es independiente del modelo cinético, con lo cual se reduce el
impacto de las incertidumbres.
Se puede utilizar un observador asintótico bajo las siguientes condiciones:
Se conocen todos los rendimientos (matriz K)
n≥ rango(K), siendo n el número de estado medibles,
Primero se debe encontrar una partición del espacio de estados (ξa,ξb), donde ξa ∈ R
a y
ξb ∈ R
m−a, tal que
Z = A0ξa + ξb (4.10a)
Z˙ = −DZ + A0(Fa −Qa) + (Fb −Qb) (4.10b)
donde A0 ∈ R
(m−a)×a y Fa, Qa, Fb y Qb son las submatrices obtenidas de F y Q al separar el
espacio de estados, con Fa y Qa ∈ R
a, y Fb y Qb ∈ R
m−a Lo más destacable es que el sistema
transformado (4.10b) es independiente de las tasas de reacción, por lo que se lo puede usar
como base para construir un observador de estados robusto a la incertidumbre en las cinéticas.
A continuación, se debe hallar la manera de expresar a Z como una combinación lineal
de los estados medibles y no medibles ξ1 y ξ2, es decir, hallar A1 y A2 tales que
Z = A1ξ1 + A2ξ2 (4.11)
con A1 ∈ R
(m−a)×n y A2 ∈ R
(m−a)×(m−n).
Si es posible hallar la partición (4.10), la combinación lineal (4.11) y además existe la
pseudo-inversa izquierda de A2 entonces se puede plantear un observador asintótico de la
forma
˙ˆZ = −DZˆ + A0(Fa −Qa) + (Fb −Qb) (4.12a)
ξˆ2 = A
+
2 (Zˆ − A1ξ1) (4.12b)
donde Zˆ y ξˆ2 son las estimaciones de Z y ξ2 respectivamente y A
+
2 es la pseudo-inversa iz-
quierda de A2.
Definiendo los errores de estimación como Z˜ = Z − Zˆ y ξ˜2 = ξ2− ξˆ2, se puede obtener su
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dinámica
˙˜Z = −DZ˜ (4.13a)
ξ˜2 = A
+
2 Z˜ (4.13b)
de donde se puede deducir, al derivar (4.13b), que la dinámica del error de estimación (de
los estados no medibles) es
˙˜ξ2 = −Dξ˜2. (4.14)
Sabiendo que D ≥ 0, de (4.14) se puede deducir que la estimación converge al valor verdadero
siempre y cuando la dilución no sea nula por períodos muy largos de tiempo. Esto se cumple
si existen constantes positivas δ y ǫ tales que [11]
∫ t+δ
t
D(τ)dτ≥ ǫ > 0. (4.15)
La propiedad (4.15) se conoce como persistencia de excitación. Se debe notar también que
diluciones bajas conllevan tiempos de convergencia muy altos, lo que debe ser tenido en
cuenta al momento de seleccionar la concentración de sustrato de alimentación. En efecto,
cuanto más alta es esta concentración, más baja es la dilución resultante.
Existen muchos ejemplos de aplicación de observadores asintóticos en la literatura. Algu-
nos ejemplos son [11, 90, 91, 62, 97, 98, 99, 100].
4.2.3. Observadores por modos deslizantes
Como alternativa a los observadores exponenciales se pueden diseñar observadores para
las tasas de reacción basados en algoritmos por modos deslizantes (MD). En este tipo de algo-
ritmo se utiliza una acción discontinua para lograr que las trayectorias del sistema alcancen
una variedad del espacio de estados y permanezcan en ella el tiempo subsiguiente. La varie-
dad a alcanzar se llama superficie de deslizamiento y es una función de los estados medibles y
parámetros conocidos del sistema. Cuando se aplica a la estimación de variables la superficie
debe ser tal que asegure la convergencia del error de estimación a cero con una determinada
dinámica. En general, primero se define una función o coordenada de deslizamiento como
función de los estados medibles del sistema σ(ξ), usualmente una combinación lineal de los
mismos, luego la superficie de deslizamiento se define como σ = 0 [101]. Además, son condi-
ciones necesarias para el régimen enmodos deslizantes que localmente en torno a la superficie
se cumplan las condiciones de invarianza
σ = 0 (4.16a)
σ˙ = 0. (4.16b)
Caso contrario, las trayectorias podrían estar cruzando la superficie sin permanecer en ella.
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Una de las principales ventajas de los algoritmos por modos deslizantes es que se puede
obtener convergencia de las estimaciones (convergencia a la superficie) en tiempo finito, en
lugar de asintótica o exponencialmente como en los observadores continuos. Además, al man-
tener al sistema en la superficie de deslizamiento se asegura un error de estimación nulo aún
cuando la variable a estimar varía, es decir, no se agrega dinámica al sistema a diferencia de
los observadores exponenciales extendidos para estimación de tasas. Por otra parte se pue-
de lograr una mejor robustez que en los ya mencionados observadores continuos en lo que
respecta al rechazo a ruido y perturbaciones.
El orden de los algoritmos por MD viene dado por el orden de la derivada de la función de
deslizamiento en la cual aparece la acción discontinua. Los algoritmos por modos deslizantes
de primer orden (MDPO) fueron los primeros en surgir, en ellos la acción discontinua aparece
en la primera derivada. Posteriormente surgieron los algoritmos de segundo orden (MDSO),
donde la acción discontinua se sitúa en la segunda derivada de la función de deslizamiento. El
más conocido de estos algoritmos es el Algoritmo Super-Twisting (STA) propuesto por [102],
y que toma su nombre por la trayectoria en forma de espiral en el plano de estados. Los
algoritmos de primer orden tienen el inconveniente que en muchos casos las estimaciones
obtenidas son discontinuas, por ejemplo si se estiman tasas de reacción. Resulta entonces
necesario un filtrado de la estimación, lo que termina por agregar dinámica a la estimación.
En el caso de los algoritmos de segundo orden, las estimaciones obtenidas son continuas,
ahorrándose la necesidad de filtrado y conservando la dinámica nula.
La aplicación de los MD a la estimación en bioprocesos es bastante reciente. En observa-
dores de primer orden se puede nombrar a [103, 104] donde se estiman tasas volumétricas
de reacción a partir de mediciones de sustrato, por otra parte en [105, 106] se estiman tasas
específicas de crecimiento a partir de mediciones de biomasa e hidrógeno respectivamente.
En tanto, en [107, 56] se proponen algoritmos de segundo orden que mejoran a los de primer
orden en la suavidad de las estimaciones, ya que las estimaciones obtenidas son continuas y
convergen en tiempo finito.
4.2.4. Antecedentes en la producción de PHB
La estimación de variables en el proceso de producción de PHB mediante Cupriavidus
necator ha sido tratada por algunos autores. En [91] se proponen observadores adaptivos (ELO
y EKO) y se usa la producción de PHB como ejemplo de aplicación, habiendo además medición
de sustrato. Los diseños incluyen al modelo cinético, y se analiza el error producido tanto en
la estimación del sustrato (medido) como de la biomasa (estimada). Es necesario resaltar que
el mismo autor menciona que este tipo de observadores son muy difíciles de implementar y
sintonizar en la práctica por su complejidad. Los datos experimentales mostrados son tomados
de [108, 97], donde se propone un control por linealización para la regulación del nitrógeno,
el cual es estimado con un observador asintótico a partir de la medición de biomasa. Además
se estima la tasa de crecimiento con un observador exponencial a partir de las estimaciones de
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nitrógeno. En [109] se verifica experimentalmente un observador asintótico para la estimación
de biomasa, PHB y nitrógeno basado en medición de oxígeno disuelto y gases de salida. El
mismo ejemplo es presentado en [11]. Por otra parte, en [95] se propone un observador de
alta ganancia adaptivo para estimar concentraciones a partir de la medición de glucosa en
línea. En este caso es en una cultura mixta de Lactobacillius delbrueckii y C. necator, donde
uno convierte glucosa en lactato y el otro consume lactato para producir PHB. Sobre el mismo
proceso se trabaja en [110] estimando las tasas de consumo de lactato y glucosa mediante
observadores exponenciales y la medición de sus concentraciones. En [111] se utiliza un EKO
para la estimación de varias concentraciones basándose en la medición de gases de salida,
oxígeno disuelto y concentración celular, sobre un proceso de producción de PHB mediante
Methylobacterium rhodesianum.
4.3. Observador de tasa de crecimiento
En esta sección se proponen observadores para la estimación de la tasa específica de cre-
cimiento en el proceso de producción de PHB. Como se explicó en la Sección 3.2.1, la produc-
ción de PHB se ve casi completamente inhibida en presencia de FN, quedando el modelo del
proceso como se describe en (3.11) y que aquí se repite por comodidad:
x˙ = (µ− D)x (4.17a)
s˙ = −
µ
yxs
x − Ds+
Fs
V
s f (4.17b)
n˙= −
µ
yxn
x − Dn+
Fn
V
n f (4.17c)
D =
V˙
V
=
γsFs + γnFn
V
. (4.17d)
Notar que la dilución D se obtiene por medio del modelo propuesto en (3.33). Obsérvese que,
para simplificar la notación, se renombró a la tasa de crecimiento como µ = µxs. Además se
definen las siguientes variables
Ds =
Fs
V
(4.18a)
Dn =
Fn
V
. (4.18b)
Se requiere entonces estimar la tasa específica de crecimiento tanto para el monitoreo como
para el control del proceso. El diseño del observador depende en gran medida de las medidas
y sensores disponibles.
El caso de estudio surge de una colaboración con el Grupo de Control de Biosistemas de
la Universidad de Gante y con el Flemish Institute for Technological Research (VITO), Bélgica.
Los ensayos experimentales se llevaron a cabo en VITO por lo que en el primer escenario a
considerar se plantea un observador para ser utilizado con el equipamiento disponible en el
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laboratorio, el cual es representativo de los elementos disponibles en cualquier laboratorio
estándar, en particular en la Argentina.
El equipamiento incluye un biorreactor de tanque agitado de 3 litros de volumen útil (Ap-
plikon Biotechnology, the Netherlands) que dispone de un sistema de adquisición y control
(EZ-control, Applikon Biotechnology, the Netherlands). El mismo equipo se completa con bom-
bas para suministro de FCE, soluciones ácida y base, suministro de aire y oxígeno puro. La
FN es el mismo hidróxido de amonio NH4OH utilizado como solución base para neutralizar
el pH. El mismo software se utiliza para regular la concentración de oxígeno disuelto en un
55% de la de saturación en aire y la temperatura en unos 30◦C.
Las variables medidas en línea son el pH (AppliSens, The Netherlands, Z001023551), tem-
peratura, oxígeno disuelto y densidad óptica (Optek-Danulat GmbH, Germany, ASD19-N-EB-
01). La medida de biomasa entregada por el sensor de OD2 es solamente válida durante las
primeras horas del cultivo, ya que cuando la densidad celular toma valores elevados el méto-
do de medida pierde sensibilidad y satura. El límite está dado para una absorbancia de 0.6
aproximadamente3. En cuanto a las entradas del biorreactor, todos los caudales de entrada
líquidos y gaseosos son conocidos y registrados, así como la velocidad de agitación. Sin embar-
go, no se dispone de medida de los caudales y composición de los gases de salida. El período
de muestreo del equipo es de 1 minuto (mínimo período permitido por el software BioExpert).
La regulación de las concentraciones de FCE y FN se logra mediante dos controles distintos.
La FCE se regula mediante un control de lazo abierto del tipo alimentación exponencial. En
cambio, la regulación de FN se logra mediante un lazo cerrado indirecto del tipo pH-auxostat
[112, 33], descripto a continuación.
pH-auxostat
Como consecuencia del crecimiento, se liberan iones de hidrógeno al medio líquido que
aumentan su acidez (ver (3.1)). Se adiciona entonces solución base de hidróxido de amonio
(20%NH4OH) para compensar los cambios en el pH y regularlo en un valor de 6,8 [33]. Cada
protón libre se puede enlazar con un ion oxidrilo, liberando un ion amonio NH +4 que sirve de
FN para el microorganismo. De (3.1) se puede ver que por cada mol de NH +4 consumido se
libera la misma cantidad de moles de H+. Por tanto, al adicionar una dada cantidad de moles
de NH4OH para compensar el pH, indirectamente se estará compensando la FN consumida.
En síntesis, el control de pH alimenta la FN de manera proporcional a su consumo y, por tanto,
proporcional al crecimiento
La correlación entre la cantidad de nitrógeno alimentado para compensar pH y el reque-
rido en sentido estequiométrico para obtener la cantidad final de células se ha verificado
2Densidad óptica por sus siglas en inglés (Optical density). DO en general se utiliza para el oxígeno disuelto
(Dissolved oxygen).
3La absorbancia es una magnitud adimensional y por lo tanto no lleva unidades. Algunos autores, en un abuso
de notación, usan unidades de absorbancia AU.
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experimentalmente. Sin embargo, la relación no es unitaria debido a que parte de la FN adi-
cionada se pierde en forma gaseosa. Por ello se introduce un rendimiento η en (4.17c) que
tiene en cuenta esas pérdidas [33]:
n˙= −
µ
yxn
x − Dn+η
Fn
V
n f . (4.19)
El rendimiento η se determina experimentalmente, siendo en promedio 0,75 para las condi-
ciones del laboratorio.
A partir del control de pH se define una ley de alimentación de FCE con el fin de regularla
a un valor constante. Dado que el caudal de FN cubre el requerimiento estequiométrico para
un crecimiento exponencial, la FCE se debe alimentar a un ritmo proporcional
Fs = η
n f Fn
yns
1
s f
(4.20)
donde yns = 0,19YxsMn/Ms es el rendimiento entre nitrógeno y carbono dado por (3.2b),
siendo Mn y Ms las masas moleculares de 1 C-mol de FN y de FCE respectivamente.
4.3.1. Observador de tasa específica de crecimiento
En esta sección se explica el esquema combinado de observadores propuesto. Aprovechan-
do la disponibilidad de la medida en línea de biomasa durante las primeras horas del cultivo,
primero se utiliza un observador de convergencia rápida, que puede ser tanto un exponencial
o de modos deslizantes. Luego, cuando la medida de biomasa alcanza el valor de saturación y
ya no es confiable, se conmuta a un observador asintótico cuya condición inicial está dada por
la última estimación hecha por el observador de las primeras horas. El observador exponencial
usa infromación provista por el pH-auxostat.
4.3.2. Observador asintótico propuesto
Como se explicó anteriormente, en el caso bajo estudio lamedida de OD no está disponible
durante todo el proceso debido a que el sensor de OD pierde sensibilidad y satura a altas con-
centraciones celulares. Al perderse la medida de biomasa se puede aprovechar la información
brindada por el pH-auxostat sobre la concentración de nitrógeno por medio de un observador
asintótico.
Normalmente los observadores asintóticos se utilizan para la estimación de concentracio-
nes del proceso, ya que se basan en la utilización de balances de masa y no involucran a
las tasas específicas del proceso. En esta tesis se propone como aplicación original su utiliza-
ción para estimar la tasa específica de crecimiento µ. Además, como novedad, se estudian los
errores en la estimación de la tasa surgidos de diversas incertidumbres.
La formulación del observador requiere tres pasos:
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Transformación del sistema de manera que no dependa de la tasa de crecimiento, se
define entonces una variable auxiliar z.
Estimación de z a partir de un observador asintótico y la información disponible del
proceso.
A partir de la estimación de z se calcula la tasa de crecimiento µ.
Sabiendo que la concentración de nitrógeno es prácticamente constante debido al control
de pH, conviene plantear la variable auxiliar como
z =
x
yxn
+ n, (4.21)
que representa la suma del nitrógeno en el medio más el que se utilizó para producir biomasa
(en concentraciones). Aquí se puede ver también que z ≥ 0. La dinámica de la nueva variable
se obtiene al derivar (4.21) y reemplazar (4.17a) y (4.17c)
z˙ =
x˙
yxn
+ n˙ (4.22a)
z˙ = −Dz + Dnn f η. (4.22b)
Luego, a partir de (4.22b) se puede plantear un observador asintótico para estimar z
˙ˆz = −Dzˆ + Dnn f η (4.23)
donde zˆ es la estimación de z. Se puede ver que en estado estacionario tanto z como zˆ tienden
al mismo valor:
l´ım
t→∞
z = l´ım
t→∞
zˆ =
Dn
D
n f η. (4.24)
Si se define al error de estimación como z˜ = z − zˆ se puede mostrar que la dinámica del
error está dada por
˙˜z = −Dz˜. (4.25)
La ecuación (4.25) tiene un único autovalor λ = −D y su solución es una exponencial con
constante de tiempo D−1. Como D > 0 en procesos fed-batch con alimentación exponencial,
se puede deducir entonces que el error es estable y converge a cero exponencialmente.
De la estimación zˆ se puede obtener una estimación de la concentración de biomasa resi-
dual aplicando la transformación inversa de (4.21)
xˆ = (zˆ − n)yxn. (4.26)
Esta estimación se puede usar para monitoreo aunque se debe tener en cuenta que es muy
sensible a errores en el rendimiento yxn o a cambios no previstos en la concentración de
nitrógeno. Del control de pH se espera que n = n(0) ∀t. El siguiente paso es obtener una
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estimación de µ a partir de zˆ. A partir de (4.19) se puede observar que
µx = (−Dx + Dnn f η− x˙) · yxn, (4.27)
por tanto, µ se puede calcular de (4.27) y (4.21) como
µ =
Dnn f η− Dn− n˙
z − n
. (4.28)
A partir de (4.28) se puede plantear la estimación de µ
µˆ =
Dnn f η− Dn
zˆ − n
. (4.29)
Finalmente, el error de estimación de la tasa de crecimiento definido como µ˜ = µ− µˆ es
µ˜ =
Dnn f η− Dn− n˙
z − n
−
Dnn f η− Dn
zˆ − n
. (4.30)
Anteriormente en (4.24) se muestra que tanto z como zˆ tienden al mismo valor en estado
estacionario, por lo tanto se puede concluir que µ˜ tiende a un valor en estado estacionario
obtenible al evaluar (4.30) cuando z˜ = 0
l´ım
t→∞
µ˜ = −
n˙
z − n
= −
n˙
x/yxn
(4.31)
Como se explicó anteriormente, el lazo de control de pH a su vez regula la concentración de
nitrógeno. Por lo tanto, n˙= 0 y el error de estimación µ˜ tiende a cero.
Para completar el análisis del desempeño del observador, se analiza el efecto de incer-
tidumbres en los parámetros del modelo y errores en las mediciones. Primero se analiza el
efecto de incertidumbre en yxn y η, luego se analiza el efecto de no conocer bien la concentra-
ción de nitrógeno. Del análisis de los errores de estimación (4.25) y (4.30) se puede observar
que el valor de yxn no afecta a los errores de estimación z˜ yµ˜, afectando sí a la estimación de
la biomasa xˆ . Se plantea entonces un escenario pesimista considerando un yxn variable. Al
incluir los parámetros inciertos, las ecuaciones (4.22b), (4.23) y (4.25) pasan a ser
z˙ = −Dz + Dnn f η− y˙xn
x
y2xn
(4.32a)
˙ˆz = −Dzˆ + Dnn f ηˆ (4.32b)
˙˜z = −Dz˜ + Dnn f η˜− y˙xn
x
y2xn
(4.32c)
donde ηˆ es el valor (erróneo) de η utilizado y η˜ el error. En (4.32c) se puede ver que, siem-
pre y cuando la perturbación dada por Dnn f η˜ − y˙xn
x
y2xn
sea acotada, el error es estable y
66 4.3. Observador de tasa de crecimiento
convergente a un valor distinto de cero
l´ım
t→∞
z˜ =
Dnn f
D
η˜− y˙xn
x
y2xnD
. (4.33)
Se puede notar también que conocer erróneamente el valor de n no implica errores en la
estimación de z, ya que z tiene en cuenta toda la FN que alguna vez hubo en el biorreactor,
haya sido convertida o no a biomasa.
Al incluir el efecto de incertidumbre en la estimación de la tasa de crecimiento se llega a
que (4.29) se reescribe como
µˆ =
Dnn f ηˆ− Dnˆ
zˆ − nˆ
(4.34)
donde nˆ es el valor erróneo de n considerado, es decir, nˆ= n− n˜. Luego, el error de estimación
de la tasa de crecimiento es
µ˜ =
Dnn f η− Dn− n˙
z − n
−
Dnn f ηˆ− Dnˆ
zˆ − nˆ
. (4.35)
Algunos factores de (4.35) se pueden desarrollar:
1
z − n
=
1−
n
z
+
n
z
z − n
=
1−
n
z
z − n
+
n
z
z − n
=
1
z
+
1
z
n
z − n
.
(4.36)
Lo mismo se puede hacer con
1
zˆ − nˆ
=
1
zˆ
+
1
zˆ
nˆ
zˆ − nˆ
. (4.37)
Luego al reemplazar en (4.35)
µ˜ = Dnn f

η
z
−
ηˆ
zˆ

+
Dnn f
η
z
n− Dn− n˙
z − n
−
Dnn f
ηˆ
zˆ
nˆ− Dnˆ
zˆ − nˆ
. (4.38)
Teniendo en cuenta (4.32a) y (4.32b) se pueden calcular los puntos de equilibrio para
η
z
y
ηˆ
zˆ
l´ım
t→∞
η
z
=
D
Dnn f

1
1−χ

(4.39a)
l´ım
t→∞
ηˆ
zˆ
=
D
Dnn f
(4.39b)
χ =
y˙xnx
y2xnηDnn f
. (4.39c)
Por lo tanto, a partir de (4.38) se puede obtener el error de estimación de la tasa de creci-
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miento en estado estacionario
l´ım
t→∞
µ˜ =
Dχ
1−χ

1+
n
z − n

−
n˙
z − n
. (4.40)
En (4.40) se puede ver que el efecto de los parámetros inciertos η y yxn desaparece en estado
estacionario (se atenúa con el tiempo). Lo mismo sucede con los errores en n. De hecho, son
las derivadas y˙xn y n˙ las fuentes de error que prevalecen en el tiempo, y cuando éstas son
nulas µ˜ tiende a cero sin importar los valores de ηˆ y yˆxn. Esto evidencia la gran robustez
del observador propuesto, ya que no es esperable observar alteraciones rápidas en los rendi-
mientos. Por otra parte, al existir un lazo de control regulando la concentración de nitrógeno,
pueden existir variaciones en la misma pero no es esperable que éstas sean rápidas, es decir
n˙ debería ser pequeño en comparación con el valor que toma z, que aumenta a lo largo del
tiempo. Finalmente, cabe destacar que como la producción de PHB no requiere de nitrógeno,
en el caso que existiese una pequeña producción asociada al crecimiento la estimación no se
vería afectada.
4.3.3. Primeras horas: Observador exponencial
Durante las primeras horas del cultivo la concentración de biomasa es baja, el sensor de OD
da una medida confiable. Por eso, se puede proponer un observador exponencial para obtener
una rápida convergencia al valor verdadero de µ antes de conmutar al observador asintótico.
La conmutación se realiza en el instante de tiempo en el que la concentración de biomasa
llega a un valor de saturación de la medida (xsat), siendo su medición imposible para valor
mayores. Como se mencionó anteriormente, la velocidad de convergencia de los observadores
exponenciales se puede sintonizar mediante el ajuste de las ganancias en su diseño. Por otra
parte, la estimación de la tasa obtenida converge exponencialmente a un entorno del valor
verdadero, siendo nulo el error únicamente cuando ésta permanece constante en el tiempo.
El observador utilizado es
˙ˆx = (µˆx − D) x − γ1(x − xˆ)x (4.41a)
˙ˆµ = γ2(x − xˆ)x (4.41b)
donde xˆ y µˆ son la concentración de biomasa residual y tasa específica de crecimiento esti-
madas, respectivamente y las ganancias de diseño del observador son γ1 y γ2, que se deben
elegir de manera de asegurar estabilidad y rápida convergencia. El análisis de estabilidad del
observador se hace a partir de los errores de estimación, definidos como x˜ = x− xˆ y µ˜ = µ−µˆ.
Al derivar los errores se obtiene
 ˙˜x
˙˜µ

=

 γ1x x
−γ2x 0



 x˜
µ˜

+

0
1

 µ˙. (4.42)
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El sistema (4.42) tiene dos autovalores λ1 y λ2 que cumplen que
λ1 +λ2 = γ1x (4.43a)
λ1λ2 = γ2x
2. (4.43b)
Como x > 0 ∀t, surge como condición necesaria y suficiente para la estabilidad del error
(para que λ1 < 0 y λ2 < 0) que γ1 < 0 y γ2 > 0. Para obtener una tasa de convergencia alta se
deben elegir autovalores rápidos y consecuentemente ganancias grandes. Sin embargo, existe
una relación de compromiso entre velocidad de convergencia y rechazo a ruido que limita la
magnitud de los autovalores. Además hay que tener en cuenta que el observador incrementa
su velocidad amedida que aumenta x como se puede ver a partir de (4.43a) y (4.43b). Para las
simulaciones y pruebas experimentales mostradas en este capítulo se escogieron autovalores
λ1 = λ2 = −x , para los cuales las ganancias se sintonizan en γ1 = −2 y γ2 = 1.
Alternativamente se puede proponer un observador exponencial cuyos autovalores no de-
pendan de la concentración de biomasa, con el fin de obtener una velocidad de convergencia
(y ancho de banda) constante. Para ello basta con elegir las ganancias de (4.41) en γ1 = γ
′
1/x
y γ2 = γ
′
2/x
2. Luego, el observador es
˙ˆx = (µˆx − D) x − γ
′
1(x − xˆ) (4.44a)
˙ˆµ = γ′2(x − xˆ)/x . (4.44b)
La dinámica del error en este caso es
 ˙˜x
˙˜µ

=

 γ′1x x
−γ′2/x 0



 x˜
µ˜

+

0
1

 µ˙. (4.45)
Y los autovalores son
λ1 +λ2 = γ
′
1 (4.46a)
λ1λ2 = γ
′
2. (4.46b)
4.4. Resultados
En esta sección se muestran resultados de simulación y resultados experimentales para
el observador exponencial y el observador asintótico propuesto. Las simulaciones apuntan a
mostrar el desempeño de los observadores en situaciones realistas y a analizar el efecto de
la incertidumbre paramétrica en la estimación de µ. Los resultados experimentales permiten
validar el observador en el proceso real.
Para replicar lo más fielmente posible las condiciones en el biorreactor, las simulaciones se
llevan a cabo utilizando las mismas leyes de control para los caudales de FCE y FN y las mismas
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Figura 4.2: Resultados de simulación considerando incertidumbre en el rendimiento de nitrógeno
alimentado η. Valor verdadero (trazo negro), estimación (línea continua roja), estimación con η =
75%ηN (trazos y puntos azul) y estimación on η= 125%ηN (trazos verdes).
concentraciones de entrada (s f y n f ). Los modelos cinéticos utilizados para la simulación son
los expuestos en (4.17), (4.19) y (3.10). Los parámetros de los modelos son los detallados en
la Tabla 3.2 y Tabla 3.1.
4.4.1. Resultados de simulaciones
Tanto s como n se regulan en valores de 12g/l y 0,7g/l, respectivamente, al igual que en
[33]. La conmutación del observador exponencial al asintótico se hace cuando la concentra-
ción de biomasa llega a 7,67g/l correspondiente a una absorbancia OD = 0,6.
La Figura 4.2 muestra los resultados de simulación para el caso en que se considera una
incertidumbre de ±25% en el rendimiento de alimentación de nitrógeno η, cuyo valor nomi-
nal es ηN = 0,75. Es decir, se simulan casos donde el observador utiliza valores de η = ηN ,
η = 0,75ηN y η = 1,25ηN . La Figura 4.2a muestra la tasa específica de crecimiento y su
estimación, la Figura 4.2a muestra la concentración de biomasa residual y su concentración.
En ambas figuras las curvas a trazos negros corresponden a los valores verdaderos, las curvas
continuas rojas a las estimaciones utilizando ηN , las curvas a trazos y puntos azules y a trazos
verdes corresponden a las estimaciones con incertidumbre de +25% y −25% de ηN respecti-
vamente4. Los valores verdaderos son los obtenidos de la simulación del modelo del proceso.
La conmutación entre los observadores se da en el instante tc, que es cuando la medición
alcanza el valor de saturación del sensor de OD xsat . La estimación de la biomasa luego de la
conmutación en el instante tc es la que se obtiene del observador asintótico (4.26).
Se puede ver que tan pronto como se inicia el proceso, el observador exponencial conver-
ge rápidamente al valor verdadero de µ, a pesar del gran pico inverso inicial que se detalla
en la ampliación de la Figura 4.2a gráfico superior. Por otra parte, se puede ver que la in-
certidumbre en η no afecta a las estimaciones obtenidas a partir del observador exponencial.
Cuando se conmuta al observador asintótico en el instante tc se pueden ver dos situaciones
4Para los casos siguiente esta información se detalla únicamente en las leyendas y capturas de cada gráfico
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Figura 4.3: Resultados de simulación para el caso en que el rendimiento yxn presenta variación tem-
poral.
diferentes: en el caso sin error en η, la estimación permanece de manera inalterada sobre
el valor verdadero tanto para la tasa de crecimiento como para la concentración de biomasa.
En cambio, en los casos con incertidumbre en η aparecen diferencias en µ en el instante de
conmutación, que están dominados mayormente por el primer término de (4.38). Sin embar-
go, las estimaciones convergen asintóticamente al valor verdadero como se predijo. La tasa
de convergencia está determinada por la tasa de dilución que no es muy alta debido a las
elevadas concentraciones de FCE y FN utilizadas para alimentar el proceso. Por otra parte se
puede ver que las estimaciones de la concentración de biomasa cuando hay incertidumbre
convergen a un valor erróneo con la misma tasa que la estimación de la tasa de crecimiento,
sin embargo este error no se ve reflejado en µˆ.
La Figura 4.3 muestra los resultados de simulación para el caso en que el rendimiento de
nitrógeno a biomasa varía en el tiempo, es decir, y˙xn 6= 0. Inicialmente el rendimiento tiene
un valor constante igual al nominal yxn−N . A las 20 horas empieza a decrecer linealmente
hasta las 30 horas del proceso, llegando a un valor igual al 75% del nominal. A partir de ese
instante nuevamente permanece constante. Se puede ver la curva en la Figura 4.3c. El valor de
la pendiente del cambio en el rendimiento usada en la simulación se hizo elevada a propósito
Capítulo 4. Observadores para etapa de crecimiento 71
t[h]
0 10 20 30 40 50
ta
sa
d
e
cr
ec
im
ie
n
to
[1
/h
]
0
0.05
0.1
0.15
0.2
tc
µ
µˆ
(a) Tasa específica de crecimiento (trazos ne-
gros) y estimación (continua roja).
t[h]
0 10 20 30 40 50
co
n
c.
d
e
b
io
m
as
a
[g
/l
]
0
20
30
40
50
60
70
tc
xsat
x
xˆ
(b) Concentración de biomasa (trazos negros)
y estimación (continua roja).
t[h]
0 10 20 30 40 50
co
n
c.
d
e
n
it
ro´
ge
n
o
[g
/l
]
0
0.2
0.4
0.6
0.8
tc
n
nˆ
(c) Concentración de nitrógeno (trazos ne-
gros) y estimación (continua roja).
Figura 4.4: Resultados de simulación para el caso en que la concentración de nitrógeno varía.
para hacer más evidentes los errores producidos en la estimación de la tasa de crecimiento.
Sin embargo, se debe tener en cuenta que esto representa un escenario muy pesimista, ya que
no es esperable en la práctica ver grandes variaciones en los rendimientos.
Si bien no se muestra el transitorio inicial, en la Figura 4.3a se puede observar que la
estimación de la tasa de crecimiento obtenida con el observador exponencial se ve inalterada
al variar el yxn (entre las 20 y 22 horas). Luego, al conmutar al observador asintótico aparece
un error en la estimación y la misma empieza a converger a un valor distinto al verdadero,
como se describe en (4.38). Sin embargo, al dejar de variar el rendimiento a las 30 horas
la estimación vuelve a converger (asintóticamente) al valor verdadero de µ, aún cuando se
tiene un valor erróneo del rendimiento. Este es un punto interesante del observador ya que es
esperable tener incertidumbre en los rendimientos. En efecto, la estimación de µ no se va a ver
alterada por rendimientos constantes. En la Figura 4.3b se muestra la estimación de biomasa
residual. En este caso, no sólo la derivada del rendimiento afecta la estimación como se puede
deducir de (4.32c), sino también el error constante en el rendimiento, ya que al recuperar x
de z como en (4.26) es necesario afectar por el valor (erróneo) del rendimiento.
La Figura 4.4 muestra los resultados de simulación para el caso en que el nitrógeno varía
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en lugar de permanecer en un valor constante como se asume en el diseño del observador. Para
esto, se simula una concentración de nitrógeno decreciente como las que se ven en [33]. La
Figura 4.4amuestra la tasa específica de crecimiento y su estimación, la Figura 4.4bmuestra la
concentración de biomasa residual y su estimación, y la Figura 4.4c muestra la concentración
de nitrógeno y el valor estimado que se supone a partir del lazo cerrado de pH.
Se puede observar que mientras opera el observador exponencial la variación en el nitró-
geno no afecta a las estimaciones (entre las 10 y 22 horas). Luego, al conmutar al observador
asintótico aparece un error en la estimación de µ como se observa en Figura 4.4a, sin embargo,
a pesar del decrecimiento del nitrógeno, la estimación converge a un entorno muy pequeño
del valor verdadero de µ. El error de estado estacionario viene dado por (4.40) con γ= 0, es
decir,
l´ım
t→∞
µ˜ = −
n˙
z − n
= −
n˙ yxn
x
. (4.47)
Como se puede ver, este error es muy chico siempre que la variación del nitrógeno sea lenta, y
el nitrógeno utilizado para formar la biomasa sea grande (x/yxn). En el caso de la estimación
de biomasa el error también es pequeño a pesar de depender directamente del error en la
concentración de nitrógeno ( x˜ = (z˜ − n˜)yxn). La razón de esto es que por un lado z˜ = 0 ya
que es independiente de la estimación de nitrógeno (ver (4.32c)), y por otra parte la magnitud
de n˜ · yxn es pequeña comparada con la concentración celular que se alcanza al final de la
etapa de crecimiento.
4.4.2. Resultados experimentales
En esta sección se muestra la validación experimental del observador propuesto. Se utiliza
como entrada del observador a la dilución D, las entradas de fuente de carbono Fs, fuente de
nitrógeno Fn y la medida en línea de densidad óptica hasta que ésta deja de ser confiable
(entre las 15 y las 20 horas aproximadamente). La conmutación entre observadores se realiza
cuando la concentración de biomasa alcanza los 7,67g/l (absorbancia de 0.6) en el tiempo
tc ∼= 19h.
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Figura 4.5: Resultados experimentales: Concentraciones de metabolitos y sustratos principales en dos
experimentos distintos.
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(b) Experimento B: Estimaciones de la tasa es-
pecífica de crecimiento (curvas roja, negra y
azul) y referencia obtenida de la diferencia-
ción de la medición en línea de biomasa (ver-
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(c) Experimento A: Medidas de concentración
de biomasa fuera de línea (círculos azules), en
línea (curva amarilla) y estimaciones (curvas
roja, negra y azul).
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(d) Experimento B: Medidas de concentración
de biomasa fuera de línea (círculos azules), en
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Figura 4.6: Resultados experimentales para el observador propuesto con diferentes valores de η.
El equipo de laboratorio es sólo capaz de manejar las bombas a una velocidad constante,
por lo que los distintos valores de caudal se obtienen variando su ciclo de trabajo. De esta
manera, los sustratos se alimentan al biorreactor en forma de pulsos, con varios minutos
de diferencia entre dosis. Esto es particularmente así con la fuente de carbono que se debe
alimentar con un caudal muy bajo debido a la alta concentración en la que se encuentra en el
reservorio. Teniendo en cuenta que ésta es una limitación innecesaria del equipo utilizado, se
utilizó un filtro FIR para distribuir cada pulso de sustrato en el tiempo y obtener estimaciones
más suaves. Las entradas filtradas son las que se obtendrían usando otras bombas, de mayor
precisión.
Las Figuras 4.5a y 4.5b muestran las medidas fuera de línea de las concentraciones de
biomasa, glucosa, nitrógeno y PHB para cada uno de los experimentos. La Figura 4.6 muestra
las estimaciones realizadas por el observador para dos experimentos distintos (experimento
A y experimento B, respectivamente). Las Figuras 4.6a y 4.6b muestran las estimaciones de la
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Figura 4.7: Resultados experimentales para el observador propuesto con diferentes condiciones inicia-
les en el observador exponencial.
tasa de crecimiento para cada experimento, considerando varios valores para el rendimiento
de alimentación de nitrógeno, de manera de hacer más explícita la convergencia de la esti-
mación. Al igual que en las simulaciones se consideran los casos con ηN , 0,75ηN y 1,25ηN .
Además, se incluye como referencia la tasa específica de crecimiento (ruidosa) que se obtiene
de despejar µ en (4.17a) y derivar numéricamente la medición de OD, es decir, µˆ = ∆x
∆t
1
x +D.
Se debe tener en cuenta que además de ser extremadamente ruidosa, esta referencia es válida
sólo durante las primeras horas del cultivo ya que luego el sensor de OD satura, lo cual explica
la discrepancia entre las estimaciones realizadas y la referencia pasado el punto de conmuta-
ción. Las Figuras 4.6c y 4.6d muestran las estimaciones de la concentración de biomasa, su
medida en línea obtenida por OD y sus medidas off-line como referencias.
Se puede ver en las Figuras 4.6a y 4.6b que, como se esperaba del análisis teórico, las
estimaciones obtenidas por medio del observador exponencial hasta tc no se ven afectadas
por la incertidumbre en el rendimiento η. En instante de conmutación tc aparecen errores en
la estimación de µ atribuibles principalmente a los errores en η y a la variación del nitrógeno
que puede apreciarse en las Figuras 4.5a y 4.5b. De todas maneras, a medida que pasa el
tiempo todas las estimaciones de µ convergen al mismo valor y los errores se atenúan según
se describe en (4.40).
Finalmente, para destacar el aporte del observador exponencial, en las Figuras 4.7a y
4.7b se muestran las estimaciones obtenidas al variar la condición inicial de la estimación de
la tasa de crecimiento para los mismos experimentos A y B. En ellas se puede observar cómo
todas las estimaciones convergen a un mismo valor en aproximadamente 7 horas, siendo ya
la magnitud del error chica un par de horas antes.
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4.5. Resumen del capítulo
En este capítulo se trató el problema de estimación de la tasa específica de crecimiento
en el proceso de producción de PHB. Durante las primeras horas de la fase de crecimiento se
utiliza un observador exponencial basado en la medición de la concentración celular. Luego,
cuando el sensor de DO satura por la alta densidad celular, se pasa al observador asintótico
propuesto. Éste toma la información proveniente del lazo de control de pH que además regula
la concentración de nitrógeno. Se hizo un análisis de los errores de estimación debidos a incer-
tidumbres en parámetros del modelo. Las simulaciones y pruebas experimentales permitieron
validar lo desarrollado de manera teórica.
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Capítulo 5
Observadores para etapa de producción
En este capítulo se trata el problema de estimación de tasas específicas de producción du-
rante la fase de producción de PHB. Se proponen dos versiones de un observador por modos
deslizantes de orden superior que obtiene información de la tasa específica de producción a
partir de los cambios de volumen del proceso. La primera versión corresponde al caso en el
que se dispone de medidas de biomasa residual, la segunda para cuando se dispone de medi-
das del volumen. El observador propuesto utiliza una función de conmutación no lineal para
asegurar la convergencia global a pesar de la no linealidad del proceso y de la dinámica del
volumen. Se demuestra la estabilidad del observador. Además, se analiza la tasa decaimiento
de los errores en función de las ganancias del observador, proveyéndose una herramienta pa-
ra su sintonización. Finalmente, se presentan resultados experimentales y de simulación que
permiten validar el algoritmo propuesto. Los resultados obtenidos son extensibles a procesos
de alta densidad celular en general.
Parte de los contenidos y resultados expuestos en este capítulo han sido publicados en [65]:
Martín Jamilis, Fabricio Garelli, Md. Salatul Islam Mozumder, Castañeda Teresita y Hernán
De Battista. Modeling and estimation of production rate for the production phase of non-growth-
associated high cell density processes. Bioprocess and Biosystems Engineering, 38(10): 1903 -
1914, 2015.
5.1. Introducción
En el Capítulo 3 se introdujeron problemas asociados a procesos de alta densidad celu-
lar que dificultan la aplicación de soluciones desarrolladas para el monitoreo y control de
procesos estándar. Los principales obstáculos se pueden resumir como:
Dificultad en la medición de concentraciones por métodos ópticos debido a la gran opa-
cidad del medio, en particular la medida de densidad óptica para determinación de la
concentración de biomasa.
Volumen de la fase biótica no despreciable frente al de la fase líquida, en particular si
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los productos generados son intracelulares, debido a la gran concentración de microor-
ganismos y la acumulación de grandes volúmenes de producto
Efecto de contracción del volumen de la fase líquida al alimentar medios muy concen-
trados, cuya densidad es mucho mayor que la densidad del medio.
Existen muchos ejemplos de este tipo de procesos [10], en general asociados a tratamientos
de residuos y obtención de productos con valor a partir de éstos. La producción de PHB por
C. necator es uno de estos procesos [33, 12, 69], aunque también se destaca la producción de
lípidos por Rhodosporidium toruloides para la industria del biodiesel [7, 34, 8]. Por lo tanto,
resulta interesante tanto para la producción de PHB, como para otros procesos de alta densi-
dad celular el desarrollo de nuevos algoritmos de estimación adecuados a sus no linealidades
y restricciones.
En el Capítulo 4 se estudió el problema de estimación de la tasa de crecimiento en la corres-
pondiente etapa de crecimiento. En este capítulo el objetivo es estimar la tasa de producción
de PHB en la etapa de producción del proceso, teniendo en cuenta las particularidades de
dicha etapa. En particular, la alta concentración celular, el crecimiento nulo y las variacio-
nes no lineales de volumen. Con este fin sería ideal disponer de un sensor capaz de medir la
concentración de PHB para evitar afectar las estimaciones por las incertidumbres en los ren-
dimientos. Sin embargo, hay poca evidencia de que se pueda medir el PHB (intracelular) de
manera confiable y accesible económicamente. En [44, 42] se habla de la posibilidad de detec-
tar lípidos acumulados intracelularmente por Arxula adeninivorans utilizando espectroscopía
dieléctrica. Sin embargo, los resultados presentados sugieren todo lo contrario. Ya que, una
vez que finaliza el crecimiento y empieza la acumulación, la capacitancia medida permanece
casi constante (al menos a las frecuencias en las que se mide el crecimiento). Esto indica-
ría que mediante sensores capacitivos es posible medir la concentración de microorganismos
independientemente del producto acumulado, como indica [43] que sucede en cultivos de
Ralstonia eutropha para producción de PHB.
Surge entonces la posibilidad de estimar la tasa de producción a partir de mediciones de la
concentración de biomasa residual. Para ello se debe establecer un modelo del proceso donde
la tasa de producción qp sea observable cuando x es la salida. La obtención de ese modelo se
basa en los resultados obtenidos en la Sección 3.3 y se desarrolla en la Sección 5.2. Del mismo
modelo se ve también que la estimación de la tasa de producción puede ser obtenida a partir
de la medición del volumen total en el biorreactor, lo que es muy conveniente a nivel industrial.
Alternativamente, la estimación podría obtenerse a partir de la medición de gases (O2 o CO2)
o a partir de la medición de la concentración de sustratos. En este caso particular la medición
de sustrato no es la mejor opción, en primer lugar por el anteriormente mencionado costo y
especificidad de lamedida. En segundo lugar, porque en general los sustratos utilizados en este
tipo de procesos son residuos, por lo tanto son impuros y probablemente poco caracterizados.
Por otra parte, la medición de gases siempre es una buena opción. Sin embargo, se debe
tener en cuenta su elevado costo, menor accesibilidad incluso a nivel de laboratorio y menor
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portabilidad que un sensor de biomasa.
Como se explica en el Capítulo 3, la obtención del volumen como la simple integración de
los caudales no es completamente válida en condiciones de alta densidad celular, pudiendo
incluso generar errores en la estimación de otras variables. Ya en [113] se considera de manera
separada el volumen de las células y el de la fase líquida para la obtención del volumen total
del proceso y definición de concentraciones. Un concepto similar se sugiere en [114, 115].
En [116] se obtienen estimaciones de la concentración de biomasa a partir de análisis de
gases y considerando su efecto en el volumen total, la densidad del medio se asume uniforme.
Entonces, para el desarrollo del observador, se utiliza el modelo de volumen (3.42) propuesto
en la Sección 3.3.4.
El resto de este capítulo se organiza de la siguiente manera: primero, en la Sección 5.2 se
adecúa el modelo de concentraciones y de volumen para el planteo del observador. Luego, en
la Sección 5.3 se propone el observador para tasa de producción, se analiza su estabilidad y la
tasa de decaimiento de los errores. A continuación, en la Sección 5.4.1 se muestran resultados
de simulación para el observador en distintas situaciones. Finalmente, en la Sección 5.4.2 se
muestran resultados experimentales para el observador.
5.2. Reducción del modelo para la etapa de producción
Como la masa de biomasa residual X es constante y conocida durante la etapa de produc-
ción, se puede redefinir el volumen en términos de la concentración de biomasa, o bien, la
biomasa en función del volumen, dependiendo de cuál de las dos variables se mide en línea.
Esto permite reducir el número de estados del modelo y simplificar la formulación del obser-
vador de tasa de producción. En (3.13) se establecía la dinámica de las concentraciones del
proceso en la etapa de producción
x˙ = −Dx (5.1a)
p˙ = qp x − Dp (5.1b)
f˙p = qp, (5.1c)
donde las concentraciones de biomasa residual y PHB se definen en función de sus masas y
el volumen total del biorreactor (fase líquida + fase biótica)
x =
X
V
(5.2a)
p =
P
V
. (5.2b)
Además, se adopta la definición general de la dilución presentada en el Capítulo 3
D =
V˙
V
, (5.3)
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en lugar del cociente entre el flujo de entrada y el volumen. Por otra parte, de manera similar
a lo propuesto en [113], se puede redefinir la concentración de sustrato teniendo en cuenta
que, a diferencia de la biomasa y producto, se halla disuelto en la fase líquida
s =
S
Vl
(5.4)
s˙ = −
qpX
ypsVl
−
V˙l
Vl
s+
Fs
Vl
s f (5.5)
siendo Vl el volumen de fase líquida
V˙l = −
qpX
sr yps
+ Fs
s f
sr
(5.6)
presentado en (3.37). Finalmente, el modelo de volumen se presentó en (3.42) como
V˙ = Fsγ+ qpνX . (5.7)
Considerando el caso en el que se dispone de un sensor capaz de medir la concentración
de biomasa se puede obtener un modelo reducido orientado al diseño de observadores como
V =
X
x
(5.8a)
D =
Fsγx
X
+ qp xν (5.8b)
x˙ = −

Fsγ
X
+ qpν

x2. (5.8c)
En cambio, en el caso en el que se dispone de una medición de volumen
x =
X
V
(5.9a)
V˙ = Fsγ+ qpνX . (5.9b)
5.3. Observador de tasa específica de producción
5.3.1. Conceptos preliminares
El observador de tasa específica de producción propuesto es una reformulación del algorit-
mo super-twisting [102] que tiene en cuenta las no linealidades específicas del proceso bajo
estudio. El observador se presenta en dos formas distintas según se mida la biomasa residual
o el volumen del proceso.
El observador que se propone no requiere del modelo cinético de qp. Sin embargo, se
requiere como condición necesaria para la convergencia que la primer derivada respecto del
tiempo de la tasa de producción sea acotada: |q˙p|< ¯̺. Es decir, que se tenga una cota de qué
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tan rápido varía qp.
5.3.2. Observador con medición de biomasa residual
En primer lugar plantearemos el observador en el escenario en el cual se dispone de me-
dición en línea de biomasa residual independientemente del producto acumulado, véase por
ejemplo [43, 44].
Primero, se reescribe (5.8c) como
x˙ =
 
−νqp + f (x , t)

x2 (5.10)
donde f (x , t) = −
Fsγ
X
es una función del caudal de entrada. Luego, el observador propuesto
es 

˙ˆx =

−νqˆp + f (x , t)− ( ¯̺ν)2β |σ|
1
2 si gn(σ)

xˆ2
˙ˆqp = ¯̺α si gn(σ)
σ = ( ¯̺ν)−1
 
x−1 − xˆ−1

(5.11a)
(5.11b)
(5.11c)
donde xˆ y qˆp son la biomasa residual y tasa de producción estimadas, α y β son ganancias
de diseño, ¯̺ es la cota para la derivada de la tasa de producción y σ es la función de des-
lizamiento. Usualmente, la función de deslizamiento se define como el error de estimación
en la variable medida, que sería x − xˆ . Sin embargo, aquí se propone una función distinta
que permite tener en cuenta las no linealidades específicas de este proceso a la vez que se
puede asegurar la convergencia global del estimador. Nótese además, que la ganancia α del
observador debe ser α > 1 para que la estimación sea más rápida que la variable verdadera.
Con esto se evita agregar dinámica a la estimación y tener un seguimiento sin errores.
5.3.3. Análisis de estabilidad del observador
La prueba de estabilidad para este observador se realiza en dos pasos. Primero se define
una inclusión diferencial lineal politópica (PLDI) que incluya todas las trayectorias del error
posibles del estimador propuesto. Segundo, se muestra la estabilidad de la PLDI según Lyapu-
nov para un par de ganancias α y β .
Los errores de estimación se definen como x˜ = x − xˆ y q˜p = qp − qˆp. Luego, derivando y
reemplazando en (5.8c) y (5.11), se obtienen las ecuaciones del error.
˙˜x = −ν(qp x
2 − qˆp xˆ
2)− f (x , t)
 
x2 − xˆ2

+
 
¯̺ν xˆ2

2β |σ|
1
2 si gn(σ) (5.12a)
˙˜qp = q˙p − ¯̺α si gn(σ) (5.12b)
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Lema 1. Si se aplica el cambio de coordenadas
ξ¬

¯̺|σ|
1
2 si gn(σ)
q˜p

(5.13)
a (5.12a) y (5.12b), se puede deducir que
ξ˙ =
¯̺
|ξ1|
A(t)ξ A(t) ∈A (5.14)
dondeA es una PLDI definida como
A = conv(A1,A2)
A1 =

−β 1/2
−α+ 1 0

A2 =

−β 1/2
−α− 1 0
 (5.15)
Demostración. Para empezar, se deriva ξ1 en (5.13):
ξ˙1 = ¯̺

1
2
|σ|−
1
2 si gn(σ) σ˙ si gn(σ) + 0

=
¯̺
2|σ|
1
2
σ˙. (5.16)
A continuación, se calcula σ˙ en (5.11) y se lo reemplaza en (5.16):
ξ˙1 =
¯̺
2|σ|
1
2

q˜p
¯̺
− 2β |σ|
1
2 si gn(σ)

=
1
|σ|
1
2

q˜p
2
− βξ1

. (5.17)
Luego, reemplazando |ξ1| = ¯̺|σ|
1
2 :
ξ˙1 =
¯̺
|ξ1|

q˜p
2
− βξ1

(5.18)
En segundo lugar, se deriva ξ2 de (5.13):
ξ˙2 = q˙p − ¯̺α si gn(σ) = ¯̺ si gn(σ)

q˙p
¯̺si gn(σ)
−α

(5.19)
Como ¯̺ es la cota superior de q˙p, el primer término dentro del paréntesis en (5.19) se puede
remplazar por el parámetro U ¬
q˙p
¯̺sign(σ) ∈ [−1,1]
ξ˙2 =
ξ1
|σ|
1
2
(U −α) =
¯̺
|ξ1|
(U −α)ξ1. (5.20)
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Finalmente, de (5.18) y (5.20) se obtiene la inclusión diferencial
ξ˙ ∈
¯̺
|ξ1|

−β 1/2
U −α 0

ξ (5.21)
La estabilidad de una PLDI se puede demostrar en el sentido de Lyapunov. Para ello [117]:
Definición 1. Una PLDI { x˙ = Ax ,A∈A ,A = conv(Ai)} se dice cuadráticamente estable si
existe una función de Lyapunov cuadrática V (x) = x T P x , P ≻ 0 que decrece en todas las
trayectorias no nulas, es decir, V˙ (x)< 0.
Lema 2. Es condición necesaria y suficiente para que una PLDI sea cuadráticamente estable que
P ≻ 0
ATi P + PAi ≺ 0 ∀i = 1,2, . . .
(5.22)
A partir de esto, podemos definir una función de Lyapunov para el sistema (5.21) como
V (ξ) = ξT Pξ. Luego, al derivarla se obtiene
V˙ (ξ) =
¯̺
|ξ1|
ξT
 
A(t)T P + PA(t)

ξ. (5.23)
Notando que ¯̺
|ξ1|
es siempre positiva, se puede ver que V˙ (ξ) < 0 siempre y cuando se cumpla
el Lema 2.
La demostración de estabilidad queda sujeta entonces a encontrar una matriz P que cum-
pla con (5.22). A veces encontrar esa matriz de manera analítica no es trivial, por lo que se
propone como alternativa la resolución del problema numéricamente. Para ello, se traduce el
problema de estabilidad en un problema generalizado de autovalores (GEVP) [117], reescri-
biendo las matrices A1 y A2 como:
A1 = βA0 + A
′
1 (5.24)
A2 = βA0 + A
′
2 (5.25)
A0 =

−1 0
0 0

A′1 =

0 1/2
(1−α) 0

A′2 =

0 1/2
(−1−α) 0

. (5.26)
Luego, tomando distintos valores de α > 1 se resuelve un problema de optimización donde el
objetivo es hallar el mínimo valor de la ganancia β para el cual el problema de optimización
tiene solución. Es decir, se busca el β mínimo que asegure estabilidad cuadrática:


P ≻ 0
(A′T1 P + PA
′
1) + β(A
T
0 P + PA0)≺ 0
(A′T2 P + PA
′
2) + β(A
T
0 P + PA0)≺ 0
(5.27)
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Figura 5.1: Pares de α y β para los cuales se asegura estabilidad del observador.
El problema (5.27) es cuasi-convexo y se puede resolver por bisección en β y comprobando
la factibilidad del problema en cada paso de iteración. Los cálculos numéricos para resolver
el GEVP se realizaron utilizando YALMIP [118]. En la Figura 5.1 se grafican los pares (α,β)
para los cuales se puede garantizar la estabilidad cuadrática de (5.21).
Observación 3: Si la concentración de fuente de carbono no está siendo regulada correctamente y varía
a lo largo del proceso, aparecerán errores en la estimación de la tasa de producción. Considerando esa
situación, se puede replantear el error de estimación de la concentración de biomasa como
˙˜x =
qpx
2
ypss
−
qˆp xˆ
2
ypssr
−

x2
s
−
xˆ2
sr

Fss f
X
+
Vm s˙ x
2
Xs
+
 
¯̺ν xˆ2

2β |σ|
1
2 si gn(σ). (5.28)
Una vez que la estimaciones convergen x = xˆ y ˙˜x = 0. Por lo tanto, se puede mostrar que:
qˆp = qp
sr
s
+

1−
sr
s
 Fss f yps
X
+ s˙
Vm yps
X
sr
s
(5.29)
donde se puede ver que la magnitud del error de estimación de la tasa de producción depende mayormente
de la desviación en la concentración de sustrato respecto del valor deseado (
sr
s
) y en qué tan rápido es ese
desvío.
5.3.4. Cotas para la convergencia
Se puede obtener una condición de estabilidad más fuerte si se analiza la tasa de decai-
miento de la PLDI (5.21), que se define como el δ más grande tal que
l´ım
t→∞
eδt ||ξ(t)|| = 0 (5.30)
para todas las trayectorias de ξ(t).
Teorema 5.1. Dada una inclusión diferencial lineal (LDI) x˙ = A(t)x y dada una función de
Lyapunov cuadrática V (x) = x T P x. Si V˙ (x) ≤ −2δV (x) para todas las trayectorias, entonces
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Figura 5.2: Tasa de decaimiento para distintos pares α y β
V (x(t)) ≤ V (x(0))e−2δt , tal que ||x(t)|| ≤ e−δtκ(P)1/2||x(0)|| para todas las trayectorias, sien-
do κ(P) el número de condición de P, y por lo tanto la tasa de decaimiento de la LDI es al menos
δ [117, págs. 66, 31].
En el caso de una PLDI, la condición V˙ (x) ≤ −2δV (x) es equivalente a la desigualdad ma-
tricial (LMI)
ATi P + PAi + 2δP ≤ 0 ∀i = 1,2, . . . (5.31)
El objetivo entonces es encontrar el valor de δ más pequeño para el cual la LMI (5.31)
tiene solución: 

P ≻ 0,α > 0,β > 0
mı´nδ
AT1 P + PA1 + 2δP ≺ 0
AT2 P + PA2 + 2δP ≺ 0
(5.32)
El problema (5.32) es cuasi-convexo y se puede resolver definiendo una grilla de pares α y β .
Para cada uno de ellos se aplica bisección sobre δ y se comprueba la factibilidad del problema
en cada iteración. Los cálculos se realizaron con el software YALMIP [118]. La Figura 5.2
muestra curvas de nivel para la tasa de decaimiento en función de los pares (α,β). Además se
muestra el límite de estabilidad cuadrática obtenido en Sección 5.3.3 con una curva a trazos.
La Figura 5.2 es una herramienta útil para la sintonización del observador. Dada una cota
para la tasa de decaimiento, se pueden elegir las ganancias α y β más pequeñas que permitan
satisfacerla.
5.3.5. Observador con medición de volumen
Cómo alternativa al observador (5.11), se propone un observador de qp basado en la me-
dida del volumen del biorreactor. Este observador se torna más interesante a nivel industrial,
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Nombre Descripción Valor
V (0) Volumen inicial 0.897 l
x(0) Concentración de biomasa inicial 47 g/l
Fs Caudal de fuente de carbono 18.6 l/h
s f Concentración de fuente de carbono en el reservorio 650 mg/l
sr Concentración de fuente de carbono regulada 12 g/l
ρp Densidad del PHB 1250 g/l
¯̺ Cota de |q˙p| 0.026
ν Parámetro del modelo de volumen -277 ml/g
γ Parámetro del modelo de volumen 54.167
α Ganancia del observador propuesto 5.5
β Ganancia del observador propuesto 2.5
Tabla 5.1: Valores de parámetros del observador y modelos utilizados en las simulaciones y validación
experimental
dada la variedad de sensores existentes para plantas de gran escala (capacitivos, por conduc-
tividad, de radar, infrarrojos, por láser, mecánicos).
Con este fin, a partir de (5.9b) se puede proponer el observador:


˙ˆV = Fsγ− qˆpνX − ( ¯̺νX )2β |σ|
1
2 si gn(σ)
˙ˆµps = ¯̺α si gn(σ)
σ = ( ¯̺νX )−1
 
V − Vˆ

(5.33a)
(5.33b)
(5.33c)
donde Vˆ y qˆp son el volumen y la tasa de producción estimadas respectivamente, α y β
son las ganancias de diseño, ¯̺ es la cota para la derivada de la tasa de producción y σ es
la función de deslizamiento. Nótese que en (5.33) la función de conmutación planteada es
lineal, a diferencia de (5.11).
El análisis de estabilidad es similar al del observador con medición de biomasa, por lo cual
no se detalla. Simplemente, se aclara que en el cambio de coordenadas (5.13) se debe utilizar
la nueva variable de conmutación definida en (5.33c).
5.4. Resultados de la aplicación del observador a la producción de PHB
En esta sección se muestran los resultados obtenidos al aplicar el observador diseñado
(5.11) en la etapa de producción del proceso de producción de PHB. En la Sección 5.4.1 se
muestran resultados de simulación, mientras que en la Sección 5.4.2 se muestran resultados
experimentales. Al igual que en el Capítulo 4 se utilizan los modelos cinéticos presentados en
(3.10) para simular el proceso y para obtener una cota de la derivada de qp, pero se recalca
que éstos no son utilizados en las estimaciones. En la Tabla 5.1 se listan los valores de las
ganancias del observador, parámetros del modelo y otras constantes del proceso.
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Figura 5.3: Resultados de simulación: sistema sin perturbar y respuesta a condiciones iniciales.
Tanto para las simulaciones como para la validación experimental se utiliza el observador
(5.11) basado en medición de biomasa residual. Resultados similares se obtienen al usar el
observador (5.33) basado en medición de volumen.
5.4.1. Resultados de simulación
En esta sección se muestran resultados de simulación para el observador propuesto (5.11).
Se simulan diferentes condiciones del proceso para ilustrar las propiedades del observador, las
cuales se grafican en las Figuras 5.3 a 5.6. A excepción de la Figura 5.4, los valores verdaderos
de x y qp se muestran en líneas negras a trazos y los valores estimados xˆ y qˆp en líneas
continuas rojas. En todos los casos la fuente de carbono se regula en 12g/l a excepción de la
Figura 5.5 donde se muestra un caso donde la concentración varía.
El primer caso de simulación se ilustra en la Figura 5.3. Muestra la respuesta del observa-
dor sin perturbaciones, con el proceso operando en condiciones normales. Además se muestra
el detalle de las primeras horas con el transitorio inicial. Las condiciones iniciales usadas son
xˆ(0) = 45g/l, x(0) = 47g/l, qˆp(0) = 0h
−1, qp(0) = 0,086h
−1. Lo primero que se puede notar
en las Figuras 5.3a y 5.3c es que tanto la estimación de la concentración de biomasa como la
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Figura 5.4: Resultados de simulación: efecto del ruido de medición.
de la tasa de producción convergen rápidamente a los valores verdaderos y en tiempo finito
(en aproximadamente 0.65 horas). Por otra parte, como el observador no agrega dinámica adi-
cional al sistema, el observador presenta un seguimiento perfecto aún cuando la tasa empieza
a caer hacia el final de la etapa debido al efecto auto-inhibitorio del PHB. En la Figura 5.3d
se muestra la función de deslizamiento y se puede ver que una vez que ésta alcanza la su-
perficie (σ = 0) nunca más se aparta de ella, verificando las propiedades de seguimiento ya
mencionadas.
La Figura 5.4 muestra la respuesta del observador cuando la medida de concentración
de biomasa está afectada por ruido de baja frecuencia. Para simular se le sumó a la señal de
biomasa ruido blanco filtrado entre 2h−1 y 10h−1 (alrededor de 0,55 a 2,7 × 10−3Hz), que
resulta en variaciones de unos pocos ciclos por hora. Las condiciones iniciales usadas son
xˆ(0) = 47g/l, x(0) = 47g/l, qˆp(0) = 0h
−1, qp(0) = 0,086h
−1. En la Figura 5.4a se muestra la
medida ruidosa de la biomasa en azul y la estimación en negro, además se muestra una am-
pliación donde se aprecian mejor las variaciones del ruido y la estimación. En la Figura 5.4b
se muestra la estimación de la tasa de producción en verde y el valor verdadero en negro y
en la Figura 5.4c se muestra la función de deslizamiento. Se puede observar que el ruido de
la medición aparece inevitablemente en la estimación de la tasa de producción por su baja
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frecuencia, sin embargo, la misma continua siguiendo correctamente al valor verdadero. El
rechazo a ruido del observador está ligado a la sintonización de las ganancias α y β que fijan
la velocidad de respuesta del observador. En este caso se eligieron de manera tal que la esti-
mación de biomasa xˆ no siga las variaciones producidas por el ruido que son más rápidas que
las esperables para la dinámica del microorganismo. Si se necesita una estimación más sua-
ve se pueden reducir más las ganancias perdiendo velocidad de convergencia, manteniendo
siempre un α > 1 para evitar adicionar dinámica a la estimación. Otras soluciones son filtrar
la estimación o la medida de biomasa, o usar una función signo con zona muerta en (5.11).
Ambas alternativas ganan en rechazo a ruido pero se pierde velocidad de seguimiento. Se
puede notar en la Figura 5.4c la presencia de ruido debido a que la estimación de biomasa es
intencionalmente más lenta que la biomasa medida. Por otra parte, el incremento del ruido en
σ hacia el final del proceso se debe a que la potencia del ruido añadido permanece constante
mientras que las concentración de biomasa decrece, siendo entonces el ruido relativo mayor.
La Figura 5.5 muestra un caso donde la concentración de sustrato s no es regulada correc-
tamente y varía en vez de permanecer constante. Esto da lugar a variaciones en la tasa de pro-
ducción y en los parámetros γ y ν. Las condiciones iniciales son xˆ(0) = 47g/l, x(0) = 47g/l,
qˆp(0) = 0h
−1 y qp(0) = 0,089h
−1. En la Figura 5.5a se puede ver tanto la concentración de
biomasa como la de sustrato. En la Figura 5.5b se muestra la tasa de producción y su estima-
ción. Se puede ver que, a pesar de las variaciones en s, el error de qˆp no es significativo, de
acuerdo a lo predicho en (5.29).
Finalmente, la Figura 5.6 muestra un caso donde el sensor de biomasa residual falla, po-
niendo en evidencia la potencialidad del observador para monitoreo de bioprocesos. Además,
a modo de comparación se muestran las estimaciones obtenidas con un observador expo-
nencial. Las condiciones inciales son xˆ(0) = 47g/l, x(0) = 47g/l, qˆp(0) = 0h
−1, qp(0) =
0,086h−1. Entre las 10 y 20 horas aparece un offset constante de 10g/l en la medición de bio-
masa xm. En la Figura 5.6a se puede ver que ambos observadores siguen a la concentración de
biomasa medida con una velocidad similar, teniendo el observador exponencial un sobrepaso
y un tiempo de establecimiento mayor, como se ve en la ampliación. Las estimaciones de la
tasa de producción en la Figura 5.6b se ven afectadas solamente al inicio y final del evento,
aunque el observador por modos deslizantes retorna más rápido al valor verdadero (ver en
la ampliación). A las 30 horas del proceso aparecen una serie de picos en la medición de bio-
masa, similar a lo que sucedería con un falso contacto o algún otro tipo de perturbación. La
oscilación que se ve es rápida y tiene una amplitud máxima de 20 g/l. Ambas estimaciones
de biomasa rechazan aceptablemente la perturbación, siendo la respuesta del observador por
modo deslizantes más amortiguada. Sin embargo, al observar las estimaciones de la tasa de
producción se puede ver que el observador por modos deslizantes rechaza mucho mejor la
perturbación rápida de las 30 horas. El observador exponencial presenta un pico inverso de
gran amplitud y duración, notorio incluso sin ampliar la zona. Se puede entonces concluir
que el observador por modos deslizantes rechaza mejor las perturbaciones de alta frecuencia
a igual velocidad de respuesta que el observador exponencial. Finalmente, se puede notar que
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Figura 5.5: Resultados de simulación: respuesta del observador ante variaciones en la concentración
de sustrato.
en cada uno de los instantes anteriormente analizados, la función de deslizamiento mostra-
da en la Figura 5.6c escapa brevemente de la superficie (t = 10h, t = 20h y t = 30h). Se
puede entonces usar a σ como una coordenada para detectar este tipo de fallos o conductas
anormales del proceso.
5.4.2. Validación experimental
En esta sección se presentan resultados para el observador (5.11) cuando se le provee de
datos obtenidos de mediciones del proceso real. Las medidas del proceso disponibles en línea
son el caudal de fuente de carbono y el caudal de solución base usada para el control de pH (en
base a sodio), con una tasa de muestreo de 1 minuto. La concentración de biomasa residual se
mide fuera de línea tomando muestras espaciadas con un período de entre 1 y 5 horas. Como
el observador requiere de una medida continua de biomasa, o al menos muestreada cada 1
minuto, se construyó una medida virtual de la biomasa interpolando las muestras obtenidas
por medición fuera de línea. Luego, el algoritmo del observador se corre cada 1 segundo. Al
igual que en las simulaciones, la concentración de fuente de carbono de alimentación es de
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(c) Función de deslizamiento.
Figura 5.6: Resultados de simulación: respuesta del observado por modos deslizantes OS M ante fallas
en el sensor de biomasa y comparación con observador exponencial OEXP .
650 g/l, y la regulada en el biorreactor es de 12 g/l. Cada vez que se toma una muestra del
biorreactor la masa total de microorganismos decrece, por lo tanto se actualiza el valor de
X cada vez que se toma una muestra. En las Figuras 5.7 y 5.8 se muestran los resultados
obtenidos para dos experimentos distintos, a los que llamamos A y B.
La Figura 5.7 muestra las variables estimadas y la función de deslizamiento para cada
uno de los experimentos. En las Figuras 5.7a y 5.7b se muestra la concentración de microor-
ganismos medida junto a su estimación, para cada experimento. En las Figuras 5.7c y 5.7d
se muestran las estimaciones de tasa de producción para cada experimento. Adicionalmente,
junto a la tasa de producción estimada qp, se muestra como referencia la tasa de producción
que se debería obtener para la concentración de sustrato regulada, es decir, el valor de qp(sr ).
Además, se muestra una estimación de la tasa de producción obtenida de derivar la fracción
de PHB fp =
p
x que, como se muestra en (5.1), f˙p = qp
∼=
∆p
∆x . Se puede ver que en ambos
experimentos la tasa de producción se mantiene muy próxima a la referencia qp(sr) y a la
estimación obtenida al derivar. No se debe olvidar que esta última estimación es fácilmente
afectada por el ruido y los errores en la medida, tanto por la diferenciación directa como por
la poca cantidad de muestras disponibles. En las Figuras 5.7e y 5.7f se muestra la función de
deslizamiento. Se puede observar que se mantiene sobre la superficie todo el tiempo, salvo por
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(d) Experimento B: tasa específica de produc-
ción.
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(f) Experimento B: función de conmutación.
Figura 5.7: Resultados experimentales: respuesta del observador.
un piso de ruido producto de la discretización del algoritmo. Este ruido se puede disminuir al
ejecutar el algoritmo con mayor frecuencia.
Con el fin de verificar la calidad de las estimaciones de la tasa de producción se proveen
estimaciones de lazo abierto del contenido intracelular de PHB y del volumen en la Figura 5.8.
Las estimaciones de fp en las Figuras 5.8a y 5.8b se obtiene, al integrar qˆp a partir del instante
de convergencia de la misma y se compara con la fracción calculada a partir de las muestras
fuera de línea. En las Figuras 5.8c y 5.8d se muestran las estimaciones del volumen obtenidas
al remplazar la tasa estimada qˆp en (5.7), que a su vez se comparan con el volumen calculado
a partir de la concentración de biomasa medida, según (5.2a). Nuevamente se puede observar
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Figura 5.8: Resultados experimentales: contenido intracelular de PHB y volumen.
un buen ajuste entre las estimaciones y las referencias calculadas a partir de valores verdade-
ros. A su vez, se verifica la validez del modelo de volumen presentado en la Sección 3.3.
5.4.3. Discusión
Los datos experimentales muestran que el modelo de volumen propuesto, dado por (5.7),
permite realizar buenas predicciones en cuanto a su evolución temporal, como se muestra
en la Figura 5.8. La mejora está dada por la adición de términos que tienen en cuenta la
contracción de volúmenes al mezclar medios de distinta densidad, el consumo de sustrato y
producción de PHB. Los parámetros γ y ν (ver (3.40) y (3.41)) pueden presentar cierta incer-
tidumbre asociada a las desviaciones en la concentración de sustrato respecto de la referencia.
Sin embargo, siempre y cuando las desviaciones no sean excesivas ni muy rápidas, los errores
en los parámetros serán pequeños al igual que el efecto sobre las estimaciones.
Con respecto al observador propuesto, las simulaciones permiten verificar la calidad de
las estimaciones en diferentes escenarios. Para empezar, el observador permite seguir la tasa
de producción del proceso sin incluir el modelo cinético. En todos los casos la convergencia
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es en tiempo finito, incluso en la validación experimental, a partir del momento en que σ
alcanza la superficie. Una vez que la estimación converge no se agrega dinámica ni retardos
al sistema y se sigue perfectamente al valor verdadero. Las variaciones en la concentración
de sustrato tienen poco efecto en las estimaciones (Figura 5.5). De hecho, la estabilidad del
observador no se ve afectada, simplemente los errores convergen a un entorno alrededor de
cero, cuya cota puede obtenerse de (5.29). El efecto del ruido también es bajo, en la medida
que no entre dentro del ancho de banda del proceso, que por lo general es muy bajo. Se
pueden introducir mejoras a la respuesta al utilizar sustitutos para la función signo, como
zonas muertas, tangentes hiperbólicas, o simplemente filtrando.
Capítulo 6
Control para optimización en línea del
proceso
En este capítulo se trata la optimización en línea de procesos fed-batch por medio del
control. Se busca optimizar la productividad a partir de operar con tasas de reacción máximas.
Con este fin se propone un controlador no lineal cuyo objetivo es anular al gradiente del
mapa del sustrato a tasa de reacción, que se considera desconocido. A su vez, el gradiente es
estimado mediante un observador no lineal. Se analiza la estabilidad del controlador según
Lyapunov en los casos con y sin perturbaciones y se derivan condiciones para su sintonización.
Los algoritmos de control y estimación se prueban por simulación en una serie de escenarios
diferentes. Posteriormente se presentan resultados de simulación al aplicar el controlador al
proceso de producción de PHB, para maximizar la tasa de crecimiento en la primer fase, y la de
producción de PHB en la siguiente. El controlador propuesto logra una rápida convergencia
al punto de operación óptimo. Además, la respuesta de la tasa de reacción es suave y no
presenta chattering. La novedad del controlador viene también dada por su robustez a una
incertidumbre estructurada.
Parte de los contenidos y resultados expuestos en este capítulo han sido publicados en
[119]: Martín Jamilis, Fabricio Garelli y Hernán De Battista. Smooth extremum-seeking con-
trol for fed-batch processes. 11th IFAC Symposium on Dynamics y Control of Process Systems,
including Biosystems (DYCOPS-CAB 2016).
6.1. Introducción
En muchos procesos químicos y bioquímicos es de interés optimizar tasas de reacción
con el fin de alcanzar productividades altas o favorecer determinadas rutas metabólicas. Por
ejemplo, optimizar la tasa específica de crecimiento permite maximizar la masa total de micro-
organismos alcanzada en un dado tiempo. Análogamente, se maximiza la masa de producto
obtenida si se optimiza la tasa específica de producción. En muchos casos los microorganismos
tienen cinéticas no monótonas respecto a la concentración de sustrato (como la de Haldane),
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Figura 6.1: Esquema de control para seguimiento de extremos basado en perturbación. x˙ = f (x ,u)
dinámica del proceso. y = J(x ,u) función objetivo a optimizar (medida). uˆ∗ estimación de acción de
control óptima. ωˆ estimación del gradiente.
eso significa que existe una concentración óptima del sustrato para la cual la tasa específica
de reacción se maximiza.
Desde el punto de vista del control automático, la optimización en línea del proceso con-
siste en regular la tasa específica de reacción en su valor máximo. O bien, en regular la con-
centración de sustrato en el valor óptimo para la cual la tasa de reacción es máxima. En la
literatura hay reportados un gran número de algoritmos de lazo cerrado para la regulación
de tasas o de concentraciones. Se pueden destacar entre otros, versiones de lazo cerrado de
la ley de alimentación exponencial [51, 120, 121], controles linealizantes [57] y linealizantes
adaptivos [11, 97, 62]. De estos últimos surgen además muchos algoritmos de estimación y
monitoreo utilizados para estimar los parámetros que se adaptan en los controles. En general,
la regulación de tasas específicas se realiza indirectamente a través de la regulación de la con-
centración de sustratos. Sin embargo, hay trabajos donde la regulación de la tasa se realiza
directamente por realimentación de estimaciones de la misma, como en [122, 56], donde se
utilizan conceptos de invariancia geométrica. La mayoría de los controladores antes mencio-
nados logran los objetivos de control y son capaces de lidiar con la incertidumbre paramétrica
y escasez de sensores. Sin embargo, en todos ellos es necesario conocer la referencia para la
variable regulada, es decir, la concentración óptima de sustrato o la tasa de reacción máxima.
El control por seguimiento de extremos o extremum seeking control (ESC) provee herra-
mientas útiles para la optimización en tiempo real de bioprocesos sin la necesidad de conocer
exactamente la tasa máxima o concentración óptima. Básicamente, el ESC consiste en definir
una acción de control que permita buscar un punto de operación del sistema donde se opti-
miza una dada función objetivo. Esta última podría ser una tasa específica o volumétrica de
crecimiento, por ejemplo. En [58] se repasa la aplicación de ESC a bioprocesos y se desta-
can dos enfoques principales. El primer enfoque se basa en perturbar la entrada del sistema
y observar su salida. El proceso es parcialmente una caja negra y la función objetivo no es
conocida (como función de los estados) pero es medida. En general se utiliza una señal de
perturbación periódica sumada a la acción de control, si la misma perturbación periódica apa-
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Figura 6.2: Esquema de control para seguimiento de extremos basado en modelo.
rece a la salida se puede calcular el gradiente filtrando y demodulando la misma. Luego, en
base a ese gradiente se define la acción de control a través de un control integral (cuando el
gradiente se anula la acción de control óptima se mantiene constante). En la Figura 6.1 se
muestra un esquema de este enfoque. Esta técnica y similares se desarrollan en profundidad
en [123] y su aplicación a un reactor de tanque agitado para maximizar tasas volumétricas se
puede ver en [124].
El segundo enfoque es el basado en modelo. Se considera que la estructura de la función
objetivo es conocida mientras que sus parámetros no. Estos últimos son estimados por medio
de observadores (asintóticos o exponenciales) y la ubicación del óptimo se calcula a partir
de las estimaciones. Por ejemplo, si se pretende optimizar una tasa específica de crecimiento,
la estructura de la función objetivo está dada por el modelo cinético, del cual habrá que
estimar sus parámetros (ks,ki,µmax ,etc.) para recuperar la concentración de sustrato óptima.
Una vez estimada la ubicación del óptimo, ésta pasa a ser la referencia de un controlador
adaptivo. En la Figura 6.2 se muestra un esquema de este enfoque. Ejemplos de este enfoque
son [125, 126, 62, 127].
Tanto el esquema de perturbar y observar como el basado en modelo son igualmente
válidos. En el primero se requiere un conocimiento mínimo del proceso, pero se necesita una
perturbación permanente que lleva a que el estado final converja a un ciclo límite alrededor
del punto de operación óptimo. La ventaja del esquema basado en modelo es que se puede
garantizar un cierto grado de desempeño en la respuesta transitoria. Sin embargo, se necesita
asumir una estructura para la función objetivo e incluirla en el diseño. Incluso es necesario
adicionar una perturbación periódica que asegura la persistencia de excitación requerida para
la estimación de parámetros. Por lo que igualmente se termina convergiendo a ciclos límites.
Recientemente, han surgido enfoques alternativos mediante el uso de controles conmuta-
dos. Estos enfoques comparten con el de perturbar y observar que se considera a la función
objetivo desconocida y que se puede medir o estimar. Sin embargo, difieren en que se proveen
garantías para la convergencia, como en el enfoque basado en modelo. Además, en lugar de
perturbar el sistema con una señal periódica para estimar el gradiente, se utiliza una acción
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Figura 6.3: Esquema de control para seguimiento de extremos basado en perturbación.
de control conmutada. La conmutación de una acción de control a otra está dada por una va-
riable de decisión que se puede definir de distintas maneras. Por ejemplo, una estimación de
la diferencia entre la concentración de sustrato óptima y la actual (error de sustrato), o bien,
una estimación del gradiente de la función objetivo. En la Figura 6.3 se muestra un esquema
de este enfoque, al que llamamos enfoque del gradiente. Un ejemplo de lo antes descripto
se da en [128]. Se propone un controlador pseudo-super-twisting para maximizar la tasa de
producción de biogás en un proceso de barros activados. Como variable de decisión se utili-
za una estimación del signo del error de sustrato. Esa estimación se obtiene a partir de una
máquina de estados que analiza los cambios en sustrato y tasa de producción de un instante
de muestreo al otro. Además, se utiliza la magnitud del error de sustrato en el control. Sin
embargo, ésta se calcula (a lazo abierto) a partir de una función propuesta por el autor. Por el
tipo de estimación usada la respuesta termina siendo muy lenta. Algo similar se propone en
[129] pero utilizando un control que conmuta entre dos acciones de control proporcionales
a la biomasa. En [130] se busca maximizar la tasa específica de crecimiento en un proceso
fed-batch por medio de un control por modos deslizantes de primer orden (MDPO), donde la
estimación del gradiente es la función de conmutación. Esta última se obtiene por medio del
estimador discreto originalmente propuesto por [131] y midiendo la concentración de sustra-
to y la tasa de producción de gases. Si bien se cumple el objetivo de llevar a la tasa específica a
un entorno del óptimo, los resultados presentados presentan mucho chattering. Éste se puede
reducir disminuyendo la ganancia del control pero perdiendo rechazo a perturbaciones.
Una de las características comunes de los trabajos anteriores, es la ejecución de los al-
goritmos de control a frecuencias lo suficientemente bajas como para permitir variaciones
apreciables en las salidas, ya que de la observación de las mismas es que se obtienen las es-
timaciones de los gradientes o de las variables de decisión. Esos algoritmos de estimación
también son ejecutados a baja frecuencias. Si bien esto es muy conveniente en los algoritmos
de control, no lo es para los de estimación, ya que introduce retardos y dinámicas adicionales
en los lazos. Lo que puede incrementar el chattering y las oscilaciones más de lo necesario.
Por otra parte, en todos los enfoques mencionados es común que se asuma disponible la me-
dición del sustrato y de alguna variable asociada a la tasa a optimizar (función objetivo). Por
ejemplo, que se mide la tasa de producción de un gas, proporcional a µx . Esto no siempre se
puede considerar viable por las razones explicadas en la Sección 2.2 respecto a medición de
sustratos.
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El objetivo de este capítulo es presentar un nuevo ESC para maximizar tasas específicas
de reacción en procesos fed-batch. El esquema que se propone consta de un controlador por
modos deslizantes de segundo orden, cuya función de conmutación es la estimación del gra-
diente de la tasa de reacción respecto de la concentración de sustrato. La estimación de este
gradiente a su vez se obtiene con un observador por modos deslizantes de segundo orden.
Para ello, es necesario extender el modelo dinámico del proceso y plantear el problema de
estimación de gradiente como la estimación de un parámetro variante en el tiempo.
En contraste con los ESC basados en modelo, el controlador propuesto no requiere la in-
clusión de la estructura de la función objetivo en el diseño, que en este caso sería el modelo
cinético. Sólo se requiere conocer cotas de sus derivadas parciales para el ajuste de las ganan-
cias y asegurar la estabilidad. Tampoco se agrega la señal de perturbación periódica utilizada
tanto en el enfoque de perturbar y observar como el basado en modelo. En cambio, la acción
conmutada es la que permite evaluar al gradiente. Otra característica importante del control
propuesto es que en el punto de operación óptimo la acción conmutada se anula. Sumado a
que la acción de control producida es continua y más suave que la de un control por MDPO
[130], el chattering se ve notablemente reducido. Además, la acción integral del controlador
propuesto permite rechazar cualquier perturbación constante. A diferencia de [130, 128, 129],
el estimador de gradiente propuesto se ejecuta en tiempo continuo en lugar de a la baja fre-
cuencia del controlador. De esta manera se eliminan los retardos y dinámica adicional de la
estimación del lazo. Otra diferencia importante con otros trabajos reportados es que el ESC
propuesto está basado solamente en la medición de la concentración de células. Esto es una
ventaja en muchos casos, sobre todo a nivel industrial donde una medida de concentración de
sustrato no es viable económicamente, menos aún si los sustratos son residuos. Por otra parte
la concentración celular es más fácil de medir, tanto a nivel industrial como de laboratorio,
con sensores de densidad óptica o espectroscopía dieléctrica.
El resto del capítulo se estructura de la siguiente manera: en la Sección 6.2 se establece el
marco formal del problema a resolver. En la Sección 6.3 se presenta al controlador propuesto
y al observador de gradiente. En la Sección 6.4 se presentan demostraciones de estabilidad
del controlador según Lyapunov tanto para el caso nominal como el perturbado. De las de-
mostraciones de estabilidad se derivan también dominios de atracción y guías para el ajuste
de las ganancias. En la Sección 6.5 se presentan resultados de simulación para un proceso es-
tándar, con el fin de analizar las características del controlador propuesto. Finalmente, en la
Sección 6.6 se presentan resultados de simulación de la aplicación del controlador propuesto
al proceso de producción de PHB.
6.2. Formulación del problema
El desarrollo del controlador se plantea primero de manera general para la optimización
de la tasa de crecimiento con respecto a un sustrato limitante por lo que el modelo del proceso
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es
x˙ = (µ− D)x (6.1a)
s˙ = −
µx
yxs
+ D(s f − s) (6.1b)
V˙ = DV. (6.1c)
Todas las variables y parámetros se detallan en la Tabla 6.1. Si bien en este caso se adopta
como sustrato limitante a la fuente de carbono s, es fácilmente intercambiable por la fuente
de nitrógeno n. Lo mismo se puede decir con respecto a la tasa de crecimiento, se puede
cambiar por una tasa de producción no asociada al crecimiento sin que cambie la estructura
del modelo.
Se asume también que los excesos en la concentración de sustrato tienen un efecto in-
hibitorio sobre la tasa específica de crecimiento (o producción), es decir, el microorganismo
presenta una cinética µ(s) no monótona.
Hipótesis 1. Existe una concentración de sustrato óptima s∗ para la cual la tasa específica de
reacción es máxima, es decir,
1. µ(s∗) = µ∗.
2. µ(s) ≤ µ∗ ∀s.
Se asume también que el mapa estáticoψ : s→ µ es desconocido por falta de identificación
o incertidumbre, siendo entonces el punto de operación óptimo (s∗,µ∗) también desconocido.
A esta altura es conveniente definir otras variables que son utilizadas en el ESC propues-
to. Habiendo asumido que la tasa de reacción depende únicamente de la concentración del
sustrato s, se puede definir al gradiente del mapa ψ : s→ µ como
∇µ =
∂ µ(s)
∂ s
=ω(s). (6.2)
El gradiente es la pendiente del mapa cinético y su signo indica el sentido en la dirección de
s para el cual µ se incrementa. Otra variable importante a definir es el hessiano del mapa
∇2µ =
∂ 2µ
∂ s2
= h(s), (6.3)
que en este caso resulta nuevamente escalar y describe la curvatura del mapa cinético. Si
h(s) < 0 se dice que el mapa es convexo, si h(s) > 0 se dice que es cóncavo y si h(s) = 0 se
tiene un punto de inflexión.
A partir del gradiente y el hessiano se pueden enunciar las condiciones para la existencia
de un punto de operación óptimo.
Teorema 6.1. El punto de operación (s∗,µ∗) es un extremo del mapa ψ : s → µ si y sólo si
ω(s∗) = 0. Si además h(s∗)< 0 entonces el punto (s∗,µ∗) es un máximo [132].
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Nombre Descripción
x concentración celular
s concentración de sustrato
s f concentración de sustrato de alimentación
v volumen
D tasa de dilución
yxs rendimiento de sustrato a biomasa
µ tasa específica de crecimiento
ω(s) gradiente de µ(s) con respecto a s
h(s) hessiano de µ(s)con respecto a s
Tabla 6.1: Variables y parámeteros
Habiendo definido al gradienteω(s) y al hessiano h(s) (ω y h de ahora en adelante), y las
condiciones para que un punto de operación sea óptimo1, resulta entonces posible extender el
modelo del proceso al considerar aω y µ como parámetros variantes en el tiempo y considerar
el modelo dinámico de µ y ω. Por medio de la regla de la cadena:
µ˙ =
∂ µ
∂ s
s˙ =ω

−
µx
yxs
+ D(s f − s)

(6.4a)
ω˙ =
∂ω
∂ s
s˙ = h

−
µx
yxs
+ D(s f − s)

. (6.4b)
Las Ecuaciones (6.4a) y (6.4b) se usan en las Secciones 6.3 y 6.4 para el diseño del estimador
de gradiente y las pruebas de estabilidad del ESC.
El objetivo es el diseño de un ESC capaz de llevar a la tasa específica de reacción al punto
de operación óptimo (s∗,µ∗), siendo éste desconocido. Objetivos secundarios son una rápida
tasa de convergencia, una respuesta suave de la tasa de reacción (sin chattering) y además un
buen rechazo a perturbaciones. Para cumplir estos objetivos se propone un controlador por
modos deslizantes de segundo orden (controlador MDSO) usando como función de conmuta-
ción la estimación del gradiente. Esta última se obtiene con un observador MDSO a partir de
la información disponible de la tasa de reacción y concentración de sustrato y de biomasa. En
algunos de los trabajos citados previamente se considera que la concentración de sustrato se
mide en línea. En otros se consideran disponibles las medidas de los gases producidos en el
proceso, la que luego es relacionada de manera algebraica con la tasa de reacción. Siguiendo
el desarrollo de esta tesis, se considera que la única variable medida en línea es la concentra-
ción de microorganismos, y por lo tanto la concentración de sustrato y la tasa de reacción se
estiman a partir de ella. Sin embargo, el ESC propuesto es igualmente válido e implementable
si se dispone de otro tipo de instrumentos como los mencionados anteriormente. De hecho,
mostraría una mejor robustez de medirse el sustrato y la tasa de reacción (a través de los ga-
ses), ya que se eliminarían las perturbaciones que generan los errores de estimación de estas
variables.
1En un abuso del lenguaje nos referiremos al máximo como óptimo.
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6.3. Controlador para seguimiento de extremos
El esquema del ESC propuesto se describe en la Figura 6.4. Consta del control para bús-
queda de extremos, un estimador de gradiente y observadores para la tasa de reacción y el
sustrato. La única variable medida en línea es la concentración de microrganismos. En esta
Figura 6.4: Esquema del control para seguimientos de extremos propuesto.
sección se describe cada componente del esquema de control, mientras que en la Sección 6.4
se analiza la estabilidad de todo el sistema junto con la sintonización del algoritmo.
6.3.1. Ley de control propuesta
El controlador propuesto busca estabilizar el gradiente en ω= 0. La ley de control es:
D =

µˆx
yxs
+ u1 + u2

(s f − sˆ)
−1 (6.5a)
u1 = k1|ωˆ|
1/2si gn(ωˆ) (6.5b)
u˙2 = k2si gn(ωˆ) (6.5c)
donde k1 > 0 y k2 > 0 son ganancias de diseño y µˆ y sˆ son las estimaciones de la tasa específica
de reacción y concentración de sustrato, obtenidas a partir de los observadores descriptos en
la Sección 6.3.3. El primer término de (6.5a) es una acción de control continua que cancela
la dinámica natural de consumo del sustrato.
Suponiendo que todos los errores de estimación son nulos µˆ = µ, sˆ = s y ωˆ = ω. Reem-
plazando (6.5a) en (6.1b) se obtiene
s˙ = u1 + u2, (6.6)
de donde se ve que la dinámica del sustrato es dominada por los términos de modos deslizan-
tes.
La ley de control propuesta es robusta frente a incertidumbres en el modelo y perturba-
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ciones. Además, la acción de control es continua y más suave que los algoritmos de modos
deslizantes de primer orden. Esto en conjunción con que el término (6.5b) se anula en la su-
perficie (ωˆ = 0), la magnitud de chattering producido es significativamente menor. Por otra
parte, la inclusión del término integral permite rechazar perturbaciones acotadas en la dilu-
ción. La estabilidad del controlador y su robustez dependen de la correcta sintonización de
las ganancias k1 y k2.
6.3.2. Estimación de gradiente
Como se explica en las secciones precedentes, la función de deslizamiento usada en el
controlador es una estimación del gradiente del mapaψ : s→ µ. De (6.4a) se puede observar
que ω puede estimarse con un observador siempre y cuando x ,µ y s, o al menos sus estima-
ciones, estén disponibles para realimentar. Con el fin de obtener una convergencia rápida y
en tiempo finito de las estimaciones se propone un observador de MDSO. El algoritmo super-
twisting clásico [102] no se puede usar para estimar gradiente a partir de (6.4a). Esto se debe
a que ω se encuentra multiplicada por s˙, cuyo signo cambia a lo largo del proceso. Es una
condición para la estabilidad del algoritmo, en este caso, que s˙ no cambie de signo [133]. Se
utiliza entonces una versión modificada del algoritmo para lidiar con esta particularidad. El
observador propuesto está inspirado en [134, 135].
Para simplificar las ecuaciones del observador renombramos a s˙:
f (µ, x , s) ¬ s˙ = −
µ(s)x
yxs
+ D(s f − s). (6.7)
Luego, las ecuaciones del observador son
˙̟ = ωˆ f (µˆ, x , sˆ)− κ1 | f (µˆ, x , sˆ)| |σ|
1/2si gn(σ) (6.8a)
˙ˆω= −κ2 f (µˆ, x , sˆ)si gn(σ) (6.8b)
σ = µˆ−̟ (6.8c)
donde̟ es un estimación auxiliar de la tasa de reacción, ωˆ es la estimación del gradiente y κ1
y κ2 son las ganancias de diseño. La función de deslizamiento σ es el error entre la estimación
de la tasa de reacción hecha por el observador de tasa de reacción que se presenta en la
Sección 6.3.3 (aquí considerado el valor verdadero) y la hecha por el observador de gradiente.
El problema de cambio de signo se maneja al agregar f (µˆ, x , sˆ) en el término integral del
observador. Las pruebas de estabilidad de este observador son similares a [135].
La ventaja de este enfoque para la estimación del gradiente es que se obtiene una conver-
gencia muy rápida y en tiempo finito, sin agregar dinámica propia del observador al lazo. Sin
embargo, se debe notar que el observador es alimentado con estimaciones de s y µ en lugar
de sus valores verdaderos (cómo se hace en [130], por ejemplo). Esto tiene como efecto que
la estimación de ωˆ es susceptible a errores originados en los errores de estimación de s y µ.
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Notar que sobre la superficie, ̟ converge a µˆ. Si esta difiere de la tasa verdadera µ en un
error, es lógico que la estimación de gradiente también. De todas formas, mediante la adecua-
da sintonización de los observadores de µ y s, se pueden mantener los errores de estimación
de ω acotados.
6.3.3. Observadores auxiliares
Las estimaciones de la tasa de reacción y concentración de sustrato se obtienen con obser-
vadores como los descriptos en los Capítulos 4 y 5. Por ejemplo, en el caso de la optimización
de tasa de crecimiento, µˆ se puede obtener con un observador exponencial
˙ˆx = (µˆ− D − γ1(x − xˆ) (6.9a)
˙ˆµ = γ2
(x − xˆ)
x
, (6.9b)
donde xˆ es la estimación de la concentración de microorganismos (medida). Las ganancias
γ1 y γ2 se ajustan para asignar los autovalores λ1 y λ2 de la dinámica del error
λ1 +λ2 = γ1 (6.10a)
λ1λ2 = γ2. (6.10b)
Por otra parte, la estimación de la concentración de sustrato s se puede obtener con un
observador asintótico
˙ˆz = −D(zˆ − s f ) (6.11a)
sˆ = zˆ −
x
yxs
. (6.11b)
u otros observadores de la literatura [105].
Observación 4: El algoritmo de control se ejecuta con una frecuencia suficientemente baja como para que
la concentración de sustrato y la tasa de crecimiento muestren alguna variación antes de que se aplique la
nueva acción de control. Esto es importante para que la estimación del gradiente sea más confiable. El lazo
pasa a ser menos sensible al ruido, retardos propios del proceso y de los observadores que pueden producir
errores en la estimación del gradiente. Por otra parte, ayuda a reducir la interacción entre el controlador
y el observador por MDSO.
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6.4. Demostración de estabilidad del controlador
El algoritmo de control propuesto utiliza estimaciones de las variables del proceso para el
cálculo de la acción de control. Esto tiene un efecto sobre la estabilidad del lazo porque los
observadores (exponenciales y asintóticos) tienen su propia respuesta dinámica y están sujetos
a errores provenientes de la incertidumbre en los modelos o de las mediciones. En esta sección
se demuestra la estabilidad del algoritmo de control propuesto. Primero en la Sección 6.4.1, se
prueba la estabilidad nominal, considerando nulos los errores de estimación y perturbaciones.
En la Sección 6.4.2 se demuestra la estabilidad práctica considerando perturbaciones y errores
de estimación. Además, se obtienen condiciones para la sintonización de las ganancias del
controlador.
6.4.1. Estabilidad nominal del controlador
Supóngase que no hay errores de estimación. Reemplazando (6.5a) en (6.4b) con µˆ = µ,
sˆ = s y ωˆ =ω se obtiene el siguiente sistema
ω˙ = h

k1|ω|
1
2 si gn(ω) + u2

(6.12a)
u˙2 = k2si gn(ω) (6.12b)
donde h es el hessiano (escalar) de µ, como se definió en (6.3). Este sistema difiere de los
usualmente analizados, por ejemplo en [133], en que todos los términos de (6.12a) están
multiplicados por una variable adicional (h).
Aplicando el siguiente homeomorfismo global (similar al usado en [133]):
ξ1 = |ω|
1
2 si gn(ω) (6.13a)
ξ2 = u2, (6.13b)
se obtiene un nuevo sistema:
ξ˙1 =
1
2|ξ1|
(k1ξ1 + ξ2)h (6.14a)
ξ˙2 =
1
2|ξ1|
(2k2ξ1) (6.14b)
cuyos punto de equilibrio es (ξ1,ξ2) = (0,0). Éste se puede reescribir como
ξ˙=
1
2|ξ1|
A(h)ξ (6.15)
donde
A(h) =

hk1 h
2k2 0

. (6.16)
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La localización de los autovalores de A está dada por
ei gs{A(h)} =
hk1
2
±
√√√hk1
2
2
+ 2k2h. (6.17)
Además como k1 > 0 y k2 > 0, de la inspección de (6.17) queda claro que µ(s) tiene que ser
convexa (h < 0) para que (6.15) sea estable.
A partir de (6.15) se puede definir una función de Lyapunov cuadrática V (ξ) = ξT Pξ > 0,
donde P es la matriz simétrica y definida positiva
P =
1
2

k21 k1
k1 2

. (6.18)
Luego, derivando V (ξ) con respecto al tiempo se obtiene
V˙ = −
1
2|ξ1|
ξTQξ (6.19)
donde
Q(h) = −(A(h)T P + PA(h)) =
=

−hk31 − 2k1k2 −hk
2
1 − 2k2
−hk21 − 2k2 −hk1

(6.20)
y
det{Q(h)} = −2hk21k2 − 4k
2
2 (6.21)
Como antes, si k1 > 0 y k2 > 0, entonces es necesario que h< 0 para que Q > 0. Entonces, se
puede obtener de (6.20) una condición suficiente para la estabilidad:
Teorema 6.2. Es condición suficiente para la estabilidad del sistema (6.12) que las ganancias
k1 y k2 satisfagan
−
2k2
k21
> h. (6.22)
Demostración. De hacer que los menores principales de (6.20) sean mayores que cero, al igual
que (6.21), se obtiene la inecuación (6.22).
Esto significa que dado un par de ganancias k1 y k2 la estabilidad está garantizada para
valores de h lo suficientemente negativos. La Ecuación (6.22) da lugar a una superficie límite
que definiremos como
h¬ −2k2/k
2
1. (6.23)
La misma se representa en la Figura 6.5a y algunas curvas de nivel en la Figura 6.5b. Estas
cotas representan el valor de h más próximo a cero admisible para asegurar estabilidad, o
bien, la menor curvatura, siempre convexa, que el mapaψ : s→ µ puede tener. De su análisis
surge por ejemplo que, para valores fijos de k2, valores decrecientes de k1 reducen la región
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(a) Cota de estabilidad, mostrando el máximo
hessiano posible para los pares de ganancias
del controlador.
(b) Pares mínimos de ganancias que aseguran
estabilidad para distintos valores del hessiano.
Figura 6.5: Cotas en el hessiano para asegurar estabilidad nominal.
de estabilidad al volverse hmás negativo. También se puede notar que cuando k2→ 0, la cota
h → 0, de manera similar al control por modos deslizantes de primer orden presentado en
[130]. Se puede concluir que la estabilidad nominal depende fuertemente de la relación entre
k1 y k2.
6.4.2. Estabilidad práctica
El controlador propuesto depende de estimaciones hechas por observadores de estado. Si
existen errores en las estimaciones, éstos aparecen como perturbaciones en (6.12a) y (6.12b).
De manera general se define un nuevo sistema perturbado
ω˙ = hs˙ = h

k1|ω|
1
2 si gn(ω) + u2 +ρ1

(6.24a)
u˙2 = k2si gn(ω) +ρ2 (6.24b)
donde ρ1 y ρ2 son los términos de perturbación.
Asumiendo que las perturbaciones surgen exclusivamente de los errores de estimación se
puede mostrar que
|ρ1| <
x
yxs
|µ˜|+ k1|ω˜|
1
2 = δ1 (6.25)
donde µ˜ y ω˜ son los errores de estimación de µ y ω respectivamente. En (6.25) se ha des-
preciado el efecto del error de estimación en la concentración de sustrato s˜, porque aparece
como un factor de la forma
s f − s
s f − sˆ
∼= 1, (6.26)
ya que en general se satisface que s f ≫ s. Además, s˜→ 0 por lo que el término anterior tiende
a 1.
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En este contexto, la estabilidad práctica [136] puede ser obtenida en términos del siguien-
te teorema:
Teorema 6.3. El sistema (6.24a)-(6.24b) es prácticamente estable si las perturbaciones pueden
ser acotadas según |h¯ ρ1| ≤ δ1 y |ρ2| ≤ δ2, para δ1 ≥ 0, δ2 ≥ 0, y además
δ2 <
λmin{Q(h)}
4λmax{P}
∀δ1 ≥ 0, (6.27)
donde λmin{Q(h)} y λmax{P} son el mínimo autovalor de Q(h) y máximo autovalor de P, res-
pectivamente.
Demostración. Primero, se realiza el cambio de coordenadas (6.14) sobre el sistema pertur-
bado (6.24), lo que da lugar a
ξ˙=
1
2|ξ1|
(A(h)ξ+̺1(h)) +̺2 (6.28)
y los vectores de perturbación son
̺1(h) =

h ρ1
0

̺2 =

0
ρ2

. (6.29)
Bajo esta misma estructura se puede volver a utilizar la misma función de Lyapunov que en
el caso nominal V (ξ) = ξT Pξ. La diferencia es que considerando perturbaciones su derivada
es
V˙ = −
1
2|ξ1|
 
ξTQ(h)ξ−̺1(h)
T Pξ

+ 2̺T2 Pξ (6.30)
Luego, si se satisface (6.27), V˙ se puede acotar como
V˙ ≤ −ε
1
2
λmin{Q(h)} − 2δ2λmax{P}
λ
1
2
max{P}
V
1
2 , (6.31a)
∀||ξ||2 >
δ1λmax{P}
2(1− ε)

1
2
λmin{Q(h)} − 2δ2λmax{P}
 , (6.31b)
0< ε < 1. (6.31c)
Los detalles de cómo se obtiene (6.31) de (6.30) siguen la línea de [133] pero teniendo en
cuenta que aquí Q no es una matriz de coeficientes constantes.
El resultado obtenido en (6.31) asegura que todas las trayectorias de (6.24) que empiezan
en una región de R2 convergen a una bola alrededor del origen.
La matriz Q(h) es simétrica y definida positiva, pero además depende de h, por lo tanto
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sus autovalores λQi son reales, positivos y también dependientes de h:
λQi = −h
k1
2
(1+ k21)− k1k2 ±
 
ah2 + bh+ c
 1
2 (6.32a)
a =
k21
4
(1+ 2k21 + k
4
1) (6.32b)
b = k21k2(3+ k
2
1) (6.32c)
c = k22(4+ k
2
1). (6.32d)
Por esta razón, el autovalor mínimo de Q se debe hallar minimizando (6.32) con respecto a
h y restringido al intervalo (h¯,h), donde h¯ < h < 0. El parámetro h se obtiene de (6.22) y h¯
se puede obtener a partir del modelo cinético, si es que está disponible, o una aproximación
del mismo.
Existe la posibilidad de que λmin{Q(h)} = 0, cuando h= h. Por esa razón, se debe tomar un
margen de estabilidad en el diseño para obtenerλmin{Q(h)} > 0 de manera estricta. Volviendo
a (6.20), la condición de estabilidad se puede restablecer incluyendo el margen de estabilidad
Q(h) = (−AT P + PA) > 2αP. (6.33)
Esto constituye un problema de tasa de decaimiento como el presentado en Sección 5.3.4.
Si P > 0 existe, los autovalores de A(h) son ei gs{A(h)} < −α. Aún más, los autovalores de
Q(h) son ei gs{Q(h)} > 2αλmin{P}. De (6.20), (6.18) y (6.33) se pueden obtener nuevas
condiciones para la estabilidad.
Teorema 6.4. Es condición suficiente para que
eigs{Q(h)} > 2αλmin{P} (6.34)
que las ganancias k1 y k2 en (6.24) satisfagan
h <
−αk1 − 2k2
k21
(6.35a)
h < −
2α
k1
. (6.35b)
∀h ∈ [h¯,h].
Demostración. De (6.33) la condición de estabilidad es equivalente a
−M(h) ¬ A(h)T P + PA(h) + 2αP < 0. (6.36)
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Luego, se puede deducir que
M(h) =

−k1(αk1 + hk
2
1 + 2k2) −(αk1 + hk
2
1 + 2k2)
−(αk1 + hk
2
1 + 2k2) −(2α+ hk1)

> 0. (6.37)
Finalmente, resolviendo las desigualdades para todos los menores principales de M se dedu-
cen las condiciones (6.35a) y (6.35b).
Observación 5: La región de estabilidad se define inicialmente por la relación −2k2/k
2
1, como se postula
en (6.22), donde se establece una cota h para la curvatura de la cinética del microorganismo (el valor
más pequeño de h < 0). Para fortalecer la estabilidad se consideran condiciones más estrictas en (6.35a) y
(6.35b). Basándose en estas condiciones se pueden establecer guías para la sintonización de las ganancias
del controlador si es que se conoce un modelo cinético aproximado del microorganismo. Los pasos a seguir
son:
1. Calcular la derivada segunda de µ(s) con respecto a s para obtener h(s), o al menos una aproxima-
ción de ella.
2. Buscar cotas máximas y mínimas para h(s). Si para algún valor de s el hessiano h(s) ≥ 0 se debe
definir una concentración de sustrato límite s tal que h(s) = h < 0.
3. Definir un valor para α. Éste puede surgir de evaluar los posibles autovalores de Q dados por (6.32).
4. Hallar k1 y k2 tales que
−αk1 − 2k2
k21
> h y −
2α
k1
> h, es decir, que se cumpla (6.35) cuando h = h.
5. Si las ganancias obtenidas son demasiado grandes, o bien, no existen ganancias que satisfagan las
restricciones, se debe repetir el procedimiento eligiendo α o s más pequeños.
6.5. Ejemplo de aplicación del controlador propuesto a un crecimiento simple
En esta sección se muestran resultados de simulación de la aplicación del controlador
propuesto para la optimización de la tasa específica de crecimiento en un proceso simple bajo
diferentes escenarios y situaciones. El proceso puede ser descripto por (6.1) y su cinética
depende exclusivamente de un único sustrato, siendo el modelo:
µ =
µmaxs
ks + s+
s2
ki
, (6.38)
donde los valores de los parámetros son: µmax = 0.41h
−1, ks = 1.2g l
−1, ki = 17.43g l
−1,
s f = 200g l
−1, yxs = 0.48gg
−1. Además, el punto de operación óptimo es s∗ ∼= 4.6gL−1 y
µ∗ ∼= 0.27h−1.
Las ganancias del observador de tasa de crecimiento son γ1 = −40 y γ2 = 400 para ase-
gurar una tasa de convergencia rápida y seguimiento con poco retraso, teniendo un doble
Capítulo 6. Control para optimización en línea del proceso 111
Figura 6.6: Modelo cinético de µ y hessiano usados en las simulaciones
autovalor en λ= −20. Las ganancias del estimador de gradiente son κ1 = 4,5 y κ2 = 10. Las
ganancias del controlador son k1 = 20 y k2 = 0,2, que de (6.22) dan una cota máxima para
el hessiano h ∼= −0.001L2 h−1 g−2, correspondiente a una concentración de sustrato máxima
s ∼= 7g l−1. El autovalor mínimo de Q para h < h es cero cuando h = h. Por eso, para que
λmin{Q(h)} > 0, se utilizan (6.35a) y (6.35b) con α = 0,01 y las ganancias previas, obte-
niéndose una nueva cota h = −0.0015L2 h−1 g−2, reduciéndose la región de estabilidad. En
la Figura 6.6 se muestra el modelo cinético (6.38) y su hessiano2. La región de estabilidad se
muestra con línea a trazos.
El primer escenario de simulación se muestra en la Figura 6.7 para dos concentraciones
de sustrato iniciales distintas. Las curvas azules corresponden al caso donde la concentración
inicial es mayor que la óptima (s(0) = 8.2g l−1) y las curvas en rojo corresponden al caso
en que la concentración inicial es menor que la óptima (s(0) = 0.9g l−1). Ambas condiciones
iniciales son equidistantes del óptimo y en particular la concentración mayor está fuera de la
región de estabilidad. Con respecto a los observadores de tasa de crecimiento y concentración
de sustrato, en este escenario se inician sin errores. En la Figura 6.7a se puede ver que la tasa
específica de crecimiento alcanza el valor óptimo en aproximadamente 2 horas. Lo mismo
puede observarse con la concentración de sustrato en la Figura 6.7c. La Figura 6.7b muestra
al gradiente ω y su estimación ωˆ para ambos casos, donde se puede observar una tasa de
convergencia rápida de las estimaciones, en menos de una hora, y cómo el gradiente converge
a cero debido a la acción de control mostrada en la Figura 6.7e. La Figura 6.7d muestra la
trayectoria seguida en el plano (s,µ), donde se puede observar claramente la convergencia a
la tasa óptima.
Los errores presentes en la estimación del gradiente provienen del retraso que tiene la es-
timación de la tasa de crecimiento con respecto al valor verdadero. Estos errores se propagan
a la concentración de sustrato donde la respuesta está relativamente distorsionada luego de
converger a s∗, no así con la tasa de crecimiento que prácticamente no presenta variaciones.
La sintonización del observador de tasa de crecimiento se hace manteniendo una relación
de compromiso entre velocidad de convergencia y rechazo a ruido (que es uno de los casos
2µ(s) se muestra atenuado 150 veces para que su magnitud sea comparable a la de h(s)
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Figura 6.7: Resultados de simulación para el controlador propuesto con diferentes condiciones inicia-
les del sustrato. Líneas rojas: concentración de sustrato inicial menor al valor óptimo. Líneas azules:
concentración inicial de sustrato mayor a la óptima.
simulados en esta sección). Una sintonización alternativa de los observadores mejora la res-
puesta del gradiente estimado. La Figura 6.8 muestra la respuesta del sistema cuando los
observadores tienen mayor velocidad de convergencia. Las ganancias usadas en ese caso pa-
ra el observador de tasa de crecimiento son γ1 = −80 y γ2 = 1600, dando polos iguales en
λ = −40. Además se modificó la ganancia k1 del controlador a k1 = 40. Se puede observar
cómo mejora la respuesta del sustrato en la Figura 6.8a y la estimación del gradiente en la
Figura 6.8b. Sin embargo, por su velocidad, esta sintonización no tiene tan buen desempeño
frente al ruido como la anterior.
La Figura 6.9 muestra el escenario en que el observador de tasa de crecimiento y el de
sustrato son iniciados con errores, es decir, µˆ|t=0 6= µ|t=0 y sˆ|t=0 6= s|t=0. En el caso de la tasa
de crecimiento el error es del 50% y para el sustrato es del 200%, como se puede observar
en las Figuras 6.9a y 6.9b. La estimación de la tasa de crecimiento tiene una rápida conver-
gencia, en concordancia con las ganancias γ1 y γ2 elegidas. En contraste, la estimación de la
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Figura 6.8: Resultados de simulación para el controlador propuesto, sintonización de las ganancias
para mayor velocidad de convergencia.
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Figura 6.9: Resultados de simulación para el controlador propuesto cuando las condiciones iniciales
de los observadores tienen errores. Líneas continuas: valores verdaderos. Líneas a trazos y puntos:
valores estimados. Líneas a trazos: valores óptimos
concentración de sustrato converge muy lentamente, ya que su tasa de convergencia es igual
a la dilución usada. De todas formas, el error en la estimación del sustrato no tiene un gran
efecto en la estimación del gradiente, es su derivada ˙ˆs = −µˆx/yxs + D(s f − sˆ) la que tiene
un mayor efecto en lugar de su valor instantáneo (ver (6.7) y (6.8a)). Como s f ≫ s en (6.7)
se puede concluir que ˙ˆs no es afectada significativamente por los errores en sˆ. La Figura 6.9c
muestra al gradiente y su estimación, se puede observar que a pesar del pico inverso inicial
en la estimación (mayoritariamente debido al error de estimación de la tasa de crecimiento),
la convergencia al valor verdadero es rápida.
El siguiente escenario consiste en modificar el mapaψ : s→ µ por un mapa multivariable
Υ : s,n → µ donde n es un segundo sustrato. Como solamente se controla la concentración
de s, la variación de n resultará en una tasa de crecimiento óptima variante en el tiempo. Los
resultados se muestran en la Figura 6.10. La variación de µ∗ se produce al introducir un factor
adicional en el modelo cinético, siendo entonces
µ =
µmaxs
ks + s+
s2
ki
·
n
kn + n+
n2
kin
, (6.39)
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donde µmax = 0,745, kn = 5, kin = 30, ks y ki son los mismos del modelo anterior (6.38).
Teniendo en cuenta el nuevo factor, s∗ se mantiene igual y µ∗ varía según la concentración
del sustrato n. Además, ambos sustratos se suministran con el mismo caudal, siendo la con-
centración de alimentación del segundo n f = 40g l
−1 que resulta en una lenta acumulación
del mismo. Como se muestra en la Figura 6.10b, la estimación del gradiente se ve apreciable-
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Figura 6.10: Resultados de simulación para el control de seguimiento de extremos propuesto para
maximizar la tasa específica de producción de PHB. Líneas azules: valores verdaderos. Líneas a trazos:
(a) y (c) valores óptimos, (b) gradiente estimado, (d) mapa inicial. Líneas a trazos y puntos: (d) mapa
final.
mente afectada por las variaciones en la tasa de crecimiento óptima. Esto se debe a que estas
variaciones se manifiestan como una perturbación en (6.2):
µ˙=ωs˙+
∂ µ
∂ n
n˙=ωs˙+φ (6.40)
dondeφ es el término de perturbación que representa las variaciones en µ debido a n. El error
de estimación de la tasa de crecimiento se puede obtener al hacer la diferencia entre (6.40) y
(6.8a):
˙˜µ = σ˙ = µ˙− ˙̟ = ω˜s˙+φ − κ1 |s˙| |σ|
1/2si gn(σ), (6.41)
luego, cuando se alcanza un equilibrio y σ˙ = σ = 0 se puede deducir que
ω˜ = −
φ
s˙
. (6.42)
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Ante todo se debe recordar que la operación del controlador es en tiempo discreto, por lo
que en general s˙ 6= 0 la mayor parte del tiempo como se observa en la Figura 6.10c donde
s presenta un pequeño rizado. En segundo lugar se puede observar en (6.42) que la pertur-
bación φ no debería ser grande para poder asegurar errores pequeños en la estimación del
gradiente. Esto quiere decir que es necesario que la pendiente en la dirección de n dada por
∂ µ
∂ n sea pequeña, que es una suposición válida si n no es el sustrato limitante. O bien, es ne-
cesario que la tasa de cambio de n sea pequeña. Esto es lógico ya que la hipótesis inicial es
que hay un único factor influenciando la tasa de reacción, esta hipótesis es válida siempre y
cuando la variación producida por otros factores sea pequeña. Esto se ilustra entre las 10 y 20
horas donde se puede observar que la tasa de variación del óptimo es mayor (Figura 6.10a),
la estimación de gradiente está más degradada (Figura 6.10b) y el sustrato está más alejado
de la concentración óptima (Figura 6.10c).
La estimación de gradiente se muestra en la Figura 6.10b y se puede observar que siempre
se mantiene en un entorno del valor verdadero. La ampliación muestra saltos en la estimación,
correspondientes a los cambios de signo de s. La Figura 6.10d muestra la trayectoria seguida
en el plano (s,µ), se agregan además los modelos cinéticos en el instante inicial y final del
proceso (curva a trazos negros y curva a trazos y puntos negros respectivamente) así como
la trayectoria óptima (s∗,µ∗) (trazos rojos). Se puede observar que si bien el sustrato se aleja
levemente de la trayectoria óptima, el efecto sobre la tasa es despreciable.
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Figura 6.11: Resultados de simulación para el control de seguimiento de extremos propuesto para
maximizar la tasa específica de producción de PHB con un k1 mayor. Líneas azules: valores verdaderos.
Líneas a trazos: (a) y (c) valores óptimos, (b) gradiente estimado, (d) mapa inicial. Líneas a trazos y
puntos: (d) mapa final.
En la Figura 6.11 se muestran la respuesta del sustrato y del estimador de gradiente al
incrementar la ganancia k1 del controlador a k1 = 40. Se puede observar una mejora impor-
tante en la regulación de la concentración de sustrato y una disminución en la distorsión de
la estimación de gradiente.
Finalmente, en la Figura 6.12 se muestra la respuesta del sistema cuando la medición de
concentración de microorganismos es afectada por ruido de baja frecuencia. Se simuló ruido
blanco gaussiano con media nula y varianza σ2 = 0,1, luego se lo filtró en la banda de 240 a
1000 h−1, o equivalentemente, 0.07 a 0.3Hz. La respuesta de la tasa de crecimiento y su esti-
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Figura 6.12: Resultados de simulación para el control propuesto bajo ruido de medición. Líneas azules:
valores verdaderos. Líneas verdes: valores estimados. Líneas a trazos: valores óptimos.
mación se muestran en la Figura 6.12a. Se puede observar que a pesar de que el seguimiento
del óptimo se ve degradado por el ruido, a medida que la concentración celular aumenta el
ruido en la estimación decrece. Esto se debe, a una mejora en la relación señal a ruido de
entrada con el incremento de la biomasa. La concentración de sustrato y su estimación se
muestran en la Figura 6.12b. En este caso la magnitud del ruido permanece constante a lo
largo del proceso por el uso del observador asintótico. La combinación del ruido en ambas
estimaciones es lo que degrada la estimación de gradiente, mostrada en la Figura 6.12c, y por
consecuencia el desempeño del lazo cerrado. La estimación del gradiente surge de observar
los cambios en µ y s. Si el ruido tiene una magnitud similar a la de esos cambios el estima-
dor no será capaz de discernirlos. En el escenario simulado, el sistema a lazo cerrado logra
operar sobre el punto de operación óptimo y mantenerse sobre él. Sin embargo, en casos con
condiciones de ruido aún más severas se puede mejorar la respuesta aumentando el período
de muestreo del controlador, permitiendo variaciones de la concentración de sustrato más
grandes que se distingan del ruido.
6.6. Aplicación al proceso de producción de PHB
En esta sección se muestran resultados de simulación de aplicar el controlador propuesto
al proceso de producción de PHB. En la Sección 6.6.1 se muestran resultados para la optimi-
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zación de la tasa de crecimiento y en la Sección 6.6.2 para la tasa de producción.
6.6.1. Optimización de etapa de crecimiento
En esta sección se muestran resultados de simulación al aplicar el ESC propuesto a la
etapa de crecimiento de un proceso de producción de PHB, para la maximización de la tasa
específica de crecimiento.
La etapa de crecimiento del proceso de producción de PHB descripto en esta tesis se des-
cribe por el modelo (3.11):
x˙ = (µ− D)x (6.43a)
s˙ = −
µ
yxs
x − Ds+ Dss f (6.43b)
n˙= −
µ
yxn
x − Dn+ Dnn f , (6.43c)
donde
Ds =
Fs
V
(6.44a)
Dn =
Fs
V
(6.44b)
D =
V˙
V
(6.44c)
V˙ = γsFs + γnFn (6.44d)
y el modelo cinético de µ está dado por (3.10):
µ = µxs = µ
max
xs ·
s
ks + s+
s2
kis
·
n
kn + n+
n2
kin
·

1−

x
xm
α
. (6.45)
Del análisis de (6.45) se puede notar que la tasa de crecimiento es más sensible a variaciones
en la concentración de FN que a la de FCE, como se observa en la Figura 3.3. Por lo tanto, el
ESC propuesto se aplica sobre la concentración de nitrógeno, para el cálculo de la dilución
Dn. Para ello son necesarios algunos cambios en el término de linealización del algoritmo de
control:
Dn =

µx
yxn
+ Dsnˆ+ u1 + u2

(n f − nˆ)
−1 (6.46a)
u1 = k1|ωˆ|
1/2si gn(ωˆ) (6.46b)
u˙2 = k2si gn(ωˆ). (6.46c)
Por otra parte se controla la concentración de sustrato mediante un control PI. El objetivo de
este control es mantener una concentración aproximadamente constante, no necesariamente
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Nombre Valor
s f 650 g l
−1
n f 35 g l
−1
k1 0.5
k2 0.01
κ1 18
κ2 10
γ1 -80
γ2 -1600
Tabla 6.2: Parámetros del controlador para la etapa de crecimiento.
la óptima, pero sí próxima a la misma. Para la implementación de ambos controladores es ne-
cesario disponer de estimaciones de n y s, que se obtienen mediante un observador asintótico
de la forma
˙ˆz = −Dzˆ +

Dss f
Dnn f

(6.47a)

sˆ
nˆ

= zˆ − x

1
yxs
1
yxn

. (6.47b)
Los valores de las ganancias y de los distintos parámetros del ESC se especifican en la Tabla 6.2,
los parámetros del modelo del proceso y el modelo cinético se encuentran en la Tabla 3.2.
La Figura 6.13 muestra la respuesta de las variables del sistema al utilizar el ESC propues-
to. Se compara además con los valores óptimos en línea a trazos (salvo en la Figura 6.13b
donde la línea a trazos es el valor verdadero del gradiente y la continua su estimación). En
la Figura 6.13a se muestra la evolución temporal de la tasa específica de crecimiento que,
según se observa, desde las primeras horas es capaz de seguir a la tasa óptima hasta el final
del proceso. Se puede notar además la brusca caída en la tasa de crecimiento originada en la
gran cantidad de microorganismos generados (último factor de (6.45)). Esto último se puede
observar en la Figura 6.13e, donde se ve que la concentración celular es próxima a la máxima
(xm = 68g l
−1).
La Figura 6.13b muestra al gradiente (línea a trazos) y su estimación. Se puede ver que
luego de un transitorio inicial la estimación converge al valor verdadero del gradiente. Luego,
aproximadamente a las 7 horas, la estimación empieza a conmutar alrededor de cero. Esta
oscilación es producto de los factores que afectan a µ no considerados en el diseño, como se
muestra en (6.42). En este caso el factor es el de inhibición por aproximarse a la concentración
celular máxima en (6.45). Sin embargo se debe notar que la estimación del gradiente se
mantiene siempre alrededor de cero y el valor verdadero muy próximo a ese valor. Esto mismo
se ve reflejado en la concentración de nitrógeno en la Figura 6.13c, que luego de converger
al valor óptimo se mantiene en un entorno alrededor del mismo.
La Figura 6.13d muestra las tasa de dilución para la FCE y la FN. Es interesante notar
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Figura 6.13: Resultados de simulación para el control de seguimiento de extremos propuesto para la
maximización de la tasa específica de crecimiento en un proceso de producción de PHB. Evolución de
variables respecto al tiempo.
que luego de que ambos sustratos alcanzan los valores óptimos ambas diluciones son prácti-
camente iguales (Ds sería un promedio de Dn). La razón de esto es que las concentraciones
de alimentación de cada sustrato se eligieron para que con un mismo volumen de cada una
se puedan producir iguales cantidades finales de microorganismo por medio del balance
s f yxs = n f yxn. (6.48)
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Finalmente en la Figura 6.13f se muestra la concentración de FCE, que es regulada en el valor
óptimo lo suficientemente bien como para no afectar al ESC. Por supuesto, la FCE se podría
regular en un valor distinto al óptimo, el resultado sería que la tasa de crecimiento seguiría a
un valor sub-óptimo dado por esa concentración.
La Figura 6.14 muestra las trayectorias seguidas por el sistema, indicando las trayectorias
óptimas con líneas a trazos. En la Figura 6.14a se muestra las trayectoria sobre la superficie
0
x[g/l]
25
50
0
0.5n[g/l]
1
0.2
0.15
0.1
0.05
0
1.5
µ∗ µ
(a) Trayectoria de la tasa de producción res-
pecto del mapa cinético.
n[g/l]
0 0.5 1 1.5
x
[g
/l
]
0
10
20
30
40
50
60
trayectoria
trayectoria o´ptima
(b) Plano de concentración de sustrato vs. con-
tenido intracelular de PHB.
Figura 6.14: Resultados de simulación para el control de seguimiento de extremos propuesto para la
maximización de la tasa específica de crecimiento en un proceso de producción de PHB. Trayectorias
en el plano (n, x).
definida por (6.45) con s = s∗. En la Figura 6.14b se muestra la trayectoria seguida sobre el
plano (n, x) y las curvas de nivel de (6.45). En ambos gráficos se puede ver una convergencia
hacia un entorno de la trayectoria óptima.
6.6.2. Optimización de etapa de producción
En esta sección se muestran resultados de simulación al aplicar el ESC propuesto a la
etapa de producción de un proceso de producción de PHB, para la maximización de la tasa
específica de producción.
La etapa de producción del proceso de producción de PHB descripto en esta tesis se des-
cribe por el modelo (3.13):
x˙ = −Dx (6.49a)
s˙ = −
qp
yps
x − Ds+
Fs
V
s f (6.49b)
p˙ = qp x − Dp (6.49c)
f˙phb = qp, (6.49d)
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Nombre Valor
s f 650 g l
−1
k1 130
k2 4
κ1 0.9
κ2 0.5
α 5.5
γ2 7.5
Tabla 6.3: Parámetros del controlador para la etapa de producción.
donde
D =
V˙
V
(6.50a)
V˙ = Fsγ+ qpνX (6.50b)
y el modelo cinético de qp está dado en (3.10):
qp = q
max
p ·
s
kps + s+
s2
kpis
·

1−

fp
f maxp
β · kpin
n+ kpin
. (6.51)
El ESC en este caso se aplica sobre el caudal de alimentación de FCE. Para ello, se adapta el
término de linealización de la ley de control para esta etapa:
F =

qˆpX

1
yps
+ ν s

+ u1 + u2

(s f − γsˆ)
−1 (6.52a)
u1 = k1|ωˆ|
1/2si gn(ωˆ) (6.52b)
u˙2 = k2si gn(ωˆ) (6.52c)
Por otra parte, se ha utilizado el observador de tasa de producción (5.11) propuesto en el
Capítulo 5. Los valores de las ganancias y de los distintos parámetros del ESC se especifican
en la Tabla 6.2, los parámetros del modelo del proceso y el modelo cinético se encuentran en
la Tabla 3.2.
La Figura 6.15muestra la respuesta de las variables del sistema al utilizar el ESC propuesto
sobre la tasa de producción del proceso. Se compara además con los valores óptimos en línea
a trazos (salvo en la Figura 6.15b donde la línea a trazos es el valor verdadero del gradiente
y la continua su estimación). En la Figura 6.15a se muestra la evolución temporal de la tasa
específica de producción. Se puede ver que sigue a su valor óptimo desde las primeras horas.
Casi durante todo el proceso la tasa de producción óptima decrece debido al efecto inhibitorio
que el mismo PHB tiene sobre su producción, como se modeliza con el último factor de (3.10c).
Esto se puede constatar en la Figura 6.15e, donde se muestra el incremento en el contenido
intracelular de PHB. Se puede notar que pasadas las 25 horas el incremento es muy pequeño,
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Figura 6.15: Resultados de simulación para el control de seguimiento de extremos propuesto para
maximizar la tasa específica de producción de PHB.
pudiéndose finalizar la etapa en ese momento.
En la Figura 6.15b se muestra al gradiente (línea a trazos) y su estimación. Se puede
ver una rápida convergencia al valor verdadero y luego, aproximadamente a las 10 horas, las
conmutaciones alrededor de cero causadas por la variación en la tasa debido a la acumulación
de PHB. Esa conmutación va acompañada de un valor verdadero del gradiente distinto de cero,
cosa que se ve reflejada en la concentración de fuente de carbono en la Figura 6.15c, que casi
durante toda la etapa se mantiene cerca del valor óptimo pero no exactamente sobre él.
Capítulo 6. Control para optimización en línea del proceso 123
La Figura 6.15d muestra el caudal y la tasa de dilución para la FCE. Estas son suaves hasta
que la tasa empieza a decrecer abruptamente debido a fphb, produciendo algunas oscilaciones
en ωˆ y por consecuencia en Fs. Además, cerca de las 27 horas el caudal empieza a saturar en
cero, causando una acumulación de sustrato como se ve en la Figura 6.15c. El incremento en
el contenido de PHB es muy pequeño a partir de ese punto, por lo que no habría problema
en terminar el proceso en ese momento. Para esto, se puede usar como indicador a la tasa de
producción (cuando cae por debajo de un cierto límite) o al caudal de alimentación (cuando
satura).
La Figura 6.16 muestra las trayectorias seguidas por el sistema, indicando las trayectorias
óptimas con líneas a trazos. En la Figura 6.16a se muestra las trayectoria sobre la superficie
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Figura 6.16: Resultados de simulación para el control de seguimiento de extremos propuesto para
maximizar la tasa específica de producción de PHB.
definida por (6.51). En la Figura 6.16b semuestra la trayectoria seguida sobre el plano (s, fphb)
y las curvas de nivel de (6.51). En ambos gráficos se puede observar la convergencia a un
entorno de la trayectoria óptima.
6.7. Discusión
El ESC propuesto muestra cumplir con el objetivo de control a pesar de errores en las
estimaciones entregadas por los observadores, condiciones de ruido o incluso si la tasa de
reacción controlada es variante en el tiempo. Además, se verifican las condiciones de estabili-
dad presentadas en la Sección 6.4. A diferencia de otras propuestas, no se requiere adicionar
una señal de perturbación a la acción de control. La perturbación necesaria para estimar el
gradiente está dada por el mismo control por modos deslizantes, con la ventaja de que la am-
plitud de esa perturbación es más pequeña cerca del óptimo. Esto resulta en una respuesta más
suave de la tasa de reacción y de las concentraciones de sustrato. Además, el término integral
del control permite rechazar perturbaciones en la entrada del proceso acotadas en su ampli-
tud y ancho de banda, sin restricciones en la cota de amplitud. Por otra parte, el estimador de
gradiente propuesto muestra ser una alternativa válida a observadores discretos o máquinas
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de estado lógicas utilizadas en otras propuestas. Por ser un observador de modos deslizantes
presenta características dinámicas y de robustez que le permiten obtener una buena estima-
ción aún cuando sus entradas provienen de otros observadores. Se destaca en particular el no
adicionar dinámica propia al lazo de control. Cuando el observador se utiliza en procesos con
cinéticas variantes en el tiempo surgen errores que degradan el desempeño del lazo, aún así,
estos errores son acotados y se pueden obtener buenos resultados como en la Sección 6.6.1.
En los resultados previos se puede ver la dependencia del desempeño del controlador con
el estimador de gradiente, sobre todo en la concentración de sustrato. Tanto en el caso con
presencia de ruido como con punto de operación óptimo variante, la concentración de sus-
trato se ve afectada y sólo converge a un entorno de la óptima. Sin embargo, las variaciones
producidas sobre la tasa de reacción y errores respecto de la óptima son despreciables.
En la mayor parte de los trabajos de control por seguimiento de extremos disponibles en
la bibliografía se asume que la concentración de sustrato puede ser medida en línea, lo que
se traduce en una mejora del rendimiento al eliminarse una estimación. De la misma manera
sucede cuando se obtiene unamedición indirecta de la tasa de reacción a partir de la medición
de la concentración y caudal de gases, como en [130, 128]. En esta tesis no se optó por dichas
opciones por razones anteriormente expuestas; los sensores de sustratos son muy específicos
para cada tipo de sustrato y el costo de estos equipos y los de análisis de gases es en general
muy elevado como para que estén disponibles en un laboratorio estándar o una industria.
En cambio, existen muchas formas de medir la concentración de microorganismos, tanto por
métodos ópticos como electromagnéticos, más accesibles en su desarrollo y versátiles en su
aplicación a distintos procesos. De todas formas, si los sensores de sustrato y gases están
disponibles, se puede adaptar fácilmente el ESC propuesto y obtener resultados aún mejores
que los aquí presentados.
Capítulo 7
Conclusiones
En esta tesis se ha abordado el modelado,monitoreo y control en un proceso de producción
de polyhydroxybutyrato. La directiva principal ha sido el diseño de algoritmos de monitoreo y
control adecuados a las particularidades de procesos de alta densidad celular como el proceso
de producción de PHB. Estos deben ser de fácil implementación tanto en investigación como
la industria. Además, esto se manifiesta en la elección de sensores de densidad celular y en
la propuesta de modelos de volumen que tienen en cuenta factores biológicos y condiciones
específicas de operación.
Como primer paso, en el Capítulo 3, se desarrollaron modelos para la dinámica del volu-
men en los procesos de alta densidad celular, y en particular, para la producción de PHB. Se
buscó que los modelos fueran prácticos para la implementación de algoritmos de control y
monitoreo, por lo que se evitó depender de parámetros difíciles de conocer, como los volúme-
nes molares parciales. A la vez, los modelos debían tener en cuenta características propias de
los procesos de alta densidad celular, como las densidades de los medios de cultivo, elevado
consumo de sustratos y volumen de la fase biótica. Los modelos obtenidos son mejores des-
cripciones que las ya existentes en la bibliografía, y se validaron al utilizarlos para el diseño
de algoritmos de estimación con resultados positivos. Particularmente, el modelo para la fase
de producción de PHB es la base para el observador propuesto.
Como segundo paso, se desarrollaron observadores para la estimación de las tasas espe-
cíficas de reacción para cada una de las fases del proceso (crecimiento y producción). Las
estimaciones obtenidas tienen dos fines, el primero es el monitoreo del proceso. Las tasas
específicas proveen información del estado metabólico y otorgan herramientas para la toma
de decisiones y detección de eventos anormales. Por ejemplo, el observador diseñado para la
etapa de crecimiento provee una estimación de la biomasa con la que se puede calcular el mo-
mento justo para terminar la fase. En segundo lugar, las estimaciones de las tasas específicas
se utilizan para el diseño de leyes de control a lazo cerrado. Para esto fue necesario diseñar
algoritmos de control robustos ante las incertidumbres del proceso.
Para la fase de crecimiento, en el Capítulo 4, se desarrolló un esquema conmutado de
observadores para la estimación de la tasa de crecimiento. Esta propuesta surge como solución
125
126
a un problema real de laboratorio, se hace uso de un sensor de densidad celular durante
las primeras horas del proceso hasta que este satura y se pasa a utilizar información de la
concentración de nitrógeno obtenida del lazo de control de pH. Es una solución que se puede
aplicar en otros procesos (de alta densidad celular o no) con dispositivos o controles similares.
Se realizó un detallado análisis de los errores de estimación debido a incertidumbres. Luego se
verificó lo desarrollado en la teoría y la robustez del esquema de observadores propuesto bajo
simulación. Los efectos causados por incertidumbre en rendimientos o en la concentración de
nitrógeno mostraron ser bajos para las condiciones normales del proceso. Posteriormente, se
presentaron resultados experimentales, obteniéndose resultados más que satisfactorios en lo
que respecta al monitoreo del proceso.
Para la fase de producción, en el Capítulo 5, se propuso un observador para estimar la
tasa de producción de PHB, basado en el modelo dinámicos de volumen propuesto para dicha
fase. La síntesis del observador se obtuvo por algoritmos de modos deslizantes de segundo
orden y se presentaron dos versiones, una basada en la medición de densidad celular, y otra
basada en medidas de volumen. Se presentaron pruebas de estabilidad para el observador y
un análisis novedoso de la tasa de decaimiento de los errores, que aporta criterios para la sin-
tonización de las ganancias. Las pruebas de simulación mostraron que el algoritmo propuesto
es capaz de estimar la tasa de producción de manera rápida y precisa, siendo robusto frente
al ruido o incertidumbres causadas por variaciones en la concentración del sustrato regulado.
Las pruebas experimentales no solo mostraron la validez del observador, si no que también
sirvieron para validar el modelo de volumen propuesto para la fase de producción.
En el Capítulo 6 se propuso un controlador para seguimiento de extremos para maximizar
una tasa específica de crecimiento o la de producción cuyo modelo cinético es desconocido. El
controlador propuesto se obtiene por modos deslizantes de segundo orden, cuya función de
conmutación es una estimación del gradiente de la tasa específica de reacción con respecto al
sustrato. Para la obtención de la estimación del gradiente se propone una extensión del modelo
dinámico del proceso y un observador de modos deslizantes de segundo orden. Se dieron por
primera vez pruebas analíticas de estabilidad nominal y práctica para el controlador propuesto,
y se derivaron condiciones para la sintonización de las ganancias. El esquema de control y
estimación se simuló bajo diferentes situaciones para su validación, incluyendo errores en las
condiciones iniciales de las estimaciones, ruido de medición e incluso una función objetivo
dependiente de más de un parámetro (como hipótesis la función objetivo depende solamente
de la concentración de un único sustrato). En todos estos escenarios se logró alcanzar la tasa de
reacción máxima en un tiempo corto verificándose las condiciones de estabilidad propuestas.
Además, la respuesta de la tasa de reacción lograda es más suave que la de otras propuestas
para seguimiento de extremos, como basadas en la adición de señales de perturbación [58,
125], y no presenta chattering como en las de modos deslizantes de primer orden [130].
Con respecto a la estimación de gradiente, el observador implementado se muestra como
una alternativa robusta y precisa frente a otro tipo de estimadores reportados en la literatura
[129, 131, 130]. El algoritmo usado tiene como ventaja el no agregado de dinámica al lazo
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y seguimiento perfecto. Cuando las entradas del estimador de gradiente provienen de otros
observadores su desempeño se ve afectado, siendo las estimaciones igualmente válidas. En
general, el desempeño del controlador mostró estar muy ligado a la precisión del estimador
de gradiente. Tanto en el caso con mediciones ruidosas o con un óptimo variante la concen-
tración de sustrato converge solamente a un entorno de la óptima. Sin embargo, la tasa de
reacción (que es la variable de interés) prácticamente no se ve afectada. En el primer caso es
mayormente debido a que las medidas y estimaciones están corrompidas por el ruido. En el
caso con óptimo variante se debe a que el estimador del gradiente mal interpreta los cambios
en la tasa de reacción como originados por la variación de un único sustrato. Siempre y cuan-
do esos factores adicionales no produzcan variaciones grandes o rápidas en la tasa de reacción
las perturbaciones son rechazadas en sentido práctico. Además, se debe tener en cuenta que la
hipótesis de diseño era un único factor afectando la tasa de reacción, por lo que el desempeño
obtenido es más que satisfactorio.
Finalmente, el control propuesto se probó sobre cada una de las fases del proceso de
producción de PHB. En ambas fases se obtienen buenos resultados y se logran optimizar las
tasas de crecimiento y producción. Incluso, cuando sus valores óptimos son variantes en el
tiempo. Por lo tanto, queda abierta la puerta a la validación experimental de los controladores.
En el Capítulo 1 de esta tesis se mencionó que al inicio de la colaboración con la Universi-
dad de Gante, el proceso de producción de PHB montado en el laboratorio contaba solamente
con una lazo de control de pH y algunas alimentaciones a lazo abierto. El monitoreo se reali-
zaba a partir de muestras manuales y análisis fuera de línea. Hoy el proceso cuenta con una
monitorización más confiable, que permite conocer rápidamente su estado y aporta datos pa-
ra la determinación de los tiempos de parada de cada fase. Las variables estimadas a su vez
pueden ser utilizadas para mejorar las leyes de control a lazo abierto ya implementadas.
7.1. Líneas futuras de investigación
A partir de los resultados obtenidos se consideran los siguientes trabajos futuros:
Validación experimental de los controles para seguimiento de máximos propuestos en
el Capítulo 6. La validación no está sujeta solo al proceso de producción de PHB, sino
que se puede realizar sobre otros procesos de alta densidad celular.
En la fase de crecimiento del proceso de producción de PHB existen dos sustratos en el
medio. Resulta interesante el diseño de leyes de control multivariables que maximicen
la tasa de crecimiento respecto de ambos sustratos. Para ello será necesario explorar
otros algoritmos para la estimación de los gradientes y para la búsqueda de máximos.
En lo que respecta a procesos, se planea trabajar sobre procesos para tratamiento de
efluentes y producción de biogases. Estos son procesos de alta densidad celular con sus-
tratos impuros. Además, tienen el agregado de la existencia de culturas mixtas y múl-
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tiples fuentes de carbono. Se planea investigar tanto la monitorización de los procesos
como su optimización en línea.
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