Abstract. Let X = {X(t)} t≥0 be an operator semistable Lévy process on R d with exponent E, where E is an invertible linear operator on R d . In this paper we determine exact Hausdorff measure functions for the range of X over the time interval [0, 1] under certain assumptions on the principal spectral component of E.
Introduction
Let X = {X(t)} t≥0 be a Lévy process on R d . More precisely, X is a stochastically continuous process with càdlàg paths and stationary and independent increments that starts in X(0) = 0 almost surely. Then the distribution of X is uniquely determined by the distribution of X(1) which can be an arbitrary infinitely divisible distribution. For c > 1 and a linear operator E on R d we call the Lévy process X gives the definition of an exact Hausdorff measure function for an arbitrary Borel set F ⊆ R d . In Section 2.2 we recall spectral decomposition results as stated in [16] which enable us to decompose the operator semistable Lévy process X according to the distinct real parts of the eigenvalues of the exponent E. Sharp bounds for the expected sojourn times of operator semistable Lévy processes are presented in Section 2.3. In case X is of type B we will need an appropriate estimate of the behavior of the process near the origin following from certain Tauberian results presented in Section 2.4. The main results are stated and proven in Section 3 and 4, respectively.
Throughout this paper, K denotes an unspecified positive and finite constant that can vary in each occurrence, whereas fixed constants will be denoted by For a function φ ∈ Φ the φ-Hausdorff measure of an arbitrary Borel set F ⊆ R d is then defined as
where |F | = sup{ x − y : x, y ∈ F } denotes the diameter of a set F ⊆ R d and · is the Euclidean norm. The function φ ∈ Φ is called an exact Hausdorff measure function for F ⊆ R d if 0 < φ − m(F ) < ∞. We refer to [6] for a comprehensive introduction to exact Hausdorff measures. We emphasize that all the gauge functions φ appearing in this paper belong to the class Φ.
For an arbitrary Borel measure µ on R d and a function φ ∈ Φ, the upper φ-density of µ at x ∈ R d is defined as where B(x, r) denotes the closed ball with radius r centered at x. The following lemma is similar to Lemma 2.1 in [8] and is a direct consequence of the results in [18] .
Lemma 2.1. For a given φ ∈ Φ, there exists a positive constant K 2 such that for any Borel measure µ on R d and every Borel set F ⊆ R d , we have
.
Spectral decomposition.
Let X be a (c E , c)-operator semistable Lévy process.
Factor the minimal polynomial of E into q 1 (x) · . . . · q p (x) where all roots of q i have real parts equal to a i and a i = a j for i = j. Without loss of generality, one can additionally assume that a i < a j for i < j. Note that a j ≥ 1 2 for all j ∈ {1, . . . p} by Theorem 7.1.10 in [16] . Define V j = Ker(q j (E)). According to Theorem 2.1.14 in [16] V 1 ⊕ · · · ⊕ V p is then a direct sum decomposition of R d into E invariant subspaces. In an appropriate basis, E is then block-diagonal and we may write E = E 1 ⊕ · · · ⊕ E p where E j : V j → V j and every eigenvalue of E j has real part equal to a j . Especially, every V j is an E j -invariant subspace of dimension d j = dim V j and
Write X(t) = X (1) (t) + . . . + X (p) (t) with respect to this direct sum decomposition, where by Lemma 7.1.17 in [16] ,
Lévy process on V j . We can now choose an inner product ·, · on R d such that the V j , j ∈ {1, . . . , p}, are mutually orthogonal and throughout this paper we will let x = x, x be the associated Euclidean norm. In particular we have for t = c r m > 0 that
with r ∈ Z and m ∈ [1, c).
Throughout this paper, we will denote by α j = 1/a j the reciprocals of the real parts of the eigenvalues of the exponent E. We assume that the process X has no Gaussian component in which case 0 < α p < . . . < α 1 < 2. Note that in this paper, we will only consider operator semistable Lévy processes with diagonal principal exponent, i.e. E 1 = α Unless otherwise stated, throughout this paper there will be no restriction on all the other spectral components j = 2, . . . , p, i.e. X (j) is an arbitrary (c E j , c)-operator semistable Lévy process on V j ∼ = R d j , where the real part of any eigenvalue of the exponent E j is equal to a j = α −1 j ∈ (0, 2), but in general we do not assume that E j is diagonal for j = 2, . . . , p.
Expected sojourn times. For a Lévy process
be the sojourn time up to time s > 0 in the closed ball B(0, a) with radius a > 0 and centered at the origin. We now determine sharp upper and lower bounds for the expected sojourn times E[T (a, s)] of an operator semistable Lévy process with diagonal exponent E. Although, in this paper we only need the result for α 1 < d 1 , for completeness we also include the result for
(ii) If d ≥ 2 and α 1 > d 1 then d 1 = 1 and we further assume that E 2 is diagonal.
Then there exist constants K 6 , K 7 > 0 such that for all a > 0 small enough, say 0 < a ≤ a 0 , and all a α 2 ≤ s ≤ 1,
Proof. The assertions can be proven by only slightly varying the proof of Theorem 2.6 in [11] and using the fact that for
identity operator on V j , we have t E j = t 1/α j for all t ≥ 0.
2.4.
Tauberian results for R-O variation. Throughout this section let X be a (c 1/α , c)-semistable subordinator for some 0 < α < 1, i.e. a semistable Lévy process on R with almost surely increasing sample paths. By Proposition 14.5 and Theorem 14.7(i) in [19] it follows that X has no drift part and {|x|≤1} |x| ν(dx) < ∞ for the 
where θ is a strictly positive and log c-periodic function defined on R. Moreover, using (7.77) in [16] we easily get
Our aim is to prove the following consequence of a variant of de Bruijn's Tauberian theorem; see Theorem 4.12.9 in [1] .
Theorem 2.3. There exists a constantK 5 > 0 such that
for all r ∈ [1, c] and x > 0.
Note that if X is a stable subordinator then the function θ is constant and (2.6)
shows that the Lévy measure has a regularly varying tail. subordinators cannot be applied. Nevertheless, due to (2.6) and (2.7) the variation of the tail is of regular order which is called R-O variation in [16] . We will now show that there are corresponding Tauberian results leading to a proof of Theorem 2.3. Let ρ be the Borel measure on R + given by ρ(0, x) = x 0 y ν(dy) for x > 0 then using (2.6) and the periodicity of θ we get
Similarly, we get the lower bound ρ(0, x] ≥ x 1−α θ(log x)c
−sx ρ(dx) be the Laplace transform of the measure ρ.
Lemma 2.4. There exist constants 0 <K 2 <K 1 such that
Remark 2.5. In particular, Lemma 2.4 shows thatρ(s) exists for all s > 0 and that ρ is an unbounded measure, sinceρ(s) → ∞ as s ↓ 0.
Proof. Using (2.6), the periodicity of θ and (2.8), for any s > 0 we get
and the lower bound follows analogously.
Denote by µ r the infinitely divisible distribution of X(r) with Lévy measure r · ν.
x ν(dx) < ∞ and X has no drift part, for any s > 0 and r > 0 we can write the Laplace transform of µ r as (2.9)μ r (s) = exp −r
where
By dominated convergence we further get
(2.10) Lemma 2.6. There exist constants 0 <K 4 <K 3 such that
for all s > 0 and r > 0.
Proof. Using (2.9), (2.10), Lemma 2.4 and (2.7) we get
Proof of Theorem 2.3. Let t > 0 be arbitrary but fixed. Then for any s > 0 we havē
x −α/(1−α) and together with Lemma 2.6 we get
Now choose t > 0 small enough such that rK 4
Main Result
Let α 1 and d 1 be as defined in Section 2.2 by means of the spectral decomposition. As in [8] we were only able to fully solve the question of exact Hausdorff measures for the range of operator semistable Lévy processes in the case α 1 < d 1 but also give partial results for the case α 1 > d 1 . We will consider operator semistable Lévy processes of type A and type B, simultaneously. If α 1 < d 1 and X is of type B we will need the following assumption on the tail asymptotic of sojourn times.
Assumption 3.1. Let X be a (c E , c)-operator semistable Lévy process of type B on R d with diagonal principal exponent E 1 and 0 < α 1 < 1. We suppose that there exist
Note that if X is an operator stable Lévy process of type B with α 1 < d 1 and diagonal exponent E, then the projection of X (1) onto any coordinate-axis is a stable subordinator and thus necessarily α 1 < 1. In this case it is known that Assumption 3.1 holds true by Lemma 6 in [22] or Lemma 5.2 in [17] . In our more general operator semistable case it is an open question whether we have the same tail asymptotics of the sojourn times. The following result provides a sufficient condition for Assumption 3.1 to hold true. Proof. Without loss of generality, we can assume that u = 1. Since X is strictly operator-semistable and 0 < α 1 < 1, similar to Proposition 14.5 and Theorem 14.7(i)
in [19] it follows that X has no drift part and { x ≤1} x ν(dx) < ∞. Hence by Theorem 2.1 in [4] the support of X (1) is equal to the closure of k∈N supp(ν * k )
which is contained in the halfspace H by assumption. Since X(1) has a continuous Lebesgue density as shown in section 2.3 of [11] , it follows that X is of type B. Let X = {X(t)} t≥0 be the projection of X onto the direction u, i.e.
Then clearlyX defines a Lévy process on R and
shows thatX is strictly (c 1/α 1 , c)-semistable. Its Lévy measureν is given by projection of ν and thus supp(ν) ⊆ R + and 0 ∈ supp(ν) by the semistable scaling propertỹ
Hence the Lévy processX is concentrated on R + by Theorem 24.10 in [19] . Since 0 < α 1 < 1, Proposition 14.5 in [19] shows
Together with Theorem 14.7(i) in [19] this shows that all the conditions of Theorem 21.5 in [19] are fulfilled and we conclude thatX is a strictly
Similar to the proof of Lemma 6 in [22] , due to the almost surely increasing sample paths ofX we get
Write a α 1 = c m(a) r(a) with m(a) ∈ Z, r(a) ∈ [1, c) and λr(a) = c m(λ,a) r(λ, a) with m(λ, a) ∈ N for λ ≥ c and r(λ, a) ∈ [1, c). Then we get
Theorem 2.3 implies that
showing that Assumption 3.1 is fulfilled.
Remark 3.3. We conjecture that the converse also holds, i.e. that the conditions of Assumption 3.1 already imply the support condition in Proposition 3.2 so that Assumption 3.1 is superfluous. Due to Theorem 2.1 in [4] we will need to show that if X is of type B then the support of X(1) is contained in the halfspace H. This is obviously fulfilled in case d = 1. In the operator stable case this follows from the fact that K := {x ∈ V 1 : p(t, x) > 0 for some t > 0} is an open convex cone, where x → p(t, x) denotes the continuous Lebesgue density of X(t). But the arguments leading to this fact as given in section 3 of [22] fail in case of the weaker semistable scaling property (1.1).
The following theorem states the main result of this paper.
is an exact Hausdorff measure function for almost all sample paths of X over
is an exact Hausdorff measure function for almost all sample paths of X over the interval [0, 1].
Proof
To prove our main result we will show that the asserted φ-Hausdorff measures of the range of X are both, greater than zero and less than infinity.
Greater than zero.
The following tail asymptotic of the sojourn times is true for any Lévy process and will be used if X is of type A. The proof can be found in Lemma 3.2 of Hou and Ying [8] and uses the Markov inequality.
Lemma 4.1. Let X be a Lévy process on R d . Then for all 0 < δ < 1, λ > 0 and a > 0, we have that 
Note further that for an operator semistable Lévy process of type B with diagonal principal exponent E 1 and α 1 < 1 by Lemma 2.2(i) our Assumption 3.1 is stronger than (4.1) for large values of λ.
(ii) If X is of type B and 0 < α 1 < 1 then, given Assumption 3.1, for
there exists a positive constant K 92 such that for all t 0 ∈ [0, 1] we have almost surely
Note that (4.3) differs from (4.2) since the definition of φ varies from type A to type B.
Using a change of variable by setting u := t 0 − t and v := t − t 0 we get
Note that the processes {X(t)} t≥0 , {Y (t)} t≥0 and {X(t + t 0 ) − X(t 0 )} t≥0 have the same finite-dimensional distributions. Hence, it is sufficient to show that there exists a constant K 9 > 0 such that
For X of type A, 0 < α 1 < min{2, d 1 } and a > 0 small enough, we have by Lemma 2.2(i) and Lemma 4.1 that
for all δ ∈ (0, 1) and all λ > 0. Now choose λ = 2 δ log log 1 a
. Then for a > 0 small enough
For n ∈ N define a n := 2 −n and E n := {T (a n , 1) >
Applying the Borel-Cantelli lemma, for almost all ω there exists an integer N(ω) such that the event E n does not occur for n ≥ N(ω). For a > 0 small enough, we can find n 0 ≥ N(ω) such that a n 0 +1 ≤ a ≤ a n 0 which gives us
For K 91 := K 4 2 2+α 1 /δ this concludes the proof of part (i).
Now let X be of type B and 0 < α 1 < 1. By Assumption 3.1 there exist positive
. For all a > 0 sufficiently small, such that λ ≥ λ 0 , we then get
Let a n = 2 −n and E n = T (a n , 1) >
· log log
By Borel Cantelli, for almost all ω there exists an integer N(ω) such that E n does not occur for n ≥ N(ω). If a n+1 ≤ a < a n and n ≥ N(ω)
T (a) a α 1 log log
n+1 log log By Tonelli's theorem we have almost surely Applying Lemma 2.1 and Lemma 4.3 and using the fact that φ is ultimately increasing, we have that almost surely
Since F ⊆ X([0, 1]) this concludes the proof. (i) If X is of type A, then there exists a constant K 10 > 0 such that for all 0 < λ < 1 and 0 < τ < 1
(ii) If X is of type B and 0 < α 1 < 1, then there exist constants K 11 , λ 0 > 0 such that for all 0 < λ < λ 0 and 0 < τ < 1
Proof. (i) Let p(t, .) be the density function of X(t) for t > 0. Since the process is of type A, the density function p(1, ·) is bounded and continuous and p(1, 0) > 0. Hence, we can find δ, η > 0 such that for all x ∈ R d with x < 2δ we have that p(1, x) ≥ η. Then for x < δ this leads to
Furthermore, since the process X has càdlàg paths, it is almost surely bounded on finite intervals. Hence, by tightness we can find r > 1 large enough such that
Altogether, we get for all x < δ P sup 0≤t≤1 X(t) + x < r, X(1) + x < δ
Let k ∈ N. By induction, it now follows from the properties of a Lévy process that
For u > 1 choose k ∈ N with k ≤ u < k + 1. Then for all r > 1 large enough we have
where C 3 > 0 is a constant independent from u. Now let 0 < τ < 1. Then there exists an i ∈ N 0 such that c −(i+1) ≤ τ < c −i and for 0 < λ < 1 there exists a j ∈ N such that c j−2 ≤ λ −α 1 r α 1 < c j−1 . Using the fact that for diagonal E 1 we have s E ≤ s 1/α 1 for 0 < s < 1, this leads us to
(ii) Let 0 < τ < 1. Then there exists an i 1 ∈ N 0 with c
where the last inequality follows from the fact that for diagonal E 1 we have
Since X has independent and stationary increments we get
Since for all k ∈ N we have
there exists a k 0 ∈ N such that the right-hand-side is strictly positive for all k ≥ k 0 , i.e. g(1) > 0. Hence, there exists a finite constant K > 0 such that h(1) = log g(1) ≥ −K. Since h is non-increasing, there is a λ 0 > 0 such that for 0 < λ ≤ λ 0 with x k+1 ≤ λ < x k and k ≥ k 0 we have
Altogether we arrive at
Lemma 4.7. Let X be a (c E , c)-operator semistable Lévy process on R d with diagonal principal exponent E 1 .
(i) For the principal component j = 1 there exists a constant K 12 > 0 such that for all i ∈ Z and all a > 0 we have
(ii) For all other components j = 2, . . . , p and arbitrary δ ′ > 0, δ j ∈ (0, α −1 j ) there exists a constant K j2 > 0 such that for all i ∈ Z and all a ≥ a 0 ≥ 1 we have
Proof. (i) Let ν be a (c 1/α 1 , c)-semistable law on R. One can show (see the Remarks in section 3 of [15] ) that for all t > 0
where f is a bounded, asymptotically log-periodic function. Let X 1 , . . . , X d 1 denote the marginals of X (1) (1), i.e. X j = X (1) (1), e j with canonical basis vector e j , and let X j (t) = X (1) (t), e j be the Lévy process generated by X j . Since
the distributions of the marginals X j are (c 1/α 1 , c)-semistable on R. Hence, by (4.9) there exists a finite constant C 1 > 0 such that
which concludes the proof of (i).
(ii) By Lemma 2.1 in [11] we have for any r ∈ [1, c)
and hence we get
As in part (i), for the marginals
, e k with canonical basis vector e k , we get
In view of Theorem 8.2.1 in [16] , an application of Theorem 6.3.25(a) in [16] gives (4.13)
for all a ≥ a 0 and some a 0 ≥ 1 independent of k = 1, . . . , d j . Now, (4.8) follows directly from (4.11)-(4.13).
Lemma 4.8. Let X be a (c E , c)-operator semistable Lévy process on R d with diagonal principal exponent E 1 . Given ε ∈ (0, 1), δ 1 := 0 and δ j ∈ (0, α −1 j ) for j = 2, . . . , p, there exists a constant a 0 > 0 such that for all a ≥ a 0 and all i ∈ N 0 we have
Proof. Using (4.10) in case j = 2, . . . , p and the semistability in case j = 1, we get
Since X (j) (r) r∈[1,c) is stochastically continuous and hence weakly relatively compact, it follows by Prohorov's theorem that for ε ∈ (0, 1) there exists a 0 > 0 such that for all a ≥ a 0 we have
concluding the proof.
Lemma 4.9. Let X be a (c E , c)-operator semistable Lévy process on R d with diagonal principal exponent E 1 . Given ε ∈ (0, 1), δ 1 := 0 and δ j ∈ (0, α −1 j ) for j = 2, . . . , p, there exists a constant a 0 > 0 such that for all a ≥ a 0 and all i ∈ N 0 we have
Proof. For N ∈ N and n = 1,
. By Lemma 4.8 for any ε ∈ (0, 1) there exists a constant a 0 > 0 such that for all a ≥ a 0 we have
Using the Lévy-Ottaviani inequality (see Lemma 3.21 in [3] ) and the fact that (X (j) (t)) t≥0 has right-continuous paths, it follows that
For a Lévy process X = {X(t) : t ≥ 0} define the first exit time from the closed ball B(0, a) P (a) = inf{t ≥ 0 : X(t) > a}; and the maximum displacement process for t > 0 as
Note that for a, r > 0 the first exit time P (a) and the maximum displacement process M(r) are related by (4.14)
{P (a) < r} = {M(r) > a}. there exist constants K 13 , K 14 , γ 0 > 0 such that
Proof. First assume that X is of type A and α 1 ∈ (0, min{d 1 , 2}), thus φ(a) = a α 1 log log 1 a
. By regular variation techniques, it can be shown that for α 1 < d 1 the function ψ, defined by ψ(s) = s 1/α 1 (log log 1/s) −1/α 1 , is asymptotically inverse to φ in the sense that (4.17) φ(ψ(s)) ∼ s as s → 0 + and ψ(φ(a)) ∼ a as a → 0 + .
Owing to the fact that {M(t) > a} = {P (a) < t}, instead of estimating the probability that
remains small, we will now estimate the probability that
and C 4 := (3K 10 ) 1/α 1 , where K 10 is the constant in Lemma 4.6 (a). Furthermore, define
And for all m ∈ N this gives us
Note that the sets (G k ) k∈N are pairwise independent. Set P(G k ) = 1−p k and P(H k ) = q k . Applying Lemma 4.6 (a) we have for sufficiently large k
On the other hand, choosing δ ′ ∈ (0, α p ), δ 1 := 0 and δ j =
j ) for j = 2, . . . , p, then for sufficiently large k ∈ N we get by Lemma 4.9 and Lemma 4.7
Hence, there exists m 0 ∈ N large enough such that for all m > m 0
Then for m 0 sufficiently large one can show that a 2m > a 4 m , for all m ≥ m 0 . By (4.17) and the properties of φ, there now exists a positive constant K 13 > 0 such that for k large enough
Therefore, using {M(t) > a} = {P (a) < t}, we have for m ≥ m 0 sufficiently large,
Let γ 0 > 0 be small enough such that γ 0 ≤ exp(−5m
and m be the largest integer less than −
and hence
, which concludes the proof for X of type A and 0 < α 1 < 2.
Now assume that X is of type B and 0 < α 1 < 1. Then φ(a) = a α 1 log log
. Then φ and ψ are asymptotically inverse to each other as a, s → 0 in the same sense as in (4.17) . Again consider the sequence
Furthermore, define C 6 := (3K 11 ) (1−α 1 )/α 1 , where K 11 is as in Lemma 4.6 (b), and let
With the same methods as before one can show that for all
Set P(G k ) = 1 − p k and P(H k ) = q k . Applying Lemma 4.6(ii) we have for sufficiently
j ) for j = 2, . . . , p, similarly to type A for sufficiently large k ∈ N we get by Lemma 4.9 and Lemma 4.7
Analogously to the calculations in type A above, we can now prove that there exist constants K 13 , K 14 , γ 0 > 0 such that
provided 0 < γ ≤ γ 0 and δ ≥ γ 1/6 . This concludes the proof. 
Proof. Obviously, T (a, 1) ≤ t < 1 implies that P (a) ≤ t. This gives us
provided δ and therefore γ small enough to ensure that φ is increasing on (0, δ) and Lemma 4.14. If E = m i=1 I i , where each I i is a cube of Λ k for some integer k, then we can find a subset {j r } such that E ⊆ I jr and no point of E is contained in more than 2 d of the cubes I jr . Proof. Let r be a positive integer and δ := 2 −r . Furthermore, Let n be an integer with 2 −n ≤ min(γ 0 , 2 −6r ), where γ 0 is as in Lemma 4.10 and Λ n the collection of cubes of side 2 −n with centers the same as in Λ n . Define τ I = inf {t ≥ 0 : X(t) ∈ I} for any cube I and Λ ′ n = {I ∈ Λ n : τ I ≤ 1}, the cubes hit by X over the time interval Note that {X(t + τ I ) − X(τ I )} t≥0 is identical in law with {X(t)} t≥0 on {τ I < ∞} by the strong Markov property (see e.g. Corollary 40.11 in [19] ). Hence, we get by applying Corollary 4.11 P I is bad |0 ≤ τ I ≤ 1 ≤ exp −K 14 · (− log γ n ) 1 8 = exp −C 7 · n 1 8 , where C 7 > 0 is a constant independent from n. Now let N n denote the number of bad cubes in Λ ′ n . Then by Lemma 4.13
Hence, by the Markov inequality for n sufficiently large there exists a constant C 8 > 0 P N n ≥ 2 nα 1 exp −n . By the Borel-Cantelli lemma, there now exists an Ω 0 with P(Ω 0 ) = 1 such that for all ω ∈ Ω 0 we can find an integer n 1 = n 1 (ω) such that for n ≥ n 1 N n (ω) < 2 nα 1 exp −n 1/10 . 
This implies that

