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尺度として Kullback-Leibler 情報量等が用いられている (Bernardo[B79], Ghosh et al.
[GDS06]).
いま，母数 $\theta$ をもつ母集団分布からの無作為標本に基づく $\theta$ の最尤推定量を $\hat{\theta}_{ML}$ とし，







まず，標本空間 $(\mathscr{X}, \mathscr{R})$ 上の確率測度 $P,$ $Q$ が或る $\sigma$-有限測度 $\mu$ に関して絶対連続であ
ると仮定する．このとき，一般化情報量を各 $\alpha(|\alpha|<1)$ について
$I^{(\alpha)}(P, Q):=- \frac{8}{1-\alpha^{2}}bg\int_{\mathscr{X}}(\frac{dP}{d\mu})^{(1-\alpha)/2}(\frac{dQ}{d\mu})^{(1+\alpha)/2}d\mu$ (2.1)
によって定義する ([A96]). この情報量は測度 $\mu$ のとり方に依存しないことに注意．また
H\"older の不等式から各 $\alpha(|\alpha|<1)$ について
$\int_{\mathscr{X}}(\frac{dP}{d\mu})^{(1-\alpha)/2}(\frac{dQ}{d\mu})^{(1+\alpha)/2}d\mu\leq 1$
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となるから $I^{(\alpha)}(P, Q)\geq 0$ になる．このとき，一般情報量 $I^{(\alpha)}(P, Q)$ について $P,$ $Q$ が異
なれば異なる程大きくなることが分かる．特に $\alpha=0$ とすると
$I^{(0)}(P, Q)=-8 bg\int_{\mathscr{X}}(\frac{dP}{d\mu}\cdot\frac{dQ}{d\mu})^{1/2}d\mu$ (2.2)
となり ([AT91]), (2.2) の右辺の中の積分値は類似度 (anity)と呼ばれている ([M55]).
次に，$X_{1},$ $X_{2}$ , . .. , $X_{n}$ , . . . を互いに独立にいずれも (Lebesgue 測度に関する) 密度関
数 $f(x, \theta)(\theta\in\Theta)$ に従う実確率変数列とする．ただし，$\Theta$ は母数空間とし，$\mathbb{R}^{1}$ の開区間と
する．このとき，任意の $\theta_{1},$ $\theta_{2}\in\Theta$ に対して $f$ $\theta_{1}$ ) と $f$ $\theta_{2}$ ) の間の $X_{1}$ に基づく一般化
情報量は，各 $\alpha(|\alpha|<1)$ について
$I_{X_{1}}^{(\alpha)}( \theta_{1}, \theta_{2}):=-\frac{8}{1-\alpha^{2}}\log\int_{-\infty}^{\infty}f(x, \theta_{1})^{(1-\alpha)/2}f(x, \theta_{2})^{(1+\alpha)/2}dx$
となる．また同様にして，$f$ $\theta_{1}$ ) と $f$ $\theta_{2}$ ) の $X=(X_{1}, . . . , X_{n})$ に基づく一般化情報量
を $I_{X}^{(\alpha)}$ で表せば
$I_{X}^{(\alpha)}(\theta_{1}, \theta_{2})=nI_{X_{1}}^{(\alpha)}(\theta_{1}, \theta_{2}) (|\alpha|<1)$
となる．もっと一般に，統計量 $T_{n}:=T_{n}(X)$ の密度関数 $f_{T_{n}}(t)$ が与えられれば同様にし
て $T_{n}$ に基づく一般化情報量も定義でき，それを $I_{T_{n}}^{(\alpha)}$ $(\cdot, \cdot)$ で表す．
3. 最尤推定量の漸近正規分布と事後分布
まず，$X_{1},$ $X_{2}$ , . .. , $X_{n}$ , . . . を互いに独立にいずれも (Lebesgue 測度に関する) 密度関
数 $f(x, \theta)(\theta\in\Theta)$ に従う実確率変数列とする．ただし，$\Theta$ は $\mathbb{R}^{1}$ の開区間とする．ここ
で $f(x, \theta)$ に関する適当な正則条件を仮定すれば，$\theta$ の最尤推定量 $\hat{\theta}_{ML}$ は漸近正規性を
もつ，すなわち $narrow\infty$ のとき $\sqrt{nI(\theta)}(\hat{\theta}_{ML}-\theta)$ の分布は標準正規分布 $N(O, 1)$ に収
束することが知られていて，これを $\mathscr{L}_{\theta}(\sqrt{nI(\theta)}(\hat{\theta}_{ML}-\theta))arrow N(0,1)(narrow\infty)$ で表す
([LC98], [A03]). ただし，$I(\theta):=E_{\theta}[\{(\partial/\partial\theta)\log f(X, \theta)\}^{2}]$ (Fisher 情報量) とする．い
ま，$\theta_{0}\in\Theta$ を特定の母数値として $Z:=\sqrt{nI(\theta_{0})}(\hat{\theta}_{ML}-\theta_{0})$ , $\xi:=\sqrt{nI(\theta_{0})}(\theta-\theta_{0})$ と
おき，$\xi=O(1)(narrow\infty)$ と仮定すると $I(\theta)/I(\theta_{0})=1+O(1/\sqrt{n})$ となるから，任意の
$\theta\in\Theta$ について
$\mathscr{L}_{\theta}(\sqrt{nI(\theta)}(\hat{\theta}_{ML}-\theta))=\mathscr{L}_{\theta}(Z-\xi)arrow N(O, 1) (narrow\infty)$
になる．ここで，$\xi$ を与えたときの $Z$ の漸近条件付密度は
$f_{Z|\xi}(z| \xi)=\frac{1}{\sqrt{2\pi}}e^{-\frac{1}{2}(z-\xi)^{2}}:=\phi(z-\xi)$
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になるから，$\xi$ の事前密度を $\pi_{0}()$ とすれば $Z$ の漸近周辺密度は
$f_{Z}^{\pi}(z):= \int_{-\infty}^{\infty}f_{Z|\xi}(z|\xi)\pi_{0}(\xi)d\xi=\int_{-\infty}^{\infty}\phi(z-\xi)\pi_{0}(\xi)d\xi$
となるから，$Z=z$ を与えたときの $\xi$ の漸近事後密度は
$f_{\xi|Z}( \xi|z)=\frac{\phi(z-\xi)\pi_{0}(\xi)}{\int_{-\infty}^{\infty}\phi(z-\xi)\pi_{0}(\xi)d\xi}$
となる．
上記の設定について，たとえば $f(x, \theta)$ を平均 $\theta(>0)$ をもつ指数分布 $Exp(\theta)$ の密度，
すなわち $f(x, \theta)=\theta^{-1}e^{-x/\theta}(x>0);=0(x\leq 0)$ とすれば，$I(\theta)=1/\theta^{2}$ となる．また
$\theta$ の最尤推定量は $\overline{X}=(1/n)\sum_{i=1}^{n}X_{i}$ となるから，
$\mathscr{L}_{\theta}(\sqrt{n}(X^{-}-\theta)/\theta)arrow N(0,1) (narrow\infty)$
となり，$\theta_{0}=1$ とすると $Z=\sqrt{n}(\overline{X}-1)$ , $\xi=\sqrt{n}(\theta-1)$ となり
島 $(\sqrt{n}(X^{-}-\theta)/\theta)=\mathscr{L}_{\theta}(Z-\xi)arrow N(0,1)$ $(narrow\infty)$
になる．次節において，この漸近事後密度 $f_{\xi|Z}$ と事前密度 $\pi_{0}$ の漸近的差異を一般化情報
量 (2.2) を尺度として測ってみよう．
4. 事前分布と最尤推定値を与えたときの漸近事後分布の漸近的差異
まず，(2.2) より $f_{\xi|Z}$ と $\pi_{0}$ について
$I^{(0)}(f_{\xi|Z}( \cdot|z), \pi_{0} :=-8bg\int_{-\infty}^{\infty}\{\frac{\phi(z-\xi)\pi_{0}(\xi)}{\int_{-\infty}^{\infty}\phi(z-\xi)\pi_{0}(\xi)d\xi}\cdot\pi_{0}(\xi)\}^{1/2}d\xi$
$=-8 \log\frac{\int_{-\infty}^{\infty}\phi^{1/2}(z-\xi)\pi_{0}(\xi)d\xi}{\{\int_{-\infty}^{\infty}\phi(z-\xi)\pi_{0}(\xi)d\xi\}^{1/2}}$
(4.1)
となる．これから具体的に事前密度 $\pi_{0}$ を与えて，(4.1) より $I^{(0)}(f_{\xi|Z}(\cdot|z), \pi_{0})$ の値を計算
してみよう．









$I^{(0)}(f_{\xi|Z}(\cdot|z),$ $\pi_{1}$ $=-8 bg\frac{(\frac{1}{\sqrt{2\pi}})^{1/2}\sqrt{\frac{2}{3}}e^{-z^{2}/6}}{(\frac{1}{2\sqrt{\pi}})^{1/2}e^{-z^{2}/8}}=-8$ bg $(2^{1/4}\sqrt{\frac{2}{3}}e^{-z^{2}/24})$
$= \frac{z^{2}}{3}-6\log 2+4\log 3$ (4.2)
になる．
(ii) 一様事前分布 $U(-1/(2c), 1/(2c))$ の場合，すなわち事前密度 $\pi_{0}$ として $\pi_{2,c}(\xi)=$
















になる．ここで，$p_{z}(c)$ において $z\in \mathbb{R}^{1}$ を任意に固定し，$carrow\infty$ とすると $p_{z}(c)arrow 0$ とな
り，$p_{z}'(c)arrow 0$ になる．よって，$carrow\infty$ のとき $f_{\xi|Z}(\cdot|z)$ と $\pi_{2,c}()$ の間の一般化情報量は $0$
に収束するので，$c$ が大きければその事後分布と事前分布は近づく，すなわち一様事前分布
が一般 (improper) 一様事前分布に近づけば，それと事後分布の間の一般化情報量の近似
差異は無くなる．また，(4.3) において $z=0$ とすると
$I^{(0)}(f_{\xi|Z}( \cdot|0), \pi_{2,c}(\cdot))=-6\log 2-4\log c-2\log\pi-8\log\{2\Phi(\frac{\sqrt{2}}{4c})-1\}$
$+4 \log\{2\Phi(\frac{1}{2c})-1\}$ (4.4)
になる．また，$c=\sqrt{3}/6$ のとき一様分布 $U(-\sqrt{3}, \sqrt{3})$ の分散が 1になり，(4.3) より





(iii) 両側指数事前分布 $T-Exp(O, 1/\sqrt{2})$ の場合，すなわち事前密度 $\pi_{0}$ として $\pi_{3}(\xi)=$













(iv) 指数事前分布 $Exp(1;-1)$ の場合，すなわち事前密度 $\pi_{0}$ として $\pi_{4}(\xi)$ $=$










ここで，以上の結果を (4.2), (4.5), (4.6), (4.7) よりまとめ，また各一般化情報量の期待
値を求めると表 1のようになる．なお，$I^{(0)}(f_{\xi|Z}(\cdot|z), \pi_{i})(i=1,2,3)$ は $z$ の偶関数であ
り，またここでの各事前分布は平均 $0$ , 分散 1であることに注意．
5. 一般化情報量による比較
第 4節の表 1で与えられた一般化情報量 $I^{(0)}(f_{\xi|Z}(\cdot|z), \pi_{i})(i=1,2,3,4)$ をグラフに



















後分布の差異を一般化情報量を用いて調べた．特に，事前分布として正規分布 $N(0,1)$ , 一
様分布 $U(-\sqrt{3}, \sqrt{3})$ , 両側指数分布 $T-Exp(O, 1/\sqrt{2})$ , 指数分布 $Exp(1;-1)$ を取り上げて，
それぞれと最尤推定値を与えたときの漸近事後分布の間の一般化情報量を計算したが，解
析的に比較するのは容易ではない (表 1参照) そこで，一般化情報量を数値的に比較を
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