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We present a tight binding description of electronic properties of the interface between LaAlO3 (LAO) and
SrTiO3 (STO). The description assumes LAO and STO perovskites as sets of atomic layers in the x-y plane,
which are weakly coupled by an interlayer hopping term along the z axis. The interface is described by an addi-
tional potential, U0, which simulates a planar defect. Physically, the interfacial potential can result from either
a mechanical stress at the interface or other structural imperfections. We show that depending on the potential
strength, charge carriers (electrons or holes) may form an energy band which is localized at the interface and is
within the band gaps of the constituting materials (LAO and STO). Moreover, our description predicts a valve
effect at a certain critical potential strength, U0cr , when the interface potential works as a valve suppressing
the interfacial conductivity. In other words, the interfacial electrons become dispersionless at U0 = U0cr , and
thus cannot propagate. This critical value separates the quasielectron (U0 < U0cr) and quasihole (U0 > U0cr)
regimes of the interfacial conductivity.
I. INTRODUCTION
One of the roads in search for novel materials is based on
heterostructures formed at least from two different materials.
Such systems can have properties which are significantly dif-
ferent from those of individual materials. Recently, there has
been growing interest in the heterostructures based on ox-
ides, like LaAlO3/SrTiO3 for instance. This is because in-
terfaces between two oxides may have unusual properties.1–3
It has been shown, that even though the constituent ox-
ides are ordinary band insulators with well-known electronic
properties,4 their interfaces can exhibit a variety of phenom-
ena – from two-dimensional (2D) metallic conductivity,5–9
and superconductivity,10 to ferromagnetism11,12 and coexis-
tence of magnetic order and superconductivity.1,13,14
Beginning with the paper by Ohtomo and Hwang,5 the
physical properties of the LaAlO3/SrTiO3 interface have been
intensively studied in recent years, both experimentally and
theoretically. The main peculiarity of such an interface is
its perfectly metallic conductivity, with a relatively high elec-
tronic mobility, that can be described by the model of 2D elec-
tron gas. Moreover, all the above mentioned unusual proper-
ties, like interfacial magnetism and superconductivity occur
in this case as well.2 Apart from this, anomalous magnetore-
sistance and Hall effect have been measured in this system,
too.15–17 The emergence of conductive interface is closely re-
lated to the metal-insulator transition, which can be realized
at this interface.18
Several physical models have been proposed in order to ac-
count for possible origin of the interface metallicity in the
LaAlO3/SrTiO3 system. To our knowledge, one can distin-
guish three groups of such models. The first group is related to
the so-called polar catastrophe model.7–9,19 The second group
is based on extrinsic doping by cations such as La3+, which is
n-type dopant in SrTiO3 (STO).20 The third model, in turn,
consists in the formation of bulk-like oxygen vacancies in
the STO layers near the interface, which provide free charge
carriers.21–26
The polar catastrophe model is based on the argument that
the alternating polarity of atomic layers in LaAlO3 (LAO)
along the [001] direction leads to a diverging electrostatic
potential across the structure (hence the words polar catas-
trophe), unless the electric charges are reconstructed at the
interface. Two possible choices for the connection of LAO
and STO impose opposite electrostatic boundary conditions.
Namely, LaAlO3 is composed of charged layers of (LaO)+
and (AlO2)−, whereas the corresponding layers in SrTiO3
are electrically neutral. Therefore, terminating the LAO on
an atomic plane at the interface breaks the charge neutrality,
yielding the above mentioned polar catastrophe at the inter-
face. To avoid this diverging interface energy, a compensating
charge is required. This demonstrates that the polar catas-
trophe model is based on the notion of crystal atomic planes
which interact with each other along the [001] direction. Be-
low we will use this fact when formulating the tight-binding
model.
It should be emphasized that there is still active debate on
the possible physical mechanisms of the formation of two-
dimensional electron gas,27 the electron energy structure, and
the electron states at the LAO/STO interface. Here we present
a simplified model, in which the formation of the 2D elec-
tron states at the interface is related to a short-range potential
barrier (or potential well) near the interface. This potential
barrier may be related to a mechanical stress, which is in-
evitably present at any interface due to mismatch and misfit
effects or various kinds of imperfections. In principle, the ex-
istence of such barrier at the interface is in agreement with the
polar catastrophe model, which requires the reconstruction of
the crystalline structure at the heterointerface in order to avoid
the electrostatic potential divergence. In section 2 we describe
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2the tight-binding model of the electronic structure of LAO and
also of STO. Section 3 presents description of the electronic
states at the interface of STO and LAO. Summary and final
conclusions are in section 4.
II. ELECTRONIC SPECTRUM OF LAO (STO):
TIGHT-BINDING MODEL
Having in mind the main objective of this paper, which is
to describe electronic properties of the LAO/STO interface,
we begin with the model Hamiltonian of a layered crystal
like LAO and STO. To do this we use the approach based on
the tight-binding model, with electron hopping within each
atomic layer (lying in the x-y plane, see Fig. 1) and interlayer
electron hopping along the axis z (perpendicular to the x-y
plane). The latter hopping term is assumed to be relatively
small and therefore will be considered perturbatively.
In the case of LaAlO3, the intralayer hoping occurs within
the La-O and Al-O atomic layers, which are parallel to the x-
y plane, while the interlayer hopping occurs between Al and
O atoms in the neighboring atomic planes, see Fig. 1. The
corresponding Hamiltonian in the basis of atomic orbitals can
be written as
H =
∑
n,i
εiC
†
niCni − t1
∑
n,α
C†n1Cnα
−t2
∑
n,β
C†n2Cnβ − t3
∑
n
C†n1Cn2 + h.c., (1)
where n = (n1, n2, n3) labels crystal unit cells and i refers
to the nonequivalent atoms within the cell. In the following
we use the atom’s labeling as shown in Fig.1(b). The hop-
ping parameters t1 and t2 are the intra-planar ones, while t3 is
the hoping parameter between the layers, i.e. that along the z
axis. It is firmly established, that possible metallic conductiv-
ity of the LaO/STO interface5 occurs in a narrow 2D interface
region. Bearing this in mind, our approach to the interface
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FIG. 1. (color online) Schematics of LAO-STO interface (a) and
geometry of the problem as adopted in the Hamiltonians (1) and (3)
(b). (b) also shows the local reference frame and vectors describing
positions of the corresponding atoms within the unit cell. The plane
z = 0 corresponds to the interface, while a is the lattice constant.
states is to trace how the coupling of 2D atomic layers (due to
interlayer hopping, ∼ t3) alters their electronic spectrum. To
do this we assume the interlayer hoping term (t3) as a small
perturbation in comparison to the intralayer hopping (∼ t1,2).
We use the Fourier transformation
Cni =
1√
N
∑
k
eik·RniCk, (2)
whereRni = Rn+ri, withRn = n1a+n2b+n3c describing
position of the elementary cell, and ri describing position of
the i-th atom within the cell. Here, a,b and c denote the
basis vectors of the lattice and k is a three-dimensional (3D)
wavevector. The Fourier-transformed Hamiltonian becomes
H =
∑
k
{ ∑
i=1,2,α,β
εiC
†
kiCki
−2t1
[
C†k1Ckα
(
cos(k · ξ1) + cos(k · ξ2)
)
+ h.c.
]
−2t2
[
C†k2Ckβ
(
cos(k · η1) + cos(k · η2)
)
+ h.c.
]
−2t3
[
C†k1Ck2 cos(k · λ) + h.c.
]}
, (3)
where the vectors ξ1,2 and η1,2 lie in the x-y plane, while the
vector λ is perpendicular to this plane and oriented along the
z axis, see Fig. 1.
In the spirit of the perturbation expansion, we put t3 = 0
in the zeroth-order of the perturbation scheme. The Hamilto-
nian (3) describes then 2D electrons within two inequivalent
and decoupled atomic planes 1 and 2 in the unit cell, with the
corresponding electronic spectra
E1,±(k⊥) =
ε1 + εα
2
± 1
2
[
(ε1 − εα)2
+16t21
(
cos(k⊥ · ξ1) + cos(k⊥ · ξ2)
)2]1/2
, (4)
E2,±(k⊥) =
ε2 + εβ
2
± 1
2
[
(ε2 − εβ)2
+16t22
(
cos(k⊥ · η1) + cos(k⊥ · η2)
)2]1/2
, (5)
where k⊥ is the 2D component (in the x-y plane) of the
wavevector k. For definiteness we assume that electrons in
the E1,±(k⊥) subbands have larger energy than those in the
E2,±(k⊥) ones, and the subbands do not cross each other.
Thus, we can further consider only the closest energy sub-
bands, i.e. E1,−(k⊥) and E2,+(k⊥) ones. In the vicinity
of the minimum of E1,−(k⊥) and maximum of E2,+(k⊥),
which occur at k⊥ = 0, we can take k⊥ · ξ1,2  1 and
k⊥ · η1,2  1. Taking now into account the explicit forms of
the vectors ξi and ηi in the reference frame of Fig.1,
ξ1 =
(a
2
,−a
2
)
, ξ2 =
(a
2
,
a
2
)
,
η1 =
(a
2
, 0
)
, η2 =
(
0,
a
2
)
, (6)
where a is the lattice constant, we obtain the following long-
wavelength expressions for the eigenenergies E1,−(k⊥) and
3E2,+(k⊥):
E1,−(k⊥) ≈ ε˜1 + 4t
2
1k
2
⊥
[(ε1 − εα)2 + 64t21]1/2
, (7)
E2,+(k⊥) ≈ ε˜2 − 2t
2
2k
2
⊥
[(ε2 − εβ)2 + 64t22]1/2
, (8)
with
ε˜1 =
ε1 + εα
2
− 1
2
[
(ε1 − εα)2 + 64t21
]1/2
, (9)
ε˜2 =
ε2 + εβ
2
+
1
2
[
(ε2 − εβ)2 + 64t22
]1/2
, (10)
and k⊥ measured in dimensionless units, k⊥a⇒ k⊥.
The next step is to find the first order correction to the above
spectra of decoupled atomic planes due to the interlayer hop-
ping term. It is well known28 that such a correction is given
by the matrix element of the perturbation term calculated with
the eigenfunctions of the unperturbed system. Thus, we first
calculate the eigenvectors (eigenfunctions) corresponding to
the eigenvalues (7) and (8) at k⊥ = 0. These eigenfunctions,
being superpositions of the initial electron orbitals ψ(0)1 and
ψ
(0)
α (ψ
(0)
2 and ψ
(0)
β ) read
ψ1,− =
−4t1ψ(0)1 + (ε˜1 − ε1)ψ(0)α[
16t21 + (ε˜1 − ε1)2
]1/2 , (11)
ψ2,+ =
−4t2ψ(0)2 + (ε˜2 − ε2)ψ(0)β[
16t22 + (ε˜2 − ε2)2
]1/2 . (12)
In view of Hamiltonian (1), hopping between these states is
related to overlapping of the ψ(0)1 and ψ
(0)
2 orbitals. The cor-
responding correction to the energy is then
δE = −2t˜3 cos(kzλ), (13)
where
t˜3 =
16t1t2t3{[
16t21 + (ε˜1 − ε1)2
][
16t22 + (ε˜2 − ε2)2
]}1/2 . (14)
When deriving Eq.(13) we took into account the fact that only
the term ∼ ψ(0)1 ψ(0)2 is nonzero.
Thus, to describe electrons in the considered electronic
bands, we can restrict ourselves to an effective 3D model
which includes electron hopping between the 2D electron
bands. In the matrix form this Hamiltonian can be written
as
Heff =
∑
k
Ψ†k
(
E1,−(k⊥) −2t˜3 cos(kzλ)
−2t˜3 cos(kzλ) E2,+(k⊥)
)
Ψk.(15)
The smallest energy distance of the electron bands in the
z direction occurs at kzλ = pi/2. Thus, the point k0 =
(0, 0, pi/2λ) determines the energy gap ∆ = ε˜1 − ε˜2. Hamil-
tonian describing electronic states in the vicinity of this point
can be written as
H =
(
∆ + k2⊥/2mc vkz
vkz −∆− k2⊥/2mv
)
, (16)
where we shifted the zero energy point to the middle of the
gap, and kz is measured from the point k0z = pi/2λ and is
in dimensionless units, similarly as k⊥. The parameters mc,v
have been introduced to simplify the notations [these parame-
ters can be determined by comparing Eq.(16) with Eqs (7) and
(8)], and are related to the corresponding effective masses. In
turn, the parameter v is defined as v = 2t˜3λ/a.
III. JUNCTIONWITH A POTENTIAL BARRIER AT THE
INTERFACE
A. Equation for the interface electronic states
Now we use the model Hamiltonian (16) to describe a junc-
tion of two similar materials, which differ in the parameters
∆, mc, mv , and v. In the following these materials are distin-
guished with the index 1 and 2. Apart from this, we assume a
potential barrier U0 at the interface z = 0, and a band offset
equal to U1. Thus, the potential profile across the structure is
U(z) = U0 δ(z) + U1θ(z) (17)
andU(z) = 0 for z < 0, where θ(z) is the Heaviside function.
Taking into account Eq.(16) one can write the Hamiltonian for
such a junction in the form
H =
(
sc + U −iv∇z
−iv∇z −sv + U
)
, (18)
where ∇z = ∂/∂z (note z and ∇z are here dimensionless,
z/a⇒ z, and we put h¯ = 1), and
sc(z) = sc1[1− θ(z)] + sc2θ(z), (19a)
sv(z) = sv1[1− θ(z)] + sv2θ(z), (19b)
v(z) = v1[1− θ(z)] + v2θ(z), (19c)
with
sc1,2 = ∆1,2 +
k2⊥
2mc1,2
, sv1,2 = ∆1,2 +
k2⊥
2mv1,2
. (20)
The Schro¨dinger equation with the Hamiltonian (18) for the
spinor components ϕ, χ of the wavefunction reads
(sc + U − ε)ϕ− iv∇zχ = 0, (21a)
−iv∇zϕ+ (−sv + U − ε)χ = 0. (21b)
From Eq.(21b) follows that
χ =
iv
−sv + U − ε ∇zϕ. (22)
Substituting Eq.(22) into Eq.(21a) we find the following equa-
tion for ϕ(z):
(sc + U − ε)ϕ+ v∇z v−sv + U − ε ∇zϕ = 0. (23)
We look now for solutions localized at the interface. For
z < 0, there is a solution ϕ(z) = Aeκ1z . Substituting this
solution into Eq.(23) we find
κ1 =
1
v1
[(sc1 − ε)(sv1 + ε)]1/2. (24)
4Similarly, for z > 0 there is a solution ϕ(z) = Ae−κ2z , which
fulfills the continuity condition at z = 0, and
κ2 =
1
v2
[(sc2 + U1 − ε)(sv2 − U1 + ε)]1/2. (25)
Note that if we take k⊥ = 0 and assume U1 > 0,29 then κ1
and κ2 from Eqs. (24) and (25) are real provided the following
inequalities U1 − ∆2 < ε < U1 + ∆2 and −∆1 < ε < ∆1
are fulfilled simultaneously. Their detailed analysis will be
presented below.
Dividing Eq.(23) by v(z) and integrating over a small vicin-
ity near the interface (z = 0), we arrive at the following equa-
tion for the energy of electron states localized at the interface:
Q+
v2κ2
sv2 − U1 + ε +
v1κ1
sv1 + ε
= 0, (26)
where Q is defined as
Q =
U0
2
(
1
v1
+
1
v2
)
. (27)
Taking into account the definitions of κ1,2 (see Eqs (24) and
(25)), this equation can be reduced to the form
Q+
(
sc2 + U1 − ε
sv2 − U1 + ε
)1/2
+
(
sc1 − ε
sv1 + ε
)1/2
= 0. (28)
Note that this equation can have real solutions only when
U0 < 0, or equivalently Q < 0, see Eq.(27). The equation
(28) is the main result of this paper as it defines the spectrum
of charge carriers (electrons or holes), localized at the inter-
face [in the z direction, see the expressions (24) and (25)], and
delocalized in the interface plane (x-y plane). Furthermore,
the conditions for localization in the z direction (κ1,2 are real)
ensure that the entire spectrum (28) is inside the band gaps of
the constituting materials. Before solving Eq.(28), it is worth
to present explicitly the equation describing energy ε0 of the
localized states with k⊥ = 0. In this case sc1 = sv1 = ∆1,
sc2 = sv2 = ∆2, and from Eq.(28) one finds
Q+
(
∆2 + U1 − ε0
∆2 − U1 + ε0
)1/2
+
(
∆1 − ε0
∆1 + ε0
)1/2
= 0. (29)
B. Spectrum of electronic states localized at the interface:
symmetrical case
Analytical solution of Eq.(28) is possible for a symmetrical
case, i.e. when the band offset U1 = 0, both materials have
equal gaps, ∆1 = ∆2 = ∆, and equal effective masses in
both valence and conduction bands, sc1 = sc2 = sc, sv1 =
sv2 = sv , and also v1 = v2 = v. Then, from Eq.(28) we
obtain
Q+ 2
√
sc − ε
sv + ε
= 0, (30)
where now Q = U0/v. Bearing in mind that U0 < 0 and
Q < 0, the above equation has a solution
ε(k⊥) =
sc − γU20 sv
1 + γU20
, (31)
where γ = 1/4v2. Taking k⊥ = 0 in Eq.(31), one finds the
solution of Eq.(29),
ε0 = ∆
1− γU20
1 + γU20
. (32)
From Eq.(31) follows that the localized electronic band ε(k⊥)
exists for any U0 < 0; also at U0 → 0, when ε(k⊥)→ sc, and
at U0 → −∞, when ε(k⊥) → −sv . This behavior reflects
the physics of the system. At k⊥ = 0, see Eq.(32), these
asymptotics read: ε0 → ∆ for U0 → 0, and ε0 → −∆ for
U0 → −∞.
Let us introduce dimensionless variables: ε/∆ = E and
qc,v = µc,v/∆, with µc,v = 1/2mc,v . Taking into account
the fact that now Q = U0/v, the dimensionless version of the
solution (31) can be written as
E(k⊥) =
1−Q2/4 + k2⊥(qc − qvQ2/4)
1 +Q2/4
, (33)
One can easily check that the spectrum E(k⊥) given by
Eq.(33) is bounded between two curves corresponding to
Q = 0 and Q → −∞. Indeed, one can see from Eq.(33)
that E(Q = 0) = 1 + qck2⊥, which corresponds to quasi-
electron type of interfacial conductivity, and E(Q→ −∞) =
−(1+qvk2⊥), which can be ascribed to quasihole type of con-
ductivity. In the dimensional variables these limiting curves
can be written as ε = ±∆(1 + qc,vk2⊥). This reflects simply
the fact that the interfacial spectrum is located inside the gap
of the constituting materials (which so far is the same for both
materials). In the subsection C we will see that this also holds
in a more general (asymmetric) case, Eq.(36).
As |Q| grows, the energy E(k⊥ = 0) becomes gradu-
ally negative, but more important is the fact that the coeffi-
cient in front of k2⊥ becomes zero at Qcr = −2
√
qc/qv =
−2√mv/mc, and then it becomes negative with a further in-
crease in |Q|. This is equivalent to inverting of the parabola
and thus changing the type of conductivity from quasielec-
tron to quasihole. Thus, the energy spectrum becomes dis-
persionless for Q = Qcr, so the corresponding quasiparticles
cannot propagate, making the interface nonconductive. This
also means that the interface potential U0 works as a valve
closing (at the critical value U0cr) the electron current in the
LAO/STO interface. As the critical value U0cr separates the
quasielectron and quasihole regimes of interfacial conductiv-
ity, we can suggest that variation of the potential U0 can not
only control the type of interfacial conductivity (electron or
hole), but also can make the interface nonconducting at U0 =
U0cr. In dimensional variables, the corresponding expression
for U0cr takes the form
U0cr = −2v
√
mv
mc
. (34)
The spectrum (33) is presented in Fig.2 for qc = 0.6 and
qv = 0.4. This figure visualizes the above discussed quali-
tative behavior in the quasielectron, quasihole, and noncon-
ductive (at Q = Qcr) regimes. Furthermore, the spectrum is
bounded by the curves±(1+qc,vk2⊥). Below we shall see that
5-2 -1 0 1 2
 k⊥
-2
-1
0
1
2
3
 
E=
ε/
∆
1+q
c
k⊥
2
1.5
|Q|
cr
=2.4495
-( 1+q
v
k⊥
2)
5
FIG. 2. The plot of spectrum described by Eq.(33) for qc = 0.6
and qv = 0.4. The limiting curves, ±(1 + qc,vk2⊥), and the curve
corresponding to the critical value Qcr = −|Qcr| are also shown.
The numbers at the other curves show the corresponding values of
|Q|.
the situation is similar in a more general case, i.e. in the asym-
metric one. The only difference is the existence of a threshold
value Qtr of the parameter Q, such that Eq.(28) does not have
solutions localized at the interface for |Q| < |Qtr|.
C. Solution of the equation for interfacial spectrum in an
asymmetrical case
To investigate equation (28) for the electronic spectrum in a
general (asymmetrical) case, it is convenient to introduce the
following dimensionless parameters
∆2
∆1
= δ,
U1
∆1
= u1,
ε
∆1
= E, ql =
µl
∆1
, µl =
1
2ml
, (35)
where we denote l = c1, c2, v1, v2.
Using the dimensionless variables defined above, see
Eq. (35), one can rewrite the equation (28) in the form
Q+
√
δ + u1 − E + qc2k2⊥
δ − u1 + E + qv2k2⊥
+
√
1− E + qc1k2⊥
1 + E + qv1k2⊥
= 0. (36)
For completeness, we also list here the dimensionless version
of Eq. (29), which also can be obtained from Eq. (36) simply
by putting k⊥ = 0,
Q+
√
δ + u1 − E0
δ − u1 + E0 +
√
1− E0
1 + E0
= 0, (37)
with E0 = ε0/∆1. To have real solutions, both expressions
under the square roots in Eq.(37) should be non-negative. This
condition is equivalent to the conditions for having real pa-
rameters κ1,2 in Eqs. (24) and (25), see the comment below
Eq. (25), and is satisfied if the energy E0 obeys the inequali-
ties
max (−1, u1 − δ) ≤ E0 ≤ min (1, u1 + δ). (38)
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FIG. 3. Plot of the function given by Eq.(39) for δ = 1, u1 = 0
[curve 1, see also the expression (32)] and for δ = 0.6, u1 = 0.2
(curve 2). The roots of the equation |Q| = f(E0) are defined by the
intersection points of the curves 1 and 2 with the horizontal dashed
lines corresponding to different values of |Q|. For the curve 2 the
roots exist for |Q| ≥ |Qtr|, while for the curve 1 they exist for all
|Q|’s. The vertical asymptotes define the roots at |Q| → ∞ for
the curves 1 (E0as = −1) and for the curve 2 (E0as = u1 − δ).
These asymptotes correspond to zero of the denominator in the first
term of Eq.(39). The inset shows the vicinity of |Qtr|. Here, E0tr
corresponds to the zero of the numerator in the first term of Eq.(39).
The criterion (38) also implies that u1 − δ < 1; otherwise
there is no real solution for E0.
The main qualitative difference between the spectra in the
asymmetric and symmetric (Eq.(33)) cases is the existence of
a certain threshold value Qtr in the former case. One may
expect (and our numerical calculations confirm this) that if the
solution of equation (36) exists for k⊥ = 0, then it exists for
all values of k⊥. This means that equation (37) for k⊥ = 0
is sufficient to determine Qtr. To do this let us define the
following function:
f(E0) =
√
δ + u1 − E0
δ − u1 + E0 +
√
1− E0
1 + E0
, (39)
so that the equation (37) can be written as |Q| = f(E0) (we
remind that Q is negative, Q = −|Q|). This equation will
be solved graphically as shown in Fig.3. The roots of the
equation |Q| = f(E0) are the abscissas of the intersection
points of the curves f(E0) and the horizontal straight dashed
lines corresponding to different values of Q. We see that the
curves f(E0) are in a limited energy region – from E0cr, de-
termined by zero of the numerator of the first square root in
Eq.(37), toE0as determined by zero of the denominator of the
first square root in Eq.(37). This implies that the solution of
equation |Q| = f(E0) [it is actually the reciprocal function
of f(E0), see (39)] is also limited by the above values of E0.
Thus, the resulting spectrum E(k⊥) of Eq.(36) is bounded by
two limiting curves. This behavior is similar to that in the
symmetric case, Eq.(33).
Now, we can determine Qtr from Eq.(37) analytically. To
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FIG. 4. The plot of numerical solution of Eq. (36) for the spectrum.
The parameter values: δ = 0.4, u1 = 0.33, qc1 = 0.6, qc2 = 0.3,
qv1 = 0.2, qv2 = 0.7. These values yield |Qtr| ≈ 0.3951 (corre-
sponding to limiting curve Eup(k)) and |Qcr| ≈ 1.525. Limiting
curves Eup(k), Elow(k) (44a) and that for critical value |Qcr| are
shown. Figures near curves correspond to |Q| values.
do this, we recall first that the sum of two square roots is al-
ways positive,
√
a+
√
b > 0; it can be zero if and only if a = 0
and b = 0. From Fig. 3 follows that |Qtr| obeys the equality
|Q(E0tr)| = f(E0tr). On the other hand,E0tr = δ+u1 corre-
sponds to zero of the numerator in the first term of (39). Thus,
as the first term of (39) is zero at E0 = E0tr , the determina-
tion of |Qtr| is reduced to the substitution of E0tr = δ + u1
to the second term. This yields
|Qtr| ≡ f(E0tr) =
√
1− u1 − δ
1 + u1 + δ
. (40)
The radicand of (40) is positive if
− 1 ≤ u1 + δ ≤ 1. (41)
The expressions (40) and (41) determine the desired thresh-
old for the existence of the solution of Eq. (36). In dimen-
sional variables they yield
U0tr = − 2v1v2
v1 + v2
√
∆1 − U1 −∆2
∆1 − U1 + ∆2 , (42)
−∆1 ≤ U1 + ∆2 ≤ ∆1. (43)
One can see that U0tr 6= 0 either at nonzero band offset U1 6=
0 or if the energy gaps of the constituting materials are not
equal, ∆1 6= ∆2.
The requirement of positive radicands in Eq.(36) yields the
upper Eup(k⊥) and lower Elow(k⊥) bounds for its solutions
E(k⊥):
Elow(k⊥) ≤ E ≤ Eup(k⊥), (44a)
Eup(k⊥) = δ + u1 + qc2k2⊥, (44b)
Elow(k⊥) = u1 − δ − qv2k2⊥. (44c)
It is seen that Eup(k⊥) corresponds to the quasielectron type
of conductivity, while Elow(k⊥) to the quasihole one.
The determination of |Qcr| at which the spectrum becomes
dispersionless is a little more involved than it was in the sym-
metric case (33). The natural condition here is to find Q at
which the coefficient in front of k2⊥ in the solution E(k⊥) of
(36) vanishes. This coefficient is obtained from the Taylor ex-
pansion of the square roots in Eq.(36) up to k2⊥. The resulting
algorithm is as follows. First, we determine the E0 = Ecr
from the equation
qc1(1 + Ecr)− qv1(1− Ecr)
2(1− E2cr)
√
1− Ecr
1 + Ecr
+
qc2(Ecr − u1 + δ)− qv2(δ − Ecr + u1)
2 [δ2 − (Ecr − u1)2]
√
u1 + δ − Ecr
Ecr − u1 + δ = 0. (45)
which is indeed the coefficient at k2⊥ in the above Taylor
expansion. Then, |Qcr| is determined from the condition
|Qcr| = f(Ecr), where f(Ecr) is given by Eq. (39). Note
that in the symmetric case, Eq.(31), the expression (45) yields
Ecr = (1 − z)/(1 + z), z = qc/qv , which, when being sub-
stituted to f(E) (39) gives exactly the result (34).
In Fig. 4 we show the solutions of Eq.(36) for some
representative parameters. This figure is qualitatively sim-
ilar to Fig. 2 with a few exceptions. First, the limiting
curve Eup(k⊥) corresponds now to a threshold value |Qtr| ≈
0.3951 of the parameter Q rather then to Q = 0. Other dif-
ference is that at |Q| = |Qcr| ≈ 1.525, the spectrum E(k⊥)
is dispersionless only in the central part, which makes sense
in our problem as we are using long-wavelength approxima-
tion. Hence, the long wavelength behavior of E(k⊥) is quali-
tatively similar to that in the symmetric case. except that now
we have the threshold values of the interface potential Q.
IV. CONCLUSIONS
In summary, the tight-binding model we applied to a junc-
tion with a potential barrier at the interface is a natural con-
tinuation of a microscopic description of layered oxide struc-
tures, stemming from the paper by Ohtomo and Hwang,5 see
Fig.1 of this paper. The natural way to model the mechani-
cal stresses and crystalline structure imperfections, which is
inevitably present at the interface, is to introduce the inter-
facial potential (17), which can modify the electronic struc-
ture of the LAO/STO heterojunction. We have shown that,
depending on the potential strength U0, the interfacial con-
ductivity can change its character from n− (quasielectron)
7to p−type (quasihole) with some threshold value U0tr (42),
at which the charge carrier becomes dispersionless and thus
cannot propagate. This means that at some interfacial poten-
tial strength, U0 = U0tr, this potential (related to mechani-
cal stress and/or imperfections) works as a valve, which sup-
presses the interfacial conductivity and also separates the re-
gions of n−type (U0 < U0cr) and p−type (U0 > U0cr) con-
ductivity. In other words, the variation of the interfacial poten-
tial can modulate the conductivity, which may be used in the
designing of functional interfaces for oxide electronic devices.
Of course, for real interfacial conductivity to occur, our inter-
face band should be filled by electrons or holes. The criterion
is E0 < EF (EF is Fermi level) for n-type and E0 > EF for
p-type, where E0 is parabola vertex defined by the solution of
Eq. (37).
An important feature of the LAO/STO interface is the
strong sensitivity of its transport properties to electric field.
This field can be either external or induced, for example, by
ferroelectric polarization of additional layers of Pb(ZrTi)O3
(PZT).30–33. Finally, we have demonstrated that the interfacial
potential related to the mechanical stresses and/or defects can
control the conductivity of the LAO/ STO interface, changing
its type from quasielectron to quasihole. In order to gain better
insight into the fundamental mechanism behind this intrigu-
ing behavior, it is crucial to perform further theoretical and
experimental studies of electronic structure at the LAO/STO
heterointerface.
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