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Abstract—Wideband communications are asymptoti-
cally impossible with signals that are spread over a very
wide band and are transmitted over a multipath channel
unknown ahead of time, if the signal to noise ratio (snr)
during communications is too low. This work exploits the
recently discovered connection between mutual informa-
tion and minimum mean square error (I-mmse) to bound
the achievable data-rate of spreading signals in wideband
settings, and to conclude that the achievable data-rate
diminishes as the bandwidth increases due to channel
uncertainty if the signal to noise ratio during active
transmission is too low. The result applies to all spreading
modulations, i.e. signals that are spread almost uniformly
over the bandwidth available to the communication system,
with snrduring active transmission that is o
°
log (W/L)
W/L
±
.
The result holds for communications over channels where
the number of paths L is unbounded but sub-linear in the
bandwidth W.
I. INTRODUCTION AND DISCUSSION
This work analyzes the performance of wideband
communication systems where the signal to noise
ratio (snr) per degree of freedom is low. Previous
work [1], [2], [3] investigated systems employing
signals that are spread over both time and frequency,
i.e. transmit continuously in time and spread their
power over the entire bandwidth available to them.
This type of signaling is not effective in the limit of
large bandwidth, under the assumptions of limited
power and a multipath channel with a large number
of components. In fact, if the number of effec-
tive multipath components increases without bound
as the bandwidth increases, then the achievable
datarate converges to zero [1].
A degree of freedom of the channel holds a small
time-frequency block, of the order of 1/W time
units over 1/tc frequency units, where W is the
system bandwidth and tc the coherence time of the
channel. In the setting analyzed by [1], i.e. power
limited systems with signals that are spread over
the entire time and bandwidth available to them,
the signal to noise ratio snrper degree of freedom
is inverse to the bandwidth, i.e. snr = θ(1/W). Our
result generalizes by providing a range of snrwhere
the datarate diminishes in the limit. We show that if
burstiness is used, the snrduring active bursts must
not be too low, i.e.
o
²
logW/L
W/L
³
(1)
because in this regime communications are not
possible in the limit.
Two wideband systems that are peaky (bursty)
over time and employ a duty cycle mechanism
were investigated in [4]. Although the setting of [4]
maintained an average power limitation, the snrper
degree of freedom during active transmission was
increased by the usage of a duty cycle mechanism,
that concentrated the signal’s energy over short
periods of time. The snrper degree of freedom
during active bursts of transmission, that enables
datarates of DSSS systems to approach capacity in
the wideband limit was lower bounded in [4] by
snr = ω
²
logW
W/L
³
(2)
and snr = o(1), i.e. snr − − − − →
W→∞
0; L is the number
of apparent multipath components. Our new results
complements [4] by showing that snrvalues during
active bursts that are only slightly lower than (2)
prevent communications in the limit.
The ‘low snrregime’ includes all signal to noise
ratios that approach zero as the bandwidth in-
creases. The new result basically determines that
low snrdoes not ensure efﬁcient communications. In
systems that do not possess knowledge of the mul-
tipath channel realization, i.e. incoherent systems,
the low snrregime is divided as seen in Figure 1c
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Fig. 1. A sketch of the mutual information – snrrelationship for
spread signals for a ﬁxed but large bandwidth and diminishing snr.
The coherent datarate upper bound (top graph) is linear in the low
snrregime, and concave ∩. The channel uncertainty penalty (in a
bold line) consumes the entire coherent rate at low snrvalues (below
log W/L
W/L ), and asymptotically saturates at this snrbecause it reaches
the channel uncertainty penalty. For ﬁnite bandwidths the path gains
cause a further increase in the channel uncertainty penalty. The
incoherent datarate I (Y ;X) is not concave.
into a non efﬁcient regime where communications
are not possible in the limit and the asymptotic rate
is zero, and an efﬁcient regime where the rate is
penalized by the channel’s entropy. The transition
between the two regimes is asymptotically at snr =
θ
°
logW/L
W/L
±
. Coherent systems present a different
asymptotic behavior. Their rate is concave ∩ in snr,
and linear in the entire low snrregime, up to the
spectral efﬁciency of the modulation.
Wideband PPM systems were analyzed in [5]
and [6]; Correct estimation of the channel path
delays is not possible in the limit of large bandwidth
for PPM systems with limited average power and a
non-vanishing data rate. The results in [5] and [6]
use different detectors of the multipath components,
a threshold detector in the ﬁrst and a maximum
likelihood detector in the second. Our new result
applies to PPM systems, but translates the inability
of the system to estimate the channel correctly into
an upper bound on the datarate. When the per burst
snris too low, communications are not possible in
the limit of large bandwidth. Our previous PPM
results employed the low spectral efﬁciency of this
orthogonal modulation, by effectively calculating
the lowest duty cycle that allows a positive datarate
as the bandwidth grows. The spectral efﬁciency of
PPM with a non-diminishing symbol period is upper
bounded by θ
°
logWtc
Wtc
±
. Our new result basically
shows that with the low snrrequired to maintain
spectral efﬁciency (i.e. snr = O
 logW
W
¡
), commu-
nications are asymptotically impossible. The new
result applies to a much wider family of wideband
modulations, that may be spectrally efﬁcient (such
as direct sequence spread spectrum or iid Gaussian
signaling).
Our new result applies to a wide family of signals
with energy Wtc per coherence period, and a shifted
auto-correlation that may be as high as O
°√
W
±
.
The auto-correlation is signiﬁcant because spread-
ing signals generated by iid or pseudo-random se-
quences have an empirical correlation that is linear
with
√
W. [1] considered signals with a very low
correlation, and analyzed separately iid signals.
The underlying reason for the inability of wide-
band systems to communicate is channel uncer-
tainty, and our result applies to channels where the
number of multipath components is unbounded and
sub-linear in the bandwidth. Our proof is based
on the connection between mutual information and
the minimum mean square error (I-mmse) [7] and
hinges on a calculation of the minimum mean
square error (mmse) estimate of the unknown chan-
nel. A similar technique is used by [8], to calculate
an upper bound on datarates in systems of a different
type.
We consider signals that spread their power over
the entire available bandwidth, such as PPM or im-
pulse radio [9] where the pulse shape and duration
determine the bandwidth, or direct sequence spread
spectrum where the chip duration determines the
frequency spread of the signal. Our result applies
also to OFDM-type signals, if the entire available
bandwidth is used uniformly and concurrently. Ex-
amples of signals that are not spread over bandwidth
are FSK and multi-tone FSK [10], [11], where
each symbol concentrates power on a small span of
frequencies, although the entire range of symbols
may span a very large bandwidth.
The new result shows that channel uncertainty is
detrimental to low snrspreading systems operating
over multipath channels where the number of ap-
parent paths is unbounded but sub-linear with the
system bandwidth [12], [13], essentially because the
signal uses too many eigen-modes of the channel.
An eigen-mode in this contect is a signal that only
goes through scaling and delay as a result of being
transmitted over the noiseless channel. Our modelof channel variation in time is a block coherent
one, where the channel is ﬁxed for known lengths
of time (coherence periods) and realizations over
different coherence periods are iid. This channel
model offers the advantage of eigen-modes that are
particularly simple, as harmonic signals are eigen-
modes of any linear time invariant channel. The
channel uncertainty a communication system faces
when operating over the block–coherent channel is
thus limited to the eigen-values of the channel, or
in other words to the complex channel gain over the
frequency band the system uses.
The essential feature of spreading signals that
renders them ineffective over wide bands, is that
they use the entire range of channel eigen-modes
concurrently, and are thus exposed to uncertainty
of a large number of parameters (channel eigen-
values). Modulation schemes of the FSK type, that
exploit a small number of channel eigen-modes per
symbol, are exposed to uncertainty in only a small
number of parameters.
Our result can be extended to more complex
channels, where the variation in time is described
using the Doppler spectrum rather than block–
coherence [14], [15], [16]. The eigen-modes of such
channels are approximately given by orthogonal
Weyl-Heisenberg bases [17] in the under-spread
case, i.e. when the channel’s response is highly con-
centrated in the delay–Doppler plane. The essential
feature that determines whether communications are
possible in the wideband limit is the spreading of
symbol power over the eigen-modes of the unknown
channel.
The channel uncertainty penalty is in fact upper
bounded by θ(LlogW/L) in our model because
this is the asymptotic entropy of the channel. The
snrbound (1) corresponds to this channel uncer-
tainty by equating the maximal coherent datarate
θ(Wsnr) to the channel uncertainty bound. We con-
clude that channel uncertainty prevents asymptotic
wideband communications in all situations where
the coherent rate is lower than the channel entropy,
as seen in Figure 1.
Outline of the rest of the paper: after presenting
the model in Section II, the main result is presented
in Section III and discussed in Section IV. A
truncated proof is presented in Section V, and a
central lemma required for the proof is proven in
an appendix.
Notation: vectors are marked by upper case sym-
bols (X) and matrices by bold upper case (X).
Scalars are marked by either lower or upper case,
upper case symbols are used for the important
parameters, i.e. the bandwidth W and number of
channel paths L.
II. MODEL
Consider communication systems with a (single
sided) bandwidth W, operating over block-coherent
multipath channels. We use a real discrete model of
the system, after sampling at the receiver at rate W.
The model over a single coherence period is given
by
Y =
√
snrX ? ˜ H + Z (3)
where Y is the received signal over an entire co-
herence period of length tc, this is a vector with
kc = tcW entries. The vector X of length kc repre-
sents the transmitted signal, the multipath channel
is represented by the vector ˜ H of length kc and ?
marks a convolution. Z is white standard Gaussian
noise (iid with zero mean and variance one) and snr
is the signal to noise ratio, per frequency resolution
bin or per degree of freedom.
The transmitted signal may be impulsive, we
consider the signal to noise ratio during active
transmission so there is no need to explicitly address
the impulsiveness used by the system (i.e. the duty
cycle ratio). We assume that the transmitter does not
use information on the channel realization.
The model (3) neglects edge effects at the begin-
ning of the coherence period.
The transmitted signal satisﬁes and energy con-
straint
E
¢
kXk
2
2
£
= kc (4)
and in addition we impose a probabilistic energy
constraint:
P
 
kXk
2
2 > (1 + o(1))kc
¡
− − − − →
W→∞
0 (5)
Note that iid signaling satisﬁes this assumption.
The transmitted signal X is wideband: its empir-
ical auto-correlation is upper bounded
¬
¬ ¬
D
Xi,Xj
E¬
¬ ¬ = O
À
kXk
2
2 √
kc
!
= O
°p
kc
±
(6)
i 6= j i, j = 1,...,kcThe notation < , > is used for the inner product of
vectors, and the notation Xi is used for a vector X
that is cyclicly shifted by i − 1 positions, i.e.
Xi =

 

X(2−i)
X(3−i)
. . .
X(kc+1−i)

 
 (7)
and ( − ) indicates a mod kc difference. Condi-
tion (6) essentially requires a vector X with an auto-
correlation that is similar to that of iid noise.
The channel is composed of L paths, each with
a discrete delay in the range 0,1,...,tdW where
td is the delay spread. It is represented in a vector
˜ H where most (all but L) entries are zeros, and it
obeys
E
´­ ­ ­X ˜ H
­ ­ ­
2
2
µ
= kc (8)
The channel is block-constant with coherence time
tc, i.e. it has iid realizations over different coherence
periods. We assume td ¼ tc and thus justify to an
extent our loose treatment of edge effects at the
beginning of each coherence period, and approxi-
mate (3) with a circularly-shifted matrix:
Y =
√
snrX ˜ H + Z (9)
where
X =

 

X1 Xkc ... X2
X2 X1 Xkc ...
. . . ... ...
Xkc ... X2 X1

 

=
 
X1 X2 ... Xkc
¡
(10)
The channel model is real, L channel gains are
iid and zero mean, with variance 1/L, so the energy
in the channel’s impulse response equals one on
average. The choice of the L non zero tap delays is
uniform over the
 Wtd
L
¡
possibilities.
The number of paths L diverges as the bandwidth
increases in a sub-linear manner [12], [13], i.e.
L − − − − →
W→∞
∞ and L = o(W).
We make a technical probabilistic assumption on
the channel’s response
P
À¬
¬ ¬ ¬ ¬
kc X
j=1, j6=i
˜ Hj
D
Xi,Xj
E
¬
¬ ¬ ¬ ¬
> β
p
kc
!
− − − − →
W→∞
0
i = 1,2,...,kc (11)
with a constant β that does not depend on the
bandwidth. This assumption holds for all reasonable
distributions of the channel gains, i.e. distributions
with a tail that is not exceptionally heavy. Assump-
tion (11) ensures that the probability of a channel
realization that can be estimated easily is small.
III. RESULT
Theorem 1: Consider a communication system
of the form
Y =
√
snrX ˜ H + Z (12)
where the transmitted signal X is generated (us-
ing (7) and (10)) from a kc long vector X that
satisﬁes:
E
¢
kXk
2
2
£
= kc (13)
P
 
kXk
2
2 > (1 + o(1))kc
¡
− − − − →
W→∞
0 (14)
¬ ¬ ¬
D
Xi,Xj
E¬ ¬ ¬ = O
À
kXk
2
2 √
kc
!
i 6= j i, j = 1,...,kc
(15)
The channel ˜ H is a kc long vector with iid L zero
mean entries with variance 1/L, with indices that
are chosen uniformly from the ﬁrst Wtd positions
and
P
À¬ ¬
¬ ¬ ¬
kc X
j=1, j6=i
˜ Hj
D
Xi,Xj
E
¬ ¬
¬ ¬ ¬
> β
p
kc
!
− − − − →
W→∞
0
i = 1,2,...,kc (16)
The noise vector Z contains standard Gaussian
noise.
Claim: if the signal to noise ratio during
active communication periods satisﬁes snr =
o
°
log(W/L)
W/L
±
, then the datarate diminishes in the
limit of large bandwidth:
I(Y ;X)
1
2kcsnr
− − − − →
W→∞
0
with probability one.IV. DISCUSSION OF THE PROOF
We prove the theorem in Section V by showing
that
lim
W→∞
I
°
Y ; ˜ H|X
±
1
2kcsnr
= 1 (17)
and applying
I (Y ;X) = I
°
Y ; ˜ H,X
±
− I
°
Y ; ˜ H|X
±
(18)
≤
1
2
kcsnr − I
°
Y ; ˜ H|X
±
(19)
The last term in (19) is the datarate penalty due to
channel uncertainty.
The proof of Theorem 1 is based on calculating
the mmse estimate of the channel response ˜ H, given
the transmitted and the received signals. We show
that this mmse estimate is a vector with an o(1)
norm if the snris low, essentially because the noise
overwhelms the information carrying signal.
The channel uncertainty penalty is upper bounded
by the channel entropy, and the bottom graph of Fig-
ure 1 thus saturates at
1
2
kcsnr = Llog
Wtd
L
+ θ(L) (20)
snr = θ
²
logW/L
W/L
³
+ θ
²
L
W
³
(21)
where the ﬁrst part in the RHS of (20) is a large
bandwidth approximation of the entropy of the
paths’ delays and the second part corresponds to
their gains.
The channel uncertainty penalty (last term in (19)
is calculated by applying the I-mmse connection, in
particular Theorem 2 of [7]. This theorem gives a
simple formula to the achievable rate of communi-
cations over a known vector channel in terms of the
error of the mmse estimate of the transmitted signal.
We reverse the roles of H and X in our usage of
Theorem 2 of [7], i.e. consider X as known and H
as the estimated party.
The proof continues by explicitly calculating an
estimate of the channel in positions where the actual
channel gains are nonzero. The estimate diminishes
in the large bandwidth limit so the error converges
to the channel gains themselves. The minimal mean
square error (23) is kc (1 − o(1)), the mutual in-
formation (22) is 1
2kcsnr (1 − o(1)) and (19) is
1
2snro(kc).
V. SKETCH OF THE PROOF OF THEOREM 1
We start by re-writing the last term of (19). Using
our notation, the I-mmse connection says that as
long as the vector H satisﬁes EkHk
2
2 < ∞ we have
I
 
H;
√
snrXH + Z
¬
¬X) =
1
2
Z snr
0
EX [mmse(snr)]dsnr (22)
where the expected mmse is given by
EX [mmse(snr)] =
EX ˜ HZ
´­ ­ ­X ˜ H − X ˆ H (Y ;snr)
­ ­ ­
2
2
µ
(23)
and ˆ H is the mmse estimate of ˜ H given both X and
Y . We will show that the mmse estimate is a vector
with an o(1) norm in low snrconditions.
The mmse estimate is given by
ˆ H = E [H|Y,X] (24)
We lower bound the mmse by calculating it in a
system that is given additional information on ˜ H,
namely which of its positions satisfy (16).
ˆ H
0 = E
¢
H|Y,X,I(16)
£
(25)
where I(16) is a list of indices {i} where ˜ Hi sat-
isﬁes (16). The additional information can only
reduce the mmse.
ˆ H
0 =
Z Z
...
Z
Hf (H|Y,X)dH1 dH2 ...dHL
(26)
The conditional probability density in (26) is ma-
nipulated using the independence of the transmitted
signal from the channel.
ˆ H
0 =
R R
...
R
Hf (Y |X,H)f (H)dH1 dH2 ...dHL R R
...
R
f (Y |X,H)f (H)dH1 dH2 ...dHL
(27)
The conditional probability density in (27) is Gaus-
sian. We denote by fs( ) the probability density of
a kc long vector of iid standard Gaussian variables
fs(S) =
1
(2π)
kc/2exp
²
−
1
2
|S|
2
³
(28)ˆ H
0 =
R R
...
R
Hfs
 
Y −
√
snrXH
¡
f (H)dH1 dH2 ...dHL/
R R
...
R
fs
 
Y −
√
snrXH
¡
f (H)dH1 dH2 ...dHL (29)
and proceed to examine the components of the
vector ˆ H0. Consider ﬁrst positions (indices) j where
˜ Hj = 0. At these positions, any non-zero value
of ˆ H0
j increases the estimation error and can be
disregarded in the calculation of a lower bound on
the mmse. We now examine the positions where
˜ Hi 6= 0 and (16) holds, and look at the estimates of
each such value:
ˆ H
0
i =
R R
...
R
Hifs
 
Y −
√
snrXH
¡
f (H)dH1 dH2 ...dHL/
R R
...
R
fs
 
Y −
√
snrXH
¡
f (H)dH1 dH2 ...dHL (30)
Assuming (16) we show that the nominator of (30)
is negligible when compared to its denominator, and
the mmse estimate is small.
We ﬁrst approximate both integrals in (30) by
Riemann sums over sampled groups of values of
each position in the vector H with a sampling step
∆H, and deﬁne p(H) = f (H)∆HL. The sampling
is done over a tight enough grid that the resulting
errors are small.
An upper bound to (30) is calculated by breaking
the sum in the denominator to a series of sums
over disjoint groups of values of H, where each
group corresponds to a single assignment of H in
the nominator. The set B consists of assignments
with a non-zero value Hi 6= 0. Rewriting the discrete
approximation of (30) we get
ˆ H
0
i =
P
H∈B Hifs
 
Y −
√
snrXH
¡
p(H)
P
G∈B+Bc fs
 
Y −
√
snrXG
¡
p(G)
(31)
the notation G was introduced to improve clarity.
We proceed to divide the entire range of vectors G
into non-overlapping subgroups, such that for each
H ∈ B we have a corresponding subgroup A(H),
such that
J(H) =
Hifs
 
Y −
√
snrXH
¡
p(H)
P
G∈A(H) fs
 
Y −
√
snrXG
¡
p(G)
(32)
diminishes in the limit of large bandwidth. The
convergence of (31) to zero follows directly, as the
nominator of (31) is a sum of the nominators of
J(H) for all H ∈ B, and the denominator of (31)
is a sum of the denominators of the different J(H).
J(H) can be uniformly upper-bounded as shown
below, and the same bound applies to (31).
The subgroups A(H) are created randomly. For
each assignment of G that has a non-zero value in
the ith position, it is put in the subgroup A(G). For a
vector G with Gi = 0 we (uniformly) choose one of
its non-zero taps and replace it to the ith position. To
clarify the process, let us say that the jth position of
the vector G was chosen. We calculate a new vector
H by
Hi = Gj ; Hj = 0 ; Hk = Gk for k 6= i, j (33)
and assign the vector G to the subgroup A(H).
Each group A(H) contains H and about
(kc − L)/L other members, each different from H
in exactly two positions. We ensure that groups’
sizes do not deviate signiﬁcantly from (kc − L)/L
by relocating members from large groups into suit-
able smaller ones.
Denote by Hi→k a member of A(H) that differs
from H by exchanging the values in its ith and kth
positions, and deﬁne Hi→i = H. The set K(H)
holds the values of k such that Hi→k ∈ A(H).
The terms p(H) in the nominator of (32) and
p(G) in the denominator are identical for all mem-
bers of the group A(H) because of our assumptions
on iid gains and a uniform spread of the path delays.
J(H) =
Hi exp
n
−1
2
­
­Y −
√
snrXHi→i­
­2
2
o
P
k∈K(H) exp
n
−1
2
­ ­Y −
√
snrXHi→k­ ­2
2
o
(34)
The denominator of (34) contains a sum over
about kc/L exponential factors with different values
of k, including k = i and the nominator holds a
signal such factor with k = i. We take a close
look at their exponent and introduce the notation
V (Hi,k) for a kc-long vector with the value Hi atthe kth positions and zeros elsewhere.
−
1
2
­
­Y −
√
snrXHi→k­
­2
2 =
−
1
2
kY k
2
2 −
1
2
­
­√
snrX
 
Hi→k − V (Hi,k)
¡­
­2
2 (35)
−
1
2
­
­√
snrXV (Hi,k)
­
­2
2 (36)
−
ª√
snrX
 
Hi→k − V (Hi,k)
¡
,
√
snrXV (Hi,k)
«
(37)
+
D√
snrX ˜ H,
√
snrX
 
Hi→k − V (Hi,k)
¡E
(38)
+
D√
snrX ˜ H,
√
snrXV (Hi,k)
E
(39)
+
ª
Z,
√
snrX
 
Hi→k − V (Hi,k)
¡«
(40)
+
ª
Z,
√
snrXV (Hi,k)
«
(41)
The proof proceeds by analyzing each line (35)-
(41), to show that the nominator of (34) is much
smaller than the denominator. The terms (35), (36),
(37) and (40) are equal across the entire group
A(H) and thus do not have any effect on J(H).
We omit much of the detail due to limited space,
and discuss only the analysis of the signiﬁcant parts
in the nominator and denominator of (34). The
term (39) is the dominant term in the nominator
of (34), and we show that its exponent is much
smaller than (41) in the denominator of (34).
Nominator: The term from (39)
bi =
D√
snrX ˜ H,
√
snrXV (Hi,k)
E
= snrHi
kc X
j=1
˜ Hj
D
Xj−1,Xi−1
E
(42)
is the dominant term in the nominator of (34). We
use (5) and (16) show that with a high probability
|bi| ≤ snrH
2
i (1 + o(1))kc + snrHiβ
p
kc
= O
²
snrkc
L
³
(43)
Denominator: The term
ck =
ª
Z,
√
snrXV (Hi,k)
«
=
√
snrHi
ª
Z,Xk
«
(44)
from (41) is the dominant term in the denominator
of (34). The sum of exponents of form exp{ck} is
lower bounded by a single factor with k? ∈ K(H).
We use asymptotic order statistics to show that there
is k? ∈ K(H) such that ck? =
q
kcsnr
L
q
2log kc
L in
the limit.
The terms {ck} are mutually Gaussian zero mean
random variables, with
var(ck) = snrH
2
i
­ ­ ­Xk
­ ­ ­
2
2
= snrH
2
i kXk
2
2 (45)
cov(ck,cm) = snrH
2
i
D
Xk,Xm
E
= snrH
2
i O
À
kXk
2
2 √
kc
!
(46)
where the last equality is from (6).
We collect {ck} into the vector C of length
m = |K(H)| and mark its correlation matrix by
R, a positive deﬁnite matrix, with a constant value
b = snrH2
i kXk
2
2 on its diagonal and signiﬁcantly
smaller values off-diagonal.
The mean and variance of the maximal of m iid
∼ N (0,σ2) random variables are given by [18],
where the mean is
√
2lnm−o(1) and the variance is
O(1/lnm) These results cannot be directly applied
to the maximal {ck} because these variables are
correlated. We show below that the correlations
among {ck} are insigniﬁcant in the limit of large
bandwidth in the sense that there is a ck? that is very
similar to the maximal of iid Gaussians. In order to
proceed we calculate the trace of the matrix R2,
using the Frobenius norm of R:
trace
 
R2¡
= kRk
2
F (47)
= snr 2H4
i
X
k∈K(H)
X
j∈K(H)
D
Xk,Xj
E2
(48)
= snr 2H4
i
X
k∈K(H)
D
Xk,Xk
E2
+snr 2H4
i
X
k∈K(H)
X
j∈K(H) j6=k
D
Xk,Xj
E2
(49)
= snr 2H4
i kXk
4
2
²
m + m(m − 1)O
²
1
kc
³³
= snr 2H4
i kXk
4
2 m
²
1 + O
²
1
L
³³
(50)
= snr 2H4
i kXk
4
2 m(1 + o(1)) (51)
Lemma 1: Consider a real matrix R of size m×
m that satisﬁes the following three conditions:
• It is positive deﬁnite
• Its diagonal entries equal b
• The trace of the matrix R2 equals
(1 + o(1))mb2, as m increases
Then there is a positive deﬁnite matrix R1/2 such
that
• R1/2  
R1/2¡T = R• The diagonal elements of R1/2 are no bigger
than
√
b.
• Almost all the diagonal elements of R1/2 al-
most equal
√
b, in the sense that no more than
o(1)m elements deviate from
√
b by more than
o(1)
√
b.
• The sum of squares of the off-diagonal ele-
ments in each row of (1 − o(1))m rows of
R1/2, i.e. the sum
Pm
j=1, j6=i
° 
R1/2¡
ij
±2
for
almost all values of i, is o(1)b.
The proof is given in the appendix. Using Lemma 1,
the vector C is represented with a standard Gaussian
vector Zc ∼ (0,I) and a square matrix R1/2
C = R
1/2Zc (52)
We now look at ck? that corresponds to the maximal
element of the vector Zc. The expectations below
are taken with respect to the transmitted signal X.
ck? = R
1/2
k?k?Zck? (53)
E [ck?] = R
1/2
k?k?
°√
2lnm − o(1)
±
(54)
=
p
snrkcHi
r
2ln
kc
L
(1 + o(1)) (55)
var(ck?) = R
1/22
k?k?O
²
1
lnm
³
+
m X
m=1, m6=k?
R
1/22
mk (56)
= O
²
1
lnm
³
o(1)snrH
2
i kc (57)
and conclude that in the limit
ck? =
p
snrkcHi
r
2ln
kc
L
(1 + o(1)) (58)
Conclusion of the Proof: We upper bound (34)
in the limit of large bandwidth using the signiﬁcant
terms in the nominator and denominator. Using (43):
J(H) ≤
Hi exp
n
−1
2
­
­Y −
√
snrXHi→i­
­2
2
o
maxk∈K(H) exp
n
−1
2
­ ­Y −
√
snrXHi→k­ ­2
2
o
≤ Hi exp
(
θ
²
kcsnr
L
³
−
r
kcsnr
L
r
2log
kc
L
)
(59)
For snr = o
°
logkc/L
kc/L
±
= o
°
logW/L
W/L
±
the expression
(59) diverges to −∞ as the bandwidth increases,
and J(H) − − − − →
W→∞
0. The mmse estimate of the
channel (31) thus also diminishes. The proof of
Theorem 1 is completed by noting that (23) is
kc (1 − o(1)), thus (22) is 1
2kcsnr (1 − o(1)). The
ratio (17) is thus shown to approach unity and the
proof is complete.
APPENDIX
PROOF OF LEMMA 1
Since R is a positive deﬁnite matrix, we can
represent it by
R = SVS
T (60)
where S is real and unitary, and V is a diagonal
matrix with the positive eigenvalues {σi} on its
diagonal. Deﬁne V1/2 as a diagonal matrix with
the positive square roots
√
σi on its diagonal, and
and deﬁne
R
1/2 = SV
1/2S
T (61)
Obviously R = R1/2  
R1/2¡T
We calculate an upper bound on the diagonal
elements of R1/2 from
(R)ii = b =
M X
j=1
° 
R
1/2¡
ij
±2
≥
  
R
1/2¡
ii
¡2
=⇒
¬ ¬ 
R
1/2¡
ii
¬ ¬ ≤ b (62)
Divide the indices of {σi}
M
i=1 into two sets, G and
its complements Gc:
G = {i|σi ≥ b} (63)
and
G
c = {i|σi < b} (64)
deﬁne ¯1 ∈ [0,1], ¯2 > 0 such that |G| = ¯1M and
X
i∈G
σi = b¯1M (1 + ¯2) (65)
Obviously
|G
c| = (1 − ¯1)M (66)
and
X
i∈Gc
σi =
M X
i=1
σi −
X
i∈G
σi = Mb(1 − ¯1 (1 + ¯2))
(67)The arithmetic mean of the eigenvalues in G is
P
i∈G σi
|G|
= (1 + ¯2)b (68)
and the mean of the eigenvalues in Gc is
P
i∈Gc σi
|Gc|
=
Mb(1 − ¯1 (1 + ¯2))
M (1 − ¯1)
= b
²
1 −
¯1¯2
1 − ¯1
³
(69)
Using the convexity of the quadratic function:
X
i∈G
σ
2
i ≥ |G|
²P
i∈G σi
|G|
³2
= ¯1M (1 + ¯2)
2 b
2
(70)
and similarly
X
i∈Gc
σ
2
i ≥ |G
c|
²P
i∈Gc σi
|Gc|
³2
=
(1 − ¯1)Mb
2
²
1 −
¯1¯2
1 − ¯1
³2
(71)
The eigenvalues of the square matrix (R)
2 are {σ2
i}
and we use the requirement on the trace of this
matrix to conclude
X
σ
2
i = trace
 
(R)
2¡
(72)
= b
2M(1 + o(1)) (73)
≥ |G|
²P
i∈G σi
|G|
³2
+ |G
c|
²P
i∈Gc σi
|Gc|
³2
= Mb
2
²
1 + ¯1¯
2
2 +
¯2
1¯2
2
1 − ¯1
³
(74)
The inequality yeilds
¯1¯
2
2 +
¯2
1¯2
2
1 − ¯1
= o(1) (75)
this is possible if and only if the product ¯1¯2 is
o(1), i.e. either ¯1 or ¯2 (or both) are o(1).
If ¯1 is o(1) then the number of eigenvalues of R
bigger than b is o(M). If ¯2 = o(1) and ¯1 is ﬁxed,
we upper bound the number of elements in G that
are bigger than
 
1 +
√
¯2
¡
b. Denote the number of
these elements by δM.
X
i∈G
σi = Mb¯1(1 + ¯2) (76)
≥ Mb(¯1 + δ
√
¯2) (77)
so
¯1(1 + ¯2) ≥ ¯1 + δ
√
¯2 (78)
¯1¯2 ≥ δ
√
¯2 (79)
δ ≤ ¯1
√
¯2 = o(1) (80)
One can similarly bound the number of eigenval-
ues of R signiﬁcantly smaller than b. If ¯1 = o(1),
we upper bound the number of elements in Gc that
are smaller than
 
1 −
√
¯1
¡
b. Denote the number of
such elements by δM.
X
i∈Gc
σi = Mb(1 − ¯1 − ¯1¯2) (81)
≤ Mb(1 − ¯1 − δ
√
¯1) (82)
so
−¯1¯2 ≤ −δ
√
¯1 (83)
¯1¯2 ≥ δ
√
¯1 (84)
δ ≤ ¯1
√
¯1 = o(1) (85)
If ¯2 = o(1), and ¯1 is ﬁxed, we upper bound the
number of elements in Gc, that are smaller than  
1 −
√
¯2
¡
b. Denote the number of the elements by
δM.
X
i∈Gc
σi = Mb(1 − ¯1 − ¯1¯2) (86)
≤ Mb(1 − ¯1 − δ
√
¯2) (87)
so
−¯1¯2 ≤ −δ
√
¯2 (88)
¯1¯2 ≥ δ
√
¯2 (89)
δ ≤ ¯1
√
¯2 = o(1) (90)
and as a result, all but o(M) eigenvalues of R1/2,
i.e.
¨√
σi
©
are lower bounded by (1−o(1))
√
b. This
is used to lower bound the trace:
trace
 
R
1/2¡
=
X√
σi
≥ (1 − o(1))M (1 − o(1))
√
b
= (1 − o(1))M
√
b (91)
This lower bound together with (62) leads to
the conclusion that almost all diagonal elements  
R1/2¡
ii, that is at least 1 − o(1) of them, must
be (1 − o(1))
√
b.How big is the energy of the off diagonal entries?
for almost all of the rows, i.e. (M − o(M)) values
of i = 1,...,M we have
X
j
° 
R
1/2¡
ij,j6=i
±2
= (R)ii −
  
R
1/2¡
ii
¡2
= b − (1 − o(1))b (92)
= o(1)b (93)
The proof of Lemma 1 is thus complete.
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