Adaptive Extremum Seeking Using Recursive Least Squares by Zengin, Nursefa & Fidan, Baris
Adaptive Extremum Seeking Using Recursive Least Squares
Nursefa Zengin, Baris Fidan
Abstract—Extremum seeking (ES) optimization approach
has been very popular due to its non-model based analysis
and implementation. This approach has been mostly used with
gradient based search algorithms. Since least squares (LS)
algorithms are typically observed to be superior, in terms of
convergence speed and robustness to measurement noises, over
gradient algorithms, it is expected that LS based ES schemes
will also provide faster convergence and robustness to sensor
noises. In this paper, with this motivation, a recursive least
squares (RLS) estimation based ES scheme is designed and
analysed for application to scalar parameter and vector param-
eter static map and dynamic systems. Asymptotic convergence
to the extremum is established for all the cases. Simulation
studies are provided to validate the performance of proposed
scheme.
I. INTRODUCTION
Extremum seeking (ES) is a popular technique for adaptive
optimization of the performance of dynamic systems by
tuning certain system parameters based on measurements.
The main advantage of this technique is that limited or no
knowledge of the plant model is required. ES is suitable for
optimization of the performance of systems with complex
dynamics, unavailable suitable measurements to validate the
model, and time-varying disturbances that are difficult to
model accurately ([1]).
The most common ES algorithm used in the literature
is the classical band-pass filtering based one, in which
the gradient of the output with respect to the input will
determine the direction of adjusting the input variables. This
method was successfully applied to different application
areas including biochemical reactors [[2], [3]], ABS control
in automotive brakes ([1], [4]–[7]), mobile robots ([8]–[10]),
mobile sensor networks ([11]–[13]).
Among other types of ES algorithms, perturbation based
ES relies on added perturbation signals to estimate the
gradient of the output by correlating the perturbations. To
overcome the implementation drawbacks of introducing per-
turbation signals, some methods that are free of perturbation
signals have been developed by [14]–[16].
Convergence rate of conventional ES algorithms is a
limiting factor in many applications. Recursive Least Squares
(RLS) based estimation has significant potential in relaxing
this limitation and improving robustness to measurement
noises. [15], [17], [18] used certain LS based techniques
in their ES algorithms to obtain better convergence results.
[17] estimated the gradient of the output with respect to the
input using a LS based adaptive law for a class of nonlinear
dynamic systems together with a sinusoidal perturbation
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signal. [15] used past data of a performance map to estimate
the gradient of this performance map by a first order LS fit.
The proposed method used no dither signal, but utilized a
time window of history data of the performance map. [18]
provided general results and a framework for the design of
ES schemes applied to systems with parametric uncertainties
and used LS algorithm to estimate unknown parameters of
the known system.
In absence of the parameter knowledge, a series of con-
trol/optimization schemes have been proposed in the liter-
ature utilizing certain ES tools such as switching methods
([19]), signal perturbation for persistence excitation, and
band pass filtering ([19],[20],[21],[18]. [22] and [23] used a
discrete time ES scheme to estimate the gradient as a time-
varying parameter using LS like update laws. They removed
the need for averaging system in order to achieve the conver-
gence of ES. The designs are simulated for static unknown
maps, systems with unknown discrete-time dynamics and
sampled-data systems.
In this paper, a continuous time RLS parameter estimation
based ES scheme is designed and analysed for scalar param-
eter and vector parameter static map and dynamic systems.
Asymptotic convergence to the extremum is established for
each case. Numerical simulation examples are provided to
validate the performance of proposed scheme comparing
the results with gradient parameter estimation based one.
A specific simulation example, antilock braking systems
(ABS), in [1] is studied to compare the performance of RLS
estimation based ES with classical gradient based ES.
Contents of this paper are as follows. Section II is ded-
icated to the problem statement. In Section III, existing
classical perturbation based ES is reviewed. Proposed RLS
estimation based adaptive ES is developed for scalar param-
eter systems in Section IV, and for vector parameter systems
in Section V. Comparative simulation examples are presented
in Section VI. Finally, conclusions of the paper are given in
Section VII.
II. PROBLEM STATEMENT
The ES problem of interest is defined for static map
systems and dynamic systems separately in the following
subsections.
A. Static Maps
Consider a concave static map system
y= hs(u) = h¯s(θ ∗,u), θ ∗ =
[
θ ∗1 · · · θ ∗N
]T
, (1)
where θ ∗ ∈RN is a fixed unknown parameter vector, u∈Rm
is the input and y∈R is the output of the system. Assume that
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the control input signal u is generated by a smooth control
law
u= α(θ) (2)
parametrized by a control parameter vector θ ∈ RN .
Assumption 1: The static map h¯s(θ ∗,u) is smoothly dif-
ferentiable.
Assumption 2: hs(u) = h¯s(θ ∗,u) has a single extremum
(maximum) y∗ at u= α(θ ∗).
The control objective is to maximize the steady-state value
of y but without requiring the knowledge of θ ∗ or the system
function hs.
B. Dynamic Systems
Consider a general multi-input-single-output (MISO) non-
linear system
x˙= f (x,u) = f¯ (θ ∗,x,u), (3)
y= hd(x) = h¯d(θ ∗,θ) = h(θ), (4)
θ = pi(x) (5)
where x ∈ Rn is the state, u ∈ Rm is the input, y ∈ R is the
output, all measurable, and f :Rn×Rm→Rn and hd = h◦pi
are smooth functions. Assume that the control input signal u
is in the form (2), the control parameter θ ∈RN is dependant
on x through a map pi(.) : Rn→ RN .
The closed loop system can be written as follows:
x˙= f (x,α(θ)) = f (x,α(pi(x)). (6)
The equilibria of (6) can be parameterized by θ . The
following assumptions about the closed loop system (3) are
made, similarly to [21].
Assumption 3: There exists a smooth function l : RN →
Rm such that
f (x,α(x,θ)) = 0 if and only if x= l(θ), (7)
for any (x,θ) ∈Rm×RN . For each θ ∈RN , the equilibrium
xe = l(θ) of the system (6) is locally exponentially stable
with decay and overshoot constants uniformly dependent on
θ .
Assumption 4: There exists θ ∗ ∈ RN such that for all
admissible x values, hd(x) has its unique maximum at x =
x∗ = l(θ ∗),
y′(x∗) =
∂h
∂x
∣∣∣
x=x∗
= 0, (8)
and the m×m Hessian matrix y′′(x∗) = ∂ 2h∂x2
∣∣∣
x=x∗
is negative
definite.
The control objective is to maximize the steady-state value
of y but without requiring the knowledge of θ ∗ or the system
functions hd , f . This objective could be perfectly performed
if θ ∗ was known and substituted in (2).
The control parameter vector estimation can be done in
different ways, leading to different ES schemes, even for
the fixed control structure (2). The assumption that h has
a maximum is without loss of generality, considering a
maximum seeking task. Minimum seeking case would be
treated identically, replacing y with −y in the subsequent
feedback design.
In the next section, existing classical perturbation based ES
approach will be reviewed to give an idea about our proposed
design and to later use in simulation comparisons.
III. CLASSICAL PERTURBATION BASED EXTREMUM
SEEKING FOR DYNAMIC SYSTEMS
In the classical ES approach shown in Fig.1, a high pass
filter, a multiplier, and a lowpass filter are used to find
the extremum. A general single input nonlinear system is
considered in the design of [21]. A multi input ES approach
is examined in [24]. In the approach in [1], [21], the control
Fig. 1: Classic perturbation based ES scheme for multi input
dynamic systems given by [24].
law (2) feeding the plant (3) is tuned via the time-varying
parameter θ =
[
θ1,θ2, · · · ,θN
]T that is produced by
θ(t) = θˆ(t)+S(t), (9)
where
S(t) =
[
a1sin(ω1t) a2sin(ω2t) · · · aNsin(ωNt)
]T
,
(10)
and θˆ(t) is generated by
˙ˆθ(t) = kGˆ(t),
˙ˆG(t) = ωlM(t)(y(t)−η(t))−ωlGˆ(t),
η˙(t) = ωh (y(t)−η(t)) .
(11)
Perturbation signal is selected as
M(t) =
[
2
a1
sin(ω1t) 2a2 sin(ω2t) ...
2
aN
sin(ωNt)
]T
.
In the next two sections, we develop RLS estimation based
ES scheme with forgetting factor instead of the approach of
Section 3. Our proposed RLS estimation based adaptive ES
scheme will be separately developed for two cases: for scalar
parameter (N = 1) systems and for vector parameter (N > 1)
systems, in Sections 4 and 5, respectively.
IV. RLS BASED ES DESIGN FOR SCALAR PARAMETER
SYSTEMS
A. Static Maps
Consider the static map (1) and the control law (2) for
scalar case, N = 1, under Assumptions 1 and 2 about the
closed-loop system. The proposed scheme is depicted in Fig.
2.
RLS estimation based ES block shown in Fig. 2 consists
of two parts: an RLS based adaptive parameter identifier
estimating the gradient hθ =
∂y
∂θ and a control law to be fed
by this estimate.
Fig. 2: RLS based ES scheme for scalar parameter static
maps.
Consider the static map equation (1). In this equation, the
time derivative of the output y is given by
y˙= hθ θ˙ . (12)
Design of the RLS based estimator to generate hˆθ considers
the relation (12) that is in the linear parametric model form.
z= hθφ . (13)
where
z= y˙, φ = θ˙ . (14)
If y˙ is not available for measurement, then the regressor
signals can be generated as
z=
s
s+ωl
[y], φ =
1
s+ωl
[θ˙ ], (15)
i.e.,
z˙=−ωlz+ y˙, φ˙ =−φωl+ θ˙ , (16)
where ωl > 0 is a constant design parameter. The control law
generating θ is proposed to be
θ˙ = khˆθ , k > 0. (17)
Assuming that the time variation of hθ is sufficiently slow,
we design an RLS estimator for the parametric model (13)
as follows:
˙ˆhθ = pεφ , (18)
p˙= β p− p2φ 2, (19)
ε = z− hˆθφ , (20)
where β > 0 is forgetting factor and p is the covariance term.
The overall ES scheme producing θ(t) can be summarized
by (17), (18), (19), and (20).
B. Dynamic Systems
The RLS estimation based ES control scheme (17)-(20)
applies to the dynamic system (3)-(5) for N = 1 with the
control law (2) under Assumptions 3 and 4. The proposed
ES scheme is depicted in Fig. 3.
Fig. 3: RLS based ES scheme for scalar parameter dynamic
systems.
C. Stability Analysis
In this section, stability proof of the proposed schemes in
Sections IV-A and IV-B will be presented. We know that θ ∗
is the equilibrium point and the estimated gradient will be
hθ = 0 at the equilibrium point θ = θ ∗. We can write our
stability result as follows:
Theorem 4.1: Consider the RLS estimation based ES
scheme given in Figs. 2, 3 and defined in (17) - (20) with
z and φ as given in (14) or (15), and Assumptions 1 - 4.
For any initial condition θˆ(0) ∈ RN and adaptation gain
k, θ(t) asymptotically converges to small neighborhood of
extremum parameter θ ∗.
Proof: We consider the Lyapunov function as
V (θ(t)) =
1
2
(θ(t)−θ ∗)2 = 1
2
θ˜ 2. (21)
We write the time derivative of V along the solutions of (17)
as
V˙ = θ˙ (θ(t)−θ ∗) = θ˙ θ˜ . (22)
Substituting (17) into (22), we obtain
V˙ = khˆθ θ˜ . (23)
For the maximum case, k > 0. Negative definiteness of (23)
depends on the initial condition θ0 that determines the signs
of hˆθ and θ˜ . If θ(0) < θ ∗, then hˆθ > 0 and θ˜ < 0. On the
other hand, if θ(0)> θ ∗, then hˆθ < 0 and θ˜ > 0. Hence, for
both cases V˙ < 0. We also need to examine the forgetting
factor β and the persistent excitation (PE) of φ . If φ is PE,
then (17) guarantees that p ∈L∞ and θ(t)→ θ ∗ as t → ∞.
When β > 0, the convergence of θ(t)→ θ ∗ is exponential
([25]).
V. RLS BASED ES DESIGN FOR VECTOR PARAMETER
SYSTEMS
In this section, the proposed RLS estimation based ES
scheme is extended to the systems with vector parameters
(N > 1). Similar to the classical gradient based analysis,
small sinusoidal perturbation signals with different frequen-
cies (ω1, · · · ,ωN) are added to the control signals to provide
sufficiently rich excitation.
Fig. 4: RLS based ES scheme for vector parameter static
maps.
A. Static Maps
Consider the block diagram in Fig. 4 for the static map in
(1). The time derivative of (1) is given by
y˙= hTθ θ˙ , (24)
which, similarly to (13), can be written in the linear para-
metric form
z= hTθ φ , (25)
where z and φ are again defined by either (14) or (15). The
control law (17) is used for updating θ in the vector case
as well. The design of the RLS estimator to produce hˆθ is
based on the parametric model (25) and is given as follows
([25]):
˙ˆhθ = Pεφ , (26)
P˙= βP−PφφTP, (27)
ε = z− hˆTθ φ , (28)
where β is the forgetting factor and P is the covariance
matrix of the RLS algorithm. The control law generating
θ is proposed to be
˙ˆθ = khˆθ , k > 0. (29)
θ(t) = θˆ(t)+S(t), (30)
where S(t) is defined as in (10). Different from scalar pa-
rameter systems, we use perturbation signals, S(t). The need
to use of dither signals in vector parameter systems is that
dither signals with different frequencies can be implemented
on each input signal to achieve overall PE.
B. Dynamic Systems
The RLS estimation based ES scheme (26) - (29) applies
to the dynamic system (3)-(5) with control law (2) under
Assumptions 3 and 4 for vector parameter systems. Block
diagram of the proposed ES scheme is given in Fig.5.
Fig. 5: RLS based ES scheme for vector parameter dynamic
systems.
C. Stability Analysis
The intuition in (30) is to satisfy persistence of excitation
for N-dimensional φ by introducing at least one distinct
dither frequency for each input, following the standard per-
turbation based ES control approaches mentioned in Section
III. Similar to the analysis in Section IV-C, consider the
Lyapunov function as
V (θ˜(t)) =
1
2
θ˜T θ˜ . (31)
We write the time derivative of V along the solutions of (29)
as
V˙ = θ˜T ˙˜θ = θ˜T θ˙ . (32)
Substituting (30) into (32), we obtain
V˙ = θ˜T (khˆθ + S˙). (33)
The relationship between θ˜ and hˆθ in Section 4.3 applies
to vector parameter case. The stability again depends on k,
initial condition θ(0), forgetting factor β , and PE of φ , that
is guaranteed by addition of dither signals in (30). Hence,
P ∈L∞ and θ(t)→ θ ∗ as t→ ∞.
VI. SIMULATIONS
In this section, we present simulation results to show
the validity of the proposed schemes. We will present two
examples for scalar parameter and vector parameter cases
with their comparison results with classical ES method in
Section III.
A. Scalar Parameter Simulation Example
Consider the following model
y= 10m(u),
m(u) = k1
(
1− e−k2u
)
− k3u
u= θ ,
(34)
where θ ∗ = 0.3. θ0 = 0.01 is chosen as initial value for
both schemes. k1 = 1.05,k2 = 23,k3 = 0.52 are given. For
RLS estimation based ES scheme, the following parameters
are used: kls = 0.01, p0 = 103, and β = 0.98 are given. For
classical ES scheme, the following parameters are given: k=
0.08, ωh = 0.6, ωl = 0.8, S(t) = 0.01sin3t, and M(t) = sin3t.
We apply the Gaussian measurement noise as (σ = 0.05) for
both gradient and RLS algorithms. We apply RLS estimation
based ES scheme in Fig.3. The results for this example is
given in Fig.6. It is obvious that proposed scheme can reach
a neighborhood of the extremum point θ ∗ = 0.3 at y∗ = 8.85
less than 2 second while classical ES finds the extremum
point very late and cannot maintain that extremum point
under measurement noise.
Fig. 6: Single parameter RLS estimation based ES results.
B. Vector Parameter Simulation Example
Consider the following model
y= y1+ y2,
y1 = am(u1), m(u1) = (2m∗1u
∗
1u1)/(u
∗2
1 +u
2
1),
y2 = am(u2), m(u2) = (2m∗2u
∗
2u2)/(u
∗2
2 +u
2
2),
u= [u1, u2] = [θ1, θ2].
(35)
where [θ ∗1 , θ
∗
2 ] = [0.2, 0.3]. For both schemes, initial values
are given as u0 = [0.1, 0.1]. We aim to reach y∗1(θ
∗
1 ) = 5
and y∗2(θ
∗
2 ) = 9. For RLS estimation based ES scheme, the
following parameters are used: k = [0.01, 0.01], P0 = 104,
β = 0.98, and S(t) = [0.01sin7t, 0.01sin10t] are given. For
classical ES scheme, the following parameters are given:
k = [0.02, 0.01], ωh = [0.6, 0.6], ωl = [0.8, 0.8], S(t) =
[0.01sin t, 0.01sin2t], and M(t) = [4.5sin5t, 11sin5t]. We
apply the Gaussian measurement noise as (σ = 0.05) for
both gradient and RLS algorithms. Simulation results are
given in Fig.7 for both RLS estimation based and classical
ES schemes. It is clear that the results taken with RLS
can converge the extremum point and find the maximized
output y∗ while classical ES scheme has difficulty to reach
the extremum point. One reason for this difficulty is that in
classical ES scheme has many tuning parameters that must
be tuned accordingly. For vector case, we also emphasize
the need to apply perturbation terms to the scheme in
order to observe multiple input channels separately. When
there is no perturbation signal applied, the inputs cannot be
distinguished and converge to an average value that caused to
reach a value near the maximum. Similar to scalar case, RLS
estimation based ES scheme outweighs classical ES scheme
in terms of reaching extremum under measurement noises.
C. ABS Simulation Example
In this section, we also tested our ES scheme in ABS using
MATLAB/Simulink. Then, we compared its performance
with gradient based ES scheme developed by [1]. The wheel
characteristics are given by the following set of equations
Fig. 7: Vector parameter RLS estimation based ES results.
mν˙ = Nµ(λ ),
Iω˙ =−Bω−NRµ(λ )+ τ, (36)
where v,ω,m,N,R, I are linear velocity, angular velocity, the
mass, the weight, radius, and the moment of inertia of the
wheel, respectively. Bω is the bearing friction torque, τ is
braking torque, µ(λ ) is the friction force coefficient. λ is
the wheel slip which is defined as
λ (v,ω) =
Rω−ν
ν
. (37)
Controller design procedure are identical to the design in [1].
The parameters that are identical in both schemes are given
as follows: m= 400kg, R= 0.3m, I= 1.7kgm2, B= 0.01kg/s.
Perturbation signal amplitude and frequency is selected as
a = 0.01, ω = 3, high pass, low pass and regulation gain
are selected as ωh = 0.6, ωl = 0.8, k = 6 in gradient based
scheme equations (9), (10), and (11). k = −0.01 is used in
ABS case and β = 0.95 is selected for RLS based scheme.
The simulation for both gradient and RLS schemes is per-
formed under the Gaussian noise (σ = 0.1) in longitudinal
acceleration measurement, v˙. Initial conditions are selected
the same in both schemes for a fair comparison. We use the
approximation model (38) in simulations to see the effect of
the proposed schemes.
µ(λ ) = 2µmax
λ ∗λ
λ ∗2+λ 2
, (38)
where (38) has a maximum at λ = λ ∗ with µ(λ ∗) = µm.
For simulation, we choose wet road since it is one of the
safety critical conditions. Simulation results of ABS for
gradient/RLS based scheme comparison are given in Fig.8.
Results show that vehicle stopping time of RLS parameter
estimation based ES in an emergency situation is less than
that of gradient one. Slip ratio estimation is almost 2 sec
quicker with RLS parameter estimation, can be seen in
Fig. 8a. RLS based ES scheme gives better results under
measurement noise and can reach the maximum deceleration
in less time.
(a) Friction force coefficient and estimated slip results for ABS.
(b) Braking torque, velocity and deceleration results for ABS.
Fig. 8: Wet road comparison results for ABS.
VII. CONCLUSION
This paper focuses on designing an RLS parameter es-
timation based ES scheme for scalar parameter and vector
parameter static map and dynamic systems. Their stability
conditions are stated for each case. The proposed ES scheme
does not need perturbation signals for scalar parameter
systems; however, the proposed ES scheme needs perturba-
tion signals with different frequencies for vector parameter
systems. Proposed scheme is applied to different simulation
scenarios and compared to classical gradient estimation
based ES under measurement noise. The results show the
validity and effectiveness of RLS parameter estimation based
ES scheme over gradient one.
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