Abstract-Applications involving quantum physics are becoming an increasingly important area for electromagnetic engineering. To address practical problems in these emerging areas, appropriate numerical techniques must be utilized. However, the unique needs of many of these applications require new computational electromagnetic solvers to be developed. The A-Φ formulation is a novel approach that can address many of these needs. This formulation utilizes equations developed in terms of the magnetic vector potential (A) and electric scalar potential (Φ). The resulting equations overcome many of the limitations of traditional solvers and are ideal for coupling to quantum mechanical calculations. In this paper, the A-Φ formulation is extended by developing timedomain integral equations suitable for multiscale perfect electric conducting objects. These integral equations can be stably discretized and constitute a robust numerical technique that is a vital step in addressing the needs of many emerging applications. To validate the proposed formulation, numerical results are presented, which demonstrate the stability and accuracy of the method.
I. INTRODUCTION
C URRENTLY, the ever-improving understanding of quantum physics is leading to a new age of technology development. For many applications, electromagnetic theory already has, and will continue to play a key role in the creation of novel technologies that leverage quantum physics [1] , [2] . This includes development in areas obviously related to electromagnetics, such as quantum optics and atom-photon interactions [1] , [3] , [4] . However, electromagnetic theory is also necessary in less obvious applications; for instance, those requiring Casimir force or near-field heat transfer calculations [2] , [5] , [6] .
The diverse set of potential applications imposes different requirements on computational electromagnetic solvers to be widely applicable. However, one common and challenging requirement is to have deeply multiscale solvers; i.e., an accurate and efficient solution can be found over a wide range of length scales with respect to the wavelength of the electromagnetic radiation [1] . Unfortunately, traditional approaches written in terms of the electric and magnetic fields (termed the E-H formulation) are not well-suited for deeply multiscale problems [1] . For instance, this can be clearly seen in the low frequency and dense mesh breakdowns of the electric field integral equation (EFIE) [7] - [9] .
To date, many approaches have been proposed to try and make the E-H formulation more suitable for multiscale simulations. Original methods performed quasi-Helmholtz decompositions using loop and tree basis functions [7] . This overcame the most severe effects of the low-frequency breakdown, but still suffered from ill-conditioning due to the dense mesh breakdown [8] .
Dense mesh breakdown is a result of the spectral properties (in the Hilbert space sense) of the integral operator of the EFIE, and is not mitigated by the loop-tree discretization [8] . Some attempts to address the dense mesh breakdown have included using hierarchical bases or a regularization based on Sobolev norms [9] , [10] . However, as pointed out in [8] , to truly avoid this problem as opposed to simply mitigating it, the integral operator must be changed. This is the goal of the Calderón preconditioned EFIE, which leverages the self-regularizing property of the EFIE integral operator to yield an equation system with better spectral properties [8] .
Another approach to making the E-H formulation more multiscale was developed in the augmented EFIE (A-EFIE) [11] , [12] . This method solves the EFIE with both the current and charge densities as unknowns, avoiding the need for a potentially difficult search for loop and tree bases on complex geometries. To lead to a solvable system, the continuity equation is used as an auxiliary equation. Although this method can produce accurate results at low frequencies, it also suffers from ill-conditioning as the mesh is refined. Importantly, the physical structure of the A-EFIE system suggests the use of a particular preconditioner that can be efficiently formed for large-scale computations [11] .
The ill-posed nature of the E-H formulation for multiscale problems suggests that changing the equations can lead to more successful numerical methods for the emerging applications discussed. This is the concept of the A-Φ formulation, which implements numerical solvers directly in terms of the vector and scalar potentials [1] . This leads to equations that are well-posed from very long to short wavelengths (i.e., they are deeply multiscale). Additionally, the A-Φ formulation has the benefit of being more easily integrated into quantum physics calculations, where these quantities are deemed more fundamental than E and H [1] , [2] .
Past work has developed frequency domain integral equations (FDIEs) based on the A-Φ formulation [13] . The development of this paper is to extend the A-Φ formulation to time-domain integral equations (TDIEs). These methods are attractive because they combine the benefits of time-domain methods with those of integral equations. For instance, time-domain methods can perform broadband simulations and can be applied to a wider class of problems (e.g., nonlinear problems). Furthermore, quantum physics is most naturally expressed in the time domain, making the use of time-domain numerical methods particularly appealing. Integral equations automatically satisfy the radiation condition and allow for flexible geometric modeling that only requires surface discretizations, greatly reducing the number of unknowns. Combining these benefits with fast algorithms allows for the modeling of large systems that would otherwise be prohibitive to analyze with other numerical methods [14] .
Although there is promise in using TDIEs, certain drawbacks still exist. An important issue with TDIEs is a history of instability when using a marching-on-in-time (MOT) discretization scheme [15] . Decades of work have gone into developing methods, which lead to stable TDIE systems. The two most important factors related to stability are the accurate numerical evaluation of integrals and the basis and testing functions used to find a matrix representation of the integral operator. Accurate numerical integrations have been addressed by a number of methods, e.g., [16] - [18] , which are directly applicable to A-Φ TDIEs.
Selection of appropriate basis and testing functions is a more subtle requirement. Basis functions should be selected from the domain of the integral operator, while testing functions should come from the dual space to the range of the operator [19] , [20] . If these functions are not selected appropriately, the practical stability of the TDIE is greatly diminished. As a result, it is imperative to determine the Sobolev spaces that act as the domain and range for different integral operators so that they may be discretized appropriately.
This has been done for the E-H formulation [20] - [22] , but when new equations are used the same basis and testing functions may not work. In this case, the necessary functional analysis of the integral operators should be performed to determine what discretization schemes will work. This has been done for the A-Φ formulation TDIEs presented in this paper, and will be published elsewhere for brevity [23] . In lieu of the functional analysis, this paper will simply state the simplest basis and testing functions that will yield stable results in practice, with the traditional eigenvalue stability analysis performed to demonstrate the stability.
The remainder of this paper is organized in the following manner. Section II presents background information about the A-Φ formulation FDIEs that will be useful throughout this paper. Following this, Section III presents the derivation of stable A-Φ formulation TDIEs. Section IV then discusses the MOT discretization of the A-Φ formulation TDIEs. Section V presents numerical results that demonstrate the accuracy and stability of the TDIEs developed in this paper, before Section VI concludes this paper.
II. A-Φ FORMULATION BACKGROUND
Before presenting the derivation of stable A-Φ TDIEs, the frequency domain equations of [13] are reviewed. This introduces some basic notation, and provides guidance for later derivations performed in Section III. Note that all quantities throughout this section are in the frequency domain.
A set of A-Φ FDIEs were derived in [13] . This is an extension of the work performed in [1] , which utilized a generalized form of Green's theorem to derive an equivalence principle integral equation for the vector potential. The vector potential equation for a PEC scatterer defined by surface S embedded in a homogeneous medium characterized by and μ is
In (1), Σ =n · A wheren is the unit normal vector to S at location r . Furthermore
where k is the wavenumber and R = |r − r |. The unknowns in (1) are J and Σ. The physical meaning of Σ is seen by considering the definition of a surface charge density, i.e.,
It is then seen that the physical importance of Σ is that it acts as a contribution to the surface charge density.
To have a solvable system, an additional equation is needed. This is found by taking the divergence of (1) and applying the Lorenz gauge condition [13] . This gives
It can be shown that (4) is equivalent to enforcing a form of the scalar Huygens' principle for Φ on a PEC surface [24] . It is also important to note that (1) and (4) may be combined to yield the EFIE [13] . Solving (1) and (4) together leads to a system that performs well at low frequencies. This can be seen intuitively by recognizing that as the frequency lowers, (1) will capture the quasi-magnetostatic physics well. Similarly, (4) will capture the quasi-electrostatic physics well since it is equivalent to the governing integral equation for Φ. This is demonstrated in [13] where a variety of different numerical examples are presented, validating this formulation in the frequency domain.
In addition to the favorable low-frequency performance, this formulation also performs better for dense meshes than the EFIE and A-EFIE [13] . Importantly, the physical structure of this A-Φ system leads to the discretized system having a useful algebraic form, known as a saddle point form, that has been extensively studied [11] , [25] . These systems can be effectively preconditioned using a constraint preconditioner that can be efficiently formed for large-scale computations [11] , [13] , [25] , [26] .
Unfortunately, when the equations presented in this section are converted to the time domain, the resulting system is highly unstable numerically. A rigorous functional analysis can show that these two equations cannot be discretized together to yield a stable system. This will be demonstrated in Section V of this paper through an eigenvalue stability analysis, with the rigorous mathematical theory to be published elsewhere. As a result of the systematic instability of the discretized form of these equations, alternative equations must be derived, which are presented in Section III.
III. STABLE A-Φ FORMULATION TDIES
The failure of using time-domain versions of (1) and (4) suggests that a more careful approach to deriving stable A-Φ TDIEs is needed. The approach advocated here is to utilize a rigorous mathematical framework developed to analyze the EFIE [20] - [22] . This framework allows for the determination of the Sobolev spaces that are the domain and range of the different time-domain integral operators. As previously mentioned, once these Sobolev spaces are known the basis and testing functions can be selected in a rigorous manner to achieve stable results numerically.
For simplicity, it is desirable to utilize the same mathematical framework for the EFIE to derive A-Φ TDIEs. In [13] , it is shown how combinations of (1) and an equation related to (4) can be used to derive the EFIE. This suggests that it is possible to perform this process in reverse, i.e., to derive A-Φ integral equations from the EFIE. Tracking how the domain and range of the integral operators change throughout the derivation then gives a rigorous method for selecting the correct set of equations, unknowns, and basis and testing functions to achieve stable numerical results. For brevity, only the essential details of this derivation for implementing a numerical solver are presented in this paper, with all the associated functional analysis to be published elsewhere [23] .
The remainder of this section is organized as follows. Section III-A presents the details of how a stable A-Φ formulation system can be derived from the EFIE. Following this, Section III-B shows how the A-Φ formulation system derived in Section III-B can be augmented to produce two systems that will yield symmetric matrix systems.
A. Derivation
As mentioned, the starting point for deriving stable A-Φ integral equations in this manner is the EFIE. In the time domain, this can be written as
where τ = t − R/c is the retarded time and a dot over a function denotes a time derivative. As initial conditions, it is assumed that the incident field on S is zero for all t ≤ 0.
From the previous section, it is understood that the EFIE will need to be split into two equations to develop A-Φ integral equations. To begin splitting the EFIE into two equations, the charge density is rewritten in terms of the potentials. This yields
where
A. By recalling that the electric field may also be expressed in terms of the potentials as
A(r, t) − ∇Φ(r, t).
(7) Equation (6) may be rewritten to give
At this point, it is possible to separate (8) into two equations by physical arguments. The two equations are
This is possible since (10) is the gradient of the scalar Huygens' principle integral equation, so the two terms within (8) are equal to one another [24] .
Although the EFIE has now been separated into two equations, there appear to be three unknowns, namely J, Π, and n · ∇ Φ, so that a solution cannot be found yet. However, it is possible to rewrite (10) to be in terms of only J and Π so that a solvable system is achieved. This is done by noting that the continuity equation with the charge density expressed in terms of the potentials is
Substituting this expression into (10) yields a new set of equations
These two equations may be stably discretized together, completing the main goal of this section. However, the resulting discrete system is not symmetric, which can impact the performance of iterative solvers. The remainder of this section is devoted to motivating how two symmetric systems may be derived.
B. Symmetric Systems
To begin deriving symmetric systems, it is first useful to consider how (12) and (13) would be tested. A simple physical way to determine what type of testing function should be used is through the reaction theorem [27] . Considering that (12) and (13) contribute to the electric field, it is natural to test these equations with an electric current density, denoted by J.
The tested versions of (12) and (13) are
or similar for scalar functions. A standard approach for numerically handling the gradient operator in (15) is to use Gauss' theorem to transfer it to the testing function in the form of a divergence, giving
When standard discretization techniques are used for (14) and (17) the resulting matrix system is not symmetric, as previously mentioned. The root cause of this is the divergence operating on the testing function in (17) . To arrive at a symmetric system, a new testing approach should be determined. This is done by again recalling the reaction theorem as motivation for the testing process. Namely, the testing function J should behave like an electric current density, so it should also obey the continuity equation with a testing charge density, denoted as ρ. Using the continuity equation between J and ρ allows (17) to then be written as
However, (14) and (18) cannot be stably discretized together. The issue is that for J and ρ to correctly model the physics of the continuity equation requires them to have the same temporal order, i.e., numerically they must use the same temporal testing function. This is due to a correspondence between how spatial and temporal derivatives affect electromagnetic functions. In other words, both J and ρ have to be represented by the same time basis function, or they are represented by the same testing function in the testing equations. Another view is that they have the same "metronome" in the time domain, and are in synchrony with each other. This is also seen in Maxwell's curl equations, where the electric and magnetic fields should have the same temporal order and are related by spatial and temporal derivatives. The time derivative on only ρ in the testing process then upsets the necessary temporal balance between J and ρ in (14) and (18), making these equations unsuitable to be used together. To overcome this, integration by parts can be used in (14) to transfer a time derivative to J, or (18) can be integrated by parts to transfer the time derivative off of ρ; establishing the correct temporal balance.
Performing this leads to two possible sets of A-Φ TDIEs that will yield stable solutions. The first set of equations is
These equations are termed the differentiated A-Φ integral equations (APIE), due to the time differentiated excitations in both equations. The second set of equations is
These equations are termed the APIE. Note that in these two sets of equations J and Π are seen to exhibit the same temporal synchrony that was needed in the testing functions. For instance, in (19) , the temporal derivative on J is balanced by the spatial derivative on Π; with similar behavior in (20) . This type of behavior is also seen in (21) and (22) , where a temporal integral and spatial derivative are applied to either J or Π to remain in balance with the other quantity that is not operated on. By recalling that Π is a component of the charge density, it makes sense that these functions should remain on the same "metronome" in the time domain. One important consequence of this is that the same temporal basis function can be used in the expansions of J and Π when performing the discretization, as will be seen in Section IV.
By comparing the APIE and differentiated APIE to timedomain versions of (1) and (4), it is seen that there are some significant differences needed to achieve a stable system numerically. The primary differences are that one of the unknown functions has changed and that only particular combinations of equations can be solved together and remain stable in practice. This is strongly linked to the need to maintain a temporal balance between both the testing functions and unknown functions used in the formulation. Although this concept of temporal balance has been proposed from a physical viewpoint in this paper, it can also be verified through rigorous functional analysis that provides additional information that the purely physical view cannot. For instance, the purely physical viewpoint does not provide information on what types of temporal basis and testing functions are admissible for a set of equations, while the functional analysis does provide this [23] .
Before moving to the discretization approach used, it is worth mentioning that this formulation does not exhibit topological null spaces for multiply connected structures that are present in the MFIE and traditional Calderón preconditioned EFIE [28] . The most intuitive way to understand this is by noting that the A-Φ equations presented here were derived from the EFIE and so inherit similar spectral properties. Since the EFIE does not exhibit this null space, neither do these A-Φ equations. Although no results are shown here, this has been verified for toroidal structures. Some results in the related frequency domain formulation that show this can also be found in [13] .
With the necessary equations now derived, the discretization of these equations in a MOT framework can be discussed in Section IV. Numerical results validating the accuracy and stability of these formulations are then presented in Section V.
IV. MOT DISCRETIZATION
This section discusses the steps needed to discretize the different A-Φ TDIEs introduced throughout this paper. Section IV-A outlines the general MOT process. Section IV-B then reviews some of the details of the particular method used for accurately evaluating the different integrals so that the form of the discretized equations can be understood. Finally, the discretized equations for the differentiated APIE and the APIE are then presented in Sections IV-C and IV-D, respectively.
A. Basic Concepts
The first step of an MOT discretization is to expand the unknown functions in terms of known basis functions. For the different APIEs this can be written as
In (23), f n is a normalized Rao-Wilton-Glisson (RWG) function associated with the nth interior edge of the mesh, defined by
In (25), T ± n are the triangles that share the nth internal edge of the triangular mesh. Further quantities are A ± n , which are the areas of triangles T ± n , and r ± n , which are the vector positions of the vertices of T ± n that are not connected to the nth edge of the mesh. Similarly, h n is selected to be a pulse basis function defined over a single triangle of the mesh (i.e., it is a constant value over a single triangle and zero elsewhere). The pulse basis function is normalized to have a value of 1/A, where A is the area of the triangle it is defined on. The total number of interior edges is N s and the total number of triangles is N p , yielding a total number of spatial unknowns as N s + N p . The temporal basis function is T (j ) (t) = T (t − jΔt), where Δt is the width of each time step of the simulation, and N t is the total number of time steps. Finally, J (j ) n and ψ (j ) n are the coefficients of the basis expansion to be solved for at each time step.
The correct temporal basis function to be used in the discretization depends on the equations used. As a result of this, the definition of the two temporal basis functions used in this paper will be postponed until Sections IV-C and IV-D.
After substituting the basis expansions of (23) and (24) into the different equations, the next step of the MOT discretization is to test the equations. The spatial testing is performed in a manner similar to frequency domain methods, e.g., multiplying by another spatial function and integrating over the surface with respect to r. The time domain testing is done by multiplying by δ(t − iΔt) and integrating over t. This has the effect of enforcing the equations at each time step of the simulation.
Although the MOT process may seem limited by requiring a point matching testing scheme in the time domain, it has been shown how MOT discretization methods can be used to derive matrix elements for temporal Petrov-Galerkin formulations in [29] . The discretization concepts discussed in [29] are also essential in determining appropriate basis functions used in MOT methods when using the rigorous functional analysis approach. More details may be found in [23] .
B. Accurate Evaluation of the Matrix Elements
As previously mentioned, a necessary (but not sufficient) condition for the stability of an MOT discretization of a TDIE is that the matrix elements be accurately evaluated. A number of methods have been developed to do this, with each one showing very good results [16] - [18] . All of these methods are applicable to the TDIEs derived throughout this paper, however, the method presented in [18] was selected for use due to its ease of implementation for arbitrary basis functions. This is a result of the method being purely numerical (i.e., no analytical integrations are performed), which allows it to be applied to a wide range of basis functions. The basics of the method presented in [18] are discussed in this section for clarity before showing the actual discretized equations in Sections IV-C and IV-D.
The approach of [18] is to approximate the time-domain Green's function
using an expansion that is separable between the spatial and temporal domains. This is done by making use of the completeness relation for the Legendre polynomials
to expand the delta function in (26) . This will simplify the numerical integrations needed for evaluating matrix elements since the temporal and spatial integrals will be able to be evaluated almost independently of each other. The actual factorization of the Green's function is begun as where the additional convolution with δ(t − ζ/c) has been introduced to limit the total temporal support that the separable expansion is performed over. In particular, ζ is selected to be the largest multiple of cΔt between an observation (testing) point and the source triangle that the expansion is being performed over, as illustrated in Fig. 1 . By limiting the separable expansion to be performed over a smaller temporal support, quicker convergence in the series expansion is achieved. The following step is to apply the separable expansion to the second delta function in (28) , giving
, and the sum has been truncated to N h terms for numerical implementation. In (29) , b is used to normalize the argument of the Legendre polynomials so that they cover the entire range of −1 to 1 over the integration region. The exact value of b is
where ν is the smallest integer such that a sphere with radius cνΔt centered at the observation point will completely enclose the source triangle (see Fig. 1 ). Numerical experiments suggest that selecting N h = 3(ν − ζ/(cΔt)) provides acceptable results [18] . The critical result of this expansion of the Green's function is that the temporal and spatial integrals present in TDIEs can now be evaluated largely independently. This allows well-developed frequency domain methods to be utilized for evaluating the spatial integrals, while one-dimensional Gaussian quadrature can be used to evaluate the temporal integrals. With this expansion now understood, the discretized equations of the two APIEs presented in this paper can be discussed.
C. Discretized Equations for the Differentiated APIE
For practical purposes, it is useful to perform some rescaling of the different equations in the differentiated APIE. This results in a symmetric matrix system, as well as gives it a saddle point form similar to the A-EFIE [11] . The matrix system is
where η 0 is the intrinsic impedance of free space, c 0 is the speed of light in free space, and Δt is the time step used in the discretization. The different matrix elements are defined as
.
where the temporal convolutions are contained in
and κ = (i − j)Δt − ζ/c. In these equations, S n is the support covered by the nth RWG function, T n is the support of the nth triangle, and T is the temporal basis function. As mentioned previously, selection of a correct temporal basis function is critical to the practical stability of the method. For these equations, a simple temporal basis function that will work is a triangle function, i.e.,
elsewhere.
The D matrix is used to account for the bookkeeping related to taking the divergence of the RWG functions. The matrix is simple and is given by 
Finally, the excitations may be calculated as
D. Discretized Equations for the APIE
The presence of additional temporal integrals in the APIE complicates its discretization. However, integrals of this type are also present in the EFIE that is often solved in the literature. As a result, efficient methods have already been developed to evaluate this type of integral through a recursive computation. This recursive method prevents the computational complexity of the MOT algorithm from increasing. However, the actual computation will take longer and more memory will be required due to the additional terms when compared to other systems like the differentiated APIE. Applying this process, which is detailed in more depth in [18] , yields the following matrix system:
The different matrix elements are defined as
and the definition for S has already been given in (33). The temporal integrals are given bỹ
for κ/Δt − ν ≤ p, and
where the support of T is [−Δt, pΔt]. Note that δ l0 is a Kronecker delta function. Additionally, the equation for ξ given in (35) remains the same for the APIE. The vector for the recursive computation is calculated as
which is begun by setting
For these equations a correct temporal basis function to use is a square pulse, i.e.,
V. NUMERICAL RESULTS
In this section, numerical examples are presented to validate the stability and accuracy of the equations derived throughout this paper.
For all simulations considered, the scatterer is a PEC sphere with a radius of 1 m unless stated otherwise. Since the excitation is assumed to come from the far-field, Φ inc can be set to zero [13] . The incident vector potential is a plane wave with temporal shape defined by a modulated Gaussian pulse
In (52), F inc should be the appropriate excitation for the TDIE considered, e.g., A inc or . A inc . The polarization direction and amplitude are set by F 0 , and t r = t − r ·k/c, wherek sets the propagation direction. The width of the pulse is set by σ = 3/(2πf bw ), where f bw defines the bandwidth of the pulse. Finally, t p = 8σ and f 0 are the center frequency of the pulse. For all sphere simulations, the polarization is in thex direction and the propagation direction is in theẑ direction. The time step for the simulations is selected to be a fixed oversampling of the Nyquist frequency. This is done by setting Δt = 1/(s(f 0 + f bw )), where s is usually set to 10 or 20.
To rigorously test the stability of the numerical methods, an eigenvalue stability analysis of the marching system is performed for each simulation [30] . This is done by constructing an auxiliary matrix (commonly called the companion matrix) that completely describes the discrete time marching process in the absence of an incident field. If any eigenvalues of this auxiliary matrix lie outside of the unit circle on the complex plane the system will be unstable. The further outside of the unit circle these eigenvalues are the more severe the instability. More details on this type of analysis can be found in the literature, e.g., [18] , [30] , [31] .
A. Original A-Φ Formulation Results
To begin the numerical results, we verify the claims made about the instability of the original A-Φ formulation discussed in Section II. A quadratic B-spline basis function is used as the temporal basis function for both J and Σ within an MOT discretization. This is used to accommodate the two temporal derivatives on Σ in the second equation of the formulation. The spatial discretization is performed with RWG functions for J and pulse functions for Σ.
Two simulations are performed to illustrate the instability of the method. The first simulation uses a center frequency of 1 MHz, a bandwidth of 500 kHz, and a time step of 33.3 ns. The second simulation uses a center frequency of 80 MHz, a bandwidth of 20 MHz, and a time step of 0.5 ns. The results of the eigenvalue stability analysis for both simulations are shown in Fig. 2 . It is clear that both simulations are unstable, with the instability becoming substantially greater as the center frequency is increased. Note that there are substantially fewer eigenvalues for the 1 MHz simulation compared to the 80 MHz simulation because a much larger time step is used due to the lower center frequency. This was done to illustrate that instability will occur over a wide range of simulation conditions when incorrect equations are used. Similar results will also be seen when incorrect basis functions are used to discretize the D-APIE and APIE.
Simulations were also performed for the 80 MHz center frequency simulation using traditional methods (e.g., the EFIE, MFIE, and CFIE). These simulations were all stable, and produced accurate results. Since the A-Φ formulation is desired to be used for multiscale modeling, it must be able to match this level of performance at middle frequencies, while still being accurate at low frequencies. Clearly, the original A-Φ formulation does not meet this goal, necessitating the developments of this paper.
B. Differentiated APIE Results
To begin, the stability of the differentiated APIE is considered. In particular, it was claimed that only specific temporal basis functions will lead to stability. This is demonstrated first by showing the instability of these equations when an incorrect basis function is selected. The particular function used is a quadratic B-spline function for both J and Π. The same simulation parameters for the 1 MHz center frequency simulation are used again, with the results shown in Fig. 3 . As seen in the inset of the figure, there are a number of eigenvalues outside the unit circle. This means the system is unstable, however, it is seen that by at least using a set of equations that can yield stable results for a correct temporal basis function, the stability of the method is greatly improved over the original A-Φ formulation discussed in the previous section. It should also be noted that as the center frequency is increased, this method becomes increasingly unstable.
Although this set of equations are unstable when using an incorrect basis function for the discretization, they are stable when a proper selection is made. As was discussed in Section IV, these equations can be discretized using the traditional MOT procedure if a triangular temporal basis function is used. This was done for two simulations; one on a 1 m radius sphere and another on a cone-sphere described by the body-of-revolution line simulation, shown in Fig. 4 . As anticipated, good accuracy is achieved over the entire bandwidth of the incident pulse.
C. APIE Results
The final stability results that need to be verified are in reference to the APIE. Following the same process as the previous section, we first demonstrate the instability of this method when using an incorrect temporal basis function. The function used is a triangular function within an MOT discretization. The simulation is performed at a center frequency of 30 MHz, a bandwidth of 29 MHz, and a time step of 0.847 ns. The results of the eigenvalue stability analysis are shown in Fig 5. It is seen that a large number of eigenvalues are located substantially outside of the unit circle, demonstrating the significant instability of the approach when utilizing incorrect basis functions. 
and all dimensions are in inches. The double ogive was simulated with a center frequency of 50 MHz, a bandwidth of 40 MHz, and a time step of 0.556 ns.
The results of the stability analysis are shown in Fig. 6 . All of the eigenvalues lie either on or inside of the unit circle, demonstrating the stability of the discretization in practice. To verify the accuracy of the method, the RCS was calculated for the sphere at 10, 40, and 70 MHz. Similar to the differentiated APIE, good results are achieved over the bandwidth of the incident pulse.
D. Low-Frequency Results
In the previous sections, it was demonstrated that by properly selecting the basis functions stable results could be achieved throughout the middle frequency range. This is an important step toward demonstrating that the different APIEs are suitable for multiscale analysis. However, in addition to stability and accuracy at middle frequencies, the APIEs also need to be stable at low frequencies to be truly multiscale. In this section, it is demonstrated how the APIEs exhibit both good stability and accuracy at low frequencies.
To demonstrate the usefulness of the APIE and differentiated APIE at low frequencies, a sequence of simulations with progressively lower center frequencies was performed. The error was then calculated at each center frequency using
where || · || is the 2 norm, RCS TDIE is the RCS calculated using the TDIE, and RCS Mie is the RCS calculated with the Mie series. The RCS used for each simulation is the E-plane bistatic RCS, calculated from 0 to 180
• . The range of center frequencies was taken to be 1 Hz to 1 MHz, with the bandwidth set to one-half the center frequency and the Nyquist oversampling factor s set to 20. The error versus frequency is plotted in Fig. 7 , where it is seen that both the APIE and differentiated APIE achieve low errors that are unaffected by the frequency of the simulation. This is in contrast to the EFIE, which eventually experiences a catastrophic low-frequency breakdown and becomes unstable, as anticipated [7] .
VI. CONCLUSION
This paper presented the derivation of a new set of TDIEs that are suitable for multiscale electromagnetics problems. Written in terms of A and Φ, these potential-based integral equations are ideal for coupling into quantum physics calculations that will be needed to enable many emerging applications.
To demonstrate the utility of these TDIEs, a number of numerical examples were presented. Eigenvalue stability analyses were used to verify the stability of these equations when discretized appropriately. The stability at middle frequencies in conjunction with the good performance at low frequencies demonstrates that these TDIEs are well-suited for multiscale modeling.
Future work will consider in more detail the numerical properties of these TDIEs, in particular, the effects of preconditioning the equations in multiscale systems. Additional work will also focus on deriving A-Φ formulation TDIEs that are applicable to dielectric objects, as this is a necessary capability for many quantum optics applications.
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