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a b s t r a c t
In this paper we discuss split-step forward methods for solving Itô stochastic differential
equations (SDEs). Eight fully explicitmethods, the drifting split-step Euler (DRSSE)method,
the diffused split-step Euler (DISSE) method and the three-stage Milstein (TSM 1a – TSM
1f) methods, are constructed based on Euler–Maruyama method and Milstein method,
respectively, in this paper. Their order of strong convergence is proved. The analysis of
stability shows that the mean-square stability properties of the methods derived in this
paper are improved on the original methods. The numerical results show the effectiveness
of these methods in the pathwise approximation of Itô SDEs.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we consider numerical methods for the strong solutions of Itô stochastic differential equations
dy(t) = f (y(t))dt + g(y(t))dW (t), y(t0) = y0, t ∈ [t0, T ], y ∈ Rm (1)
which can be written in autonomous form without loss of generality, where W (t) is a Wiener process, whose increment
1W (t) = W (t +1t)−W (t) is a Gaussian random variable N(0,1t). Eq. (1) is discussed, for example, in [1–6].
For simplicity in this paper numerical methods on a given time interval [t0, T ] are fixed by schemes based on equidistant
time discretization points tn = t0+nh, n = 0, 1, . . . ,N with step size h = (T− t0)/N ,N = 1, 2, . . . . Numerical schemes for
SDEs are recursive methods where trajectories of the solution are computed at discrete time steps. These schemes are now
abundant and classified according to their type (strong or weak) and order of convergence [7]. In this paper, we focus our
attention on schemes that converge in the strong sense. We say that a discrete time approximation yn converges strongly to
the exact solution y(tn)with order p > 0 if there exist constants h0 ∈ (0,∞) and C ∈ (0,∞), independent of h, such that
E(|y(tn)− yn|) 6 Chp
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for all h ∈ (0, h0). For SDE (1), the well-known Euler–Maruyama (EM) method is given by [8]
yn+1 = yn + f (yn)h+ g(yn)1Wn, (2)
where 1Wn = W (tn+1) − W (tn), n = 1, 2, . . . ,N − 1 and y0 = y(t0). By including from the Itô–Taylor expansion the
additional term
g(yn)g ′(yn)
∫ t
t0
∫ s
t0
dWzdWs = 12g(yn)g
′(yn)[(1Wn)2 − h],
Milstein [9] has presented an important (Milstein) method with strong order 1.0, namely
yn+1 = yn + f (yn)h+ g(yn)1Wn + 12g(yn)g
′(yn)[(1Wn)2 − h]. (3)
In recent years many efficient numerical methods are constructed for solving different types of SDEs with different
properties (for example, see [2,7,10,6]). In order to improve the stability properties of numerical methods for solving SDEs,
some attempts have been made to propose modified Euler–Maruyama methods (for example, see [11–13]). As the explicit
method and the semi-implicit method, Wang [14] have considered the three-stage stochastic Runge–Kutta methods for
Stratonovich SDEs. As implicit methods, Wang and Liu [15] presented the split-step backward balanced Milstein methods
for stiff Itô stochastic systems. In this paper, as fully explicit methods, we discuss split-step forward methods for solving
Itô SDEs. Eight fully explicit methods, the drifting split-step Euler (DRSSE) method, the diffused split-step Euler (DISSE)
method and the three-stage Milstein (TSM 1a–TSM 1f) methods, are presented in Section 2. The convergence properties of
these methods are discussed in Section 3. The stability properties and numerical results of these methods are reported in
Sections 4 and 5, respectively.
2. Split-step forward methods
For SDE (1), Higham, Mao and Stuart [4] presented a split-step backward Euler method (also see [3]), namely
Y n = yn + hf (Y n),
yn+1 = Y n +1Wng(Y n).
(4)
Furthermore, Higham, Mao and Stuart proved the convergence of method (4) under the one-sided Lipschitz condition in [4],
and they discussed the exponential mean-square stability of method (4) in [3].
2.1. Split-step Euler methods
For SDE (1), here we present two fully explicit methods based on EM method (2), the drifting split-step Euler (DRSSE)
method:
Y n = yn + hf (yn),
yn+1 = Y n +1Wng(Y n),
(5)
and the diffused split-step Euler (DISSE) method:
Y n = yn +1Wng(yn),
yn+1 = Y n + hf (Y n).
(6)
2.2. Three-stage Milstein methods
For SDE (1), using the splitting technique, Wang, Lü and Liu [16] have presented the two-stage Milstein methods. Using
the similar splitting technique, we present the following fully explicit methods based on the Milstein method (3), the first
three-stage Milstein (TSM 1a) method:
Y n1 = yn + hf (yn),
Y n2 = Y n1 − 12g(Y n1)g
′(Y n1)h,
yn+1 = Y n2 +1Wng(Y n2)+ 12g(Y n2)g
′(Y n2)(1Wn)2,
(7)
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the second three-stage Milstein (TSM 1b) method:
Y n1 = yn + hf (yn),
Y n2 = Y n1 +1Wng(Y n1)+ 12g(Y n1)g
′(Y n1)(1Wn)2,
yn+1 = Y n2 − 12g(Y n2)g
′(Y n2)h,
(8)
the third three-stage Milstein (TSM 1c) method:
Y n1 = yn − 12g(yn)g
′(yn)h,
Y n2 = Y n1 + hf (Y n1),
yn+1 = Y n2 +1Wng(Y n2)+ 12g(Y n2)g
′(Y n2)(1Wn)2,
(9)
the fourth three-stage Milstein (TSM 1d) method:
Y n1 = yn − 12g(yn)g
′(yn)h,
Y n2 = Y n1 +1Wng(Y n1)+ 12g(Y n1)g
′(Y n1)(1Wn)2,
yn+1 = Y n2 + hf (Y n2),
(10)
the fifth three-stage Milstein (TSM 1e) method:
Y n1 = yn +1Wng(yn)+ 12g(yn)g
′(yn)(1Wn)2,
Y n2 = Y n1 + hf (Y n1),
yn+1 = Y n2 − 12g(Y n2)g
′(Y n2)h,
(11)
the sixth three-stage Milstein (TSM 1f) method:
Y n1 = yn +1Wng(yn)+ 12g(yn)g
′(yn)(1Wn)2,
Y n2 = Y n1 − 12g(Y n1)g
′(Y n1)h,
yn+1 = Y n2 + hf (Y n2).
(12)
3. Convergence properties
In this section the strong convergence order of split-step forward methods is discussed. For local error analysis, it is
assumed that yn = y(tn) and yn+1, in the implicit terms f (yn+1), g(yn+1) and g(yn+1)g ′(yn+1), is the exact solution y(tn+1).
A similar assumption can be found in [17] when considering the convergence properties of a splitting scheme for weak
solutions of Itô SDEs.
Our convergence result makes the following assumption on the SDE (1).
Assumption 3.1. The functions f , g and gg ′ in (1) satisfy the Lipschitz condition for constant K > 0,
|f (a)− f (b)| + |g(a)− g(b)| + |g(a)g ′(a)− g(b)g ′(b)| 6 K |a− b|, ∀a, b ∈ Rm,
and linear growth bound, i.e.
|f (a)|2 + |g(a)|2 + |g(a)g ′(a)|2 6 K 2(1+ |a|2), ∀a ∈ Rm.
To measure the strong convergence order of split-step Euler methods derived in this paper, we introduce Lemma 3.1
given by [10].
Lemma 3.1. Let for all natural numbers N and all k = 0, . . . ,N, E(yk)2 < +∞. Then the following inequality holds:
E(yk)2 6 K(1+ E|y0|2).
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Proof. See [10, page 14]. 
We now show that under Assumption 3.1 the strong convergence order of split-step Euler methods is 0.5.
Theorem 3.1. Let yk be the numerical approximation to y(tk) at time T after k steps with step size h = T/N, N = 1, 2, . . .,
E(yk)2 < +∞. Apply one of split-step Eulermethods (5) and (6) to the SDE (1) under Assumption 3.1, then for all k = 0, 1, . . . ,N,
we have(
E[(yk − y(tk))2|y0 = y(t0)]
)1/2 = O (h1/2) .
Proof. Denote the local Euler approximation step
yEk+1 = yk + hf (yk)+1Wkg(yk), k = 0, 1, . . . ,N − 1,
then there exist some constants K1, K > 0 such that
H1 := (E[(y(tn+1)− yn+1)2|yn = y(tn)])1/2
6 (E[(y(tn+1)− yEn+1)2|yn = y(tn)])1/2 + (E[(yEn+1 − yn+1)2|yn = y(tn)])1/2
6 K(1+ |yn|2)1/2h+ H2
with
H2 := (E[(yEn+1 − yn+1)2|yn = y(tn)])1/2,
where
H2 =
{
(E[1Wn(g(yn)− g(Yn))|yn = y(tn)]2)1/2, if the DRSSE method is used
(E[h(f (yn)− f (Yn))|yn = y(tn)]2)1/2, if the DISSE method is used
6 K1(1+ y2n)1/2h3/2. (13)
The inequality (13) is obtained under Assumption 3.1. By Lemma 3.1,
H1 6 K(1+ |y0|2)1/2h1/2.
Thus Theorem 3.1 is proved. 
To measure the strong convergence order of three-stage Milstein methods derived in this paper, we introduce the fol-
lowing convergence lemma given in [10,18].
Lemma 3.2. Assume for a one-step discrete time approximation y that the local mean error and mean-square error for all N =
1, 2, . . ., and n = 0, 1, . . . ,N − 1 satisfy the estimates
|E[(yn+1 − y(tn+1))|yn = y(tn)]| 6 K(1+ |yn|2)1/2hp1 (14)
and
(E[(yn+1 − y(tn+1))2|yn = y(tn)])1/2 6 K(1+ |yn|2)1/2hp2 (15)
with p2 > 12 and p1 > p2 + 12 . Then
(E[(yk − y(tk))2|y0 = y(t0)])1/2 6 K(1+ |y0|2)1/2hp2−1/2 (16)
holds for each k = 0, 1, 2, . . . ,N. Here K is independent of h but dependent on the length of the time interval T − t0.
We can also obtain the following lemma.
Lemma 3.3. Let yk be the numerical approximation to y(tk) at time T after k steps with step size h = T/N, N = 1, 2, . . . . If
applying one of three-stage Milstein methods (7)–(12) to the SDE (1) under Assumption 3.1, then for all k = 0, 1, . . . ,N, exists
a constant C, such that
(E[1+ |Y n1|2])1/2 6 C(E[1+ |yn|2])1/2.
Proof. Whether Y n1 = yn + hf (yn) or whether Y n1 = yn − 12g(yn)g ′(yn)h or whether Y n1 = yn + 1Wng(yn) +
1
2g(yn)g
′(yn)(1Wn)2, it follows from Assumption 3.1 that the conclusion of lemma is true. 
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The following theorem shows that under Assumption 3.1 the strong convergence order of three-stage Milstein methods
is 1.0.
Theorem 3.2. Let yk be the numerical approximation to y(tk) at time T after k steps with step size h = T/N, N = 1, 2, . . . .
Apply one of three-stage Milstein methods (7)–(12) to the SDE (1) under Assumption 3.1, then for all k = 0, 1, . . . ,N, we have(
E[(yk − y(tk))2|y0 = y(t0)]
)1/2 = O(h).
Proof. A similar proof can be found in [18]. For the completeness of the paper, we give the proof here with some
modifications. At first, we show that the estimate (14) holds for the three-stage Milstein methods (7)–(12) with p1 = 2.
Denote the local Milstein approximation step
yMk+1 = yk + hf (tk, yk)+1Wkg
(
tk, yk + 12g(tk, yk)
∂g
∂y
(tk, yk)[(1Wk)2 − h]
)
, k = 0, 1, . . . ,N − 1,
then there exists some constant K > 0 such that
H1 := |E[(y(tn+1)− yn+1)|yn = y(tn)]|
= |E[(y(tn+1)− yMn+1)|yn = y(tn)] + E[(yMn+1 − yn+1)|yn = y(tn)]|
6 K(1+ |yn|2)1/2h2 + H2
with
H2 := |E[(yMn+1 − yn+1)|yn = y(tn)]|
6

∣∣E[1Wn(g(yn)− g(Y n2))|yn = y(tn)]∣∣+ ∣∣∣∣E [12 (1Wn)2(g(yn)g ′(yn)− g(Y n2)g ′(Y n2))|yn = y(tn)
]∣∣∣∣
+ ∣∣E [ 12h(g(yn)g ′(yn)− g(Y n1)g ′(Y n1))|yn = y(tn)]∣∣ , if the TSM 1a method is used∣∣E[1Wn(g(yn)− g(Y n1))|yn = y(tn)]∣∣+ ∣∣∣∣E [12 (1Wn)2(g(yn)g ′(yn)− g(Y n1)g ′(Y n1))|yn = y(tn)
]∣∣∣∣
+ ∣∣E [ 12h(g(yn)g ′(yn)− g(Y n2)g ′(Y n2))|yn = y(tn)]∣∣ , if the TSM 1b method is used∣∣E[1Wn(g(yn)− g(Y n2))|yn = y(tn)]∣∣+ ∣∣∣∣E [12 (1Wn)2(g(yn)g ′(yn)− g(Y n2)g ′(Y n2))|yn = y(tn)
]∣∣∣∣
+ ∣∣E[h(f (yn)− f (Y n1))|yn = y(tn)]∣∣ , if the TSM 1c method is used∣∣E[1Wn(g(yn)− g(Y n1))|yn = y(tn)]∣∣+ ∣∣∣∣E [12 (1Wn)2(g(yn)g ′(yn)− g(Y n1)g ′(Y n1))|yn = y(tn)
]∣∣∣∣
+ ∣∣E[h(f (yn)− f (Y n2))|yn = y(tn)]∣∣ , if the TSM 1d method is used∣∣E[h(f (yn)− f (Y n1))|yn = y(tn)]∣∣+ ∣∣∣∣E [12h(g(yn)g ′(yn)− g(Y n2)g ′(Y n2))|yn = y(tn)
]∣∣∣∣ ,
if the TSM 1e method is used∣∣E[h(f (yn)− f (Y n2))|yn = y(tn)]∣∣+ ∣∣∣∣E [12h(g(yn)g ′(yn)− g(Y n1)g ′(Y n1))|yn = y(tn)
]∣∣∣∣ ,
if the TSM 1f method is used
6 K1h(|E[(yn − Y n1)|yn = y(tn)]| + |E[(yn − Y n2)|yn = y(tn)]|)
6 K(1+ |yn|2)h2. (17)
The inequality (17) is obtained under Assumption 3.1 and Lemma 3.3. Thus the estimate (14) with p1 = 2 in Lemma 3.2 is
satisfied for three-stage Milstein methods (7)–(12).
Similarly, we check estimate (15) for the local mean-square of three-stage Milstein methods (7)–(12) and obtain for
n = 0, 1, . . . ,N − 1 by standard arguments
H3 := (E[(y(tn+1)− yn+1)2|yn = y(tn)])1/2
6 (E[(y(tn+1)− yMn+1)2|yn = y(tn)])1/2 + (E[(yMn+1 − yn+1)2|yn = y(tn)])1/2
6 K(1+ |yn|2)1/2h3/2 + H4
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with
H4 :=
(
E
[(
yMn+1 − yn+1
)2 ∣∣∣∣yn = y(tn)])1/2
6

(
E
[(
1Wn(g(yn)− g(Y n2))
)2 |yn = y(tn)])1/2 + (E[(12 (1Wn)2(g(yn)g ′(yn)− g(Y n2)g ′(Y n2))
)2 ∣∣∣∣yn
= y(tn)
])1/2
+
(
E
[(
1
2
h(g(yn)g ′(yn)− g(Y n1)g ′(Y n1))
)2 ∣∣∣∣yn = y(tn)
])1/2
,
if the TSM 1a method is used(
E
[(
1Wn(g(yn)− g(Y n1))
)2 ∣∣∣∣yn = y(tn)])1/2 +
(
E
[(
1
2
(1Wn)2(g(yn)g ′(yn)− g(Y n1)g ′(Y n1))
)2 ∣∣∣∣yn
= y(tn)
])1/2
+
(
E
[(
1
2
h(g(yn)g ′(yn)− g(Y n2)g ′(Y n2))
)2 ∣∣∣∣yn = y(tn)
])1/2
,
if the TSM 1b method is used(
E
[(
1Wn(g(yn)− g(Y n2))
)2 ∣∣∣∣yn = y(tn)])1/2 +
(
E
[(
1
2
(1Wn)2(g(yn)g ′(yn)− g(Y n2)g ′(Y n2))
)2 ∣∣∣∣yn
= y(tn)
])1/2
+
(
E
[(
h(f (yn)− f (Y n1))
)2 ∣∣∣∣yn = y(tn)])1/2 , if the TSM 1c method is used(
E
[(
1Wn(g(yn)− g(Y n1))
)
2
∣∣∣∣yn = y(tn)])1/2 +
(
E
[(
1
2
(1Wn)2
(
g(yn)g ′(yn)− g(Y n1)g ′(Y n1)
))2 ∣∣∣∣yn
= y(tn)
])1/2
+
(
E
[(
h(f (yn)− f (Y n2))
)2 ∣∣∣∣yn = y(tn)])1/2 , if the TSM 1d method is used(
E
[(
h(f (yn)− f (Y n1))
)2 ∣∣∣∣yn = y(tn)])1/2
+
(
E
[(
1
2
h(g(yn)g ′(yn)− g(Y n2)g ′(Y n2))
)2 ∣∣∣∣yn = y(tn)
])1/2
, if the TSM 1e method is used
(
E
[(
h(f (yn)− f (Y n2))
)2 ∣∣∣∣yn = y(tn)])1/2
+
(
E
[(
1
2
h(g(yn)g ′(yn)− g(Y n1)g ′(Y n1))
)2 ∣∣∣∣yn = y(tn)
])1/2
, if the TSM 1f method is used
6 K1h3/2
((
E
[(
yn − Y n1
)2 |yn = y(tn)])1/2 + (E [(yn − Y n2)2 |yn = y(tn)])1/2)
6 K
(
1+ |yn|2
)
h3/2. (18)
The inequality (18) is obtained under Assumption 3.1 and Lemma3.3. Thuswe can choose in Lemma3.2 the exponent p2 = 32
together with p1 = 2 and apply it to finally prove the strong order γ = 1 (= p2 − 12 ) of three-stage Milstein methods, as
was claimed in Theorem 3.2. 
4. Stability properties
In this section we discuss stability properties of split-step forward methods. We apply one-step scheme to the scalar
linear test equation
dy(t) = ay(t)dt + by(t)dW (t), y(t0) = y0 (19)
with known solution y(t) = y0e(a−b2/2)t+bW (t), which is represented by
yn+1 = R(a, b, h, J)yn,
P. Wang, Y. Li / Journal of Computational and Applied Mathematics 233 (2010) 2641–2651 2647
where J is the standard Gaussian random variable J ∼ N(0, 1) and we assume that y0 6= 0 with probability 1. Saito and
Mitsui [19] introduced the following definition of mean-square (MS) stability.
Definition 4.1. The numerical method is said to be MS-stable for a, b, h if
R(a, b, h) = E(R2(a, b, h, J)) < 1.
R(a, b, h) is called MS-stability function of the numerical method.
Themean-square (MS) stability is a stochastic version of absolute stability, and it is a very important concept in numerical
simulation of SDEs. Applying one of split-step Euler methods (5) and (6) to linear test equation (19), we can obtain
yn+1 = R1(p, q, J)yn,
where p = ah, q = b√h and
R1(p, q, J) = (1+ p)(1+ qJ).
The MS-stability function of split-step Euler methods is given by
R1(p, q) = (1+ 2p+ p2)(1+ q2).
Split-step Euler methods (5) and (6) will be MS-stable if R1(p, q) < 1. In order to compare the stability properties, applying
EM method (2) to linear test equation (19), we can obtain
yn+1 = R2(p, q, J)yn,
where
R2(p, q, J) = 1+ p+ qJ.
The MS-stability function of EM method is given by
R2(p, q) = 1+ p2 + q2 + 2p.
The EMmethod (2) will be MS-stable if R2(p, q) < 1.
Applying one of TSM 1a–TSM 1f methods (7)–(12) to linear test equation (19), we can obtain
yn+1 = R3(p, q, J)yn,
where
R3(p, q, J) = (1+ p)
(
1− 1
2
q2
)(
1+ qJ + 1
2
q2J2
)
.
The MS-stability function of three-stage Milstein methods is given by
R3(p, q) = (1+ p)2
(
1− 1
2
q2
)2 (
1+ 2q2 + 3
4
q4
)
.
Three-stage Milstein methods (7)–(12) will be MS-stable if R3(p, q) < 1. In order to compare the stability properties,
applying Milstein method (3) to linear test equation (19), we can obtain
yn+1 = R4(p, q, J)yn,
where
R4(p, q, J) = 1+ p+ qJ + 12q
2(J2 − 1).
The MS-stability function of Milstein method is given by
R4(p, q) = 1+ p2 + q2 + 2p+ 12q
4.
The Milstein method (3) will be MS-stable if R4(p, q) < 1.
The left-hand figure of Fig. 1 gives the MS-stable regions of the EMmethod and split-step Euler methods. The right-hand
figure of Fig. 1 gives the MS-stable regions of the Milstein method and three-stage Milstein methods. The MS-stable regions
of EM method and Milstein method are the areas under the plotted curves (dashed) and symmetric about the p-axis. The
MS-stable regions of split-stepmethods are the areas between the plotted curves (solid) and symmetric about the p-axis. The
MS-stability properties of split-step Euler methods are better than that of EMmethod. The MS-stability properties of three-
stage Milstein methods are better than that of Milstein method. In particular, the MS-stable region of split-step forward
methods is unbounded.
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Fig. 1. MS-stable regions of EM, Milstein and split-step forward methods.
Table 1
Errors and convergence rate for (20) (α = β = 1).
h EM DRSSE DISSE
M R0.5 M R0.5 M R0.5
2−1 1.69e−4 2.39e−4 9.76e−5 1.38e−4 9.34e−5 1.32e−4
2−2 1.05e−4 2.10e−4 6.40e−5 1.28e−4 3.38e−5 6.76e−5
2−3 7.42e−5 2.10e−4 5.67e−5 1.60e−4 5.37e−5 1.52e−4
2−4 5.56e−5 2.22e−4 4.89e−5 1.96e−4 4.95e−5 1.98e−4
2−5 4.22e−5 2.39e−4 3.98e−5 2.25e−4 4.03e−5 2.28e−4
2−6 3.19e−5 2.55e−4 3.10e−5 2.48e−4 3.13e−5 2.50e−4
2−7 2.37e−5 2.68e−4 2.34e−5 2.65e−4 2.35e−5 2.88e−4
5. Numerical results
Numerical results are reported in this section to confirm the convergence properties and stability properties of the
methods derived in this paper. Denoting yiN the numerical approximation to yi(tN) at step point tN in the ith simulation of all
5000 simulations, we use means of absolute errorsM , strong order 0.5 convergence rates R0.5, strong order 1.0 convergence
rates R1.0, defined by [20,21,11]
M = 1
5000
5000∑
i=1
|yiN − yi(tN)|, R0.5 = M√
h
, R1.0 = Mh ,
to measure the accuracy and convergence property of split-step forward methods.
The first equation is a nonlinear SDE, whose Itô form is given by
dy(t) = −(α + β2y)(1− y2)dt + β(1− y2)dW (t), y(0) = 0.5, t ∈ [0, 3]. (20)
The exact solution of this equation is given by [7]
y(t) = (1+ y0) exp(−2αt + 2βW (t))+ y0 − 1
(1+ y0) exp(−2αt + 2βW (t))− y0 + 1 .
Table 1 gives the errors and strong convergence rates of Euler–Maruyama, DRSSE and DISSE methods when solving (20)
with α = β = 1. The accuracy of DRSSE method is better than that of EM method. The accuracy of DISSE method is better
than that of EM method when h > 2−7, and the accuracy of DISSE method is almost same as that of EM method when
h < 2−7.
The second test equation is a nonlinear SDE, whose Itô form is given by
dy(t) = a2y(1− y2)dt − a(1− y2)dW (t), y(0) = 2, t ∈ [0, 3]. (21)
The exact solution of second equation is given by [7]
y(t) = coth(aW (t)+ arccoth(y0)).
Table 2 gives the errors and strong convergence rates of Milstein and three-stage Milstein when solving (21) with a = 1.
The accuracy of split-step Euler methods is better than that of Euler–Maruyama method. The accuracies of TSM 1a and TSM
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Table 2
Errors and convergence rate for (21) (a = 1).
h Milstein TSM 1a & TSM 1c TSM 1b & TSM 1d TSM 1e & TSM 1f
M R1.0 M R1.0 M R1.0 M R1.0
2−3 4.12e−4 3.30e−3 1.76e−5 1.41e−4 4.39e−4 3.51e−3 8.58e−4 6.86e−4
2−4 3.73e−4 5.97e−3 1.42e−4 2.27e−3 6.93e−5 1.11e−4 8.18e−5 1.31e−4
2−5 3.08e−4 9.86e−3 2.05e−4 6.56e−3 1.67e−4 5.34e−3 1.28e−4 4.10e−3
2−6 2.42e−4 1.55e−2 2.01e−4 1.29e−2 1.88e−4 1.20e−2 1.74e−4 1.11e−2
2−7 1.84e−4 2.36e−2 1.68e−4 2.15e−2 1.64e−4 2.10e−2 1.60e−4 2.05e−2
2−8 1.36e−4 3.48e−2 1.31e−4 3.35e−2 1.30e−4 3.33e−2 1.28e−4 3.28e−2
2−9 9.98e−5 5.11e−2 9.78e−5 5.01e−2 9.74e−5 4.99e−2 9.70e−5 4.97e−2
2−10 7.24e−5 7.41e−2 7.16e−5 7.33e−2 7.15e−5 7.32e−2 7.13e−5 7.30e−2
Fig. 2. Numerical simulation of the SDE (22) by EMmethod and Milstein method.
Fig. 3. Numerical simulation of the SDE (22) by split-step Euler methods.
1c methods are better than that of Milstein method when h 6 2−3. The accuracies of TSM 1b, TSM 1d, TSM 1e and TSM 1f
methods are better than that of Milstein method when h 6 2−4. For test SDE (21), the accuracy of TSM 1a method is the
same as that of TSM 1c method, and the same is true for both TSM 1b method and TSM 1dmethod, for both TSM 1e method
and TSM 1f method.
The third test equation is a stiff equation, given by
dy1(t) = βy2(t)dt + 12σ(y1(t)+ y2(t))dW (t),
dy2(t) = −βy1(t)dt + 12σ(y1(t)+ y2(t))dW (t).
(22)
For this equation, a version with twoWiener processes can be found in [18], and a determinate version can be found in [22].
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Fig. 4. Numerical simulation of the SDE (22) by three-stage Milstein methods.
Using Euler–Maruyama, Milstein, split-step Euler and three-stage Milstein methods with h = 0.02, in Figs. 2–4, respec-
tively, we give the numerical simulation of Eq. (22) with β = 5, σ = 4 starting at (y1(0), y2(0)) = (1, 0). Using EMmethod
or Milstein method, here we cannot obtain stable numerical result. We observe in Figs. 3 and 4 for split-step forward meth-
ods the approximate trajectories stay close to the origin (0, 0), which replicates the behavior of the exact solution. For this
model the split-step forward methods stabilize the numerical solutions.
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6. Conclusions
In this paperwe have constructed split-step forwardmethods for solving SDEs.Wehave derived a drifting split-step Euler
(DRSSE) method, a diffused split-step Euler (DISSE) method and six three-stage Milstein methods (TSM 1a–TSM 1f) based
on splitting techniques. The order convergence of these methods is proved. The stability properties and numerical results
show that thesemethods are suitable for solving SDEs and using thesemethods for solving a stiff SDE, we also have obtained
stable numerical results. It is also remarkable that our methods are more stable than original methods on the premise of
that the cost is invariable. We will consider constructing methods with higher strong global convergence orders and better
stability properties in future work.
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