Denote by A n the set of square (0, 1) matrices of order n. The set A n , n ≤ 8, is partitioned into row/column permutation equivalence classes enabling derivation of various facts by simple counting. For example, the number of regular (0, 1) matrices of order 8 is 10160459763342013440. Let D n , S n denote the set of absolute determinant values and Smith normal forms of matrices from A n . Denote by a n the smallest integer not in D n . The sets D 9 and S 9 are obtained; especially, a 9 = 103. The lower bounds for a n , 10 ≤ n ≤ 19, (exceeding the known lower bound a n ≥ 2f n−1 , where f n is nth Fibonacci number) are obtained. Row/permutation equivalence classes of A n correspond to bipartite graphs with n black and n white vertices, and so the other applications of the classification are possible.
Introduction
Let A n denote the set of square (0, 1) matrices of order n. Hadamard maximum determinant problem is: find the maximum determinant among the matrices in A n . In this paper we consider a slightly more general problem: determine the set D n = {|detA| | A ∈ A n }.
It is known [1] that determinants of (0, 1) matrices of order n are related to determinants of ±1 matrices of order n + 1. If A is a (0, 1)-matrix of order n, let B = Ψ(A) be a ±1-matrix of order n + 1 obtained from A by replacing its 0 by −1, bordering with a row −1's on the top, and a column of 1's on the right. Clearly, Ψ is a one-to-one correspondence. By adding row 1 of B to each of the other rows of B, we see that det B = 2 n det A.
By the Hadamard inequality | det B| ≤ (n + 1) n+1 , and therefore for all A ∈ A n | det A| ≤ 2 −n (n + 1) n+1 . The equality is attained if B is an Hadamard matrix, i.e. if BB T = (n+ 1)I n+1 , where T denotes transposition, and I n is the unit matrix of order n; for n > 2 this implies n = 4k − 1. For upper bounds for determinants of A ∈ A n see for example [2] .
Let d n denote the largest element in D n , and let a n be the smallest integer not in D n . Craigen [3] shows that the set D n is the interval {1, 2, . . . , d n } for n ≤ 6, but not for n = 7, because a 8 = 41 < d 8 = 56; he suggests that a 9 = 103. Some interesting sequences, related to (0, 1) matrices are found in [4] : A003432 (the sequence d n ), A013588 (the sequence a n ), A051752 (c n , the number of matrices in A n with the determinant d n ) and A055165 (m n , the number of regular matrices in A n ). A few first members of these sequences are given in the following table. The values of a 9 , c 8 , c 9 and m 8 seem to be new.
A003432 A013588
A051752 A055165 n d n a n c n m n 1 1 2 1 1 partitioned into row/column permutation equivalence classes, enabling the classification by ADV, and more precisely -by SNF (see section 2). Let S n denote the set of SNF's of matrices in A n . In section 3 the sets D 9 and S 9 are determined. In section 4 the lower bounds for a n , 10 ≤ n ≤ 19 are obtained; c n , n ≤ 9, are obtained in section 5.
We introduce now some notation. If A = [a ij ] and B = [b ij ] are matrices of the same dimension m × n, we say that A < B if A is lexicographically less than B, i.e. if for some pair of indices (i, j) the first i − 1 rows of A and B are equal, the first j − 1 elements in the ith row of A and B are equal, and a ij < b ij . For example, The smallest matrix in a set A is the representative of A.
Denote by P i,j the permutation matrix obtained from I n by exchanging the ith and jth row.
The matrices A, B ∈ A n are equivalent [7] , A ∼ B, if B is be obtained from A by a sequence of elementary row/column operations of the following types: exchange of two rows/columns, multiplication of a row/column by −1, and addition/subtraction of a row/column to/from another row/column. Let SNF(A) denote the SNF of A. It is known that A ∼ B is equivalent to SNF(A) = SNF(B) (in [7] this statement is proved for polynomial matrices).
The SNF diag(d 1 , d 2 , . . . , d n ) is written simply as a vector (d 1 , d 2 , . . . , d n ). If diagonal elements of SNF are repeated, we use the shortened exponential notation. For example, (1 3 , 2, 0) is short (1, 1, 1, 2, 0). If s ∈ S n , then we also say that the SNF-class s is the set {A ∈ A | SNF(A) = s}.
Let J n denote the square matrix of order n with all elements equal to one.
2 Classification of (0, 1) matrices of order 8 or less
The set D n could be obtained by computing determinants of all A ∈ A n . A better approach is to group matrices with the same determinant, and then to compute the determinant of only one matrix in each group. It is useful to classify A n into subsets with constant absolute determinant value(ADV), or into even smaller subsets with constant SNF. We now review some such partitions of A n . Let Π r denote the group of row permutations of matrices from A n . Permutations from Π r preserve ADV.
The representative of the matrix A orbit is obtained from A by sorting its rows into a nondecreasing sequence. Rows of A correspond to binary numbers less than N = 2 n . Therefore, the number of orbits of Π r in A n is equal to N +n−1 n−1 , i.e. the number of nondecreasing sequences of length n from {0, 1, . . . , N − 1}. Let Π denote the group of row and column permutations; Π also preserves ADV. The group Π induces an equivalence relation π over A n . We say that matrices A and B are permutationally equivalent, A ∼ π B, if they are in the same orbit of Π. Let A π denote the representative of the matrix A equivalence class (π-class; we say shorter that A π is a π-representative of A). Let A π n denote the set of π-representatives in A n . In [8] it is shown that the number of π-classes in A n is given by: 
where the summation is over all vectors i = (i 1 , i 2 , . . . , i n ), j = (j 1 , j 2 , . . . , j n ), and
is the number n-permutations with i r cycles of length r, r = 1, 2, . . . , n; (r, s) denotes GCD of integers r, s. The values |A π n | are listed in Table 1 ; they are easily computed for quite a large n using, for example, UBASIC [9] . It is seen that p n is close to 2 n 2 /(n!) 2 for n ≤ 15. An effective algorithm to generate the representative A π of a given matrix A (section 2.3) simplifies the classification of matrices, because it enables to deal with the small subset A π n of A n . Table 1 The number of permutationally nonequivalent matrices in A n , n ≤ 15. n (2 n 2 /n! 2 )/|A π n | |A π n | 
Matrix extension
In order to classify matrices in A n by ADV values, one has to select carefully the order by which determinants are computed. It is natural to start from matrices of order n − 1, and then to extend them by one row and one column of ones and zeros in each possible way. For an arbitrary B ∈ A n−1 , let bord(B) denote the subset of A n , containing matrices with the upper left minor equal to B. We say that the matrices in bord(B) are obtained by extending B; if A ∈ bord(B), then A is an extension of B.
The calculation of determinants of all matrices in bord(B) is an easy task. If A ∈ bord(B), then A is of the form
where
where B ij is the cofactor of B, corresponding to a ij .
Obviously,
If we precompute cofactors B ij , then determinant of each matrix from bord(B) is computed by only one addition: for the fixed x, the column y might traverse the set of possible values via a Gray code (so that in the sequence of y's each two subsequent vectors differ in exactly one position).
Williamson [1] noted that it is enough to let B cross the set of π-representatives in A n−1 . Let bord π (B) denote the set of π-representatives of matrices in bord(B).
PROOF. Let A ∈ bord π (B). If the row/column permutations, transforming B into B ′ , are applied to the first n − 1 rows/columns of A, then the matrix with the upper left minor equal to B ′ is obtained. Therefore, the matrix permutationally equivalent to A is obtained by extending B ′ , meaning that A is permutationally equivalent to a matrix from bord(B ′ ), i.e. A ∈ bord π (B ′ ). Analogously, bord π (B ′ ) ⊆ bord π (B), and so bord π (B ′ ) = bord π (B). 2
Not only determinants, but also SNF's of matrices in bord(B) can be efficiently computed. The preprocessing step is to compute
, and the matrices P , Q, such that P BQ = D, | det P | = | det Q| = 1. In order to determine SNF(A) for an arbitrary A ∈ bord(B) of the form (2), we use the identity
Denote xQ = [a 1 a 2 . . . a n ],
Transforming the matrix from the righthand side of (4) by subtracting the row i multiplied by c i from the row n, 1 ≤ i ≤ k, and then subtracting the column i multiplied by c i from the 6 column n, 1 ≤ i ≤ k, we derive that A is equivalent to
Hence, SNF(A) determination is reduced to determination of SNF of a matrix of order n − k. The special cases when k ≥ n − 1 are extremely simple, and they are not rare at all, because the corresponding SNF-classes are among the largest ones (at least for n ≤ 9). More generally, one can reduce a i , c i modulo
Φ-extension
Following Williamson [1] , the approach based on extending π-representatives only, can be further improved.
For an arbitrary A ∈ A n let A ′ = X i A denote the matrix with the ith row equal to the ith row of A, and with the row j = i equal to the coordinatewise modulo two sum of jth and ith row of A. Equivalently, A ′ = RAS, where R is the matrix obtained from I n by subtracting ith row from the others, and then by multiplying ith row by −1; S is the matrix obtained from I n by changing sign of columns corresponding to ones in the ith row of A. A third equivalent definition of X i [1] can be stated as follows: in the ±1 matrix B = Ψ(A) of order n + 1, the rows 1 and (i + 1) are exchanged, then the first row is "normalized" to all ones by changing signs of appropriate columns. By applying Ψ −1 , the matrix A ′ is obtained. Therefore, application of X i to A corresponds to a special row permutation in Ψ(A) (followed by scaling). It is natural to denote the identity transformation by X 0 , X 0 A = A.
The transformation X i also preserves ADV. The composition of arbitrary two transformations X i , X j is equivalent to only one:
Let Φ r denote the set of (n + 1)! transforms of the form P X i , 0 ≤ i ≤ n, where P is an arbitrary permutation matrix.
Theorem 3
The set Φ r is a transformation group of A n .
PROOF. We have
where p i is the index of the row of A, which is moved to the position i after the left multiplication by P . Let P 1 and P 2 be the two permutation matrices and let p j be the position to which P 1 moves the row j after the left multiplication. Then
If P 1 = P is an arbitrary permutation matrix, 1 ≤ i ≤ n, P 2 = P −1 , and
Clearly, each orbit of Φ r contains at most n + 1 orbits of Π r .
The corresponding transformation AX j over the columns of A (coordinatewise addition modulo two of the column i to all other columns) is defined by AX j = (X j A T ) T . Let Φ c denote the group generated by column permutations and column transformations (·)X i .
Let Φ be the group generated by the elements of groups Φ r and Φ c ; it also preserves ADV and its size is (n + 1)! 2 . Matrices A and A ′ are said to be φ-equivalent, A ∼ φ A ′ , if they belong to the same orbit of Φ. Equivalently, A ∼ φ A ′ if and only if there exist row and column permutations P , Q, and row and column transformations X i , X j , such that A = P X i A ′ X j Q. For an arbitrary A ∈ A n let A φ denote the φ-representative of A; φ-class of A is the orbit of Φ containing A.
Let bord φ (B) denote the set of φ-representatives of matrices in bord(B). Williams [1] noted that Φ and Π have similar properties: in order to obtain the set A φ n of all φ-representatives in A n , it is enough to extend φ-representatives in A n−1 .
Lemma 4 If
PROOF. If B and B ′ are φ-equivalent, then there exist g ∈ Φ, transforming B into B ′ . Suppose A ∈ bord φ (B). Then there exists a matrix A ′ ∈ bord(B), A ′ ∼ φ A. By applying g to upper left minor of A, the matrix
, and hence bord φ (B) = bord φ (B ′ ). 2
Effective determination of π-representatives
The classification of matrices in A n by extending matrices from A φ n−1 must be accompanied by an effective procedure to determine A π and A φ for an arbitrary A ∈ A n .
The matrix A π is the smallest among the family of at most n! matrices obtained by sorting rows of all the column permutations of A. Search is performed more efficiently by a branch-and-bound algorithm. If we know the first i rows of A π (i.e. the row and column permutations P , Q such that the first i rows of P AQ are minimal), then the next row of A π is a smallest column permutation (only permutations preserving the first i rows of P AQ are considered) of some of the remaining rows of P AQ.
Algorithm 1 Branch-and-bound algorithm to determine
Input : A ∈ A n Output : A π ; the permutation matrices P , Q, such that P AQ = A π ;
count -the number of pairs (P, Q), such that P AQ = A π ;
{Continuation of the search for A π starting from the row i of P (i−1) AQ (i−1) ,} {i.e. when the first i − 1 rows are already chosen and permuted} Optimize(i) Generate the minimal set of boundaries
j in the jth row of Figure 1 .
The Algorithm 1 is not efficient for extremely symmetric matrices, such as I n : in that case bound step does not ever occur, because all the remaining rows are always equally good. Hence, Algorithm 1 must be improved, in order to detect some symmetries, and to avoid some unnecessary repetitions. Suppose that there remain l rows not included in A π , and that the column classes defined by Σ (n−l−1) are such, that all column classes in the remaining rows are uniform (they contain either all ones or all zeros), except for at most one column class, which in that case has l columns, with the row and column sums both equal to l − 1 or 1. Then, because of the symmetry, it is enough to put in L (n−l−1) only one of the l remaining rows. After the incorporation of this simple heuristic, the algorithm much more efficiently deals with the matrices such as I n , the complement of I n , and the other highly symmetric matrices.
Using Algorithm 1, it is possible to determine A φ for an arbitrary A ∈ A n : it is enough to find π-representatives of all (n + 1) 2 matrices X i AX j , 0 ≤ i, j ≤ n, and then to choose the smallest among them.
One of the outputs from Algorithm 1 is the number of the pairs of row/column permutations, transforming A into A π . That number is used to determine the size of the π-class of A T , as it will be demonstrated below.
Consider the problem of counting the matrices in the π-class of an arbitrary A ∈ A n . For an arbitrary B ∈ A n let B 0 denote the matrix obtained from B by sorting its rows. If A has i k groups of k equal rows, 1 ≤ k ≤ n, then the number of matrices that could be obtained from A by row permutations is 
In other words, we obtain the number of column permutations A ′′ of A ′ , such that there exists a row permutation A ′′′ of A ′′ , equal to A ′ -which is exactly p (count in Algorithm 1).
Example 6 Looking again at Example 5, we see that there are two pairs (P, Q) that minimize P AQ. Therefore, there are 3! 2 /2 = 18 matrices in the π-class of A T .
The problem of counting the matrices in the SNF-class of an arbitrary A ∈ A n is much harder. It is even harder is to enumerate the sets A n,k = {A ∈ A | rank A = k}, 0 ≤ k ≤ n: (especially m n = A n,n ) We now explicitly enumerate the sets A n,1 , A n,2 , using the following characterization of matrices in A n,2 . •
Lemma 7 If the matrix
and for example [0 1 1] ∈ U, then from α+β+γ = 0 and β + γ = 0, it follows α = 0.
Hence, there are three possibilities for U left: The number of matrices in A n,1 equals
b) For an arbitrary A ∈ A n the following three statements are equivalent: The number of matrices in A n,2 equals
PROOF. a) If rank A = 1 then A contains nonzero column a, such that all nonzero columns of A are equal to a. By subtracting one of nonzero columns from the others, we obtain an equivalent matrix with exactly one nonzero column a. By the column permutation column a is moved to the first position, and by the row permutation some 1 is moved to the upper left corner. By subtracting the first row from the other nonzero rows, we obtain that SNF of A is (1, 0 n−1 ). How many matrices of rank 1 there are? The number of choices for nonzero column a is 2 n − 1, and the number of matrices corresponding to the fixed a is 2 n − 1: each its column is 0 or a, but at least one of them has to be equal to a. Hence, |A n,1 | = (2 n − 1) 2 .
b) If rank A = 2 then A contains two linearly independent columns, such that the other columns are their linear combinations. The number of different nonzero columns in A is either two or it is greater than two. 
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The number of such matrices A is
Indeed, the number of choices for a, b equals to the above binomial coefficient. Without loss of generality we suppose that a < b. For fixed a, b, by the inclusion-exclusion principle the number of matrices A is 3
n is the number of matrices with the columns from the set {0, a, b},
n is the number of matrices without a, and also the number of matrices without b, • 1 is the number of matrices without a and b. n is the number of matrices with all the columns 0, a, b, c;
n is the number of matrices without the column a (and analogously without b, c);
n is the number of matrices without columns a, b (and analogously without a, c; and without b, c); • 1 is the number of matrices without columns a, b, c. Therefore, the number of matrices of the rank 2, with more than two different nonzero columns equals
The total number of matrices in A n,2 equals
In either case, in order to obtain SNF(A), the other nonzero columns are first transformed to 0 by subtracting a, b or a + b from them. Next, in [a b] there is a row [0 1], because a < b; using that 1, the other elements of b are changed to 0. Finally, choosing some 1 in a, and subtracting if necessary that row from the others, after permuting rows/columns, we obtain the SNF. Hence, rank A = 2 implies SNF(A) = (1, 1, 0 n−2 ). 2
Iterative classification of (0, 1) matrices
According to Lemma 2 we have
By changing the order of calculations, it is possible to simplify repeated determination of π-representatives of matrices from bord(A) by Algorithm 1. It is convenient to use a balanced tree to collect π-representatives in an ordered fashion. We chose AVL tree [6] -the binary search tree satisfying the condition that, for every node, the difference between the heights of its left and right subtrees is at most 1. For n = 8, in order to save memory, a combination of AVL tree and the sorted array of matrices is used: from time to time the content of the tree is merged into the array. After collecting all π-representatives, the π-representatives set is reduced to the corresponding φ-representatives set. To determine the set of φ-representatives, corresponding to a given set of π-representatives, the following simple algorithm is used.
Algorithm 2 Reduction of a given set
while there is a space in T for at least (n + 1) 2 matrices remove the first matrix A from L π ; generate the set T A of π-representatives contained in the φ-class of A;
The classification of A 8 lasted about a month in parallel on five PC's. A huge number of collected π-representatives of order n = 8 caused serious difficulties. The space requirement is reduced by dividing π-representatives into subsets, according to their SNF. For each extended matrix, its SNF is determined, and the π-representatives are classified into subsets with the same SNF. These subsets are then independently processed. The hardest was the SNF-class (1 7 , 0), with 5204144555 π-representatives contained in a number of non disjoint subsets. These subsets were independently processed by Algorithm 2, producing the non disjoint sets of φ-representatives; their union consists of 71348129 φ-representatives, approximately 1/3 of matrices in A In order to save the space, L π and L φ are stored in a sorted, compressed form: one byte for each matrix row; the group of consecutive matrices with the same first n − 2 rows is stored so that the common n − 2 rows are stored only once. As a result, the average space for a matrix of order 8 was little more than two bytes.
If somebody tries to extend φ-representatives of order 8, he could expect to process about 300 times more φ-representatives, each giving approximately 4 times more π-representatives. Therefore, the classification of matrices of order 9 is expected to last 1000 times longer, requiring huge memory.
Results of classification
We start with the simplest nontrivial case. In Table A The matrix (1, 2, 5) is a π-representative of the matrix from Example 5.
In Table A .2 all the 39 φ-representatives of order 4 are shown, together with the sizes of their φ-classes.
In Table 2 ρ n , |A φ n |, s n , a n , |D n |, and the set D n are given for 1 ≤ n ≤ 8, where s n = |S n | and ρ n = (2 n 2 /(n + 1)! 2 )/|A φ n |. In the last row of Table 2 s 9 , |D 9 |, a 9 , D 9 are given; the explanation how they are obtained will be given in section 3.
Denote by F (n) the following statement:
Obviously, the first condition implies the second one. The implication in the opposite direction is not obvious at all; it would follow from the following stronger statement:
Then A ′ has at least one minor A ∈ A n with SNF( But the following matrix F ∈ A 10 is a counterexample to H(10): 
The matrix F consists of blocks A, B, C, D, having 2, 3, 2, 3 ones in each row respectively, and also having 2, 2, 3, 3 ones in each column, respectively; F is singular, because the sums of rows of [A B] and [C D] are equal. It can be verified that rank F = 9, SNF(F ) = (1 9 , 0), but all minors of F have SNF different from (1 9 ).
In Table A .3 the SNF-representatives of matrices in A n , n ≤ 8, are listed, accompanied with the size measures of corresponding SNF-classes (the number of Table 3 The number of matrices of the rank k in A n , n ≤ 8.
matrices, the number of π-representatives and the number of φ-representatives in each SNF-class). The sizes of π-classes are determined using Algorithm 1. The classes are ordered lexicographically by the SNF (with zeros moved to the end of SNF).
One can verify this classification starting from the sorted list of all φ-representatives. For each of them one has to check if it is indeed a φ-representative. The next step is to sum the numbers of π-representatives in all φ-classes, and to compare the sum with the corresponding entry in Table 1 . One could also check that the sum of sizes of SNF-classes in A n equals 2 n 2 for each n ≤ 8, see Table A .3. The sorted lists of φ-representatives for n ≤ 8 can be downloaded from http://www.matf.bg.ac.yu∼ezivkovm/01matrices.htm.
We now review some interesting facts, which are seen from Table A.3.
Let T (n, k) = |A n,k |. In Table 3 the numbers T (n, k), 0 ≤ k ≤ n ≤ 8, are shown (of course, they are easily obtained from Table A. 3). The part of Table 3 corresponding to n ≤ 7 is the same as in [10] ; it is also an entry in [4, Sequence A064230] . Another interesting entry in [4, Sequence A055165] is the sequence m n , where m n is the number of regular (0, 1) matrices of order n -the diagonal of Table 3 . The seemingly new member of that sequence is m 8 = 10160459763342013440. If we suppose that all matrices in A n are equiprobable, then the rank probability distribution is shown in Table 4 for n ≤ 8. Looking at Table 4 , one could erroneously conclude that large fraction of matrices in A n is singular. In fact, the fraction of singular matrices in A n tends to 0 for n large [11] . Table 4 The probability that a random matrix in A n has the rank k, 0 ≤ k ≤ n ≤ 8. Table 5 The possible numbers of π-orbits inside φ-orbits of A n .
n The set of φ-orbit sizes It turns out that F (n) (6) is true for n ≤ 7, i.e. the set of SNF's of rank k is the same for all n, k ≤ n ≤ 8. For example, the SNF-representative of the SNF-class (1, 1, 2, 0 n−3 ) is the matrix (0 n−3 , 3, 5, 6) for 3 ≤ n ≤ 8.
The smallest n for which there are two matrices in A n with the same determinant, but with different SNF's is 5: SNF(3,C,15,16,19) = (1, 1, 1, 4) and SNF(3,5,9,11,1E) = (1, 1, 2, 2).
In Table 5 the possible numbers of π-orbits inside φ-orbits are shown for 1 ≤ n ≤ 8. These numbers are between 1 and (n + 1) 2 ; as it is seen, the value (n + 1) 2 is attained only if n ≥ 5. Table 6 The maximal ADV's of matrices from A n+1 , obtained by extending matrices equivalent to I n .
n | det A| A If A ∈ A n , A ∼ I n and B ∈ bord(A), then SNF(B) contains at least n ones, see ( Table 6 . In fact, the matrices from Table 6 maximize | det B/ det A| for all regular A ∈ A, n ≤ 8. 
More generally, it is interesting to describe the relationship of SNF(A) to SNF(A
Let G(n), denote the following statement:
) if and only if there exist matrices B ∈ A n+1 , B ′ ∈ bord(B), such that
By exhaustive search it is verified that G(n) is true for n ≤ 6, enabling to put all the transposed incidence matrices M n , n ≤ 7 together into single Table A 
Lemma 10 For an arbitrary
PROOF.
(1) The first inequality follows from the fact that the rank of a submatrix is a lower bound on the rank of a matrix. The second inequality follows from the observation that A ′ is an at most rank 2 perturbation of A. (2) This is a direct consequence of the fact that d
is the largest common divisor of all minors of A ′ of order i, see for example [7] . (3) Let P , Q be the matrices such that SNF(A) it follows (another way to express determinants of matrices obtained by extension, see (3))
The case det
Since rank A ′ = n + 1, then we have rank
In both cases
Suppose A ∈ A n , A ′ ∈ bord(A). From Table A .4, we see the following interesting facts:
• The first • in some M n corresponds to s = (1, 0), s ′ = (1, 1, 2) . It is equivalent to following statement: if A ∈ A 2,1 then | det A ′ | < 2. 3 Determinant and SNF sets of (0, 1) matrices of order 9 Determination of {| det(A ′ )| | A ′ ∈ bord(A)} is a simple operation, see the explanation following (3). It was effectively performed for all 199727714 matrices in A φ 8 ; merging these sets D 9 is obtained, see Table 2 .
The similar idea -determine ADV's, and only if necessary, determine SNF's of the results of extension -is used to obtain S 9 . Suppose we know in advance the number f d of different SNF's in D 9 corresponding to a given ADV d > 0. During the extension of matrices from A n , the SNF's of extended matrices with the ADV d are determined only if the number of SNF's with ADV d is still less than f d . If we know only upper bound on f d , then the heuristic does not work -we have to determine SNF's of all matrices with the ADV d. Therefore, it is useful to determine f d for at least some d > 0. Table 7 The number of partitions of r into at most n positive integers. 1 1 1 1 1 1 1 1 1 2 1 1 2 2 3 3 4 4 3 1 1 2 3 4 5 7 8 4 1 1 2 3 5 6 9 11 5 1 1 2 3 5 7 10 13 6 1 1 2 3 5 7 11 14 7 1 1 2 3 5 7 11 15 Denote by p n (r) the number of partitions of r into at most n positive integers. In order to determine the upper bound for f d , suppose first that d is a prime
The number of different exponent vectors (x 1 , x 2 , . . . , x n ) is equal to p n (r). The values p n (m) are computed using the recurrence (see for example [12] ) p n (0) = 1, n ≥ 0, p 0 (r) = 0 for r ≥ 1, and p n (r) = p n−1 (r) + p n (r − n), see Table 7 . 
Using these facts, the regular part of S 9 was determined, see Table A .5. The φ-representatives from the chosen SNF-class of A 8 were extended computing determinants, and, if necessary, determining SNF's. The upper bounds for the number of different SNF's, obtained by Lemma 10, are rough for larger ADV values, but the consequences are not dangerous, because of the small number of extended matrices with the large ADV: it is not hard to compute the SNF's of all of them.
To complete S 9 , it is necessary to determine the singular part of S 9 . If we would know that F (8) Analogously, we obtain that matrices from A 9,7 with one of the listed SNF's, can be obtained only by double extension of matrices from A 7 with the SNF (1 5 , 2, 10), (1 4 , 2, 2, 6), or (1 3 , 2, 2, 2, 4). After the complete search through all matrices that can be obtained by the extensions listed, it is found that there are no new singular SNF's of order 9 i.e. that F (8) is also true. That completes the determination of S 9 .
In Table A.6 the part of the incidence matrix M 8 is shown, corresponding to regular matrices in S 9 . The table was obtained by extending φ-representatives from A 8,7 and A 8, 8 ; the singular extended matrices were ignored. 4 The lower bounds for the first missing determinant, a n Denote by f n the nth Fibonacci number (f 1 = f 2 = 1 and f n = f n−1 + f n−2 for n ≥ 3). Paseman [13] shows that a n ≥ 2f n−1 . We give the sketch of his proof, and then we give the sharper lower bounds for a n , n ≤ 19.
Consider the so called Fibonacci matrices F n ∈ A n with the (i, j) element equal to 1 if and only if j − i = −1, 0, 2, 4, . . .; det F n = f n . The cofactors corresponding to the first row of F n are f n−1 , f n−2 , −f n−3 , −f n−4 . . . , −f 1 . Consider the matrix U ∈ bord(F n ),
T . Let y 1 = 1, y 2 = y 3 = · · · = y n = 0 and x 1 = x 2 = 0. Then from (3) we have
Therefore, each integer from [0, 2f n − 1] is determinant of some U ∈ bord(F n ), and a n ≥ 2f n−1 .
In order to prove that a n ≥ m, one can give a list of matrices from A n−1 , such that determinants of their extensions cover [1, m − 1]. The proof verification then includes the procedure of finding determinants of all extensions of a given matrix. Still, such a list is essentially more compact than the list of matrices from A n , with determinants covering [1, m − 1].
Denote by a A the minimal integer not in ∪{| det B| | B ∈ bord(A)}, the "extension spectrum" of A ∈ A n . In this context, the matrices A with high a A are of special interest. If a A > 1 and
In order to find lower bounds for some a n , one can start from a well chosen set B n−1 ⊂ A n−1 , and then to find ADV's of all extended matrices. If m is the smallest number not equal to some of these ADV's, then a n ≥ m. Afterwards, some subset of extended matrices with different SNF's is taken to be the set B n , and the next iteration can be started.
The starting set B 9 was constructed in the following way. From each SNF-class in A 8 a number of matrices is taken, with different numbers of π representatives in their φ-classes. Extending these matrices, a set of matrices with different SNF's is obtained, but without any matrix with the SNF (1 8 , 97). By adding one such matrix, the set B 9 is completed. The sets B 10 , B 11 and B 12 are generated iteratively, as explained above. At the end, the ADV's of all matrices obtained by extending the matrices in B 12 are determined. The resulting lower bounds are a 10 ≥ 259, a 11 ≥ 739, a 12 ≥ 2107, a 13 ≥ 6157.
For n > 13 we used an alternative heuristic, described by Algorithm 3.
Algorithm 3 Heuristic to find lower bound for a n+1 .
Input : L n ⊂ A n , list of matrices to be extended. Output : lower bound for a n+1 , and list L n+1 ⊂ A n+1 of "promising" matrices for the following iteration. 
Elimination of "poor" linear combinations is a powerful heuristics if the matrices with the high extension spectra are placed in the beginning of L n . The major part of linear combinations is skipped after only a few first matrices in L n , reducing the extension complexity roughly to O(n2 n ) (instead of O(4 n )). In Table A .7 for 10 ≤ n ≤ 19 we give
• lower bound for a n ,
• |L n−1 |, the number of extended matrices, • a matrix A n−1 with the highest extension spectrum found in |A n−1 |, • extension spectrum and determinant of A n−1 .
Complete lists of matrices, whose extension determinants prove these lower bounds, can be fount at http://www.matf.bg.ac.yu∼ezivkovm/01matrices.htm.
5 Counting (0, 1) matrices with the maximum determinant Using the classification of A n , it is not hard to compute the number c n [4, Sequences A051752] of matrices in A n with the maximal determinant d n (i.e. 1/2 of the number of matrices with the ADV d n ) for n ≤ 9.
The first 8 members of the sequence c n are found in Table A. 3; the number c 8 = 195955200 is new.
In order to determine c 9 , from Table A.4 we see that the matrix from A 9 with the ADV 144 could be obtained only by extending matrices from A 8 with the SNF (1 5 , 2, 2, 6) or (1 5 , 2, 2, 12). After the extension of these two SNF-classes, it turned out that there is a unique φ-class with the ADV 144 -the class with the representative (F,33,C3,FC,155,15A,166,196,1A9) . Half of the number of matrices in that φ-class is c 9 = 13716864000. It is interesting that for all n ≤ 9 there is a unique φ-class with the maximal ADV.
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