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from the real painting of slovenian impressionists.
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Povzetek
Naslov: Prenos slikarskega stila s pomocjo globokih nevronskih mrez
Avtor: Aljosa Rakita
V tej diplomski nalogi, je najprej razlozeno kaj so sploh globoke nevronske
mreze in kratka razlaga njihovega delovanja. Nato je nekaj besed nemenjenih
temu kako je stil slike deniran in kaj vse predstavlja. Po tem, je natancno
razlozeno in analizirano delovanje specicne metode za prenos stila izbrane
slike na ciljno sliko s pomocjo globokih nevronskih mrez. Temu sledi de-
monstracija delovanja, kjer smo naredili
"
lazne\ slike s pomocjo stila znanih
slovenskih impresionistov. Zakljucili pa smo s spletno anketo, ki je preverila
kako realne so producirane slike, to je ali so nakljucno izbrani ljudje sposobni
lociti tako generirane
"
lazne\ slike od pravih slik slovenskih impresionistov.
Kljucne besede: prenos stila, globoke nevronske mreze, analiza.

Abstract
Title: Painting style transfer with deep neural networks
Author: Aljosa Rakita
What are deep neural networks and how they work is explained rst in this
diploma thesis. Next, we describe what is a painting style and what deter-
mines the style. With deep neural networks one can transfer the painting
style from a selected source image to another target image. We demonstrate
style transfer by making \fake" pictures using paintings of Slovene impres-
sionist painters. At the end we made a web survey to nd out, if randomly
selected people could distinguish such \fake" pictures from the real painting
of slovenian impressionists.




Za to temo sem se odlocil, ker se mi zdi celotno podrocje umetne inteligence
zelo zanimivo in perspektivno. Naloga bo razlozila in analizirala sistem za
prenos stila slik s pomocjo globokih nevronskih mrez. Poleg tega bo sluzila
tudi kot neka kriticna ocena, kako sposobne so sodobne metode umetne in-
teligence ustvariti nekaj zelo cloveskega | to je umetnisko delo.
Umetna inteligenca v taksni ali drugacni obliki buri clovesko domislijo ze
od kar poznamo pojem znanost. Pred 20. stoletjem je bila umetna inteligenca
vecinoma pojav v mitih in zgodbah, s pojavom racunalnikov v sredini 20.
stoletja pa so ideje umetne inteligence dobile realno moznost uresnicitve. S
podrocjem se je zacelo ukvarjati vedno vec raziskovalcev, kar je pripeljalo do
vedno hitrejsega napredka. Umetna inteligenca se je najprej uveljavila na
tehnicnih in medicinskih podrocjih, ter igrah, kot je na primer sah, kjer je
bilo mozno podatke zapisati s simboli. Postopoma pa se je zacela siriti tudi
na podrocja, kjer so podatki bolj kompleksni, kot so na primer slike in drugi
signali. Umetna inteligenca je racunalnikom omogocila stvari, za katere si
ljudje niso mogli niti predstavljati, da so mogoce in na stevilnih podrocjih je
umetna inteligenca zacela pri odlocitvah nadomescati cloveka, ali pa mu je
pri odlocitvah vsaj svetovala.
Skozi leta je interes za umetno inteligenco rastel in njene metode so se
izkazale kot mocno orodje za pregledovanje podatkov in iskanje vzorcev v po-
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datkih. Danes si racunalnistva skoraj ne moremo predstavljati brez podrocja
umetne inteligence, vpliv umetne inteligence pa je ociten tudi na stevilnih
uporabniskih podrocjih. V 21. stoletju je uporaba umetne inteligence prese-
gla ozko tehnicno in poslovno orientirano uporabo, saj je zaradi vsesplosne
digitalizacije postalo mozno eksperimentirati z uporabo racunalnikov in ume-
tne inteligence tudi v humanistiki in umetnosti.
S pomocjo umetne inteligence, predvsem z nevronskimi mrezami, je danes
mozno ustvarjati slike, ki zelo prepricljivo posnemajo stil drugih izbranih
slik oziroma slikarjev. Oktobra letos bo v drazbeni hisi
"
Christie's\ v New
Yorku organizirana drazba umetniskih del, ki so produkt umetne inteligence.
To bo prva taka drazba v priznani drazbeni hisi. Navkljub dilemi, ali lahko
dela, ki so produkt racunalnikov oziroma algoritmov, oznacimo kot umetnost,
veliko ljudi kaze zanimanje za tako umetnost. V diplomski nalogi smo si zato
zadali nalogo, da preucimo in uporabimo metodologijo nevronskih mrez za
generiranje slik, ki bodo posnemale slike slovenskih impresionistov. Umetniki
so sicer racunalnike hitro sprejeli kot novo orodje za umetnisko izrazanje in
predvsem generativna umetnost racunalniske algoritme ucinkovito uporablja
za kreacijo likovnih izdelkov, bodisi z matematicnim formalizmom fraktalov
ali s formalizmom oblikovnih slovnic [5]. Vendar pa obicajno umetniki, ki
uporabljajo racunalnike, tega dejstva ne skrivajo. Najnovejsi trend uporabe
nevronskih mrez za kreiranje umetniskih del, pa na nek nacin zeli ustvariti
videz, kot da so te slike delo cloveskih rok. Kratek uvod v zgodovino uporabe
racunalnikov v likovni umetnosti je na voljo v [16].
V 2. poglavju bomo na kratko predstavili kaj so globoke nevronske mreze
in kako delujejo. Videli bomo, da so nevronske mreze zelo mocno orodje
umetne inteligence in tudi zakaj so primerne za problematiko, ki jo obrav-
navamo v tej diplomski nalogi. Kako je deniran stil slike in kaj sploh stil
je, bomo opisali v 3. poglavju, ki pojasni tudi umetnisko plat te diplomske
naloge. V 4. poglavju bomo predstavili aktualne tehnike, ki predstavljeni
problem resujejo s pomocjo globokih nevronskih mrez, njihove prednosti ter
slabosti in primernost njihove uporabe. Predstavitev odprtokodnih realizacij
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teh metod, prikaz njihovega delovanja in izdelava
"
fake\ slik bo opisano v 5.
poglavju. V diplomi smo se zavestno odlocili, da bomo za demonstracijo teh
metod uporabili slike slovenskih avtorjev. Poglavje 6 se bo osredotocilo na
analizo in interpretacijo rezultatov s pomocjo ankete. V zakljucnem, to je 7.
poglavju, bo podana kriticna ocena uporabljenih metod in koncni sklep: ali je
umetna inteligenca danes ze sposobna samostojno ustvariti umetniske slike,
za katero se clovek ni sposoben odlociti, ali so delo racunalnika ali cloveka.
Rezultati te naloge naj bi koristili sirsi interesirani javnosti za lazje razu-
mevanje tega povsem novega podrocja, ki metode umetne inteligence pove-
zuje z likovno umetnostjo, kot tudi strokovnjakom za umetno inteligenco kot
pomoc pri izbiri ustreznih metod.
1.1 Pregled podrocja in sorodnih del
Metode uporabljene v diplomi so podrobno opisane v naslednjih delih:
 Image style transfer using convolutional neural networks [4]: Predstavi
sistem, ki temelji na globokih nevronskih mrezah, ki ustvari visoko-
kvalitetne umetniske slike. Clanek naredi korak naprej v razumevanju,
kako ljudje ustvarjamo in zaznavamo umetnost.
 Preserving color in neural artistic style transfer [2]: Nadaljevanje zgor-
njega clanka, ki se loti problemov in pomankljivosti opisanega algo-
ritma. Opise preproste linearne metode, ki problem resijo. Imple-
mentacijo tega algoritma smo tudi uporabili za sintezo umetnih slik v
diplomi.
 Texture Networks: Feed-forward Synthesis of Textures and Stylized Ima-
ges [17]: V tem clanku je predstavljen sistem, ki slike zna generirati
hitreje, saj je vecina obdelave prestavljena v fazo ucenja nevronskih
mrez.
 Texture Synthesis Using Convolutional Neural Networks [3]: Clanek
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S pojmom nevronskih mrez oznacujemo mnozico algoritmov, ki so nauceni
razpoznavati dolocene vzorce v podatkih. Nevronske mreze spadajo na po-
drocje umetne inteligence, njihovo poimenovanje pa izvira iz dejstva, da de-
lujejo konceptualno podobno kot cloveski mozgani.
Nevronske mreze so zgrajene iz velikega stevila vozlisc imenovanih ne-
vroni, kjer se izvajajo racunske operacije. V vsako vozlisce vodi vhod, ki je
ponavadi razdeljen na vec delov, kar obicajno zapisemo v vektorski obliki.
Vhodni nevroni se aktivirajo preko senzorjev, ki zaznavajo okolje ali pa preko
drugih vhodnih vrednosti. Ostali nevroni, globje v nevronski mrezi, pa se ak-
tivirajo preko utezenih povezav s predhodnimi
"
aktiviranimi\ nevroni. Vre-
dnosti vektorja, transformiranega preko utezi, se sestevajo in prenesejo na
izhod. Tako dodeljujejo prioriteto vhodnim vektorjem za nalogo, ki se jo
nevronska mreza uci.
Proces ucenja v nevronskih mrezah (anglesko neural network { NN) torej
temelji na dolocanju tistih utezi, ki pripeljejo NN do zelenega obnasanja.
To obnasanje, odvisno seveda od zastavljenega problema in arhitekture NN
(kako so nevroni med seboj povezani), lahko zahteva dolge verige racunskih
operacij oziroma plasti nevronov, kjer vsaka plast vpliva na aktivacijo nasle-
dnjih plasti. Pojem globoko ucenje izvira ravno iz velikega stevila nevronskih
plasti. Izhod ene plasti je vhod v drugo in tako naprej, med njimi pa ponavadi
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najdemo tako imenovane aktivacijske funkcije, ki dolocijo ali in koliko signala
se prenese v naslednjo plast nevronov (primer take arhiteture lahko vidimo
na sliki 2.1). Pri globokem ucenju se vsaka plast vozlisc uci na mnozici la-
stnosti, ki temeljijo na prejsnji plasti. Globje gremo v nevronsko mrezo, bolj
kompleksne lastnosti so mreze sposobne prepoznati, saj se lastnosti sestevajo
in kombinirajo z lastnostmi prejsnjih plasti | temu pravimo tudi hierarhija
lastnosti [13].
Slika 2.1: Arhitektura sistema globokih nevronskih mrez, kot ga bomo upo-
rabili v diplomski nalogi. Slika je povzeta po [4].
2.1 Kratka zgodovina
Zacetki nevronskih mrez segajo v stirideseta leta 20. stoletja, ko sta McCul-
loch in Pitts predstavila NN arhitekturo, ki pa se se ni bila sposobna uciti [10].
Naslednja desetletja so prinesla preproste NN trenirane s pomocjo nadzoro-
vanega in nenadzorovanega ucenja. V nekem smislu pa zametki NN segajo
ze v zacetek 19. stoletja, ko so bile NN v bistvu razlicice metod linearne
regresije [13].
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Prve globoke nevronske mreze (anglesko deep neural network { DNN) so
bile natrenirane s pomocjo metode GMDH (Group Method of Data Han-
dling) leta 1966 [7]. Imele so polinomske aktivacijske funkcije, stevilo plasti
pa so dolocili s postopnim povecevanjem na testnih podatkih, nato pa z
zmanjsevanjem preko
"
obrezovanja\ in preverjanja na validacijski mnozici.
Leta 1979 Fukushima [1] predstavi konvolucijske NN (anglesko convoluti-
onal neural network { CNN), ki so po arhitekturi zelo podobne danasnjim NN
in vsebujejo izmenjujoce se konvolucijske plasti ter plasti za podvzorcenje.
Seveda pa tudi ta nacin ni bil popoln, Fukushima je utezi dolocil z lokal-
nimi funkcijami oziroma rocno in ne preko vzvratnega razsirjanja (anglesko
backpropagation { BP), to je z dinamicnim nastavljanjem utezi, kar omogoci,
da se stopnja napake prenese po mrezi in uposteva pri dolocanju vrednosti
utezi. Ta koncept je bil znan ze od zacetka sestdesetih let prejsnjega stoletja,
ko so v sistemih izvajali BP s pomocjo gradientnega sestopa. BP, namenjen
specicno NN, je bil predstavljen v [18] leta 1982 in je bil populariziran do
konca osemdesetih preko razlicnih clankov in ostalih znanstvenih del.
Skozi devedeseta so raziskovalci mrezam dodajali plasti ter eksperimen-
tirali z razlicnimi nacini BP. NN so postajale vse globje in uporabljati so
jih zaceli na zelo raznolikih podrocjih. V tem obdobju so NN sistemi zaceli
zmagovati na razlicnih tekmovanjih v iskanju vzorcev v podatkih.
V naslednjem desetletju so se NN razsirile na vsa mozna podrocja uporabe
in na nekaterih tudi dominirale. Postavile so vrsto rekordov in stopile tudi
v komercialno uporabo. V zadnjih letih so se se bolj izpopolnile in njihova
uporaba se je se bolj razsirila, predvsem na podrocju racunalniskega vida si
ne moremo predstavljati napredka brez nevronskih mrez [9].
2.2 Uporaba
Konvolucijske nevronske mreze se uporabljajo za resevanje raznovrstnih pro-
blemov; lahko klasicirajo ali pa grucijo. Trenutno je njihov vpliv najbolj
opazen na naslednjih podrocjih uporabe:
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 avtomatska prepoznava govora,
 prepoznava slik/objektov na slikah,
 procesiranje naravnega jezika,
 toksikologija,
 robotika,
 organiziranje odnosa s strankami,
 priporocilni sistemi,
 bioinformatika,
 procesiranje vizualne umetnosti (npr. za avtomatsko prepoznavo sli-
karja iz digitalne slike [6]),
 generiranje vizualne umetnosti,
 itd.
V diplomi smo CNN uporabili tako, da smo na vhod postavili dve sliki,
se iz prve naucili njen stil in nato ta stil prenesli na drugo sliko. Podroben
opis delovanja take CNN sledi v 4. poglavju Metodologija. Najprej pa bomo
razlozili, kaj je stil neke slike.
Poglavje 3
Umetnostno ozadje
Za demonstracijo in razlago digitalnega prenosa sloga bomo uporabili dela
slovenskih impresionistov. Dela slikarjev slovenskega impresionizma nam po-
nujajo sklenjene slogovne sklope, ki so v svojih formalnih karakteristikah za
ucinkovitost racunskih operacij se posebej primerni. Kljub temu, da je opus
slovenskih impresionistov heterogen, tako v celoti, kot v primerih posame-
znih ustvarjalcev, pa vkljucuje segmente s formalnimi vzorci, ki so za prenos
stila zelo primerni. Ker racunalniski program racuna na cim bolj slikovito
in likovno regularno povrsino, se zaradi specicnosti svojega nacina slikanja,
izmed vseh likovnih paradigem za prenos stila najbolje obnese prav impresio-
nizem. Posebnost povrsine impresionisticnega dela je odvisna od specicnega
postopka njenega nastanka. Da bi bolje razumeli likovno kvaliteto impresio-
nisticne slike, bomo najprej povedali nekaj besed o stilu/slogu, impresionizmu
kot takemu, o izvoru impresionisticnega gibanja in njegovi likovni logiki ter
nato namenili nekaj besed nacionalnim specikam slovenskih ustvarjalcev in
njihovih slikarskih opusov.
3.1 Denicija stila
V umetnosti se pojem stil slike denira kot lastnost, ki nam pomaga razvrscati
umetniska dela v raznolike kategorije oziroma katerikoli prepoznavni nacin
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ali metoda, ki se uporablja za izdelavo oziroma izvedbo dela. Nanasa se na
vizualni izgled umetniskega dela, ki je prisoten v vseh delih istega avtorja




Stil obicajno delimo glede na casovno obdobje, drzavo, kulturno skupino,
skupino umetnikov oziroma umetnisko gibanje ter stil posameznika znotraj
teh skupin. V tej diplomski nalogi se bomo srecali s slovenskim impresio-
nizmom, katerega bomo uporabili za ucenje globokih nevronskih mrez in za
izdelavo laznih (anglesko fake) slik. Besedo
"
fake\ smo si izposodili iz kon-
teksta
"
fake\ ali laznih novic, saj pri umetno generiranih slikah tudi zelimo
ustvariti vtis, da gre za pravo oziroma originalno sliko, ki jo je naslikal dolocen
umetnik.
3.2 Impresionizem
Impresionizem je umetniski stil iz druge polovice 19. stoletja, za katerega
je znacilno, da so umetniki dajali poudarek natancnemu prikazu svetlobe,
na slikah pa so bile majhne, tanke, a vendar vidne poteze copica. Motivi
so bili vsakdanji,
"
obicajni\ dogodki, s vkljucevanjem gibanja kot kljucnega
elementa cloveskega zaznavanja in obcutenja.
Impresionizem je bil zacet v Parizu s strani skupine umetnikov, ki so bili
opazeni preko samostojnih razstav. Ime pa je dobil po sliki Clauda Moneta:
Impression, soleil levant (Impresija, vzhajajoce sonce) [11].
Impresionizem ni in ze tedaj ni bil le francoski fenomen. Kmalu potem, ko
je impresionizem takorekoc skandalozno eksplodiral v francosko javnost, se
je stil razsiril po vecjih evropskih dezelah in nastale so posamezne nacionalne
sole, ki so njegove postopke in tehnike sprejele, pri cemer je bila recepcija
pogosto nacionalno pogojena in je vodila do specicnih impresionisticnih
stilov.
Impresionizem je na slovensko podrocje prisel pozno, tj. priblizno pol
stoletja po svojem izvoru [12]. Zaradi velike casovne razlike je prislo do
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marsikatere spremembe, ki tedanji impresionizem loci od prvotnega tako na
ravni forme kot na ravni vsebine. Impresionizem je v kontekstu ustvarja-
nja slovenskih slikarjev oznaceval sirse pomensko polje, kot ga je oznaceval
na Francoskem. Slovenski impresionizem je bil v osnovi eklekticno slikar-
stvo, ki je crpalo iz razlicnih slikarskih vplivov in posredovalo raznorodna
nacela slikanja. Slogovne prvine so bile osebno izbrane in proste od zahtev
mocnih opticnih nacel. Na institucionalni ravni je bilo za razliko od mocnega
organiziranega gibanja, ki zaznamuje francoski impresionizem, povezovanje
slovenskih slikarjev sibkejse. Zgodnja razstava na Dunaju je uspela, med-
tem ko je bilo padanje uspeha cutiti ze v prvih dveh slovenskih razstavah,
kar je bilo pogojeno s slovenskim trgom in slovensko javnostjo, ki novosti ne
podpira. Kljub temu, da se je slovenski impresionizem konstituiral kot izra-
zito narodno-tvorna funkcija v casu iskanja elementov narodne-identikacije,
nancno ni bil uspesen.
3.3 Izbor slik
Pri celotnem umetnostnem vidiku te diplome, sploh pa pri izboru slik slo-
venskih impresionistov, mi je pomagal Sebastian Korenic Tratnik, ki je tudi
avtor vseh novo posnetih fotograj, uporabljenih za vsebinsko podlago pre-
nosa stila.
V obravnavo smo vzeli popularnejsa dela naslavnejsih slikarjev slovenske
moderne. Pri vsakem slikarju smo skusali najti tako slogovno kot motivno
reprezentativna dela, ki skupaj tvorijo celoto. Ker je opus impresionistov
raznolik, je bilo potrebno izbrati dela, ki si delijo nekaj osnovnih stilisticnih
parametrov. V opusih smo skusali najti serije slik, ki so bile narejene v po-
dobni maniri in izhajajoc iz istih formalnih izhodisc. Ni nakljucno, da smo
prisli do slogovnih obdobij, v katerih so slikarji ustvarili svoje najvecje moj-
strovine. Raziskovanje dolocenega sloga je dolgotrajen proces, ki postopno
vzpostavlja notranje zakonitosti likovne logike, ki konstituirajo stilisticno
matrico. Delanje variant znotraj istih formalnih dolocil vodi do tega, da se
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slog postopoma izciscuje, kar pogosto za sabo potegne tudi porast likovne
kvalitete.
 Pri Groharju smo se osredotocili na slog, po katerem je najbolj poznan
in v katerem so narejena njegova najbolj slavna dela (Sejalec, Pomlad,
Breze). Osnovna barvna paleta: zeleno-roza. Motivi: Krajine, zanr.
 Pri Sternenu smo se osredotocili na njegove akte, natancneje na rdece-
zeleno barvno izhodisce. Osnovna barvna paleta: rdeco-zelena. Motivi:
lezeci zenski akt.
 Pri Jami smo se osredotocili na njegove zanre. Osnovna barvna paleta:
zeleno-rjava-bela. Motivi: Zanrski prizori.
 Pri Jakopicu smo se osredotocili na njegove barvno zlahtne bogate in-
teriere in njegov motiv Krizank. Pri Krizankah, ki jih je obdelal z
razlicnimi stili, smo skusali nadaljevati slogovno permutacijo, pomesati
stile ipd.
Nadalje smo se pri vseh slikarjih lotili tudi slik z motivom krajinske ve-
dute, ki so jih delali v razlicnih obdobjih svojega zivljenja in ki imajo le redko
ob sebi niz stilno podobnih del. Vec o umetnostno zgodovinskem vidiku teh
eksperimentov smo napisali v clanku, ki ga pripravljamo [8].




Postopek procesiranja je v osnovi temeljil na izbiri slikarske predloge iz ka-
tere smo sintetizirali slikarski stil, produkciji ali izbiri fotografske osnove ter
aplikacije sintetiziranega stila na to osnovo. Gre za vzvraten proces samega
dela impresionistov, ki kot vemo, vecino dela niso naredili na prostem, temvec
v ateljeju, izhajajoc iz fotograj. Medtem, ko so elemente posameznih foto-
graj pogosto kombinirali, ter jih niso upostevali popolnoma (vendar bolj za
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navdih), pa obstajajo primeri s skoraj povsem homolognim odnosom. Kon-
trast med starimi analognimi fotograjami, ki deloma izhajajo iz zapuscine
slovenskih impresionistov in ki smo jih poiskali v arhivu Narodne galerije
v Ljubljani, in po njih narejenimi oljnimi slikami ter novejsimi digitalnimi
fotograjami in po njih zmodeliranimi laznimi slikami nam podaja zanimive
nastavke za tematizacijo samega procesa stilotvorja.
Nismo se omejili le na enosmerni proces prenosa, temvec smo izhajali iz
nekaj temeljnih operacij, preko katerih smo prisli do mocnejsih ramikacij, ki
presegajo podrocje tehnologije in vstopajo v umetnostno teorijo. Operacije,
ki smo jih izvajali, so sledece:
 Prenos stila iz slike na fotograjo, pri cemer je slikarska predloga kom-
pozicijsko podobna fotografski osnovi.
 Prenos stila iz slike na fotograjo, pri cemer slikarska predloga ni kom-
pozicijsko podobna fotografski osnovi.
 Prenos stila iz fragmenta slike na fotograjo, ki je kompozicijsko po-
dobna ali razlicna fotografski kompoziciji.
 Prenos stila iz kombinacije slikarskih predlog, ki tvorijo novo kompo-
zicijsko celoto, na fotograjo, ki je strukturalno podobna ali razlicna
fotografski kompoziciji.
 Prenos kombinacije razlicnih slikarskih predlog, ki tvorijo novo stili-
sticno celoto, na fotograjo, ki je strukturalno podobna ali razlicna
fotografski kompoziciji.
 Prenos stila na podlagi vseh zgoraj navedenih principov med kompozij-
skimi in stilisticnimi celotami in fragmenti med deli vseh impresionistov




Algoritem, ki smo ga uporabili, temelji na globokih nevronskih mrezah VGG
[4], ki so bile naucene za zaznavo in lokalizacijo objektov na slikah. Arhitek-
tura mrez je sestavljena iz zelo majhnih (33) konvolucijskih ltrov in ima
globino 16{19 plasti. Mreze so bolj obsirno opisane v [14].
Omenjene mreze so v uporabljenem algoritmu normalizirane, kar pomeni,
da so utezi nastavljene tako, da je povprecna vrednost aktivacije vsakega kon-
volucijskega ltra cez vse slike in pozicije enaka ena. Druga sprememba pa je
sprememba nacina zdruzevanja. V originalnih mrezah je uporabljen posto-
pek, ki iz dolocene regije obdrzi samo najvecjo vrednost, to je
"
max-pooling\,
v nasih mrezah pa je uporabljen postopek, ki obdrzi povprecno vrednost ozi-
roma
"
average-pooling\, kar privede do nekoliko boljsih rezultatov.
4.1 Predstavitev vsebine slike
V DNN vsaka plast predstavlja nelinearno shrambo za rezultate ltrov, katere
kompleksnost narasca glede na pozicijo v mrezi. Tako je vhodna slika ~x
v vsaki plasti zakodirana glede na odzive ltrov na to sliko. Plast z Nl
razlicnimi ltri proizvede Nl "
aktivacijskih map\ (mapa, kjer so shranjeni
odzivi ltrov), ki imajo velikost Ml, kjer je Ml visina krat sirina aktivacijske
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mape. Odzive plasti l torej lahko shranimo v matriko
F l 2 RNl x Ml
kjer je Flij aktivacija i -tega ltra na poziciji j v plasti l.
Da bi vizualizirali podatke o sliki, ki so zakodirani na razlicnih plasteh,
moramo narediti gradientni sestop na sliki belega suma (anglesko
"
white
noise\, glej sliko 2.1), da dobimo novo sliko, ki ustreza odzivom ltrov, ki jih
je producirala originalna slika. Naj bosta ~p originalna in ~x generirana slika,
Pl ter Fl pa njune predstavitve v plasti l. Nato lahko deniramo funkcijo
kvadratne napake med dvema predstavitvama kot:





(F lij   P lij)2
.




8<:(F l   P l)ij; ce F lij > 00; ce F lij < 0 (4.1)
iz cesar lahko s standardno napako BP izracunamo gradient glede na sliko
~x. S tem postopkom lahko spreminjamo nakljucno zacetno sliko ~x, dokler ne
generira istega odziva na doloceni plasti konvolucijske nevronske mreze(CNN)
kot originalna slika ~p.
CNN z ucenjem za prepoznavo objektov razvijejo predstavitev slike, ki
povzroci, da so informacije o objektih, visje ko gremo po plasteh, vedno bolj
eksplicitne (poudarjene) [3]. Tako se vhodna slika, skozi hiearhijo plasti,
pretvori v predstavitve, ki so vedno bolj obcutljive na dejansko vsebino slike.
V visjih plasteh torej najdemo predstavitve ki zajamejo vsebino (kaj je na
sliki in kako je postavljeno) ampak ne omejujejo dejanske vrednosti pikslov,
nizje plasti pa vsebujejo predstavitve, ki preprosto vrnejo vrednosti originalne
slike.
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4.2 Predstavitev stila slike
Da bi dobili predstavitev stila vhodne slike, uporabimo prostor lastnosti, ki
je namenjen za zajem informacij o teksturi [3]. Ta prostor lahko zgradimo
na katerikoli plasti, iz korelacij odzivov razlicnih ltrov. Te korelacije pa
nam daje Gramova matrika Glij 2 RN lN l , kjer je Glij notranji produkt







Ce zdruzimo korelacije vecih plasti, dobimo obsezno predstavitev vhodne
slike, ki zajema informacije o teksturi, ne pa kompozicije.
Da bi vizualizirali podatke na razlicnih plasteh, moramo zopet minimi-
zirati povprecno kvadratno razdaljo (ang. mean-squared distance) med ele-
menti originalne Gramove matrike in pa elementi Gramove matrike slike, ki
jo generiramo [3].
Naj bosta ~a originalna in ~x generirana slika, Al ter Gl pa njune predsta-












kjer so wl utezi, ki vplivajo na to, kako pomembna je katera plast. Odvod El




8<: 1N2lM2l ((F )T (Gl   Al))ij; ce F lij > 00; ce F lij < 0 (4.2)




Da prenesemo stil iz umetniskega dela ~a na fotograjo ~p, generiramo novo
sliko, ki se ujema z vsebinsko predstavitvijo slike ~p in predstavitvijo stila
slike ~a. Tako moramo hkrati minimizirati razdaljo med odzivi trov na sliko
belega suma in vsebinsko predstavitvijo fotograje v eni plasti ter razdaljo
med stilsko predstavitvijo, denirano preko vecih plasti CNN, ki imajo tako
arhitekturo kot prikazuje slika 2.1. Funkcija izgube, ki jo minimiziramo je:
Ltotal(~p;~a; ~x) = Lvsebina(~p; ~x) + Lstil(~a; ~x) ;
kjer sta  in  utezi za rekonstrukcijo vsebine in stila.
Gradient glede na vrednosti pikslov
@Ltotal
@~x
lahko uporabimo kot vhodne
vrednosti algoritma za numericno optimizacijo. Tu smo uporabili optimiza-
cijski algoritem L-BFGS [20], za katerega so ugotovili, da pri generiranju slik
deluje najbolj. Da bi se dalo izluscene informacije o stilu cim bolje prenesti
na vsebino, algoritem vedno spremeni velikost sliki stila tako, da ima iste






umetnih\ slik smo uporabili python aplikacijo neural-style-tf,
ki temelji na omenjenih VGG nevronskih mrezah za zaznavo in lokalizacijo
objektov [14]. Storitev je prosto dostopna na spletnem naslovu https://
github.com/cysmith/neural-style-tf [15].
Aplikacija podpira napredno uporabo s pomocjo velikega stevila argu-
mentov, s katerimi lahko dolocimo:
 maksimalno velikost izhodne slike (v nasem primeru 512512),
 vpiv stila oziroma vsebine,
 ali naj se obdrzijo originalne barve,
 nacin vzorcenja (max, avg),
 s katero
"
napravo\ bomo procesirali (algoritem podpira uporabo GPU
in CPU),






Sam proces generiranja slik ni bil pretirano zahteven, ampak je bil zato zelo
dolgotrajen. Razlog za to dolgotrajnost je, da smo za procesiranje uporabili
prenosni racunalnik. Racunalnik je imel CPU Intel Core i7-5500U @ 2.40GHz
s 6GB RAM-a, operacijskim sistemom Windows 10 (64bit) in brez moznosti
procesiranja na GPU. Tako je cas prenosa stila na eno fotograjo dimenzije
512512 v povprecju dosegal dve uri in pol.
Na fotograje smo prenesli razlicne stile, da bi dobili najbolj prepricljive
rezultate. Eksperimentirali pa smo tudi z nastavljanjem utezi vsebine ozi-
roma stila in uporabo originalnih barv. Ponekod smo tudi zdruzili vec stilov
in jih prenesli na izbrano fotograjo. Procesiranje vsake slike posebej je bolj
podrobno opisano v nadaljevanju.
5.2.1 Generiranje slik
Skupaj smo proizvedli nabor z vec kot 50 slikami, iz katerega smo izbrali 16
najbolj prepricljivih (realnih), ki smo jih nato skupaj se s 14 slikami, ki so
delo slikarjev, vkljucili v anketo.
Algoritem ima, ce ne uporabimo dodatnih argumentov, nastavljene pri-
vzete vrednosti. V nadaljevanju, ce ni posebej zapisano drugace, so upora-
bljene privzete vrednosti naslednje: 512512: maksimalna velikost izhodne
slike, utez vsebine: 5, utez stila: 10.000, naprava: /cpu:0, optimizacijski
algoritem: L-BFGS z maksimalno 1000 iteracijami.
Generirani rezultati s kratkim opisom procesa izdelave je prikazano v
slikah od 5.1 do 5.16
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(a) Vsebina. (b) Stil: R. Jakopic -
Soncni breg.
(c) Rezultat.
Slika 5.1: Postopek generiranja slike st. 10.
(a) Vsebina. (b) Stil: R. Jakopic{
Soncni breg.
(c) Rezultat.
Slika 5.2: Postopek generiranja slike st. 28.
(a) Vsebina. (b) Stil: I. Grohar{
Hribcek.
(c) Rezultat.
Slika 5.3: Postopek generiranja slike st. 27.
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(a) Vsebina. (b) Stil: I. Grohar{
Sejalec.
(c) Rezultat.
Slika 5.4: Postopek generiranja slike st. 49.
(a) Vsebina. (b) Stil: I. Grohar{
Hribcek.
(c) Rezultat.
Slika 5.5: Postopek generiranja slike st. 16, z utezjo stila povecano na 200.000
(a) Vsebina. (b) Stil: R. Jakopic{
Soncni breg.
(c) Rezultat.
Slika 5.6: Postopek generiranja slike st. 30.
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(a) Vsebina. (b) Stil: R. Jakopic{
Kamnitnik v snegu.
(c) Rezultat.
Slika 5.7: Postopek generiranja slike 39, z utezjo stila povecano na 200.000.
(a) Vsebina. (b) Stil: I. Grohar{
Sejalec.
(c) Rezultat.
Slika 5.8: Postopek generiranja slike st. 48, z utezjo stila povecano na
200.000.
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(a) Vsebina. (b) Stil: R. Jakopic{
Krizanke.
(c) Rezultat.
Slika 5.9: Postopek generiranja slike st. 46.
(a) Vsebina. (b) Stil: R. Jakopic{
Soncni breg.
(c) Rezultat.
Slika 5.10: Postopek generiranja slike st. 11.
(a) Vsebina. (b) Stil: I. Grohar {
Hribcek.
(c) Rezultat.
Slika 5.11: Postopek generiranja slike st. 31.
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(a) Vsebina. (b) Stil: I. Grohar{
Hribcek.
(c) Rezultat.
Slika 5.12: Postopek generiranja slike st. 23, z utezjo stila zmanjsano na
2000.
(a) Vsebina. (b) Stil 1: R. Jakopic{
Soncni breg.
(c) Stil 2: I. Grohar{
Sejalec.
(d) Rezultat.
Slika 5.13: Postopek generiranja slike st. 14. Tu smo uporabili dva stila, ki
na generirano sliko vplivata vsak polovicno
(a) Vsebina. (b) Stil: I. Grohar{
Sejalec.
(c) Rezultat.
Slika 5.14: Postopek generiranja slike st. 6.
26 Aljosa Rakita
(a) Vsebina. (b) Stil: R. Jakopic{
Krizanke.
(c) Rezultat.
Slika 5.15: Postopek generiranja slike st. 43, z utezjo stila povecano na
20.000.
(a) Vsebina. (b) Stil: R. Jakopic{
Soncni breg.
(c) Rezultat.
Slika 5.16: Postopek generiranja slike st. 13, kjer smo utez stila povecali na
1.000.000!
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Izbrane slike smo nato po potrebi se obrezali ali pa jim spremenili dimen-
zije, saj so bile skoraj vse generirane slike istega formata (ker smo izhajali iz
fotograj iz iste naprave in zaradi omejitve izhodne velikosti).
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Poglavje 6
Rezultati ankete o razlikovanju
pravih in generiranih slik
Da bi preverili, kako prepricljive so slike, ki smo jih zgenerirali in prikazali
v prejsnjem poglavju, smo nakljucno izbrane ljudi vprasali, kaksen je po
njihovem mnenju izvor slike: racunalniski ali cloveski. Da bi to izvedeli, smo
izvedli spletno anketo in jo preko razlicnih druzabnih omrezij, spletne poste
in ostalih metod razsirili med cim bolj raznolike prole ljudi.
Za izdelavo spletne ankete smo uporabili odprtokodno aplikacijo za sple-
tno anketiranje: En klik anketa oziroma 1KA. Storitev je brezplacno do-
stopna na spletnem naslovu http://www.1ka.si in omogoca oblikovanje,
tehnicno izdelavo ter izvedbo ankete, nato pa nudi tudi orodja za urejanje in
analizo podatkov oziroma parapodatkov.
Anketa je bila sestavljena iz 32 vprasanj. Prvi dve vprasanji sta bili
demografske narave, da bi izvedeli kaksen je prol anketirancev |
"
Kaksen
je vas spol?\ in
"
V katero starostno skupino spadate?\ Nato je sledilo 30
slik (16 racunalniskega in 14 cloveskega izvora), kjer so morali anketiranci





Na anketo je odgovorilo 268 ljudi, od tega 48% moskih in 52% zensk. Najvec,
to je 53% anketirancev, je bilo starih med 21 in 40 let, 37% je bilo starih 41
do 60 let, 5% je bilo starejsih od 60 in prav tako 5% jih je bilo mlajsih od 21
let.
Rezultati ankete po posameznih slikah so prikazani na slikah od 6.1 do
6.30. Histogrami so obarvani modro za pravilne in rdece za napacne odgovore.
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Slika 6.1: Slika je bila umetno generirana: glej postopek na sliki 5.1.
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Slika 6.2: Rihard Jakopic: Svez sneg (1908)
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Slika 6.3: Rihard Jakopic: Kamnitnik v snegu (1903), ta slika je zanimivost
ankete, saj so jo ljudje napacno oznacili kot racunalnisko
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Slika 6.4: Slika je bila umetno generirana: glej postopek na sliki 5.2, slika je








Slika 6.5: Slika je bila umetno generirana: glej postopek na sliki 5.3. Je tretja
najbolj prepricljiva generirana slika.
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Slika 6.6: R. Jakopic: Krizanke (1909)
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Slika 6.7: Slika je bila umetno generirana: glej postopek na sliki 5.4.
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Slika 6.8: Ivan Grohar: Stemarski vrt (1907), najbolj prepricljiva prava slika.
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Slika 6.9: Slika je bila umetno generirana: glej postopek na sliki 5.5
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Slika 6.10: Matej Sternen: Kozolci (1907)
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Slika 6.12: Ivan Grohar: Sejalec (1907)
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Slika 6.13: Slika je bila umetno generirana: glej postopek na sliki 5.7. Najbolj
ocitno racunalniska slika, kar pa ni cudno, saj so anketiranci ze njen stil
oznacili kot racunalnisko generirano sliko.
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Slika 6.14: Matej Sternen: V jutro (1908)
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Slika 6.15: Ivan Grohar: Hribcek (1910)
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Slika 6.16: Slika je bila umetno generirana: glej postopek na sliki 5.8
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Slika 6.17: Rihard Jakopic: Breze (1903)
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Slika 6.18: Slika je bila umetno generirana: glej postopek na sliki 5.9. Tu svoj
izvor morda izdaja sama vsebina slike (klasicna ljubljanska klop), vendar je
55% ljudi se vedno pretentala.
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Slika 6.19: Slika je bila umetno generirana: glej postopek na sliki 5.10
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Slika 6.20: Matej Sternen: Dama v modrem (Zacetek 20. stoletja)
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Slika 6.21: Ivan Grohar: V Gerajtah (1908)
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Slika 6.22: Slika je bila umetno generirana: glej postopek na sliki 5.11
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Slika 6.23: Matija Jama: Naslov ni znan (Zacetek 20. stoletja)
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Slika 6.24: Rihard Jakopic: Krizanke (1924)
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Slika 6.25: Slika je bila umetno generirana: glej postopek na sliki 5.12. Je
druga najmanj prepricljiva racunalnisko generirana slika
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Slika 6.26: Slika je bila umetno generirana: glej postopek na sliki 5.13
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Slika 6.27: Matija Jama: Tri breze (okoli 1901)
58 Aljosa Rakita




Slika 6.28: Slika je bila umetno generirana: glej postopek na sliki 5.14
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Slika 6.29: Slika je bila umetno generirana: glej postopek na sliki 5.15. Slika
je najbolj prepricljiva slika v anketi.
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Slika 6.30: Slika je bila umetno generirana: glej postopek na sliki 5.16
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6.2 Interpretacija rezultatov ankete
Pri resevanju ankete so bili anketiranci 80% natancni, saj so pravilno raz-
vrstili 24 od 30 slik. Ko je bila slika umetniskega izvora je to v povprecju
ugotovilo 77% anketirancev, in s podobno gotovostjo 75% so pravilno ugoto-
vili racunalniski izvor slik.
Malo manj kot tretjina (32%) racunalnisko generiranih slik je anketirance
"
pretentala\, saj so jih pet napacno oznacili kot da jih je naslikal slikar.
Kot lahko razberemo na sliki 6.31 sta bili najbolj prepricljivi racunalnisko
generirani sliki 6.4 in 6.29, saj jih je kar 62% anketirancev oznacilo kot delo
slikarja.
Presenetljivo pa je, da je ljudi pretentala tudi ena prava umetniska slika.
Sliko 6.3 je skoraj dve tretjini anketirancev, oziroma 65% populacije, klasi-
ciralo kot racunalnisko generirano.
Kot je razvidno iz slike 6.31 in 6.32 so najvecjo natancnost anketiranci do-
segli pri klasiciranju racunalnisko generiranih slik 6.13 in 6.25 (natancnost:
91% in 89%) in umetniskih slik 6.6 in 6.8 (natancnost: 90% in 96%).
Ena od moznih razlag za tako visoko natancnost pri prepoznavanju ume-
tniskih slik je ta, da so dolocene izbrane slike tako ikonicne, da jih je veliko
slovencev enostavno prezpoznalo, ker so jih ze tolikokrat videli. V anketo
smo namrec vkljucili nekaj zelo znanih slik slovenskih impresionistov. Za
visoko natancnost pri klasiciranju dolocenih racunalnisko generiranih slik
pa morda lahko krivimo (ne)uravnotezenost kompozicije in prevec monotono
barvno paleto vhodne slike.
Verjetno je na rezultate vplivalo samo zaporedje vprasanj. Pri vseh an-
ketirancih so bila namrec vprasanja postavljena v istem vrstnem redu in
opazimo lahko, da so anketirance bolj
"
pretentale\ racunalnisko generirane
slike, ki so bile med v anketi med prvimi na vrsti. Anketiranci so morda
opazili ponavljajoce se lastnosti generiranih slik in to znanje uporabili pri
kasnejsih slikah.
Iz primerov, ki so anketirance najbolj pretentali lahko sklepamo, da algo-
ritem pravilno opravlja svojo nalogo, vendar mora kreator laznih slik zdruziti
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take slike, ki producirajo najboljsi rezultat.
Impresionisticni stil se je, kot smo predvideli, za nalogo prenosa stila
dobro obnesel. Najboljsa primera za sintezo in prenos stila sta se izkazali
sliki Krizanke in Soncni breg slikarja Riharda Jakopica.






























































Cilj diplomskega dela je bila raziskava fenomena prenosa slikovnega stila s
pomocjo globokih nevronskih mrez, kar je sedaj vroca tema v racunalnisko
generirani umetnosti. Zato smo najprej razlozili, kako se s pomocjo globo-
kih nevronskih mrez prenasa stil z ene slike na drugo sliko. To uporabo
globokih nevronskih mrez smo nato demonstrirali s pomocjo slik slovenskih
impresionistov.
Stil, ki smo ga uporabili za generiranje slik, smo sintetizirali iz najpopu-
larnejsih del slovenskih impresionistov. Nato smo ta stil prenesli na fotogra-
je, na katerih so bili podobni motivi, ki so jih kot predlogo za svoje slike
uporabljali tudi sami impresionisti.
Prepricljivost tako dobljenih rezultatov smo preverili preko spletne an-
kete, ki smo jo preko socialnih omrezij, spletne poste in ostalih metod razsirili
med cimsirsi krog ljudi. Na anketi je sodelovalo vec kot 250 ljudi.
Rezultati spletne ankete kazejo, da vsaj v nasem primeru, ljudje se vedno
znajo lociti med pravimi in generiranimi slikami. Vendar je priblizno tretjina
generiranih slik anketirance
"
prevarala\ in prepricani smo, da bi ta delez z
boljso kompozicijo fotograj, ki smo jih izbrali za osnovo in z bolj raznoliko
paleto stilov ter z nakljucnim zaporedjem slik v anketi se narastel. Sam
proces generiranja slik je sicer bil v nasem primeru dokaj pocasen, vendar
to lahko zlahka resimo z uporabo boljse tehnologije, predvsem z uporabo
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gracnih procesorskih enot (GPU).
Uporaba globokih nevronskih mrez na raznolikih podrocjih uporabe (npr.
racunalniski vid, ucenje, kreativnost itd.) nam pomaga pri razumevanju,
kako taki procesi delujejo v realnem zivljenju. Njihova uporaba v umetnosti
pa odpira nov problem: Ali lahko dela, ki jih je generirala umetna inteli-
genca, smatramo kot prava umetniska dela, in ce da, kdo je potem njihov
avtor (programer, algoritem ali kombinacija obojega)? Zagotovo pa drzi, da
racunalnisko generirana umetnost ostaja med nami.
Uporabe opisanih metod za strokovnjake na podrocju umetnostne zgo-
dovine odpira povsem nove moznosti analize posameznih umetniskih del ali
nekih zakljucenih slikarskih stilskih opusov, saj je mozno s ciljno usmerjeno
sintezo generiranih slik preizkusiti marsikatero, dosedaj le teoreticno zasno-
vano domnevo ali idejo.
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