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Seznam uporabljenih simbolov 
AR Augmented reality (Nadgrajena resničnost) 
BLE Bluetooth Low Energy (Bluetooth 4.0) 
BT 4.0 Bluetooth 4.0 
BT 3.0 Bluetooth 3.0 
HMD Head-Mounted Display (Na glavni zaslon) 
LCD Liquid Cristal Display 
API Application programming interface (Aplikacijski programski 
vmesnik) 
3D Tri dimenzijsko 
(G)ATT (Generic) Attribute Protocol 
UUID Universally unique identifier 
MM Multimedija 
XML Extensible Markup Language (razširljivi označevalni jezik) 
UI User interface (Uporabniški vmesnik) 
(W)LAN (Wireless) Local Area Network (Brezžično lokalno omrežje) 
4G Mobilno omrežje četrte generacije 
OS Operation system (Operacijski sistem) 







V tej diplomski nalogi sem predstavil potek razvoja aplikacije z biološko 
povratno zanko. Predstavil sem teoretične osnove na področju nadgrajene resničnosti 
in tem povezanih pametnih očal, razvojem aplikacij na platformi Android in 
Arduino. Preučil sem uporabnost navidezne resničnosti v sistemu z biološko 
povratno zanko. Določil in uporabil sem vrsto komunikacije med senzorjem in 
pametnimi očali oz. pametnim telefonom. To komunikacijo sem z lastnim 
programskim orodjem tudi testiral in ugotovil pomanjkljivosti in omejitve. Opisal 
sem celoten postopek razvoja, od ideje do izvedbe, in prilagoditev, ki so bile 
potrebne pri razvoju aplikacije za pametna očala, ki imajo lasten operacijski sistem, 
ki je grajen na osnovi Android in tudi uporabniškem vmesniku, ki je lasten okolju 
Recon. Prav tako predstavim nekaj ugotovitev nestrukturiranega uporabniškega 
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In this thesis I explained development of application with biofeedback 
mechanism. Firstly, I explored the theoretical background about augmented reality in 
connection to smart glasses, and development on Android and Arduino platforms. I 
studied usability of augmented reality in systems with biofeedback. I determined and 
used communication technology between sensor and smart glasses or smart phone. I 
tested that technology with my own software solution and I found drawbacks and 
limitations of it. I described an entire process of development starting with the idea 
and finishing with the product, with all the adjustments necessary for app 
development on smart glasses that have specific operating system, that is derived 
from Android, that has a special user interface unique to Recoon. I also presented 
some findings of unstructured user testing of final application on smart glasses with 
sensor attached to user’s body. 
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1  Uvod 
Nadgrajena resničnost je ena obetavnejših tehnologij, ki so trenutno na voljo 
uporabnikom. Največkrat se nadgrajena resničnost implementira v obliki pametnih 
očal. Te še niso prišle v vsakodnevno rabo in so večini uporabnikom pametnih 
naprav še neznana tehnologija. Proizvajalci pa že izdelujejo in razvijajo veliko 
različnih in zelo obetavnih AR naprav in aplikacij. Prav tako so postala vgrajena 
vezja z različnimi senzorji in povezovalnimi zmožnostmi cenovno ugodna in 
dostopna. Tako sem se odločil, da pripravim aplikacijo, ki bo uporabniku na 
dojemljiv način na pametnih očalih prikazovala podatke iz senzorjev. 
V diplomski nalogi bom razložil razvoj preproste aplikacije, ki demonstrira 
koncept biološke povratne zanke na pametnih očalih (Slika 1). Gre za koncept, ko 
uporabnika z neko tehnologijo, v mojem primeru s pametnimi očali, ki prejema 
informacije iz senzorja, usmerimo oz. obvestimo o stanju, v katerem se nahaja. 
Uporabnik pa bo kasneje glede na informacijo prilagodil svoje početje oz. stanje.  
V nadaljevanju bom razložil tehnologije, ki so bile uporabljene. Najprej bom 
opisal koncept pametnih očal in nadgrajene resničnosti, spregovoril bom tudi o 
operacijskem sistemu Android. Nato bom razložil nekaj osnov o vgrajenih vezjih in 
Arudino platformi. Spregovoril bom tudi o tehnologiji Bluetooth 4.0, preko katere 
poteka komunikacija pametnih očal in senzorskega vezja. 
Nato bom spregovoril o razvojnem okolju. Uporabljal sem dva, in sicer 
Android Studio ter Arduino. Android Studio je namenjen razvoju aplikacij na 
platformi Android. To orodje sem uporabljal tako v začetni fazi razvoja za razvoj 
telefonske aplikacije kot kasneje, ko sem razvijal aplikacijo za pametna očala. 
Arduino pa je razvojno okolje, namenjeno pisanju in nalaganju kode na Arduina 
vezja oz. vezja, ki so grajena na tem odprto kodnem modelu.  
V zadnjih poglavjih bom podrobno razložil, kako je potekal razvoj od osnovnih 
idej do končne aplikacije. Pomemben del je bil testiranje prisotnih tehnologij in 
ugotavljanje njihove implementacije. Na koncu pa še opišem, kako se vse dosedanje 
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delo prilagodi v preprosto aplikacijo, ki je pa kljub temu primerna in uporabna za 
uporabnika. V fazi testiranja je bil moj namen to tudi dokazati. 
 
Slika 1 Shema biološke povratne zanke. 
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2  Tehnološki pregled področja 
Področja, ki jih pokriva diplomska naloga, so tri: 1. nadgrajena resničnost v 
povezavi s pametnimi očali; 2. vgrajena vezja še posebej v povezavi s platformo 
Arduino; 3. komunikacija med tema dvema napravama z Bluetooth 4.0. Gre za širok 
spekter tehnologij, ki so zelo kompleksne, zato bom opisoval samo tisti del vsake 
tehnologije, ki je potrebna za razumevanje delovanja končnega produkta.  
2.1  Nadgrajena resničnost 
V času pisanja te naloge je nadgrajena resničnost (Augmented Reality) dosegla 
vrhunec svojega razvoja. Predvsem očala, ki omogočajo uporabniku vpogled v 
dodatno virtualno vsebino v resničnem prostoru, so dosegla svoj vrhunec z 
Microsoftovimi HoloLens. Če je bila še pred nekaj leti zanimiva navidezna 
resničnost (Virtual Reality), ki je uporabnika popolnoma preselila v virtualni svet, je 
ta sedaj postala že skoraj vsakodnevnost za uporabnike, ki jih to zanima. Navidezna 
resničnost se predvsem uporablja v računalniških igrah in računalniški grafiki.  
Nadgrajena resničnost pa je prav v tem letu postala resničnost za razvojne inženirje 
in zelo napredne uporabnike.  
Četudi imata nadgrajena in navidezna resničnost določene podobne 
implementacije,  nista konkurenta, saj v osnovi želita doseči drugačen trg in 
predvsem drugačne uporabe. Navidezna resničnost, kot že samo ime pove, želi 
uporabniku prikazati novo resničnost, ki pa ni vezana na naravni svet, ampak na 
računalniškega, zato so uporabljajo zanjo očala, ki v celoti onemogočijo stik oz. 
impulze iz okolice. Nadgrajena resničnost pa želi izboljšati uporabnikovo okolico z 
dodatno vsebino. Uporabniku ne omeji pogleda na okolico, pač pa mu na različne 
načine (z različnimi tehnologijami) želi dodati drugo informacijo o tej okolici ali 
doda virtualne predmete oz. podatke v uporabnikov svet.  
Nadgrajena resničnost ima svoje začetke v letu 1968 [5], ko si je Ivan 
Sutherland prvi zamislil zaslon iz pol-srebrenega ogledala in tako dal možnost za 
razvoj le-tega in aplikacij povezanih s takšnim zaslonom. Sprva so bile aplikacije 
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nerodne, saj niso omogočale mobilnosti, uporabnik je bil vezan na računalniško 
opremo, ki je bila v tistih časih še nemobilna. S časom pa je računalniška oprema 
postajala manjša in bolj prenosna. Tako je okoli leta 1980 Steve Mann, takrat še 
študent, že razvil prvo napravo, ki mu je omogočala določeno manipulacijo preko 
zaslona, ki ga je montiral na glavo. Kot raziskovalec na MIT je koncept v 90 letih 
dodatno nadgradil. Vsi prototipi pa so bili še vedno vezani na velike baterije in 
računalnik, ki ga je imel uporabnik, montiranega na hrbtu.  
Ti prototipi že nakazujejo na to, da bo za delovanje nadgrajene resničnosti 
potrebno imeti očala, ki bodo del vidnega polja delno ali v celoti zakrila in tam 
prikazovala tekst, slike ter aplikacije, skratka multimedijske vsebine. Eden od 
konceptov, ki jih poznamo v nadgrajeni resničnosti Head-Mounted Display (HMD) 
ali Helmet-Mounted Display, je bil najprej  razvit za letalstvo in vojsko [2]. Za 
uporabnike pa so ta koncept razširili na očala, saj so za del naše populacije del 
našega vsakdana in za uporabnika niso moteča. Očala, ki so namenjena nadgrajeni 
resničnosti komercialno imenujemo tudi pametna očala, čeprav prikazujejo 
informacije na različne načine in z različnimi nameni. Tudi termin nadgrajena 
resničnost proizvajalci definirajo različno oz. gre za zelo širok termin, ki omogoča 
velike razlike. 
 
2.1.1  Pametna očala  
 Pametna očala so termin, ki ga napredni uporabniki poznajo že nekaj časa. V 
letu 2017 pa postajajo vsakodnevna resničnost. Kljub temu, da tehnologija še ni v 
celoti izpiljena, je še premalo aplikacij, ki bi jih uporabniki lahko uporabljali pri delu 
ali v prostem času, je trg zelo razvit. Veliko je proizvajalcev in več je pristopov.  
 
Za uporabnike je postala ta tehnologija zanimiva s predstavitvijo očal Google 
Glass leta 2013 (Slika 2). Takrat je večina uporabnikov spoznala, da bi lahko bila 
takšna očala uporabna. Google Glass pa so bila zelo draga očala, niso imela velike 
Slika 2 Pametna očala Google Glass.
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uporabne vrednosti zaradi malega števila aplikacij in leta 2015, je podjetje Google 
ustavili proizvodnjo. Problem so bili tudi določeni pravni in zasebnostni aspekti 
uporabe. 
Tehnološko se očala ločijo na tista, ki uporabljajo za projekcijo slike optični 
združevalec (optical combiner) in tista, ki uporabljajo neprosojen LCD zaslon [2]. 
Rešitev za uporabo optičnega združevalca je več in so odvisne od proizvajalca. 
Koncept pa je vedno isti. Projektor projicira sliko na posebno ogledalo, ki to sliko 
odbije v oko. Tako ima uporabnik možnost videti okolico skoraj brez sprememb, 
poleg tega pa je dodana informacija iz računalnika.  
Drugi način projekcije pa je s preprostim LCD zaslonom, kjer gre za bolj 
preprost način implementacije brez kompleksne optike in kompliciranih projektorjev. 
Ta rešitev pa pomeni, da se uporabniku del vidnega polja nameni za računalniške 
informacije, zato tega dela uporabnik ne more uporabljati za dojemanje okolice. 
Druga delitev pa je vezana na uporabniške aplikacije. Na hitro lahko uporabnika 
zanese in misli, da lahko ena očala uporablja na vseh področjih, vendar ima vsako 
področje drugačne zahteve in temu so tudi različna pametna očala. Osnovna delitev 
po področjih bi lahko bila: specifične aplikacije vezane na delovno mesto, aplikacije 
vezane na vsakodnevne naloge in aplikacije za življenjski slog [6]. Vsako od teh 
področij zahteva različne aplikacije in različne naprave. 
Na delovnem mestu so lahko aplikacije enostavne, kot na primer prikazovanje 
navodil, pa tudi zahtevne, ko očala prikazujejo, kam gre kateri od delov in to celo 
virtualno projicirajo. Zanimiva implementacija je tudi ustvarjanje virtualnih 3D 
holografskih modelov, ki se prikazujejo med tem, ko poteka razvoj oz. risanje v 
programu za 3D modeliranje. Aplikacije lahko tudi rešujejo življenja. Zdravnik ali 
reševalec lahko imata, ko oskrbujeta pacienta, v trenutku vse njegove zdravstvene 
informacije, kar omogoča lažjo diagnozo in varno oskrbo.  
Vsakodnevne aplikacije so tiste, ki uporabniku omogočajo, da lažje preživi 
dan. To so aplikacije, ki naredijo vsakodnevno nalogo bolj učinkovito. Pa naj bo to 
snemanje s kamero, ki je vdelana v pametna očala, navodila za gradnjo ali 
popravljanje doma po korakih, komuniciranje preko družabnih omrežij, kar vključuje 
tudi aplikacije za sledenje športnim aktivnostim. 
Tretja vrsta aplikacij so aplikacije sledenja življenjskega sloga. Gre za 
aplikacije, ki uporabniku celodnevno sledijo. Tu gre sicer za manjše število 
uporabnikov, vendar so tisti zelo veliki potrošniki, saj želijo, da jim tehnologija 
neprestano sledi in svoj napredek lahko zelo hitro delijo preko družabnih omrežij. Na 
nek način so to aplikacije, ki želijo imeti dnevniški zapis uporabnikovega stanja. 
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Uporabniki takšnih aplikacij želijo slediti svojim biološkim procesom in hkrati to 
povezati z aktivnostjo, s katero se ukvarjajo in jo po možnosti še deliti s prijatelji. 
Ne glede na tehnologijo, ki jo očala uporabljajo, ne glede na to, za katero 
aplikacijo jih uporabniki uporabljajo, je izbira na trgu velika. Obstajajo pametna 
očala od enostavnih do zelo naprednih. Oblika pa je odvisna od tehnologij in tudi 
namembnosti, na katere cilja proizvajalec. Prav tako ni standardnih specifikacij 
strojne opreme. Na sliki 3 so vidna različna pametna očala, tako holografska (B, C in 
F) kot tudi bolj uporabniško usmerjena očala s prikazovalnikom (A, D, E,G). 
  
Slika 3 A: Google Glass, B: Microsoft HoloLens, C: ODG R7 AR, D: Vuzix 
M300, E: Recon Jet, F: DAQRI, G: Solos (Literatiura [3][7]) 
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2.1.2  Recon  Jet 
Pametna očala, ki so uporabljena pri praktičnem delu te naloge, so od 
proizvajalca Recon Instruments, ki je v lasti podjetja Intel. Proizvajajo več vrst 
različnih očal, vendar vse delujejo po istem principu. Imenujejo se Recon Jet, Recon 
Jet Pro, Recon Snow2. 
Recon Jet (Slika 5) in Recon Snow2 (Slika 4) sta enaka s stališča strojne 
opreme, vendar imata različno obliko. Jet je namenjen predvsem kolesarjem in 
tekačem za športno udejstvovanje. Snow2 je pa, enostavno povedano, računalnik in 
ekran, ki omogoča uporabnikom enake možnost kot Jet, samo da se ga lahko namesti 
v smučarska očala. In tako smučarska očala uporabnik spremeni v pametna očala. 
Recon Jet Pro, ki sem ga uporabljal,  je po specifikacijah in obliki enak Jet-u, 
vendar je za razliko od Jet-a odprt za razvijalce, ki lahko na njem razvijajo svoje 
aplikacije. Zato je tudi velika razlika v ceni. Namenjena so predvsem v smislu, da 
podjetje zase pripravi neko aplikacijo in potem s temi očali opremi delavce. Jaz sem 
potreboval takšna očala, da sem lahko razvil svojo aplikacijo.  
Slika 4 Recon Snow2. Pametni dodatek za smučarska očala. 
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Recon Jet Pro (Slika 5) je opremljen z dvojedrnim Arm procesorjem (1 GHz 
dual-core ARM Cortex-A9), 1GB rama, 8 GB flash spomina, zaslon je velikosti 
WQVGA (400x250px), ima dva gumba za kontrolo in optično drsno ploščico za 
kontrolo. Očala se lahko povezujejo preko Bluetooth 4.0, WLAN, USB, ANT+(za 
športno opremo), vsebujejo pa tudi GPS. Vsebujejo tudi veliko senzorjev: 3D 
pospeškometer, 3D žiroskop, 3D magnetometer, senzor pritiska in infrardeči senzor. 
Recon Jet Pro pametna očala prikazujejo sliko na majhnem zaslonu v spodnjem 
desnem kotu in zakrijejo tisti del vidnega polja. Čeprav to ni moteče, saj ne pokriva 
velikega dela vidnega kota, je pa usmerjanje pozornosti na ta zaslon nekoliko moteče 
in neprijetno za oči.  
Slika 5 Recon Jet Pro. 
Slika 6 Uprabniški pogled ekrana na očalih Recon Jet Pro. 
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Recon očala uporabljajo kot operacijski sistem prilagojen Android 4.1, z 
dodatnimi API-ji. Uporabniški vmesnik pa je dobro prilagojen za potrebe uporabnika 
in velikost zaslona (Slika 6).  
2.1.3  Android OS v pametnih očalih 
Operacijski sistem Android, je operacijski sistem, namenjen mobilnim 
telefonom in dodatnim nosljivim napravam (Wearable devices). Predvsem ga 
najdemo v telefonih, pogosto pa je gonilni operacijski sistem pametnih ur in tudi 
pametnih očal. Je operacijski sistem z največjim deležem naprav, uporablja ga 
63,66% vseh telefonov in tablic [10].  
Operacijski sistem Android ima svoje izvore v letu 2005, podjetje Google pa 
ga je kasneje kupilo in leta 2007 predstavilo na trgu [8]. Gre za odprto kodni 
operacijski sistem, kar pomeni, da je brezplačno na voljo proizvajalcem in 
razvijalcem, da ga nadgrajujejo in popravljajo. Gre tudi za relativno varen operacijski 
sistem, čeprav je zaradi velikega števila uporabnikov deležen pozornosti 
nepridipravov.  
Android je grajen na Linux arhitekturi in z določenimi višjenivojskimi 
knjižnicami. Razvoj aplikacij za Android je popolnoma brezplačen, saj je razvojno 
okolje kot izvorna koda večine aplikacij dostopna prosto na spletu. Aplikacije so 
programirane v programskem jeziku Java, s specifičnimi android knjižnicami in API-
ji, vendar pa ne tečejo v Java Virtual Mashine, kakor je to običajno na računalniških 
OS, ampak na posebni virtualni napravi Dalvik, ki je posebno prilagojena za 
nizkoenergetsko baterijsko delovanje.   
Vsak proizvajalec pametnih očal se sam odloči, kateri operacijski sistem bodo 
uporabljala njihova očala. Navadno se za android odločijo tisti proizvajalci, ki 
proizvajajo očala z ekranom na eno oko, saj te niso namenjena ustvarjanju 
holografskih modelov. Poleg Recon Jet uporabljajo Android tudi Vuzix M300 in 
Epson Moverio BT-300 (očala z dvema virtualnima zaslonoma).  
Recon Jet Pro uporablja uradno ReconOS, ki pa je predelava operacijskega 
sistema Android 4.1 (API-16). Operacijski sistem so prilagodili predvsem v 
uporabniškem vmesniku, saj je uporabniška izkušnja na telefonu ali očalih v celoti 
drugačna. Uporabniška izkušnja se razlikuje že v vnosnih napravah pa tudi v načinu 
in namenu uporabe. 
Prilagoditev bi ocenil kot dobro in uspešno. Opazil sem problem, ki nastane, ko 
operacijski sistem zahteva vnos znakov. Npr. Vpis gesla za brezžično omrežje, ko se  
pojavi virtualna tipkovnica, ki je sicer prilagojena za zaslon in omejeno število 
24 2  Tehnološki pregled področja 
 
vnosnih naprav, vendar pa je takšen način vnosa znakov skoraj nemogoč in 
neprijeten in s stališča uporabniške izkušnje neprimeren.  
2.2  Bluetooth 4.0 (Bluetooth Smart) 
V aplikaciji za komunikacijo med pametnimi očali in mikrokontrolnikom 
Adafruit uporabljam komunikacijsko tehnologijo Bluetooth 4.0 ali drugače poznano 
kot Bluetooth Low Energy ali Bluetooth Smart. Vsa imena opisujejo isto tehnologijo, 
poudarjajo pa različne aspekte iste tehnologije.  
Gre za novo različico Bluetooth z novim protokolnim skladom, ki je 
nekompatibilen s starim Bluetooth 3.0. Je pa res, da je namenjen drugačni 
namembnosti kot BT 3.0. Obstajajo naprave, ki podpirajo oboje. To so centralne 
naprave (telefoni, računalniki. Periferne naprave pa so specifične za vsakega od 
protokolov [11]. Čeprav delujeta oba na istem območju radijskega spektra (2,4 GHz) 
in uporabljata enako strojno opremo, pa razlika v programski opremi pomeni 
drugačno spektralno delovanje. Različno je število frekvenčnih kanalov in širina 
kanala. BT 4.0 uporablja za komunikacijo 40  kanalov s pasovno širino 2MHz, BT 
3.0 pa uporablja 79 kanalov s pasovno šrino 1MHz .   
BLE je tudi pripravljen za nizko energetsko delovanje, kar pomeni, da je 
posebno primeren za senzorje, ki potrebujejo dolgo obdobje avtonomnost in ne 
potrebujejo veliko električne energije[12]. To je bila zahteva pri razvoju BLE in je 
omogočila razvoj velikega števila majhnih senzorskih naprav, tudi takšne, ki jo 
uporabljam kasneje v razvoju.  
Slika 7 Shema komunikacije v BLE. (Literatura [13]) 
2.2  Bluetooth 4.0 (Bluetooth Smart) 25 
 
Bluetooth Smart pa predstavlja koncept, da so vse naprave, ki se povezujejo v 
Bluetooth 4.0 pametne oz. naprave naslednje generacije, že samo delovanje BT 4.0 je 
bolj pametno in s tem učinkovito kot BT 3.0. Centralna naprava je pametna naprava 
(telefon, očala, ura), periferna naprava pa je bolj enostavna (Slika 7), vendar varčna. 




BLE nadgradi koncept BT 3.0, ki je Klient-Strežnik, s tako imenovnim 
oglaševanjem (Advertising, Slika 9). Server ali periferna naprava, ima na sebi senzor 
oz. nek drugi vir podatkov, centralna naprava, ki je klient, pa te podatke potrebuje.  
 
Slika 9 Potek protokola oglaševanja v BLE. (Literatura [13]) 
Slika 8 Komunikacija in prenos podatkov med napravami . (Literatura [13]) 
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Oglaševanje je poseben profil, ki ga imajo periferne naprave, ki jim omogoča 
nizko stopnjo energetske porabe. V času, ko se samo oglašujejo in nimajo povezane 
nobene naprave so v stanju počivanja, in je edini porabljen del energije ta za 
oglaševanje. Ko pa se naprava poveže in zažene eno od storitev, se naprava zbudi iz 
spanja in začne delovati v rednem načinu (Slika 8).  
V klasičnem BT je centralna naprava vedno zahtevala podatke od periferne, v 
konceptu BLE pa pri določenih storitvah to ni potrebno. Centralna naprava samo 
enkrat zahteva storitev, periferna naprava pa sama pošilja podatke nazaj h klientu. Za 
takšno delovanje skrbi GATT protokol (Generic Attributes). Ta opisuje tri različne 
vrste procedur: odkrivanja, inicirane s strani klienta in inicirane s strani serverja. 
GATT strežnik podatke pošilja preko ATT (Attribute Protocol) prav tako pa 
sprejema ATT komande. Za določitev vrste/tipa GATT karakteristike se uporablja v 
komunikaciji UUID (Universally unique identifier), nekateri so določeni v sami 
specifikaciji BLE, drugi pa so odvisni od posamezne naprave. 
2.3  Mikrokontrolniki Arduino/Adafruit 
Za periferno napravo sem uporabil mikrokontrolnik Adafruit Feather M0 
Bluefruit LE (Slika 10). To je mikrokontrolnik z vgrajenim BLE modulom.  Ker je 
platforma Arudino odprta za vse, je veliko drugih proizvajalcev, ki proizvajajo 
mikrokontrolnike s platformo Arduino. Razvoj je enak kot za tiste mikrokontrolnke 
proizvajalca Arduino, vendar je zaradi velikega števila proizvajalcev izbor vgrajenih 
vezij različnih oblik zato večji. 
V tej nalogi ni bil poudarek na razvoju stroje opreme, zato o delovanju teh 
naprav ne bo govora. Ta naprava je bila samo orodje za proizvodnjo podatkov. Na ta 
mikrokontrolnik je bil dodan še 3D senzor (pospeškometer in žiroskop). Uporabljal 
Slika 10 Adafruit Feather M0 Bluefruit LE. 
2.3  Mikrokontrolniki Arduino/Adafruit 27 
 
pa se je samo en pospeškometer. Pomemben del za razvoj uporabniku prilagojene 
aplikacije je tudi velikost že te prototipne opreme. Velikost vezja je 2,5 x 5 cm, 
akumulatorja pa prav tako. To je omogočilo, da lahko senzorsko napravo pritrdimo 





3  Razvojna okolja 
Za razvoj aplikacije sem uporabil dve različni razvojni okolji; eno za razvoj 
aplikacije na pametnih očalih, drugo pa za razvoj programske kode na vezju 
Adafruit. Ker očala uporabljajo operacijski sistem Android, se aplikacije razvija v 
okolju Android Studio, proizvajalca Google, v programskem jeziku Java. Za 
programiranje mikrokrmilnika Adafruit pa sem uporabil okolje Arduino, ki pa se 
programira v C/C++ programskem jeziku.   
3.1  Android Studio 
 
 
Android Studio (Slika 11) je glavno orodje za razvoj aplikacije za platformo 
android. Predstavljeno je bilo leta 2013 in je zamenjalo Eclipse, ki se je pred tem 
Slika 11 Pogled na razvojno okolje Android Studio. 
30 3  Razvojna okolja 
 
uporabljal za razvoj aplikacij za android. Temelji na odprto kodnem urejevalniku 
IntelliJ IDEA in je primerno za vse vrste operacijskih sistemov.  
Orodje je preprosto za uporabo, ima veliko število vdelanih funkcionalnosti, ki 
omogočajo lažji in hitrejši razvoj. Android Studio je razvoj aplikacij zelo 
poenostavil. Funkcije, ki jih ima Studio vdelane, so Git kontrola verzij, formatiranje 
kode, analiza kode, Gradle, čiščenje kode, prevajalnik, gradnja paketa aplikacije in 
zagon aplikacije na telefonu ali virtualni napravi. Android vsebuje vse, kar 
programer Android aplikacije potrebuje. Če pa programer potrebuje še kaj več, pa 
lahko dogradi kar s prenosom dodatkov znotraj programa.  
Pomembna so tudi orodja za kontrolo delovanja telefona in aplikacije. To sta 
logcat in Monitors, ki omogočata kontrolo delovanja aplikacije in telefona v realnem 
času, kar omogoča zelo hitro in enostavno iskanje napak v kodi. V logcat-u se 
vpisujejo tudi serijski logi, ki so zelo dobra pomoč za preverjanje stanja aplikacije in 
Slika 12 Sestavne datoteke aplikacije . 
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njeno delovanje. V Monitors pa je možno videti zgodovino in trenutno stanje porabe 
polnilnika, procesorja, omrežne kartice in grafičnega procesorja o napravi, ki je 
povezana na računalnik, na kateri teče testirana aplikacija. 
Aplikacije imajo v Androidu značilno javansko datotečno in poimenovalno 
strukturo in za to jasno skrbi razvojno okolje (Slika 12). Še več: v osnovi je 
aplikacija razdeljena na aplikacijski del, ki ga sestavljajo java razredi, na različne 
vire, ki ga sestavljajo slike, xml datoteke s spremenljivkami in xml datoteke z opisi 
pogledov v aplikaciji ter datoteka AndroidManifest.xml, ki je glavna datoteka za 
razvoj aplikacije, saj vsebuje vse pomembne podatke, glede pravic, imenovalne 
strukture, zagonske aktivnosti in dodatnih knjižnic. Za to da se določeni deli 
programske kode avtomatsko prilagajajo in dodatne knjižnice samodejno pridobijo v 
primeru prenosa kode iz enega računalnika na drugega, skrbi orodje Gradle. Ta ima 
sicer posebno datotečno strukturo, vendar pa Gradle povprečnemu programerju ni 
potrebno poznati, razen tega da mu pomagapri avtomatizaciji delovnega okolja. 
Aplikacije so v osnovi javanske aplikacije .java datoteke, ki so med 
prevajanjem prevedene v .class datoteke in te potem tečejo na android napravi. Teh 
javanskih razredov je več vrst: Activity, Service, Broadcast receiver in Content 
provider [16]. Vsak ima svojo specifično nalogo, ki jo upravlja v aplikaciji in od tega 
sta odvisni tudi prioriteta in dostop, ki jo bo operacijski sistem dal posameznemu 
razredu. Za razliko od navadnih javanskih aplikacij, te v Androidu nimajo main() 
funkcije, saj niso odvisne od začetne točke aplikacije, ampak operacijski sistem sam 
zaganja določene komponente aplikacije. To je možno zaradi dobre integracije 
operacijskega sistema. 
Activity je vstopna točka za uporabnika in njegovo interakcijo z uporabniškim 
vmesnikom. Activity predstavlja en zaslon uporabniškega vmesnika. Zato ker ima 
večina aplikacij več zaslonov, ima tudi vsaka aplikacija več aktivnosti. Vsaka 
aplikacija lahko po potrebi zažene tudi aktivnost katere druge aplikacije, kar je 
podprto že v operacijskem sistemu. Zato je za razvijalce implementacija tega zelo 
preprosta. To lahko ponazorim s primerom, ko potrebuje aplikacija dostop do 
kamere, lahko sama zaprosi za dostop do aktivnosti v aplikaciji »Kamera«. 
Razvijalcu samemu zato ni potrebno razvijati svoje aktivnosti za delovanje kamere. 
Izredno pomembno pri aktivnosti je, da tečejo samo dokler jih uporabnik gleda. Po 
tem, ko jih uporabnik več ne gleda, pa se stanje, v katerem so, shrani (ali pa tudi ne, 
odvisno od razvijalca) in čakajo, da se uporabnik vrne nazaj.  
Za razliko od aktivnosti, ki tečejo samo, ko jih uporabnik gleda, pa je Service 
(storitev) tista, ki teče v ozadju, ko uporabnik ne gleda. Zato storitve niso vezane na 
uporabniški vmesnik in zato ga tudi nimajo. Aktivnost navadno ob zapiranju zažene 
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storitev, ki teče v ozadju, dokler uporabnik spet ne odpre tiste ali katere druge 
aktivnosti. Tipičen primer takšne storitve je glasba, ki se predvaja v ozadju, tudi ko 
uporabnik uporablja druge aplikacije. Ni pa potrebno, da se uporabnik zaveda, da 
aplikacija v ozadju še vedno uporablja neko storitev. To daje operacijskemu sistemu 
tudi možnost, da te storitve razume kot manj pomembne, ko gre za dodeljevanje 
procesorske moči ali pomnilnika.  
Broadcast reciver je posebna oblika java razreda, ki omogoča, da aplikacija 
pošilja obvestila oz. obvešča uporabnika o dogodkih v aplikaciji, ko je ta zunaj 
aplikacije, preko sistemsko pripravljenega načina obveščanja. Tipičen primer za 
takšen Broadcast reciver je budilka, ki se zažene ob določenem času, četudi je  lahko 
aplikacija budilka zaprta, uporabnik pa bo o njej obveščen preko zgornje opravilne 
vrstice, ki vsebuje vsa obvestila različnih aplikacij.  
 
Slika 13 Urejevalnik programskih pogledov z dvema načinoma -  grafičnim in 
tekstovnim. 
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Content provider je razred, ki priskrbi vsebino aplikaciji. Preko tega razreda 
lahko aplikacija dostopa do datotečne strukture, SQLite podatkovne baze, spletnih 
strani in drugih načinov shranjevanja podatkov. Omogoča tako branje kakor pisanje 
podatkov. Aplikacija, ki ima določene pravice, lahko bere tudi vsebino nekaterih 
sistemskih vsebin, npr. dostop do kontaktov, galerije. Te pravice uporabnik dovoli 
aplikaciji ob prvem zagonu aplikacije. 
Vsi ti razredi pa ne morejo delovati brez spremenljivk, določenih 
multimedijskih vsebin in opisov uporabniških vmesnikov (Layout). Vse te se 
shranjujejo v »res« direktorij, ki je namenjen virom (resource) in se shranjujejo v 
XML datoteke, razen MM vsebine, ki so v svojih enkapsulacijah. Stile in  določene 
konstantne tekstovne vrednosti se shranjuje v posebne datoteke, kar omogoča 
enostavno prevajanje, kakor tudi spreminjanje tekstovnih vsebin brez popravkov 
direktno v kodi, kar je zelo moderen in konsistenten način pri razvoju aplikacij. V 
kodi so zgolj reference na te vrednosti. Posebne XML datoteke pa so namenjene 
opisu uporabniškega vmesnika. Te se imenujejo layout, in se lahko gradijo iz že v 
naprej pripravljenih elementov, ki so del sistema Android oz. iz posebej 
pripravljenih. Možnost je urejanje elementov UI v kodi oz. tudi grafično (Slika 13). 
Čeprav je razvoj android aplikacije na prvi pogled zahteven, lahko hitro 
razumemo osnove in določene koncepte, ki so specifični za razvoj le-te. Orodje 
Android Studio omogoča, da je razvoj hitrejši in enostavnejši, saj je namen orodja 
prav to, da razvijalcu omogoči čimbolj enostaven in hiter razvoj aplikacije. Prav tako 
je vredno poudariti, da je razvoj enako hiter in enostaven ne glede na to, za katero 
napravo razvijamo, ali gre za telefon ali pametna očala. Razvojno okolje je isto, 
enake so programske slike, druge so zgolj knjižnice, ki jih predvidi proizvajalec. 
 
3.2  Arduino  
Orodje za delo z Arudino mikrokonrolerji se imenuje Arudino (Slika 14). Gre 
za preprost tekstovni urejevalnik, ki ima vključen tudi C/C++ prevajalnik in 
nalagalnik prevedene kode na  mikrokrmilnik. S tem orodjem se nisem veliko 
ukvarjal, uporabljal sem ga za prilagajanje že obstoječe kode, da je BLE pošiljal 
podatke v primernem formatu za obdelavo na telefonu.  
Arduino je preprost program odprtokodne narave. Pripravljen je za enostavno 
in hitro delo s projekti. Če se uporabljajo vezja podjetja Arduino, je v programu 
veliko možnih predlog za preizkus delovanja mikrokrmilnika. Ker pa sem sam 
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uporabljal vezje podjetja Adafruit, je bilo potrebno naložiti nekaj drugih knjižnic in 
njihovih predlogov.  
Arduino programska koda se piše v jeziku C oz. C++. Koda je objektno 
usmerjena, pogonska datoteka pa je predvsem proceduralna. Zagonska koda ima dve 
osnovni metodi setup() in loop(). Setup() se kliče prvič ob zagonu. Po izvedeni 
setup() pa se neprestano samodejno poganja loop() metoda. Setup() vsebuje kodo, ki 
inicializira delovanje in določi nekatere konstantne parametre. Loop() pa vsebuje 
kodo, ki se neprestano izvaja in vsebuje tisti del aplikacije, ki je razvijalcem dejansko 
pomemben za delovanje aplikacije. Tu je vsa programska logika. 
Slika 14 Razvojno okolje Arduino. 
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4  Vzpostavitev povezave med pametno napravo in 
mikrokrmilnikom Adafruit 
Pred oblikovanjem končne ideje je bilo potrebno testirati in določiti 
tehnologijo, ki jih bo končna aplikacija uporabljala. Ta tehnologija je morala biti 
primerna za nadgradnjo v prihodnosti.  Moj namen je bil povezati mobilni telefon s 
krmilnim (Arduino) vezjem, ki bo posredovalo signale iz senzorjev z brezžično 
komunikacijsko tehnologijo.  
4.1  Iskanje primerne komunikacijske tehnologije 
Moj namen je bil vzpostaviti zelo hitro in širokopasovno povezavo, preko 
katere bi lahko pošiljal veliko število podatkov. Za to sta se odprli dve možnosti  - 
brezžični ethernet (WLAN) in Bluethooth. Istočasno pa se je pojavila ena od zahtev, 
da bi se lahko ta aplikacija kasneje preko 4G omrežja povezala na internet in tako 
prejete podatke pošiljala v oblak.  
Prvo vprašanje, ki se mi je porodilo, je bilo, kaj pametni telefon stori, če se 
poveže na WLAN dostopno točko, ki nima internetne povezave, in ali še vzdržuje 
podatkovno povezavo omogočeno preko 4G omrežja ali ne ter ali je lahko tako hkrati 
del dveh IP omrežij. To bi omogočilo zahtevo po povezljivosti v internet in 
zagotovilo vse potrebe po pasovni širini. To sem testiral tako, da sem navadno 
WLAN dostopovno točko samo prižgal in konfiguriral, da je predstavljala samo 
lokalno omrežje brez povezave na splet in nato sem se nanjo povezal s pametnim 
telefonom.  




Ugotovil sem, da telefon zmore zaznati, ali ima AP dostop do spleta ali ne, 
vendar pa ni toliko inteligenten, da bi zaznal, da mora zaradi tega obdržati tudi 
podatkovno povezavo na mobilno omrežje (Slika 15). Dejansko to izgleda tako, da se 
4G povezava ustavi, čim se vzpostavi WLAN povezava. Telefon je povezan na obe 
omrežji na začetku pri vzpostavljanju WLAN povezave, ko še nima vseh omrežnih 
parametrov LAN omrežja. Tega ni mogoče razložiti z razlago, da telefon ne more biti 
v dveh omrežjih naenkrat, saj je to točno v tistem trenutku, ko se sam spremeni v 
WLAN dostopno točko.  
Druga možnost pa je bila Bluetooth povezava. Ta nima zgornjih problemov že 
s stališča teoretičnih osnov, problem je lahko zgolj pasovna širina, kar v končni fazi 
ni predstavljalo problema. Odločitev, čemu uporabiti BT 4.0 namesto BT 3.0 je 
nastala bolj iz želje po uporabi najnovejših tehnologij. Še vedno pa je vprašljivo, ali 
je bila odločitev ustrezna. Razlika v pasovni širini med obema BT je kar velika, 
vendar pri končni aplikaciji ni predstavljala problema. Če bi potreboval večjo 
pasovno širino, pa bi bilo potrebno uporabiti protokol BT 3.0. 
Slika 15 Istočasnost povezave v 4G in WLAN na pametnih telefonih ne deluje. 
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4.2  Povezava vgrajenega vezja s pametnim telefonom 
Po odločitvi, da je najboljši način za komunikacijo protokol Bluetooth 4.0 je 
bilo potrebno konfigurirati in pripraviti kodo za Adafruit Feather M0 Bluefurit LE, ki 
že ima vdelan bluetooth modul, in ima primerne majhne dimenzije. Uporabljena je 
bila kar predloga podjetja Adafruit, ki se imenuje bleuart_datamode, katerega 
funkcionalnost počne točno to, kar mi od naprave želimo. Spremenjena je bila samo 
koda v loop(), ki je za potrebe testiranja sedaj pošiljala samo številsko vrednost, ki se 




    old_time=new_time; 
    new_time=millis(); 
    packet = "//"+String(new_time-old_time)+ "//" + 
String(counter)+"//"; 
    ble.println(packet); 
    Serial.println(packet); 
    counter+=1; 
    delay(100);  
} 
 
Na telefonu pa je bilo potrebno naložiti BLE terminalno aplikacijo, ki omogoča 
komunikacijo z BLE napravo. Odločil sem se za aplikacijo proizvajalca Adafruit, z 
imenom Bluefurit LE, saj je izvorna koda tega program tudi odprta in prosta na 
spletu in je bila odlična osnova za začetek razvoja oz. testiranja. 
Komunikacija med pametnim telefonom in Adafruit vezjem poteka preko 
GATT (Generic Atribute) protokola, ki je osnovni način komunikacije. To je 
opravljeno preko storitve UART, ki sicer ni osnovna storitev v GATT prokolu, jo pa 
podpira Adafruit. Telefonu pa je vseeno, katero storitev kliče, saj načeloma uporablja 
tri različne metode za delo s prejetimi paketi iz BLE.  
 
public static UUID UART_UUID = UUID.fromString("6E400001-B5A3-F393-E0A9-
E50E24DCCA9E"); 
public static UUID TX_UUID   = UUID.fromString("6E400002-B5A3-F393-E0A9-
E50E24DCCA9E"); 
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Načinov, kako komunicirati v Andoridu z BLE, je več, vendar je najbolj 
enostaven način takšen kot je v zgornji kodi. Določimo karakteristiko, ki jo lahko 
nastavimo kot Notification, nato zahtevamo branje karakteristike oz. jo določujemo. 
Če kličemo karakteristiko, ki nam bo samostojno vračala podatke na napravo, potem 
nastavimo, tako kot opisuje zgoraj. Storitve in karakteristike določimo z UUID, ki jih 
določi proizvajalec naprave oz. so že določeni v standardizaciji BLE. Zgornjo 
funkcijo pokličemo znotraj metode onServicesDiscovered(), ko se BLE samodejno 
odzove na to, da ima BLE naprava sploh storitve. 
BLE je v telefonu tako konfiguriran, da se samodejno kličejo funkcije, ki imajo 
zvezo z določenim BLE paketom, odvisno od tega kakšno karakteristiko smo klicali. 
Te funkcije so onDataAvailable(), onCharacteristicChanged() in 
onCharacteristicRead(). Katere so te funkcije je odvisno, katero BLE knjižnico 
uporabljamo v aplikaciji. Razlika med njimi pa je samo v tem, kdaj se sprožijo. 
OnDataAvailable() se sproži vedno, ko pridobi BLE paket. 
OnCharacteristicChanged() se sproži ob paketih karakteristik z Notification, kar 
pomeni storitve, ki ves čas vračajo podatke. OnCharacteristicRead() pa takrat, ko se 
zahteva branje določene karakteristike, ki vrača vrednost samo enkrat.  
4.3  Testiranje povezave  
Ko sem testiral povezavo, sem hitro spremenil tudi kodo v vezju, da poleg 
zaporedne številke paketa, pošilja tudi čas, ki ga potrebuje od pošiljanja enega paketa 
do pošiljanja drugega. Ugotovil sem, da je ta hitrost okoli 100ms, kar pomeni 10 
paketov na sekundo. 
Po tem, ko sem določil pogostost oddajanja paketov, sem se odločil pripraviti 
aplikacijo, ki bo testirala, kako je povezava stabilna. Pri tem sem ugotovil še drugo 
pomembno dejstvo, ki je bilo pred tem neznano. Ugotovil sem, da je največja 
velikost posameznega paketa, ki ga lahko BLE prenaša, 18 bytov. Sicer je lahko 
paket po specifikaciji večji, vendar je takšna konfiguracija in nisem našel možnosti 
za spremembo le-te. 
Tako sem ugotovil tudi končno zelo pomembno dejstvo, da je pasovna širina, s 
katero imamo opravka, 180 B/s. Čeprav je ta hitrost nizka, ni v strah vzbujajoča 
vrednost, saj je za končno aplikacijo bila takšna pasovna širina več kot dovolj. 
Do vrednosti 18B pa sem prišel bolj po naključju kot resnično z namenom. Ko 
sem pripravil aplikacijo za testiranje, sem moral iz paketa prebrati posebej ID paketa 
in posebej čas, ki ga je Adafruit porabil od prejšnjega paketa. Ampak paketi niso 
prihajali v telefon, tako kot sem si zamislil, ampak skoraj čisto naključno. In sicer,  
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vedno po 18 ascii znakov. Po tistem sem spremenil kodo v adafruit, da je vsebovala 






    new_time=millis(); 
    packet = "//"+String(new_time-old_time)+ "//" + 
String(counter)+"//"; 
    //preverjanje velikosti in polnjenje paketa 
              pack_add = 18 - packet.length(); 
    while(pack_add>0){ 
        packet = packet + add; 
        pack_add = pack_add-1; 
      } 
    ble.println(packet); 
    Serial.println(packet); 
    counter+=1; 
    delay(100);  
} 
 
Nato  sem lahko pripravil aplikacijo ki je testirala, kako sta bluetooth povezava 
in dostava paketov verodostojna in stabilna. To sem storil kar s spremembo Bluefruit 
LE android aplikacije. V UARTActivity, ki izpisuje tisto, kar paket pošilja, sem dodal 
števec paketov in razliko med poslanimi in prejetimi paketi, kar počnem s sledenjem 
ID paketov ter merjenjem povprečne dolžine priprave paketa iz vrednosti razlike 
časov, ki se pošilja v paketih (Koda v nadaljevanju).  
 
if (characteristic.getUuid().toString().equalsIgnoreCase(UUID_RX)) { 
    final byte[] bytes = characteristic.getValue(); 
    mReceivedBytes += bytes.length; 
    final UartDataChunk dataChunk = new 
UartDataChunk(System.currentTimeMillis(), UartDataChunk.TRANSFERMODE_RX, 
bytes); 
    mDataBuffer.add(dataChunk); 
    //Log.d(TAG, bytesToText(dataChunk.getData(),true)); 
    String packet = bytesToText(dataChunk.getData(),true); 
    String[] packet_split = packet.split("//"); 
    //Log.d(TAG, packet_split[1]+"  "+packet_split[2]); 
    testDifferenceTime = Integer.parseInt(packet_split[1]); 
    testDifferenceTime_sum += testDifferenceTime; 
    testPacketNum_last = testPacketNum; 
    testPacketNum = Integer.parseInt(packet_split[2]); 
    testPacketRecived += 1; 
    if (testPacketNum_last-testPacketNum>1){ 
        testPacketLost +=1; 
    } 
 
S tem sem testiral povezavo in ugotovil, da je povezava zelo stabilna, saj se 
skoraj noben paket ne izgubi in razlike med paketi so skoraj vedno enake. Tako 
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lahko za tehnologijo Bluetooth 4.0 trdim, da gre za zelo dobro tehnologijo, saj je zelo 
stabilna. Prav tako je tudi na večjih razdaljah, čeprav je počasnejša, vseeno 
verodostojna. Hitrost je sicer v osnovi manjša, je pa tudi res, da je pasovna širina, s 
katero deluje, majhna in si jo deli z veliko drugimi napravami.  
 
41 
5  Razvoj aplikacije na pametnih očalih 
Po tem, ko je bila komunikacija med telefonom in zunanjo napravo 
vzpostavljena sem koncept, ki sem se ga spoznal prej, prenesel na povezavo med 
pametnimi očali in zunanjim senzorjem. V osnovi je bil moj namen malo drugačen 
kot sedaj v končni izvedbi, je pa vsekakor takšna ideja kasneje edina komercialno 
logična. 
5.1  Zamisel poteka komunikacije 
V osnovi je bila zamisel takšna, da se bo senzor povezoval na telefon, telefon 
te podatke procesiral in jih pošiljal v oblak in hkrati uporabniku vračal podatke na 
Recon očala. Ta ideja je zelo koristna iz dveh razlogov. Telefon je mnogo bolj 
zmogljiv kot očala in lahko se poveže na splet, kar pomeni, da lahko podatke v 
realnem času dostavljamo na strežnik (Slika 16, rdeče puščice).  
Slika 16 Konceptna shema komunikacije med napravami. 
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Povezava telefona z Recon očali je bila vprašljiva oz. je bil čas razvoja 
aplikacije za telefon, ki bo komunicirala preko BLE tako z senzorjem kot očali, 
neznan. Bolje je bilo  razviti aplikacijo za Recon očala, ki bo direktno komunicirala s 
senzorjem (Slika 16, zelena puščica). Za to sem lahko uporabil vse znanje, ki sem ga 
pridobil s prilagoditvijo aplikacije za telefon in določene aplikacijske predloge, ki jih 
ponudi razvijalec proizvajalec Recon Instruments. 
5.2  Načrtovanje aplikacije 
Ko sem določil, da bo komunikacija potekala med senzorjem in pametnimi 
očali, pa je bilo potrebno določiti, kako bo aplikacija delovala. Odločil sem se, da bo 
za uporabnika najboljši enostaven vizualni vmesnik, ki bo prikazoval pozicijo 
njegove hrbtenice v odvisnosti od frontalne oz. medialne ravnine. Senzor na hrbtenici 
na očala pošilja vrednosti G vseh treh osi, vendar aplikacija uporablja samo dve: 
premik naprej – nazaj; to je odklon od frontalne ravnine in premik levo-desno; to je 
odklon od medialne ravnine. Tako bodo za uporabnika pametna očalaslikovna 
povratna zanka [15], saj bo lahko, glede na videno, prilagodil svoje delovanje oz. 
pozicijo.  Določil sem, da bo za to najbolje izbrati piktograme človeka, ki so 
pobarvani glede na to, kakšen je nagib hrbtenice. Izbira slike je odvisna od odklona 
oz. kota, kar je podrobno razloženo v poglavju 5.7.  
5.3  Testiranje pripravljenih aplikacij Recon OS 
Proizvajalec je pripravil 13 testnih aplikacij oz. predlog, ki jih lahko razvijalci 
uporabljalo pri svojem delu. Bolj natančno sem testiral tri, pri katerih sem kasneje 
koncepte združil v končno aplikacijo. Te tri so My First Recon App, Bluetooth LE in 
Recon UI. 
Slika 17 Pripravljena aplikacija My First Recon App. 
5.4  Povezava očal z vezjem Adafruit in pospeškometrom 43 
 
 Bluetooth LE sem kasneje uporabil kot osnovo za svojo aplikacijo. V osnovi 
pa je zelo enostavna. Ima prvo aktivnost, ki omogoča izbiro BLE naprave in 
povezavo nanjo in drugo aktivnost, ki samo izpiše ime naprave in,  ali ima na voljo 
storitve ali ne. 
My First Recon App (Slika 17) je še bolj preprosta aplikacija od Bluetooth LE, 
saj  vsebuje samo eno aktivnost, ki prikazuje »nadmorsko višino« in »hitrost«. Sicer 
je aplikacija pripravljena, da bi z majhnimi popravki lahko delovala z realnimi 
podatki, pa so le-ti direktno pisani v kodo. Omogoča pa lep prikaz, kako pripraviti 
primeren uporabniški vmesnik, s pravo velikostjo črk in razmerji.  
Recon UI pa predstavi različne načine uporabniških vmesnikov, ki so posebej 
pripravljeni za ta očala. Ta aplikacija je odličen pripomoček za pripravljanje 
enovitega uporabniškega vmesnika, ki je konsistenten s sistemskimi aplikacijami. 
Prikazan je Carousel (uporabljen v končni aplikaciji), List, Dialog in  Text. To so vsi 
možni načini prikaza informacij uporabniku in tudi načini komunikacije z njim. So 
čisto preprosti, vendar je izvedba v recon OS malce specifična in vezana na omejene 
možnosti vnosnih naprav, zato je ta aplikacija zelo koristna za razvijalce. Pri njej 
vidiš,  kaj želiš imeti v svoji aplikaciji in samo uporabiš ter spremeniš tisti del 
programske kode, ki te zanima.  
5.4  Povezava očal z vezjem Adafruit in pospeškometrom 
Ko sem prišel do te faze razvoja, da bi povezal očala z vezjem Adafruit in 
pospeškometrom, je bilo potrebno na vezje dodati tudi senzor gibanja.  Uporabljen je 
bil senzor z vgrajenim 3D pospeškometrom in 3D žiroskopom. V kodo je bil dodan 
poseben objekt LSM6 imu, ki poskrbi za branje podatkov iz tega senzorja preko 




    imu.read(); 
    x = (int) (imu.a.x*k*100); 
    y = (int) (imu.a.y*k*100); 
    z = (int) (imu.a.z*k*100); 
 
    snprintf(report, sizeof(report), "A/%4d/%4d/%4d/Z", x, y, z); 
    ble.println(report); 
    Serial.println(report); 
    delay(100); //delay prevents oversaturation of the ble buffer. 
Resolves buffering 6s delay.  
} 
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Funkcija (Koda na prejšnji strani), ki pošilja vrednosti G vsake od osi 
pospeškometra, je zelo preprosta. Sestavljena je iz branja podatkov iz senzorja, 
normiranja teh vrednosti s količnikom, formatiranja podatkov v paket in pošiljanja 
preko BLE in izpisa na serijski priključek. Preko BLE se podatki prenašajo kar v 
ascii obliki, kar  sicer ni optimalno, vendar pa nisem potreboval  večje pasovne 
širine. V primeru, da bi bilo potrebno, bi moral uporabiti neko vrsto kode.  
Na sprejemni strani v pametnem telefonu, je operacija ravno obratna. Ob 
vsakem prejetem paketu BLE API pokliče funkcijo onCharacteristicChanged() 
(Dodatek, Koda 1) in ta najprej sprejme paket, ga spremeni v String, le-tega preveri, 
če je prišel v pravilnem zaporedju, paket razstavi na posamezne vrednosti po oseh in 
posamezne vrednosti vpiše v heshmap. Nato pa se požene runOnUiThread(...), ki 
zažene metodo za spreminjanje uporabniškega vmesnika.  
 
 
5.5  Prilagoditev uporabniškega vmesnika z Recon OS 
Za uporabniški vmesnik sem uporabil kar vgrajen razred Recon UI, ki se 
imenuje CarouselItem. To je vmesnik, kjer se posamezni zasloni spreminjajo z 
drsanjem po senzorju dotika na očalih levo in desno. To je najbolj uporaben način 
vmesnika za prikaz podatkov uporabniku, ko gre za neko športno aplikacijo oz. za 
takšno kot jo opisuje ta naloga. CarouselItem je implementiran, tako da se za 
vsakpogled v aktivnost pripravi nov razred, ki nadgrajuje razred CaouraselItem. 
 
Slika 18 Prilagajanje uporabniškega vmesnika z orodjem Android Studio. 
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Najprej sem se odločil vsako os prestavljati kar kot številsko vrednost v G. 
Uporabil sem objekt, ki je bil predviden v predlogi Recon UI in  sem ga vključil v 
svojo aplikacijo, to je razred ListItem() (Dodatek, Koda 2), ki uporablja Layout 
carousel_item_stat.xml (Slika 18). Tako sem vsako vrednost osi X, Y in Z 
pospeškometra predstavil na svojem pogledu Carousela z vrednostjo G. Kako pa 
potekajo pogledi Carousela, se določi v onCreate() metodi aktivnosti (Dodatek, 
Koda 3).  
 
Kasneje sem prilagodil vmesnik tudi tako, da je en pogled prikazoval dve 
različni osi naenkrat (Slika 19). Za to sem prilagodil in ustvaril nov objekt, ki je bil 
podoben ListItem(), vendar je imel drugačen Layout in drugačne načine spreminjanja 
objektov. Ob tem sem se soočil tudi s problemom, ki sem ga imel s pošiljanjem 
paketov in sicer 6 sekundni zamik med spremembo na senzorju do trenutka ko sem 
paket sprejel. Zelo hitro sem opazil, da spremembe na ekranu niso enake temu, kar se 
dogaja s senzorjem. Po tem, ko sem dodal v Arduino na konec loop() funkcije 
delay(100), se je težava rešila. Nisem upošteval možnosti zasičenja polnilnika BLE 
modula.  
  
Slika 19 Dve vrsti testnih pogledov v aplikaciji. Prva kaže direktno 
vrednost G po komponentah, druga z drsnikom dveh komponent G. 
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5.6  Namestitev senzorja na telo 
Vezje Adafruit z vključenim senzorjem je v osnovi tudi z akumulatorjem zelo 
majhno, zato sem se odločil, da baterijo in vezje zlepim skupaj, vse skupaj pa z 
elastiko montiram na hrbet uporabnika (Slika 20). Sicer nošnja ni najbolj prijetna, 
vendar se s tem lahko demonstrira možnost končne uporabe. Posebno skrb je 
potrebno dati položaju na hrbtenici, saj sta rezultat in uporabnost vezana na montažo. 
Glede na trenutno obliko prototipa je skoraj nemogoče postaviti senzorja na telo brez 
pomoči druge osebe. Se pa s samo kvaliteto rezultatov nisem ukvarjal, saj je bil 
namen razviti aplikacijo ki uporablja  koncept biološke povratne zanke.   
Občutek na uporabniku je podoben kot je pri merilnikih srčnega utripa, ki se 
montirajo na prsa za uporabo s športno uro. Verjetno bi bilo potrebno določiti 
drugačen način montaže. Zelo uporabna možnost bi bila, da se komunikacijski modul 
loči od senzorja in tako bi se lahko samo senzor, ki je mnogo manjši, montiral 
direktno na kožo. Komunikacijski modul skupaj z baterijo pa lahko uporabnik shrani 
tudi v žep. 
  
Slika 20 Montaža senzorja na uporabnika. 
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5.7  Prilagoditev uporabniškega vmesnika za aplikacijo 
Za to da končna aplikacija izgleda uporabniku prijazna in logična, sem 
ponovno pripravil nov ListItem_posture() razred (Dodatek, Koda 4) in ga prilagodil 
tako, da layout prikazuje uporabnikovo pozo v obliki figur, ki imajo različne poze in 
barve (Slika 21). Spremembe se dogajajo glede na vrednosti G dveh osi, in sicer Z in 
Y zaradi postavitve senzorja. Trenutno so bile spremembe poze postavljene kar 
sorazmerno, kar ni v celoti konsistentno z matematiko G-ja, ki je vektor. Vendar je 
velikost vektorja, ki se prikazuje, sorazmerna s kotom. Brez težav bi lahko tudi to 
spremenil in bi se slike spreminjale glede na kote, vendar aplikacija brez težav deluje 
s trenutno implementacijo. Slike se spreminjajo v razponu vrednosti, ki so  bile 
eksperimentalno določene. Pragovne vrednosti normiranega pospeška  za izbiro 
prikaza piktogramov so podane posebej za odklone od medialne ravnine v Tabeli 1, 
za  odklone od frontalne ravnine pa v Tabeli 2. Kljub temu da se prikazuje zgolj 
sedem oz. osem različnih pozicij, je to za uporabnika dovolj. Na ta način se filtrirajo 
določeni hitri gibi, je pa za uporabnika takšno spreminjanje dovolj jasno, da lahko 
naredi korekcijo v svoji drži. 
   
 
 
Slika 21 Uporabniški vmesnik končne aplikacije. 
Slika 22 Programske figure odklona od medialne ravnine. 
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Slika Odklonske vrednosti (G) 
Rdeča v levo Več kot 0,4 
Oranžna v levo Od 0,4 do 0,3 
Rumena v levo Od 0,3 do 0,2 
Olivna v levo Od 0,2 do 0,1 
Zelena Od 0,1 do -0,1 
Olivna v desno Od -0,1 do -0,2 
Rumena v desno Od -0,2 do -0,3 
Oranžna v desno Od -0,3 do -0,4 
Rdeča v desno  Manj kot -0,4 
Tabela 1 Vrednosti odklonov od medialne ravnine in slike, vezane nanje. 
 
Slika Odklonske vrednosti (G) 
Rdeča naprej Manj kot -0,4 
Oranžna naprej Od -0,3 do -0,4 
Rumena naprej Od -0,2 do -0,3 
Olivna naprej Od -0,1 do -0,2 
Zelena Od 0,1 do -0,1 
Olivna nazaj Od 0,1 do 0,2 
Rumena nazaj Od 0,2 do 0,3 
Rdeča nazaj  Več kot 0,4 
Tabela 2 Vrednosti odklonov od frontalne ravnine in slik, vezane nanje.
Slika 23 Programske figure odklona od frontalne ravnine. 
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6  Testiranje aplikacije 
Nisem se odločil za strukturirano testiranje aplikacije, testiral sem samo 
uporabnost aplikacije in sposobnost komuniciranja z pametnimi očali na različno 
tehnološko izobraženih uporabnikih. 
V osnovi je bil največji problem uporaba pametnih očal, saj je uporabniški 
vmesnik drugačen kot pri telefonu in noben od uporabnikov ni imel predhodne 
izkušnje s pametnimi očali. Predvsem je bila problematična omejenost vnosnega 
vmesnika in interakcija z uporabniškim vmesnikom samih očal. Problem pa je tudi 
zmanjšano vidno polje in dioptrija uporabnika, saj je nekaj korekcij pri postavitvi 
ekrana možnih, ne pa tudi prilagoditev dioptrije, kar pa je za nekatere uporabnike 
moteča izkušnja. 
Ko so uporabniki razumeli koncept osnovnega uporabniškega vmesnika, je 
postala uporaba očal preprosta. Prav tako je bilo  tudi razumevanje aplikacije dokaj 
enostavno, saj sem uporabil enak koncept kot ga uporablja uporabniški vmesnik 
operacijskega sistema. Uporaba dveh gumbov in drsne plošče, je za večino 
uporabnikov premalo in jih omejuje pri normalni interakciji, čeprav se razvijalcu, ki 
je nekaj mesecev uporabljal ta očala zdi interakcija že skoraj samoumevna. Verjetno 
bi se z redno uporabo vsi uporabniki v kratkem času navadili nove uporabniške 
izkušnje. 
Razvita aplikacija se večini uporabnikov zdi zanimiva in tudi koristna. Ob 
srečanju s prototipom so izpostavili željo po kakšni drugačni možnosti montaže 
senzorja. Trenuten je skupaj z akumulatorjem vseeno kar velik.  Prav tako bi bila 
koristna možnost zvočnega vmesnika, saj bi lahko bil zvočni signal za uporabnika 
koristnejši kot slikovni. Težje je razbrati pozicijo programske slike, ki je relativna 
glede na uporabnikovo telo, kot pa zvočne signale, ki uporabnika opozorijo na 
določeno pozicijo. V aplikacijo pa bi bilo potrebno dodati tudi kalibracijo glede na 
telesne značilnosti  osebe, saj nismo vsi ljudje enaki po naši drži, vendar pa je bil cilj 
te aplikacije doseči koncept komunikacije in biološke povratne zanke, ne pa tudi 




7  Zaključek 
Ta diplomska naloga opisuje postopek izdelave aplikacije na pametnih očalih 
in povezave med senzorjem in pametnimi očali ter teoretične osnove iz področja 
nadgrajene resničnosti. Prav tako predstavi tehnična znanja iz področja pametnih 
očal, razvoja Andorid in Arduino aplikacij. Opisal sem nekaj različnih načinov 
razvoja, s katerimi sem se spoprijel in tudi nekaj težav, ki so bile del razvoja. 
Ugotovil sem, da je za uspešno uporabniško izkušnjo potrebna tako kvalitetna 
programska oprema kot tudi strojna. Največ težav mi je povzročal razvoj na Android 
platformi, saj se pred tem problemom nisem veliko ukvarjal z razvojem na tej 
platformi. Zato sem veliko časa potreboval za študij že obstoječih aplikacij in 
njihovih implementacij. Poleg tega, da sem se v času priprave naloge prvič zelo 
aktivno srečal z Android okoljem, sem v tej nalogi razvijal aplikacijo za drug 
operacijski sistem (Recon OS) in z drugačnim uporabniškim vmesnikom, kot je to 
navadno na Androidu. Drugi pomemben del, ki mi je hkrati povzročil mnogo težav, 
pa je bila komunikacija med senzorjem in pametnimi očali, saj tehnologija BLE ni 
bila tako hitra, kot sem na začetku predvideval. Prav tako pa so semantične napake, 
ki so bile posledica moje  neizkušenosti pri programiranju mikrokrmilnikov 
povzročile, da so bile napake in zamiki pri komunikaciji skriti skoraj do konca 
razvoja aplikacije. Naučil sem se veliko novega, saj sem spoznal nekaj osnov pri delu 
z mikrokrmilniki do programiranja Android aplikacij. Prav tako sem se spoznal z 
novo tehnologijo pametnih očal, ki bo v prihodnosti postala zelo aktualna in 
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public void onCharacteristicChanged(BluetoothGatt gatt, 
BluetoothGattCharacteristic characteristic) 
{ 
        Log.i(TAG, "onCharacteristicChanged is available."); 
        byte[] bytes = characteristic.getValue(); 
        String packet = new String(bytes); 
        //String[] fullPacket = new String[5]; 
        Log.i(TAG, "Packet Send:"+packet); 
        if (packet.contains("A/") && packet.contains("/Z")){ 
            fullPacket = packet.split("/"); 
            Log.i(TAG, "Packet Splited"); 
            if (fullPacket[0].equals("A")==false){ 
                runOnUiThread(new Runnable(){ 
                    public void run(){ 
                        TextView title = 
(TextView)findViewById(R.id.title); 
                        title.setText("ERORR reset BLE board"); 
                    } 
                }); 
                Log.i(TAG, "ERROR SET"); 
            } 
        } 
        //Log.i(TAG, "PacketToBeAssembled:"+fullPacket); 
        //fullPacket = fullPacket+packet_split2[1]; 
        //Log.i(TAG, fullPacket); 
        Variables.clear(); 
        Variables.put("A_X", Double.parseDouble(fullPacket[1].replace(" 
",""))/k); 
        Variables.put("A_Y", Double.parseDouble(fullPacket[2].replace(" 
",""))/k); 
        Variables.put("A_Z", Double.parseDouble(fullPacket[3].replace(" 
",""))/k); 
        runOnUiThread(new Runnable(){ 
          public void run(){ 
             
getCarousel().getCurrentCarouselItem().updateView(getCarousel().getCurrentV
iew()); 
             } 







static class ListItem extends CarouselItem { 
    String value; 
    String unit; 
    String type; 
    TextView typeText; 
    public ListItem(String value,String unit,String type){ 
        this.value = value; 
        this.unit = unit; 
        this.type = type; 
    } 
    @Override 
    public int getLayoutId() { 
            return R.layout.carousel_item_stat; 
    } 
    @Override 
    public void updateView(View view) { 
 
        TextView valueText = (TextView) view.findViewById(R.id.value); 
        TextView unitText = (TextView) view.findViewById(R.id.unit); 
        Double value_text = Variables.containsKey(value) ? 
Variables.get(value) : 0; 
        valueText.setText(Double.toString(value_text)); 
        unitText.setText(unit); 
        typeText = (TextView) view.findViewById(R.id.type); 
        typeText.setText(type); 
    } 
    @Override 
    public void updateViewForPosition(View view,POSITION position) { 
        if(position==POSITION.CENTER) { 
            typeText.setVisibility(View.VISIBLE); 
        }else{ 
            typeText.setVisibility(View.GONE); 
        } 




protected void onCreate(Bundle savedInstanceState) 
{ 
    super.onCreate(savedInstanceState); 
    setContentView(R.layout.carousel_host_stat); 
 
    TextView title = (TextView)findViewById(R.id.title); 
    title.setText("BLE Connect App"); 
    Variables.put("A_X", 0.1); 
    Variables.put("A_Y", 0.1); 




    getCarousel().setContents( 
            new ListItem("A_X", "G", "Os X"), 
            new ListItem("A_Y", "G", "Os Y"), 
            new ListItem("A_Z", "G", "Os Z"), 
            ); 
 
Koda 4 
static class ListItem_Posture extends CarouselItem { 
 
 
    public ListItem_Posture(){ 
        //empty constructor 
    } 
    @Override 
    public int getLayoutId() { 
        return R.layout.carousel_item_images_posture; 
    } 
    @Override 
    public void updateView(View view) { 
        // os z naprej nazaj 
        //os y side to side 
        ImageView straight = (ImageView) view.findViewById(R.id.straight); 
        ImageView side = (ImageView) view.findViewById(R.id.side); 
        Double value_os_z = Variables.containsKey("A_Z") ? 
Variables.get("A_Z") : 0; 
        Double value_os_y = Variables.containsKey("A_Y") ? 
Variables.get("A_Y") : 0; 
 
        Log.i(TAG, "A_Z:"+value_os_z); 
        Log.i(TAG, "A_Y:"+value_os_y); 
 
        if (value_os_z >= 0.4){ 
            straight.setImageResource(R.mipmap.drza_side__3); 
        } else if (value_os_z >= 0.3 && value_os_z < 0.4){ 
            straight.setImageResource(R.mipmap.drza_side__3); 
        } else if (value_os_z >= 0.2 && value_os_z < 0.3){ 
            straight.setImageResource(R.mipmap.drza_side__2); 
        } else if (value_os_z >= 0.1 && value_os_z < 0.2){ 
            straight.setImageResource(R.mipmap.drza_side__1); 
        } else if (value_os_z >= -0.1 && value_os_z < 0.1){ 
            straight.setImageResource(R.mipmap.drza_side_0); 
        } else if (value_os_z >= -0.2 && value_os_z < -0.1){ 
            straight.setImageResource(R.mipmap.drza_side_1); 
        } else if (value_os_z >= -0.3 && value_os_z < -0.2){ 
            straight.setImageResource(R.mipmap.drza_side_2); 
        } else if (value_os_z >= -0.4 && value_os_z < -0.3){ 
            straight.setImageResource(R.mipmap.drza_side_3); 
        } else if (value_os_z >= -0.9 && value_os_z < -0.4) { 
            straight.setImageResource(R.mipmap.drza_side_4); 
        } 
 
        if (value_os_y >= 0.4){ 
            side.setImageResource(R.mipmap.drza_straight_4); 
        } else if (value_os_y >= 0.3 && value_os_y < 0.4){ 
            side.setImageResource(R.mipmap.drza_straight_3); 
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        } else if (value_os_y >= 0.2 && value_os_y < 0.3){ 
            side.setImageResource(R.mipmap.drza_straight_2); 
        } else if (value_os_y >= 0.1 && value_os_y < 0.2){ 
            side.setImageResource(R.mipmap.drza_straight_1); 
        } else if (value_os_y >= -0.1 && value_os_y < 0.1){ 
            side.setImageResource(R.mipmap.drza_straight_0); 
        } else if (value_os_y >= -0.2 && value_os_y < -0.1){ 
            side.setImageResource(R.mipmap.drza_straight__1); 
        } else if (value_os_y >= -0.3 && value_os_y < -0.2){ 
            side.setImageResource(R.mipmap.drza_straight__2); 
        } else if (value_os_y >= -0.4 && value_os_y < -0.3){ 
            side.setImageResource(R.mipmap.drza_straight__3); 
        } else if (value_os_y >= -0.6 && value_os_y < -0.4){ 
            side.setImageResource(R.mipmap.drza_straight__4); 
        } 
 
    } 
    @Override 
    public void updateViewForPosition(View view,POSITION position) { 
 
    } 
} 
 
 
