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We study Josephson oscillations of two strongly correlated one-dimensional bosonic clouds sepa-
rated by a localized barrier. Using a quantum-Langevin approach and the exact Tonks-Girardeau
solution in the impenetrable-boson limit, we determine the dynamical evolution of the particle-
number imbalance, displaying an effective damping of the Josephson oscillations which depends on
barrier height, interaction strength and temperature. We show that the damping originates from
the quantum and thermal fluctuations intrinsically present in the strongly correlated gas. Thanks
to the density-phase duality of the model, the same results apply to particle-current oscillations in
a one-dimensional ring where a weak barrier couples different angular momentum states.
PACS numbers: 03.75.Lm, 03.75.Kk, 03.75.Be, 05.30.Jp
The Josephson effect was discovered in 1962 [1] when
analyzing the dynamics of two superconductors coupled
by a thin layer of insulating material. It is one of the most
clear manifestations of macroscopic quantum coherence:
its dynamical behavior, based on quantum tunneling, is
fixed by the relative phase between the superconductors
and has played a crucial role in the development of tech-
nological applications of superconductor materials [2].
In ultracold atomic gases, the Josephson effect has
been predicted [3, 4] and experimentally observed in
Bose–Einstein condensates trapped in a double-well po-
tential (external Josephson effect [5–7]) or belonging to
two, Raman-coupled, internal states (internal Josephson
effect [8, 9]). Josephson oscillations were also observed
in paired atomic Fermi gases [10, 11]. In Bose-Josephson
junctions the interplay between tunneling and repul-
sive interactions gives rise to various dynamical regimes
[4, 12, 13], such as Rabi [14] and Josephson [5, 15, 16]
oscillations as well as macroscopic quantum self-trapping
[4, 5]. Weakly-coupled Bose gases are key elements in the
development of quantum technologies based on ultracold-
atoms, e.g., matter-wave interferometers [15, 17], sensors
[18], as well as for quantum computers [19, 20] and atom-
tronics devices [21–23].
The theoretical description of Bose-Josephson junc-
tions is generally based on a two-mode model: at mean
field level, a two-mode Gross-Pitaevskii equation predicts
Josephson oscillations as well as macroscopic quantum
self trapping [4, 12, 13]. A quantum description based
on the two-mode Bose-Hubbard model allows to capture
squeezing [24, 25], quantum-self trapping [26] and the
formation of macroscopic superposition states [27]. The-
ories beyond the two-mode model show that the latter
may provide inaccurate values for the Josephson-plasma
frequency [28], overestimate the coherence [29] as well as
the self-trapping effect [30–32], and report collapse and
revivals of Josephson oscillations [33].
∗ Deceased on May 15, 2017.
The Josephson effect becomes particularly intriguing
when the quantum character of the Bose gas emerges, be-
yond the two-mode model description. Low dimensional
systems provide an ideal geometry to study the quantum
behavior of Bose-Josephson junctions, since quantum
fluctuations and correlation effects are enhanced. The
strongly-correlated regime for atomic gases trapped in
quasi-one-dimensional waveguides has been been reached
[34, 35] and largely studied experimentally [34, 36–40].
In the present work, we focus on the Josephson dy-
namics among two strongly-correlated one-dimensional
bosonic systems coupled head-to-tail through a weak
link, as depicted in Fig. 1 (a). This geometry is comple-
mentary to the one of Refs.[36, 40, 41], where two paral-
lel one-dimensional wires were considered, and damped
Josephson oscillations [42] were observed. In the present
case, atom tunnelling between the two wires occurs only
through a very small region of both clouds, and, using the
Luttinger-liquid (LL) effective theory, we show that the
remaining part of the elongated clouds act as effective
baths due to their low-energy phonon-like excitations,
and provides an effective damping of the Josephson os-
cillations. An exact solution in the fermionized Tonks-
Girardeau limit allows then to obtain the full dynamical
behaviour following a quench in the external potential,
thus offering an insight on the type of excitations con-
tributing to the oscillations and their damping.
Exploiting the duality of the Luttinger-liquid model,
our theoretical framework allows also to describe bosons
in a one-dimensional ring with a weak barrier under a
gauge field, e.g. due to barrier stirring, in which we pre-
dict damping in the current oscillations following an ini-
tial quench. Experimental progresses towards the realiza-
tion of such system have been reported [43–50], although
the one-dimensional regime has not yet been reached.
We start by considering two tunnel-coupled, strongly
interacting one-dimensional bosonic fluids, each confined
within a tight waveguide of length L. To describe the
system at intermediate and large interactions, we use
the Luttinger-liquid low-energy theory, corresponding to
a quantum hydrodynamic theory for density and phase
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2FIG. 1. Scheme of the geometries considered in this work: two
weakly-coupled atomic waveguides (a) and a ring potential
split by a weak barrier (b). (c) Single-particle wavefunctions
ψj(x) used as initial condition in the TG solution and the
corresponding confining potential.
fluctuations (see e.g. [51]). The total Hamiltonian is
given by two Luttinger liquids, HˆLL±, with + and −
for the right and left waveguide respectively, coupled by
a tunnel term, yielding a special limit of a boundary sine-
Gordon model (see [52] and refs. therein):
HˆLL± =
~v±K±
2pi
∫ L
0
dx
[
(∂xϕˆ±(x))2 +
1
K2±
(∂xθˆ±(x))2
]
(1)
Hˆt = −EJ cos[ϕˆ+(0+)− ϕˆ−(0−)], (2)
where ∂xθˆ±(x)/pi is the density-fluctuation field oper-
ator, conjugate to the phase operator ϕˆ±(x), fulfilling
[∂xθˆ±(x)/pi, ϕˆ±(x′)] = −iδ(x − x′) [53]. The LL Hamil-
tonians (1) are expressed in terms of two parameters,
the velocities v± of the low-energy excitations, and the
dimensionless Luttinger parameters K±, related to the
compressibility of each cloud [51]. In the following we
shall assume for simplicity that the two atomic waveg-
uides are identical and set v+ = v− = v and K+ = K− =
K. The tunnel Hamiltonian Hˆt describes the presence of
a large, localized barrier whose microscopic parameters
determine the Josephson energy EJ (see e.g. [54]).
We proceed by representing the Hamiltonians (1) and
(2) on the normal modes basis of each Luttinger liq-
uid, namely the zero modes Nˆ±, counting the particle
number in each waveguide, their conjugates phases φˆ0±,
as well as the position Qˆµ± and momentum Pˆµ± opera-
tors for each excitation with wavevector kµ = piµ/L and
frequency Ωµ = vkµ. We then focus on the relative-
variable problem, which is non-quadratic due to the tun-
nel barrier term (2), and we introduce Nˆ ≡ 12 (Nˆ+−Nˆ−),
φˆ0 ≡ φˆ0+−φˆ0− for the zero modes, and Qˆµ ≡ Qˆµ+−Qˆµ−
and Pˆµ ≡ 12 (Pˆµ+ − Pˆµ−) for the excited modes. The re-
sulting Hamiltonian reads [55]:
HˆrelT =
~2
2ML2 (Nˆ −Nex)
2 − EJ cos
(
φˆ0
)
(3)
+
∑
µ≥1
[
1
2M
(
Pˆµ +
√
2~
L
(Nˆ −Nex)
)2
+ 12MΩ
2
µQˆ
2
µ
]
with effective mass M = ~K/2pivL = K2m/2pi2N0,
N0 being the average particle number in each tube and
Nex  N0 is the excitation imbalance, which may be
tuned by a suitable choice of the initial conditions. We
identify in Eq. (3) a quantum particle term correspond-
ing to the two collective variables Nˆ and φˆ0, a bath of
harmonic oscillators formed by the excited modes, and
a coupling term ∝ PˆµNˆ , obtained by expanding the sec-
ond line of Eq.(3). The same structure is found in the
Caldeira-Leggett Hamiltonian [56–58], however, in our
model, the bath of harmonic oscillators is intrinsic in
the model, originated from the phonon excitations in the
Bose fluid, while in the Caldeira-Leggett model it is phe-
nomenologically introduced. The first line of Eq. (3) cor-
responds to the familiar Josephson Hamiltonian, where
two regimes are possible depending on the ratio of the
Josephson EJ and kinetic EQ = ~2/ML2 = 2∆E/K en-
ergies, with ∆E = ~piv/L being the level spacing among
phonon modes of the bath. Notice that EJ and EQ de-
pend on interactions, since the tunnel energy is renormal-
ized by quantum fluctuations [59], and both the sound
velocity and the Luttinger parameter vary with interac-
tion strength [51].
We start from the case EJ  EQ, where the Josephson
potential term −EJ cos(φˆ0) dominates upon the kinetic
energy. Starting from an initial particle imbalance among
the two wires, its dynamical evolution is readily obtained
from the Heisenberg equations of motion, and takes a
quantum Langevin form:
¨ˆ
N + ω20 cos(φˆ0)Nˆ +
∫ t
0
dt′ γN (t, t′) ˙ˆN(t′) = ξN (t) (4)
with [55] ω0 =
√
EJEQ/~ the Josephson frequency,
γN (t, t′) the memory-friction kernel, and ξN (t) the quan-
tum noise generated by the phonon bath. γN (t, t′) can be
approximated to be local in time in the case of long wires
where many excited phonons contribute to the bath and
in the low-energy regime, where the high-energy cutoff of
the LL theory is the largest energy scale in the problem.
In the high-temperature regime we have 〈ξN (t)〉 = 0 and
〈ξN (t)ξN (t′)〉 = ηδ(t− t′), with η=2E2JkBT/~2MLv.
For small phase oscillations, the average relative num-
ber NLL = 〈Nˆ〉 in Eq. (4) is then described by a damped
harmonic oscillator with frequency ωJ =
√
ω20 − γ2 and
damping rate γ = piEJ/~K [55]. In the weakly interact-
ing limit, where K ∼ 1/√g1D and vs ∼ √g1D with g1D
the 1D interaction strength, we recover the predictions
of the two-mode model in its small-oscillation limit, i.e.
we find EQ ∝ g1D and γ/EQ vanishing for g1D → 0,
yielding undamped Josephson oscillations. At increasing
3−1
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FIG. 2. (Color online) Dynamics of imbalance I(t) (dimen-
sionless) for relative number N(t)/N(0) in tunnel-coupled
wires, or for current oscillations J(t)/J(0) in a ring, from the
LL approach, for various values of γQ= γ/ω0 or γQ= γr/ωr0,
respectively. The corresponding uncertainties due to the
stochastic noise are indicated in shaded areas.
interactions EQ increases, being related to the compress-
ibility of the system, and EJ decreases, since it is renor-
malized by larger and larger phase fluctuations. Since
γQ ≡ γ/ω0 = pi
√
EJ/
√
EQK, we predict that Josephson
oscillations will be more and more damped at increasing
interactions. Hence, quite interestingly, while remain-
ing in the regime EJ  EQ, both the underdamped
and the overdamped Josephson oscillations can be ac-
cessed. Using realistic experimental values [36, 37], i.e.
EJ/~ = 2pi × 80, 200, 900 Hz, L ≈ 6.8 µm, v ≈ 6.7
mm/s and a 1D interaction strength g1D/~ = 0.84 mm/s
which leads to EQ/~ ≈ 245 Hz for N = 20, we estimate
ω0 ≈ 2pi×(50− 160) Hz and γ ≈ 0.4− 20 ω0. Notice also
that at fixed interactions one may explore the crossover
from underdamped to overdamped oscillations by tuning
the barrier strength.
In Fig. 2 we show the damped Josephson oscillations of
the relative number between the two clouds, at varying
barrier and interaction strength. The noise in Eq. (4)
yields stochastic fluctuations in the dynamics [55], in-
dicated as shaded areas in the figure. At long times
t  1/γ and in the high-temperature regime we have
∆NLL = 〈(Nˆ − 〈Nˆ〉)2〉1/2 =
√
ML2
~2 kBT , which coin-
cides with the high-temperature limit found using the
fluctuation dissipation theorem [55, 60]. Of course, in
any closed, finite quantum system revivals are expected,
and would occur if a discrete phonon spectrum is used.
In a semi-classical approach, for exemple, revivals can be
viewed as a resyncronization of the bath modes [61].
In the opposite regime EJ  EQ, the phase is only
weakly pinned and displays large fluctuations. The dy-
namics is most suitably described in the Fock basis for
the relative number. The energy levels of the quantum
particle seen in Eq. (3) can be described as a function
of the number of excitations Nex, which plays the role
of quasi-momentum in crystals, and takes the form of a
sequence of parabolas εn(Nex) = EQ(n − Nex)2/2, with
Nˆ |n〉 = n|n〉, with gaps of amplitude EJ opening at semi-
integer values of Nex. Close to the anticrossing points
Nex = ±1/2,±3/2, ... the system behaves as an effective
two-level model. In this case the Josephson dynamics
correspond to the Rabi oscillations of the quantum par-
ticle, with frequency EJ/~. Due to the large value of EQ,
which also fixes the scale of bath-modes level-spacing, in
this regime there is no effect of the bath modes on the
quantum particle.
The Luttinger liquid model is very useful because it
allows to describe a large range of interaction strengths,
though, it remains an effective model. In the following
we take a complementary approach and solve the exact
quantum mechanical evolution in the limit of infinitely
strong repulsive interactions, i.e, the Tonks-Girardeau
(TG) regime [62], corresponding to the case K = 1 of
the LL theory. In this limit, using the time-dependent
Bose-Fermi mapping [62–64], the many-body wavefunc-
tion ΨTG can be written as
ΨTG(x1, ..., xN ) = Π1≤j≤`≤N sgn(xj − x`)det[ψk(xj , t)],
(5)
where ψj(x, t) is the solution of the single-particle
Schrödinger equation i~∂tψj = (−~2∂2x/2m + V (x, t))ψj
with initial conditions ψj(x, 0) = ψj being the eigenfunc-
tions of the Schrödinger problem at initial time. To in-
duce Josephson oscillations, we perform a quench in the
confining potential V (x, t) [65, 66], taken as a box poten-
tial separated in two parts by a delta barrier U0δ(x) with
an imbalance δV0 between left and right waveguide at ini-
tial time (see Fig. 1 (c)). δV0 is then set to zero during
the time evolution, inducing 2Nex excitations above the
Fermi energy. The total density profile of the TG gas
at finite temperature is n(x, t) =
∑∞
j=0 f(j)|ψj(x, t)|2
[67, 68], with f(n) the Fermi-Dirac distribution and n
the nth single-particle eigenenergy, allowing us to ob-
tain the relative particle number N(t) = NL −NR, with
NL =
∫ 0
−Ldxn(x, t) and NR =
∫ L
0 dxn(x, t).
In Fig. 3 (a) we show the exact dynamics of N(t) fol-
lowing the quench in the step potential. We observe
that for an initial small imbalance, corresponding to
Nex = 1/2, undamped oscillations occur, with frequency
ωTG = N+1 − N . For a larger imbalance an effective
damping appears, as a consequence of the several fre-
quencies associated to the excitations involved in the dy-
namics. The exact solution allows also to address the
long-time dynamics where oscillations display revivals
[55] since the system has finite size. In order to make con-
nection with the LL model, we notice that for bosons in
the TG regime EJ = ~ωTG and EQ = ~2pi2N/mL2. For
the parameters used in Fig. 3 EJ/EQ = 4×10−3. Hence,
the oscillations observed in the exact solutions at small
δV0 are the undamped Rabi oscillations of the quantum
particle predicted by the LL model. For larger imbal-
ance, the exact dynamics corresponds to large-amplitude
oscillations, beyond the LL treatment.
Figure 3 (b) shows the small-imbalance dynamics at
finite temperature. At difference from the predictions of
the LL model, we find damped oscillations. In order to
pinpoint the origin of this damping, using the exact solu-
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FIG. 3. (Color online) Relative-number oscillations in the
TG regime following a quench of the initial step potential
δV0: (a) at zero temperature for δV0/EF = 0.07 (blue-
dotted line), 0.14 (black dashed line) and 0.72 (brown solid
line), with EF the Fermi energy; (b) at finite temperature
for δV0/EF = 0.07. (c) exact TG excitation spectrum (di-
mensionless, grey-scale points) in the frequency - wavevec-
tor plane for T/TF = 0.1, and LL excitation spectrum (ma-
genta points); inset: zoom on the small-k region. In all panels
NT = 101 and λ ≡ 2mLU0/~2pi2NT = 200.
tion we calculate the spectral function for the system at
finite temperature, see Fig. 3(c). While the exact spectral
function contains multiple particle-hole excitations, the
LL model assumes a linear excitation spectrum. This is
an excellent approximation at low energy, and in partic-
ular for the energy scales involved in the dynamics of the
current study. The exact spectral function contains also
several low-energy excitations with frequencies of order
EJ (inset of Fig. 3(c)), which are associated to the pres-
ence of a finite barrier and give rise to the observed damp-
ing. These modes are absent in the infinite-barrier case
corresponding to the LL Hamiltonian (1). As a main con-
clusion of this analysis, the exact solution validates the
frequency of the Josephson oscillations predicted in the
LL model, and the fact that oscillations may be damped
by an intrinsic bath, made of low-energy excitations.
The Luttinger-liquid analysis applies also to a dual sys-
tem, made of ultracold bosons confined in a ring trap
of circumference length L, containing a small, localized
barrier and subjected to an artificial gauge field Ω. In
this system, we follow the dynamical evolution of the av-
erage current as a function of time, following a sudden
quench of Ω. This can be induced, for instance, by trans-
ferring orbital angular momentum on the atoms with a
Laguerre-Gauss beam [69], by phase imprinting [70], by
stirring a potential barrier [71] or by modulating an ar-
tificial gauge field [72]. We model the system by a single
LL Hamiltonian that describes the particles in the ring,
HˆLL =
~vK
2pi
∫ L
0
dx
[
(∂xϕˆ(x)−2pi
L
Ω)2+ 1
K2
(∂xθˆ(x))2
]
, (6)
plus a weak delta potential barrier U(x) = U0δ(x), with
corresponding Hamiltonian Hb = 2n0Ueff cos(2θˆ(x = 0)),
with n0 = NT /L and Ueff the effective barrier strength
[59]. Notice that the duality of the model follows from
the density-phase duality of the LL Hamiltonian as well
as the duality between strong and weak-barrier limits in
the LL description. In the ring geometry, the relevant
collective variables are the current and zero-mode den-
sity field operator, fulfilling [θˆ0, Jˆ ] = i/2. By following a
procedure similar to the coupled waveguide case [55], we
find the effective Hamiltonian:
HˆT =
~2(2pi)2
2MrL2
(
Jˆ − Ω
)2
+ 2n0Ueff cos(2θˆ0) (7)
+
∑
µ≥1
[
1
2Mr
(
Pˆµ +
4pi
√
2~
L
(
Jˆ − Ω
))2
+ 12MrΩ
2
µQˆ
2
µ
]
where the quantum particle is now the current, Mr =
~pi
vLK and Ωµ = vkµ are the mass and frequencies of the
bath modes, and in this case ErQ = ~2(2pi)2/MrL2 and
ErJ = 2n0Ueff. When ErJ > ErQ the small oscillations of
the current (see Fig. 2) are again described by a har-
monic oscillator with frequency ωr0 =
√
ErQE
r
J/~ and
damping rate γr = 4piErJK/~. The effective damping
originates from the phonon modes of the ring. Notice
that in this dual model damping decreases at increasing
interactions. In the opposite regime ErJ < ErQ, for small
imbalances we expect undamped Rabi oscillations among
angular momentum states. The exact TG solution for a
quantum quench of the artificial gauge field on a ring
shows weakly damped oscillations and the formation of
non-classical states [66].
In conclusion, by combining Luttinger-liquid theory
and an exact solution at infinite interactions we have
studied the Josephson oscillations of particle imbalance
among two atomic waveguides as well as particle-current
oscillations along a ring. In both cases, we have found
that an intrinsic damping is present in the oscillations
due to the coupling with the collective excitations in
the system. Our approach also yields analytical expres-
sions for the natural frequencies and damping rates as
a function of the microscopic parameters of the model.
In a similar fashion, the bath phonon modes gives rise
to damping of current-current time correlation functions
[73]. Our results are relevant not only to ongoing stud-
ies on the bosonic Josephson effect at different interac-
tions strengths, but also to future developments of quan-
tum devices in which dissipation and thermalization can
be limiting factors to perform quantum computations.
Moreover, the results in ring potentials are particularly
relevant to current experiments, in particular to Atom-
tronic devices [23, 45, 74] where the interplay of interac-
5tions and barrier strength is crucial when creating per-
sistent currents.
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I. MODE EXPANSION AND EFFECTIVE HAMILTONIAN
We outline the derivation yielding to the effective Hamiltonian for the two 1D finite wires coupled through a weak
link, Eq. (3) of the main text, and to the ring potential separated by a weak barrier, Eq. (6) of the main text.
A. Weakly-coupled atomic waveguides
The effective Hamiltonian shown in Eq. (3) of the main text is obtained by introducing the following mode expansion:
φˆ±(x) = φˆ0± +
1√
L
∑
µ≥1
Φµ(x)Qˆµ±,
nˆ±(x) =
Nˆ±
L
+
√
L
~
∑
µ≥1
Φµ(x)Pˆµ±, (S1)
into the total Hamiltonian (Eq. (1) and Eq. (2) of the main text). In Eq. (S1), nˆ±(x) ≡ ∂xθˆ±(x)pi is the fluctuation of the
density field operator and Nˆ± is the particle-number operator. The commutation relation [∂xθˆ±(x)pi , φˆ±(x′)] = −iδ(x− x′)
yields [Nˆ±, φˆ0±] = −i and [Pˆµ±, Qˆµ′±] = −i~δµ,µ′ provided that the mode expansion forms a complete orthonor-
mal basis, i.e.,
∑
µ=0 Φµ(x)Φµ(x′) = δ(x − x′) and
∫ L
0 dxΦµ(x)Φµ′(x) = δµ,µ′ . Moreover, in order to diago-
nalize the Hamiltonian, the mode basis must fulfill ∂2xΦµ = −k2µΦµ. Imposing open boundary conditions, i.e.,
∂xΦµ(x)|x=0 = ∂xΦµ(x)|x=L = ∂xΦµ(x)|x=−L = 0, yields kµ = piµ/L; with µ ≥ 1 taking positive integer values and
Φµ(x) =
√
2/L cos(kµx). A shift operator U = e
i
√
2
L Nˆ
∑
µ≥1 Qˆµ is then applied to the total Hamiltonian in order to
remove the non-zero modes contribution from the tunneling term (Eq. (2) of the main text). Finally, by using the
relative coordinates introduced in the main text together with the definition of the effective mass and frequency of
the non-zero phonon modes, the effective Hamiltonian given in Eq. (3) of the main text is found.
∗ Deceased on May 15, 2017.
2B. Ring trap with weak barrier
In the ring configuration we use a single Luttinger liquid (LL) Hamiltonian plus a weak barrier that creates a small
density notch in the system. The periodic boundary conditions describing the ring geometry lead to the following
relations between the phase and density field operators φˆ(x + L) = φˆ(x) + 2pi(Jˆ − Ω) and Θˆ(x + L) = Θˆ(x) + piNˆ ,
where L is the ring circumference, Ω is the artificial gauge field, and Jˆ and Nˆ are the angular momentum and
particle-number operators. Note that the operator Θˆ(x) is related to the density field operator, nˆ(x) = ∂xθˆ(x)/pi, by
Θˆ(x) = θˆ(x) +N0pix/L [52]. The commutation relation among density and phase field operators can be rewritten as
[ θˆ(x)pi , ∂x′ φˆ(x′)] = iδ(x − x′); thus, we can regard ∂xφˆ(x) as the momentum conjugate to θˆ(x). The mode expansion
used in the ring configuration is therefore given by:
θˆ(x) = θˆ0 +
pi√
L
∑
µ≥1
Φµ(x)Qˆµ, (S2)
∂xφˆ(x) =
2pi
L
(Jˆ − Ω) +
√
L
~
∑
µ≥1
Φµ(x)Pˆµ, (S3)
where [Qˆµ, Pˆµ] = i~ and [θˆ0, Jˆ ] = i/2, with θˆ0 and Jˆ being the zero mode density fluctuation operator, and the angular
momentum operator respectively. Again, it is assumed that the mode expansion functions Φµ(x) form a complete
orthonormal basis, i.e.
∑
µ=0 Φ∗µ(x)Φµ(x′) = δ(x−x′) and
∫ L
0 dxΦµ(x)
∗Φµ′(x) = δµ,µ′ . The diagonalization of the LL
ring Hamiltonian is achieved by assuming ∂2xΦµ(x) = −k2µΦµ(x). Moreover, the boundary conditions of our system,
∂xΦµ(x)|x=0 = ∂xΦµ(x)|x=L and Φµ(0) = Φµ(L) lead to Φµ(x) =
√
1
L exp(ikµx), with kµ = 2piµ/L and where µ takes
all integer values. Finally, as in Sec. IA of the supplemental material, we apply a shift operator, Uˆ = ei
2pi
√
2
L Jˆ
∑
µ≥1 Qˆµ ,
to shift the non-zero modes from the nonlinear term originating from the barrier to obtain the effective Hamiltonian
given in Eq. (6) of the main text.
II. EQUATIONS OF MOTION FOR COUPLED WIRES
The equations of motion for the relative particle-number and relative phase in the Luttinger liquid theory are
obtained using the Heisenberg equation, ddt Aˆ =
i
~ [Aˆ, Hˆ]. This yields the following quantum Langevin equations of
motion for the quantum particle degrees of freedom:
¨ˆ
N +
∫ t
0
dt′ γN (t, t′) ˙ˆN(t′) + ω20 cos(φˆ0)Nˆ = ξN (t), (S4)
¨ˆ
φ0 +
∫ t
0
dt′ γφ0(t, t′)
˙ˆ
φ0(t′) + ω20 sin(φˆ0) = ξφ0(t), (S5)
as well as for the bath:
¨ˆ
Qµ + Ω2µQˆµ = −
√
2ω20L sin(φˆ0). (S6)
In the above equations we have γN (t, t′) = cos(φˆ0(t))2ω20
∑
µ≥1 cos(Ωµ(t−t′)), γφ0(t, t′) = cos(φˆ0(t′))2ω20
∑
µ≥1 cos(Ωµ(t−
t′)), ξN (t) = − cos(φˆ0)
√
2EJ
~L
∑
µ≥1 ˙ˆqµ and ξφ0(t) = −
√
2
L
∑
µ≥1 Ω2µqˆµ and we have defined ω0 =
√
EJ/ML2 =√
EJEQ/~ with EQ = ~2/ML2. The solution of Eq. (S6) is:
Qˆµ = qˆµ −
√
2ω20L
∫ t
0
dt′GQ,µ(t, t′) sin(φˆ0(t′)), (S7)
where GQ,µ(t, t′) = 1Ωµ sin(Ωµ(t− t′))H(t− t′) with H(t− t′) being the Heaviside step function, and where qˆµ is the
homogeneous solution of the bath mode µ, obtained setting to zero the coupling to the quantum particle.
For small phase oscillations, i.e. cos(φˆ0) ≈ 1 and sin(φˆ0) ≈ φˆ0, the relative particle-number equation of motion in
dimensionless units with respect to the natural frequency ω0 reads:
¨ˆ
N + 2γQ ˙ˆN + Nˆ = χN (τ), (S8)
3where γQ = γ/ω0, with γ = EJ/2MLv = piEJ/~K being the intrinsic damping rate due to the coupling to phonons,
and χN (τ) = ξN (τ/ω0)/ω20 being the rescaled noise operator. The solution of Eq. (S8) follows from linear-response
theory, and reads
Nˆ(τ) = nˆ0(τ) +
∫ τ
0
dτ ′GN (τ, τ ′)χN (τ ′), (S9)
with nˆ0(τ) being the homogeneous solution, and where the retarded Green’s function reads:
GN (τ, τ ′) =
1
Ωe
−γQ(τ−τ ′) sin(Ω(τ − τ ′))H(τ − τ ′), (S10)
with Ω =
√
1− γ2Q corresponding to the oscillation frequency ωJ = Ωω0 in the main text. The homogeneous
solution for the average particle-number of the damped harmonic oscillator in the classical limit reads 〈nˆ0(τ)〉 =
c1e
−τ
(
γQ+
√
γ2
Q
−1
)
+ c2e
−τ
(
γQ−
√
γ2
Q
−1
)
, and it is plotted in Fig. 2(a) of the main text together with the relative-
number fluctuations.
III. RELATIVE NUMBER FLUCTUATIONS
In order to derive analytically the relative number fluctuations we first consider the high temperature limit, where
noise correlations become delta correlated in time. In particular, we assume kBT > ~Ωmax, with kB being the
Boltzmann constant and Ωmax the maximum frequency that the quantum particle can adiabatically follow. Note
that Ωmax is smaller than the cut-off frequency defined by the Luttinger theory as otherwise we would thermally
activate modes beyond the LL description [54]. Under this assumption and considering that the bath is in thermal
equilibrium for which 〈ξN (t)〉 = 0 we can approximate the hyperbolic cotangent term, coth(~Ωµ/(2kBT )), appearing
in the correlations of the initial conditions of the bath modes 〈{ ˙ˆqµ(t), ˙ˆqµ′(t′)}〉, to first order and obtain:
〈ξN (t)ξN (t′)〉 = ηδ(t− t′) (S11)
with η = 2E2JkBT/~2MLv.
The time evolution for the number fluctuations is obtained using Eq.(S9) according to〈
Nˆ(τ)2
〉
=
〈
nˆ0(τ)2
〉
+ 2
〈
nˆ0(τ)
∫ τ
0
dt′GN (τ, τ ′)χN (τ ′)
〉
+
〈∫ τ
0
dt′
∫ τ
0
dτ ′′GN (τ, τ ′)GN (τ, τ ′′)χN (τ ′)χN (τ ′′)
〉
, (S12)
with τ = ω0t. By introducing Eq. (S11) into the previous equation we find〈
Nˆ(τ)2
〉
=
〈
nˆ0(τ)2
〉
+ ML
2γQkBT
~2Ω2
([
Ω2
γQ(γ2Q + Ω2)
]
− e−2γQτ
[
1
γQ
− γQ
γ2Q+Ω2
cos(2Ωτ)+ Ω
γ2Q+Ω2
sin(2Ωτ)
])
. (S13)
Using the definition ∆NLL = 〈(Nˆ − 〈Nˆ〉)2〉1/2 and taking the long-time limit, we readily obtain
∆NLL =
√
ML2
~2
kBT (S14)
It is interesting to compare the above result obtained within the classical limit with the full quantum mechanical
calculation at equilibrium. Since at long times 〈Nˆ〉 = 0, it is sufficient to compute the symmetrized version of 〈Nˆ2〉,
which readily follows from the fluctuation-dissipation theorem
〈{Nˆ(0), Nˆ(0)}〉/2 =
∫ +∞
−∞
dω Im[G˜N (ω)]coth(~βω/2)
= kBT
MNL2
n=+∞∑
n=−∞
1
ω20 + ν2n + |νn|γ0
= kBT
MNL2ω20
+
~
MNL2pi(λ2 − λ1) (ψ(1 + λ2/ν1)− ψ(1 + λ1/ν1)) (S15)
4where νn = 2pin/~β with β = 1/kBT are the Matsubara frequencies, MN = ~2/EJL2 is the effective mass, λ1/2 =
γ0 ± iΩλ with Ωλ =
√
ω20 − γ20 are the poles of the Fourier transform of the harmonic oscillator response function
G˜N (ω), ψ(1 + λ1/2/ν1) is the digamma function and {, } are the Poisson brackets [60]. The first term in the right
hand side of Eq. (S15), which is the leading order in the high-temperature limit, coincides with Eq.(S14). This
indicates that the Josephson oscillations are damped towards the equilibrium state, where thermalization is provided
by the phonon bath [38,39]. The subleading corrections in Eq. (S15) correspond to the contribution of the quantum
fluctuations, which will become relevant at lower temperatures.
IV. ADDITIONAL MATERIAL FOR THE EXACT SOLUTION IN THE TONKS-GIRARDEAU
REGIME
A. Details of the quench protocol
We use the time-dependent Bose-Fermi mapping [62-64] to describe the quench dynamics in the Tonks-Girardeau
(TG) regime. To induce Josephson oscillations, we perform a quench in the confining potential V (x, t) which excites
the system creating a relative particle imbalance. In particular we use V (x, t) = V1(x) for t ≤ 0 and V2(x) for t > 0
with V1(x) = U0δ(x) + δV0H(x), with H(x) being the Heaviside step function, and V2(x) = U0δ(x) for |x| ≤ L. At
all times we assume hard-wall boundary conditions for x = ±L.
The dynamics is then calculated by projecting the initial state onto the after-quench eigenbasis χü(x) with eigen-
values Ôü, i.e.,:
ψn(t ≤ 0) = ψn, ψn(t > 0) =
∞∑
ü
〈χü|ψn〉χü(x)e−iÔüt/~, (S16)
where ψn(x) are the eigenstates of the pre-quench Hamiltonian.
After the quench, 2Nex excitations are produced, each one with their corresponding associated frequencies.
These excitations lead to a relative particle dynamics in which the oscillation frequency ωTG and an envelope
frequency ωenv, at zero temperature and even number of particles read: ωTG = 12Nex
∑Nex
n=−Nex+1 ωN+2n and
ωenv = 12
∑Nex
n=−Nex+1(−1)nωN+2n with ωn = Ôn − Ôn−1 being the energy difference between the n-th and (n − 1)-th
single-particle energy levels of the after-quench system.
For odd number of particles, excitations are created in pairs due to the small gap between adjacent even odd states
and an analogous expression can be obtained for the frequencies of the envelope and of the fast oscillations.
B. Linear response theory
In this section we provide the details of the linear-response (LR) theory for the Tonks-Girardeau gas, used in the
main text to compare the TG results with the Luttinger liquid ones.
The linear response theory describes the dynamics induced by a small space-time perturbation, which in our case
is the step potential, i.e. we take V (x, t) = δV0H(t)H(x), with H(x) the Heaviside function. Within linear response
theory the evolution of the density fluctuation is given by:
〈nˆ(x, t)〉 =
∫ ∞
−∞
dx′
∫ ∞
−∞
dt′χ(x;x′; t− t′)V (x′, t′), (S17)
with 〈nˆ(x, t)〉 = 〈ρˆ(x, t)〉 − ρ0(x) with ρ0(x) being the equilibrium density and χ(x;x′; t − t′) = (1/i~)H(t −
t′) 〈[ρˆ(x, t), ρˆ(x′, t′)]〉 the density-density response function. In the TG limit the density-density response function
coincides with the one of a non-interacting Fermi gas and reads:
χ(x;x′;ω) = 1
~
∑
j Ó=ü
ψ∗j (x)ψü(x)ψ∗ü (x′)ψj(x′)f(Ôj)[1− f(Ôü)]
×
(
1
(ω − (Ôü − Ôj)/~) + i0+ −
1
(ω + (Ôü − Ôj)/~) + i0+
)
(S18)
where Ôj and ψj(x) are the energies and single-particle orbitals of the unperturbed Hamiltonian and f(Ô) = 1/[exp((Ô−
µ)/kBT ) + 1] is the Fermi-Dirac distribution, with µ being the fermionic chemical potential.
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FIG. 1. (a) Dynamics of the relative-particle imbalance in the TG regime: LR approach (solid line) and the exact quench
results (dashed, and dot-dashed lines, for two different values of δV0 as indicated on the figure). The calculations are performed
at finite temperature, with T/TF = 1/25, dimensionless barrier strength λ = 2mLU0/(~2pi2N) = 200 and total number of
particles NT = 101. (b) TG long-time dynamics from the exact quench results at zero temperature for number of excitations
Nex = 3/2 and two choices of the total number of particles NT = 101 (dashed-blue line) and NT = 203 (solid-dark-blue line).
By writing the step potential in Fourier space as V (x, ω) = δV0H(x)
(
piδ(ω) + iPω
)
with P indicating the principal
part over the frequency domain, and by performing a contour integral on the lower part of the complex plane, we can
rewrite Eq. (S17) as
〈nˆ(x, t)〉 = 2δV0
~
∑
j Ó=ü
cos(ωj,üt)
ωj,ü
f(Ôj)[1− f(Ôü)]ψ∗j (x)ψü(x)
∫ L
0
dx′ψ∗ü (x′)ψj(x′), (S19)
with ωj,ü = Ôü − Ôj . The dynamical evolution of the relative-number is then obtained as N(t) =
∫ 0
−L dx 〈nˆ(x, t)〉 −∫ L
0 dx 〈nˆ(x, t)〉
〈N(t)〉 = 4δV0
~
∑
j Ó=ü
cos(ωj,üt)f(Ôj)[1− f(Ôü)]A−(j, ü)A+(j, ü)
ωj,ü
, (S20)
with A−(j, ü) =
∫ 0
−L dxψ
∗
j (x)ψü(x), A+(j, ü) =
∫ L
0 dx
′ψ∗ü (x′)ψj(x′)
Figure 1(a) of this supplemental material shows the relative-number oscillations obtained within the linear response
theory as compared to the predictions of the exact quench solution. For small values of the step potential amplitude
the agreement is excellent, thus validating the LR approach. For large values of δV0 the exact dynamics is more
damped than the LR solution, and the dynamics cannot be described in such a simplified picture.
In order to illustrate the type of excitations involved in the dynamics of particle imbalance, we restrict then to the
linear response regime. In this case one can represent the excitations contributing to Eq. (S20), which are particle-hole
oscillations, with the aid of the spectral function
STGexc (k, ω) =
∑
j Ó=ü
δω,ωj,üδk,kü−kjf(Ôj)[1− f(Ôü)], (S21)
where δα,β is the Kroenecker delta function. The spectral function is illustrated in Fig.3(c) of the main paper. Note
that wave-vectors and energies are discrete as a consequence of the finite size of the wires considered in this work.
Then, as discussed in the main text, the excitation spectrum in the linear-reponse regime already allows to pinpoint
the limits of validity of the Luttinger liquid theory.
C. Long-time dynamics
We provide in this section an analysis of the long-dynamics of the exact quench solution of the TG regime at zero
temperature. The results are illustrated in Fig. 1(b) for two choices of total number of particles. We find that revivals
appear in the dynamics, as a result of resynchronization of the different excitations created by the quench of the step
potential. We also notice that the revival time increases with the total number of particles.
