Abstract-In this work, we investigate the effects of numerical dispersion in the finite-difference time-domain (FDTD) algorithm for layered, anisotropic media. We first derive numerical dispersion relations for diagonally anisotropic media (corresponding to an FDTD reference frame coinciding with the principal axes of a biaxial media). In addition, we incorporate the discretization effects on the reflection and transmission coefficients in layered media. We then apply this analysis to minimize the numerical dispersion error of Huygens' plane-wave sources in layered, uniaxial media. For usual discretization sizes, a typical reduction of the scattered field error on the order of 30 dB is demonstrated.
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I. INTRODUCTION
O NE of the main advantages of partial differential equation (PDE)-based methods for computational electromagnetics, such as the finite-difference time-domain (FDTD) method, against integral equation (IE)-based methods is their flexibility to model complex media (e.g., dispersive, inhomogeneous, anisotropic, nonlinear) with less additional effort. However, contrary to IE-based methods, PDE-based methods are prone to phase dispersion and (in some cases) dissipation error, which accumulates for large problems. It is important to study numerical dispersion in various media to better understand the capabilities and limitations of lower order PDE methods. If necessary, higher order PDE discretization schemes [1] or hybridization can be used to alleviate phase dispersion (both at the cost of loss of sparsity). To better design such higher order PDE methods for complex media, it is again important to characterize the numerical dispersion effects of those media [2] , [3] . Numerical dispersion analysis is a classic topic in FDTD literature. However, the conventional analysis is mostly restricted to isotropic, homogeneous domains and regular grids. More recently, studies of temporal dispersion analysis extended to frequency-dispersive media and spatial dispersion analysis of irregular grids have been presented [4] . In this work, we study the numerical dispersion effects in anisotropic (biaxial) and layered media modeled on a regular lattice (i.e., Yee's FDTD lattice).
As an interesting example of the application of such analysis, we derive the exact implementation of Huygens' sources in the FDTD lattice that compensate the numerical dispersion effects of complex media. Usually, Huygens' sources are used to introduce and remove a field excitation from the FDTD computational domain using the analytical expression for the incident field. Classically, this method does not account for the numerical dispersion of the incident field, and small errors are introduced into the simulation. Work has been done on dispersion compensated Huygens' sources, considering one dimensional (1-D) phase velocity adjustments [5, Ch. 6] and, more recently, broad-band solutions for isotropic homogeneous media [6] . The dispersion compensation method introduced here can be applied to broad-band simulations and is tailored for layered and anisotropic media [7] . This turns out to be very useful, e.g., for subsurface simulation scenarios where a large dynamic range is required due to the small scattering of the buried target (either because of large depth or low contrast). For usual discretization sizes , a reduction of the incident field dispersion error on the order of 30 dB (typically) is demonstrated for a FDTD domain.
II. DISCRETE CALCULUS
This section will briefly review the notation for discrete calculus on a regular lattice, introduced in [8] . As will become clear, this notation is very convenient to treat the complex media considered here.
We start by defining the forward and backward difference operators by considering two otherwise arbitrary functions and such that (1) Then, after a time discretization where and are chosen to be staggered with respect to each other, the derivatives may be replaced by central-differences as follows: (2) and (3) where , is the temporal discretization size, denotes a backward difference operator, and denotes a forward difference operator.
We now show how discrete calculus can derive the FDTD form of Ampere's law, shown here for the component (4) 0018-926X/02$17.00 © 2002 IEEE The Yee's FDTD formulation defines the electric and magnetic fields which are offset (staggered) by half steps in time and space. Central differencing is used to differentiate the fields to second-order accuracy. Due to the leapfrogging nature of the electric and magnetic fields, it is possible to relate them with respect to a single Yee cell using forward and backward differences. For example, the electric field on the left-hand side of (4) exists at time step , and we need to relate it to the magnetic fields on the right-hand side which exist at time step . In this case, we use a backward difference operator on the electric field, defined as (5) which represents a central difference in time with respect to at time step (conversely, relating the magnetic field to the electric field in Faraday's law uses a forward difference operator on the magnetic field).
The same applies for the spatial derivatives. In the Yee's grid, the component of the magnetic field in (4) exists at , and the component exists at , where , , and are the discretized steps of the , , and coordinates, respectively. The electric field exists at , hence to relate the magnetic fields we must take backward differences. For (4), we use (6) and (7) which are central differences in space with respect to the location . Substituting (5)- (7) into (4) results in (8) which is a compact form for the usual FDTD update equations [5, Ch. 6] .
For the electric field vector in the Yee's grid, we write (9) Note that the vector is associated with the grid point . However, because each component is located forward to the point , this is called a fore-vector [8] , and denoted by a tilde. Analogously, we write the magnetic field vector associated with the grid point as (10) Because each component is now located backward to the point , this is called a back-vector, and denoted by a hat.
Using this notation, Maxwell's equations in discrete space (on the Yee's FDTD lattice) are concisely written as [8] (24) where , and similarly for and . Again, when , as expected. Now that the discrete calculus notation has been reviewed, the next section derives the dispersion relation for discrete anisotropic media.
III. NUMERICAL DISPERSION RELATION FOR ANISOTROPIC MEDIA
From the discrete Maxwell's equations and the discrete constitutive relations, we may derive the vector wave equation in discrete space as (25) The superscripts denoting the time coordinate have been dropped as all the terms exist at time . For example, the current term on the right-hand side was originally at , but in deriving the wave equation it became . We will limit this derivation to the biaxial anisotropic case, though it will be apparent that the formulation can be extended to the general anisotropic case in an obvious fashion. In this case, we define a real permittivity as (26) and a biaxial conductivity as Similarly, the other coefficients can be written down by substituting (19)-(24) (and corresponding equations for and ) in (32). After setting the determinant of the matrix in (32) to zero, a single algebraic equation yielding the discrete is obtained, which can be solved by iterative means. In this study, we have used the Newton-Raphson method, with the continuous used as the initial guess. When referring to in the following sections, we will be referring to the value that has been already adjusted for numerical dispersion. Extending this formulation to the off-diagonal anisotropic case is conceptually simple, although demands additional algebraic effort.
IV. REFLECTION AND TRANSMISSION COEFFICIENTS FOR ANISOTROPIC, LAYERED MEDIA IN DISCRETE SPACE
For Huygens' sources to be implemented in anisotropic and layered media, the reflection and transmission coefficients for each layer interface must be known. As with the dispersion relation, these values must also be rigorously calculated for discrete space. The formulation here extends [9] , which dealt with the perfectly matched layers (PML) reflection error in discrete space for TE incidence. Once we obtain both and for a single interface, they can be put into a recursive formulation for multiple layers [10] . For the sake of simplicity, we will restrict ourselves to the uniaxial case, where and in each layer. The fields are propagating in the direction, from region 1 to region 2.
A. TE Case
Given a plane wave incident on a halfspace, we define the fields in regions 1 and 2 as (34) (35) where and On the FDTD lattice, we assume that the fields exist at the dielectric interface boundaries, so we may directly enforce phase matching of the tangential components at the boundary , which results in (36)
From the discrete Maxwell's equations, we obtain the fields as (37) (38) where (39) (40) (41) and , (similarly for and ), and
. We now need to match the tangential fields at the boundary, but we must take into account the fact that they are not defined there.
Going back to the discrete Maxwell's equations, we find that Note that when , (43) reduces to the usual continuity of the fields at the interface.
Using the tangential fields from (37) and (38) In a similar fashion as in the TE case, we define . From the discrete definition of , complex permittivities can be defined as (54) (55) where is (transverse) or (longitudinal).
Note that these expressions for hold at every point in space except (the interface), where the tangential electric fields are defined through the magnetic fields in both regions 1 and 2.
Obtaining the TM reflection and transmission coefficients is more involved than in the TE case, because the magnetic fields do not exist on the boundary. Whereas in the TE case one equation could be determined by matching the incident, transmitted, and reflected electric fields at the interface, this is not possible for the TM case. Some approximations can be made, such as assuming the magnetic fields do exist on the boundary, or naively applying (49) and (50) at the boundary, but both cases offer only small improvements to the continuous formulation and are not effective over all angles and frequencies. We will instead solve the coefficients exactly, by calculating the magnetic fields at different points directly above and below the interface.
Consider the TM magnetic fields around the boundary, shown in Fig. 1 (note we have dropped the dependence) (56) (57) 
These equations are then solved for and using a computer algebra package. The resulting expressions for each are quite long, and are left to the Appendix.
In the case of a multilayered medium, the discrete TE and TM Fresnel coefficients are substituted into a recursive formula or propagation matrices to obtain the generalized reflection and transmission coefficients of the multilayered medium [10, Ch. 3].
V. DISCRETE SPACE FIELD COEFFICIENTS AND IMPEDANCES
It is important to note that given a TE or TM incident plane wave, the corresponding magnetic or electric fields (implemented on the Huygens' surface) must be found using the discrete Maxwell's equations. This defines a discrete-space impedance which is distinct from the continuous case and also depends on the discretization sizes.
A. TE Case Field Coefficients
For the TE case, we begin by defining a transverse field propagating in the plane 
The phase terms above reflect the staggering of the fields in space and time. When using these field values as Huygens' sources, the phase terms must be dropped. This is because the incident sources for the field components is already spatially and temporally offset on the FDTD lattice with respect to the field components.
B. TM Case Field Coefficients
The TM case begins with a transverse magnetic field, propagating in the plane, defined here as 
VI. NUMERICAL EXPERIMENTS
Huygens' sources in layered, lossy media are usually handled in the frequency domain, where the analysis is greatly simplified [11] . One can treat the problem as a system response to a given time domain impulse (transfer function), where the solution is easily obtained by multiplication in the frequency domain as opposed to convolution in the time domain. The time-domain field incident on the layered media is first specified, and Fourier transformed to the frequency domain. There, for each frequency component, the fields are specified as a sum of upward and downward traveling transmitted and reflected waves, using classic closed-form expressions [10, Ch. 3]. The final results are then transformed back to the time domain. In general, the processing time of these operations is very small compared to the total FDTD time (less than 1%) when FFTs are used. The disadvantage is the requirement that the incident fields be stored everywhere in time and space on the Huygens' surface. The memory requirements could become prohibitive for arbitrary three-dimensional sources that exist for long times on the Huygens' surface. However, in the case of plane-wave incidence, it is possible to reduce the source excitation scheme by one dimension as the wave is invariant in a transverse direction. This dramatically reduces the memory requirements. Approximations such as interpolational schemes [5, Ch. 6] are also possible. By treating this type of excitation directly in the time domain, the memory cost would be traded for CPU time.
For the numerical experiments, we set up a three-layer medium as shown in Fig. 2 . There is no scattering object in the total field region, so ideally the fields in the scattered field region should be zero. Dispersion error can then be measured by examining the spurious field that escape into the scattered field domain. The results will be presented as surface plots of the plane at for visualization purposes, as well as decibel graphs of the maximum field error (scattered field divided by incident field) for exact quantitative evaluation. TE and TM waves will be tested for 0 incidence and 45 incidence 0 , which correspond to worst case and best case dispersion, respectively. The uniaxial media and the incident fields are chosen to examine the dispersion for typical spatial discretization sizes and to allow for a fair comparison between the standard FDTD technique and the compensated technique. We note, nevertheless, that for the examples shown the dispersion compensation scheme is effective up to discretization size of about . This limit is caused by the propagation cutoff in the FDTD grid. As the discretization gets coarser, the discrete phase velocity reduces to zero such that FDTD grid can no longer support propagating waves at a given wavelength (cutoff). In our examples, this limit occurs first in the dielectric layer (where the wavelength is shorter) and corresponds to about around one-fifth of a wavelength measured in the free-space layer. It is important to note that this is not really a shortcoming of the formulation, since at such coarse discretizations, the FDTD method does not yield meaningful results.
Layer 1 of the computational domain is air , , layer 2 is an anisotropic slab with , , , and . Layer 3 is also anisotropic with , , , and . The total field region is in size, and the scattered field domain extends beyond the total field region to the PML. The boundaries are located at and , with respect to the axes origin at the center of the domain. For most cases, the incident field used to measure numerical dispersion will be a narrow-band Gaussian pulse, with a center frequency of 500 MHz ( in layer 1, in layer 3). The bandwidth of the incident pulse is such that the signal is 40 dB down at 700 MHz. In addition, the case of a very wide bandwidth Blackmann-Harris pulse is also examined. The bandwidth of both pulses is shown in Fig. 3 . The Blackmann-Harris pulse has a usable bandwidth of at least 100 MHz to 1 GHz, with higher frequency components being no more than 20 dB down from the center frequency.
In Fig. 4 , as with all surface plots presented in this section, the total field is removed for visualization purposes. The field is traveling along the axis (at ) in the direction. Note that each facet of the surface plot corresponds to four FDTD cells (2 2 averaged). The maximum amplitude of the incident Gaussian pulse is 100 V/m, and the time step of this plot corresponds approximately to the maximum field value leaving the total field domain. The numerical dispersion (uncompensated) of the FDTD domain results in a scattered field error which is 14.8 dB less than the incident field, at the maximum field error point directly below the total/scattered field box. Fig. 5 is a surface plot similar to Fig. 4 , after the discrete formulation has been applied to , the field coefficients , and . In this optimized case, the scattered field error is much smaller, 43.3 dB down from the incident field.
Next, Fig. 6 compares the value of the scattered field error at the point on the axis below the area where the incident field is removed on the Huygens' surface. The error is defined as the scattered field normalized by the total (incident) field just within the Huygens' surface. Taking a measurement at a single point is a reasonable indication of error, as will be shown later when the total error is summed over a second Huygens' surface. The benefits of the discrete formulation are quite obvious here, with a noise floor for the optimized case that is 28.5 dB lower than the uncompensated case (measured at the maximum error in time). The average field error improvement (taken over the time that the incident pulse is in the computational domain) is 28.4 dB. For 0 incidence, this dispersion compensated total/scattered field formulation has nearly doubled the dynamic range of the scattered field measurements. Fig. 8 shows the maximum error of a TM field (the component) at 0 incidence. As expected, this is very similar to the TE field at normal incidence, because the TM and TE cases are both ordinary waves when propagating along the optical axis.
Figs. 9 and 10 show the scattered field error for a TE wave at 45 incidence, for the continuous and discrete formula- tions. For the continuous formulation, the error is 19.1 dB down from the incident field, which is better than the 0 incidence case as expected. In the optimized case, the scattered field error drops to 42.7 dB. Fig. 11 shows the TE scattered field for 45 incidence at the point of maximum error. The improvement here is 23.6 dB (at the pulse maximum in time), which is less than the gains achieved in the 0 case. This is expected due to the fact that at this incident angle there is less dispersion error in the continuous formulation, so the discrete formulation yields less improvement. The average scattered field error improvement is 23.9 dB.
In Fig. 12 , we see the error of the total/scattered field formulation for a TM wave at 45 incidence. The maximum error is 17.9 dB down from the incident field. The TM field error is worse than the TE field error at this propagation angle because the TM field is an extraordinary wave. The TE wave, however, does not see the anisotropy at any angle of incidence, and is always an ordinary wave (as is the TM wave at 0 incidence). In these experiments, the vertical permittivity is greater than the transverse permittivity, hence the extraordinary wave experiences greater error (smaller wavelength means poorer discretization). Fig. 13 shows the error after optimization, and the improvement is evident. The maximum error is 44 dB down from the incident field. Fig. 14 shows the error of the field. The optimization has reduced the maximum field error by 26.1 dB, and the average field error has been reduced by 26 dB. Fig. 15 shows the scattered field error for the TE and TM fields over angles from normal incidence to 70 . As expected, both the continuous formulation TE and TM field errors decrease with oblique incidence due to the lower dispersion error at 45 . However, the TE field error does not increase again as grazing incidence is approached, and the TM field error increases in an asymmetric fashion. This behavior is due to the additional error incurred in the reflection and transmission coefficients. For the discrete formulation, the error in all cases is reduced by at least 25 dB, and is fairly independent of angle as expected. Fig. 16 shows the individual effects of the numerical dispersion correction and the discrete Fresnel coefficients. Note that these results depend on the number of interfaces in the simulation as well as the dielectric contrast between the layers. It is clear that in the limit of homogeneous layers, the numerical dispersion compensation would fully account for all error corrections. For the three-layer simulation performed here, the additional correction of the Fresnel coefficients provides 18 dB greater accuracy at normal incidence and 30 dB more accuracy at near-grazing incidence. At larger incidence angle, the solution error when only considering discrete approaches the continuous formulation. For grazing incident angles, it is obviously very important to consider the effects of the Fresnel coefficients as well as the numerical dispersion relation.
The dispersion compensation of the wide-band pulse is shown in Fig. 7 . The maximum error in the continuous formulation is 10.23 dB, whereas the maximum error for the discrete formulation is 30.1 dB, and improvement of approximately 20 dB. We note that this is likely close to the maximum error correction possible, as the Blackmann-Harris pulse has very high frequency components that are only 20-25 dB down from the center frequency. This bandwidth includes frequencies up to and including those that cannot be propagated on the FDTD grid , and as such cannot be fully compensated with our formulation.
Finally, we demonstrate the effects the dispersion error could have on far field simulations [5, Ch. 8] . A second Huygens' surface enclosing the total field domain is used to measure the scattered field error everywhere for the duration of the simulation. These measurements were then used to calculate the far field error. Fig. 17 shows the error for 500-and 700-MHz frequencies, using the discrete and continuous formulations. At 700 MHz, the discretization in layer 1 is and in layer 3 is . In the continuous formulation, the maximum errors for the two frequencies are 28.8 dB and 20.6 dB, whereas the errors for the discrete formulation are 76.6 dB and 61.1 dB, respectively. The far-field error for the continuous case is similar in magnitude to the error measured at a single point in previous figures, whereas the discrete case error is much lower for this type of measurement. The reductions in error are 47.8 dB and 40.5 dB for the 500-and 700-MHz frequencies, respectively. We note that the discrete formulation is still sensitive to discretization sizes, due to the averaging required of certain terms as well as the semi-implicit approximation of the FDTD formulation. The discrete formulation can sometimes even exhibit a larger relative increase in error over frequency than the continuous formulation (as in Fig. 17) , however, this is not always the case. Ultimately, the compensation method still provides broad-band error reduction, with a minimum of 40-dB improvement demonstrated here. Finally, we note also that this method could also be used to correct the numerical dispersion in the scattered field region when using a Huygens' surface for far-field calculations, where the source locations are known (radiation problems).
VII. CONCLUSION
In this paper, we have studied the numerical dispersion effects for the FDTD method in anisotropic and layered media. This information can be used for many applications, and, as an example, a dispersion-compensated Huygens' source in layered, uniaxial media was presented. For spatial resolutions of in a FDTD domain, the new technique achieved a wide-band reduction on the field error at the scattered field region on the order of 30 dB over the conventional implementation. Such an increase in the dynamic range of FDTD allows for the study of the scattering from objects in complex media with weaker responses. In the case of subsurface problems, FDTD simulations with the dispersion compensation can be used for objects at much larger depths and/or weaker contrasts than before.
APPENDIX
The transmission and reflection coefficients for the TM case are (72) where the denominator is given by (73) 
