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Abstract
This thesis investigates the complexity of the following decision problem. Determine, whether a given
sequence of an open-shop scheduling problem on an arbitrary set of operations is irreducible, or not.
With the notion of so-called H-comparability graphs the corresponding complementary problem
co-IRREDUCIBILITY can be posed as follows: ‘Is there a comparability graph G∗ with GSIJ ⊆ G∗ (
G?’, where GSIJ denotes the induced subgraph of the Hamming graph Kn × Km corresponding to
the set of operations, and G denotes the H-comparability graph corresponding to the given sequence.
This problem, however, is no special case of the COMPARABILITY-GRAPH-SANDWICH problem
which is known to be NP-complete.
IRREDUCIBILITY is known to belong to co-NP. It is investigated, under which conditions IR-
REDUCIBILITY belongs to NP, and therefore to NP ∩ co-NP = ZPP*, or even P. An algorithm
is presented which reduces reducible sequences nondeterministically in polynomial time, and fails
to recognize the irreducibility of irreducible sequences only under very narrow conditions. Based on
reasonable doubts on the existence of instances meeting these narrow conditions, it is conjectured
that IRREDUCIBILITY belongs to NP. If true, from this conjecture follows that either IRREDU-
CIBILITY belongs to P, or to NP-incomplete = NP − (P + NP-complete). The details pointing to
IRREDUCIBILITY belonging to P are discussed.
Zusammenfassung
In dieser Arbeit wird das folgende Entscheidungsproblem hinsichtlich seiner Komplexita¨t untersucht.
Gegeben ist ein Plan eines Open-Shop Schedulingproblems u¨ber einer beliebigen Operationenmenge.
Ist dieser Plan irreduzibel?
In einer Formulierung mittels sogenannter H-Comparabilitygraphen lautet die Problemstellung
fu¨r das komplementa¨re Problem co-IRREDUCIBILITY: “Existiert ein Comparabilitygraph G∗ mit
GSIJ ⊆ G∗ ( G?”, wobei GSIJ der zu der Operationenmenge SIJ geho¨rende induzierte Teilgraph
des Hamming-Graphen Kn × Km, und G der H-Comparabilitygraph zu dem gegebenen Ausgangs-
plan ist. Trotz der A¨hnlichkeit ist dieses Problem kein Spezialfall des COMPARABILITY-GRAPH-
SANDWICH Problems, dessen NP-Vollsta¨ndigkeit bekannt ist.
Bekannt ist die Zugeho¨rigkeit von IRREDUCIBILITY zu co-NP. Untersucht werden die Bedin-
gungen, unter denen IRREDUCIBILITY in NP, und damit in NP ∩ co-NP = ZPP*, oder sogar in P
liegt. Es wird ein Algorithmus vorgestellt, der reduzierbare Pla¨ne nichtdeterministisch reduziert, und
irreduzible Pla¨ne nur unter sehr engen Voraussetzungen nicht als irreduzibel erkennen kann. Basierend
auf begru¨ndeten Zweifeln an der Existenz von Instanzen, die diese engen Voraussetzungen erfu¨llen,
wird vermutet, dass IRREDUCIBILITY in NP liegt. Bei Richtigkeit dieser Vermutung liegt IRRE-
DUCIBILITY entweder in P, oder in NP-incomplete = NP − (P + NP-complete). Die Hinweise auf
die Zugeho¨rigkeit zu P werden diskutiert.
Keywords: irreducible sequences, H-comparability graphs, open-shop, complexity, ZPP*,
NP-incomplete
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vi INHALTSVERZEICHNIS
Einleitung
Bei der Suche nach Lo¨sungen fu¨r Optimierungsprobleme ist eine Beschra¨nkung des Suchraums auf eﬃ-
ziente Lo¨sungen hilfreich. Fu¨r viele Optimierungsproble ko¨nnen solche eﬃzienten Lo¨sungen charakte-
risiert, und von nicht-eﬃzienten Lo¨sungen unterschieden werden (“eﬃciency frontier”). Fu¨r Probleme
aus der Schedulingtheorie ist eine solche Unterscheidung oft nicht bekannt.
Aus der Frage der Beschreibung von eﬃzienten Lo¨sungen fu¨r das Open-Shop Schedulingproblem
hat sich die Theorie der Reduzierbarkeit von Pla¨nen entwickelt. Ein (Ablauf-) Plan ist eine strukturel-
le Lo¨sung des Open-Shop Problems. Er entha¨lt Informationen u¨ber die Reihenfolgen, in der einzelne
Operationen abgearbeitet werden. Zusammen mit den numerischen Werten einer gegebenen Aufga-
benstellung kann aus ihm ein Zeitplan (Schedule) abgeleitet werden. Zu den numerischen Werten eines
Problems geho¨ren vor allem die Bearbeitungszeiten der einzelnen Operationen.
Theorie der Reduzierbarkeit von Pla¨nen
Der Begriﬀ der Reduzierbarkeit geht zuru¨ck auf Kleinau (1992) [41]. Sie erkannte, dass bestimmte
Pla¨ne fu¨r jede Wahl der numerischen Parameter besser als andere Pla¨ne sind. Ein Plan A reduziert
einen Plan B, A  B, wenn sein Zielfunktionswert fP (A) fu¨r jede Wahl der Bearbeitungszeiten P
nicht gro¨ßer als der Zielfunktionswert fP (B) von B ist, fP (A) ≤ fP (B). Pla¨ne, die nicht weiter
(streng) reduzierbar sind, heißen irreduzibel. Sie stellen die eﬃzienten Lo¨sungen fu¨r das Open-Shop
Problem dar.
Der Komplexita¨tsstatus des Problems der Erkennung irreduzibler Pla¨ne konnte seitdem nur fu¨r
einige Spezialfa¨lle gekla¨rt werden. So ist die Irreduzibilita¨t sowohl fu¨r Pla¨ne mit nur zwei Maschinen
(Bra¨sel und Kleinau (1996) [16]), als auch fu¨r Pla¨ne u¨ber Operationenmengen mit “baumartiger”
Struktur (Tautenhahn (2000) [64]) in polynomieller Zeit erkennbar. Wesentliche Impulse fu¨r de
Bestimmung der Komplexita¨t dieses Problems sind auch bei Willenius (2000) [66] enthalten.
Bra¨sel, Harborth, Tautenhahn und Willenius (1999) [13] erkannten die Mo¨glichkeit der
kompakten und anschaulichen Beschreibung der Reduzierbarkeit mittels sogenannter H-Comparabili-
tygraphen. Fu¨r vollsta¨ndige Operationenmengen besteht ein H-Comparabilitygraph aus dem Hamming-
Graphen (H-Graphen) Kn × Km und allen zusa¨tzlichen Kanten aus der transitiven Hu¨lle zu einer
azyklischen Orientierung auf dem Hamming-Graphen.
Das Ziel dieser Arbeit besteht in der Einordnung der Komplexita¨t des Entscheidungsproblems der
Erkennung der Irreduzibilita¨t eines gegebenen Open-Shop Plans in die Komplexita¨tsklassen innerhalb
von NP ∪ co − NP . Dabei steht insbesondere die Frage der Existenz eines nichtdeterministischen
Verfahrens mit polynomiell beschra¨nkter maximaler Laufzeit im Vordergrund.
Kapitelu¨bersicht
Die Arbeit ist in zwei Teile gegliedert. Teil I (Kapitel 1 bis 4) umfasst die Beschreibung des Problems
IRREDUCIBILITY mit allen dazu notwendigen Grundlagen. In Kapitel 1 (Graphen und Compara-
bilitygraphen) werden die Eigenschaften von Comparabilitygraphen dargestellt. Kapitel 2 (Komple-
xita¨tstheoretische Grundlagen) entha¨lt einen U¨berblick u¨ber die komplexita¨tstheoretischen Aspekte
der Fragestellung. Ein besonderes Augenmerk liegt hier auf die Betrachtung randomisierter Verfah-
ren mit polynomiell beschra¨nkter maximaler Laufzeit. In Kapitel 3 (Open-Shop Scheduling) wird
die Modellierung bestimmter Schedulingprobleme durch graphentheoretische Modelle beleuchtet. Ins-
besondere die Beschreibung von Open-Shop Pla¨nen durch H-Comparabilitygraphen wird detailliert
1
2 EINLEITUNG
dargelegt. Kapitel 4 (Das Problem IRREDUCIBILITY) entha¨lt schließlich eine Darstellung der Theo-
rie der Reduzierbarkeit mit Hilfe von H-Comparabilitygraphen, und die Beschreibung der zentralen
Fragestellung.
Teil II dieser Arbeit (Kapitel 5 bis 7) umfasst die Untersuchung des Komplexita¨tsstatus von IRREDU-
CIBILITY. InKapitel 5 (Ansa¨tze zur Reduktion von Pla¨nen) wird eine Reihe von Ideen zur polynomiel-
len Reduktion von Pla¨nen diskutiert. Anhand verschiedenster Eigenschaften von H-Comparabilitygra-
phen werden dabei die Schwierigkeiten bei der Bestimmung der Komplexita¨t von IRREDUCIBILITY
ero¨rtert.
In Kapitel 6 (Ein Reduktionsalgorithmus) werden zwei Auspra¨gungen eines Verfahrens zur kon-
struktiven Lo¨sung des Problems IRREDUCIBILITY vorgestellt. Wa¨hrend einer der beiden Algorith-
men (Reducing1) ein polynomielles Verfahren mit kleiner Versagenswahrscheinlichkeit ε ≥ 0 ist, lo¨st
der andere Algorithmus (Reducing2) das Problem ohne Fehler, aber unter Umsta¨nden nicht in po-
lynomiell beschra¨nkter Laufzeit. Es werden Bedingungen diskutiert, unter denen beide Algorithmen
identisch sind.
Schließlich sind in Kapitel 7 (Komplexita¨t von IRREDUCIBILITY) die Ergebnisse der Untersu-
chungen der vorangegangenen Kapitel zur Komplexita¨t von IRREDUCIBILITY zusammenfassend
dargestellt.
Daru¨ber hinaus entha¨lt die Arbeit einen Anhang, in dem die in Kapitel 6 beschriebenen Algorithmen
Reducing1 und Reducing2 etwas detaillierter dargestellt sind.
Teil I
Grundlagen
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Kapitel 1
Graphen und
Comparabilitygraphen
In diesem Kapitel stellen wir die zentralen graphentheoretischen Begriﬀe und Konzepte dieser Arbeit
ausfu¨hrlich vor. Nach einigen grundlegenden Deﬁnitionen und Bezeichnungen (Abschnitt 1.1) widmen
wir uns im zweiten Abschnitt dem Begriﬀ der transitiven Orientierung. Anschließend betrachten wir
verschiedene Charakterisierungen von Graphen, die transitive Orientierungen besitzen (Abschnitt 1.3),
und stellen danach einige ausgewa¨hlte Eigenschaften dieser Graphenklasse vor (Abschnitt 1.4).
1.1 Graphen und Kantenmengen
Graphen und Komponenten
Ein Graph G = (V,E) besteht aus einer Menge von Knoten V = {v1, . . . , vn} und einer Menge
E ⊆ V × V von Kanten (oder Bo¨gen), die verschiedene Knoten miteinander verbinden ko¨nnen. Sind
mehrere Kanten (parallele Bo¨gen, Multikanten) zwischen zwei Knoten zugelassen, so bezeichnet man
einen Graphen auch als Multigraphen. Eine Kante von einem Knoten v zuru¨ck zum selben Knoten v
wird als Schlinge bezeichnet. Ein Graph, der weder multiblen Kanten, noch Schlingen entha¨lt heißt
schlicht oder einfach.
Ferner heißt ein Graph G = (V,E) zusammenha¨ngend , wenn von jedem Knoten v ∈ V ein Weg zu
jedem anderen Knoten w ∈ V existiert. Andernfalls zerfa¨llt G in verschiedene Zusammenhangskom-
ponenten oder einfach nur Komponenten.
In dieser Arbeit betrachten wir ausschließlich zusammenha¨ngende schlichte Graphen. Die Auﬀas-
sung von der Kantenmenge E ⊆ V × V als bina¨rer Relation zwischen den Knoten ist daher wohldeﬁ-
niert. Ferner betrachten wir ausschließlich Graphen mit endlichen Knoten- und Kantenmengen.
Die Sprechweise
”
ein Graph G = (V,E)” meint in dieser Arbeit immer einen schlichten ungerich-
teten Grahen. Aus Gru¨nden der U¨bersichtlichkeit werden wir generell darauf verzichten, diese beiden
Eigenschaften jedesmal erneut zu nennen.
Gerichtete und ungerichtete Kanten
Mit e = ab ∈ E wollen wir eine gerichtete Kante von Knoten a ∈ V zu Knoten b ∈ V bezeichnen. Die
zugeho¨rige Umkehrkante von b nach a sei mit e−1 = ba (gelegentlich auch mit e¯) bezeichnet. Existiert
in einem Graphen G = (V,E) zu einer Kante e = ab ∈ E auch die Umkehrkante e−1 ∈ E, so sagen
wir, G entha¨lt die ungerichtete Kante eˆ = âb zwischen a und b. Existiert in einem Graphen G zu jeder
Kante e die Umkehrkante e−1, so nennen wir G einen ungerichteten Graphen, andernfalls ist G ein
gerichteter Graph.
Fu¨r eine ungerichtete Kante eˆ = {e, e−1} = ê−1 ⊆ E schreiben wir gelegentlich abku¨rzend eˆ ∈ E.
Diese Konvention erlaubt uns, bei ungerichteten Graphen eine einzelne Kante eˆ als Element der
Kantenmenge zu betrachten, obwohl wir sie formal als Menge zweier gerichteter Kanten e und e−1
beschreiben.
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Wege und Nichtkanten
Ein (gerichteter) Weg oder Pfad in einem Graphen von einem Knoten a zu einem Knoten b ist eine
Folge von Kanten e1 = v1v2, e2 = v2v3, . . . , el = vlvl+1 mit v1 = a und vl+1 = b. Er kann wahlweise
durch die Kanten, e1, . . . , el, oder durch die Folge der Knoten a = v1, v2, . . . , vl, vl+1 = b beschrieben
werden, und hat wahlweise die Kantenla¨nge l oder die Knotenla¨nge l + 1. Wir werden die La¨nge von
Wegen in aller Regel durch die Anzahl ihrer Kanten beschreiben.
Mit eˆ /∈ E bezeichnen wir eine ungerichtete Kante, die nicht in der Kantenmenge E zu einem
Graphen G = (V,E) liegt. D.h. weder e, noch e−1 liegen in E. Wir werden solche Kanten gelegentlich
als Nichtkanten in G bezeichnen. Diese sprachliche Regelung wird sich spa¨ter als a¨ußerst hilfreich
erweisen.
Im Rahmen dieser Arbeit wollen wir einen Graphen G = (V,E) grundsa¨tzlich als ungerichtet
betrachten. D.h. wann immer eine Kante e = ab ∈ E existiert, dann existiert in G auch ihre Umkehr-
kante e−1 ∈ E. Dadurch entfa¨llt u.a. auch die Notwendigkeit der formalen Unterscheidung zwischen
gerichteten und ungerichteten Wegen. Die Deﬁnition der gerichteten Wege deckt beide Mo¨glichkeiten
ab.
Zwei Knoten a, b ∈ V , die durch eine Kante âb ∈ E verbunden sind, oder zwei Kanten eˆ1, eˆ2 ∈ E,
die einen gemeinsamen Knoten haben, heißen adjazent . Eine Kante inzidiert mit jedem ihrer beiden
Knoten. Die Anzahl der ungerichteten Kanten, die mit einem Knoten a inzidieren, liefern die Valenz
oder den Grad von a.
Teilgraph und induzierter Teilgraph
Ein Teilgraph oder Untergraph von G = (V,E) ist ein Graph G′ = (V ′, E′) mit V ′ ⊆ V und E′ ⊆ E.
Gelegentlich wird dabei auch V ′ = V gefordert. Die Frage, ob V ′ = V oder V ′ ⊂ V gilt, markiert
manchmal den Unterschied zwischen den Begriﬀen Teilgraph und Untergraph. Wir verwenden beide
Begriﬀe synonym (und meinen V ′ ⊆ V ).
Sei V ∗ ⊆ V eine Teilmenge der Knoten und E∗ ⊆ E eine (ungerichtete) Teilmenge der Kanten von
G = (V,E). Dann ist GV ∗ = (V
∗, E (V ∗)) der durch die Knotenmenge V ∗ induzierte Teilgraph von G,
und GE∗ = (V (E
∗) , E∗) der durch die Kantenmenge E∗ induzierte Teilgraph von G. Dabei ist E (V ∗)
die durch V ∗ induzierte Kantenmenge, E (V ∗) = {ab ∈ E : a, b ∈ V ∗} ⊆ E, d.h. E (V ∗) entha¨lt genau
die Kanten aus E, fu¨r die sowohl der Anfangs- als auch der Endknoten in V ∗ liegt. V (E∗) ist analog
die durch E∗ induzierte Knotenmenge, V (E∗) = {a, b ∈ V : ab ∈ E∗}.
Symmetrischer Abschluss und Semigraph
Zu einer beliebigen Kantenmenge A ⊆ E bezeichnen wir mit A−1 =
{
e−1 : e ∈ A
}
(bzw. mit A¯) die
Menge der Umkehrkanten zu den Kanten aus A. Mit Aˆ =
{
e, e−1 : e ∈ A
}
= A ∪ A−1 sei ferner der
symmetrische Abschluss oder die symmetrische Hu¨lle der Kantenmenge A bezeichnet. Aˆ entha¨lt die
Menge der ungerichteten Kanten zu den Kanten aus A (oder A−1). Den Graphen GˆA =
(
V, Aˆ
)
nennt
man den Semigraphen zum Graphen GA = (V,A). Er ist ungerichtet und entha¨lt alle Kanten e und
e−1 fu¨r die gilt, dass wenigstens eine der beiden in A enthalten ist.
Wie bereits erwa¨hnt, bescha¨ftigen wir uns in dieser Arbeit ausschließlich mit einfachen und zusam-
menha¨ngenden Graphen. Insbesondere spielen isolierte Knoten, also Knoten, die mit keiner Kante in-
zidieren, keine Rolle. Daru¨berhinaus ist durch die Struktur der Graphen, die wir zur Beschreibung von
Schedulingproblemen verwenden werden, die Menge der Knoten klar vorgegeben und unaba¨nderlich.
Daher ko¨nnen wir in diesen Fa¨llen einen Graphen vollsta¨ndig und eindeutig durch die Angabe der
Kantenmenge beschreiben. Wir werden also abku¨rzend ha¨uﬁg die Kantenmenge A mit dem durch
sie induzierten Untergraphen GA = (V (A) , A) identiﬁzieren. Fu¨r den zu A geho¨renden Semigraphen
GˆA =
(
V (A) , Aˆ
)
werden wir dann jedoch [A] =
(
V (A) , Aˆ
)
schreiben. Diese abweichende Notation
bietet uns mehr Platz und U¨bersichtlichkeit fu¨r Variationen der Kantenmenge A: Beispielsweise kann
der Semigraph Gˆ(P1+P2)tr =
(
V (P1 + P2)
tr
, ̂(P1 + P2)
tr
)
zu einer Kantenmenge A = (P1 + P2)
tr
, so
etwas u¨bersichtlicher als
[
(P1 + P2)
tr
]
geschrieben werden.
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Differenz und Vereinigung von Kantenmengen
Die Vereinigung (oder Summe) von zwei Kantenmengen A und B werden wir der Einfachheit halber
in aller Regel mit A∪B = A+B beschreiben. Analog, schreiben wir A \B = A−B fu¨r die Diﬀerenz
der Kantenmengen. Dies erlaubt uns beispielsweise das Umkehren der Kantenmengen Pi und Pj in
einem Graphen einfach mit A−Pi−Pj +P
−1
i +P
−1
j = (A \ (Pi ∪ Pj))∪
(
P−1i ∪ P
−1
j
)
zu bezeichnen.
Mit G− Aˆ =
(
V,E − Aˆ
)
sei der Teilgraph von G = (V,E) bezeichnet, der durch Entfernen oder
Lo¨schen der ungerichteten Kanten aus Aˆ ⊆ E entsteht. Wird durch das Entfernen von Aˆ kein Knoten
aus V isoliert, so gilt [E −A] = G−Aˆ. Von diesem Fall kann in dieser Arbeit ausnahmslos ausgegangen
werden.
Mit G − eˆ sei analog der Teilgraph bezeichnet, der durch Entfernen der Kante eˆ entsteht. Das
Konzept der Kontraktion von Kanten spielt in dieser Arbeit keine Rolle, muss aber deutlich von dem
einfachen Entfernen von Kanten unterschieden werden.
Komplement und bipartiter Graph
Der Komplementgraph oder das Komplement Gc = (V,Ec) (oder G¯ =
(
V, E¯
)
) zu einem schlichten
Graphen G = (V,E) entha¨lt genau die Kanten, die in E nicht enthalten sind, Ec = V × V − E.
Ein Graph G = (V,E) heißt bipartit , wenn seine Knotenmenge V = V1 + V2 eine Zerlegung in
zwei Mengen V1 und V2 hat, so dass sa¨mtliche Kanten in E sowohl mit einem Knoten aus V1, als
auch mit einem Knoten aus V2 inzidieren. D.h. die induzierten Kantenmengen EV1 und EV2 sind leer.
Den vollsta¨ndigen bipartiten Graph auf den Knotenmengen V1 und V2 mit |V1| = n und |V2| = m
bezeichnen wir mit Kn,m = (V1 + V2, {ij : i ∈ V1, j ∈ V2}).
Kreis, Clique und stabile Knotenmenge
Abschließend seien mitKn = ({1, . . . , n} , {ij : i, j ∈ {1, . . . , n}}) der vollsta¨ndige Graph auf n Knoten,
und mit Cn der Kreis mit nKnoten und nKanten bezeichnet. Tritt derKn als Teilgraph eines Graphen
G auf, so nennt man diesen Teilgraphen auch Clique. Eine stabile oder unabha¨ngige Knotenmenge in
G ist eine Clique im Komplement Gc.
Auf der Grundlage dieser Bezeichnungen ko¨nnen wir uns nun ausfu¨hrlich mit einer speziellen Klasse
von Graphen befassen—den Comparabilitygraphen.
1.2 Der Begriff des Comparabilitygraphen
In diesem Abschnitt werden wir die Begriﬀe transitive Orientierung und Comparabilitygraph ein-
fu¨hren (Abschnitt 1.2.1), und einige Konzepte zur Beschreibung von transitiven Orientierungen be-
trachten (Abschnitte 1.2.2 bis 1.2.8).
U¨bersichten zu diesen Zusammenha¨ngen, die u¨ber die hier dargestellten hinaus gehen, ko¨nnen z.B.
bei Golumbic (1980) [33] oder Simon (1992) [60] nachgelesen werden.
1.2.1 Orientierungen und transitive Orientierungen
Bevor wir jedoch den Begriﬀ der transitiven Orientierung deﬁnieren ko¨nnen, mu¨ssen wir kla¨ren, was
wir unter einer Orientierung auf einem schlichten ungerichteten Graphen verstehen wollen.
Definition 1.1 (Orientierung) Sei G = (V,E) ein Graph. Eine Kantenmenge A ⊆ E mit A +
A−1 = E und A ∩A−1 = ∅ heißt eine Orientierung von G.
Eine Orientierung A entha¨lt also von jedem (gerichteten) Kantenpaar
{
e, e−1
}
⊆ E genau eine
der gerichteten Kanten e oder e−1. Oder, alternativ: A entha¨lt von jeder ungerichteten Kante eˆ ∈ E
genau eine der beiden mo¨glichen “Richtungen” oder Orientierungen.
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Interpretation von Orientierungen
Es gibt mehrere Mo¨glichkeiten der Interpretation einer Orientierung A auf dem Graphen G = (V,E).
Zum Einen ko¨nnen wir sie als Teilmenge der gerichteten Kanten eines Graphen auﬀassen—also als
Kantenmenge A ⊆ E. Diese Interpretation entspricht der Deﬁnition. Andererseits ko¨nnen wir A auch
als Zuordnung oder Fixierung einer “Richtung” fu¨r jede der Kanten eines ungerichteten Graphen be-
trachten. Diese Interpretation ist formal vo¨llig verschieden von der ersten. Sie ist jedoch sehr anschau-
lich und hilfreich bei der Interpretation von Konzepten im Zusammenhang mit der Umorientierung
von Teilmengen orientierter Kanten. Zum Dritten ko¨nnen wir A auch als (induzierten) gerichteten,
oder orientierten, Teilgraphen GA = (V,A) vom ungerichteten Semigraphen [A] = G =
(
V,A+A−1
)
auﬀassen. Diese Interpretation wird uns spa¨ter insbesondere erlauben, einen Sachverhalt (z.B. eine
Lo¨sung fu¨r das Open-Shop Scheduling-Problem) direkt mit einer Orientierung zu verknu¨pfen, ohne
in jedem Argumentationsschritt den Umweg u¨ber den zugeho¨rigen Semigraphen erla¨utern zu mu¨ssen.
Wir werden alle drei Interpretationen verwenden: die erste und die letzte in formaler Darstellung von
Zusammenha¨ngen (weitgehend synonym), und die mittlere zur Anschauung.
Transitive Orientierungen und Comparabilitygraphen
Definition 1.2 (transitive Orientierung) Eine transitive Orientierung auf einem Graphen G =
(V,E) ist eine Orientierung T ⊆ E mit der Eigenschaft, dass ab, bc ∈ T impliziert, dass auch
ac ∈ T gilt.
D.h. in einer transitiven Orientierung T existiert zu jedem Weg der Kantenla¨nge 2 auch die direkte
transitive Kante. Als direkte Folgerung gilt sogar, dass zu jedem Weg der La¨nge l ≥ 2 in T alle
transitiven Kanten in T enthalten sein mu¨ssen. D.h. jeder Weg der Kantenla¨nge l in T korrespondiert
mit einem vollsta¨ndigen Graphen Kl+1 in [T ]. Umgekehrt korrespondiert auch jede Clique Kn in [T ]
mit einem Weg der Knotenla¨nge n in jeder transitiven Orientierung von [T ]. Das liegt daran, dass
transitive Orientierungen per Deﬁnition kreisfrei bzw. azyklisch sind: Wu¨rde es in einer transitiven
Orientierung T einen Kreis v1v2, v2v3, . . . , vl−1vl, vlv1 geben, so mu¨ssten nach Deﬁnition auch alle
transitiven Kanten—insbesondere auch v1vl—existieren. Also mu¨sste T sowohl die Kante v1vl als
auch ihre Umkehrkante vlv1 enthalten, und wa¨re damit keine Orientierung.
Definition 1.3 (Comparabilitygraph) Ein Graph G = (V,E) auf dem eine transitive Orientierung
existiert, ist ein Comparabilitygraph.
Ein Beispiel fu¨r einen Comparabilitygraphen G und eine transitive Orientierung von G wird in
Abbildung 1.1 auf Seite 10 gegeben. G (linke Seite) besitzt genau zwei verschiedene transitive Ori-
entierungen T1 und T2. In der abgebildeten Orientierung (rechte Seite) sind die Kanten vw und vz
transitive Kanten. Die Kante vz ist dabei sowohl u¨ber den Knoten x als auch u¨ber den Knoten y
transitiv.
Die Bezeichnung Comparability- oder auch Vergleichbarkeitsgraph fu¨r transitiv orientierbare Gra-
phen hat ihren Ursprung im Zusammenhang mit partiellen Ordnungen. Comparabilitygraphen werden
daher oft auch als PO-Graphen (partially orderable) bezeichnet. Wir werden diese Zusammenha¨nge
im Abschnitt 1.3.6 na¨her erla¨utern.
Ist T ⊆ E eine transitive Orientierung auf einem Graphen G, so ist ihre Umkehrorientierung
T−1 auch eine transitive Orientierung auf G. Wir nennen zwei transitive Orientierungen T1 und
T2 verschieden, wenn T1 6= T2 und T1 6= T
−1
2 gilt. Die Menge aller transitiven Orientierungen auf
einem Graphen G bezeichnen wir mit TG =
{
T1, . . . , Tt, T
−1
1 , . . . , T
−1
t
}
. Fu¨r einen Graphen G mit t
verschiedenen transitiven Orientierungen gilt |TG| = 2t.
Definition 1.4 (eindeutig orientierbar) Ein Comparabilitygraph G = (V,E) der keine zwei ver-
schiedenen transitiven Orientierungen besitzt, fu¨r den also TG =
{
T1, T
−1
1
}
gilt, ist eindeutig orien-
tierbar oder prim.
Werden Comparabilitygraphen als PO-Graphen bezeichnet, so nennt man solche eindeutig transi-
tiv orientierbaren Graphen UPO-Graphen (uniquely partially orderable). Eine besondere Eigenschaft
solcher speziellen Comparabilitygraphen werden wir im Abschnitt 1.4.3 kennen lernen.
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Der Rang eines Knotens
Eine azyklische Orientierung A ⊆ E besitzt mindestens eine Quelle und mindestens eine Senke. Eine
Quelle in einer Orientierung ist ein Knoten q ∈ V , fu¨r den sa¨mtliche inzidierende Kanten q̂w ∈ Aˆ die
Form qw ∈ A haben. Fu¨r eine Senke s ∈ V gilt umgekehrt ws ∈ A fu¨r alle Kanten ŵs ∈ Aˆ. Bezu¨glich
einer azyklischen Orientierung A ⊆ E ko¨nnen wir außerdem den Rang eines Knotens deﬁnieren.
Definition 1.5 (Rang) Sei A ⊆ E eine azyklische Orientierung auf einem Graphen G = (V,E).
Der Rang r (v) eines Knotens v ∈ V ist die Anzahl der Knoten auf einem la¨ngsten einfachen Weg
von einer Quelle zu v.
Ein la¨ngster einfacher Weg von einem Knoten v ∈ V zu einem Knoten w ∈ V ist dabei ein Weg
von v nach w, der keinen Knoten mehrfach entha¨lt, und nicht weiter verla¨ngert werden kann, ohne
diese Eigenschft zu verlieren. Mit Hilfe des Rangs ko¨nnen wir den Knoten in einer kreisfreien Ori-
entierung eine eindeutige “Rangordnung” zuordnen. Insbesondere liefern die Ra¨nge eine Darstellung
einer transitiven Orientierung: Ist A ∈ TG eine transitive Orientierung von G = (V,E), dann gilt fu¨r
adjazente Knoten v, w ∈ V entweder r (v) < r (w) oder r (v) > r (w).
1.2.2 Die Γ-Relation
Wir fu¨hren nun eine Relation auf den Kanten eines Graphen ein, die eine Beschreibung von transitiven
Orientierungen ermo¨glicht.
Betrachten wir einen ComparabilitygraphenG = (V,E), also einen ungerichteten Graphen, auf dem
mindestens eine transitive Orientierung T ∈ TG existiert. Es ist naheliegend, dass nicht jede beliebige
Orientierung A ⊆ E die Eigenschaft der Transitivita¨t besitzt. Das bedeutet, dass die Kanten aus E
nicht vo¨llig unabha¨ngig voneinander orientiert werden ko¨nnen, will man eine transitive Orientierung
konstruieren. In der Tat ist es so, dass die Orientierung einer einzelnen Kante in aller Regel die
Orientierung von anderen Kanten nach sich zieht.
Konkret impliziert die Nichtexistenz einer Kante zwischen zwei Knoten x und z, die durch einen
Weg der La¨nge 2 u¨ber einen dritten Knoten y verbunden sind, dass die Orientierung einer dieser
beiden Kanten zu y auch die Orientierung der anderen Kante festlegt. Es ist also x̂y, ŷz ∈ E, aber
x̂z /∈ E. Wird nun die Kante x̂y von x nach y orientiert, oder, formal richtiger, xy zur Orientierung
hinzugefu¨gt, dann kann die Kante ŷz nicht mehr von y nach z orientiert werden. Sie muss von z nach
y orientiert werden. Andernfalls kann die Orientierung nicht mehr transitiv werden, da immer die
transitive Kante von x nach z fehlen wird (x̂z /∈ E). Damit impliziert die Orientierung der Kante x̂y
von x nach y die Orientierung der Kante ŷz von z nach y.
Dieser Sachverhalt kann durch eine bina¨re Relation zwischen gerichteten Kanten beschrieben wer-
den. Diese Relation ist die sogenannte Γ-Relation.
Definition 1.6 (Γ-Relation) Sei G = (V,E) ein Graph, und seien ab, cd ∈ E. Die Γ-Relation auf
E wird folgendermaßen definiert:
abΓcd⇔
 a = c , b̂d /∈ E∨ b = d , âc /∈ E
∨ ab = cd
.
Mit Γ (e) = {e′ ∈ E − e : e′Γe} sei die Γ-Nachbarschaft der Kante e ∈ E bezeichnet. Sie entha¨lt die
Menge der von e verschiedenen Kanten aus E, die in Γ-Relation zu e stehen.
Die Γ-Relation ist oﬀensichtlich reﬂexiv und symmetrisch, aber sie ist nicht transitiv, d.h. sie
ist keine A¨quivalenzrelation. Um das zu verdeutlichen, betrachten wir z.B. die schwarzen Kanten in
Abbildung 1.1. Die gerichtete Kante vw liegt sowohl in Γ-Relation zu der Kante vx (ŵx /∈ E) als
auch zu vz (ŵz /∈ E), d.h. Γ (vw) = {vx, vz}. Eine dieser beiden Kanten, na¨mlich vx, liegt ihrerseits
in Γ-Relation zur Kante vy (x̂y /∈ E). Damit gilt also vwΓvxΓvy. Es gilt jedoch nicht vwΓvy, da die
(graue) Kante ŵy in E existiert.
Fu¨r zwei Kanten ab und cd, die nicht in Γ-Relation zueinander stehen, schreiben wir auch ab 6 Γcd.
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Abbildung 1.1: Die Γ-Relation. Dargestellt ist ein Graph G (linke Seite) und eine transitive Orientie-
rung von G (rechte Seite). Es gelten: Γ (vw) = {vx, vz}, Γ (vx) = {vw, vy}, Γ (yz) = {xz, yw}. Die
vier schwarzen (ungerichteten) Kanten bilden eine Farbklasse, die drei grauen eine andere.
Symmetrien der Γ-Relation
Neben der bekannten Symmetrie einer bina¨ren Relation, also in diesem Fall abΓcd⇔ cdΓab, besitzt die
Γ-Relation eine weitere bemerkenswerte symmetrische Eigenschaft. Wir haben die Γ-Relation als eine
Relation zwischen gerichteten Kanten eingefu¨hrt. Bei ihrer Deﬁnition spielt jedoch die Nichtexistenz
einer ungerichteten Kante die entscheidende Rolle. Daher folgt, dass zwei Kanten genau dann in
Relation zueinander stehen, wenn auch ihre Umkehrkanten in Relation zueinander stehen, abΓcd ⇔
ab−1Γcd−1, bzw. abΓcd⇔ baΓdc.
1.2.3 Implikationsklassen und Farbklassen
Die Γ-Relation ist, wie bereits erwa¨hnt, keine A¨quivalenzrelation. Betrachten wir jedoch den tran-
sitiven Abschluss dieser Relation, so ko¨nnen wir eine A¨quivalenzrelation mit Hilfe der Γ-Relation
beschreiben.
Definition 1.7 (Γ-Kette) Sei G = (V,E) ein Graph. Eine Γ-Kette oder ein Γ-Weg zwischen zwei
Kanten e′, e′′ ∈ E ist eine Kantenmenge K = {e1, . . . , er} ⊆ E mit e′ = e1Γe2Γ . . .Γer = e′′. Zwei
Kanten, die durch eine Γ-Kette miteinander verbunden sind, heißen Γ-verbunden.
Definition 1.8 (Γ∗-Relation) Sei G = (V,E) ein Graph. Zwei Kanten e′, e′′ ∈ E liegen in Γ∗-
Relation zueinander, e′Γ∗e′′, wenn sie Γ-verbunden sind, d.h. wenn in G eine Γ-Kette von e′ nach e′′
existiert.
Implikationsklassen und Farbklassen
Die Γ∗-Relation ist eine A¨quivalenzrelation. D.h. sie zerlegt die (gerichtete) Kantenmenge E eines
Graphen G = (V,E) in A¨quivalenzklassen, fu¨r die gilt, dass zwei beliebige Kanten e1 und e2 aus einer
solchen A¨quivalenzklasse durch einen Γ-Weg miteinander verbunden sind. Fu¨r die Konstruktion einer
transitiven Orientierung bedeutet dies, dass die Orientierung von eˆ1 die Orientierung von eˆ2 nach
sich zieht. Wird e1 als Orientierung von eˆ1 gewa¨hlt, so muss auch e2 als Orientierung von eˆ2 gewa¨hlt
werden, und umgekehrt. Also impliziert die Orientierung einer beliebigen Kante bereits die Orientie-
rung aller anderen Kanten in derselben A¨quivalenzklasse. Daher werden diese A¨quivalenzklassen als
Implikationsklassen bezeichnet.
Definition 1.9 (Implikationsklasse) Sei G = (V,E) ein Graph. Eine Menge I = I (e) = {e′ ∈
E : e′Γ∗e} ⊆ E fu¨r ein e ∈ E nennen wir eine Implikationsklasse von G. I heißt echt, falls I∩I−1 = ∅
gilt.
Zwei Kanten liegen also genau dann in einer gemeinsamen Implikationsklasse, wenn sie Γ-verbunden
sind. Die ungerichtete Kantenmenge Iˆ = I + I−1 zu einer Implikationsklasse I nennen wir die Farb-
klasse von I.
Mit I (e) und Iˆ (e) bezeichnen wir die Implikations- bzw. die Farbklasse, die die Kante e entha¨lt.
Jede Kante e ∈ E in einem schlichten Graphen G = (V,E) induziert die eindeutig bestimmte Implika-
tionsklasse I (e) und die zugeho¨rige Farbklasse Iˆ (e). Eine Implikationsklasse I wird auf der anderen
Seite durch jede ihrer Kanten e ∈ I induziert.
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Fu¨r eine Implikationsklasse I (e) ist I (e)
−1
= I
(
e−1
)
die Umkehrimplikationsklasse. Zwei Impli-
kationsklassen I1 und I2 heißen verschieden, falls I1 6= I2 und I1 6= I
−1
2 gilt.
In Abbildung 1.1 bilden die (schwarzen) gerichteten Kanten vw, vx, vy und vz eine Implikati-
onsklasse I1, und die (grauen) Kanten xz, yz und yw eine Implikationsklasse I2. Damit entha¨lt der
(ungerichtete) Graph im linken Teil der Abbildung genau 4 Implikationsklassen, I1, I2, I
−1
1 und I
−1
2 ,
die zu zwei verschiedenen Farbklassen Iˆ1 (schwarze Kanten) und Iˆ2 (graue Kanten) geho¨ren.
Zerlegung der Kantenmenge
In einer echten Implikationsklasse I gilt, dass zu keiner Kante e ∈ I die Kante e−1 in I liegt. Gilt
andererseits e−1 ∈ I fu¨r ein e ∈ I, so gilt es fu¨r alle e ∈ I, und es folgt sofort I (e) = I
(
e−1
)
= I (e)
−1
=
Iˆ (e). Der Grund hierfu¨r ist die symmetrische Eigenschaft der Γ-Relation bzgl. der Umkehrkanten. Es
kann sogar der Fall auftreten, dass eine Implikationsklasse I eines Graphen G = (V,E) die gesamte
Kantenmenge E entha¨lt, I = I−1 = Iˆ = E. Wir werden solche nicht-echten Implikationsklassen in
den Abschnitten 1.3.1 und 1.3.4 noch na¨her betrachten. An dieser Stelle sei lediglich erwa¨hnt, dass
jeder ungerade Kreis Cn (n ≥ 5) nur aus genau einer Implikationsklasse besteht.
Ist auf der anderen Seite die Γ-Nachbarschaft einer Kante e leer, Γ (e) = ∅, so besteht I (e) allein
aus der Kante e, I (e) = {e}. Ein Beispiel hierfu¨r ist der vollsta¨ndige Graph Kn (n ≥ 2), bei dem jede
Kante ihre eigene Implikationsklasse bildet.
Die Menge der Implikationsklassen eines Graphen G = (V,E) bezeichnen wir mit IG = {I1, . . . , Ik,
I−11 , . . . , I
−1
k }, und die Menge der Farbklassen von G mit FG =
{
Iˆ1, . . . , Iˆk
}
. Es gilt I1 + . . . + Ik +
I−11 + . . .+I
−1
k = E, bzw. Iˆ1+ . . .+ Iˆk = E. Eine echte disjunkte Zerlegung der Kantenmenge E in ihre
Implikationsklassen liegt bei dieser Darstellung formal genau dann vor, wenn jede Implikationsklasse
Ii (i = 1, . . . , k) echt ist. Ist dagegen eine Implikationsklasse Ij ∈ IG unecht, so gilt Ij = I
−1
j , und
diese Kantenmenge ist damit doppelt in I1 + . . .+ Ik + I
−1
1 + . . .+ I
−1
k vertreten.
Dennoch hat E auch in diesem Fall eine disjunkte Zerlegung in ihre Implikationsklassen, E =
I1 + . . . + Il, mit IG = {I1, . . . , Il}. Da wir es in dieser Arbeit jedoch generell mit Comparability-
graphen zu tun haben werden, fu¨r die {I1, . . . , Il} =
{
I1, . . . , Ik, I
−1
1 , . . . , I
−1
k
}
gilt, ziehen wir die
Auﬀassung, dass IG aus der Menge der Implikationsklassen I1, . . . , Ik und ihren Umkehrimplikati-
onsklassen I−11 , . . . , I
−1
k besteht, der Auﬀassung, dass IG aus I1, . . . , Il besteht, vor. Diese Auﬀassung
erschwert zwar formal die Zerlegung von E in die Implikationsklassen vonG beim Auftreten von unech-
ten Implikationsklassen, erleichtert aber andererseits die Darstellung von transitiven Orientierungen
bei Comparabilitygraphen.
Die Zerlegung von E in ihre Farbklassen liefert unabha¨ngig von der Auﬀassung von IG fu¨r jeden
schlichten Graphen eine disjunkte Zerlegung der Kantenmenge E.
Ku¨rzeste Wege
Abschließend wollen wir noch kurz einen interessanten Zusammenhang zwischen Farbklassen und
ku¨rzesten Wegen in einem Graphen herstellen. Ein ku¨rzester Weg zwischen zwei Knoten a = x0 und
b = xl eines Graphen G = (V,E) ist ein Weg x0, x1, x2, . . . , xl mit minimaler La¨nge l. Ein solcher Weg
entha¨lt insbesondere keine “Umwege”. D.h. alle xi sind verschieden, und es gilt fu¨r alle i = 0, . . . , l−2
x̂ixi+2 /∈ E, da der Weg sonst verku¨rzt werden ko¨nnte. Damit gilt jedoch xixi+1Γ (xi+1xi+2)
−1
fu¨r
alle i = 0, . . . , l − 2, und damit insbesondere, dass alle Kanten xixi+1 (i = 0, . . . , l − 1) entweder in
I (x0x1) oder in I (x1x2) = I (x0x1)
−1
liegen.
Lemma 1.10 (ku¨rzeste Wege) [27] Seien a, b ∈ V zwei Knoten aus einer Zusammenhangskom-
ponente eines Graphen G = (V,E). Dann liegen alle Kanten entlang eines ku¨rzesten Weges von a
nach b in einer gemeinsamen Farbklasse.
1.2.4 Der Γ-Graph
Wir wollen noch eine alternative Mo¨glichkeit zur Beschreibung von Implikationsklassen betrachten.
Im vorangegangenen Abschnitt haben wir Implikationsklassen als A¨quivalenzklassen der Γ∗-Relation
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kennen gelernt. Zwei gerichtete Kanten liegen demnach genau dann in einer Implikationsklassen, wenn
sie durch eine Γ-Kette verbunden sind.
Diesen Sachverhalt ko¨nnen wir alternativ auch mit Hilfe des sogenannten Γ-Graphen darstellen.
Definition 1.11 (Γ-Graph) Sei G = (V,E) ein Graph. Der Γ-Graph GΓ = (E,Γ) zum Graphen G
entha¨lt als Knotenmenge die Kantenmenge von G, und verbindet zwei Knoten e1 und e2 in GΓ genau
dann, wenn sie in G in direkter Γ-Relation liegen.
Der Γ-Graph zu einem Graphen G = (V,E) bildet somit genau die direkten Γ-Relationen in G ab.
Eine Γ-Kette e1Γ . . .Γel in G liefert einen ungerichteten Weg e1, . . . , el in GΓ. Folglich sind zwei Kan-
ten e1 und e2 in G genau dann Γ-verbunden, e1Γ
∗e2, wenn die mit ihnen korrespondierenden Knoten
im Γ-Graphen zu G durch einen Weg verbunden sind, d.h. wenn sie in der gleichen Zusammenhangs-
komponente liegen. Die Zusammenhangskomponenten von GΓ liefern somit die Implikationsklassen
von G. Es ist sorgfa¨ltig auseinander zu halten, dass die Implikationsklassen von G = (V,E) in G eine
Zerlegung der Kantenmenge E, in GΓ jedoch eine Partition der Knotenmenge (in Zusammenhangs-
komponenten) liefern.
Die Auﬀassung einer Γ-Kette als ungerichteter Weg im Γ-Graphen zu G bietet gegenu¨ber der
Darstellung als Kette e1Γ . . .Γel den Vorteil einer besseren Anschauung. Insbesondere das Hinzufu¨gen
von Kanten zu G, das bestehende Γ-Relationen zersto¨ren kann, wird in GΓ durch Lo¨schen von Kanten
sehr anschaulich dargestellt. Auf diesen Aspekt werden wir in Kapitel 4.3 noch na¨her eingehen.
Ein Beispiel fu¨r einen Γ-Graphen ﬁndet sich in Abbildung 1.4 auf Seite 23.
Γ-Relation und Nichtkanten
Jede Γ-Relation in G = (V,E) ist durch eine Nichtkante eˆ /∈ E induziert. Umgekehrt kann eine
Nichtkante eˆ /∈ E beliebig viele oder gar keine Γ-Relationen induzieren. Wird jedoch durch eˆ /∈ E
eine Γ-Relation induziert, so ist wegen der symmetrischen Eigenschaften der Γ-Relation als Relation
zwischen gerichteten Kanten, die von der Nichtexistenz von ungerichteten Kanten abha¨ngt, die Anzahl
der induzierten Γ-Relationen gerade. Folglich hat der Γ-Graph zu einem beliebigen Graphen G =
(V,E) immer eine gerade Anzahl von Kanten.
Echte Implikationsklassen und konsistenter Γ-Graph
Fu¨r eine echte Implikationsklasse I ∈ IG gilt I ∩ I−1 = ∅. Im Γ-Graphen zu G = (V,E) la¨sst sich die
Echtheit von I daran messen, ob in der durch I induzierten Knotenmenge (Komponente) in GΓ zwei
Knoten e1, e2 ∈ E existieren, deren korrespondierende Kanten in G Umkehrkanten voneinander sind,
e1 = e
−1
2 .
Um diese umsta¨ndliche Sprechweise etwas zu entﬂechten, werden wir in Zukunft die Knoten von
GΓ mit den Kanten von G identiﬁzieren. Eine Implikationsklassen in G ist demnach genau dann echt,
wenn die zugeho¨rige Komponente in GΓ keine zwei Knoten entha¨lt, die Umkehrkanten voneinander
repra¨sentieren.
Definition 1.12 (konsistent) Sei GΓ = (E,Γ) der Γ-Graph zu einem Graphen G = (V,E). Eine
Zusammenhangskomponente K ⊆ E in GΓ heißt konsistent, wenn K ∩ K−1 = ∅ gilt. Sind alle
Komponenten in GΓ konsistent, so heißt GΓ konsistent.
Eine KomponenteK ⊆ E in GΓ ist also konsistent, wenn e−1 /∈ K fu¨r alle e ∈ K gilt. Damit ist eine
Implikationsklasse in G genau dann echt, wenn sie im Γ-Graphen zu G eine konsistente Komponente
induziert.
1.2.5 Transitive Hu¨lle und transitive Reduktion
Eine transitive Orientierung T ⊆ E auf einem Graphen G = (V,E) entha¨lt per Deﬁnition bereits
sa¨mtliche transitive Kanten ac, die sich durch die Zugeho¨rigkeit von ab und bc zu T ergeben. Eine
beliebige Orientierung A ⊆ E auf G ko¨nnen wir u. U. zu einer transitiven Orientierung “ausbauen”,
indem wir sa¨mtliche noch nicht vorhandenen transitiven Kanten zu A hinzufu¨gen.
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Definition 1.13 (transitive Hu¨lle) Sei A eine Kantenmenge. Mit Atr = A + {ab : ∃ a-b-Weg in
A} bezeichnen wir die transitive Hu¨lle von A.
Die transitive Hu¨lle oder der transitive Abschluss einer Kantenmenge ist eindeutig bestimmt. Sie
ist fu¨r beliebige Kantenmengen deﬁniert, aber natu¨rlich besonders interessant fu¨r Orientierungen. Die
transitive Hu¨lle einer Orientierung A ist per Deﬁnition transitiv. Ob Atr jedoch eine Orientierung ist,
ha¨ngt davon ab, ob A kreisfrei ist. Entha¨lt die Orientierung A einen Kreis ab, bc, ca ∈ A, so entha¨lt
Atr die transitiven Kanten ba, cb und ac. Dann ist Atr keine Orientierung auf [Atr] (âb, b̂c, âc ∈ Atr).
Ist A dagegen azyklisch, so werden bei der Bestimmung der transitiven Hu¨lle ho¨chstens Kanten ac
zu A hinzugefu¨gt, die nicht in der Kantenmenge E des Graphen G = (V,E) enthalten sind, fu¨r die
also nicht ca ∈ A gelten kann. Damit ist Atr eine Orientierung. Im Allgemeinen ist Atr dann jedoch
keine Orientierung auf G mehr, Atr * E, sondern auf dem Graphen [Atr]. Der Spezialfall Atr ⊆ E
tritt genau dann ein, wenn A bereits transitiv ist. Dann gilt Atr = A und G = (V,E) = [Atr] ist ein
Comparabilitygraph.
Ist A eine azyklische, aber nicht transitive Orientierung auf einem Comparabilitygraphen G =
(V,E) = [A], dann gilt A ( Atr. [A] ist dann ein echter Teilgraph von [Atr], [A] ( [Atr].
Wa¨hrend die transitive Hu¨lle Atr zu einer Orientierung A eindeutig bestimmt ist, kann es umgekehrt
viele verschiedene Orientierungen A1, . . . , As geben, mit A
tr = Atr1 = . . . = A
tr
s . Die (bezu¨glich
Kanteninklusion) kleinste dieser Orientierungen ist dagegen ebenfalls eindeutig bestimmt.
Definition 1.14 (transitive Reduktion) Sei A eine Orientierung. Mit Ar = {ab ∈ A : 6 ∃ v ∈
V (A) mit av, vb ∈ A} bezeichnen wir die transitive Reduktion von A.
Die transitive Reduktion, oder auch das transitives Redukt Ar zu einer transitiven Orientierung A
erha¨lt man also, indem man aus A alle transitiven Kanten entfernt. Auch diese Deﬁnition kann auf
beliebige Kantenmengen A angewandt werden, ist aber besonders bedeutsam fu¨r transitive Orientie-
rungen.
Ist A eine transitive Orientierung, dann ist Ar die eindeutig bestimmte kleinste Kantenmenge mit
(Ar)
tr
= A. Fu¨r eine azyklische Orientierung A, in der es keine (gerichteten) Wege mit 3 oder mehr
Knoten gibt, gilt A = Atr = Ar. A ist dann eine transitive Orientierung, die keine transitiven Kanten
entha¨lt.
Sowohl die transitive Hu¨lle als auch die transitive Reduktion zu einer azyklischen Orientierung A
ko¨nnen in polynomialer Zeit (siehe Kapitel 2) berechnet werden.
1.2.6 Das Dreieckslemma
Eine wichtige Eigenschaft von Implikationsklassen ist die Gu¨ltigkeit des sogenannten Dreieckslem-
mas fu¨r Implikationsklassen. Dieses Dreieckslemma wird ha¨uﬁg auch als Golumbic’s Dreieckslemma
(Golumbic (1980) [33]) bezeichnet, um es von anderen Dreieckslemmata aus anderen Feldern der
Mathematik zu unterscheiden. Das Fundament fu¨r dieses bedeutende Theorem (Teil (i)) ﬁndet sich
jedoch bereits bei Gillmore und Hoffmann (1964) [30].
Fu¨r Comparabilitygraphen ermo¨glicht das Dreieckslemma den Schluss von lokalen Gegebenheiten
in einem betrachteten Graphen G = (V,E) auf andere Bereiche dieses Graphen. Den Wert dieser
Eigenschaft werden wir spa¨ter noch zu scha¨tzen lernen, wenn wir die sogenannten Planimplikations-
klassen als Teilstruktur von Implikationsklassen kennen lernen werden (in Kapitel 4), fu¨r die diese
Eigenschaft nicht mehr gilt.
Kanonische Γ-Ketten
Um zuku¨nftige Beweise etwas u¨bersichtlicher gestalten zu ko¨nnen, fu¨hren wir zuna¨chst den Begriﬀ der
kanonischen Γ-Kette ein (Golumbic [33]). Nach Deﬁnition der Γ-Nachbar-
schaft, sind zwei Kanten ab und a′b′ aus E genau dann in G = (V,E) Γ-verbunden, wenn eine Γ-Kette
von ab nach a′b′ in G existiert, ab = a0b0Γa1b1Γ . . .Γakbk = a
′b′. Zu jeder dieser Γ-Verbindungen
aibiΓai+1bi+1 (i = 0, . . . , k − 1) ko¨nnen wir nun o.B.d.A. die Kante ai+1bi in die Kette einfu¨gen,
aibiΓai+1biΓai+1bi+1. Diese zusa¨tzliche Kante ai+1bi ist in jedem Fall identisch zu einer ihrer beiden
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Nachbarn in der Kette. (Insbesondere gilt ai+1bi ∈ E.) Damit ko¨nnen wir von jeder Γ-Kette zwischen
zwei Kanten ab und a′b′ ohne Einschra¨nkung annehmen, dass sie von folgender Form ist:
ab = a0b0Γa1b0Γa1b1Γa2b1Γ . . .Γak−1bk−1Γakbk−1Γakbk = a
′b′.
Eine Γ-Kette dieser Form nennen wir kanonisch. Die besondere Bedeutung dieser Notation liegt darin,
dass wir nun jede Γ-Relation in einer Γ-Kette gleich behandeln ko¨nnen. Wir mu¨ssen bei der Interpre-
tation von a0b0Γa1b1 nicht unterscheiden, ob vielleicht a0 = a1 und b0 6= b1 gilt, oder aber b0 = b1
und a0 6= a1. Wir interpretieren stattdessen die Kette a0b0Γa1b0Γa1b1, und ko¨nnen sofort â0a1 /∈ E
und b̂0b1 /∈ E schließen. Dabei mu¨ssen wir nicht wissen, ob a1b0 = a0b0 oder aber a1b0 = a1b1 ist. (Da
wir nur schlichte Graphen betrachten, gilt âb /∈ E auch fu¨r a = b.)
Golumbic’s Dreieckslemma
Um das Versta¨ndnis einer Erweiterung von Golumbic’s Dreieckslemma in Kapitel 4 (Satz 4.47) zu
erho¨hen, liefern wir zu Satz 1.15 auch einen Beweis.
Satz 1.15 (Dreieckslemma) [30],[33] Sei G = (V,E) ein Graph, und seien A, B, und C Impli-
kationsklassen von G mit A 6= B−1 und A 6= C. Ferner seien ab ∈ B, ac ∈ C und bc ∈ A. Dann
gelten
(i) ∃ b′c′ ∈ A ⇒ ab′ ∈ B und ac′ ∈ C
(ii) ∃ b′c′ ∈ A, a′b′ ∈ B ⇒ a′c′ ∈ C
(iii) a /∈ V (A).
a c
c'
B
A
C
a'
b
b'
Abbildung 1.2: Das Dreieckslemma
Beweis. (Nach Golumbic [33] und Andresen [4]1.) (i) Sei b′c′ ∈ A. Dann existiert eine kanonische
Γ-Kette bc = b0c0Γb1c0Γb1c1Γ . . .Γbkck = b
′c′ in A. Wir zeigen nun per Induktion die Existenz von
abi ∈ B und aci ∈ C fu¨r alle i = 0, . . . , k. Fu¨r i = 0 ist nichts zu tun, da nach Voraussetzung
ab0 = ab ∈ B und ac0 = ac ∈ C gelten. Sei nun i ≥ 1. Nach Induktionsvoraussetzung existieren
abi−1 ∈ B und aci−1 ∈ C. Aus der Existenz von aci−1 ∈ C und bici−1 ∈ A (aus Γ-Kette) folgt nun
wegen A 6= C die Existenz der ungerichteten Kante âbi ∈ E. Andererseits folgt aus der direkten Γ-
Nachbarschaft von bici−1 und bi−1ci−1 in der Γ-Kette b̂i−1bi /∈ E. Damit liegen aber abi und abi−1 ∈ B
in Γ-Relation zueinander, und beide folglich in der gleichen Implikationsklasse. Also ist abi ∈ B.
Aus abi ∈ B folgt nun mit bici ∈ A (Γ-Kette) und A 6= B−1 die Existenz der ungerichteten Kante
âci ∈ E. Da nun aber die Knoten ci und ci−1 nicht benachbart sind (biciΓbici−1), liegen aci und
aci−1 ∈ C in Γ-Relation zueinander. Also ist auch aci ∈ C.
1Der Beweis von (ii) bei Golumbic [33] entha¨lt einen Fehler, der bei Andresen [4] korrigiert wird.
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(ii) Angenommen, B 6= C. Wir betrachten nun eine neue kanonische Γ-Kette ab = a0b0Γa1b0Γa1b1
Γ . . .Γalbl = a
′b′ in B. Wir zeigen per Induktion die Existenz eines Dreiecks △ ajbjc isomorph zu
dem Dreieck △ abc fu¨r alle j = 0, . . . , l. Fu¨r j = 0 gilt nach Voraussetzung die Existenz von △
a0b0c. Sei nun also j ≥ 1, und sei die Existenz von △ aj−1bj−1c mit aj−1bj−1 ∈ B, aj−1c ∈ C und
bj−1c ∈ A bereits gezeigt. Die Existenz von âjc, folgt aus A 6= B−1 (ajbj−1 ∈ B, bj−1c ∈ A). Wegen
âjaj−1 /∈ E (aj−1bj−1Γajbj−1) liegt ajc in Γ-Relation zu aj−1c ∈ C. D.h. ajc ∈ C. Die Existenz von
b̂jc, andererseits, folgt aus der Annahme B 6= C (ajbj ∈ B, ajc ∈ C), und es gilt bjcΓbj−1c ∈ A
(b̂jbj−1 /∈ E). Somit haben wir ein neues Dreieck ajbj ∈ B, ajc ∈ C, und bjc ∈ A (j = 0, . . . , l),
isomorph zu △ abc. Insb. existiert das Dreieck △ a′b′c mit a′b′ ∈ B, a′c ∈ C, und b′c ∈ A. Auf dieses
Dreieck ko¨nnen wir nun Teil (i) bezu¨glich der Kanten b′c ∈ A und b′c′ ∈ A anwenden, und erhalten
a′c′ ∈ C.
Sei nun B = C angenommen. Aus A 6= B−1 folgt die Existenz der Kante â′c′. Nach Teil (i)
gilt ferner die Existenz von ac′ ∈ C. Angenommen, a′c′ liegt nicht in C, a′c′ ∈ D 6= C. Dann
erfu¨llt das umgekehrte Dreieck △ a′b′c′ (mit b′a′ ∈ B−1, c′b′ ∈ A−1, und c′a′ ∈ D−1), bezu¨glich der
Kanten b′a′ ∈ B−1 und ba ∈ B−1 die Voraussetzungen von Teil (i) (es gelten B−1 6=
(
A−1
)−1
und
B−1 = C−1 6= D−1). Die Anwendung von Teil (i) liefert neben bc′ ∈ A insb. ac′ ∈ D, im Widerspruch
zu ac′ ∈ C 6= D. Also folgt a′c′ ∈ C.
(iii) a /∈ V (A) folgt direkt aus (i) (A 6= C).
Das Dreieckslemma besagt also folgendes. Angenommen, in einem beliebigen ungerichteten Gra-
phen existiert ein Dreieck, dessen Kanten zu verschiedenen Implikationsklassen geho¨ren. Existiert
dann in diesem Graphen ein weiteres Dreieck, das, bezu¨glich der Zuordnung zu Implikationsklassen,
mit dem Ausgangsdreieck in zwei Kanten u¨bereinstimmt, so stimmt es auch in der dritten Kante
u¨berein. In jedem Graphen gibt es also viele a¨hnliche Dreiecke.
Anwendung auf echte Implikationsklassen
Als direkte Anwendung des Dreieckslemmas la¨sst sich folgern, dass echte Implikationsklassen transitive
Orientierungen sind. Wegen der Bedeutung dieser Eigenschaft liefern wir auch hier den Beweis.
Satz 1.16 (Implikationsklassen sind transitiv) [33] Sei I ∈ IG eine Implikationsklasse eines
Graphen G = (V,E). Dann gilt entweder I = Iˆ = I−1, oder I ∩ I−1 = ∅ und I und I−1 sind die
einzigen transitiven Orientierungen von Iˆ.
Beweis. Angenommen, I ∩ I−1 6= ∅. Sei ab ∈ I ∩ I−1, d.h. abΓ∗ba. Nun ist jede Kante cd ∈ I Γ-
verbunden mit ab ∈ I, cdΓ∗ab. Andererseits gilt dann auch dcΓ∗ba, und somit auch cdΓ∗abΓ∗baΓ∗dc.
Also gilt I = Iˆ. Sei nun I ∩ I−1 = ∅ angenommen, und seien ab, bc ∈ I. Wu¨rde nun die Kante âc
nicht existieren, so wu¨rde abΓcb folgen—im Widerspruch zu I ∩ I−1 = ∅. Also ist âc ∈ E. Sei J
die Implikationsklasse, zu der ac geho¨rt. Angenommen, I 6= J . Wegen I 6= I−1 und I 6= J ist das
Dreieckslemma (Satz 1.15) auf das Dreieck △ abc anwendbar. Daraus folgt a /∈ V (I) (mit Teil (iii))—
im Widerspruch zur Voraussetzung. Also gilt I = J , d.h. I ist transitiv. Mit I ist oﬀensichtlich auch
I−1 transitiv. Schließlich impliziert die Orientierung einer Kante aus Iˆ die Orientierung aller anderen
Kanten. D.h. fu¨r jede transitive Orientierung T auf Iˆ gilt entweder I ⊆ T oder I−1 ⊆ T . Damit sind
I und I−1 die einzigen transitiven Orientierungen von Iˆ.
Wir ko¨nnen also echte Implikationsklassen als transitive Orientierungen auf den Farbklassen auf-
fassen. Die Aussage, dass eine echte Implikationsklasse transitiv ist, ﬁndet sich bereits bei Gilmore
und Hoffman (1964) [30]. Jedoch ist die Formulierung dort unabha¨ngig von den Begriﬀen Implika-
tionsklasse und Orientierung. Insbesondere ﬁndet sich dort noch nicht die Auﬀassung von Implikati-
onsklassen als transitiven Orientierungen auf ihren Farbklassen.
1.2.7 Implikationsklassen als Bausteine transitiver Orientierungen
Hat eine Implikationsklasse I ∈ IG einen nichtleeren Schnitt mit einer transitiven Orientierung T ∈ TG,
so gilt, dass I dann vollsta¨ndig zu T geho¨rt, I ⊆ T . Der Grund hierfu¨r ist, dass jede Kante e ∈ I
mit jeder Kante e∗ ∈ I ∩ T aus dem Schnitt Γ-verbunden ist. Die Orientierung von eˆ wird eindeutig
festgelegt durch die Orientierung von ê∗ (siehe hierzu z.B. auch Simon [60]).
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Ist der Schnitt T ∩ I andererseits leer, so gilt T ∩ I−1 6= ∅, da T ja eine Orientierung ist. Damit
gilt fu¨r jede transitive Orientierung T ∈ TG und jede Implikationsklasse I ∈ IG entweder T ∩ Iˆ = I
oder T ∩ Iˆ = I−1.
Ein Spezialfall hierbei ist die Situation, dass eine Implikationsklasse I ∈ IG genau eineOrientierung
von G liefert. Dann gilt I + I−1 = E und I ∩ I−1 = ∅. Der Graph G ist in diesem Fall eindeutig
transitiv orientierbar, also prim.
Satz 1.17 (Implikationsklassen und transitive Orientierungen) [33] Sei I ∈ IG eine Impli-
kationsklasse eines Graphen G = (V,E). Hat G eine transitive Orientierung T , dann gilt entweder
T ∩ Iˆ = I oder T ∩ Iˆ = I−1, und in jedem Fall I ∩ I−1 = ∅.
Eine fru¨he Variante eines Teils dieser Aussage ﬁndet sich auch in diesem Fall bereits bei Gilmore
und Hoffman (1964) [30].
Aus Satz 1.17 folgt, dass jede transitive Orientierung T auf einem Graphen G = (V,E) ausschließ-
lich echte Implikationsklassen entha¨lt. Diese Eigenschaft liefert eine Charakterisierung von Compara-
bilitygraphen: Ein Graph G ist genau dann ein Comparabilitygraph, wenn jede Implikationsklasse in
G echt ist. Wir werden diesen Zusammenhang im Abschnitt 1.3.1 na¨her betrachten. Dort werden wir
neben dieser auch noch einige andere Mo¨glichkeiten der Charakterisierung von Comparabilitygraphen
kennen lernen.
Kombination von Implikationsklassen
Nach Satz 1.16 gilt fu¨r jede Farbklasse Iˆ, dass sie entweder nicht, oder aber eindeutig transitiv orien-
tierbar ist. Im ersten Fall gilt I = I−1 = Iˆ, und im zweiten Fall sind I und I−1 die einzigen transitiven
Orientierungen. Zusammen mit Satz 1.17 ergibt sich daraus, dass jede transitive Orientierung T aus
Orientierungen von Farbklassen, und damit aus Implikationsklassen, zusammengesetzt ist.
Wir ko¨nnen daher Implikationsklassen als fundamentale, nicht-spaltbare Bausteine oder Atome
fu¨r transitive Orientierungen auﬀassen.
Folgerung 1.18 (Bausteine transitiver Orientierungen) Sei G = (V,E) ein Comparabilitygraph,
und sei FG =
{
Iˆ1, . . . , Iˆk
}
die Menge seiner Farbklassen. Jede Farbklasse ist eindeutig transitiv ori-
entierbar, und jede transitive Orientierung T ∈ TG setzt sich aus Orientierungen auf den Farbklassen
zusammen, T = J1 + . . .+ Jk mit Ji ∈
{
Ii, I
−1
i
}
fu¨r alle i = 1, . . . , k.
Andererseits liefert nicht jede beliebige Kombination von Orientierungen auf den Farbklassen eine
transitive Orientierung von G. Als Gegenbeispiel betrachten wir ein Dreieck. Jede der drei Kanten
bildet eine eigene Farbklasse, so dass sich 23 = 8 mo¨gliche Orientierungen ergeben. Von diesen sind
jedoch nur 6 transitiv. Die anderen beiden bilden jeweils einen Kreis.
Potentiell transitive Orientierungen
Wir nennen eine beliebige Kombination T ∗ = J1+ . . .+ Jk von Orientierungen Ji ∈
{
Ii, I
−1
i
}
auf den
Farbklassen eines GraphenG = (V,E) eine potentiell transitive Orientierung. Eine solche Kombination
heißt zula¨ssig, wenn sie zu einer transitiven Orientierung vonG fu¨hrt. Wenn G ein Comparabilitygraph
ist, dann ha¨ngt die Antwort auf die Frage, ob T ∗ eine zula¨ssige Kombination ist, lediglich davon ab,
ob T ∗ Kreise entha¨lt.
Satz 1.19 (potentiell transitive Orientierungen) Sei FG =
{
Iˆ1, . . . , Iˆk
}
die Menge der Farb-
klassen eines Comparabilitygraphen G = (V,E). Eine potentiell transitive Orientierung T ∗ = J1 +
. . .+ Jk mit Ji ∈
{
Ii, I
−1
i
}
(i = 1, . . . , k) ist genau dann transitiv, wenn sie kreisfrei ist.
Beweis. Da G ein Comparabilitygraph ist, ist jede Implikationsklasse Ii (i = 1, . . . , k) nach Satz
1.17 sowohl echt als auch transitiv. Da Implikationsklassen A¨quivalenzklassen auf E sind, ist T ∗ eine
Orientierung von G. Da transitive Orientierungen azyklisch sind, bleibt lediglich zu zeigen, dass die
Kreisfreiheit auch hinreichend fu¨r die Transitivita¨t von T ∗ ist. Sei also T ∗ kreisfrei und nicht transitiv.
D.h. es existieren ab, bc ∈ T ∗ mit ac /∈ T ∗. Da alle Implikationsklassen transitiv sind, ko¨nnen ab und
bc nicht in der gleichen Implikationsklasse liegen. Sei I1 = I (ab) und I2 = I (bc), mit Iˆ1 6= Iˆ2. Da ab
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und bc−1 andererseits auch nicht in Γ-Relation liegen (I1 6= I
−1
2 ), muss die Kante âc ∈ E existieren,
und damit ca ∈ T ∗ gelten, da T ∗ eine Orientierung ist (ac /∈ T ∗). Damit entha¨lt T ∗ jedoch einen
Kreis.
Rekombination von transitiven Orientierungen
Jede transitive Orientierung eines Comparabilitygraphen G = (V,E) ist also eine zula¨ssige Kombi-
nation von transitiven Orientierungen auf seinen Farbklassen. Hat G mehrere verschiedene transitive
Orientierungen, |TG| > 2, so ko¨nnen wir jede dieser Orientierungen aus jeder anderen durch Umkehren
der Orientierungen auf einem Teil der Farbklassen erzeugen.
Folgerung 1.20 (Rekombination der Implikationsklassen) Sei T = I1 + . . . + Ik ∈ TG eine
transitive Orientierung von G = (V,E), und sei M = {i1, . . . , im} ⊆ {1, . . . , k}. Wir nennen die
Orientierung TM = T − Ii1 − . . . − Iim + I
−1
i1
+ . . .+ I−1im , die durch Umkehren der Orientierung auf
allen Iˆij , ij ∈ M , entsteht, eine Rekombination der Implikationsklassen von T . TM ist genau dann
zula¨ssig, d.h. transitiv, wenn sie kreisfrei ist.
1.2.8 Anzahl transitiver Orientierungen
In diesem Teilabschnitt werden wir die Interaktionen zwischen Implikationsklassen untersuchen, und
insbesondere die Anzahl der transitiven Orientierungen eines Comparabilitygraphen G = (V,E) na¨her
betrachten. Wir wissen bereits, dass diese Anzahl nach oben exponentiell durch die Anzahl der
verschiedenen Farbklassen von G beschra¨nkt ist. Hat G genau k verschiedene Farbklassen, FG ={
Iˆ1, . . . , Iˆk
}
, so kann G maximal 2k transitive Orientierungen besitzen. In diesem Fall wa¨re jede
beliebige Kombination der Orientierungen auf den Farbklassen kreisfrei. Jede potentiell transitive
Orientierung wa¨re tatsa¨chlich transitiv. Ein Beispiel fu¨r einen solchen Graphen ist in Abbildung 1.3
dargestellt.
Abbildung 1.3: Der Graph G = (V,E) besitzt 3 verschiedene echte Implikationsklassen (Darstellung
durch verschiedene Kantensorten), die vo¨llig unabha¨ngig voneinander orientiert werden ko¨nnen, so
dass jede der 23 = 8 mo¨glichen Kombinationen zu einer transitiven Orientierung auf G fu¨hrt.
Andererseits haben wir bereits gesehen, dass es durchaus denkbar ist, dass einige Kombinationen
von Implikationsklassen Kreise enthalten.
Um zu einer Beschreibung der Anzahl transitiver Orientierungen eines Comparabilitygraphen zu
gelangen, mu¨ssen wir zuna¨chst die mo¨glichen Interaktionen zwischen den Implikationsklassen verste-
hen. Die Darstellung dieser strukturellen Zusammenha¨nge geht auf Golumbic (1977a) [31] zuru¨ck
(siehe auch Golumbic (1980) [33]).
Zur Darstellung dieses Resultats (Satz 1.21) ist es notwendig, vorher noch ein paar Begriﬀe ein-
zufu¨hren. Diese werden fu¨r die weiteren Betrachtungen dieser Arbeit keine weitere Rolle spielen.
Simplex und Multiplex
Sei G = (V,E) ein ungerichteter Graph. Ein vollsta¨ndiger Teilgraph (VS , S) auf r + 1 Knoten in G,
bei dem jede ungerichtete Kante âb ∈ S zu einer anderen Farbklasse von G geho¨rt, heißt ein Simplex
vom Rang r, oder auch r-Simplex . Jede ungerichtete Kante âb ∈ E in G bildet beispielsweise ein
Simplex vom Rang 1. Jedes r-Simplex entha¨lt genau 12r (r + 1) ungerichtete Kanten aus
1
2r (r + 1)
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verschiedenen Farbklassen. Wir nennen ein Simplex maximal , wenn es nicht echt in einem gro¨ßeren
Simplex enthalten ist.
Das durch das r-Simplex S induzierte Multiplex (VM ,M) ist durch die folgende Kantenmenge
deﬁniert:
M = ∪
Iˆ∩S 6=∅
Iˆ = {ab ∈ E : abΓ∗xy fu¨r ein xy ∈ S} .
M ist also die Vereinigung aller 12r (r + 1) in S enthaltenen Farbklassen. Jedes r-Simplex S induziert
ein Multiplex M vom Rang r. Umgekehrt jedoch kann ein r-Multiplex M durch verschiedene r-
Simplizes S1 und S2 erzeugt werden. In diesem Fall sind S1 und S2 isomorph. Ein Multiplex heißt
maximal , wenn es nicht echt in einem gro¨ßeren enthalten ist.
Ein maximales Multiplex wird durch ein oder mehrere maximale Simplizes generiert. Fu¨r zwei
maximale Multiplizes M1 undM2 in einem Graphen G gilt entwederM1∩M2 = ∅ oder M1 =M2. Da
die Kantenmenge E eines beliebigen Graphen G = (V,E) eine Zerlegung in ihre Farbklassen besitzt,
und ein Multiplex nichts weiter als die Vereinigung von verschiedenen Farbklassen ist, folgt damit,
dass E =M1+ . . .+Mk auch eine eindeutige Zerlegung in die maximalen Multiplizes M1, . . . ,Mt von
G hat (M -Zerlegung, Golumbic [31]).
Jedes Simplex S vom Rang r eines Graphen G hat genau (r + 1)! transitive Orientierungen, und
jede dieser transitiven Orientierungen ist auch transitiv auf dem durch S induzierten Multiplex M ,
sofern G ein Comparabilitygraph ist. D.h. jedes r-Multiplex M eines Comparabilitygraphen hat genau
(r + 1)! transitive Orientierungen (Golumbic [31], [33]).
Struktursatz von Golumbic
Der folgende Struktursatz von Golumbic fasst schließlich diese Zusammenha¨nge zusammen, und be-
sagt, dass es eine eins-zu-eins-Beziehung zwischen den transitiven Orientierungen auf den maximalen
Multiplizes von G = (V,E) und denen von G gibt. Auch wenn wir hier nicht na¨her auf den Beweis
dieser Aussage eingehen ko¨nnen, sei erwa¨hnt, dass das Dreieckslemma (Satz 1.15) hierbei von funda-
mentaler Bedeutung ist. Mit t (G) sei die Anzahl der transitiven Orientierungen von G bezeichnet,
t (G) = |TG|.
Satz 1.21 (Anzahl transitiver Orientierungen) [31] Sei G = (V,E) ein Graph, und sei E =
M1 + . . .+Mt die Zerlegung von E in seine maximalen Multiplizes.
(i) Ist T eine transitive Orientierung von G, dann ist T ∩Mi eine transitive Orientierung von Mi.
(ii) Sind T1, . . . , Tt jeweils transitive Orientierungen auf M1, . . . ,Mt, dann ist T1 + . . . + Tt eine
transitive Orientierung auf G.
(iii) t (G) = t (M1) · t (M2) · . . . · t (Mt).
(iv) Ist G ein Comparabilitygraph und ri der Rang von Mi, dann ist t (G) =
∏t
i=1 (ri + 1)!.
Anwendung auf potentiell transitive Orientierungen
Also u¨bertra¨gt sich jede beliebige transitive Orientierung auf einem maximalen Simplex auf das indu-
zierte Multiplex, und jede transitive Orientierung auf einem Multiplex ist vertra¨glich mit jeder anderen
transitiven Orientierung auf jedem anderen Multiplex. Insbesondere enstehen also bei der Vereinigung
von transitiven Orientierungen auf den Multiplizes Mi keine Kreise. Das bedeutet, dass eine beliebige
Kombination von Orientierungen auf den Farbklassen eines Comparabilitygraphen nur dann einen
Kreis enthalten kann, wenn dieser in einem maximalen Simplex liegt. D.h. jede Kombination, die in
jedem maximalen Simplex kreisfrei ist, ist zula¨ssig. Eine solche Kombination ist dann auch in jedem
Simplex kreisfrei.
Satz 1.22 (potentiell transitive Orientierungen) Sei G = (V,E) ein Comparabilitygraph, und
sei IG =
{
I1, . . . , Ik, I
−1
1 , . . . , I
−1
k
}
die Menge der Implikationsklassen. Sei ferner (VS1 , S1) , . . . ,
(VSl , Sl) die Menge der verschiedenen maximalen Simplizes von G. Eine potentiell transitive Ori-
entierung T ∗ = J1 + . . . + Jk mit Ji ∈
{
Ii, I
−1
i
}
fu¨r alle i = 1, . . . , k ist genau dann transitiv, wenn
sie in keinem maximalen Simplex von G einen Kreis entha¨lt, d.h. wenn T ∗ ∩ Sj kreisfrei ist fu¨r alle
j = 1, . . . , l.
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Beweis. Klar ist, dass T ∗∩Sj kreisfrei fu¨r alle j = 1, . . . , l ist, falls T ∗ transitiv ist. Es bleibt zu zeigen,
dass die Kreisfreiheit von T ∗∩Sj fu¨r alle j die Transitivita¨t von T ∗ nach sich zieht. Angenommen, T ∗
ist nicht transitiv. Dann existieren in T ∗ zwei Kanten ab, bc ∈ T ∗ mit entweder âc /∈ E oder ca ∈ T ∗.
Sei A = I (ab) und B = I (bc). Im ersten Fall (âc /∈ E) wu¨rde A = B−1 gelten, und T ∗ = A+B + . . .
damit eine unechte Implikationsklasse enthalten, B,B−1 ⊆ T ∗— im Widerspruch zur Voraussetzung
(G ist Comparabilitygraph). Also ist ca ∈ T ∗, und A und B sind verschieden, Aˆ 6= Bˆ. Sei C = I (ca).
Nach Annahme ist das Dreieck △ abc kein 2-Simplex, da es nicht kreisfrei ist, d.h. Cˆ = Aˆ oder
Cˆ = Bˆ. Damit gilt entweder A = C oder B = C. Im ersten Fall folgt A = B−1 (Widerspruch)
aus der Transitivita¨t von A (cb ∈ A, da caΓ∗ab) (Satz 1.16). Im zweiten Fall folgt analog B = A−1
(Widerspruch) (ba ∈ B, da bcΓ∗ca). Damit muss T ∗ transitiv sein.
Ein Simplex vom Rang 2 wird naheliegenderweise als ein 3-farbiges Dreieck bezeichnet. Der Graph
G = (V,E) in Abbildung 1.3 entha¨lt kein solches 3-farbiges Dreieck, und damit auch kein Simplex
ho¨heren Rangs. Jedes Simplex in G hat den Rang 1 und besteht nur aus einer einzelnen Kante.
Die Zerlegung von E in seine maximalen Multiplizes ist fu¨r G identisch mit der Zerlegung in seine
Farbklassen, E = Iˆ1 + Iˆ2 + Iˆ3. Nach Satz 1.21 gilt damit t (G) = 2 · 2 · 2 = 8.
Folgerung 1.23 (3-farbige Dreiecke) Sei G = (V,E) ein Comparabilitygraph , und sei IG ={
I1, . . . , Ik, I
−1
1 , . . . , I
−1
k
}
die Menge der Implikationsklassen. Entha¨lt G keine 3-farbigen Dreiecke
(Simplizes vom Rang 2), so ist jede potentiell transitive Orientierung tatsa¨chlich transitiv, t (G) = 2k.
Schranken fu¨r die Anzahl transitiver Orientierungen
Aus Golumbic’s Struktursatz folgt ferner, dass die Anzahl transitiver Orientierungen auf einem Com-
parabilitygraphen mit k verschiedenen Farbklassen nicht nur nach oben (durch 2k) beschra¨nkt ist,
sondern auch nach unten. Ein Comparabilitygraph mit k Farbklassen kann nicht beliebig viele zykli-
sche Kombinationen von Orientierungen auf den Farbklassen enthalten. Anders gesagt: die Anzahl
der unzula¨ssigen Kombinationen von Orientierungen auf den Farbklassen ist nach oben beschra¨nkt.
Nach Satz 1.21 und der Deﬁnition der Multiplizes ist fu¨r die Betrachtung von t (G) die Zerlegung
von E in seine maximalen Multiplizes a¨quivalent zu der Auswahl einer Menge maximaler Simplizes,
die alle Farbklassen abdeckt. Ein Simplex vom Rang r hat 12r (r + 1) ungerichtete Kanten aus verschie-
denen Farbklassen. Damit gibt es 2
1
2 r(r+1) potentiell transitive Orientierungen auf diesem r-Simplex.
Von diesen sind nach Satz 1.21 (r + 1)! kreisfrei. Fu¨r wachsendes r gilt damit, dass der Anteil der
kreisfreien potentiell transitiven Orientierungen an allen potentiell transitiven Orientierungen gegen
Null strebt, limr→∞
(r+1)!
2
1
2
r(r+1)
= 0. Andererseits wa¨chst die Anzahl dieser kreisfreien Orientierungen
dennoch sehr schnell.
Ein Comparabilitygraph G = (V,E) mit k verschiedenen Farbklassen hat daher besonders wenig
transitive Orientierungen (geringer Anteil kreisfreier potentiell transitiver Orientierungen), wenn diese
k Farbklassen eine Zerlegung in maximale Simplizes mit besonders großen Ra¨ngen haben. Die maxi-
male Gro¨ße eines r-Simplexes in G ist dabei durch k begrenzt, da 12rmax (rmax + 1) ≤ k gelten muss.
Es ist folglich rmax (k) =
⌊
− 12 +
√
1
4 + 2k
⌋
. Von den k Farbklassen sind dann genau 12rmax (rmax + 1)
in einem maximalen r-Simplex gebunden. Fu¨r die verbleibenden k − 12rmax (k) (rmax (k) + 1) Kanten
ko¨nnen wir nun erneut die maximale Gro¨ße eines r-Simplexes bestimmen. Auf diese Weise entsteht
eine Zerlegung von k in Summanden der Form qi
(
1
2 i (i+ 1)
)
mit qi ∈ N0, i = 1, . . . , rmax (k). Der
Faktor qi gibt dabei die Ha¨uﬁgkeit an, mit der ein maximaler Simplex vom Rang i in dieser Zerle-
gung der Farbklassen von G vertreten ist. Die auf diese Weise erzeugte Zerlegung von k ist ein guter
Kandidat fu¨r einen Comparabilitygraphen mit minimaler Anzahl von transitiven Orientierungen bei
gegebener Anzahl der Farbklassen.
Andererseits ist es denkbar, dass von einem ComparabilitygraphenG = (V,E) nicht nur die Anzahl
der Farbklassen, k, bekannt ist, sondern auch die Gro¨ße r eines gro¨ßten r-Simplexes. Die angegebene
Zerlegung von k la¨sst sich auch in diesem Fall leicht bestimmen. Ist r nun kleiner als rmax (k), so besitzt
G weniger sehr große maximale Simplizes, sondern mehr Simplizes von mittlerer Gro¨ße, und damit
tendenziell weniger potentiell transitive Orientierungen, die unzula¨ssig sind. Die Anzahl transitiver
Orientierungen wird hier gro¨ßer ausfallen, als bei r = rmax (k).
Sei t (k) die minimale Anzahl transitiver Orientierungen, die ein Comparabilitygraph mit genau k
Farbklassen hat, und t (k, r) die minimale Anzahl transitiver Orientierungen bei genau k Farbklassen
20 KAPITEL 1. GRAPHEN UND COMPARABILITYGRAPHEN
und r als maximalen Rang eines Simplexes.
Lemma 1.24 (t(G) ist submultiplikativ) Seien k1, k2 ∈ N . Es gilt t (k1) · t (k2) ≥ t (k1 + k2).
Beweis. Sind G1 = (V1, E1) und G2 = (V2, E2) zwei Comparabilitygraphen mit k1 bzw. k2 Farb-
klassen, dann ist G = (V1 + V2, E1 + E2) ein Comparabilitygraph mit k1 + k2 Farbklassen und
t (G) = t (G1) · t (G2).2 Werden nun G1 und G2 so gewa¨hlt, dass t (G1) = t (k1) und t (G2) = t (k2),
dann folgt t (k1 + k2) ≤ t (G) = t (k1) · t (k2).
Satz 1.25 (Schranken fu¨r t (G)) Sei G = (V,E) ein Comparabilitygraph mit k Farbklassen. Ist r
der Rang eines gro¨ßten maximalen Simplexes in G, dann gilt
(r + 1)! · 2k−
1
2 r(r+1) ≥ t (G) ≥ t (k, r) = min
q∈N r0∑
r
i=1 qi
1
2 i(i+1)=k
{
r∏
i=1
((i+ 1)!)
qi
}
.
Dabei gibt qi die Anzahl der i-Multiplizes in der durch das gewa¨hlte q ∈ N
r
0 repra¨sentierten Zerlegung
von E wieder.
Beweis. Nach Satz 1.21 gilt t (G) =
∏l
j=1 t (Mj), wobei E = M1 + . . . +Ml die Zerlegung in ma-
ximale Multiplizes ist. Entha¨lt G einen r-Simplex, so sind dadurch 12r (r + 1) Farbklassen gebunden.
Eine maximale Anzahl transitiver Orientierungen ergibt sich, wenn alle verbleibenden k − 12r (r + 1)
Farbklassen jeweils Simplizes vom Rang 1 bilden. Mit Folgerung 1.23 folgt t (G) ≤ (r + 1)!·2k−
1
2 r(r+1).
Da jede Zerlegung von E in seine maximalen Multiplizes mit einer Zuordnung der Farbklassen
zu maximalen Simplizes korrespondiert, hat jede solche Zerlegung eine Darstellung von k als Summe
von Summanden der Form qi
1
2 i (i+ 1). Dabei ist
1
2 i (i+ 1) die Anzahl der Farbklassen, die durch
ein i-Multiplex gebunden sind, und qi die Ha¨uﬁgkeit, mit der ein Multiplex vom Rang i in der Zer-
legung auftritt. Jede mo¨gliche Zerlegung kann damit durch einen Vektor q = (q1, . . . , qr) ∈ N r0 ,
mit
∑r
i=1 qi
1
2 i (i+ 1) = k, repra¨sentiert werden. Fu¨r eine gegebene Zerlegung q gilt nach Satz 1.21
t (G) =
∏l
j=1 t (Mj) =
∏r
i=1 ((i+ 1)!)
qi . Da das Minimum dieses Ausdrucks u¨ber alle zula¨ssigen q
gebildet wird, ist auch die Zerlegung mit einer minimalen Anzahl von transitiven Orientierungen
darunter.
Bemerkung 1.26 (Abscha¨tzung fu¨r t (G)) In Satz 1.25 gilt vermutlich insbesondere die sehr gro-
be Abscha¨tzung
t (G) ≥ t (k) ≥ (rmax (k) + 1)! =
(⌊
−
1
2
+
√
1
4
+ 2k
⌋
+ 1
)
!.
Satz 1.25 besagt, dass die Anzahl der transitiven Orientierungen in einem Graphen G = (V,E) mit
genau k Farbklassen durch die Aufteilung der Farbklassen auf verschiedene Simplizes bestimmt ist.
Daraus geht jedoch nicht hervor, ob zu jeder denkbaren Aufteilung von Farbklassen auf verschiedene
Simplizes auch Graphen existieren, die diese Aufteilungen annehmen.
Lemma 1.27 (Zusammensetzen von Simplizes) Seien (VS1 , S1) und (VS2 , S2) zwei Simplizes mit
Ra¨ngen r1 und r2. Dann existiert ein zusammenha¨ngender Graph G = (V,E) mit VS1 , VS2 ⊆ V und
S1, S2 ⊆ E, dessen Kantenmenge in zwei Multiplizes M1 und M2 zerfa¨llt, die durch S1 und S2 indu-
ziert werden. Es gilt dann t (G) = t (S1) · t (S2) = (r1 + 1)! · (r2 + 1)!.
Beweis. Sei VS1 = {v1, . . . , vn} und VS2 = {w1, . . . , wm}, mit n = r1 + 1 und m = r2 + 1. Wir
konstruieren G = (V,E) folgendermaßen: Sei V = VS1 + VS2 + x, und sei E = S1 + S2 + E1 +
E2 + . . . + En. Dabei sei E1 =
{
v̂1wj : j = 2, . . . ,m
}
und Ei = {v̂iwj : j = 1, . . . ,m} + v̂ix (i =
2, . . . , n). D.h. der Knoten v1 ∈ VS1 wird mit allen Knoten aus VS2 − w1 verbunden, und jeder
weitere Knoten aus VS1 wird sowohl mit allen Knoten aus VS2 , als auch mit dem neuen Knoten
x verbunden. (Es gilt |E1| = 2 (m− 1) und |Ei| = 2 (m+ 1) (i = 2, . . . , n), und damit insgesamt
|E| = 2
(
1
2r1 (r1 + 1) +
1
2r2 (r2 + 1)
)
+ 2r2 + 2r1 (r2 + 2).)
2Der Graph G kann auch als zusammenha¨ngender Graph konstruiert werden (siehe Lemma 1.27). Fu¨r den Beweis
ist das jedoch nicht ausschlaggebend.
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Wegen v̂1w1 /∈ E liegt jede Kante v1wj aus E1 in direkter Γ-Relation zu w1wj , v1wjΓw1wj (j =
2, . . . ,m). D.h. eine Kante v̂1wj aus E1 liegt jeweils in derselben Farbklasse wie ŵ1wj . (Da (VS1 , S1)
ein Simplex ist, geho¨rt damit jede der m−1 Kanten aus E1 einer anderen Farbklasse an. Andererseits
ist jedoch nicht jede der 12r1 (r1 + 1) Farbklassen aus S1 auch in E1 vertreten!) Fu¨r die Kanten aus
einem Ei mit i = 2, . . . , n gilt, dass sie jeweils alle in der Farbklasse von v̂iv1 liegen: wegen v̂1x /∈ E
gilt vixΓviv1, und wegen x̂wj /∈ E gilt viwjΓvix fu¨r alle j = 1, . . . ,m. (Auch hier gilt, dass nicht jede
der 12r2 (r2 + 1) Farbklassen von S2 auch in einem der Ei vertreten ist.)
Durch die Konstruktion ist ausgeschlossen, dass sich zusa¨tzliche Simplizes ergeben. Damit ist G
ein zusammenha¨ngender Graph mit genau 12r1 (r1 + 1) +
1
2r2 (r2 + 1) verschiedenen Farbklassen, fu¨r
den t (G) = t (S1) · t (S2) = (r1 + 1)! · (r2 + 1)! gilt.
Folgerung 1.28 (jede Zerlegung von k tritt auf) Sei durch q ∈ N r0 mit
∑r
i=1 qi
1
2 i (i+ 1) = k
eine Zerlegung von k verschiedenen Farbklassen in maximale i-Simplizes (i = 1, . . . , r) gegeben. Dann
existiert ein zusammenha¨ngender Comparabilitygraph G = (V,E), dessen Zerlegung von E in seine
maximalen Multiplizes dieser Darstellung von k genu¨gt. Fu¨r t (G) gilt dann t (G) =
∏r
i=1 ((i+ 1)!)
qi .
Insbesondere existiert ein Comparabilitygraph mit r = rmax (k) =
⌊
− 12 +
√
1
4 + 2k
⌋
.
Beweis. Nach Lemma 1.27 ko¨nnen zwei beliebige Simplizes so zu einem zusammenha¨ngendem Com-
parabilitygraphen G = (V,E) verknu¨pft werden, dass die maximalen Simplizes von G genau die-
sen beiden entsprechen. Diese Konstruktion kann nacheinander auf beliebig viele Simplizes angewen-
det werden. D.h. jede beliebige zula¨ssige Zerlegung von k kann auftreten. Mit Satz 1.21 folgt dann
t (G) =
∏r
i=1 ((i+ 1)!)
qi .
Minimale Anzahl transitiver Orientierungen
Aus Satz 1.25 la¨sst sich ableiten, dass die minimale Anzahl transitiver Orientierungen in einem Gra-
phen mit genau k Farbklassen erreicht wird, wenn die Farbklassen auf Simplizes von mo¨glichst großem
Rang verteilt werden. Ein Simplex mit großem Rang induziert bei gegebener Anzahl der verwende-
ten Farbklassen mehr zyklische potentielle transitive Orientierungen, und damit weniger transitive
Orientierungen, als jede Aufteilung dieser Farbklassen in kleinere Simplizes.
Vermutung 1.29 (minimale Anzahl transitiver Orientierungen) Sei k die Anzahl der Farb-
klassen in einem Comparabilitygraphen, und sei r = rmax =
⌊
− 12 +
√
1
4 + 2k
⌋
der gro¨ßtmo¨gliche
Rang eines Simplexes. Seien ferner ki und qi fu¨r i = r, r−1, . . . , 1 folgendermaßen rekursiv bestimmt:
Sei kr = k und ki−1 = ki mod qi (i = r, . . . , 2), und sei qi =
⌊
ki
1
2 i(i+1)
⌋
(i = r, . . . , 1). Dann ist die
minimale Anzahl transitiver Orientierungen eines Comparabilitygraphen mit k Farbklassen gegeben
durch
t (k) =

∏r
i=1 ((i+ 1)!)
qi , k /∈ K
t (k − k∗) t (k∗) , k ∈ K \ {20}
14.400 , k = 20
.
K beschreibt dabei die Menge der natu¨rlichen Zahlen mit k = 12rmax (k) (rmax (k) + 1) + k
∗ fu¨r ein
k∗ ∈ K mit k∗ < k. Das kleinste Element in K ist 20.
Bemerkung 1.30 (minimale Anzahl transitiver Orientierungen) Sei r der Rang eines gro¨ßten
maximalen Simplexes in einem Comparabilitygraphen mit k /∈ K Farbklassen. Nach Vermutung 1.29
hat die Kantenmenge E eines Comparabilitygraphen G = (V,E) mit minimaler Anzahl transitiver
Orientierungen eine Zerlegung
E =
(
M r1 + . . .+M
r
qr
)
+ . . .+
(
M11 +M
1
2 + . . .+M
1
q1
)
in jeweils gro¨ßtmo¨gliche maximale i-Multiplizes M ij .
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r 2 3 4 5 6 7
1
2
r (r + 1) 3 6 10 15 21 28
(r + 1)! 6 24 120 720 5.040 40.320
k 2k
5 32 36 24
48 24
10 1.024 432 288 120
768 384 120
15 32.768 7.776 3.456 2.880 720
24.576 12.288 3.840 720
20 1.048.576 186.624 55.296 14.400 17.280
786.432 393.216 122.880 23.040
25 33.554.432 3.359.232 663.552 345.600 86.400 60.480
25.165.824 12.582.912 3.932.160 737.280 80.640
30 1.073.741.824 60.466.176 7.962.624 1.728.000 518.400 725.760 161.280
805.306.368 402.653.184 125.829.120 23.592.960 2.580.480 161.280
35 34.359.738.368 1.451.188.224 191.102.976 41.472.000 12.441.600 7.257.600 1.935.360
25.769.803.776 12.884.901.888 4.026.531.840 754.974.720 82.575.360 5.160.960
Tabelle 1.1: Untere Schranke (obere Zeile) und obere Schranke (untere Zeile) fu¨r die Anzahl der
transitiven Orientierungen auf einem Graphen mit genau k verschiedenen Farbklassen und einem
maximalen Multiplex vom Rang r.
1.3 Charakterisierung von Comparabilitygraphen
Wir haben Comparabilitygraphen als Graphen deﬁniert, die transitive Orientierungen besitzen. Dane-
ben gibt es noch eine Reihe weiterer Mo¨glichkeiten zur Charakterisierung von Comparabilitygraphen.
In diesem Abschnitt wollen wir die wichtigsten dieser Charakterisierungen kurz betrachten.
Die fu¨r unsere Zwecke bedeutsamste Charakterisierung wird die bereits erwa¨hnte Charakterisie-
rung durch die Echtheit aller Implikationsklassen bleiben (Abschnitt 1.3.1). Die Erwa¨hnung von al-
ternativen Varianten soll lediglich die Vielfalt der Mo¨glichkeiten bei der Beschreibung von transitiven
Orientierungen aufzeigen.
1.3.1 Echte Implikationsklassen
Die zentrale Charakterisierung von Comparabilitygraphen geht auf Golumbic (1977a) [31] zuru¨ck
(siehe auch Golumbic (1980) [33]).
Satz 1.31 (Charakt. durch echte Implikationsklassen) [31] Ein Graph G = (V,E) ist genau
dann ein Comparabilitygraph, wenn jede seiner Implikationsklassen I ∈ IG echt ist, I ∩ I−1 = ∅.
Ist E = I1 + . . . + Il die Zerlegung der Kantenmenge eines Graphen G = (V,E) in Implikations-
klassen, dann ist G genau dann ein Comparabilitygraph, wenn IG =
{
I1, . . . , Ik, I
−1
1 , . . . , I
−1
k
}
und
Ii 6= I
−1
i fu¨r alle i = 1, . . . , k =
l
2 gilt. Der Γ-Graph von G besteht dann aus einer geraden Anzahl
l = 2k von Komponenten, und fu¨r jeden Knoten e ∈ E in GΓ = (E,Γ) gilt, dass der Knoten e−1 in
einer anderen Komponente von GΓ liegt.
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Folgerung 1.32 (Charakt. durch konsistenten Γ-Graphen) Ein Graph G = (V,E) ist genau
dann ein Comparabilitygraph, wenn sein Γ-Graph GΓ konsistent ist.
Golumbic (1977) [31], [32] beschreibt einen Algorithmus, der auf Grundlage dieser Charakterisie-
rung in der Zeit O (δ |E|)3 fu¨r einen Graphen G = (V,E) entscheidet, ob G ein Comparabilitygraph
ist, und ggf. eine transitive Orientierung von G bestimmt. Mit δ ist dabei die Maximalvalenz in G
bezeichnet. Auf den bei Golumbic [31], [32], [33] in diesem Zusammenhang benutzten Begriﬀ der
G-Zerlegung der Kantenmenge E wollen wir hier nicht na¨her eingehen. Es handelt sich dabei um eine
algorithmische Darstellung der Bestimmung der Implikationsklassen eines Graphen.
Die Kantenmenge E in dem Graphen G = (V,E) in Abbildung 1.4 besteht aus nur einer (unechten)
Implikationsklasse I = I−1 = E. G ist damit kein Comparabilitygraph.
Abbildung 1.4: Der Γ-Graph und der Graph GP3 zu einem Graphen G, der kein Comparabilitygraph
ist.
1.3.2 Pseudotransitive Orientierungen
Eine transitive Orientierung ist eine Orientierung A ⊆ E mit der Eigenschaft, dass die Zugeho¨rigkeit
der Kanten ab und bc zu A die Zugeho¨rigkeit der transitiven Kante ac zu A impliziert. Eine Orien-
tierung A ⊆ E mit der Eigenschaft, dass ab, bc ∈ A die Zugeho¨rigkeit von entweder ac oder ca zu A
impliziert, heißt pseudo- oder auch quasitransitiv .
Jede transitive Orientierung ist trivialerweise auch pseudotransitiv. Jeder Comparabilitygraph be-
sitzt damit auch pseudotransitive Orientierungen. Ghouila-Houri (1962) [29] zeigte, dass hiervon
auch die Umkehrung gilt.
Satz 1.33 (Charakt. durch pseudotransitive Orientierungen) [29] Ein Graph G = (V,E) ist
genau dann ein Comparabilitygraph, wenn er eine pseudotransitive Orientierung Q ⊆ E besitzt.
Diese Charakterisierungen von Comparabilitygraphen ist eine der fru¨hesten u¨berhaupt. Ihr Beweis
liefert konstruktiv eine transitive Orientierung T aus einer pseudotransitiven Orientierung Q (siehe
z.B. auch Simon (1992) [60]). Diese Konstruktion ist jedoch nicht unbedingt als Grundlage eines
Algorithmusses zur Erkennung von Comparabilitygraphen geeignet, da ein konstruktiver Test auf
Existenz einer pseudotransitiven Orientierung auf einem Graphen G = (V,E) mindestens so schwierig
ist, wie ein Test auf eine transitive Orientierung selbst.
1.3.3 Bipartiter Graph
Eine weitere sehr fru¨he Charakterisierung von Comparabilitygraphen geht ebenfalls auf Ghouila-
Houri (1962) [29] zuru¨ck. Sie besagt, dass ein Graph G = (V,E) genau dann eine transitive Orientie-
rung besitzt, wenn ein von G abgeleiteter Hilfsgraph GP3 bipartit ist. Der Hilfsgraph GP3 = (E,EP3)
3Die Beschreibung der Laufzeit von Algorithmen werden wir in Kapitel 2 na¨her betrachten.
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wird dabei folgendermaßen deﬁniert4: zwei Knoten ab, cd ∈ E sind in GP3 genau dann durch eine
Kante verbunden, wenn in G entweder b = c und âd /∈ E, oder a = d und b̂c /∈ E gilt. D.h. zwei
Knoten sind GP3 verbunden, wenn die Kanten, die sie repra¨sentieren in G einen gerichteten Weg der
Knotenla¨nge 3 bilden, dessen transitive Kante nicht in G enthalten ist. Insbesondere ist jede Kante
ab ∈ E mit ihrer Umkehrkante ba ∈ E in GP3 verbunden. In Abbildung 1.4 ist ein Beispiel fu¨r den
Graphen GP3 zu einem Graphen G = (V,E) gegeben.
Fu¨r GP3 gilt genau wie fu¨r den Γ-Graphen, dass die Zusammenhangskomponenten die Implikati-
onsklassen von G abbilden.
Satz 1.34 (Charakt. durch bipartiten Graphen) [29] Ein Graph G = (V,E) ist genau dann
ein Comparabilitygraph, wenn der Graph GP3 bipartit ist.
Mit Hilfe dieser Charakterisierung la¨sst sich ein Comparabilitygraph G = (V,E) in der Zeit
O (δ |E|) erkennen (siehe z.B. Bang-Jensen und Gutin [7]), wobei auch hier δ die maximale Valenz
in G bezeichnet.
1.3.4 Dreieckssehnen
Eine der bedeutensten Charakterisierungen von Comparabilitygraphen ﬁndet sich bei Gillmore und
Hoffman (1964) [30].
Ein nicht-einfacher Kreis K = x0, x1, . . . , xl−1, x0 der La¨nge l ≥ 4 in einem Graphen G = (V,E)
ist ein Kreis u¨ber die Knoten x0, . . . , xl = x0, in dem Knoten mehrfach vorkommen du¨rfen. D.h. es
wird nicht xi 6= xj fu¨r alle i, j = 0, . . . , l− 1 gefordert. Eine Kante xixi+2 ∈ E in einem solchen Kreis
heißt eine Dreieckssehne.
Fu¨r einen Comparabilitygraphen muss nun gelten, dass jeder ungerade Kreis mindestens eine
Dreieckssehne enthalten muss.
Satz 1.35 (Charakt. durch Dreieckssehnen) [30] Ein Graph G = (V,E) ist genau dann ein
Comparabilitygraph, wenn er keine (nicht-einfachen) Kreise ungerader La¨nge ohne Dreieckssehne
entha¨lt.
Der Graph G in Abbildung 1.4 entha¨lt einen solchen ungeraden Kreis K = a, b, c, d, c, e, f, e, b, a
ohne Dreieckssehne, und ist damit kein Comparabilitygraph.
Fu¨r eine unmittelbare Anwendung in einem Algorithmus zur Identiﬁzierung von Comparability-
graphen ist diese Charakterisierung nicht geeignet. Sie spielt jedoch bei der Beschreibung von Eigen-
schaften transitiver Orientierungen eine herausragende Rolle.
1.3.5 Verbotene Teilgraphen
Der folgende Ansatz von Gallai (1967) [27] bietet eine besonders aus theoretischer Sicht interessante
Einsicht. Es handelt sich hierbei um eine Charakterisierung von Comparabilitygraphen durch eine
endliche Liste von Graphenklassen, die ein Comparabilitygraph nicht enthalten darf.
Im Gegensatz zu allen anderen Alternativen zu der Echtheit von Implikationsklassen (Satz 1.31)
werden wir auf diese Mo¨glichkeit der Charakterisierung von Comparabiltiygraphen noch einmal zuru¨ck
kommen.
Wir bezeichnen die Menge der verbotenen Graphenklassen mit C = C1 + C2. Die Graphen aus
C1 sind in Abbildung 1.5 dargestellt, die Graphen aus C2 sind in Abbildung 1.6 und 1.7 durch ihre
Komplemente dargestellt. Der Graph G aus Abbildung 1.4 entspricht dem Komplement des Graphen
Ln fu¨r n = 1 aus Abbildung 1.6.
Satz 1.36 (Charakt. durch verbotene Teilgraphen) [27] Ein Graph G = (V,E) ist genau dann
ein Comparabilitygraph, wenn er keinen induzierten Teilgraphen isomorph zu einem Graphen aus der
Graphenfamilie C = C1 + C2 (Abbildungen 1.5, 1.6 und 1.7) entha¨lt.
Die Familie C der verbotenen Graphen entha¨lt gewissermaßen genau die kleinsten Graphen, die
keine Comparabilitygraphen sind. Wa¨hrend jeder Graph G aus C selber kein Comparabilitygraph ist,
ist jedoch jeder echte induzierte Teilgraph eines Graphen G aus C ein Comparabilitygraph.
4Bei Bang-Jensen und Gutin [7] findet sich fu¨r diesen Graphen die Bezeichnung Gqtd.
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Abbildung 1.5: Liste C - Teil 1: Die Graphen in C1 (Trotter [62])
Der besondere Charme dieser Charakterisierung liegt darin, dass er die Mo¨glichkeit ero¨ﬀnet, zum
Nachweis der Existenz von transitiven Orientierungen auf einer gegebenen Graphenstruktur, “nur” die
Graphen in der Liste C abzuarbeiten, und fu¨r jeden zu zeigen, dass er nicht als induzierter Teilgraph
fu¨r die gegebene Struktur in Frage kommen kann.
1.3.6 Partiell geordnete Mengen
Abschließend wollen wir uns noch kurz der Auﬀassung von Comparabilitygraphen als Darstellung von
partiellen Ordnungen widmen. Auf dieser Auﬀassung basiert der Begriﬀ Comparabilitygraph fu¨r einen
transitiv orientierbaren Graphen. Bei der Darstellung dieser Zusammenha¨nge orientieren wir uns an
Trotter (1992) [62]. Die Urspru¨nge der Theorie der geordneten Mengen gehen jedoch bereits auf
Dushnik und Miller (1941) [25] zuru¨ck.
Eine partiell geordnete Menge (partially ordered set, poset) P = (X,P ) besteht aus einer Grund-
menge X und einer reﬂexiven, antisymmetrischen, und transitiven Relation P ⊆ X×X . Eine Relation
P mit diesen Eigenschaften heißt partielle Ordnung oder Halbordnung. Gilt fu¨r zwei Punkte x, y ∈ X
einer partiell geordneten Menge P = (X,P ) entweder xPy oder yPx, so heißen sie vergleichbar (com-
parable). Andernfalls heißen sie unvergleichbar (incomparable).
Sind in einer partiellen Ordnung P alle Paare (x, y) vergleichbar, so nennt man P eine lineare oder
totale Ordnung auf X . Jede partielle Ordnung P kann als Durchschnitt von verschiedenen linearen
Ordnungen auf X dargestellt werden. Die minimale Anzahl der dazu notwendigen linearen Ordnungen
deﬁniert die Dimension von P .
Mit einer partiell geordneten Menge P = (X,P ) ko¨nnen wir nun einen Vergleichbarkeits- oder Com-
parabilitygraphen G (P ) =
(
X, Pˆ
)
= [P ] assoziieren, der zwei verschiedene Punkte x, y ∈ X genau
dann miteinander verbindet, wenn sie bezu¨glich P vergleichbar sind. Ein solcher Graph, der eine par-
tielle Ordnung abbildet, wird daher oft auch als PO-Graph bezeichnet. In G (P ) liefert P ⊆ Pˆ eine
transitive Orientierung.
Satz 1.37 (Charakt. durch partielle Ordnungen) ([62]) Ein Graph G = (V,E) ist genau dann
ein Comparabilitygraph, wenn es auf V eine partielle Ordnung P mit Pˆ = E gibt.
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Abbildung 1.6: Liste C - Teil 2: Die Komplemente der Graphen in C2 (Trotter [62])
Damit ko¨nnen wir einen Comparabilitygraphen G = (V,E) auch als Darstellung einer partiellen
Ordnung auﬀassen. Hat G mehrere verschiedene transitive Orientierungen, so entspricht jede dieser
Orientierungen einer anderen partiellen Ordnung auf der gleichen Grundmenge. Dabei induziert jede
dieser verschiedenen partiellen Ordnungen den gleichen Comparabilitygraphen.
1.4 Weitere Eigenschaften von Comparabilitygraphen
In den vorherigen Abschnitten haben wir bereits viele Eigenschaften von Comparabilitygraphen und
ihren transitiven Orientierungen kennen gelernt. In diesem Abschnitt wollen wir einige ausgewa¨hlte
spezielle Eigenschaften dieser Graphenklasse nennen, die fu¨r unsere Zwecke relevant sind.
Von besonders großer Bedeutung sind die Umsta¨nde, unter denen wir Knoten und Kanten aus
einem gegebenen Comparabilitygraphen so entfernen ko¨nnen, dass der verbleibende Teilgraph wieder
ein Comparabilitygraph ist (Abschnitt 1.4.1). Insbesondere die Resultate zum Entfernen von Kanten
bilden eine bedeutende Grundlage fu¨r die gesamte Arbeit.
Anschließend widmen wir uns kurz dem Konzept der modularen Dekomposition (Abschnitt 1.4.2),
das vor allem aus algorithmischer Sicht ein große Rolle bei der Betrachtung von Comparabilitygraphen
spielt. Danach wollen wir ein bekanntes asymptotisches Resultat zur Anzahl von transitiven Orientie-
rungen zitieren (Abschnitt 1.4.3), und darlegen, dass Comparabilitygraphen sowohl perfekte, als auch
superperfekte Graphen sind (Abschnitt 1.4.4).
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Abbildung 1.7: Liste C - Teil 2: Die Komplemente der Graphen in C2 (vervollsta¨ndigt) (Trotter [62])
1.4.1 Entfernen von Knoten und Kanten aus Comparabilitygraphen
Sei G = (V,E) ein Comparabilitygraph. Seien ferner v ∈ V ein Knoten und e ∈ E eine Kante aus G.
Die Frage, die wir uns nun stellen, lautet: Unter welchen Umsta¨nden sind die Graphen G − v bzw.
G− eˆ wieder Comparabilitygraphen?
Entfernen von Knoten
In Bezug auf das Entfernen von Knoten ist diese Frage schnell und einfach umfassend zu beantworten.
Entfernt man aus einer transitiven Orientierung T ∈ TG einen Knoten v und sa¨mtliche zu v inzidierende
Kanten, so ist die u¨brig bleibende Orientierung T − v nach wie vor eine transitive Orientierung auf
G− v (siehe hierzu beispielsweise Willenius (2000) [66]).
Satz 1.38 (induzierter Teilgraph) [24],([66]) Jeder induzierte Teilgraph eines Comparabilitygra-
phen ist ein Comparabilitygraph.
Diese Aussage folgt aus einem klassischen Theorem vonDillworth (1950) [24], und spiegelt wider,
dass Comparabilitygraphen zu der Klasse der perfekten Graphen geho¨ren. Auf diesen Begriﬀ gehen
wir im Abschnitt 1.4.4 noch na¨her ein.
Entfernen von Kanten aus transitiver Reduktion
Fu¨r Knoten eines Comparabilitygraphen gilt also, dass man sie in beliebiger Weise entfernen kann,
ohne die Eigenschaft der transitiven Orientierbarkeit zu verlieren. Fu¨r Kanten gilt das nicht. Entfernt
man beispielsweise aus einem Kreis der La¨nge 5 mit einer Dreieckssehne gerade diese Dreieckssehne,
so ist der verbleibende Graph G− eˆ kein Comparabilitygraph mehr.
Das bedeutet jedoch nicht, dass aus einem Comparabilitygraphen keinerlei Kanten entfernt werden
ko¨nnen. Im eben genannten Beispiel kann jede Kante außer der Dreieckssehne entfernt werden. Es gilt,
dass in jedem Comparabilitygraphen mindestens eine Kante existiert, die entfernt werden kann, ohne
die transitive Orientierbarkeit zu verletzen.
Satz 1.39 (Kante aus transitiver Reduktion) [66] Sei T ∈ TG eine transitive Orientierung auf
G = (V,E). Fu¨r eine Kante e ∈ T ist T − e genau dann eine transitive Orientierung auf G− eˆ, wenn
e eine nicht-transitive Kante in T ist, d.h. wenn e ∈ T r gilt.
Der Satz 1.39 besagt, dass zu einer gegebenen transitiven Orientierung T ∈ TG jede Kante aus
der transitiven Reduktion T r “gefahrlos” gelo¨scht werden kann. Er besagt nicht, dass diese Kanten
die einzigen Kanten sind, die aus G entfernt werden ko¨nnen, ohne die Eigenschaft der Comparabilita¨t
zu verlieren. Beispielsweise ko¨nnen auch solche Kanten entfernt werden, die zwar in T transitiv sind,
aber bezu¨glich T ′ ∈ TG zur transitiven Reduktion geho¨ren.
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Immer-transitive Kanten
Daru¨berhinaus triﬀt der Satz keine Aussage u¨ber Kanten, die in jeder transitiven Orientierung auf
einem Graphen transitiv sind. Eine Aussage u¨ber die Entfernbarkeit einer beliebigen Kante eˆ ∈ E aus
G = (V,E) ist bei Andresen (2005) [3] enthalten (siehe auch [4]).
Definition 1.40 (immer-transitive Kante) Sei G = (V,E) ein Comparabilitygraph, und sei TG =
{T1, . . . , Tk} die Menge seiner transitiven Orientierungen. Eine Kante eˆ ∈ E heißt immer-transitiv,
wenn jede Orientierung Ti (i = 1, . . . , k) entweder e oder e
−1 als transitive Kante entha¨lt. Es gilt dann{
e, e−1
}
∩ T ri = ∅ fu¨r alle i = 1, . . . , r.
In Abbildung 1.8 ist ein Graph G = (V,E) abgebildet, der eindeutig transitiv orientierbar ist. D.h.
er besitzt genau zwei echte Implikationsklassen I und I−1, die jeweils eine transitive Orientierung von
G liefern. In jeder dieser beiden Orientierungen ist die Kante eˆ = b̂c eine transitive Kante. Damit ist
eˆ eine Kante, die bezu¨glich keiner transitiven Orientierung von G zur transitiven Reduktion geho¨rt.
Dennoch ist der Graph G− eˆ ein Comparabilitygraph. Der Grund hierfu¨r ist, dass die Entfernung von
e = bc und e−1 = cb aus dem Γ-GraphenGΓ ihre jeweiligen Komponenten aufspaltet. Diese Teilmengen
der Implikationsklassen ko¨nnen sich im Graphen G − eˆ “gegeneinander verdrehen”. D.h. wir ko¨nnen
die Orientierung auf einer der beiden Teilmengen umkehren, und auf der anderen unvera¨ndert lassen.
In diesem Fall fu¨hrt das zu einer (eindeutigen) transitiven Orientierung auf G− eˆ.
Abbildung 1.8: Ein (primer) Comparabiltiygraph G mit einer Kante eˆ = b̂c, die entfernt werden
kann, obwohl eˆ bezu¨glich der (einzigen) eindeutigen transitiven Orientierung T ∈ TG nicht in der
transitiven Reduktion liegt. Die Entfernung von eˆ spaltet jede der beiden Implikationsklassen in zwei
Γ˙eˆ-Komponenten.
Γ˙-Relation und Γ˙-Komponenten
Zur Beschreibung dieser Teilmengen der Implikationsklassen fu¨hren wir eine neue Relation ein.
Definition 1.41 (Γ˙eˆ-Relation) Sei G = (V,E) ein Graph, und sei eˆ ∈ E eine Kante. Fu¨r zwei
Kanten ab, cd ∈ E ist die Γ˙-Relation bezu¨glich eˆ definiert durch
abΓ˙eˆcd ⇔ abΓcd und {ab, cd} ∩
{
e, e−1
}
= ∅.
D.h. zwei Kanten stehen genau dann in Γ˙eˆ-Relation zueinander, wenn sie in Γ-Relation zueinander
stehen, und keine der beteiligten Kante e oder e−1 ist. Als Anschauung ko¨nnen wir uns die Kanten
im Γ-Graphen zu einem Graphen G = (V,E) gefa¨rbt vorstellen. Zu jeder Γ-Relation in G geho¨rt eine
Kante in GΓ. Fa¨rben wir nun die Kanten, die eine Γ˙eˆ-Relation repra¨sentieren mit einer anderen Farbe,
als die Kanten, die “nur” eine Γ-Relation repra¨sentieren, so sind genau die Kanten in GΓ, die mit den
Knoten e und e−1 inzidieren, anders gefa¨rbt, als alle u¨brigen (siehe Abbildung 1.8). Fu¨r alle Kanten
aus den Farbklassen eines Graphen G = (V,E), die eˆ nicht enthalten ist die Γ˙eˆ-Relation identisch mit
der Γ-Relation.
An dieser Stelle betrachten wir die Γ˙-Relation bezu¨glich einer fest vorgegebenen Kante eˆ ∈ E.
Wir werden dieses Konzept der Γ˙M -Relation spa¨ter noch auf eine beliebige Kantenmenge M ⊆ E
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ausdehnen, und auf die Menge der “Schra¨gkanten” in einem Comparabilitygraphen zu einer Lo¨sung
eines Schedulingproblems anwenden.
Analog zur Γ-Relation ko¨nnen wir auch fu¨r die Γ˙-Relation die Begriﬀe Γ˙-Kette, Γ˙∗-Relation, Γ˙-
Nachbarschaft und Γ˙-verbunden deﬁnieren. Zwei Kanten eines Graphen G = (V,E) sind genau dann
Γ˙eˆ-verbunden, wenn es in G eine Γ-Kette zwischen diesen beiden Kanten gibt, die weder e noch e
−1
entha¨lt.
Der transitive Abschluss Γ˙∗ ist genau wie die Γ∗-Relation eine A¨quivalenzrelation. Die zugeho¨rigen
A¨quivalenzklassen nennen wir Γ˙-Komponenten.
Definition 1.42 (Γ˙eˆ-Komponente) Sei G = (V,E) ein Graph, und sei eˆ ∈ E eine Kante. Eine
Menge I˙ = I˙ (e′) =
{
e′′ ∈ E : e′Γ˙∗eˆe
′′
}
zu einer Kante e′ ∈ E nennen wir eine Γ˙-Komponente von G
bezu¨glich eˆ.
Ein zentraler Begriﬀ dieser Arbeit sind die sogenannten Planimplikationsklassen zu einem Plan,
die wir in Kapitel 4 kennen lernen werden. Diese Planimplikationsklassen sind nichts anderes, als die
Γ˙-Komponenten bezu¨glich der Schra¨gkantenmenge des Comparabilitygraphen zu einem Plan.
Da die Γ˙∗eˆ-Relation eine A¨quivalenzrelation ist, bilden die Γ˙eˆ-Komponenten eine Partition von E−eˆ.
Diese Zerlegung ist außerhalb der Farbklasse Iˆ (e) identisch mit der Zerlegung in Implikationsklassen.
Ob die Implikationsklasse I (e), die e entha¨lt, tatsa¨chlich in verschiedene Γ˙eˆ-Komponenten und e
zerfa¨llt, ha¨ngt von den konkreten Eigenschaften der Kante e ab. I (e) zerfa¨llt genau dann, wenn das
Entfernen des Knotens e im Γ-Graphen die entsprechende Zusammenhangskomponente dekomponiert.
Entfernen von beliebigen Kanten
Ist eˆ ∈ E nun eine immer-transitive Kante, und zerfa¨llt I (e) nicht in mindestens zwei verschiedene
Γ˙eˆ-Komponenten, dann ist G− eˆ kein Comparabilitygraph (Andresen [3]). Zerfa¨llt I (e) dagegen, so
ist G− eˆ genau dann kein Comparabilitygraph, wenn es ein Paar von Kanten in I (e) gibt, die fu¨r die
Immer-Transitivita¨t von eˆ verantwortlich sind, aber in einer gemeinsamen Γ˙-Komponente bezu¨glich eˆ
liegen.
Satz 1.43 (Entfernen einer Kante) [3] Sei G = (V,E) ein Comparabilitygraph, und sei e = ab ∈
E eine Kante. Der Graph G− eˆ ist genau dann kein Comparabilitygraph, wenn in G eine der beiden
folgenden Konstellationen existiert:
(i) ∃ ein Knoten x ∈ V mit ax, xb ∈ I (e), und ax und xb liegen in einer gemeinsamen Γ˙eˆ-
Komponente;
(ii) ∃ zwei Knoten y, z ∈ V mit yb, zb ∈ I (e) = I1, za, ay, zy ∈ I2 mit Iˆ2 6= Iˆ1, und yb und zb liegen
in einer gemeinsamen Γ˙eˆ-Komponente.
Abbildung 1.9: Eine immer-transitive Kante ab ist transitiv innerhalb ihrer Implikationsklasse I (e)
(links), oder sie erfu¨llt zusammen mit einer zweiten Implikationsklasse die Konstellation (∗) (rechts).
Der Satz 1.43 entha¨lt die Aussage von Satz 1.39 als Spezialfall. In [3] wird gezeigt, dass eine Kante
âb ∈ E genau dann immer-transitiv ist, wenn sie eine der beiden Konstellationen aus Abbildung 1.9
erfu¨llt. Insbesondere gibt es zu jeder immer-transitiven Kante, die nicht in ihrer eigenen Farbklasse
transitiv ist, eine Menge von genau zwei verschiedenen Farbklassen, die fu¨r die Transitivita¨t dieser
Kante verantwortlich sind.
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Satz 1.44 (immer-transitive Kanten) [3] Sei G = (V,E) ein Comparabilitygraph. Eine Kante
âb ∈ E ist genau dann immer-transitiv, wenn ein Knoten x ∈ V mit ax, xb ∈ I (ab) existiert, oder
wenn zwei Knoten y, z ∈ V mit yb, zb ∈ I (ab) = I1 und za, ay, zy ∈ I2 mit Iˆ2 6= Iˆ1 existieren.
Entfernen von Kantenmengen
Die Frage der transitiven Orientierbarkeit nach dem Entfernen einer einzelnen Kante aus einen Com-
parabilitygraphen ist damit umfassend gekla¨rt. Leider ist dieser Ansatz nicht auf die gleichzeitige
Entfernung mehrerer Kanten erweiterbar. Eine Kantenmenge ist nicht notwendigerweise entfernbar,
wenn jede ihrer Kanten einzeln entfernbar ist. Ein Beispiel hierzu ist ein Kreis der La¨nge 5 mit 2 (be-
liebigen) Dreieckssehnen. Dieser Graph ist transitiv orientierbar. Die Orientierung ist dabei eindeutig,
wenn die beiden Dreieckssehnen einen gemeinsamen Knoten haben. Das Entfernen jeder einzelnen
Dreieckssehne fu¨hrt nach Satz 1.35 zu einem Comparabilitygraphen. Werden jedoch beide Dreiecks-
sehnen simultan entfernt, so ist der verbleibende ungerade Kreis kein Comparabilitygraph mehr.
Es gibt jedoch einige spezielle Kantenmengen, die problemlos entfernt werden ko¨nnen. Nach Go-
lumbic’s Struktursatz (Satz 1.21) ko¨nnen Multiplizes aus einem Comparabilitygraphen entfernt wer-
den, ohne eine gegebene transitive Orientierung zu vera¨ndern. Golumbic (1977a) [31] zeigte ferner,
dass daru¨berhinaus auch einzelne Farbklassen gefahrlos entfernt werden ko¨nnen.
Satz 1.45 (Entfernen von Farbklassen) [31] Sei A eine Implikationsklasse eines Graphen G =
(V,E), und sei D eine Implikationsklasse von E − Aˆ. Dann gilt eine der beiden folgenden Aussagen:
(i) D ist eine Implikationsklasse in G, und A ist eine Implikationsklasse von E − Dˆ.
(ii) D = B + C, wobei B und C Implikationsklassen von G sind, und G entha¨lt ein Dreieck mit
Kanten aus den Implikationsklassen A, B und C.
Bemerkung 1.46 (Entfernen von Farbklassen) Satz 1.45 besagt insbesondere, dass D eine echte
Implikationsklasse ist, wenn G ein Comparabiltiygraph ist.
1.4.2 Modulare Dekomposition
In dieser Arbeit wollen wir transitive Orientierungen und Comparabilitygraphen grundsa¨tzlich als aus
Implikationsklassen zusammengesetzte Kantenmengen beschreiben. Man kann Comparabilitygraphen
jedoch auch mit Hilfe von Knotenmengen algorithmisch beschreiben. Der zentrale Begriﬀ in diesem
Zusammenhang ist der eines Moduls in einem Graphen G = (V,E).
Basierend auf einem Struktursatz von Gallai (1967) [27] la¨sst sich die Knotenmenge eines Gra-
phen G = (V,E) rekursiv so partitionieren, dass mit Hilfe dieser Partition eine azyklische Orientierung
von G bestimmt werden kann, die transitiv ist, falls G ein Comparabilitygraph ist. Diese modulare
Dekomposition ermo¨glicht das Finden einer transitiven Orientierung eines Comparabilitygraphen in
linearer Zeit (siehe Kapitel 2). Daher ist dieses Konzept aus algorithmischer Sicht von großer Bedeu-
tung.
Wir werden diesen Ansatz hier nur kurz skizzieren, und den Zusammenhang zwischen Modulen
und Implikationsklassen herstellen.
Definition 1.47 (Modul) Sei G = (V,E) ein Graph. Eine nichtleere Teilmenge X ⊆ V von Knoten
heißt Modul, wenn fu¨r alle v ∈ V − X gilt, dass v entweder zu allen x ∈ X adjazent ist, oder zu
keinem.
Definition 1.48 (starkes Modul) Zwei Module X und Y u¨berlappen, falls X ∩ Y 6= ∅ und weder
X ⊆ Y noch Y ⊆ X gilt. Ein Modul, das kein anderes u¨berlappt ist ein starkes Modul.
Definition 1.49 (quasimaximales Modul) Ein starkes Modul X in einem Graphen G = (V,E)
heißt quasimaximal (stark), wenn X ( V gilt und kein starkes Modul Y mit X ( Y ( V existiert.
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Struktursatz von Gallai
Der Zusammenhang zwischen Modulen und transitiven Orientierungen ist durch den folgenden Struk-
tursatz von Gallai (1967) [27] gegeben.
Satz 1.50 (Gallai’s Struktursatz) [27] Sei G = (V,E) ein Graph.
(i) Ist G nicht zusammenha¨nged und sind G1, . . . , Gq die Zusammenhangskomponenten von G, so
sind die Farbklassen von G1, . . . , Gq die Farbklassen von G. Es sei Xi = V (Gi), i = 1, . . . , q
und P = {X1, . . . , Xq}.
(ii) Ist das Komplement Gc nicht zusammenha¨ngend, (dann ist G zusammenha¨ngend) und sind
Gc1, . . . , G
c
q die Komponenten von G
c mit Knotenmengen Xi = V (G
c
i ), i = 1, . . . , q, so gilt fu¨r
jedes Indexpaar 1 ≤ i < j ≤ q, dass jeder Knoten von Xi zu jedem Knoten von Xj adjazent
ist. Diese Kanten zwischen Xi und Xj bilden eine Farbklasse Iˆij . Die von den Iˆij verschiedenen
Farbklassen von G sind die Farbklassen der Graphen Gi. Wiederum sei P = {X1, . . . , Xq}.
(iii) Sind G und Gc zusammenha¨ngend, so existiert eine eindeutige Partition P = {X1, . . . , Xq} von
V mit folgenden Eigenschaften:
(a) Gibt es fu¨r ein Indexpaar 1 ≤ i < j ≤ q eine Kante von Xi nach Xj, so ist jeder Knoten
von Xi adjazent zu jedem Knoten von Xj.
(b) Sa¨mtliche Kanten von G, die verschiedene Mengen Xi verbinden, bilden eine einzige Farb-
klasse Iˆ. Jeder Knoten von G ist zu mindestens einer Kante in Iˆ inzident.
(c) Die von Iˆ verschiedenen Farbklassen von G sind die Farbklassen der Graphen Gi = GXi
(i = 1, . . . , q).
(d) P ist keine Verfeinerung einer anderen Partitionierung von V , die obige Eigenschaften
besitzt.
Die Partition P = {X1, . . . , Xq} heißt kanonische Partition. Die Knotenmengen Xi (i = 1, . . . , q)
der kanonischen Partition sind die quasimaximalen starken Module von G.
Module und Implikationsklassen
Wir wollen auf diesen fundamentalen Satz an dieser Stelle nicht na¨her eingehen. Wir greifen lediglich
zwei darin enthaltene Aussagen heraus, um eine Verbindung zwischen Modulen und Implikationsklas-
sen herstellen zu ko¨nnen.
Lemma 1.51 (Kanten zwischen Modulen) [27] Seien X und Y zwei disjunkte Module eines
Graphen G = (V,E). Dann ist entweder jedes Element von X zu jedem Element von Y adjazent
oder es ist kein Element von X zu einem Element von Y adjazent. Existieren Kanten zwischen X und
Y , dann liegen alle Kanten von X nach Y in einer Implikationsklasse.
Satz 1.52 (Farbklassen und Module) [27] Sei Iˆ ∈ FG eine Farbklasse eines Graphen G =
(V,E). Dann ist die Menge der Knoten von Iˆ ein Modul von G. Ist umgekehrt X ein Modul von
G, dessen induzierte Kantenmenge eine Kante aus Iˆ entha¨lt, so liegen alle Kanten aus Iˆ in E (X).
Nach Satz 1.52 ko¨nnen wir eine Implikationsklasse eines Graphen G = (V,E) eindeutig mit einem
Modul X ⊆ V verknu¨pfen. Die Umkehrung gilt genau dann, wenn X ein starkes Modul ist.
Bei der modularen Dekomposition handelt es sich um eine rekursive Zerlegung der Knotenmen-
ge V eines Graphen G = (V,E) nach Satz 1.50 (Gallai’s Struktursatz). Siehe hierzu beispielweise
McConnell und Spinrad (1999) [50] oder (2000) [51].
1.4.3 Fast alle Comparabilitygraphen sind prim
Ein primer Comparabilitygraph G = (V,E) ist ein eindeutig transitiv orientierbarer Graph (siehe
Abschnitt 1.2.1). “Eindeutig” bedeutet, dass es keine zwei verschiedenen transitiven Orientierungen
auf G gibt. Alle Kanten aus E liegen in einer Farbklasse Iˆ, und jede Implikationsklasse I und I−1
liefert eine transitive Orientierung vonG, TG =
{
I, I−1
}
= IG.Mo¨hring (1984) [53] zeigte, dass “fast
alle” Comparabilitygraphen eindeutig orientierbar sind. Wir wollen diese Aussage in diesem Abschnitt
kurz erla¨utern, um in einem spa¨teren Kapitel darauf Bezug nehmen zu ko¨nnen.
32 KAPITEL 1. GRAPHEN UND COMPARABILITYGRAPHEN
UPO-Graphen
In der Interpretation vonG als PO-GraphenG (P ) zur partiellen Ordnung P = (V, P ) (siehe Abschnitt
1.3.6) bedeutet die Eindeutigkeit der transitiven Orientierung, dass aus G (P ) = G (Q) entweder P =
Q oder P = Q−1 folgt. D.h. außer der Umkehrung von P gibt es keine andere partielle Ordnung Q auf
V , die denselben PO-Graphen induziert. Man nennt daher prime Comparabilitygraphen auch UPO-
Graphen (uniquely parially orderable). Von Aigner und Prins (1971) [2] stammen die folgenden
Aussagen zu UPO-Graphen.
Satz 1.53 (Charakt. von UPO-Graphen) [2] Ein Comparabilitygraph G = (V,E) ist genau
dann prim (UPO), wenn er ho¨chstens eine nichttriviale Komponente hat, und es keine Partition
L1 + L2 = E gibt, mit
âb ∈ L1, b̂c ∈ L2 ⇒ âc ∈ E.
Folgerung 1.54 (dreiecksfreie PO-Graphen) [2] Sei G = (V,E) ein zusammenha¨ngender
Graph, der keine Dreiecke entha¨lt. Dann ist G genau dann eindeutig transitiv orientierbar, wenn
er ein Comparabilitygraph ist.
Satz 1.55 (hinreichende Bed. fu¨r UPO) [2] Sei G = (V,E) ein Comparabilitygraph, dessen
Komplement zusammenha¨ngend ist und keinen K1,3 als induzierten Teilgraphen entha¨lt. Dann ist
G eindeutig transitiv orientierbar.
UPO-Graphen und PO-Graphen
Die Aussage, dass “fast alle” Comparabilitygraphen eindeutig transitiv orientierbar sind, ist folgen-
dermaßen zu verstehen. Sei G (n) die Anzahl der Comparabilitygraphen, die auf n Knoten existieren,
und G (n,UPO) die Anzahl dieser Comparabilitygraphen, die eindeutig orientierbar sind. Dann meint
die eindeutige Orientierbarkeit “fast aller” Comparabilitygraphen, dass der Anteil der primen Compa-
rabilitygraphen an allen Comparabilitygraphen auf n Knoten mit wachsendem n gegen 1 konvergiert.
Satz 1.56 (PO-Graphen, asymptotisch) [53] Fast alle Comparabilitygraphen sind prim, d.h.
lim
n→∞
G (n,UPO)
G (n)
= 1.
Satz 1.56 besagt also, dass unter allen Comparabilitygraphen auf n Knoten mit wachsendem n
ein immer gro¨ßer werdender Anteil davon eindeutig orientierbar ist. Damit la¨sst sich jedoch keine
Aussage u¨ber Teilklassen von Comparabilitygraphen treﬀen. Insbesondere folgt fu¨r die Klasse der
sogenannten H-Comparabilitygraphen, die wir in Kapitel 3 zur Beschreibung von Lo¨sungen von Open-
Shop Scheduling Problemen kennen lernen werden, nicht, dass fu¨r wachsende Anzahl der Knoten der
Anteil der eindeutig orientierbaren Graphen zunimmt.
Aus Satz 1.56 folgt nicht unbedingt, dass bei beliebiger Wahl einer bestimmten Klasse von Com-
parabilitygraphen G = (V,E) auf n Knoten die erwartete Anzahl von transitiven Orientierungen von
G mit wachsendem n sinkt. In Abschnitt 1.2.8 haben wir gesehen, dass die Anzahl von transitiven
Orientierungen sehr schnell mit der Anzahl der Farbklassen anwa¨chst. Und da die mo¨gliche Anzahl
der Farbklassen mit der Anzahl der Knoten wa¨chst, ist es denkbar, dass mit wachsendem n zwar
ein immer kleinerer Anteil von Comparabilitygraphen verschiedene transitive Orientierungen besitzt,
dieser jedoch in der Summe immer mehr Orientierungen repra¨sentiert. Aus diesem Grunde ist große
Vorsicht bei der Interpretation von Satz 1.56 geboten.
1.4.4 Perfektheit und Superperfektheit
Zum Abschluss dieses Kapitels wollen wir noch kurz die Zusammenha¨nge zwischen perfekten, super-
perfekten und transitiv orientierbaren Graphen erla¨utern. Auf die herausragende Rolle, die perfekte
Graphen in vielen anderen Zusammenha¨ngen spielen, ko¨nnen wir dabei nicht na¨her eingehen.
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Cliquenzahl und chromatische Zahl
Der Begriﬀ der perfekten Graphen geht auf Berge (1961) [8] zuru¨ck. Sie sind deﬁniert als Graphen, bei
denen die Cliquenzahl und die chromatische Zahl fu¨r jeden induzierten Teilgraphen u¨bereinstimmen.
Wir kennen bereits den Begriﬀ Clique als vollsta¨ndigen Teilgraphen eines Graphen G = (V,E). Die
Cliquenzahl ω (G) von G beschreibt nun die Anzahl der Knoten in einer gro¨ßten Clique in G. Die
chromatische Zahl oder Fa¨rbungszahl χ (G) eines Graphen ist die kleinste Anzahl von Farben in einer
Knotenfa¨rbung auf G. Eine Knotenfa¨rbung eines Graphen G = (V,E) ist eine Abbildung f : V →
{1, . . . , k} der Knoten in eine Menge {1, . . . , k} von Farben mit der Eigenschaft, dass benachbarte
Knoten verschiedene Farben besitzen, f (v) 6= f (w) fu¨r alle v̂w ∈ E.
In jeder Fa¨rbung eines Graphen G = (V,E) muss jeder Knoten in einer Clique mit einer anderen
Farben gefa¨rbt sein. Daher gilt fu¨r jeden Graphen, dass die chromatische Zahl mindestens so groß wie
die Gro¨ße einer maximalen Clique ist, χ (G) ≥ ω (G).
Definition 1.57 (perfekter Graph) Ein Graph G = (V,E) heißt perfekt, wenn χ (GA) = ω (GA)
fu¨r jeden induzierten Teilgraphen A ⊆ V gilt.
Berge-Graphen
Bereits Claude Berge vermutete, dass ein Graph genau dann perfekt ist, wenn weder er selbst, noch sein
Komplement einen induzierten Kreis ungerader La¨nge ≥ 5 entha¨lt. Graphen, die diese Eigenschaft
erfu¨llen, werden Berge-Graphen genannt. Die Vermutung, dass ein Graph genau dann perfekt ist,
wenn er ein Berge-Graph ist, wurde bekannt als die starke Perfekte-Graphen-Vermutung. Sie wurde
inzwischen bewiesen (siehe Chudnovsky et al. (2005) [21]), und wird nun als starkes Perfekte-
Graphen-Theorem zitiert. Eine Folgerung aus dem starken Perfekte-Graphen-Theorem ist, dass ein
Graph genau dann perfekt ist, wenn sein Komplement perfekt ist. Diese Aussage wurde bis zu ihrem
Beweis durch Fulkerson (1971) [26] und Lova´sz (1972) [47] schwache Perfekte-Graphen-Vermutung
genannt, und wird nun als schwaches Perfekte-Graphen-Theorem bezeichnet.
Satz 1.58 (schwaches Perfekte-Graphen-Theorem) [47] Ein Graph G = (V,E) ist genau dann
perfekt, wenn sein Komplement Gc perfekt ist.
Satz 1.59 (starkes Perfekte-Graphen-Theorem) [21] Ein Graph G = (V,E) ist genau dann
perfekt, wenn weder er selbst, noch sein Komplement Gc einen ungeraden Kreis ≥ 5 als induzierten
Teilgraphen entha¨lt.
Außer durch die Gleichheit der chromatischen Zahl χ (GA) mit der Cliquenzahl ω (GA) fu¨r je-
den induzierten Teilgraphen A ⊆ V ko¨nnen perfekte Graphen auch noch durch eine Reihe anderer
Eigenschaften charakterisiert werden. Darauf wollen wir hier nicht na¨her eingehen (siehe hierzu bei-
spielsweise Golumbic [33],[34]).
Comparabilitygraphen und Perfektheit
Die Klasse der perfekten Graphen umfasst eine große Zahl von Graphenklassen. BeiHougardy (2006)
[38] ﬁndet man eine U¨bersicht u¨ber 120 dieser Graphenklassen und ihre Beziehungen untereinander.
Das Information System on Graph Class Inclusions [39] bietet eine Online-U¨bersicht u¨ber minimale
Ober- und maximale Unterklassen von mehr als 1.000 verschiedenen Graphenklassen. Eine der ersten
Graphenklassen, deren Perfektheit gezeigt werden konnte, war die Klasse der Comparabilitygraphen.
Sie folgt bereits aus einem klassischen Theorem von Dillworth (1950) [24].
Satz 1.60 (Perfektheit) [24] Comparabilitygraphen sind perfekt.
Fu¨r Comparabilitygraphen ist der Nachweis der Perfektheit sehr anschaulich. Sei T ∈ TG eine
transitive Orientierung eines Comparabilitygraphen G = (V,E). Wir bestimmen die dazugeho¨rige
partielle Ordnung P = P (T ) der Knoten, und fa¨rben die Knoten mit den entsprechenden Elementen
aus P . Als Darstellung von P ko¨nnen wir beispielsweise die Ra¨nge der Knoten bezu¨glich T bestimmen.
Benachbarte Knoten ko¨nnen nicht den gleichen Rang haben, da sie bezu¨glich P vergleichbar sind—
d.h. einer der beiden Knoten ist “kleiner” als der andere. (In T muss ein Knoten ein Vorga¨nger des
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anderen sein.) Damit ist durch P eine Fa¨rbung von G mit den Farben {1, . . . , rmax} gegeben. Da jeder
Weg in einer transitiven Orientierung zu einer Clique in G geho¨rt, gilt insbesondere rmax = ω (G),
und damit rmax ≤ χ (G). Da P jedoch eine zula¨ssige Fa¨rbung von G ist, gilt rmax = χ (G) = ω (G).
Mit Satz 1.38 la¨sst sich diese Argumentation nun auf jeden induzierten Teilgraph von G u¨bertragen.
Gewichtete Cliquenzahl und Intervall-Fa¨rbungszahl
Eine weitere Teilklasse der perfekten Graphen ist die Klasse der superperfekten Graphen. Wa¨hrend
perfekte Graphen durch “einfache” Knotenfa¨rbungen und Cliquen deﬁniert sind, werden bei der Be-
trachtung superperfekter Graphen gewichtete Varianten beider Begriﬀe herangezogen.
Sei G = (V,E) ein Graph, und sei durch w : V → N eine nichtnegative Gewichtung der Knoten
gegeben. Bei einer Intervall-Fa¨rbung fw : V → P ({1, . . . , k}) auf G wird jedem Knoten v ∈ V eine
Menge von w (v) aufeinanderfolgenden Farben so zugeordnet, dass jeweils benachbarte Knoten keine
gemeinsame Farbe erhalten. Es gilt also |fw (v)| = w (v) und fw (v)∩ fw (w) = ∅ fu¨r alle v, w ∈ V mit
v̂w ∈ E. Die Intervall-Fa¨rbungszahl χw (G) von G gibt die kleinste Gesamtzahl von Farben an, die
bei einer Intervall-Fa¨rbung bezu¨glich w notwendig sind.
Die gewichtete Cliquenzahl ωw (G) eines Graphen G = (V,E) mit einer nichtnegativen Gewichtung
w der Knoten, ist gegeben durch das gro¨ßte Gewicht einer Clique in G. Trivialerweise muss in einer
Intervall-Fa¨rbung die Anzahl der Farben fu¨r jede Clique mindestens so groß wie das Gewicht der
Clique sein. Damit gilt insbesondere χw (G) ≥ ωw (G). In Anlehnung an die Deﬁnition von perfekten
Graphen, heißt ein Graph superperfekt, wenn in dieser Relation die Gleichheit gilt.
Definition 1.61 (superperfekter Graph) Ein Graph G = (V,E) heißt superperfekt, wenn fu¨r
jede nichtnegative Gewichtung w der Knoten χw (GA) = ωw (GA) fu¨r jeden induzierten Teilgraphen
A ⊆ V gilt.
Comparabilitygraphen und Superperfektheit
Klar ist, dass jeder superperfekte Graph auch perfekt ist. Die Deﬁnitionen der Begriﬀe Intervall-
Fa¨rbung und Fa¨rbung stimmen u¨berein, falls die Gewichtung w (v) = 1 fu¨r alle v ∈ V gewa¨hlt wird.
Weniger oﬀensichtlich ist, dass fu¨r Comparabilitygraphen auch die Umkehrung dieser Aussage gilt.
Satz 1.62 (Superperfektheit) [39] Comparabilitygraphen sind superperfekt.
Die Idee fu¨r einen Beweis dieser Aussage werden wir im Abschnitt 3.3.3 skizzieren. Nach [39]
sind Comparabilitygraphen sogar eine maximale Teilklasse in der Klasse der superperfekten Graphen.
D.h., dass es keine Klasse von superperfekten Graphen gibt, die die Klasse der Comparabilitygraphen
vollsta¨ndig entha¨lt.
Wa¨hrend das Problem der Erkennung von superperfekten Graphen aus komplexita¨ts-
theoretischer Sicht noch ungelo¨st ist, ko¨nnen perfekte Graphen in polynomieller Zeit erkannt wer-
den (Chudnovsky et al. (2005) [20]).
Damit beenden wir das Kapitel zu den graphentheoretischen Grundlagen dieser Arbeit. Die zentra-
len Begriﬀe “transitive Orientierung” und “Comparabilitygraphen” bleiben auch im weiteren Verlauf
dieser Arbeit von entscheidender Bedeutung. Im folgenden Kapitel wollen wir eine kleine Einfu¨hrung
in die Komplexita¨tstheorie geben.
Kapitel 2
Komplexita¨tstheoretische
Grundlagen
Die Komplexita¨tstheorie versucht, den Rechenaufwand von Algorithmen zu quantiﬁzieren, und damit
Aussagen u¨ber die relative Schwierigkeit von verschiedenen Problemen zu ermo¨glichen. Betrachtet
werden dabei sowohl die beno¨tigte Rechenzeit, als auch der beno¨tigte Speicherbedarf. Wir beschra¨nken
uns hier ausschließlich auf den Aspekt der Zeitkomplexita¨t von Algorithmen und Problemen.
Nach einer kurzen Einfu¨hrung in einige grundlegende Begriﬄichkeiten (Abschnitt 2.1), fu¨hren
wir nacheinander die Komplexita¨tsklassen P und NP (Abschnitt 2.2), NP-complete (Abschnitt 2.3),
sowie co-NP und NP-incomplete (Abschntt 2.4) ein und setzen sie in Beziehung zueinander. Zuletzt
betrachten wir noch eine Reihe weniger bekannte Komplexita¨tsklassen innerhalb von NP ∪ co-NP
(Abschnitt 2.5).
Fu¨r eine detailliertere Darstellung der Zusammenha¨nge zwischen diesen Komplexita¨tsklassen sei auf
Wegener (2003) [65] verwiesen. Dort werden auch weitere Klassen oberhalb von NP und co-NP
betrachtet (polynomielle Hierarchie). Eine Einfu¨hrung in Strukturen innerhalb von P, sowie in Kom-
plexita¨tsklassen, die in Abha¨ngigkeit vom notwendigen Speicherplatz deﬁniert sind, ﬁndet sich bei-
spielsweise bei Reischuk (1999) [58].
2.1 Die Zeitkomplexita¨t von Algorithmen und Problemen
Als Maß fu¨r die Rechenzeit eines Verfahrens wird u¨blicherweise die maximale Rechenzeit bezu¨glich
eines einheitlichen Kostenmaßes in Abha¨ngigkeit von der Eingabela¨nge benutzt. Als Kostenmaß wird
dabei die Anzahl der elementaren Rechenschritte verwendet. Zu diesen geho¨ren dabei u. a. die Grund-
rechenarten, Vergleiche, oder die Auswahl von Elementen. Es wird unterstellt, dass jeder dieser elemen-
taren Rechenschritte unabha¨ngig von den technischen Gegebenheiten der benutzten Rechenmaschine
dieselbe Zeit beno¨tigt. Um die Rechenzeit eines Algorithmusses zu bestimmen, wird dann die maximale
Anzahl der elementaren Rechenschritte geza¨hlt. Diese Anzahl wa¨chst monoton mit der Eingabela¨nge
des vorliegenden Problems. Diese Eingabela¨nge umfasst einen oder auch mehrere Parameter, die die
“Gro¨ße” einer bestimmten Probleminstanz beschreiben
Die O-Notation
Da sich die Anzahl der elementaren Rechenoperationen nur sehr selten exakt bestimmen la¨sst, wird
die Rechenzeit durch obere und untere Schranken beschrieben. Fu¨r diese Beschreibungen hat sich die
O-Notation bewa¨hrt, bei der die maximale Anzahl der Rechenschritte eines Verfahrens g (n) : N→ N
auf den Bestandteil der Funktion g (n) reduziert wird, der das asymptotische Wachstum von g (n)
fu¨r große Eingabela¨ngen n beschreibt. Das Landausche Symbol O (f (n)) beschreibt die Menge aller
Funktionen g (n), fu¨r die eine Konstante c > 0 existiert, so dass g (n) ≤ c · f (n) fu¨r alle n ≥ n0 gilt,
O (f (n)) = {g (n) : ∃ c > 0 : g (n) ≤ c · f (n) ∀ n ≥ n0} .
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Ein Algorithmus mit einem Rechenaufwand g (n) ∈ O (f (n)) hat die Zeitkomplexita¨t O (f (n)). Man
sagt auch, der Algorithmus beno¨tigt die (Lauf-) Zeit O (f (n)) oder er hat den Aufwand O (f (n)).
Die Anzahl der Rechenschritte g (n) wa¨chst dann asymptotisch nicht schneller als f (n), wobei von
konstanten Faktoren abstrahiert wird. Ist f (n) ein Polynom in n, so sagen wir, der Algorithmus hat
eine polynomielle Laufzeit. Das Problem, dass er lo¨st, ist damit polynomiell lo¨sbar.
Obwohl durch O (f) eine Menge von Funktionen beschrieben wird, wird die Zugeho¨rigkeit von
g zu O (f) ha¨uﬁg durch “g = O (f)” ausgedru¨ckt. Diese Schreibweise ist formal nicht korrekt, aber
u¨blich. Ebenso u¨blich ist es auch, diese Schreibweise auf Inklusionsbeziehungen zwischen verschieden
O-Mengen zu erweitern. So schreibt man etwa n2 + n = O
(
n2
)
= O
(
n3
)
, und meint damit n2 + n ∈
O
(
n2
)
, sowie n2 ∈ O
(
n3
)
, bzw. O
(
n2
)
⊆ O
(
n3
)
.
Die Zeitkomplexita¨t eines Problems
Hat ein Algorithmus zur Lo¨sung eines gegebenen Problems A eine Zeitkomplexita¨t von O (f (n)), so
la¨sst das—unter Beru¨cksichtigung der vorhandenen Rechenleistung—Ru¨ckschlu¨sse auf die Rechenzeit
zur Lo¨sung einer konkreten Probleminstanz von A zu. Damit lassen sich verschiedene Algorithmen zur
Lo¨sung von A hinsichtlich ihres Aufwandes vergleichen. Die Schwierigkeit des Problems selber la¨sst
sich so nur bedingt einscha¨tzen. Klar ist lediglich, dass das Problem A ho¨chstens eine Zeitkomplexita¨t
von O (f (n)) hat. Damit ist A ho¨chstens f (n)-schwierig und mindestens f (n)-leicht .
Ein schnellster Algorithmus zur Lo¨sung eines Problems heißt effizient . Die Zeitkomplexita¨t ei-
nes Problems A wird bestimmt durch die Zeitkomplexita¨t eines eﬃzienten Algorithmusses zu dessen
Lo¨sung. Hat dieser einen Aufwand von O (f (n)), so sagt man, A ist in der Zeit O (f (n)) lo¨sbar.
Probleme und Probleminstanzen
Sorgfa¨ltig auseinanderhalten mu¨ssen wir in diesem Zusammenhang die Begriﬀe Problem und Proble-
minstanz. Wa¨hrend ein Problem eine allgemeine Beschreibung der Eingabeparameter zu einer Fra-
gestellung bezeichnet, ist unter einer Instanz dieses Problems eine konkrete Auspra¨gung dieser Ein-
gabeparameter zu verstehen. Betrachten wir zur Anschauung der Begriﬀe beispielsweise das folgende
Problem.
Problem COMPARABILTIY: Gegeben sei ein Graph G = (V,E). Ist G ein Compa-
rabilitygraph?
Eine Instanz dieses Problems ist ein konkreter Graph G = (V,E), der auf seine transitive Orien-
tierbarkeit u¨berpru¨ft werden soll.
Die Zeitkomplexita¨t von COMPARABILITY
In Abschnitt 1.3 haben wir unterschiedliche Methoden zur Indentiﬁzierung von Comparabilitygraphen
betrachtet, die zu verschieden Algorithmen zur Lo¨sung des Problems COMPARABILITY fu¨hren.
Bestimmt man z.B. in G die Implikationsklassen, und testet diese auf Echtheit, so la¨sst sich in der
Zeit O (δ |E|) u¨berpru¨fen, ob G ein Comparabilitygraph ist, oder nicht (Golumbic (1977) [31], [32]).
Mit δ ist dabei die Maximalvalenz in G bezeichnet. Da ein Knoten v ∈ V maximal |V | − 1 Nachbarn
haben kann, ist δ nach oben durch |V | beschra¨nkt. Damit gilt O (δ |E|) = O (|V | |E|). Bestimmt
man alternativ den Graphen GP3 zu G, und testet diesen auf Bipartitheit, so la¨sst sich die transitive
Orientierbarkeit von G ebenfalls in O (δ |E|) veriﬁzieren.
Schneller la¨sst sich das Problem COMPARABILITY jedoch durch die Verwendung der modula-
ren Dekomposition lo¨sen. Die ersten linearen Algorithmen zur Erkennung von Comparabilitygraphen
stammen von McConnell und Sprinrad (1994) [49],[50] und Cournier und Habib (1994) [23].
Vorgestellt wurde dort jeweils ein Algorithmus mit einer Laufzeit O ((|V |+ |E|) log |V |).
BeiMcConnell und Sprinrad (2000) [51] wird ein Algorithmus mit einer Laufzeit von O(|V |+
|E| log (|V |)) vorgestellt, der eine azyklische Orientierung bestimmt, die transitiv ist, falls G ein Com-
parabilitygraph ist. Eine Implementierung dieses Verfahrens mit der angegebenen Laufzeit ﬁndet sich
bei Mo¨rig (2006) [54]. Dieser Algorithmus lo¨st damit nicht das Problem COMPARABILITY. Er
liefert jedoch eine Lo¨sung fu¨r das Problem TRANSITIVE ORIENTATION, bei dem nicht nach der
Existenz einer transitiven Orientierung gefragt wird, sondern eine transitive Orientierung auf einem
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Comparabilitygraphen gesucht ist. Bei McConnell und Montgolfier (2005) [48] ﬁndet sich fu¨r
dieses Problem ein noch schnellerer Algorithmus mit einer Laufzeit O (|V |+ |E|).
2.2 Die Komplexita¨tsklassen P und NP
Algorithmen mit polynomiellem Aufwand sind fu¨r praktische Anwendungen von besonderer Bedeu-
tung. Die damit lo¨sbaren Probleme ko¨nnen exakt gelo¨st werden, sofern die Problemgro¨ße n nicht zu
groß ist. Bei Problemen, die nicht polynomiell lo¨sbar sind, ist das nur bei sehr kleinen Problemgro¨ßen
mo¨glich. Allerdings sind auch bereits polynomielle Algorithmen mit einem Polynomgrad von 3 oder
mehr fu¨r große Problemgro¨ßen oft nicht mehr geeignet.
Randomisierte Algorithmen
Bei allen bisherigen Betrachtungen zu der Komplexita¨t von Algorithmen und Problemen haben wir
stillschweigend unterstellt, dass ein Algorithmus ein Problem auch wirklich lo¨st. D.h. das der Algorith-
mus die Fragestellung des Problems tatsa¨chlich beantwortet. Die Frage, die hinter dieser U¨berlegung
steht, zielt dabei nicht darauf ab, dass wir zur Lo¨sung eines Problems A natu¨rlich nur Algorithmen
betrachten wollen, die A zu lo¨sen versuchen, und nicht etwa solche, die ein Problem B lo¨sen, aber
keine Aussage u¨ber A treﬀen. Wir wollen in Zukunft auch Algorithmen betrachten, die das Problem
A zwar zu lo¨sen versuchen, dabei aber mo¨glicherweise Fehler machen, oder keine Lo¨sung liefern.
Um diesen Unterschied zu verdeutlichen, betrachten wir das Problem CLIQUE: Sei ein Graph
G = (V,E) gegeben. Existiert in G eine Clique der Gro¨ße k? Ein Algorithmus, der dieses Entschei-
dungsproblem vollsta¨ndig lo¨st, liefert fu¨r jede Instanz eine korrekte Antwort JA oder NEIN. “Korrekt”
bedeutet in diesem Zusammenhang, dass ein Graph G genau dann eine k-Clique entha¨lt, wenn der
Algorithmus die Antwort JA liefert, und genau dann keine Clique der Gro¨ße k, wenn die Antwort
NEIN lautet. Die Antwort des Algorithmusses ist nicht mit einer Fehlerwahrscheinlichkeit versehen.
Betrachten wir zur Lo¨sung dieses Problems nun den folgenden Algorithmus: Wa¨hle k verschiede-
ne Knoten auf beliebige Weise aus V aus, und pru¨fe anschließend, ob die Menge der ausgewa¨hlten
Knoten eine Clique in G bilden. Ist das der Fall, so wird als Antwort JA zuru¨ckgegeben. Ist das
nicht der Fall, so lautet die Antwort NEIN. In diesem Fall ist der Algorithmus ein Verfahren mit
einseitigem Fehler oder Irrtum: Wa¨hrend die Antwort JA immer korrekt ist, hat die Ausgabe NEIN
eine Irrtumswahrscheinlichkeit ε (n) < 1. Wie groß diese Fehlerwahrscheinlichkeit ist, ist hierbei im
Moment nicht von Belang. (Fu¨r dieses konkrete Beispiel liegt sie eher bei 1, als in der Na¨he von
0.) Alternativ ist es denkbar, dass der Algorithmus als Antwort “?” zuru¨ckgibt, wenn die Menge
der ausgewa¨hlten Knoten keine Clique in G bilden. Dann handelt es sich um einen Algorithmus mit
einseitigem Versagen. Wa¨hrend eine Antwort JA immer korrekt ist, liefert das Verfahren mit einer
Versagenswahrscheinlichkeit ε (n) < 1 keine deﬁnitive Antwort.
Da die Auswahl der k Knoten “beliebig” erfolgt, handelt es sich in jedem Fall um ein randomisier-
tes Verfahren. In jedem Schritt ko¨nnen Entscheidungen randomisiert getroﬀen werden. Um zu einer
positiven Antwort fu¨r eine gegebene Eingabeinstanz G zu gelangen, muss das Verfahren ggf. mehrmals
aufgerufen werden. Eine deﬁnitive negative Antwort ist auch bei sehr vielen Aufrufen nicht mo¨glich.
Hierzu ist mo¨glicherweise eine gezielte Betrachtung aller mo¨glichen Auswahlen von k Knoten aus V
notwendig.
Determinismus und Nichtdeterminismus
Ein Algorithmus, der keine randomisierten Elemente entha¨lt, heißt deterministisch. Ein determini-
stischer Algorithmus hat bei wiederholtem Aufruf mit identischen Eingabedaten immer exakt den
gleichen Verlauf. Ein randomisierter Algorithmus kann in jedem Schritt zwischen verschiedenen Ak-
tionen wa¨hlen, wobei es keine Vorschrift gibt, wie diese Wahl entschieden wird. Nichtdeterminismus ist
ein Spezialfall von Randomisierung, bei dem einseitige Fehler mit einer Wahrscheinlichkeit kleiner als
1 erlaubt sind: Bei dem beschriebenen Algorithmus zur Lo¨sung von CLIQUE werden k verschiedene
Knoten beliebig ausgewa¨hlt. Dazu beginnt man beispielsweise mit einem Startknoten v1, und wa¨hlt
nacheinander aus der jeweils verbleibenden Knotenmenge die Knoten v2, v3, . . . , vk. Damit die Kno-
tenmenge {v1, . . . , vk} eine Clique sein kann, muss auch die Knotenmenge {v1, . . . , vk−1} zwingend
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eine Clique sein. Ebenso die Knotenmenge {v1, . . . , vk−2}, usw.. Damit kann der Algorithmus in jedem
Schritt einen irreversiblen Fehler machen, und einen Knoten vl wa¨hlen, der zusammen mit den Knoten
v1, . . . , vl−1 keine Clique bildet. Die Auswahl aller nachfolgenden Knoten ist dann irrelevant. Dieser
einseitige Fehler kann nicht mehr durch einen weiteren Fehler (“in die andere Richtung”) korrigiert
werden.
Gestaltet man die Auswahl der k Knoten jedoch beispielsweise so, dass nach der Auswahl eines
Startknotens v1 in jedem Schritt zufa¨llig zwei Knoten vl1 und vl2 gewa¨hlt werden, und anschließend
aus der Knotenmenge {v1, . . . , vl−1, vl1 , vl2} ein Knoten wieder gelo¨scht wird, so wa¨re es denkbar,
dass am Ende eine k-Clique ausgewa¨hlt wird, obwohl die Menge der ausgewa¨hlten Knoten in einem
Zwischenschritt keine Clique gebildet hat. In diesem Fall handelt es sich um einen randomisierten
Algorithmus, der nicht nichtdeterministisch ist.
Definition 2.1 (P) Die Komplexita¨tsklasse P (polynomial time) entha¨lt alle Entscheidungsprobleme,
fu¨r deren Lo¨sung ein deterministischer Algorithmus mit polynomieller maximaler Laufzeit existiert.
Die Klasse P entha¨lt damit alle polynomiell lo¨sbaren Entscheidungsprobleme. Diese Aussage im-
pliziert, dass die Probleme dabei vollsta¨ndig gelo¨st werden, also weder ein Irrtum, noch ein Versagen
auftreten kann. Das Problem COMPARABILITY liegt in P, da es deterministisch in linearer Laufzeit
(siehe oben) gelo¨st werden kann.
Komplexita¨tsklassen werden grundsa¨tzlich fu¨r Entscheidungsprobleme deﬁniert, bei denen die Ant-
wort stets entweder JA oder NEIN lautet. Rationale Optimierungsprobleme mit nichtleerem Lo¨sungs-
raum ko¨nnen jedoch mit Hilfe einer bina¨ren Suche immer in eine Kette von Entscheidungsproblemen
transformiert werden, deren La¨nge polynomiell beschra¨nkt ist, und zwar logarithmisch durch den Wert
der Zielfunktion einer bekannten Lo¨sung des Optimierungsproblems. Damit sind Optimierungsproble-
me “im Wesentlichen gleich schwierig”, wie die zugeho¨rigen Entscheidungsprobleme. Sie werden als
komplexita¨tstheoretisch a¨quivalent betrachtet.
Definition 2.2 (NP) Die Komplexita¨tsklasse NP (nondeterministic polynomial time) entha¨lt alle
Entscheidungsprobleme, zu denen ein nichtdeterministischer Algorithmus mit polynomieller maximaler
Laufzeit existiert, der jede zula¨ssige Instanz auf mindestens einem erlaubten Rechenweg akzeptiert, und
jede unzula¨ssige Instanz auf allen erlaubten Rechenwegen ablehnt.
Ein Beispiel fu¨r einen Algorithmus aus NP ist das weiter oben beschriebene Verfahren zur U¨berpru¨-
fung, ob der Graph G = (V,E) eine Clique der Gro¨ße k entha¨lt. Dieser Algorithmus ist oﬀensichtilich
polynomiell beschra¨nkt, da sowohl die Auswahl der Knoten, als auch die U¨berpru¨fung auf Existenz
aller Kanten zwischen den ausgewa¨hlten Knoten in polynomieller Zeit durchfu¨hrbar sind. Ferner gibt es
zu jedem Graphen G, der eine k-Clique entha¨lt, mindestens einen erlaubten Rechenweg, der eine solche
Clique ﬁndet. Andererseits gibt es keine Mo¨glichkeit fu¨r eine positive Antwort bei einem Graphen G,
der keine k-Clique entha¨lt. Also gilt CLIQUE ∈ NP.
Bemerkung 2.3 Da Determinismus ein Spezialfall von Nichtdeterminismus ist, gilt offensichtlich
P ⊆ NP. Offen ist hingegen nach wie vor die Frage, ob auch NP ⊆ P, und damit NP = P, oder aber
NP 6= P gilt.
2.3 Die Komplexita¨tsklasse NP-complete
Im vorangegangenen Abschnitt haben wir die Komplexita¨tsklassen P und NP deﬁniert. Die Klasse P
ist dabei vollsta¨ndig in NP enthalten. Das bedeutet, dass jedes Problem in P “ho¨chstens so schwierig”
ist, wie ein schwierigstes Problem in NP. Es gibt jedoch auch Probleme in NP, die “mindestens so
schwierig” sind, wie jedes andere Problem in NP. Diese Probleme werden als NP-vollsta¨ndig oder
NP-complete bezeichnet. Die Komplexita¨tsklasse NP-complete bildet genau wie P eine Teilmenge von
NP, und die Frage, ob NP 6= P ist, ist eng mit der Frage verbunden, ob P ∩ NP-complete 6= ∅ gilt.
Um diese Klasse jedoch formal beschreiben zu ko¨nnen, ist es notwendig, zu kla¨ren, was damit gemeint
ist, wenn ein Problem “mindestens so schwierig” wie ein anderes ist.
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Polynomielle Reduktion
Ein Entscheidungsproblem A reduziert ein Problem B, wenn eine Probleminstanz von B mit poly-
nomiellen Aufwand so in eine Probleminstanz von A u¨berfu¨hrt werden kann, dass die transformierte
Instanz das Problem A genau dann mit JA bzw. NEIN beantwortet, wenn die Ausgangsinstanz das
Problem B mit JA bzw. NEIN beantwortet. Das Problem B ist dann auf A reduzierbar , BαA. Eine
polynomielle Transformation wird dabei generell als schnelle Transformation betrachtet, deren Zeit-
aufwand als vernachla¨ssigbar unterstellt wird. Der tatsa¨chliche Grad des jeweiligen Polynoms ist dabei
nicht von Belang. Mit dieser Auﬀassung ist das Problem A dann mindestens so schwierig zu lo¨sen,
wie das Problem B, da A als Verallgemeinerung von B betrachtet werden kann. Kann das Problem
A gelo¨st werden, so kann das Problem B mindestens mit dem “gleichen Aufwand” gelo¨st werden.
Zwei Probleme A und B mit AαB und BαA heißen komplexita¨tstheoretisch a¨quivalent . Sie sind
gewissermaßen gleich schwierig zu lo¨sen: jeweils eﬃziente Algorithmen, die die Probleme vollsta¨ndig
lo¨sen, unterscheiden sich “lediglich” durch einen polynomiellen Faktor. Als tatsa¨chlich vernachla¨ssigbar
wirkt ein solcher Faktor z.B. bei Problemen, die nur mit exponentiellem Aufwand vollsta¨ndig lo¨sbar
sind. Ist ein Problem polynomiell lo¨sbar, so kann es natu¨rlich auch mit polynomiellen Aufwand auf
ein triviales Problem reduziert werden. Außerdem reduziert es ein solches triviales Problem. Damit ist
jedes polynomiell lo¨sbare Problem auf jedes andere reduzierbar. Sa¨mtliche Probleme in P sind damit
komplexita¨tstheoretisch a¨quivalent.
NP-vollsta¨ndige Probleme
Es gibt auch in der Klasse NP Probleme, auf die jedes Problem aus NP reduziert werden kann. Diese
bilden eine Klasse von Problemen, die untereinander ebenfalls komplexita¨tstheoretisch a¨quivalent sind.
Definition 2.4 (NPC) Ein Entscheidungsproblem A ∈ NP mit BαA fu¨r alle B ∈ NP, heißt NP-
vollsta¨ndig oder NP-complete. Die Komplexita¨tsklasse NPC (NP-complete) entha¨lt alle NP-vollsta¨n-
digen Probleme.
Die NP-vollsta¨ndigen Probleme stellen damit innerhalb der Klasse NP die schwierigsten Probleme
dar, da jedes einzelne mindestens so schwierig ist, wie jedes beliebige Problem aus NP. Das Optimie-
rungsproblem zu einem Entscheidungsproblem aus NPC wird NP-schwer (NP-hard) genannt.
Das erste Problem, fu¨r das die NP-Vollsta¨ndigkeit gezeigt werden konnte, war das Problem SAT
(Cook (1971) [22], und unabha¨ngig Levin (1973) [45]).
Problem SAT (SATISFIABILITY): Gegeben sei eine Menge von Variablen X1, . . . , Xk,
und eine Menge von Klauseln C1, . . . , Cl, die aus Literalen Li ∈
{
Xi, X¯i
}
bestehen, Cj =(
Lj1 , . . . , Ljj∗
)
. Existiert eine Belegung der Variablen mit Wahrheitswerten, so dass in
jeder Klausel mindestens ein Literal mit WAHR belegt ist?
Der NP-Vollsta¨ndigkeitsbeweis fu¨r dieses Problem bildet eine wichtige Sa¨ule fu¨r die gesamte NP-
Vollsta¨ndigkeitstheorie. Ist erst einmal von einem Problem die Zugeho¨rigkeit zu der Klasse NP-
complete bekannt, so muss fu¨r weitere NP-complete-Beweise nicht mehr jedesmal die Reduzierbarkeit
jedes Problems aus NP gezeigt werden. Wegen der Transitivita¨t der α-Relation genu¨gt es jeweils, die
Reduzierbarkeit eines NP-vollsta¨ndigen Problems auf das gegebene Problem zu zeigen.
Bemerkung 2.5 (Nachweis der NP-Vollsta¨ndigkeit) Ein Entscheidungsproblem A ist genau
dann NP-vollsta¨ndig, wenn die folgenden zwei Bedingungen erfu¨llt sind:
(i) A ∈ NP;
(ii) Es existiert ein B ∈ NPC mit BαA.
Mittlerweile sind zahlreiche NP-vollsta¨ndige Probleme bekannt. Zu den bekanntesten graphentheo-
retischen Problemen aus der Klasse NPC geho¨ren beispielsweise die Probleme HC (Hamilton Circuit),
VC (Vertex Cover), STABLE SET (unabha¨ngige Knotenmenge) oder CHROMATIC NUMBER. Auch
das im vorangegangenen Abschnitt betrachtete Problem CLIQUE liegt in NPC; ebenso wie die beiden
folgenden Probleme, die fu¨r uns noch von besonderer Bedeutung sein werden.
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Problem COMP-ED (Comparability-Editing): Gegen sei ein Graph G = (V,E). Exi-
stiert eine Menge F ⊆ V ×V mit |F | ≤ k, so dass G′ = (V,E△F ) ein Comparabilitygraph
ist? Dabei bezeichnet E△F = (E \ F ) + (F \ E) die symmetrische Diﬀerenz der Kanten-
mengen E und F .
Problem SUBGRAPH: Gegeben seien zwei Graphen G1 = (V1, E1) und G2 = (V2, E2).
Ist G1 isomorph zu einem Teilgraphen von G2?
Satz 2.6 (COMP-ED) [55] Das Problem COMP-ED liegt in NPC.
Satz 2.7 (SUBGRAPH) [28] Das Problem SUBGRAPH liegt in NPC.
In Kapitel 4 werden wir das Problem IRRED (IRREDUCIBILITY) als zentrales Problem dieser
Arbeit beschreiben, und einen Zusammenhang zwischen IRRED und jedem der Probleme COMP-ED
und SUBGRAPH erkennen ko¨nnen.
Die uns bisher bekannte Komplexita¨tswelt hat somit folgendes Aussehen (siehe Abbildung 2.1):
Die Klasse NP entha¨lt die Klassen P und NP-complete vollsta¨ndig. Es ist nicht bekannt, ob NP 6= P
gilt. Im Falle von NP = P liegt NPC trivialerweise vollsta¨ndig in P. Im Falle von P 6= NP gilt NPC ∩
P = ∅. Da alle NP-vollsta¨ndigen Problem komplexita¨tstheoretisch a¨quivalent sind, gilt sogar, dass der
Nachweis der Existenz eines polynomiellen Algorithmusses fu¨r ein einziges NP-vollsta¨ndiges Problem
die Zugeho¨rigkeit der gesamten Klasse NPC zu P, und damit P = NP, implizieren wu¨rde.
Abbildung 2.1: Die Komplexita¨tswelt in NP, falls NP 6= P ist.
Ebenso gilt jedoch, dass der Nachweis der Nichtexistenz eines polynomiellen Algorithmusses fu¨r
ein einziges NP-vollsta¨ndiges Problem NPC ∩ P = ∅, und damit auch P 6= NP, implizieren wu¨rde. Bis
heute konnte jedoch trotz intensiver Bemu¨hungen weder das eine noch das andere gezeigt werden. Aber
obwohl der Beweis noch aussteht, kann NP 6= P als Antwort auf diese zentrale Frage vermutet werden.
Fu¨r eine Begru¨ndung dieser Vermutung sei an dieser Stelle auf Wegener (2003) [65] verwiesen.
Daher muss der Nachweis der NP-Vollsta¨ndigkeit eines Problems als ein sehr starkes Indiz fu¨r dessen
Schwierigkeit gewertet werden.
2.4 Die Komplexita¨tsklassen co-NP und NP-incomplete
Die Klassen P und NPC bilden jeweils A¨quivalenzklassen in NP bezu¨glich der komplexita¨tstheore-
tischen A¨quivalenz. Im Falle von NP 6= P entha¨lt NP somit mindestens zwei verschiedene A¨quiva-
lenzklassen. Oﬀen ist, ob es auch noch weitere A¨quivalenzklassen gibt.
NP-unvollsta¨ndige Probleme
Definition 2.8 (NPI) Die Komplexita¨tsklasse NPI (NP-incomplete) entha¨lt alle Entscheidungspro-
bleme, die in NP liegen, aber weder zu P, noch zu NPC geho¨ren, NPI = NP − (P +NPC).
Die Frage, ob die Klasse NPI leer ist, ist nicht nur sehr eng mit der Frage NP = P verbunden. Sie
ist sogar a¨quivalent.
Satz 2.9 (NPI) [42] Die Klasse NPI ist genau dann nicht leer, wenn NP 6= P ist. Daru¨berhinaus
entha¨lt die Klasse NPI im Falle von NP 6= P mehrere Probleme, die komplexita¨tstheoretisch nicht
a¨quivalent sind.
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Damit existiert im Falle von NP 6= P eine strukturiertere Komplexita¨tslandschaft innerhalb von
NP als sie in Abbildung 2.1 dargestellt ist. Neben P und NPC existieren dann mindestens noch zwei
weitere A¨quivalenzklassen in NP. Dennoch ist bisher kein Problem bekannt, von dem gezeigt werden
kann, dass es in NPI liegt.
Wa¨hrend es fu¨r die Zugeho¨rigkeit eines Problems zu P oder NPC Beweisstrategien gibt, ist es
allerdings alles andere als klar, wie eine Zugeho¨rigkeit zu NPI gezeigt werden ko¨nnte. Als Kandidaten
fu¨r NPI-Probleme wurden z.B. die folgenden Probleme betrachtet:
Problem LP (Linear Programming): Sei durch maxx
{
cTx : Ax ≤ b
}
ein lineares Opti-
mierungsproblem und durch x0 eine bekannte Lo¨sung mit c
Tx0 = k0 gegeben. Existiert
ein x mit Ax ≤ b und cTx = k > k0?
Problem PRIMES: Gegeben sei eine natu¨rliche Zahl q. Ist q eine Primzahl?
Problem FACT (Factorization): Gegeben seien zwei natu¨rliche Zahlen q und k mit k ≤ q.
Hat q einen Primfaktor d mit 1 < d < k?
Problem GI (Graph Isomorphism): Gegeben seien zwei Graphen G1 = (V1, E1) und
G2 = (V2, E2). Sind G1 und G2 isomorph?
Von dem Problem LP konnte bereits 1979 gezeigt werden, dass es polynomiell lo¨sbar ist (Khachi-
yan [40]). Fu¨r das Problem PRIMES stellteMiller (1976) [52] einen polynomiellen Algorithmus vor,
der allerdings auf einer unbewiesenen zahlentheoretischen Hypothese basiert. Agrawal, Kayal und
Saxena [1] pra¨sentierten 2002 einen polynomiellen Primzahltest. Damit gelten zur Zeit lediglich die
Probleme FACT und GI als ernsthafte Kandidaten fu¨r NPI. Fu¨r beide Probleme ist es bisher nicht
gelungen, polynomielle Verfahren zu entwickeln. Andererseits gibt es fu¨r beide Verfahren gute Gru¨nde
zu vermuten, dass sie nicht in NPC liegen. Gemeinsam ist den beiden Problemen dabei jeweils eine
enge Verwandtschaft zu einem Problem mit bekanntem Komplexita¨tsstatus.
Das Problem FACT ist oﬀensichtlich eng verwandt mit dem Problem PRIMES, und das Pro-
blem GI ist ein Spezialfall von SUBGRAPH fu¨r den Fall, dass die beiden Graphen G1 und G2
die gleiche Anzahl von Knoten haben. Allerdings gibt es einen bedeutenden Unterschied zwischen
diesen beiden Verwandtschaften. Wa¨hrend das Problem PRIMES polynomiell lo¨sbar ist, ist SUB-
GRAPH NP-vollsta¨ndig. Auswirkung auf die Komplexita¨t von FACT bzw. GI haben diese Tatsachen
u¨berraschenderweise jedoch nicht. Von FACT wird vermutet, dass es “ein wenig” schwieriger als PRI-
MES ist, aber eben nicht so schwierig, dass es in NPC liegen wu¨rde. Und von GI wird vermutet, dass
“deutlich” einfacher zu lo¨sen ist, als SUBGRAPH—ohne dabei jedoch polynomiell lo¨sbar zu sein.
Komplementa¨re Probleme
Der Grund, warumman sowohl von FACT als auch von GI vermutet, dass sie nicht NP-vollsta¨ndig sind,
besteht darin, dass man fu¨r beide Probleme die Zugeho¨rigkeit zu der folgenden Komplexita¨tsklasse
zeigen konnte.
Definition 2.10 (co-NP) Die Komplexita¨tsklasse co-NP entha¨lt alle Entscheidungsprobleme, deren
Komplemente in NP liegen.
Ein Problem A liegt damit genau dann in co-NP, wenn A¯ in NP liegt. Das Komplement A¯ eines
Entscheidungsproblems A ist dabei das Problem, dass fu¨r jede Instanz genau dann die Antwort JA
liefert, wenn das Ausgangsproblem die Antwort NEIN liefert.
Im Abschnitt 2.2 haben wir einen nichtdeterministischen polynomiell begrenzten Algotithmus zur
Lo¨sung des Problems CLIQUE beschrieben. Das komplementa¨re Problem zu diesem Problem (co-
CLIQUE) lautet: Hat der gegebene Graph G = (V,E) keine Clique der Gro¨ße k (oder gro¨ßer)?
Bei der Beschreibung des angesprochenen Verfahrens haben wir die Bedeutung der Einseitigkeit des
erlaubten Fehlers betont: Das Verfahren ist ggf. in der Lage, eine Aussage u¨ber die Existenz einer
Clique zu treﬀen. Es ist jedoch keinesfalls in der Lage, eine Aussage, u¨ber die Nichtexistenz einer
Clique in G zu treﬀen. Es ist auch kein alternativer NP-Algorithmus bekannt, der die Nichtexistenz
einer Clique in G besta¨tigen ko¨nnte. Es ist nicht bekannt, ob das Problem co-CLIQUE in NP liegt.
Das Problem CLIQUE ist jedoch bei weitem nicht das einzigste NP-Problem, dessen Zugeho¨rigkeit
zu co-NP ungewiss ist. Es ist sogar so, dass es eine große Zahl von bekannten NP-Problemen gibt, fu¨r
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deren Komplemente unklar ist, ob sie in NP liegen, oder nicht. Es ist jedoch kein Zufall, dass wir zur
Anschauung dieser Tatsache auf ein NP-vollsta¨ndiges Problem zuru¨ckgegriﬀen haben.
Satz 2.11 (co-NP) ([58],[65]) Die Klassen NP und co-NP sind genau dann identisch, wenn ein
Problem A ∈ NPC mit A ∈ co-NP existiert.
Die Frage NP 6= co-NP ist damit mit der Frage NP 6= P verknu¨pft: Im Falle von NP 6= co-NP
gilt auch NP 6= P. Daher u¨berrascht es nicht, dass bisher fu¨r kein NP-vollsta¨ndiges Problem die
Zugeho¨rigkeit zu co-NP gezeigt werden konnte. Dies impliziert, dass es bisher beispielsweise auch
nicht gelungen ist, ein NP-vollsta¨ndiges Problem auf sein Komplement zu reduzieren.
Abbildung 2.2: Die Komplexita¨tswelt in NP ∪ co-NP, falls NP 6= P ist.
Es ist nun nicht mehr u¨berraschend, dass man “gute Gru¨nde” hat, zu vermuten, dass die Probleme
FACT und GI als Probleme aus NP ∩ co-NP nicht NP-vollsta¨ndig sind. Besonders bemerkenswert
ist das fu¨r das Problem GI, da im Gegensatz zu FACT das Referenzproblem SUBGRAPH nicht in
P, sondern in NPC liegt. In der Vergangenheit konnte von den allermeisten NP-Problemen, deren
Zugeho¨rigkeit zu co-NP bewiesen wurde, spa¨ter auch gezeigt werden, dass sie in P liegen. Fu¨r FACT
und GI ist das bis jetzt nicht gelungen. Damit ist die Komplexita¨tswelt in NP ∪ co-NP in etwa so
strukturiert, wie in Abbildung 2.2 illustriert. Es ist nicht bekannt, ob P (im Falle von NP 6= P) eine
echte Teilmenge von NP ∩ co-NP ist. Ebensowenig ist bekannt, ob die Klasse NPI − NPI ∩ co-NP
im Falle von NP 6= co-NP leer oder nicht leer ist. Allerdings wird—nicht zuletzt wegen der Aussage
in Satz 2.9—vermutet, dass alle Beziehungen in Abbildung 2.2 echte Teilmengenbeziehungen sind.
2.5 Weitere Komplexita¨tsklassen
Basierend auf dem Begriﬀ der randomisierten Algorithmen lassen sich auch noch weitere Komple-
xita¨tsklassen deﬁnieren. Wir wollen diese Klassen an dieser Stelle nicht na¨her diskutieren, sondern
lediglich ihre Beziehung zu den Klassen NP und co-NP darstellen.
Familien von randomisierten Komplexita¨tsklassen
Definition 2.12 (EP) Die Komplexita¨tsklasse EP (exponential polynomial time) entha¨lt alle Ent-
scheidungsprobleme, fu¨r die ein randomisierter Algorithmus mit polynomieller maximaler durchschnitt-
licher Laufzeit existiert.
Definition 2.13 (ZPP(ε (n))) Die Komplexita¨tsklasse ZPP(ε (n)) (zero-error probabilistic polyno-
mial time) entha¨lt alle Entscheidungsprobleme, fu¨r die ein randomisierter Algorithmus mit polynomi-
eller maximaler Laufzeit existiert, der fu¨r jede Eingabe der La¨nge n eine durch ε (n) < 1 beschra¨nkte
Versagenswahrscheinlichkeit besitzt.
Definition 2.14 (BPP(ε (n))) Die Komplexita¨tsklasse BPP(ε (n)) (bounded-error probabilistic poly-
nomial time) entha¨lt alle Entscheidungsprobleme, fu¨r die ein randomisierter Algorithmus mit polyno-
mieller maximaler Laufzeit existiert, der fu¨r jede Eingabe der La¨nge n eine durch ε (n) < 12 beschra¨nkte
Irrtumswahrscheinlichkeit besitzt.
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Definition 2.15 (RP(ε (n))) Die Komplexita¨tsklasse RP(ε (n)) (random polynomial time) entha¨lt
alle Entscheidungsprobleme, fu¨r die ein randomisierter Algorithmus mit polynomieller maximaler
Laufzeit existiert, der abzulehnende Eingaben ablehnt und anzunehmende Eingaben der La¨nge n mit
einer durch ε (n) < 1 beschra¨nkte Irrtumswahrscheinlichkeit ablehnt.
Zu jeder Klasse C ist die Klasse co-C dadurch deﬁniert, dass die Komplemente ihrer Elemente
in C liegen. In der Klasse EP liegen die sogenannten “Las Vegas-Algorithmen”. Ein Algorithmus
aus der Klasse ZPP(ε (n)) liefert keine falschen Ergebnisse, kann aber versagen (Ausgabe “?”). Ein
BPP(ε (n))-Algorithmus liefert dagegen immer ein Ergebnis, das jedoch falsch sein kann—und zwar
zweiseitig. D.h. sowohl eine Antwort JA, als auch eine Antwort NEIN hat eine durch ε (n) beschra¨nkte
Fehlerwahrscheinlichkeit. Die Beschra¨nkung dieser zula¨ssigen Fehlerwahrscheinlichkeit auf 12 ist dabei
notwendig, um sinnlose Algorithmen, wie z.B. ein Mu¨nzwurf, auszuschließen. In diese Gruppe fallen
die sogenannten “Monte-Carlo-Algorithmen”. Im Gegensatz dazu haben RP(ε (n))-Algorithmen nur
eine einseitige Fehlerwahrscheinlichkeit. Ein Beispiel hierfu¨r ist der Primzahltest von Solovay und
Strassen (1977) [61], der in co-RP
(
2−100
)
liegt. Ist eine Zahl n prim, so liefert der Algorithmus die
Antwort “PRIME”. Ist n dagegen nicht prim, so liefert der Algorithmus mit einer Wahrscheinlichkeit
von 2−100 dennoch die Antwort “PRIME”.
Fu¨r alle Klassen mit Versagens- oder Irrtumwahrscheinlichkeiten gilt, dass ein Problem jeweils
nur dann in dieser Klasse liegt, wenn diese Versagens- oder Irrtumswahrscheinlichkeit fu¨r jede In-
stanz echt kleiner als die angegebene Schranke ist. Es reicht nicht, dass es mit einem Algorithmus
gelo¨st werden kann, der fu¨r sehr viele oder sogar fast alle Instanzen eine korrekte Antwort ﬁndet,
aber fu¨r einige wenige Instanzen mit Sicherheit ein falsches oder gar kein Resultat liefert. Bei einem
RP(ε (n))-Algorithmus muss eine zula¨ssige Instanz auf mindestens einem erlaubten Rechenweg als
zula¨ssig veriﬁzierbar sein. Bei einem ZPP(ε (n))-Algorithmus muss damit nicht nur die Zula¨ssigkeit
von jeder zula¨ssigen Instanz auf mindestens einem erlaubten Rechenweg erkennbar sein, sondern auch
die Unzula¨ssigkeit von jeder unzula¨ssigen Instanz.
Satz 2.16 (EP) ([65]) Es gilt EP = ZPP
(
1
2
)
.
Definition 2.17 (ZPP, ZPP*) Die Komplexita¨tsklasse ZPP entha¨lt alle Entscheidungsprobleme aus
ZPP
(
1
2
)
. In ZPP* liegen alle Probleme, die fu¨r eine Funktion ε (n) < 1 zu ZPP (ε (n)) geho¨ren.
Definition 2.18 (RP, RP*) Die Komplexita¨tsklasse RP entha¨lt alle Entscheidungsprobleme aus
RP
(
1
2
)
. In RP* liegen alle Probleme, die fu¨r eine Funktion ε (n) < 1 zu RP (ε (n)) geho¨ren.
Definition 2.19 (BPP, PP) Die Komplexita¨tsklasse BPP entha¨lt alle Entscheidungsprobleme aus
BPP
(
1
3
)
. In PP liegen alle Probleme, die fu¨r eine Funktion ε (n) < 12 zu BPP (ε (n)) geho¨ren.
Die Klasse BPP
(
1
2
)
ist genauso unsinnig, wie die Klasse ZPP(1), da beide jeweils alle Entschei-
dungsprobleme enthalten. Die Komplexita¨tsklassen ZPP, ZPP*, BPP und PP sind genau wie P gegen
Komplementbildung abgeschlossen. Diese Komplexita¨tsklassen lassen sich damit folgendermaßen or-
ganisieren: Alle setzen polynomielle maximale Laufzeiten der betreﬀenden Algorithmen voraus. Bei
Problemen aus P darf ein Verfahren weder Fehler machen, noch versagen. Das Ergebnis muss stets
richtig sein. Algorithmen zu Problemen aus ZPP oder ZPP* sind ebenfalls fehlerfrei, du¨rfen aber
versagen (Antwort “?”). Dagegen liefern Algorithmen zu Problemen aus den Klassen RP, RP* oder
co-RP, co-RP* zwar stets eine Antwort; sie du¨rfen dabei jedoch einen einseitigen Fehler machen. Die
“Richtung” dieser Einseitigkeit markiert dabei den Unterschied zwischen RP und co-RP, bzw. RP*
und co-RP*. Bei BPP und PP sind schließlich bei allen Eingaben Fehler erlaubt.
Wa¨hrend ZPP, RP, co-RP und BPP Komplexita¨tsklassen mit beschra¨nkter Versagens- oder Irr-
tumswahrscheinlichkeit sind, sind ZPP*, RP*, co-RP* und PP Komplexita¨tsklassen mit unbeschra¨nk-
ten Versagens- oder Irrtumswahrscheinlichkeiten.
Randomisierung und Nichtdeterminismus
Da die Antwort “?” fu¨r ein Versagen durch ein Ablehnen mit mo¨glichem Fehler ersetzt werden kann,
gilt sowohl ZPP ⊆ RP, als auch co-ZPP ⊆ co-RP. Wegen ZPP = co-ZPP gilt damit ZPP ⊆ RP ∩
co-RP. Analog gilt natu¨rlich auch ZPP*⊆ RP* ∩ co-RP*. Fu¨r beide Klassen gilt sogar die Umkehrung
dieser Teilmengenbeziehungen.
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Satz 2.20 (ZPP, ZPP*) ([65]) Es gelten ZPP = RP ∩ co-RP sowie ZPP ∗ = RP ∗ ∩ co-RP ∗.
Auf die Klassen ZPP und ZPP* werden wir in Kapitel 7 noch einmal eingehen. Die Klasse ZPP*
haben wir jedoch auch schon im vorangegangenen Abschnitt beschrieben—allerdings trug sie dort
einen anderen Namen.
Satz 2.21 (RP*) ([65]) Es gilt NP = RP ∗.
Damit gilt natu¨rlich auch co-NP = co-RP*, sowie ZPP* = NP ∩ co-NP. Zum Abschluss dieses
Kapitels pra¨sentieren wir eine Darstellung der Komplexita¨tswelt innerhalb der randomisierten Kom-
plexita¨tsklassen.
Satz 2.22 (randomisierte Komplexita¨tsklassen) ([65]) Zwischen den Klassen P, ZPP, RP,
co-RP, BPP, NP ∩ co-NP, NP, co-NP und PP gelten die folgenden Teilmengenbeziehungen.
Kapitel 3
Open-Shop Scheduling
In diesem Kapitel widmen wir uns einigen grundlegenden Aspekten der Schedulingtheorie. Wir kon-
zentrieren uns dabei auf das sogenannte Open-Shop Schedulingproblem.
In Abschnitt 3.1 stellen wir die allgemeine Formulierung von Shop Schedulingproblemen vor. An-
schließend betrachten wir das Blockmatrizenmodell zur Darstellung von Lo¨sungen (Abschnitt 3.2). In
Abschnitt 3.3 geben wir eine graphentheoretische Formulierung des Open-Shop Schedulingproblems
an, und stellen eine Darstellung von Lo¨sungen durch Comparabilitygraphen vor. Abschließend disku-
tieren wir in Abschnitt 3.4 kurz die Komplexita¨t von Schedulinproblemen.
Einen U¨berblick u¨ber grundlegende Begriﬀe und Verfahren in der Schedulingtheorie ﬁndet man bei-
spielsweise bei Brucker (1995, 2007) [17],[18], B laz˙ewicz et al. (2007) [9] oder Pinedo (1995)
[56].
3.1 Das allgemeine Shop Schedulingproblem
Die Schedulingtheorie befasst sich mit Existenz- und Optimierungsproblemen an der Schnittstelle zwi-
schen mathematischer Optimierung, diskreter Mathematik, und Operations Research. Die grundlegen-
de Fragestellung la¨sst sich folgendermaßen formulieren: Wie kann eine gegebene Menge von Auftra¨gen
A1, . . . , An mit Hilfe einer Menge von Maschinen M1, . . . ,Mm so abgearbeitet werden, dass eine Ziel-
funktion, wie z.B. die Gesamtbearbeitungszeit oder die durchschnittliche Bearbeitungszeit minimiert
wird.
Ein Schedulingproblem ist charakterisiert durch seine Maschinenumgebung, seine Jobcharakteri-
stika, und seine Zielfunktion. Zu der Maschinenumgebung geho¨ren unter anderem Informationen zu
der Anzahl der vorhandenen Maschinen oder daru¨ber, ob diese Maschinen identisch sind, oder aber
verschiedene Arbeitsschritte eines Fertigungsprozesses erledigen.
Betrachtet man beispielsweise einen Prozess, bei dem jeder Auftrag nacheinander auf mehreren
verschiedenen Maschinen bearbeitet wird, so spricht man von einem Shop Problem1. Beispiele hierfu¨r
sind die Produktion von verschiedenen Modellen auf einer Fertigungsstraße in der Automobilindustrie,
die Produktion von verschiedenen Gu¨tern mit Hilfe der gleichen Maschinen innerhalb einer Fabrik, oder
die Zuordnung von Lehrern und Klassen in einem Stundenplan. Neben den Shop Problemen werden in
der Schedulingtheorie auch andere Problemklassen betrachtet, z.B. Parallelmaschinenprobleme oder
Einmaschinenprobleme
Zu den Jobcharakteristika geho¨ren Informationen u¨ber eventuell vorhandene Vorrangbedingungen
zwischen einzelnen Arbeitsschritten eines Prozesses, Verfu¨gbarkeits- (release dates) oder Fa¨lligkeitster-
mine (due dates) fu¨r einzelne Auftra¨ge, oder ggf. die Unterbrechbarkeit von Operationen.
Mo¨gliche Zielfunktionen ko¨nnen neben der bereits angesprochenen Minimierung der Gesamtbe-
arbeitungszeit (makespan) oder der durchschnittlichen Bearbeitungszeit (mean flow time) beispiels-
1Die Bezeichnung Shop Probleme hat ihren Ursprung darin, dass im Englischen einzelne Produktionsabteilungen
ha¨ufig als Shop bezeichnet werden. In der Automobilindustrie spricht man beispielsweise vom “body shop” (Fertigung
der Karosserie) oder vom “paint shop” (Lackierung).
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weise auch die Minimierung von Verspa¨tungen, oder die Minimierung von Strafen, die sich durch
Verspa¨tungen ergeben, sein.
3.1.1 Technologie und Organisation
Ein Shop Schedulingproblem kann folgendermaßen beschrieben werden. Gegeben sei eine Menge von
Auftra¨gen (jobs) Ai mit i ∈ I = {1, . . . , n} und eine Menge vonMaschinen Mj mit j ∈ J = {1, . . . ,m}.
Jeder Auftrag Ai besteht aus einer Teilmenge der Operationen Oi ⊆ {Oi1, . . . , Oim}, wobei die Ope-
ration Oij die Bearbeitung von Auftrag Ai auf Maschine Mj beschreibt.
Jeder Auftrag kann zu jedem festen Zeitpunkt nur von ho¨chstens einer Maschine bearbeitet wer-
den. Umgekehrt kann jede Maschine zu jedem Zeitpunkt ho¨chstens einen Auftrag bearbeiten. Die
Bearbeitung von Ai auf Mj darf u.U. unterbrochen (preemption) und zu einem spa¨teren Zeitpunkt
wieder aufgenommen werden. Die Bearbeitungszeit (processing time) pij von Auftrag Ai auf Maschine
Mj ist deterministisch und bekannt. In der Literatur werden auch Schedulingprobleme behandelt, bei
denen die Bearbeitungszeiten nur mit Ungewissheiten bekannt sind.
Vor dem Hintergrund der Approximierbarkeit von reellen Zahlen durch rationale Zahlen werden
die Bearbeitungszeiten u¨blicherweise als ganzzahlig angenommen.
Operationenmenge
Die Operationenmenge SIJ = O1 + . . . + On eines Shop Problems besteht aus der Menge der Ope-
rationen aller Auftra¨ge. Gilt fu¨r jeden Auftrag Ai, dass die Operationenmenge Oi aus allen Ope-
rationen Oi1, . . . , Oim besteht, so sprechen wir von einer vollsta¨ndigen Operationenmenge SIJ . An-
dernfalls heißt sie unvollsta¨ndig. Gelegentlich werden wir die Operationenmenge eines Problems nicht
als Menge von Operationen Oij beschreiben, sondern uns darauf beschra¨nken, sie durch die Indi-
zes i ∈ I und j ∈ J zu beschreiben. Wir identiﬁzieren dann SIJ mit einer Teilmenge von I × J ,
SIJ = {(i, j) ∈ I × J : pij > 0}. Im Falle einer vollsta¨ndigen Operationenmenge gilt SIJ = I × J .
Eine unvollsta¨ndige Operationenmenge SIJ∗ ( I×J kann auch als eine vollsta¨ndige Operationen-
menge interpretiert werden, bei der jede nicht vorhandene OperationOij /∈ SIJ∗ eine Bearbeitungszeit
pij = 0 hat.
Technologische und organisatorische Reihenfolge
Die Reihenfolge der Bearbeitung eines Auftrags Ai auf den Maschinen nennt man die technologische
Reihenfolge MOi (machine order) oder die Technologie von Ai. Sie kann a-priori bekannt oder Teil
des Problems sein. Die Reihenfolge der Auftra¨ge auf einer Maschine Mj heißt die organisatorische
Reihenfolge JOj (job order) oder die Organisation auf Mj . Sie ist immer Teil des Problems.
Job-Shop
Ist bei einem Shop Problem die technologische Reihenfolge fu¨r alle Auftra¨ge durch die Technologie
des abgebildeten Prozesses vorgegeben, so spricht man von einem Job-Shop Problem. Untersuchungs-
gegenstand ist in diesem Fall lediglich die Organisation auf allen Maschinen.
Flow-Shop
Ein Spezialfall tritt ein, wenn alle Auftra¨ge zu einer gemeinsamen Produktgruppe geho¨ren und in der
technologischen Reihenfolge u¨bereinstimmen. In diesem Fall unterscheiden sich Auftra¨ge, die zu ver-
schiedenen Modellen dieser Produktgruppe geho¨ren nur in den Bearbeitungszeiten. Man spricht dann
von einem Flow-Shop Problem. Ein Beispiel hierfu¨r ist die Serienproduktion von a¨hnlichen Modellen
eines Produktes auf einer Fertigungsstraße.
Open-Shop
Gibt es dagegen weder Vorgaben zu den technologischen noch zu den organisatorischen Reihenfol-
gen, so spricht man von einem Open-Shop Problem2. Hierbei ist es nicht wichtig, was wann und in
2Der Begriff Open-Shop ru¨hrt daher, dass es keinerlei Einschra¨nkungen gibt, also alles “offen” ist.
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welcher Reihenfolge geschieht. Es kommt lediglich darauf an, dass am Ende jeder Auftrag alle Be-
arbeitungsstationen durchlaufen hat. Ein Beispiel hierfu¨r ist die Erstellung eines Stundenplans, der
jeder Schulklasse fu¨r jede Unterrichtsstunde ho¨chstens einen Lehrer, und jedem Lehrer fu¨r jede Unter-
richtsstunde ho¨chstens eine Klasse zuordnet. Aus symmetrischen Gru¨nden ist es hierbei unerheblich,
ob man dabei die Klassen als Auftra¨ge und die Lehrer als Maschinen interpretiert, oder umgekehrt.
In der Literatur wird auch der Fall einer beliebigen Kombination aus Open-Shop und Job-Shop
betrachtet. Bei einem solchen Mixed-Shop Problem ist die Technologie fu¨r einen Teil der Auftra¨ge
(oder einen Teil der Operationen einiger Auftra¨ge) vorgegeben.
3.1.2 Die α | β | γ-Notation
Neben den bisher angesprochenen Problemen gibt es in der Schedulingtheorie eine gewaltige Anzahl
weiterer Problemtypen. Zur Beschreibung von Schedulingproblemen hat sich eine Notation durchge-
setzt, die jedes Problem durch drei Felder α | β | γ beschreibt. Durch α wird dabei die Maschi-
nenumgebung eines Problems charakterisiert, durch β seine Jobcharakteristika, und durch γ seine
Zielfunktion.
Seit ihrer Einfu¨hrung durch Graham et al. (1979) [37] ist diese Notation deutlich erweitert und
verfeinert worden. Fu¨r eine Beschreibung sei beispielhaft auf B laz˙ewicz et al. (2007) [9] verwiesen.
Wir bescha¨ftigen uns in dieser Arbeit ausschließlich mit dem Standard-Open-Shop Problem mit
Makespan-Kriterium, O || Cmax. Die Zielfunktion Cmax = maxi {Ci} (Gesamtbearbeitungszeit oder
makespan) ha¨ngt von den Fertigstellungszeiten der einzelnen Auftra¨ge Ai ab. Die Fertigstellungszeit
(completion time) eines Auftrags Ai (i = 1, . . . , n) ist der Zeitpunkt, zu dem alle Operationen von
Ai vollsta¨ndig abgearbeit sind. Sie wird mit Ci bezeichnet, und ist von der jeweiligen Lo¨sung des
Problems abha¨ngig.
Bei der betrachteten Zielfunktion Cmax handelt es sich um eine sogenannte regula¨re Zielfunktion.
Dabei heißt eine Zielfunktion f (C1, . . . , Cn) regula¨r , wenn sie monoton wachsend in jeder Variable Ci
(i = 1, . . . , n) ist, d.h. wenn f (C1, . . . , Cn) ≤ f (C∗1 , . . . , C
∗
n) gilt, falls Ci ≤ C
∗
i fu¨r alle i = 1, . . . , n
gilt.3
3.1.3 Das Problem O || Cmax
Das Klassiﬁzierungssystem la¨sst einen gewissen Interpretationsspielraum bei der Abgrenzung zwischen
einem Problem und einer Instanz dieses Problems. Daher wollen wir pra¨zisieren, was wir unter einem
Open-Shop Problem verstehen wollen.
Problem und Probleminstanz
Bei einem Open-Shop Problem ist eine Menge {Ai : i ∈ I} von Auftra¨gen und eine Menge {Mj : j ∈ J}
von Maschinen gegeben. Jeder Auftrag Ai besteht aus einer gegebenen Menge {Oik : k ∈ Ji ⊆ J}
von Operationen. Die Operationenmenge SIJ = J1 + . . . + Jn ⊆ I × J beschreibt die Menge aller
zu bearbeitenden Operationen. Eine Probleminstanz zu diesem Problem entha¨lt daru¨berhinaus die
Information u¨ber die Bearbeitungszeiten pij > 0 aller Operationen aus SIJ . Diese Bearbeitungszeiten
sind ganzzahlig, deterministisch, und bekannt. Sie unterliegen also keinerlei stochastischen Prozessen
oder Ungewissheiten. Gesucht sind die technologischen und organisatorischen Reihenfolgen MOi (i =
1, . . . , n) und JOj (j = 1, . . . ,m) fu¨r alle Auftra¨ge und alle Maschinen. Hinsichtlich dieser Reihenfolgen
mu¨ssen keinerlei einschra¨nkende Vorgaben beru¨cksichtigt werden (Open-Shop). Es gelten jedoch die
folgenden Bestimmungen (Shop Scheduling): Kein Auftrag Ai kann gleichzeitig von mehr als einer
Maschine bearbeitet werden. D.h. zwei Operationen Oij und Okl ko¨nnen allenfalls dann gleichzeitig
bearbeitet werden, wenn i 6= k gilt. Analog kann keine MaschineMj mehr als einen Auftrag gleichzeitig
bearbeiten. D.h. zwei Operationen Oij und Okl ko¨nnen allenfalls dann gleichzeitig bearbeitet werden,
wenn j 6= l gilt. Wurde die Bearbeitung von Operation Oij begonnen, kann sie nicht unterbrochen
werden (kein preemption).
3Es gibt auch nicht-regula¨re Zielfunktionen, wie beispielsweise
∑ (
L2i
)
oder
∑
|Li|, bei denen jede Terminabwei-
chung Li = Ci − di (di duedate von Auftrag Ai) unabha¨ngig vom Vorzeichen der Abweichung bestraft wird. Solche
Zielfunktionen finden z.B. bei just-in-time-Problemen Anwendung.
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Daru¨ber hinaus gibt es keine Einschra¨nkungen: Wartezeiten fu¨r Auftra¨ge und Stillstandszeiten fu¨r
Maschinen sind zula¨ssig (weder no-wait, noch no-idle); fu¨r die Auftra¨ge sind weder Bereitsstellungs-
termine ri noch Fertigstellungstermine di gegeben.
Als zu minimierende Zielfunktion dient die Gesamtbearbeitungszeit (Makespan) Cmax =
maxi=1,...,n {Ci}, d.h. der Zeitpunkt, an dem die Bearbeitung aller Auftra¨ge vollsta¨ndig abgeschlossen
ist.
Der angesprochene Interpretationsspielraum bei der Problemformulierung eines Problems der Form
O || Cmax besteht im Folgenden: In unserer Formulierung ist die Operationenmenge SIJ ein Be-
standteil der Problembeschreibung (und kein Bestandteil der Beschreibung einer Probleminstanz ).
Damit ist insbesondere die Anzahl der vorhandenen Maschinen bei der Beschreibung des Problems
bekannt—und nicht etwa Teil des Problems. Ein Schedulingproblem mit unserer Beschreibung wa¨re
damit besser klassiﬁziert durch Om || Cmax. Da dies jedoch unu¨blich ist, werden wir daran festhalten,
ein beliebiges Open-Shop Problem mit Makespan-Kriterium als ein Problem der Form O || Cmax zu
beschreiben. Die Operationenmenge SIJ setzen wir dabei jedoch gema¨ß unserer Problembeschreibung
immer als gegeben vorraus.
Anwendung
Open-Shop Probleme treten in der Praxis unter anderem bei der Verwaltung von kapazita¨tsbeschra¨nk-
ten diﬀerenzierten Ressourcen auf. Ein Beispiel ist die bereits angesprochene Stundenplanung, bei
der eine Menge von fachspeziﬁschen Lehrern einer Menge von Klassen mit diﬃrenzierten fachli-
chen Bedu¨rfnissen zugeordnet werden. Hat man dafu¨r eine zula¨ssige Lo¨sung gefunden, ergibt sich
ein a¨hnliches Problem bei der Raumplanung.4 Ein weiteres Beispiel ist die Wartung von technsichen
Anlagen.
Weitere Anwendungsgebiete ﬁnden sich zum Beispiel in der Halbleiterfertigung oder in der Sateli-
tenkommunikation (siehe Prins (1994) [57]).
Lo¨sungsansa¨tze fu¨r O || Cmax
Das Open-Shop Problem O || Cmax ist, wie die meisten Schedulingprobleme, NP-schwer (Abschnitt
3.4), und damit fu¨r exakte Verfahren unzuga¨nglich (Kapitel 2). Eine global beste Lo¨sung la¨sst sich
allenfalls fu¨r kleine Probleminstanzen ﬁnden. Fu¨r Shop-Probleme allgemein gilt daru¨ber hinaus, dass
nicht nur die Bestimmung von optimalen Lo¨sungen sehr schwer ist. Sie sind auch schwer zu approximie-
ren.Williamson et al. (1997) [67] haben gezeigt, dass im Falle von P 6= NP kein polynomieller Algo-
rithmus existiert, der eine approximierte Lo¨sung Sapp mit der Eigenschaft Cmax (Sapp) <
5
4Cmax (Sopt)
konstruieren kann, wobei mit Sopt ein optimaler Plan bezeichnet sei.
Zur Lo¨sung von Open-Shop Problemen mu¨ssen also approximative Verfahren herangezogen werden.
Dabei ﬁnden zum Einen konstruktive Heuristiken, wie beispielsweise die sogenannten Reihungsregeln
oder Dispatching Rules , aber auch abgeru¨stete Branch & Bound -Verfahren Anwendung. Zum Ande-
ren liefern iterative Verbesserungsverfahren, wie Lokale Suche, Threshold Accepting oder Simulated
Annealing sehr gute Lo¨sungen. Ein notwendiges Element fu¨r iterative Heuristiken ist die Deﬁnition ei-
ner Nachbarschaft zwischen zula¨ssigen Lo¨sungen des Problems. Weitere Lo¨sungsmethoden sind durch
dynamische Optimierung oder genetische Algorithmen gegeben.
3.1.4 Plan und Schedule
Eine Lo¨sung eines Open-Shop Problems ist ein Plan (engl. sequence). Er beschreibt eine zula¨ssige
Kombination von technologischer und organisatorischer Reihenfolge. Wir bezeichnen die Menge der
zula¨ssigen Pla¨ne zu dem Open-Shop Problem mit einer gegebenen Operationenmenge SIJ mit SSIJ .
Zu jedem Plan S ∈ SSIJ ergibt sich bei Beru¨cksichtigung der Bearbeitungszeiten ein Zeitplan oder
4Im Schulbetrieb ist das Problem der Raumplanung oft nicht sehr schwierig, da alle Lehrer/Klassen-Kombinationen
sehr a¨hnliche Anforderungen an die Ra¨ume haben: die Klassensta¨rke muss bei der Auswahl der Ra¨ume in aller Regel nicht
beru¨cksichtigt werden, und zu beru¨cksichtigende fachspezifische Anforderungen an die Ra¨ume sind eher die Ausnahme.
Anders sieht das Problem der Raumplanung beispielsweise an einer Universita¨t aus. Hier spielt insbesondere die stark
variierende Gruppensta¨rke eine bedeutende Rolle.
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Schedule. Dieser entha¨lt u¨ber die Informationen zur Technologie und Organisation hinaus auch In-
formationen u¨ber die Anfangs- und Fertigstellungszeitpunkte aller Operationen. Ein Schedule ist eine
zula¨ssige Lo¨sung einer Probleminstanz. Da die Operationen wa¨hrend der Bearbeitung nicht unterbro-
chen werden du¨rfen (no preemption), ergibt sich der Fertigstellungszeitpunkt Cij (completion time)
einer Operation Oij durch seinen Anfangszeitpunkt plus seiner Bearbeitungszeit pij . Wir beschra¨nken
uns daher auf die Beschreibung eines Schedules durch die Fertigstellungszeitpunkte Cij aller Ope-
rationen. Aus einem Schedule sind insbesondere die Fertigstellungszeiten Ci = maxj=1,...,m Cij aller
Auftra¨ge Ai (i = 1, . . . , n) ablesbar. Ein Schedule ist optimal, wenn er die gegebene Zielfunktion
minimiert.
Darstellung von Pla¨nen und Schedules
Ein Plan kann durch die Angabe der Technologie und der Organisation dargestellt werden. Betrach-
ten wir beispielsweise ein Open-Shop Problem mit unvollsta¨ndiger Operationenmenge mit 3 Auftra¨gen
A1,A2, A3 und 4 Maschinen M1,M2,M3,M4. Ein zula¨ssiger Plan B1 ∈ SSIJ ko¨nnte dann folgender-
maßen beschrieben werden:
technologische Reihenfolge: organisatorische Reihenfolge:
A1: M2 →M4 →M1
A2: M3 →M2 →M4 →M1
A3: M1 →M3 →M4
M1: A3 → A1 → A2
M2: A1 → A2
M3: A2 → A3
M4: A1 → A3 → A2
.
Nehmen wir an, in unserem Beispiel seien die Bearbeitungszeiten durch die Matrix P = [pij ] gegeben.
Dann kann ein Schedule beispielsweise durch eine Matrix C = [Cij ] dargestellt werden.
P =
 6 1 13 6 4 2
2 1 3
 C =
 8 1 215 10 4 12
2 5 8

Bei der vorliegenden Lo¨sung sind die Auftra¨ge A1 und A3 nach 8 Zeiteinheiten beendet, der Auftrag
A2 ist nach 15 Zeiteinheiten abgeschlossen. Mit einem Makespan-Kriterium als Zielfunktion ergibt sich
fu¨r diesen Schedule ein Zielfunktionswert von 15. Aus den Matrizen P und C kann entnommen werden,
dass diese Lo¨sung optimal ist, da der Auftrag A2 ohne Unterbrechung bearbeitet wird.
Semiaktive und aktive Schedules
Zu jedem Plan existieren beliebig viele Schedules. In dem betrachteten Beispiel ko¨nnen wir jede Ope-
ration und alle nachfolgenden Operationen beliebig verspa¨ten. Konzentrieren wir uns andererseits
jedoch auf die Betrachtung von Schedules, die keine solchen unno¨tigen Warte- oder Stillstandszeiten
enthalten, so ist der angegebene Schedule eindeutig durch den Plan und die Bearbeitungszeiten be-
stimmt. Wir nennen einen Schedule semiaktiv , wenn keine Operation fru¨her beendet werden kann,
ohne den zugrundeliegenden Plan zu vera¨ndern. Ein semiaktiver Schedule heißt aktiv , wenn keine
Stillstandszeit existiert, in der eine spa¨tere Operation bearbeitet werden ko¨nnte.
Bemerkung 3.1 (Pla¨ne und semiaktive Schedules) Zu jedem Plan S ∈ SSIJ existiert bei gege-
benen Bearbeitungszeiten ein eindeutig bestimmter semiaktiver Schedule. Umgekehrt existiert zu jedem
beliebigen Schedule ein eindeutig bestimmter Plan.
3.2 Das Blockmatrizenmodell
Die Darstellung von Pla¨nen erfolgt in der Literatur in aller Regel nicht durch die direkte Angabe der
technologischen und organisatorischen Reihenfolgen, sondern u¨berlicherweise durch eine vollsta¨ndige
lineare Ordnung aller Operationen, die die technologischen Reihenfolgen der Auftra¨ge und die orga-
nisatorischen Reihenfolgen auf den Maschinen jeweils als Teilordnungen entha¨lt.
Wir betrachten hier dagegen das sogenannte Blockmatrizenmodell nach Bra¨sel (1990) [10] ([11],
[13], [15], oder auch [5], [6]), das eine sehr u¨bersichtliche Beschreibung von Shop-Problemen erlaubt.
Hierbei werden die wesentlichen Informationen eines Schedulingproblems und seiner Lo¨sung durch
einen Block von n×m-Matrizen u¨ber der Operationenmenge SIJ angegeben.
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Die Matrizen P, MO, JO, LR und C
Die Matrix P = [pij ] entha¨lt die Bearbeitungszeiten der Operationen Oij ∈ SIJ . Ist die Opera-
tionenmenge unvollsta¨ndig, so kann das durch Eintra¨ge pij = 0 dargestellt werden. Die Matrizen
MO = [moij ] und JO = [joij ] enthalten die Informationen u¨ber die technologischen (machine order,
MO) bzw. die organisatorischen Reihenfolgen (job order, JO).
Die Matrix LR = [lrij ] beschreibt die zula¨ssige Kombination (wenn mo¨glich) der technologischen
und organisatorischen Reihenfolgen durch ein lateinisches Rechteck LR = LR (n,m, r). Ein lateini-
sches Rechteck LR (n,m, r) ist eine (n×m)-Matrix mit Eintra¨gen aus {1, . . . , r} mit der Eigenschaft,
dass kein Eintrag mehrfach in einer Zeile oder Spalte vorkommt.
Schließlich entha¨lt die Matrix C = [cij ] die Fertigstellungszeiten der Operationen Oij ∈ SIJ als
Eintra¨ge. Sie beschreibt damit den semiaktiven Schedule zu dem Plan LR.
Die Rangmatrix
Da jede zula¨ssige Kombination von Technologie und Organisation eine Lo¨sung des Open-Shop Pro-
blems darstellt, ko¨nnen wir somit Pla¨ne durch solche lateinischen Rechtecke beschreiben.
Definition 3.2 (Plan) Ein Plan LR = LR (n,m, r) ∈ SSIJ ist ein lateinisches Rechteck vom Format
n×m mit Eintra¨gen aus {1, . . . , r}, das die Sequenzbedingung erfu¨llt: Zu jedem lrij > 1 existiert in
Zeile i oder in Spalte j der Eintrag lrij − 1.
Jeder Eintrag lrij liefert den Rang der Operation Oij ∈ SIJ . Die Matrix LR wird daher auch
Rangmatrix genannt. Die Sequenzbedingung stellt die Eindeutigkeit der Beschreibung sicher. Unter
allen lateinischen Rechtecken u¨ber SIJ , die eine bestimmte Lo¨sung eines Schedulingproblems—d.h.
eine bestimmte zula¨ssige Kombination von Technologie und Organisation—repra¨sentieren, wollen wir
ausschließlich jenes betrachten, bei dem kein Eintrag mehr durch einen geringeren ersetzt werden
kann.
Der Zusammenhang zwischen den Matrizen
Zwischen diesen fu¨nf Matrizen bestehen die folgenden Beziehungen. Der Plan LR ist durch MO und
JO eindeutig bestimmt, und kann bei Kenntnis vonMO und JO in der Zeit O (nm) ermittelt werden.
Umgekehrt ko¨nnenMO und JO bei Kenntnis von LR in der Zeit O (nm) abgelesen werden. MO und
JO sind hierbei jedoch nur dann eindeutig bestimmt, wenn wir uns auch hier auf den Vertreter mit
minimalen Eintra¨gen festlegen. Die Matrix C la¨sst sich eindeutig (in der Zeit O (nm)) aus dem Plan
LR und den Bearbeitungszeiten P bestimmen. Umgekehrt kann aus dem Schedule C bei Kenntnis
von P der Plan LR herausgelesen werden.
P LR︸ ︷︷ ︸
{
MO
JO
C
Bei einem Job-Shop Problem ist neben den Bearbeitungszeiten P auch die Matrix MO gegeben.
Gesucht sind die Matrizen JO, LR und C. Jedoch ko¨nnen jeweils zwei dieser Matrizen bei Kenntnis
der dritten leicht berechnet werden. Bei einem Open-Shop Problem sind wederMO noch JO bekannt.
Betrachten wir noch einmal das Beispiel aus dem vorherigen Teilabschnitt.
Beispiel 3.3 (Blockmatrizenmodell) Es sind 3 Auftra¨ge A1, A2 und A3, und 4 Maschinen M1,
M2, M3 und M4 gegeben. Die Bearbeitungszeiten P = [pij ] sind gegeben durch
P =
 6 1 13 6 4 2
2 1 3
 .
Die weiter oben bereits beschriebene zula¨ssige Lo¨sung zu diesem Open-Shop Problem hat im Blockma-
trizenmodell die folgene Darstellung durch die Matrizen MO = [moij ] und JO = [joij ],
MO =
 3 1 24 2 1 3
1 2 3
 , JO =
 2 1 13 2 1 3
1 2 2
 .
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Auftrag A1, beispielsweise, wird zuerst auf M2 bearbeitet, danach auf M4, und schließlich auf M1
(Zeile 1 in MO). Maschine M4 bearbeitet zuerst A1, anschließend A3, und zuletzt A2 (Spalte 4 in
JO). Durch MO und JO ergibt sich der eindeutig bestimmte Plan LR = [lrij ] = B1. Aus LR und P
la¨sst sich der zugeho¨rige semiaktive Schedule C = [cij ] berechnen.
LR =
 3 1 25 2 1 4
1 2 3
 = B1, C =
 8 1 215 10 4 12
2 5 8
 .
Rangmatrix vs. lineare Ordnung
Der Vorteil der Darstellung eines Plans durch eine Rangmatrix gegenu¨ber der in der Literatur u¨blichen
Repra¨sentation durch eine lineare Ordnung auf der Operationenmenge SIJ , die alle Informationen
zu der Technologie und Organisation als Teilordnungen entha¨lt, besteht in der Eindeutigkeit der
Darstellung. Wa¨hrend sehr viele lineare Ordnungen ein und denselben Plan beschreiben ko¨nnen, sind
die Pla¨ne, die durch zwei verschiedene Rangmatrizen repra¨sentiert werden, in keinem Fall identisch.5
Erkauft wird dieser Vorteil durch einen gro¨ßeren Aufwand beim algorithmischen Umgang mit der
Darstellung einer Lo¨sung. Bei der Konstruktion einer neuen zula¨ssigen Lo¨sung aus einer gegebenen
Rangmatrix muss beispielsweise mit einigem Aufwand sichergestellt werden, dass die manipulierte Ma-
trix tatsa¨chlich eine zula¨ssige Kombination aus Technologie und Organisation repra¨sentiert—also die
Sequenzbedingung erfu¨llt. Benutzt man dagegen eine lineare Ordnung zur Darstellung einer Lo¨sung,
so kann man sehr schnell, durch beliebiges Vertauschen von Operationen in dieser Ordnung, eine
alternative zula¨ssige Lo¨sung generieren. Das Problem hierbei besteht dann jedoch darin, dass man
mo¨glicherweise keine neue Lo¨sung generiert hat, sondern lediglich eine alternative Beschreibung der
gegebenen Lo¨sung. Will man sicherstellen, dass die erzeugte Lo¨sung tatsa¨chlich eine neue Lo¨sung ist,
so muss man bei der Darstellung durch lineare Ordnungen entweder auch ein A¨quivalent zur Sequenz-
bedingung beachten, oder eine entsprechend große Anzahl von Lo¨sungen erzeugen. In beiden Fa¨llen
entspricht der Gesamtaufwand etwa dem Aufwand beim Umgang mit Rangmatrizen.
Aus algorithmischer Sicht ko¨nnen beide Darstellungsformen daher als a¨quivalent betrachtet wer-
den. Bei der theoretischen Beschreibung besitzt die Darstellung durch Rangmatrizen jedoch einige
Vorteile. Wir ko¨nnen jedem Plan einen Comparabilitygraphen zuordnen, an dem wir schnell ablesen
ko¨nnen, ob von zwei gegebenen Pla¨nen einer vielleicht den anderen dominiert.
3.3 Plangraphen und H-Comparabilitygraphen
Viele Schedulingprobleme haben Interpretationen als graphentheoretische Probleme. Wir wollen in die-
sem Abschnitt eine sehr elegante graphentheoretische Formulierung fu¨r Shop Probleme beschreiben.
Sie orientiert sich an der Auﬀassung eines Plans als Rangmatrix, und ermo¨glicht eine Identiﬁzierung
eines Plans mit einer transitiven Orientierung auf einem Comparabilitygraphen. Sie liefert nicht nur ei-
ne besonders anschauliche Darstellung von Lo¨sungen des Shop Problems, sondern ermo¨glicht vor allem
eine sehr elegante Beschreibung der Reduzierbarkeit von Pla¨nen. Auf diesen zentralen Begriﬀ dieser
Arbeit werden wir in Kapitel 4 eingehen, wenn wir mit allen notwendigen Mitteln zur Beschreibung
der Fragestellung dieser Arbeit vertraut sein werden.
Obwohl die graphentheoretische Formulierung grundsa¨tzlich auch fu¨r Job-Shop oder Flow-Shop
Probleme geeignet ist, wollen wir unsere Augenmerk nach wie vor auf dem Open-Shop Problem be-
lassen.
3.3.1 Das disjunktive Graphenmodell
In der Literatur wird zur graphentheoretischen Beschreibung von Shop Problemen u¨blicherweise das
sogenannte disjunktive Graphenmodell nach Roy und Sussmann (1964) [59] herangezogen. Danach
5Zwei solche Pla¨ne ko¨nnen allenfalls a¨hnlich sein—wenn einer der Umkehrplan des anderen ist. Auf diesen Begriff
gehen wir im na¨chsten Abschnitt ein.
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wird einer Instanz eines Shop Problems der folgende disjunktive Graph G = (V,C,D) zugeordnet
(siehe z.B. Brucker [17],[18]).
Konjunktive und disjunktive Kanten
Die Knotenmenge V ist gegeben durch die Menge der Operationen SIJ und jeweils einer Quelle q ∈ V
und einer Senke s ∈ V . Jeder der Knoten Oij ∈ SIJ wird mit der Bearbeitungszeit pij gewichtet.
Die Knoten s und q erhalten das Gewicht Null. Die Kantenmenge des disjunktiven Graphen zerfa¨llt
in die Mengen C und D. Die Menge C entha¨lt die Menge der gerichteten konjunktiven Kanten. Diese
Kanten spiegeln die durch die Problemstellung gegebenen Vorrangbedingungen zwischen einzelnen
Operationen wider. Die Quelle q ist mit jeder Operation, die keine Vorga¨nger hat, durch eine kon-
junktive Kante verbunden. Die Senke s mit jeder Kante, die keine Nachfolger hat. Ist a-priori nicht
klar, welche Operationen jeweils keine Vorga¨nger bzw. Nachfolger haben werden, dann werden alle in
Frage kommenden Operationen mit q bzw. s verbunden.
Die Menge D schließlich entha¨lt die Menge der ungerichteten disjunktiven Kanten. Solche Kanten
existieren genau dann zwischen zwei Operationen, wenn diese nicht gleichzeitig bearbeitet werden
ko¨nnen.
Das Optimierungsproblem besteht nun darin, fu¨r jede noch ungerichtete “disjunktive” Kante eine
Orientierung auszuwa¨hlen, so dass der resultierende Graph azyklisch ist, und die Zielfunktion mini-
miert wird. Bei einer Cmax-Zielfunktion entspricht der Zielfunktionswert dem Gewicht eines la¨ngsten
Weges von der Quelle q zu der Senke s.
Anwendung auf Open-Shop Problem
Bei einem Job-Shop Problem entha¨lt die Menge der konjunktiven Kanten die vorhandenen Infor-
mationen u¨ber die technologischen Reihenfolgen. Bei einem Open-Shop Problem ist diese Kanten-
menge auf die Kanten von der Quelle q zu jeder Operation, und die Kanten von jeder Operation
zu der Senke s beschra¨nkt. Alle vorhandenen Kanten zwischen verschiedenen Operationen sind dis-
junktiv. Zwei Operationen Oij und Okl sind damit genau dann durch eine ungerichtete “disjunk-
tive” Kante verbunden, wenn sie entweder zum selben Auftrag, oder zur selben Maschine geho¨ren,
G = (V,C,D) = (SIJ + q + s, C +D) mit C = {qOij : Oij ∈ SIJ} ∪ {Oijs : Oij ∈ SIJ} und D ={
ÔijOkl : Oij , Okl ∈ SIJ, i = k ∨ j = l
}
.
Variation ohne zusa¨tzliche Quelle oder Senke
Wir verwenden in dieser Arbeit eine leichte Variation des disjunktiven Graphenmodells, wie sie z.B.
bei Bra¨sel et al. (1999) [13], Bra¨sel (2008) [11], Willenius (2000) [66] oder B laz˙ewicz et
al. (2007) [9] beschrieben wird. Wir verzichten auf die Einfu¨hrung der zusa¨tzlichen Knoten q und
s, und suchen entsprechend eine azyklische Orientierung mit mo¨glichst niedrigem Gewicht auf einem
schwersten Weg von einer Quelle zu einer Senke.
Der disjunktive Graph zu einem Open-Shop Problem hat dann die folgende Form, G = (V,C,D) =
(SIJ,C +D) mit C = ∅ und D =
{
ÔijOkl : Oij , Okl ∈ SIJ, i = k ∨ j = l
}
.
Der H-Graph zu einem Open-Shop Problem
Ist die Operationenmenge SIJ vollsta¨ndig, d.h. gilt SIJ = I × J mit |I| = n und |J | = m, so ist der
disjunktive Graph zu einer Instanz eines Open-Shop Problem isomorph zu dem Hamming-Graphen
Kn ×Km. Da sich verschiedene Instanzen zu einem Open-Shop Problem lediglich durch die Bearbei-
tungszeiten unterscheiden, ko¨nnen wir den Hamming-GraphenKn×Km ohne Knotengewichtung dem
Open-Shop Problem mit vollsta¨ndiger Operationenmenge zuordnen.
Diesen Ansatz ko¨nnen wir nun auch auf unvollsta¨ndige Operationenmengen erweitern. Der dis-
junktive Graph zu einem Open-Shop Problem ist dann isomorph zu einem induzierten Teilgraphen
des Kn ×Km.
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Definition 3.4 (H-Graph) Sei SIJ ⊆ I × J eine Operationenmenge mit |I| = n Auftra¨gen und
|J | = m Maschinen. Wir nennen die Einschra¨nkung des Hamming-Graphen Kn ×Km auf die Kno-
tenmenge SIJ den H-Graphen zu dem Open-Shop Problem auf SIJ , GSIJ = (SIJ,ESIJ) mit
ESIJ =
{
ÔijOkl : Oij , Okl ∈ SIJ, i = k ∨ j = l
}
.
Der H-Graph GSIJ ist der eindeutig bestimmte disjunktive Graph zu dem Open-Shop Problem
auf der Operationenmenge SIJ . Werden die Knoten in einem n ×m-Raster angeordnet, so ko¨nnen
wir von “Zeilen” und “Spalten” in GSIJ sprechen. Jede Zeile von GSIJ entspricht einem Auftrag
Ai (i = 1, . . . , n) und jede Spalte einer Maschine Mj (j = 1, . . . ,m). Wir werden noch sehen, dass
diese Sprechweise nicht nur intuitiv ist, sondern durchaus auch sehr sinnvoll sein kann. Der Graph
GSIJ ist damit ein ungerichteter Graph, der in jeder Zeile und in jeder Spalte aus einem vollsta¨ndigen
Teilgraphen besteht. In Abbildung 3.1 ist der H-Graph (links) zu dem Problem aus Beispiel 3.3
illustriert.
Abbildung 3.1: Der H-Graph GSIJ und der Plangraph G (B1) zu dem Plan B1 ∈ SSIJ .
3.3.2 Der Plangraph zu einem Plan
Der H-Graph GSIJ zu einem Open-Shop Problem spiegelt die Aufgabenstellung wider. Jede azyklische
Orientierung auf GSIJ beschreibt eine zula¨ssige Lo¨sung des Open-Shop Problems, also einen Plan S ∈
SSIJ . Umgekehrt kann auch jedem Plan S ∈ SSIJ eine azyklische Orientierung auf GSIJ zugeordnet
werden.
Der Plangraph G (S)
Nach dem Blockmatrizenmodell ko¨nnen wir einen Plan S ∈ SSIJ als eine Rangmatrix u¨ber der
Operationenmenge auﬀassen. Zur Erinnerung: Der Rang eines Knotens in einem Graphen bezu¨glich
einer azyklischen Orientierung dieses Graphens ist die La¨nge eines la¨ngsten Weges von einer Quelle
zu diesem Knoten (siehe Abschnitt 1.2.1). Wir ko¨nnen die durch S gegebenen Ra¨nge der einzel-
nen Operationen daher in eine eindeutig bestimmte Orientierung der Kanten von GSIJ u¨bersetzen:
Oij → Okl ⇔ [i = k ∨ j = l] ∧ [sij < skl]. Die Orientierung auf GSIJ zu dem Plan S entha¨lt dann
die (gerichtete) Kante OijOkl. Wir schreiben dann auch OijOkl ∈ S. Diese Orientierung auf GSIJ ist
genau dann azyklisch, wenn S ein Plan ist, und somit die Sequenzbedingung aus Deﬁnition 3.2 erfu¨llt.
Insbesondere ko¨nnen wir die Matrix S mit Eintra¨gen u¨ber SIJ mit einer (orientierten) Kantenmenge
auf GSIJ identiﬁzieren.
Definition 3.5 (Plangraph) Sei S ∈ SSIJ ein Plan. Durch G (S) = (SIJ, S) wird eine azyklische
Orientierung auf dem H-Graphen GSIJ = (SIJ,ESIJ) beschrieben. Wir nennen G (S) den Plangra-
phen zu S.
Aus dem Plan- oder auch Ablauf graphen G (S) ko¨nnen alle Vorga¨nger- und Nachfolgerbeziehungen
zwischen Operationen eines jeden Auftrags oder auf den einzelnen Maschinen abgelesen werden.
Der Plangraph G (S) besteht aus horizontalen Kanten OijOkl fu¨r die i = k und sij < skl gilt,
und aus vertikalen Kanten OijOkl mit j = l und sij < skl. Die horizontalen Kanten beschreiben
54 KAPITEL 3. OPEN-SHOP SCHEDULING
die technologischen Reihenfolgen, und die vertikalen Kanten die organisatorischen Reihenfolgen einer
Lo¨sung.
In Abbildung 3.1 (rechts) ist der Plangraph zu dem Plan B1 aus Beispiel 3.3 abgebildet.
Die Graphen GMO, GJO und GMO,JO
Wir ko¨nnen auch die Matrizen MO und JO aus dem Blockmatrizenmodell mit Graphen assoziieren.
Der Graph GMO = (SIJ,MO) ist ein gerichteter Graph auf der Operationenmenge SIJ , in dem
zwei Operationen OijOkl ∈ SIJ genau dann durch eine Kante OijOkl verbunden sind, wenn i = k
und sij < skl gilt. Der Graph beschreibt damit die Technologie zu einem Plan. Analog ist der Graph
GJO = (SIJ, JO) deﬁniert, der die organisatorischen Reihenfolgen zu einem Plan S ∈ SSIJ beschreibt.
In Abbildung 3.2 sind die Graphen GMO und GJO zu dem Plan B1 aus Beispiel 3.3 abgebildet.
Abbildung 3.2: Die Graphen GMO und GJO zum Plan B1.
Der Graph GMO,JO = GMO +GJO = (SIJ,MO + JO) vereinigt die technologischen und organi-
satorischen Reihenfolgen. Er ist identisch zu dem Plangraphen G (S) zu dem Plan S, der durch MO
und JO beschrieben wird.
Aus Gru¨nden der U¨bersichtlichkeit werden MO und JO ha¨uﬁg auch mittels ihrer transitiven
Redukte MOr und JOr dargestellt.
Gewichtete und ungewichtete Varianten von GSIJ und G (S)
Ein Schedule C zu einem Plan S ∈ SSIJ kann einfach durch die Gewichtung der Knoten Oij ∈ SIJ in
G (S) mit den jeweiligen Bearbeitunszeiten pij mit einem Graphen assoziiert werden. Der resultierende
“Schedulegraph” G (C) = G (S, P ) verha¨lt sich damit so zum Plangraphen G (S), wie der H-Graph
GSIJ (P ) fu¨r eine gegebene Instanz P zum H-Graphen GSIJ des jeweiligen Problems. Obwohl diese
zwei Paare von Graphen jeweils formal verschieden sind, und sorgfa¨ltig auseinander gehalten werden
mu¨ssen, gibt es keine sprachliche Trennung zwischen den gewichteten und ungewichteten Varianten.
Wir werden daher auch bei der Betrachtung von konkreten Probleminstanzen P das Optimierungs-
problem als Suche nach einer azyklischen Orientierung auf dem H-Graphen GSIJ formulieren—und
nicht etwa als Suche auf dem Graphen GSIJ (P ). Ebenso werden wir auch den gewichteten Graphen
G (S) zu einer Lo¨sung als Plangraphen bezeichnen—und nicht etwa als Schedulegraph G (S, P ).
3.3.3 Der H-Comparabilitygraph zu einem Plan
Die Graphen GMO und GJO sind transitiv orientierte Graphen. Aus GMO in Abbildung 3.2 ko¨nnen
wir ablesen, dass die Operation O21 erst bearbeitet wird, nachdem die Operationen O23, O22 und O24
abgearbeitet sind. Es existiert eine Kante von jedem dieser drei Vorga¨nger zu O21. Ebenso ko¨nnen wir
aus GJO ablesen, dass auf Maschine 2 die Operation O12 noch vor der Operation O22 bearbeitet wird,
da eine Kante von O12 nach O22 existiert. Aus dem Plangraphen G (S) = GMO,JO ko¨nnen wir jedoch
nicht so einfach ablesen, dass O12 damit auch ein Vorga¨nger von O21 ist, da diese beiden Operationen
nicht adjazent sind. Der PlangraphG (S) ist also im Allgemeinen kein transitiv orientierter Graph. Um
jedoch von den vielen Eigenschaften transitiv orientierbarer Graphen proﬁtieren zu ko¨nnen, werden
wir zur Beschreibung von Pla¨nen auch den transitiven Abschluss von G (S) betrachten.
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Wenn wir S ∈ SSIJ nicht nur als Rangmatrix u¨ber SIJ auﬀassen, sondern gleichzeitig auch mit
der durch S induzierten Kantenmenge u¨ber der Knotenmenge SIJ identiﬁzieren, ko¨nnen wir die
transitive Hu¨lle von G (S) durch G (S)
tr
= (SIJ, Str) oder auch einfach nur durch Str beschreiben.
Der symmetrische Abschluss
(
SIJ, Str + (Str)
−1
)
= [Str] ist dann ein Comparabilitygraph, der eine
transitive Orientierung besitzt, die eine Lo¨sung des Open-Shop Problems auf der Operationenmenge
SIJ repra¨sentiert. Da S eine Orientierung auf dem H-Graphen GSIJ ist, ist GSIJ ein Teilgraph von
[Str]. Also entha¨lt [Str] insbesondere den auf SIJ eingeschra¨nkten Hamming-Graphen Kn ×Km als
Teilgraphen. Daher nennen wir [Str] den H-Comparabilitygraphen zu S.
Definition 3.6 (H-Comparabilitygraph zum Plan S) Sei S ∈ SSIJ ein Plan. Der Graph [Str] =
(SIJ, Str + (Str)
−1
) heißt H-Comparabilitygraph von S.
In Abbildung 3.3 ist die transitive Hu¨lle Btr1 und der H-Comparabilitygraph [B1
tr] zu dem Plan
B1 aus dem Beispiel 3.3 dargestellt. Im Abschnitt 3.3.5 werden wir noch eine etwas verallgemeinerte
Betrachtung von H-Comparabilitygraphen diskutieren, die die Deﬁnition unabha¨ngig von einem kon-
kreten Plan machen wird. Bis dahin werden wir immer von dem H-Comparabilitygraphen zu einem
konkreten Plan S ∈ SSIJ sprechen.
Abbildung 3.3: Die transitive Hu¨lle Btr1 und der H-Comparabilitygraph [B
tr
1 ].
3.3.4 Regula¨re Kanten und Schra¨gkanten
Die Kantenmenge eines H-Comparabilitygraphen zu einem Plan zerfa¨llt in zwei Gruppen von Kanten,
die vor dem Hintergrund des Schedulingproblems grundsa¨tzlich verschiedene Eigenschaften besitzen.
Die eine Gruppe besteht aus den Kanten, die auch in dem H-Graphen GSIJ enthalten sind, die andere
Gruppe entha¨lt alle u¨brigen Kanten.
Regula¨re Kanten und regula¨re Wege
Die Kanten der ersten Gruppe sind, unabha¨ngig von einer konkreten Lo¨sung des Problems, immer Be-
standteil des H-Comparabilitygraphen. Sie geho¨ren zur Problembeschreibung, und werden als regula¨re
Kanten bezeichnet.
Definition 3.7 (regula¨re Kante) Sei S ∈ SSIJ ein Plan, GSIJ der H-Graph von SIJ , und [Str] =
(SIJ,E (S)) der H-Comparabilitygraph zu S. Eine Kante e ∈ E (S) heißt regula¨r, e ∈ Ereg (S), wenn
sie auch in dem Teilgraphen GSIJ liegt. Insbesondere sind alle Kanten des Plangraphen G (S) =
(SIJ, S) regula¨r.
Die Menge der regula¨ren Kanten Ereg (S) umfasst damit sa¨mtliche horizontalen und vertikalen
Kanten—sowie deren Umkehrungen. Sie ist fu¨r alle Pla¨ne S ∈ SSIJ gleich, und nur von der Ope-
rationenmenge SIJ abha¨ngig. Der Plangraph G (S) besteht aus einer azyklischen Orientierung der
regula¨ren Kanten des H-Comparabilitygraphen [Str].
Definition 3.8 (Weg, regula¨rer Weg) Sei S ∈ SSIJ ein Plan. Ein Weg W in S ist ein Weg
auf dem Plangraphen G (S) = (SIJ, S), W ⊆ S. Ein Weg W ⊆ E (S) im H-Comparabilitygraphen
[Str] = (SIJ,E (S)) von S heißt regula¨r (bezu¨glich S), wenn er ein Weg in S ist.
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Ein regula¨rer Weg W im H-Comparabilitygraphen [Str] ist also eine Kantenmenge der transitiven
Orientierung Str von [Str], die ausschließlich aus regula¨ren Kanten besteht. D.h. es gilt W ⊆ S. Da
wir den Plan S mit der Kantenmenge des Plangraphen G (S) identiﬁzieren, unterscheiden wir nicht
zwischen einem Weg in einem Plan, und einem Weg auf dem zugeho¨rigen Plangraphen.
Die transitive Hu¨lle Str von S entha¨lt in aller Regel jedoch zusa¨tzliche Wege. Diese zusa¨tzlichen
Wege enthalten jedoch jeweils mindestens eine Kante, die weder horizontal, noch vertikal—und damit
nicht regula¨r ist. Um diese zusa¨tzlichen Wege in der transitiven Orientierung Str des H-Comparability-
graphen [Str] von den Wegen in S unterscheiden zu ko¨nnen, benutzen wir den Begriﬀ des regula¨ren
Weges. Wir ko¨nnen so beispielsweise von einem regula¨ren Weg W zu einem Plan S sprechen, ohne
jedes Mal mit anfu¨hren zu mu¨ssen, dass wir W in diesem Zusammenhang ggf. als ein Objekt in einer
Orientierung des H-Comparabilitygraphen von S betrachten.
Es sei an dieser Stelle in Erinnerung gerufen, dass wir Kantenmengen prinzipiell als gerichtet be-
trachten. In einem ungerichteten Graphen existiert zu jeder gerichteten Kante auch ihre Umkeh-
rung. Wir wollen Wege daher prinzipiell ebenfalls als gerichtete Kantenmengen auﬀassen. Damit
gilt, dass jeder Weg W ⊆ Str in der transitiven Hu¨lle von S auch ein Objekt im ungerichteten
H-Comparabilitygraphen [Str] ist. Anders als in Str existiert in [Str] jedoch auch der umgekehrte Weg
W−1.
Schra¨gkanten
Durch die Bestimmung der transitiven Hu¨lle Str von S ∈ SSIJ entstehen in aller Regel zusa¨tzliche
Kanten. Diese sind weder horizontal, noch vertikal. Wir nennen solche Kanten daher Schra¨gkanten
(diagonal edges). Ihre Existenz oder Nichtexistenz in Str ist damit von dem zugrundeliegenden Plan
S abha¨ngig.
Definition 3.9 (Schra¨gkante) Sei S ∈ SSIJ ein Plan, GSIJ der H-Graph von SIJ , und [Str] =
(SIJ,E (S)) der H-Comparabilitygraph zu S. Eine Kante e ∈ E (S), die nicht in dem Teilgraphen
GSIJ liegt, heißt Schra¨gkante in [S
tr], e ∈ Ediag (S).
Die Kantenmenge eines H-Comparabilitygraphen zerfa¨llt damit in die Menge der regula¨ren Kanten
Ereg und die Menge aller Schra¨gkanten Ediag. Die Menge der regula¨ren Kanten ist dabei unabha¨ngig
von einem konkreten Plan. Sie ha¨ngt lediglich von der zugrundeliegenden Operationenmenge ab.
Daher unterscheiden sich die H-Comparabilitygraphen zu zwei Pla¨nen S1 und S2 u¨ber derselben
Operationenmenge SIJ nur durch ihre Schra¨gkantenmengen.
Aufgrund der Deﬁnition der transitiven Hu¨lle ist klar, dass zu jeder Schra¨gkante in der transitiven
Orientierung Str auf [Str] ein regula¨rer Weg existiert, der diese Schra¨gkante induziert.
Lemma 3.10 (Schra¨gkanten und Wege) Sei S ∈ SSIJ ein Plan, und sei e = ab eine Schra¨gkante
in Str. Dann existiert in S ein Weg W ⊆ S von a nach b.
Teilweg und minimaler Teilweg
Mit Hilfe der Zerlegung der Kantenmenge eines H-Comparabilitygraphen in regula¨re Kanten und
Schra¨gkanten sind wir in der Lage, jeden Sachverhalt auf einem der beiden Graphen G (S) bzw. [Str]
auch durch den jeweils anderen Graphen beschreiben zu ko¨nnen.
Eine wichtige Eigenschaft von regula¨renWegen ist, dass wir zu jedem regula¨renWeg einen regula¨ren
Teilweg beschreiben ko¨nnen, der abwechselnd aus horizontalen und vertikalen Kanten besteht. Das ist
bedeutsam, weil wir unsere Argumentation ha¨uﬁg auf solche besonderen Wege beschra¨nken werden.
Obwohl wir Wege in Pla¨nen u¨berwiegend als Kantenmengen, und nicht als Knotenmengen in den
zugeho¨rigen Plangraphen interpretieren, ist es hilfreich, den Begriﬀ eines Teilweges mit Hilfe von
Knotenmengen zu deﬁnieren.
Definition 3.11 (Teilweg) Sei W ein Weg in S ∈ SSIJ mit der Knotenmenge VW ⊆ SIJ . Der Weg
W ∗ mit der Knotenmenge VW∗ ⊆ SIJ ist ein Teilweg von W , W ∗ ⊆ W , wenn VW∗ ⊆ VW gilt, und
W ∗ ebenfalls ein Weg in S ist.
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Der Forderung, dass W ∗ seinerseits selbst ein Weg in S, also ein regula¨rer Weg in [Str], sein soll,
kommt dabei eine entscheidende Bedeutung zu. Nicht jede Teilmenge der Knoten eines Weges W in
S ∈ SSIJ beschreibt einen Teilweg von W in S. Zwar ist in [Str] jede Teilmenge der Knoten eines
Weges wieder ein Weg in [Str]. Einen Weg in S beschreibt eine solche Teilmenge der Knoten aber
nur dann, wenn die zugeho¨rige Kantenmenge der direkten Nachfolger der jeweiligen Knoten keine
Schra¨gkanten entha¨lt. Betrachten wir beispielsweise in Abbildung 3.3 den Weg W von Operation O12
u¨ber O14 und O34 nach O24. Die Teilmenge {O12, O34, O24} ⊆ VW beschreibt zwar einen Weg in
Btr1 , aber keinen regula¨ren Weg, da die Kante O12O34 ∈ B1
tr eine Schra¨gkante ist. Der einzige echte
Teilweg in W von O12 nach O24 ist der Weg W
∗ mit VW∗ = {O12, O14, O24}.
Lemma 3.12 (minimaler Teilweg) Sei W ein Weg in S ∈ SSIJ von a nach b. Dann existiert in S
ein Teilweg W ∗ ⊆W von a nach b, der keine zwei aufeinanderfolgenden horizontalen oder vertikalen
Kanten entha¨lt. Wir nennen W ∗ den minimalen Teilweg von W , bzw. einen minimalen Weg in S von
a nach b.
Beweis. SeiW ⊆ S ein beliebiger Weg in S ∈ SSIJ , und sei VW ⊆ SIJ die Menge seiner Knoten. Wir
ko¨nnen W in Abschnitte von aufeinanderfolgenden horizontalen bzw. vertikalen Kanten unterteilen.
Da die Graphen GMO und GJO transitiv orientiert sind, gilt fu¨r jeden dieser Abschnitte, dass der
Startknoten v der jeweils ersten Kante und der Endknoten w der jeweils letzten Kante in G (S) durch
die Kante vw ∈ S verbunden ist. Damit ko¨nnen wir jeden dieser Abschnitte auf genau eine Kante
reduzieren, und erhalten so einen eindeutig bestimmten Teilweg W ∗, der nicht weiter verku¨rzt werden
kann. W ∗ besteht dann abwechselnd aus horizontalen und vertikalen Kanten.
Ecken und Eckkanten
Zur Beschreibung von einzelnen Abschnitten in minimalen regula¨ren Wegen werden wir gelegentlich
auch die beiden folgenden Begriﬀe benutzen.
Definition 3.13 (Ecke, Eckkante) Sei S ∈ SSIJ ein Plan. Ein minimaler regula¨rer Weg der Kan-
tenla¨nge 2 heißt eine Ecke. Die durch diese Ecke induzierte Schra¨gkante nennen wir eine Eckkante.
Ein minimaler regula¨rer Weg besteht damit ausschließlich aus Ecken. Jedoch ist nicht jede der
durch einen solchen Weg induzierten Schra¨gkanten eine Eckkante. Das gilt nur, wenn der regula¨re
Weg nur aus einer Ecke besteht.
Regula¨re Wege und Cliquen
Bei der Betrachtung von transitiven Orientierungen in Kapitel 1.2.1 haben wir darauf hingewiesen,
dass jeder Weg der Kantenla¨nge l in einer transitiven Orientierung T mit einem vollsta¨ndigen Graphen
Kl+1 in [T ] korrespondiert, und umgekehrt. Das bedeutet, dass jeder Weg in S eine Clique in [S
tr]
induziert. Damit entha¨lt [Str] nicht nur Cliquen in jeder Zeile oder Spalte, sondern auch solche, die
Schra¨gkanten enthalten. Die Cliquen, die mit minimalen regula¨ren Wegen korrespondieren, haben die
Eigenschaft, dass sie aus jeder Zeile oder Spalte ho¨chstens zwei Knoten enthalten.
3.3.5 A¨hnliche Pla¨ne
In diesem Abschnitt wollen wir einige Zusammenha¨nge zwischen Pla¨nen, ihren H-Comparabilitygra-
phen und beliebigen transitiven Orientierungen auf diesen Graphen betrachten. Dabei werden wir dem
Reduktionsbegriﬀ von Pla¨nen, den wir in Kapitel 4 einfu¨hren wollen, schon ein wenig vorgreifen, und
kla¨ren, was wir unter “a¨hnlichen” Pla¨nen verstehen wollen. In diesem Zusammenhang werden wir eine
etwas verallgemeinerte Auﬀassung von H-Comparabilitygraphen kennen lernen.
Planorientierung und A¨hnlichkeit
Wir haben den H-Comparabilitygraphen [Str] zu einem Plan S ∈ SSIJ deﬁniert, um eine graphen-
theoretische Beschreibung der Bearbeitungsreihenfolge der Operationen aus SIJ zu einer konkreten
Lo¨sung S des Open-Shop Schedulingproblems auf SIJ zu erhalten. Dabei betrachten wir den transiti-
ven Abschluss aus den jeweiligen Reihenfolgen innerhalb der einzelnen Auftra¨ge und auf den einzelnen
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Maschinen. Der symmetrische Abschluss von dieser transitiven Hu¨lle Str ist ein Comparabilitygraph,
der die Eigenschaft hat, dass er eine transitive Orientierung S besitzt, bei der jede der Schra¨gkanten
eine transitive Kante ist. Solche Orientierungen spielen eine besondere Rolle.
Definition 3.14 (Planorientierung) Sei [Str] der H-Comparabilitygraph zu einem Plan S ∈ SSIJ .
Eine transitive Orientierung T ∈ T[Str ] heißt Planorientierung von [S
tr], wenn jede Schra¨gkante in T
transitiv ist.
Nicht jede transitive Orientierung eines H-Comparabilitygraphen besitzt diese Eigenschaft. Der
H-Comparabilitygraph zu dem Plan B1 in Abbildung 3.3 besteht beispielsweise aus 2 verschiedenen
Implikationsklassen, und hat daher genau
∣∣∣T[Btr1 ]∣∣∣
2 = 2 verschiedene transitive Orientierungen. Von
diesen 2 Orientierungen ist jedoch nur eine Planorientierung. In der anderen sind die Schra¨gkanten
zwischen den Operationen O12 und O21, bzw. O14 und O21 nicht transitiv.
Aus der Deﬁnition der Planorientierung folgt unmittelbar die folgende Aussage.
Lemma 3.15 (Planorientierung) Sei T eine Planorientierung auf [Str]. Dann beschreibt T einen
Plan T ∗ ∈ SSIJ mit
[
(T ∗)
tr
]
= [Str].
Definition 3.16 (a¨hnliche Pla¨ne) Zwei Pla¨ne S1, S2 ∈ SSIJ , fu¨r die [Str1 ] = [S
tr
2 ] gilt, heißen
a¨hnlich, S1 ∼ S2.
Umkehrplan
In Kapitel 1.2.1 haben wir vermerkt, dass wir zwei transitive Orientierungen T1 und T2 auf einem
Comparabilitygraphen G = (V,E) als verschieden ansehen wollen, wenn keine der beiden der jeweils
anderen oder deren Umkehrung entspricht, T1 6= T2, T
−1
2 . Wir wollen auch im Zusammenhang mit
H-Comparabilitygraphen eine Planorientierung und ihre Umkehrorientierung nicht als verschieden
betrachten. Fu¨r Str und (Str)
−1
gilt na¨mlich insbesondere, dass jede Kante, die in Str transitiv ist,
auch in (Str)
−1
transitiv ist. Also ist (Str)
−1
ebenfalls eine Planorientierung von [Str].
Definition 3.17 (Umkehrplan) Sei S ∈ SSIJ ein Plan. Der durch die Planorientierung (Str)
−1
auf [Str] induzierte Plan heißt Umkehrplan von S und wird mit S−1 bezeichnet. Es gelten G
(
S−1
)
=
G (S)−1 und
(
S−1
)tr
= (Str)
−1
. Insbesondere sind S und S−1 a¨hnliche Pla¨ne, S ∼ S−1.
Die Bezeichnung des Umkehrplans von S mit S−1 ist wohldeﬁniert, da auch im Plangraphen die
Umkehrorientierung von S der Orientierung des Umkehrplans entspricht, (S)
−1
= S−1.
Bei der Auﬀassung von S als Rangmatrix mit den Eintra¨gen 1, . . . , rmax kann die Rangmatrix von
S−1 im Wesentlichen durch Ersetzen jedes Eintrags sij durch den Eintrag rmax + 1 − sij bestimmt
werden. Einige Eintra¨ge mu¨ssen anschließend unter Umsta¨nden noch ein wenig nach unten angepasst
werden, damit die Sequenzbedingung erfu¨llt ist. Auf diese Anpassungen wollen wir hier jedoch nicht
na¨her eingehen (siehe hierzu beispielsweise Bra¨sel et al. [13] oder Bra¨sel [11]). Uns soll genu¨gen,
dass die Bestimmung der Rangmatrix zu S−1 deterministisch in polynomieller Zeit machbar ist.
Betrachten wir als Beispiel ein weiteres Mal den Plan B1 aus Beispiel 3.3.
B1 =
 3 1 25 2 1 4
1 2 3
 B∗1 =
 3 5 41 4 5 2
5 4 3
 B−11 =
 2 5 41 3 5 2
5 4 3

Die Matrix B∗1 , die durch die Umformung b
∗
1ij = rmax + 1 − b1ij entsteht, beschreibt zwar die Um-
kehrorientierung von B1 im Plangraphen G (B1), liefert aber keine Rangmatrix im engeren Sinne. Fu¨r
die Operationen b∗111 = 3 und b
∗
122 = 4 gilt jeweils, dass der Eintrag b
∗
1ij − 1 weder in der jeweiligen
Zeile, noch in der jeweiligen Spalte existiert. Diese Eintra¨ge mu¨ssen daher vermindert werden, bis die
Sequenzbedingung erfu¨llt ist.
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A¨hnliche Pla¨ne durch andere Planorientierungen
Wir wissen inzwischen, dass es zu jedem Plan S sogenannte a¨hnliche Pla¨ne geben kann. Solche Pla¨ne
zeichnen sich dadurch aus, dass ihre H-Comparabilitygraphen nicht nur isomorph zu dem von S sind.
Bei gleicher Darstellung bzgl. SIJ sind sie sogar identisch. Ein Beispiel fu¨r einen a¨hnlichen Plan zu
einem Plan S ist sein Umkehrplan S−1. Daneben kann es jedoch weitere geben. Jede Planorientierung
T tr von [Str] ko¨nnen wir eindeutig mit einem Plan T assoziieren, der a¨hnlich zu S ist. Auf die Frage,
warum wir solche Pla¨ne als “a¨hnlich” zu S bezeichnen, werden wir im folgenden Kapitel eingehen.
Der H-Comparabilitygraph zu dem Plan B2 hat beispielsweise zwei verschiedene Planorientierun-
gen. D.h. neben B2 und B
−1
2 gibt es einen weiteren Plan B3 und dessen Umkehrung, die beide jeweils
den gleichen H-Comparabilitygraphen induzieren, [Btr2 ] = [B
tr
3 ].
B2 =
[
1 2 3
4 3 1
]
B3 =
[
4 3 1
1 2 3
]
A¨hnliche Pla¨ne durch Permutation oder Spiegelung
Man kann a¨hnliche Pla¨ne somit auch als isomorphe Abbildungen des H-Comparability-
graphen auf sich selbst, also als Automorphismen, betrachten. Eine hinreichende, aber nicht not-
wendige Bedingung fu¨r die Existenz von a¨hnlichen Pla¨nen zu einem gegebenen Plan, ist die Existenz
von Automorphismen durch Permutation von Zeilen oder Spalten, bzw. durch Spiegelung. Der H-
Comparabilitygraph verfu¨gt in diesem Fall u¨ber eine Symmetrie, u¨ber die der Plangraph oder die
Rangmatrix nicht verfu¨gt.
Lemma 3.18 (Automorphismen durch Permutation oder Spiegelung) Sei [Str] der H-Com-
parabilitygraph zu einem Plan S ∈ SSIJ . Existiert auf [Str] ein Automorphismus, der durch eine Per-
mutation von Zeilen oder Spalten, bzw. durch eine Spiegelung an einer Hauptdiagonalen erzeugt wird,
so wird durch diesen Automorphismus ein a¨hnlicher Plan S∗ zu S beschrieben, S∗ ∼ S.
Beweis. Das Vertauschen von Zeilen oder Spalten entspricht der Umbenennung von Auftra¨gen oder
Maschinen und hat keine Auswirkungen auf das zugrundeliegende Schedulingproblem. Ebenso hat das
Spiegeln, das einem Vertauschen der Rollen von Auftra¨gen und Maschinen entspricht, keine Auswir-
kungen auf ein Open-Shop Problem.
Entsteht also auf diese Weise aus G = [Str] ein Graph G∗ mit G∗ = [Str], so ist die transformierte
Orientierung (Str)
∗
eine Planorientierung auf [Str]: Jede Schra¨gkante von G ist auch in G∗ eine
Schra¨gkante. Jede regula¨re Kante von G ist regula¨r in G∗. Und jede Schra¨gkante in G∗ ist transitiv,
da (Str)
∗
isomorph zu Str ist. Wegen (Str)
∗
6= Str beschreibt (Str)
∗
somit einen Plan S∗ 6= S mit
S∗ ∼ S.
Der H-Comparabilitygraph zu B2 besteht beispielsweise aus dem K2×K3 und genau zwei Schra¨g-
kanten, die ein Kreuz bilden. Eine Vertauschung der beiden Zeilen liefert einen Automorphismus
auf [Btr2 ], die zu dem a¨hnlichen Plan B3 fu¨hrt. In [B
tr
4 ] (vier Schra¨gkanten) ko¨nnen die ersten bei-
den Spalten vertauscht werden, und [Btr5 ] kann an der Hauptdiagonalen gespiegelt werden. Beide
H-Comparabilitygraphen haben genau wie [Btr2 ] jeweils genau zwei verschiedene Planorientierungen.
Der H-Comparabilitygraph zum Plan B6 entha¨lt alle sechs mo¨glichen Schra¨gkanten. [B
tr
6 ] entspricht
damit dem vollsta¨ndigen Graphen auf sechs Knoten. Hier beschreibt jede beliebige Kombinationen von
Permutationen der Zeilen und Spalten einen Automorphismus. Von den 6! = 720 transitiven Orientie-
rungen auf [Btr6 ] = K6 sind insgesamt genau 60 Orientierungen Planorientierungen (30 verschiedene
Planorientierungen und ihre Umkehrorientierungen).
B4 =
[
1 2 3
4 3 5
]
B5 =
 1 2 34 3
2
 B6 = [ 1 2 36 5 4
]
Die Bedingung aus Lemma 3.18 ist jedoch nur hinreichend, aber nicht notwendig fu¨r die Existenz
von a¨hnlichen Pla¨nen. Die Pla¨ne B7 und B8 sind a¨hnlich, aber weder gilt B7 = B
−1
8 , noch geht einer
der beiden durch Permutation oder Spiegelung aus dem anderen hervor.
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B7 =

5 6 1 2
1 2
4 3
2
 B8 =

5 6 4 1
4 3
1 2
2

Alternative Betrachtung von H-Comparabilitygraphen
Wir haben (in Abschnitt 3.3.3) den H-Comparabilitygraphen zu einem Plan als symmetrischen Ab-
schluss der transitiven Hu¨lle des Plans deﬁniert. Anschließend haben wir festgestellt, dass jeder H-
Comparabilitygraph aus dem H-Graphen GSIJ und einer von dem Plan abha¨ngigen Schra¨gkanten-
menge besteht. Fu¨r die Schra¨gkanten gilt dabei, dass sie in mindestens einer transitiven Orientierung
auf dem Graphen alle gleichzeitig transitiv sind. Eine transitive Orientierung mit diese Eigenschaft
haben wir Planorientierung genannt. Fu¨r eine vollsta¨ndige Operationenmenge SIJ = I×J mit |I| = n
und |J | = m bedeutet das, dass wir jedem Plan S ∈ SSIJ einen Comparabilitygraphen G zuordnen
ko¨nnen, der aus dem Kn × Km und einer Schra¨gkantenmenge Ediag (S) besteht. Falls G mehrere
verschiedene Planorientierungen besitzt, existieren mehrere zu S a¨hnliche Pla¨ne.
Neben dieser von einem konkreten Plan ausgehenden Auﬀassung von H-Comparabilitygraphen
gibt es auch eine alternative Betrachtungsweise. Wir ko¨nnen na¨mlich auch umgekehrt jedem Graphen
G = (SIJ,EGSIJ + Ediag) auf der Knotenmenge SIJ , der den H-Graphen GSIJ als Teilgraphen
entha¨lt, und auf dem eine Planorientierung existiert, einen Plan zuordnen. Genauer gesagt, ordnen
wir jeder Planorientierung T tr ∈ TG einen Plan T ∈ SSIJ zu. So ko¨nnen wir beispielsweise einem
Graphen G∗, der aus dem K2 ×K3 und zwei Schra¨gkanten besteht, die in G∗ ein Kreuz bilden, zwei
verschiedene Pla¨ne T1 und T2 zuordnen, die isomorph zu den Pla¨nen B2 bzw. B3 sind.
Eine notwendige Bedingung fu¨r eine solche Zuordnung ist dabei oﬀenkundig die Existenz einer
transitiven Orientierung auf G. D.h. G muss ein Comparabilitygraph sein. Die Existenz einer transi-
tiven Orientierung auf G ist jedoch nicht hinreichend fu¨r die Existenz einer Planorientierung auf G.
Ein Graph G∗∗ beispielsweise, der aus dem K2 ×K3 und zwei Schra¨gkanten besteht, die kein Kreuz
bilden, ist zwar unabha¨ngig von der Anordnung der beiden Schra¨gkanten ein Comparabilitygraph, der
jedoch in keinem Fall eine Planorientierung besitzt.
Allerdings ko¨nnen wir auch solchen ComparabilitygraphenG, die zwar den H-Graphen enthalten, aber
keine Planorientierung besitzen, einen oder sogar mehrere Pla¨ne zuordnen. Der Unterschied zwischen
einer Planorientierung auf G, und einer beliebigen transitiven Orientierung ist, dass in einer beliebigen
Orientierung T ∈ TG einige der Schra¨gkanten vielleicht nicht transitiv sind. Eine solche nicht transitive
Schra¨gkante geho¨rt damit zur transitiven Reduktion T r von T . Nach Satz 1.39 aus Abschnitt 1.4.1
ko¨nnen wir Kanten aus der transitiven Reduktion einer transitiven Orientierung jedoch lo¨schen, ohne
die Transitivita¨t der Orientierung zu gefa¨hrden.
Das bedeutet, dass wir aus jeder transitiven Orientierung T ∈ TG von G eine Planorientierung T ∗
auf einem Teilgraphen G∗ von G erzeugen ko¨nnen, indem wir alle in T nicht transitiven Schra¨gkanten
einfach entfernen. Dieser Teilgraph entha¨lt dann nach wie vor den H-Graphen GSIJ als Teilgraphen,
da wir nur Schra¨gkanten entfernt haben. Der Plan ST∗ ∈ SSIJ , der durch die Planorientierung T ∗
auf G∗ induziert wird, ist durch T eindeutig bestimmt, ST∗ = ST . Wir ko¨nnen diesen Plan somit
zum einem dem H-Comparabilitygraphen G∗, zum anderen aber auch dem Comparabilitygraphen G
zuordnen.
Weiter oben haben wir beschrieben, dass der H-Comparabilitygraph zu dem Plan B1 aus Beispiel
3.3 (Abbildung 3.3) zwei verschiedene transitive Orientierungen besitzt. Eine Orientierung ist eine
Planorientierung und repra¨sentiert zusammen mit ihrer Umkehrung den Plan B1 und seinen Umkehr-
plan B−11 = B2. Die andere Orientierung entha¨lt nur 7 der urspru¨nglich 9 Schra¨gkanten als transitive
Kanten. Dieser Orientierung ko¨nnen wir den Plan B9, bzw. den Plan B10 = B
−1
9 zuordnen.
B9 =
 3 1 21 3 2 5
2 3 4
 B10 = B−19 =
 1 4 35 2 4 1
4 3 2

Im na¨chsten Kapitel werden wir sehen, dass die Pla¨ne B9 und B10 auf eine bestimmte Art und Weise
“besser” als die Pla¨ne B1 und B2 sind.
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Vor dem Hintergrund dieser Betrachtungen ko¨nnen wir den Begriﬀ des H-Comparability-
graphen ein wenig ausweiten.
Definition 3.19 (H-Comparabilitygraph) Ein Comparabilitygraph G = (V,E) auf der Knoten-
menge V = SIJ , der den H-Graphen GSIJ als Teilgraphen entha¨lt, nennen wir einen H-Comparabili-
tygraphen.
Anders ausgedru¨ckt, ist jeder Graph, der aus dem H-GraphenGSIJ und einer beliebigen Schra¨gkan-
tenmenge Ediag besteht, genau dann ein H-Comparabilitygraph, wenn er ein Comparabilitygraph ist.
Bei Bra¨sel, Dhamala und Matzke (2007) [12] werden einige Eigenschaften solcher H-Comparabi-
litygraphen beschrieben.
Bemerkung 3.20 (K2 ×K3) Der K2 ×K3 ist kein Comparabilitygraph. Damit ist jeder Graph, der
aus dem H-Graphen GSIJ und einer beliebigen Schra¨gkantenmenge Ediag besteht, und den K2 ×
K3 als induzierten Teilgraphen entha¨lt, auch kein Comparabilitygraph. Insbesondere ist daher die
Schra¨gkantenmenge fu¨r jeden H-Comparabilitygraphen zu einer vollsta¨ndigen Operationenmenge SIJ
mit (o.B.d.A.) mindestens 2 Auftra¨gen und 3 Maschinen, nicht leer.
Die eben diskutierten Zusammenha¨nge zwischen H-Comparabilitygraphen und ihren transitiven
Orientierungen ko¨nnen wir zusammenfassend folgendermaßen formulieren.
Lemma 3.21 (H-Comparabilitygraph) Sei G ein H-Comparabilitygraph auf SIJ . Dann gelten
(i) Jede transitive Orientierung T ∈ TG korrespondiert mit einem Plan ST ∈ SSIJ .
(ii) Der H-Comparabilitygraph [StrT ] zu dem durch T ∈ TG induzierten Plan ST ∈ SSIJ ist ein
Teilgraph von G, [StrT ] ⊆ G.
(iii) [StrT ] ist genau dann kein echter Teilgraph, d.h. [S
tr
T ] = G, wenn T eine Planorientierung
auf G ist.
3.3.6 Problemformulierungen fu¨r O || Cmax
Am Anfang dieses Kapitels haben wir in Abschnitt 3.1.3 das Open-Shop Schedulingproblem mit
Cmax-Zielfunktion folgendermaßen formuliert. Gegeben sei die Operationenmenge SIJ ⊆ I × J und
Bearbeitungszeiten pij fu¨r alle Operationen Oij ∈ SIJ . Fu¨r eine Probleminstanz von O || Cmax
sind die Bearbeitungszeiten sowohl fest, als auch bekannt. Sie unterliegen also weder stochastischen
Prozessen, noch ist ihre Kenntnis mit Unsicherheiten behaftet. Das Optimierungsproblem besteht
nun darin, eine zula¨ssige Kombination von technologischen Reihenfolgen innerhalb der Auftra¨ge und
organisatorischen Reihenfolgen auf den Maschinen zu bestimmen, die die Gesamtbearbeitungszeit
Cmax = maxi∈I {Ci} minimiert. Das zugeho¨rige Entscheidungsproblem fragt nach der Existenz einer
zula¨ssigen Kombination, die die Gesamtbearbeitungszeit einer gegebenen Lo¨sung unterbietet.
Vor dem Hintergrund der graphentheoretischen Beschreibung dieses Problems in den letzten Abschnit-
ten wollen wir nun noch einige Varianten der Problemformulierung sammeln.
Azyklische Orientierung auf disjunktivem Graph
Die direkte U¨bersetzung des eben geschilderten Sachverhalts in ein graphentheoretisches Problem
lautet: Gegeben sei der disjunktive Graph G = (V,C,D) = GSIJ mit Knotengewichtungen wij =
pij . Eine zula¨ssige Lo¨sung einer Instanz des Schedulingproblems wird dann durch eine azyklische
Orientierung auf dem gewichteten H-GraphenGSIJ repra¨sentiert. Das Gewicht eines schwerstenWeges
von einer Quelle zu einer Senke in einer solchen Orientierung entspricht der Gesamtbearbeitungszeit
Cmax. Gesucht ist somit eine azyklische Orientierung auf GSIJ , die das Gewicht eines schwersten
Weges minimiert.
Diese Beschreibung ist fu¨r die algorithmische Umsetzung von Strategien zur Lo¨sung des Problems
geeignet.
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Transitive Orientierung auf einem H-Comparabilitygraph
Eine dazu a¨quivalente Beschreibung ist die folgende. Gegeben sei die Operationenmenge SIJ und die
Bearbeitungszeiten P = [pij ]. Wir ko¨nnen jeder transitiven Orientierung auf einem H-Comparability-
graphen u¨ber SIJ eine zula¨ssige Lo¨sung des Schedulingproblems zuordnen. Zur Lo¨sung einer Proble-
minstanz ist somit ein H-Comparabilitygraph G mit einem minimalen schwersten Weg bezu¨glich der
Knotengewichtung wij = pij in einer transitiven Orientierung auf G gesucht.
Diese Beschreibung ist vor allem im Hinblick auf die Theorie der Reduzierbarkeit von Pla¨nen, die wir
im na¨chsten Kapitel aufgreifen wollen, hilfreich.
Intervallfa¨rbung auf H-Comparabilitygraphen
Zuletzt wollen wir noch eine etwas ausgefallenere Problemformulierung pra¨sentieren, die im weiteren
Verlauf dieser Arbeit keine weitere Rolle spielen wird.
In Kapitel 1.4.4 haben wir den Begriﬀ der perfekten und superperfekten Graphen diskutiert, und
bemerkt, dass Comparabilitygraphen sowohl perfekt, als auch superperfekt sind. Ein GraphG = (V,E)
ist perfekt, wenn fu¨r jeden induzierten TeilgraphenA ⊆ V die Cliquenzahl ω (G) mit der chromatischen
Zahl χ (G) u¨bereinstimmt. Er ist superperfekt, wenn er diese Eigenschaft auch fu¨r jede nichtnegative
Gewichtung w der Knoten besitzt. Dabei werden jedoch gewichtete Cliquen und Intervall-Fa¨rbungen
betrachtet. Bei einer Intervall-Fa¨rbung wird jedem Knoten v ∈ V mit dem Gewicht w (v) ein Intervall
von w (v) aufeinanderfolgenden Farben zugeordnet.
Betrachen wir nun das Open-Shop Schedulingproblem O || Cmax, und betrachten wir hier zuna¨chst
den mit den Bearbeitungszeiten P = [pij ] gewichteten H-Comparabilitygraphen G = [S
tr] zu ei-
nem Plan S ∈ SSIJ . Zu dem Plan S ko¨nnen wir mit Hilfe von P den Schedule C = [cij ] be-
stimmen. Fa¨rben wir nun in G jeden Knoten Oij mit den Farben {cij − pij + 1, cij − pij + 2, . . . ,
cij − pij + pij}, so haben wir eine zula¨ssige Intervall-Fa¨rbung von G: Jeder Knoten ist mit pij auf-
einanderfolgenden Farben gefa¨rbt, und benachbarte Knoten haben keine Farbe gemeinsam, da Ope-
rationen, die in [Str] benachbart sind, in S unter keinen Umsta¨nden gleichzeitig bearbeitet werden.
Die Anzahl der beno¨tigten Farben entspricht der Gesamtbearbeitungszeit Cmax (S) zu dem Plan S,
und es gilt Cmax (S) = χw (G). Bra¨sel, Dhamala und Matzke (2007) [12] zeigen, dass auch fu¨r
beliebige H-Comparabilitygraphen sowohl die Intervall-Fa¨rbungszahl χw (G), als auch die gewichtete
Cliquenzahl ωw (G) polynomiell bestimmbar ist.
Das OptimierungsproblemO || Cmax besteht nun darin, zu einer gegebenen Operationenmenge SIJ
und gegebenen Bearbeitungszeiten P = [pij ] einen H-Comparabilitygraphen G zu ﬁnden, der einen
H-Comparabilitygraphen G∗ mit minimaler Intervall-Fa¨rbungszahl χw (G
∗) als Teilgraphen besitzt.
Diese Problemformulierung ist fu¨r praktische Anwendungen vo¨llig ungeeignet. Sie liefert jedoch einen
interessanten Zusammenhang zwischen den Lo¨sungen eines Open-Shop Problems und Intervall-Fa¨r-
bungen auf superperfekten Graphen.
3.4 Die Komplexita¨t von Schedulingproblemen
In den vorangegangenen Abschnitten haben wir uns mit der Beschreibung von Shop Schedulingpro-
blemen im Allgemeinen und der des Open-Shop Problems O || Cmax im Besonderen befasst. In diesem
Abschnitt wollen wir uns kurz mit der Komplexita¨t von solchen Problemen auseinandersetzen.
Komplexita¨tshierarchien zwischen verschieden Klassen von Schedulingproblemen
Basierend auf der α | β | γ-Notation (Abschnitt 3.1.2) ist eine Darstellung von Komplexita¨tshierarchien
zwischen verschiedenen Klassen von Schedulingproblemen mo¨glich (Pinedo [56] oder B laz˙ewicz et
al. [9]). Diese ermo¨glichen den Vergleich zweier verwandter Schedulingprobleme hinsichtlich ihrer
Zeitkomplexita¨t. Von besonderem Interesse ist in diesem Zusammenhang die jeweiligen Grenze zwi-
schen polynomiell lo¨sbaren Problemen und NP-vollsta¨ndigen Problemen. Bei Brucker und Knust
(2002) [19] ist eine umfangreiche Beschreibung dieser Grenze fu¨r eine Vielzahl von Problemklassen
angegeben.
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Die meisten Schedulingprobleme sind NP-schwer
Einen aussagekra¨ftigen U¨berblick u¨ber die Bedeutung der Komplexita¨t bei der Betrachtung von Sche-
dulingproblemen liefert nach wie vor die Arbeit von Lageweg et al. [43] von 1981. In dieser Studie
haben die Autoren 4.536 verschiedene (Entscheidungs-) Probleme der Form α | β | γ auf ihren Kom-
plexita¨tsstatus hin untersucht. Die Kenntnis der Komplexita¨tshierarchien erlaubte dabei Aussagen
u¨ber große Mengen von Problemen, ohne alle Probleme einzeln u¨berpru¨fen zu mu¨ssen. Bereits 1981
konnte dadurch fu¨r mehr als 84% der betrachteten Probleme (3.821) die NP-Vollsta¨ndigkeit gezeigt
werden. Andererseits konnte nur von etwa 9% der untersuchten Probleme (417) die Zugeho¨rigkeit zu
P gezeigt werden. Fu¨r die verbleibenden 7% der Probleme (298) war der Komplexita¨tsstatus noch
nicht bekannt.
Auch wenn sich in den vergangenen mehr als 25 Jahren die Anzahl der durch die α | β | γ-
Klassiﬁzierung beschreibbaren Probleme zweifellos erho¨ht hat, hat sich an dem grundlegenden Bild
nichts gea¨ndert. Die u¨berwiegende Mehrzahl aller Schedulingprobleme ist NP-schwer. Polynomiell
lo¨sbare Probleme sind große Ausnahmen, und in aller Regel sehr starke Vereinfachungen von den
jeweiligen allgemeinen Problemen. Selbst in der Klasse der Einmaschinenprobleme 1 | β | γ liegt die
Grenze in der Komplexita¨tshierarchie zwischen P und NPC nicht sehr weit oben.
Die Komplexita¨t von Open-Shop Problemen
Die Grenze zwischen P und NPC in den Komplexita¨tshierarchien liegt damit u¨ber alle Problem-
klassen hinweg relativ weit unten (vgl. Brucker und Knust [19]). Fu¨r Open-Shop Probleme mit
Cmax-Zielfunktion stellt sich diese Grenze beispielsweise folgendermaßen dar. Wa¨hrend das Open-Shop
Problem mit maximal 2 zur Verfu¨gung stehenden Maschinen O | m = 2 | Cmax bzw. O2 || Cmax noch
polynomiell lo¨sbar ist (Gonzales und Sahni (1976) [36]), ist es bei 3 zur Verfu¨gung stehenden Ma-
schinen bereits NP-schwer ([36]). Damit gilt auch fu¨r das allgemeine Open-Shop Problem O || Cmax
die NP-Vollsta¨ndigkeit.
Polynomiell lo¨sbar sind jedoch die beiden folgenden wichtigen Vereinfachungen. Zum Einen wird
das Open-Shop Problem auch fu¨r mehr als 3 Maschinen wieder “leicht”, wenn man die Unterbrechung
der Bearbeitung von Auftra¨gen zula¨sst (preemption). Zum Anderen fu¨hrt auch die Einschra¨nkung auf
Einheitsbearbeitungszeiten fu¨r alle Operationen zu einem polynomiell lo¨sbaren Problem (vgl. [19]).
Auf der anderen Seite wird auch das einzige polynomiell lo¨sbare allgemeine Open-Shop Problem,
O2 || Cmax, bereits durch die Hinzunahme von Bereitstellungszeiten (release-dates) NP-schwer. Es ist
O2 | ri | Cmax ∈ NPC (Lawler, Lenstra und Rinnoy Kan (1981) [44]).
Nachdem wir nun mit der Beschreibung des Open-Shop Problems O || Cmax und einigen Eigenschaf-
ten dieser Beschreibung vertraut sind, ko¨nnen wir uns im folgenden Kapitel der Formulierung der
eigentlichen Fragestellung dieser Arbeit widmen.
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Kapitel 4
Das Problem IRREDUCIBILITY
In den vorangegangenenKapiteln haben wir drei sehr verschiedene Themengebiete beleuchtet: Compa-
rabilitygraphen in Kapitel 1, Komplexita¨tstheorie in Kapitel 2 und Open-Shop Scheduling in Kapitel
3. Es existieren viele Fragestellungen die diese Themen paarweise miteinander verknu¨pfen. Auf einige
davon sind wir bereits eingegangen: Fragen zur Komplexita¨t von Problemen stellen sich fu¨r alle al-
gorithmischen Probleme, insbesondere natu¨rlich auch fu¨r Probleme aus der Graphentheorie oder der
Schedulingtheorie. Und bei der Beschreibung von Open-Shop Pla¨nen haben wir auf Comparability-
graphen zuru¨ckgegriﬀen.
In diesem Kapitel wollen wir nun eine Fragestellung aus der Schnittmenge aller drei genannten
Themenfelder vorstellen: das Problem IRREDUCIBILITY. Der Beschreibung und Betrachtung dieses
Problems ist der verbleibende Teil dieser Arbeit gewidmet.
In Abschnitt 4.1 werden wir den Begriﬀ der Reduzierbarkeit von Pla¨nen einfu¨hren, und eine er-
ste Problembeschreibung von IRREDUCIBILITY und einem eng verwandten Problem vorstellen.
Anschließend werden wir das Konzept der sogenannten Planimplikationsklassen kennen lernen (Ab-
schnitt 4.2), dem eine entscheidende Bedeutung bei der Betrachtung der Reduzierbarkeit von Pla¨nen
zukommt. In Abschnitt 4.3 werden wir auf die strukturellen Gemeinsamkeiten von immer-transitiven
Kanten und sogenannten stabilen Schra¨gkanten eingehen. In Abschnitt 4.4 werden wir die Kom-
plexita¨t einiger Probleme aus dem Umfeld von IRREDUCIBILITY betrachten, und in Abschnitt
4.5 schließlich werden wir uns mit der minimalen und maximalen Anzahl von Schra¨gkanten in H-
Comparabilitygraphen bescha¨ftigen.
4.1 Reduzierbarkeit und Irreduzibilita¨t
Bei der Diskussion der Kompexita¨tstheorie in Kapitel 2 haben wir einen Reduktionsbegriﬀ zwischen
algorithmischen Problemen beschrieben. Wenn ein Problem A auf ein Problem B reduziert werden
kann, AαB, dann ist A ein Spezialfall des allgemeineren Problems B. Nun wollen wir einen vo¨llig
anderen Reduzierbarkeitsbegriﬀ zwischen Lo¨sungen des Open-Shop Problems betrachten. Wa¨hrend
das reduzierende Problem B im Falle von AαB eine Verallgemeinerung von A ist, beschreibt im
Falle der Reduzierbarkeit zwischen Open-Shop Pla¨nen der reduzierende Plan eine Verbesserung des
reduzierten Plans.
Wir betrachten das Open-Shop Problem O || Cmax mit Makespan-Kriterium u¨ber einer gegebenen
Operationenmenge SIJ ⊆ I × J . Einen Plan S ∈ SSIJ ko¨nnen wir wahlweise durch eine Rangmatrix
u¨ber der Operationenmenge, durch den Plangraphen G (S) oder durch eine Planorientierung auf dem
H-Comparabilitygraphen [Str] beschreiben.
4.1.1 Reduzierbarkeit von Pla¨nen
Die Theorie der Reduzierbarkeit von Pla¨nen zu Open-Shop Problemen wurde eingefu¨hrt von Klein-
au (1992) [41], und aufgegriﬀen z.B. von Bra¨sel und Kleinau (1996) [16], Bra¨sel, Harborth,
Tautenhahn und Willenius (1999) [13] und [14], und Willenius (2000) [66].
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Reduzierbarkeit
Betrachten wir zwei Pla¨ne A und B u¨ber einer Operationenmenge SIJ , so kann es vorkommen, dass
einer der beiden Pla¨ne “besser” als der andere Plan ist. Der Plan A reduziert den Plan B, A  B,
wenn die Gesamtbearbeitungszeit von Plan A fu¨r keine Instanz, d.h. fu¨r keine mo¨gliche Wahl von
Bearbeitungszeiten, gro¨ßer als die von Plan B ist. Dann gilt also Cmax (A) ≤ Cmax (B) fu¨r jede Wahl
der Bearbeitungszeiten. Der Plan A ist in diesem Fall in dem Sinne “besser” als der Plan B, als dass
er diesen dominiert . Fu¨r jede Instanz u¨ber SIJ ist der resultierende Schedule zu Plan A mindest so
gut, wie der Schedule zu Plan B, in vielen Fa¨llen mo¨glicherweise sogar besser. Wir nennen A auch
einen reduzierenden Plan von B.
Gilt fu¨r Cmax (A) = Cmax (B) fu¨r jede Wahl der Bearbeitungszeiten, so nennen wir A und B
a¨hnlich, A ∼ B. In diesem Fall gilt sowohl A  B, als auch A  B. In Abschnitt 3.3.5 haben wir zwei
Pla¨nen S1 und S2 a¨hnlich genannt, S1 ∼ S2, wenn ihre H-Comparabilitygraphen u¨bereinstimmen,
[Str1 ] = [S
tr
2 ]. Wir werden noch sehen, dass diese beiden Deﬁnitionen a¨quivalent sind.
B1 =
 3 1 25 2 1 4
1 2 3
 B9 =
 3 1 21 3 2 5
2 3 4

In Kapitel 3 haben wir die Pla¨ne B1 und B9 kennen gelernt (Seite 58 bzw. 60). Dort haben wir
gesehen, dass der H-Comparabilitygraph [Btr1 ] aus zwei verschiedenen Implikationsklassen besteht. Er
besitzt damit genau zwei verschiedene transitive Orientierungen, die die Pla¨ne B1 bzw. B
−1
1 und B9
bzw. B−19 beschreiben. Fu¨r die Pla¨ne B1 und B9 gilt nun, dass jeder Weg in B9 ein Teilweg eines
Weges in B1 oder B
−1
1 ist. Damit gilt insbesondere, dass das Gewicht eines schwersten Weges in B9
ho¨chstens so groß wie das Gewicht eines schwersten Weges in B1 sein kann. Umgekehrt bedeutet das,
das Cmax (B9) ≤ Cmax (B1) fu¨r jede Wahl der Bearbeitungszeiten gilt. Der Plan B9 reduziert den Plan
B1.
Irreduzible Pla¨ne
In Abschnitt 3.3.5 haben wir bereits bemerkt, dass jeder Plan A a¨hnlich zu seinem Umkehrplan A−1
ist, A ∼ A−1, aber umgekehrt aus A ∼ B nicht A = B oder A = B−1 folgt. Reduziert ein Plan A einen
Plan B, der nicht a¨hnlich zu A ist, A ≁ B, dann wird B von A streng reduziert , A ≺ B. In diesem
Fall gilt, dass es mindestens eine Wahl von Bearbeitungszeiten gibt, fu¨r die Cmax (A) < Cmax (B) gilt.
Die minimalen Elemente bezu¨glich dieser Reduzierbarkeits-Relation werden irreduzibel genannt. Sie
ko¨nnen als effiziente Lo¨sungen des Open-Shop Problems betrachtet werden.
Definition 4.1 (irreduzibler Plan) Ein Plan A ∈ SSIJ , der von keinem Plan streng reduziert wird,
heißt irreduzibel.
Zwei irreduzible Pla¨ne A und B u¨ber derselben Operationenmenge SIJ sind im Allgemeinen nicht
aufeinander reduzierbar. Fu¨r sie gilt, dass es jeweils mindestens eine Probleminstanz gibt, bezu¨glich
der einer der Pla¨ne echt besser als der andere ist, Cmax (A) < Cmax (B) oder Cmax (A) > Cmax (B).
Den folgenden Abschnitten schon etwas vorgreifend, wollen wir hier noch kurz festhalten, dass der
Plan B9 den Plan B1 sogar streng reduziert, und daru¨berhinaus irreduzibel ist.
Universell-optimale Mengen
Betrachtet man alle irreduziblen Pla¨ne zu einer Operationenmenge, so gibt es zu jedem irreduziblen
Plan eine Menge von Instanzen, fu¨r die dieser Plan eine optimale Lo¨sung liefert. Die Menge der irre-
duziblen Pla¨ne entha¨lt damit fu¨r jede mo¨gliche Wahl der Bearbeitungszeiten eine optimale Lo¨sung fu¨r
das Open-Shop Problem O || Cmax. Eine Teilmenge aller Pla¨ne u¨ber SIJ mit dieser Eigenschaft wird
universell-optimale Menge genannt. Auf die Eigenschaften von solchen universell-optimalen Mengen
werden wir im Abschnitt 4.1.5 noch einmal kurz eingehen.
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4.1.2 Die Bedeutung irreduzibler Pla¨ne
Ein Plan ist eine zula¨ssige Lo¨sung des Open-Shop Schedulingproblems O || Cmax. Zu jedem Plan
existiert mindestens ein reduzierender irreduzibler Plan. Fu¨r die Betrachtung des Optimierungspro-
blems wa¨re es daher wu¨nschenswert, wenn man sich bei der Suche nach einer optimalen Lo¨sung auf
die Menge der eﬃzienten Lo¨sungen, d.h. der irreduziblen Pla¨ne, beschra¨nken ko¨nnte. Das gilt umso
mehr, da die Anzahl der Pla¨ne bereits fu¨r kleine Formate sehr groß wird (Tabelle 4.1), und der Anteil
der irreduziblen Pla¨ne sehr klein ist (Tabelle 4.2).
m 2 3 4 5 6 7
n
2 14 204 5.016 185.520 9.595.440. 659.846.880
3 19.164 3.733.056 1.288.391.040 712.770.186.240 589.563.294.888.960
4 6.941.592.576 26.549.943.275.520 ? ?
Tabelle 4.1: Anzahl zula¨ssiger Pla¨ne fu¨r eine vollsta¨ndige Operationenmenge SIJ mit n Auftra¨gen
und m Maschinen ([13])
m 2 3 4 5 6
n (%)
2 14.30 5.88 1.44 0.26 0.04
3 2.69 0.88 0.23 0.05
4 0.39 ? ?
Tabelle 4.2: Anteil der irreduziblen Pla¨ne an der Menge aller zula¨ssigen Pla¨ne (in %) ([13])
Vor diesem Hintergrund ist die Untersuchung der Eigenschaften irreduzibler Pla¨ne und die Fra-
ge nach der Erkennung irreduzibler Pla¨ne ein vielversprechender Ansatz auf dem Weg zu besseren
Algorithmen fu¨r das Open-Shop Problem.
Wie wir in den kommenden Abschnitten noch sehen werden, ist die Fragestellung der Reduzierung
eines Plans so eng mit der Frage nach der Erkennung der Reduzierbarkeit verbunden, dass es genu¨gt,
sich formal auf eine der beiden Fragestellungen zu konzentrieren.
4.1.3 Die Probleme IRRED und REDUCING
In diesem Abschnitt wollen wir die beiden Fragestellungen der Erkennung der Reduzierbarkeit (RE-
DUCIBILITY) bzw. Irreduzibilita¨t (IRREDUCIBILITY) eines Plans, und der Reduzierung (REDU-
CING) eines Plans formal beschreiben, und voneinander abgrenzen. Betrachten wir die folgenden drei
Probleme:
Problem IRREDUCIBILITY (IRRED) (#1): Gegeben sei ein Plan S ∈ SSIJ fu¨r
das Open-Shop Problem O || Cmax. Ist S irreduzibel?
Problem REDUCIBILITY: Gegeben sei ein Plan S ∈ SSIJ fu¨r das Open-Shop Problem
O || Cmax. Ist S streng reduzierbar? D.h. existiert ein Plan S∗ ∈ SSIJ mit S∗ ≺ S?
Problem REDUCING: Gegeben sei ein Plan S ∈ SSIJ fu¨r das Open-Shop Problem
O || Cmax. Finde, falls mo¨glich, einen Plan S∗ ∈ SSIJ mit S∗ ≺ S.
Diese drei Probleme sind untereinander eng verwandt. Da bei REDUCIBILITY danach gefragt
wird, ob der Plan S ∈ SSIJ nicht irreduzibel ist, sind die Probleme REDUCIBILITY und IRRED
komplementa¨re Probleme. Es ist co-IRRED = REDUCIBILITY, bzw. IRRED = co-REDUCIBILITY.
Das Problem REDUCING ist das konstruktive Optimierungsproblem zum Entscheidungsproblem RE-
DUCIBILITY.
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Reduzierbarkeit zwischen zwei gegebenen Pla¨nen
Ist neben dem Plan S ∈ SSIJ ein zweiter Plan S∗ ∈ SSIJ gegeben, der mit S verglichen werden kann,
dann kann in polynomieller Zeit u¨berpru¨ft werden, ob der Plan S∗ den Plan S (streng) reduziert.
Hierbei sind einmal mehr die H-Comparabilitygraphen zu den Pla¨nen von Bedeutung.
Satz 4.2 (Reduzierbarkeit) [13],[14] Seien A und B zwei Pla¨ne auf der gleichen Operationen-
menge SIJ . Dann reduziert der Plan A den Plan B, A  B, genau dann, wenn der zu A geho¨rende
H-Comparabilitygraph in dem zu B geho¨renden H-Comparabilitygraphen enthalten ist, [Atr] ⊆ [Btr].
A reduziert B genau dann streng, A ≺ B, wenn [Atr] ( [Btr] gilt.
Mit diesem Argument ko¨nnen wir leicht einsehen, dass der Plan B9 auf Seite 60 den Plan B1 auf
Seite 58 streng reduziert: Btr9 repra¨sentiert eine transitive Orientierung von [B
tr
1 ], bei der zwei der
neun Schra¨gkanten von [Btr1 ] nicht transitiv sind. Fu¨r den H-Comparabilitygraphen [B
tr
9 ] gilt damit
[Btr9 ] ( [B
tr
1 ].
Eine Halbordnung auf der Menge der H-Comparabilitygraphen
Die Reduzierbarkeitsrelation ≺ induziert eine Halbordnung auf der Menge aller Pla¨ne u¨ber der Opera-
tionenmenge SIJ . Die minimalen Elemente dieser Halbordnung sind die irreduziblen Pla¨ne. Mit Hilfe
von Satz 4.2 ko¨nnen wir diese Halbordnung in eine Halbordnung auf der Menge aller H-Comparability-
graphen u¨ber SIJ u¨bersetzen, die durch eine Teilmengenbeziehung beschrieben ist. Die minimalen Ele-
mente in dieser Beschreibung sind gerade die H-Comparabilitygraphen, aus denen keine Menge der
Schra¨gkanten mehr entfernt werden kann, ohne die Eigenschaft der transitiven Orientierbarkeit zu
verlieren.
Vor dem Hintergrund der U¨berlegungen zu einer verallgemeinerten Auﬀassung von H-Comparabi-
litygraphen im vorherigen Kapitel (Abschnitt 3.3.5) ko¨nnen wir somit eine zweite Problemformulierung
fu¨r IRRED angeben.
Problem IRREDUCIBILITY (IRRED) (#2): Gegeben sei ein Plan S ∈ SSIJ fu¨r
das Open-Shop Problem O || Cmax. Sei [Str] sein H-Comparabilitygraph, und sei GSIJ
der H-Graph zu der Operationenmenge SIJ . Existiert kein H-Comparabilitygraph G mit
GSIJ ⊆ G ( [Str]?
Eine Antwort auf die Frage “Existiert ein H-Comparabilitygraph G mit GSIJ ⊆ G ( [Str]?” liefert
eine Antwort fu¨r REDUCIBILITY = co-IRRED.
Ein NP-Test fu¨r REDUCIBILITY
Satz 4.2 liefert die Grundlage fu¨r einen nichtdeterministischen Test auf Reduzierbarkeit. Zur Erin-
nerung: Ein NP-Algorithmus liefert fu¨r jede zula¨ssige Instanz auf mindestens einem Rechenweg eine
positive Antwort, und lehnt jede unzula¨ssige Instanz auf jedem Rechenweg ab (Kapitel 2).
Fu¨r das Problem REDUCIBILITY ist eine anzunehmende Instanz ein Plan S, der reduziert werden
kann. Betrachten wir nun einen Algorithmus, der auf randomisierte Weise mit polynomiellen Aufwand
irgendeinen Plan S′ generiert, und anschließend mit Hilfe von Satz 4.2 pru¨ft, ob S′ den Plan S
streng reduziert. Als Antwort gibt das Verfahren dann entweder “REDUZIERBAR” oder “NICHT
REDUZIERBAR” zuru¨ck.
Wenn S reduzierbar ist, ist die Wahrscheinlichkeit, dass der erzeugte Plan S′ ein reduzierender
Plan von S ist, verschieden von Null. Genauer: Es gibt mindestens einen Rechenweg, der einen Plan S′
mit S′ ≺ S erzeugt. Gibt der Algorithmus als Antwort dennoch “NICHT REDUZIERBAR” zuru¨ck,
so macht er einen Fehler. Fu¨r die Wahrscheinlichkeit dieses Fehlers gilt ε < 1.
Umgekehrt liefert ein solcher Algorithmus fu¨r jede abzulehnende Instanz auf jedem Rechenweg
eine negative Antwort. Ist der Ausgangsplan S irreduzibel, dann kann kein Plan gefunden werden, der
S streng reduziert. Die Antwort lautet stets “NICHT REDUZIERBAR”. Fu¨r abzulehnende Instanzen
betra¨gt die Fehlerwahrscheinlichkeit somit Null.
Damit ist der beschriebene Algorithmus ein randomisiertes Verfahren mit einem einseitigen Fehler.
Wa¨hrend die Antwort “REDUZIERBAR” immer korrekt ist, ist die Antwort “NICHT REDUZIER-
BAR” mit einer Wahrscheinlichkeit von ε < 1 falsch. Es handelt sich damit um einen nichtdetermini-
stischen Algorithmus mit polynomieller maximaler Laufzeit fu¨r das Problem REDUCIBILITY.
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Satz 4.3 (REDUCIBILITY) Das Problem REDUCIBILITY liegt in NP.
Folgerung 4.4 (IRRED) Das Problem IRRED liegt in co-NP.
Wir ko¨nnen also fu¨r einen reduzierbaren Plan S die Reduzierbarkeit nichtdeterministisch mit
polynomiellen Aufwand beweisen. Da ein solcher Nachweis nur konstruktiv mo¨glich ist, liefert ein
solches Verfahren nicht nur eine Antwort fu¨r das Problem REDUCIBILITY, sondern auch fu¨r das
Problem REDUCING.
IRRED ∈ NP ?
Ko¨nnen wir umgekehrt auch mit polynomiellen Aufwand nichtdeterministisch die Irreduzibilita¨t eines
Plans beweisen? D.h. gibt es fu¨r jeden irreduziblen Plan mindestens einen Rechenweg, auf dem mit
polynomiellen Aufwand die Irreduzibilita¨t nachgewiesen werden kann?
Die Konsequenzen der Antwort auf diese Fragen sind weitreichend. Ko¨nnten wir zeigen, dass IR-
RED nicht nur in co-NP, sondern auch in NP liegt, dann wu¨rde die Zugeho¨rigkeit von IRRED zu
ZPP* = NP ∩ co-NP folgen. Damit wu¨rde IRRED entweder deterministisch polynomiell lo¨sbar oder
aber NP-unvollsta¨ndig sein, sofern P 6= NP gilt (Kapitel 2).
Der Beantwortung dieser Fragen dienen alle Untersuchungen im verbleibenden Teil dieser Arbeit.
4.1.4 Notwendige Bedingungen fu¨r Irreduzibilita¨t
Es gibt eine Reihe von polynomiell u¨berpru¨fbaren notwendigen Bedingungen fu¨r die Irreduzibilita¨t
eines Plans. Da viele davon bei Nichterfu¨llung konstruktiv einen reduzierenden Plan beschreiben,
werden wir diese Bedingungen als hinreichende Bedingungen fu¨r die Reduzierbarkeit formulieren.
Eine besondere Bedeutung kommt dabei der Reduktion eines Plans durch das Umkehren von
Implikationsklassen in der transitiven Hu¨lle des Plangraphen zu.
Lemma 4.5 (H-Comparabilitygraph nicht prim) [66] Sei A ∈ SSIJ ein Plan, dessen H-Com-
parabilitygraph [Atr] nicht prim ist. Dann ist A entweder reduzierbar oder a¨hnlich zu einem irreduziblen
Plan B mit B 6= A und B 6= A−1.
Diese Reduktionsmethode markiert den Grundstein auf demWeg zu einem Reduktionsalgorithmus.
Alle weiteren Bedingungen beschreiben spezielle Teilstrukturen, die wir nur der Vollsta¨ndigkeit halber
nennen wollen.
Reduktion durch Umkehren von Implikationsklassen
In Abschnitt 3.3.5 haben wir gesehen, dass wir jeder transitiven Orientierung eines H-Comparability-
graphen einen Plan zuordnen ko¨nnen. Hat der H-Comparabilitygraph G eine Planorientierung Atr,
dann ist G = [Atr ] der H-Comparabilitygraph zu einem Plan A ∈ SSIJ . Ist durch Btr eine transitive
Orientierung auf [Atr] beschrieben, die keine Planorientierung ist, dann sind einige der Schra¨gkanten
von [Atr] nicht transitiv in dieser Orientierung. Der H-Comparabilitygraph zu dem durch diese Ori-
entierung beschriebenen Plan B ∈ SSIJ ist dann ein echter Teilgraph von [Atr], [Btr] ( [Atr]. Nach
Satz 4.2 reduziert damit der Plan B den Plan A streng, B ≺ A.
Wir erinnern daran, dass jede transitive Orientierung T ∈ TG auf einem Graphen G eine Kombi-
nation von Implikationsklassen Ii ∈ IG =
{
I1, . . . , Ik, I
−1
1 , . . . , I
−1
k
}
ist (Abschnitt 1.2.7). Benutzen
wir die Planorientierung Atr = I1 + . . . + Ik als Bezugspunkt, dann ist jede transitive Orientierung
T ∈ T[Atr] auf [A
tr] eine Rekombination von transitiven Orientierungen auf den Farbklassen von [Atr],
T = J1 + . . . + Jk mit Ji ∈
{
Ii, I
−1
i
}
. Also la¨sst sich der Plan A durch das Umkehren von einzelnen
Implikationsklassen in den Plan B transformieren.
Fu¨r den Plan B la¨sst sich nun erneut die Frage stellen: Existieren auf [Btr] neben den Planorien-
tierungen Btr und (Btr)
−1
=
(
B−1
)tr
transitive Orientierungen, die den Plan B weiter reduzieren?
Daran schließt sich die Frage an, wie man weitere transitive Orientierungen auf einem Comparabili-
tygraphen ﬁnden kann. Eine Mo¨glichkeit besteht darin, eine oder mehrere Implikationsklassen einer
gegebenen Orientierung einfach umzukehren, und anschließend zu u¨berpru¨fen, ob die resultierende
potentiell transitive Orientierung kreisfrei ist (Satz 1.19).
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Umkehren von Implikationsklassen durch Entfernen von einzelnen Schra¨gkante
Eine besonders in unserem Zusammenhang wirksamere Methode zum Umkehren von Implikationsklas-
sen besteht darin, Schra¨gkanten einzeln zu entfernen. Nach Satz 1.39 ko¨nnen wir eine Schra¨gkante, die
in der transitiven Reduktion einer transitiven Orientierung liegt, bedenkenlos lo¨schen. Eine Schra¨gkante
liegt genau dann in der transitiven Reduktion, wenn sie nicht transitiv ist. Betrachten wir nun eine
gegebene (ungerichtete) Schra¨gkante eˆ ∈ Ediag (A) in [Atr]. Wenn es auf [Atr] eine transitive Orien-
tierung gibt, die weder e noch e−1 als transitive Kante entha¨lt, dann ist nach Satz 1.39 der Graph
[Atr]− eˆ ein Comparabilitygraph.
D.h. wir ko¨nnen umgekehrt durch Testen von [Atr] − eˆ auf Existenz einer transitiven Orientie-
rung u¨berpru¨fen, ob auf [Atr ] eine transitive Orientierung existiert, die einen reduzierenden Plan B
induziert, der die Schra¨gkante eˆ nicht entha¨lt. Ist [Atr] − eˆ kein Comparabilitygraph, dann kann A
nicht durch das Entfernen der Schra¨gkante eˆ reduziert werden. Ist dagegen [Atr]− eˆ ein Comparabili-
tygraph, und ist T ∈ T[Atr ]−eˆ eine transitive Orientierung, so ist T entweder eine Rekombination der
unvera¨nderten Implikationsklassen von [Atr ], oder T besteht aus einer Mischung aus unvera¨nderten
Implikationsklassen von [Atr] und Γ˙eˆ-Komponenten von [A
tr] (Satz 1.43, [3],[4]). In beiden Fa¨llen
induziert die transitive Orientierung einen Plan B ∈ SSIJ , der den Ausgangsplan A streng reduziert.
Da die Bestimmung einer transitiven Orientierung auf einem GraphenG−eˆmit polynomiellem Auf-
wand mo¨glich ist (Abschnitt 2.1), und die Anzahl der Schra¨gkanten in einem H-Comparabilitygraphen
mit n Auftra¨gen und m Maschinen durch O
(
n2m2
)
beschra¨nkt ist, kann mit polynomiellen Aufwand
getestet werden, ob ein gegebener Plan A ∈ SSIJ durch Entfernen irgendeiner Schra¨gkante reduziert
werden kann.
Satz 4.6 (Reduktion durch Entfernen von einzelnen Schra¨gkanten) [66] Sei A ∈ SSIJ ein
Plan. Existiert in [Atr] eine Schra¨gkante eˆ ∈ Ediag, fu¨r die [Atr]− eˆ ein Comparabilitygraph ist, dann
liefert jede transitive Orientierung von [Atr]− eˆ einen Plan, der A streng reduziert.
Mit Hilfe dieser U¨berlegung sind wir nun in der Lage, einen gegebenen Plan A ∈ SSIJ sukzessive
mit polynomiellen Aufwand zumindest soweit zu reduzieren, bis keine der Schra¨gkanten mehr einzeln
entfernt werden kann. Dabei werden in jedem Reduktionsschritt ho¨chstens |Ediag (A)| = O
(
n2m2
)
viele Schra¨gkanten betrachtet. Wird in einem Schritt ein Plan B ∈ SSIJ gefunden, der den Ausgangs-
plan A fu¨r diesen Schritt reduziert, dann dient der Plan B als neuer Ausgangsplan fu¨r den na¨chsten
Schritt—und nicht etwa der Graph [Atr ]− eˆ. Dabei entfallen neben eˆ u.U. noch weitere Schra¨gkanten.
Da in jedem Reduktionsschritt jedoch mindesten eine Schra¨gkante entfernt werden kann, ist die Anzahl
der Reduktionsschritte ebenfalls durch die Anzahl der Schra¨gkanten des Ausgangsgraphen begrenzt.
Am Ende dieser sukzessiven Reduktionen steht ein Plan B ∈ SSIJ , fu¨r den gilt, dass [Btr]− eˆ fu¨r
keine Schra¨gkante e ∈ Ediag (B) ein Comparabilitygraph ist. Nach Satz 1.39 sind dann auf [Btr] alle
transitiven Orientierungen Planorientierungen.
Bemerkung 4.7 (Reduktion durch Umkehren von Implikationsklassen) Ein Plan A ∈ SSIJ
kann mit polynomiellem Aufwand auf einen Plan B ∈ SSIJ reduziert werden, der nicht weiter durch
Umkehren von Implikationsklassen streng reduziert werden kann. Der H-Comparabilitygraph [Btr] ist
dann entweder prim, oder zu B existieren a¨hnliche Pla¨ne, die verschieden von B−1 sind.
Das bedeutet natu¨rlich nicht, dass mit polynomiellem Aufwand alle reduzierenden Pla¨ne B ∈ SSIJ
erzeugt werden ko¨nnen, die nicht weiter durch Umkehren von Implikationsklassen streng reduziert wer-
den ko¨nnen. Die Anzahl solcher Pla¨ne ist typischerweise sehr groß und im Allgemeinen nur exponentiell
durch die Anzahl der potentiellen transitiven Orientierungen von [Atr] begrenzt, d.h. durch 2k, wenn
[Atr] k verschiedene Implikationsklassen besitzt. Die Bemerkung sagt lediglich, dass wir irgendeinen
dieser Pla¨ne B ﬁnden ko¨nnen. Es ist jedoch so, dass es fu¨r jeden dieser reduzierenden Pla¨ne B einen
zula¨ssigen Reduktionsweg gibt, der zu diesem Plan fu¨hrt.
Veranschaulichen wir uns die Reduktion durch das Umkehren von Implikationsklassen an einem
Beispiel.
Beispiel 4.8 (Reduktion durch Umkehren von Implikationsklassen) Betrachten wir den
Plan S ∈ SSIJ mit
A =
 1 2 63 4 1 5
2 3
 .
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In Abbildung 4.1 ist der Plangraph G (A) von A abgebildet. Der U¨bersicht halber werden wir Pla¨ne
in Zukunft ha¨ufig nur durch die Menge der Schra¨gkanten des zugeho¨rigen H-Comparabilitygraphen
abbilden. Der H-Comparabilitygraph [Atr ] zum Plan A besteht aus allen horizontalen und vertika-
len Kanten zwischen den vorhandenen neun Operationen und den in Abbildung 4.1 abgebildeten 14
Schra¨gkanten. Einen (streng) reduzierenden Plan von S erkennt man dann daran, dass die Menge der
Schra¨gkanten dieses Plans jeweils eine (echte) Teilmenge der Schra¨gkanten von [Atr] ist. Ebenfalls
aus Gru¨nden der U¨bersicht werden wir bei Beispielen dieser Art zuku¨nftig auf die Bezeichnung der
Operationen Oij durch den Zeilen- und Spaltenindex verzichten. Wir werden stattdessen die Kno-
ten des H-Comparabilitygraphen einfach durchnummerieren. Das erleichtert die Beschreibung von
Schra¨gkantenmengen. Der H-Comparabilitygraph [Atr] besteht aus acht Implikationsklassen I1, . . . , I8
Abbildung 4.1: Der Plangraph G (A) und die Menge der Schra¨gkanten von [Atr].
und ihren Umkehrungen I−11 , . . . , I
−1
8 (Abbildung 4.2). Es gilt A = I1+ . . .+I8. Nach dem Struktursatz
von Golumbic (Satz 1.21 auf Seite 18) sind von den 82 = 256 potentiellen transitiven Orientierungen
genau 6 · 25 = 192 kreisfrei. Jede dieser 192 transitiven Orientierungen liefert einen Plan, der S redu-
ziert. Dabei ko¨nnen jedoch jeweils mehrere Orientierungen denselben Plan induzieren. In diesem Fall
Abbildung 4.2: Die Zerlegung der Kantenmenge des Plangraphen in Implikationsklassen A = I1 +
. . .+ I8.
existieren 72 reduzierende Pla¨ne, die durch Umkehren von Implikationsklassen aus A erzeugt werden
ko¨nnen. Unter diesen 72 Pla¨nen sind A und A−1 die einzigen Planorientierungen von [Atr]. D.h. durch
die Rekombination von Implikationsklassen ko¨nnen 35 verschiedene streng reduzierende Pla¨ne (und
ihre Umkehrungen) erreicht werden. Unter diesen insgesamt 36 verschiedenen reduzierenden Pla¨nen
befinden sich auch 5 irreduzible Pla¨ne (Abbildung 4.3). Betrachten wir einen Reduktionspfad genauer:
Kehren wir in G (A) die Implikationsklassen I1 und I4 um, gelangen wir zu einer kreisfreien potenti-
ellen transitiven Orientierung, bei der lediglich die Schra¨gkanten 1.4 ∈ Ediag (A), 1.9 ∈ Ediag (A) und
5.3 ∈ Ediag (A) transitiv sind. Alle u¨brigen Schra¨gkanten liegen somit in der transitiven Reduktion
dieser Orientierung und ko¨nnen gelo¨scht werden. Die verbleibende Planorientierung auf einem Teil-
graphen von [Atr] entha¨lt also nur noch 3 der urspru¨nglich 14 Schra¨gkanten. Der zugeho¨rige Plan ist
der erste der irreduziblen Pla¨ne in Abbildung 4.3.
Da wir normalerweise nicht wissen ko¨nnen, welche Menge der Implikationsklassen umgekehrt werden
muss, um in einem Schritt zu einem irreduziblen Plan zu gelangen, betrachten wir nun die sukzessive
Entfernung von einzelnen Schra¨gkanten. Nehmen wir beispielsweise an, wir entfernen aus [Atr] die
Schra¨gkante 1̂.5 ∈ Ediag ([Atr]). Der Graph [Atr]− 1̂.5 besitzt 6 verschiedene Implikationsklassen. Von
den 26 = 64 potentiellen transitiven Orientierungen sind 36 kreisfrei. Eine dieser Orientierungen ist
S = I1+I
−1
2 +I
−1
3 +I4+I5+I6+I7+I8. Die Schra¨gkantenmenge des H-Comparabilitygraphen von S
ist in Abbildung 4.4 (links) dargestellt. Wa¨hrend [Atr]− 1̂.5 noch 13 Schra¨gkanten und 6 verschiedene
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Abbildung 4.3: Die Schra¨gkantenmengen der 5 irreduziblen Pla¨ne, die durch Umkehren der Implika-
tionsklassen von A erzeugt werden ko¨nnen.
Implikationsklassen besitzt, hat [Str] nur noch 8 Schra¨gkanten und 3 verschiedene Implikationsklas-
sen. Entfernen wir nun aus [S] beispielsweise die Schra¨gkante 4̂.3, so gelangen wir zu einem Graphen
Abbildung 4.4: Die Schra¨gkantenmenge eines Plans zu einer transitive Orientierung von [Atr] − 1̂.5,
und die der daraus durch Umkehren von Implikationsklassen erreichbaren irreduziblen Pla¨ne.
mit nur noch 7 Schra¨gkanten und genau 2 verschiedenen Implikationsklassen. Jede der beiden tran-
sitiven Orientierungen von [S] − 4̂.3 fu¨hrt zu einem der beiden irreduziblen Pla¨ne in Abbildung 4.4
(mitte und rechts). Durch diesen Reduktionspfad sind wir schließlich auch bei dem irreduziblen Plan
S∗ = I−11 + I2 + I3 + I
−1
4 + I5 + I6 + I7 + I8 (mitte) angelangt. Die beiden irreduziblen Pla¨ne in
Abbildung 4.4 unterscheiden sich u¨brigens nur durch die Orientierung von Iˆ5.
In dem eben beschriebenen Reduktionspfad haben wir genau zwei Reduktionsschritte durchgefu¨hrt. Wir
haben zuna¨chst aus [Atr] die Schra¨gkante 1̂.5 entfernt. Anschließend haben wir aus der Planorientie-
rung [S] zu einer transitiven Orientierung von [Atr ]− 1̂.5 die Schra¨gkante 4̂.3 entfernt, und sind nach
der Auswahl einer transitiven Orientierung auf [S]− 4̂.3 zu einem irreduziblen Plan gelangt.
Reduzierbare Teilstrukturen in Pla¨nen
Einige weitere notwendige Bedingungen fu¨r die Irreduzibilita¨t eines Plans ergeben sich aus den fol-
genden Sa¨tzen (Bra¨sel, Harborth, Tautenhahn und Willenius (1999) [13]).
Satz 4.9 (Rang nm− 2) [13] Sei A ∈ SSIJ ein Plan u¨ber der vollsta¨ndigen Operationenmenge
mit n Auftra¨gen und m Maschinen. Hat eine Operation in A den Rang nm − 2, dann ist A streng
reduzierbar auf einen Plan B ∈ SSIJ .
Satz 4.10 (Umkehren spezifischer Kante) [13] Sei A ∈ SSIJ ein Plan mit der folgenden Ei-
genschaft: Die Operation Oij ist die letzte Operation in Zeile i, Okj ist die erste Operation von Zeile
k, und Okj ist der direkte Nachfolger von Oij in Spalte j. Dann wird A durch den Plan B, der durch
Umkehren der Kante OijOkj entsteht, reduziert, B  A. Existiert eine Spalte l 6= j mit akl ≤ aij + 3
oder akj ≤ ail + 3, dann reduziert B den Plan A streng, B ≺ A.
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Satz 4.11 (Nachfolger in Zeile oder Spalte) [13] Sei A ∈ SSIJ ein Plan und sei Oij eine Ope-
ration in S mit mindestens einem Nachfolger, fu¨r die gilt, dass keiner der Nachfolger in Zeile i oder
Spalte j einen direkten Vorga¨nger außerhalb von Zeile i bzw. Spalte j hat. Dann ist A streng reduzierbar
auf einen Plan B ∈ SSIJ .
Satz 4.12 (gleiche Startmaschine) [13] Sei A ∈ SSIJ ein Plan, bei dem die jeweils erste Ope-
ration jeder Zeile i = 1, . . . , n in der gleichen Spalte j (j ∈ {1, . . . ,m}) liegt. Dann ist A streng
reduzierbar auf einen Plan B ∈ SSIJ .
Satz 4.13 (Entfernen von Operationen) [13] Sei A ∈ SSIJ ein Plan u¨ber einer Operationen-
menge mit n Auftra¨gen und m Maschinen. Es ist in O
(
n2m2
)
entscheidbar, ob A durch Entfernen
einer Operation und Neueinfu¨gen als Quelle oder Senke streng reduziert werden kann.
Reduktion u¨ber eine einzelne Kante
Bei Kleinau (1992) [41] ist eine Bedingung beschrieben, die die Reduktion eines Plans A ∈ SSIJ
durch Umkehren einer einzelnen Kante auf einem maximalen Weg in A beschreibt.
Satz 4.14 (Reduktion u¨ber eine Kante) [41] Sei A ∈ SSIJ ein Plan und sei e = ab eine (o.B.
d.A.) horizontale Kante eines maximalen Weges in A. Existieren in AWege von dem direkten Vorga¨n-
ger von b in seiner Spalte zu a, und von b zu dem direkten Nachfolger von a in seiner Spalte, dann
kann A durch Umkehren von e streng reduziert werden.
Die Formulierung dieser Bedingung fu¨r eine vertikale Kante e = ab ist vo¨llig analog: es wird
lediglich die Rolle von Zeilen und Spalten vertauscht.
Als eine direkte Folgerung dieser Bedingung ergibt sich, dass das Problem IRRED fu¨r ein Job-Shop
Scheduling Problem polynomiell lo¨sbar ist. Bei einem Job-Shop Problem sind die technologischen
Reihenfolgen vorgegeben. D.h. die horizontalen Kanten des Plangraphen sind ﬁxiert. Lediglich die
vertikalen Kanten ko¨nnen umorientiert werden. Kleinau [41] konnte zeigen, dass jede Reduktion
eines Job-Shop Plans eine solche Reduktion u¨ber eine Kante ist.
Satz 4.15 (Reduktion fu¨r Job-Shop Pla¨ne) [41] Ein Plan A ∈ SSIJ ist unter Beibehaltung sei-
ner Technologie genau dann reduzierbar, wenn er sich u¨ber eine Kante reduzieren la¨sst.
Folgerung 4.16 (IRRED fu¨r Job-Shop) [41] Das Problem IRRED ist fu¨r Job-Shop Probleme
polynomiell lo¨sbar.
Zyklische Pla¨ne und lateinische Quadrate
Abschließend wollen wir hier auch noch eine hinreichende Bedingung fu¨r die Irreduzibilita¨t eines Plans
anfu¨hren. Kleinau [41] hat gezeigt, dass sogenannte zyklische Pla¨ne irreduzibel sind. Dabei heißt ein
Plan A ∈ SSIJ u¨ber einer Operationenmenge mit n Auftra¨gen und m Maschinen zyklisch, wenn jede
Zeile von A eine zyklische Permutation von {1, . . . ,m}, oder jede Spalte eine zyklische Permutation
von {1, . . . , n} ist.
Satz 4.17 (zyklische Pla¨ne) [41] Jeder zyklische Plan A ∈ SSIJ ist irreduzibel.
Neben den zyklischen Pla¨nen liefert auch jedes lateinische Rechteck LR (n,m, r) mit n = m = r
einen irreduziblen Plan (Willenius [66]).
Satz 4.18 (lateinische Quadrate) [66] Jeder rangminimale Plan A ∈ SSIJ u¨ber einer vollsta¨ndi-
gen Operationenmenge mit m = n ist irreduzibel.
4.1.5 Verallgemeinerungen der Reduzierbarkeit
In diesem Abschnitt wollen wir kurz auf zwei mo¨gliche Verallgemeinerungen des Reduzierbarkeits-
begriﬀes eingehen. Zum Einen la¨sst sich die Reduzierbarkeit auch fu¨r andere Zielfunktionen als das
Makespan-Kriterium formulieren. Und zum Anderen kann der Begriﬀ der Reduzierbarkeit eines Plans
durch einen einzelnen anderen Plan auf einen Dominanzbegriﬀ erweitert werden, bei dem ein Plan
durch eine Menge anderer Pla¨ne reduziert werden kann.
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Erweiterung auf andere Zielfunktionen
Alle in Kapitel 3 erwa¨hnten Zielfunktionen f (C1, . . . , Cn) sind regula¨re Zielfunktionen (Abschnitt
3.1.2). Sie sind monoton wachsend in den Fertigstellungszeiten Ci der Auftra¨ge Ai, i = 1, . . . , n. Gilt
nun fu¨r zwei Pla¨ne A,B ∈ SSIJ und fu¨r jede Wahl von Bearbeitungszeiten fu¨r jeden Auftrag Ci (A) ≤
Ci (B), dann folgt f (A) ≤ f (B) fu¨r jede regula¨re Zielfunktion f (C1, . . . , Cn). Wir sagen dann, dass
der Plan A den Plan B allgemein reduziert . Die allgemeine Reduzierbarkeit ist, bei Erweiterung des
Modells, genau wie die Reduzierbarkeit mit Hilfe von Comparabilitygraphen beschreibbar. Sei Vi (A)
die Menge der Operationen, die in einem Plan A ∈ SSIJ Vorga¨nger einer Operation von Auftrag i
sind. Dann kann die allgemeine Reduzierbarkeit folgendermaßen charakterisiert werden (Willenius
(2000) [66]).
Satz 4.19 (allgemeine Reduzierbarkeit) [66] Ein Plan A ∈ SSIJ reduziert einen Plan B ∈ SSIJ
genau dann allgemein, wenn [Atr] ⊆ [Btr] und Vi (A) ⊆ Vi (B) fu¨r jeden Auftrag i ∈ {1, . . . , n} gilt.
Neben den Gemeinsamkeiten im Beschreibungsmodell gibt es eine weitere Verbindung zwischen
der Reduzierbarkeit und der allgemeinen Reduzierbarkeit.
Satz 4.20 (allgemein-irreduzible Pla¨ne) [66] Sei A ∈ SSIJ ein irreduzibler Plan. Dann existiert
ein allgemein-irreduzibler Plan, der a¨hnlich zu A ist.
Ausgehend von Satz 4.19 beschreibt Willenius [66] auch ein Graphenmodell, mit dem die allge-
meine Reduzierbarkeit genau wie die Reduzierbarkeit allein durch eine Teilgraphenrelation beschrieben
werden kann. Auf die Darstellung dieses Modells wollen wir hier jedoch verzichten.
Die Dominanz-Relation
Eine zweite Verallgemeinerung der Reduzierbarkeit ist die sogenannte Dominanz eines Plans durch
eine Menge von Pla¨nen. Wir haben bereits festgestellt, dass die Menge der nichta¨hnlichen irredu-
ziblen Pla¨ne eine universell-optimale Menge bilden. Fu¨r jede Wahl der Bearbeitunszeiten entha¨lt sie
eine optimale Lo¨sung fu¨r das Schedulingproblem. Tautenhahn (1996) [63] konnte zeigen, dass es
Operationenmengen gibt, fu¨r die die Menge der nichta¨hnlichen irreduziblen Pla¨ne keine minimale
universell-optimale Menge ist.
B11 =
[
2 1 3 4
4 3 1 2
]
B12 =
[
1 2 4 3
3 4 2 1
]
B13 =
[
1 2 3 4
3 4 1 2
]
Betrachten wir beispielsweise die Pla¨ne B11, B12 und B13 Jeder dieser drei Pla¨ne ist irreduzibel und
die H-Comparabilitygraphen zu diesen Pla¨nen besitzen jeweils genau zwei Schra¨gkanten. Der Graph
[Btr13] hat dabei jeweils eine seiner beiden Schra¨gkanten mit den Graphen [B
tr
11] bzw. [B
tr
12] gemeinsam.
Fu¨r diese Pla¨ne la¨sst sich nun leicht folgendes zeigen (Willenius [66]): Fu¨r jede Wahl von Bearbei-
tungszeiten gilt Cmax (B11) ≤ Cmax (B13) oder Cmax (B12) ≤ Cmax (B13). D.h. es gibt keine mo¨gliche
Wahl der Bearbeitungszeiten, fu¨r die der irreduzible Plan B13 einen besseren Zielfunktionswert liefert
als irgendein ein anderer Plan. Der Plan B13 wird durch die beiden Pla¨ne B11 und B12 dominiert . Bei
der Suche nach einer minimalen universell-optimalen Menge fu¨r die vollsta¨ndige Operationenmenge
mit 2 Auftra¨gen und 4 Maschinen brauchen wir damit den Plan B13 nicht beru¨cksichtigen.
BeiWillenius [66] ﬁndet sich ein Algorithmus, mit dessen Hilfe sich polynomiell entscheiden la¨sst,
ob ein gegebener Plan S ∈ SSIJ durch zwei gegebene Pla¨ne A,B ∈ SSIJ dominiert wird.
4.2 Planimplikationsklassen und der Faktorgraph
In diesem Abschnitt werden wir eine Teilstruktur der Implikationsklassen von H-Comparabilitygraphen
kennen lernen, die von fundamentaler Bedeutung fu¨r die Theorie der Reduzierbarkeit von Open-Shop
Pla¨nen ist. Diese sogenannten Planimplikationsklassen ko¨nnen in demselben Sinn als Bausteine von
reduzierenden Pla¨nen betrachtet werden, wie Implikationsklassen als Bausteine von transitiven Ori-
entierungen aufgefasst werden ko¨nnen (Abschnitt 1.2.7).
Im vorangegangenen Abschnitt haben wir die Reduktion durch das Umkehren von Implikations-
klassen betrachtet. Dass man auf diesem Weg nicht unbedingt bis hinunter zu einem irreduziblen Plan
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gelangt, zeigt das folgende kleine Beispiel. Wir haben im Zusammenang mit a¨hnlichen Pla¨nen auf
Seite 59 den Plan B5 kennen gelernt.
B5 =
 1 2 34 3
2
 B14 =
 1 4 22 3
3
 B15 =
 1 2 32 3
3

Der H-Comparabilitygraph zu diesem Plan entha¨lt genau zwei Schra¨gkanten, und besteht aus genau
zwei verschiedenen Implikationsklassen. Kehrt man eine davon um (Plan B14), gelangt man erneut
zu einer Planorientierung desselben H-Comparabilitygraphen. Jede transitive Orientierung von [Btr5 ]
liefert einen zu B5 a¨hnlichen Plan. Man kann B5 also nicht durch Umkehren einer Implikationsklasse
reduzieren. Das bedeutet jedoch nicht, dass B5 irreduzibel ist. Der H-Comparabilitygraph zu dem
Plan B15 entha¨lt nur eine der beiden Schra¨gkanten von [B
tr
5 ]. B15 reduziert also B5 streng.
Man kann von B5 zu B15 gelangen, indem man eine der beiden Implikationsklassen in zwei Kom-
ponenten zerlegt, und nur eine dieser beiden Komponenten umkehrt, wa¨hrend die andere unvera¨ndert
bleibt. Die Beschreibung solcher Teilstrukturen von Implikationsklassen und ihrer Eigenschaften ist
daher ein wichtiger Schritt auf dem Weg zum Versta¨ndnis der Reduzierbarkeitstheorie.
4.2.1 Der Begriff der Planimplikationsklasse
Der Begriﬀ der Planimplikationsklasse (engl. sequence implication class) wurde vonWillenius (2000)
[66] gepra¨gt. Bereits bei Kleinau (1992) [41] ﬁndet sich jedoch ein erster Hinweis auf diese Struktur
und ihre Bedeutung. Es handelt sich dabei jeweils um Teilmengen der regula¨ren Kanten eines Plans
S ∈ SSIJ . Sie ko¨nnen daher sowohl als Objekte im Graphen GSIJ bzw. im Plangraphen G (S), als
auch als Objekte im H-Comparabilitygraphen [Str] betrachtet werden. Abha¨ngig von dem Graphen,
als dessen Teilstruktur man eine Planimplikationsklasse betrachtet, gibt es verschieden Mo¨glichkeiten
der Deﬁnition.
Definition als A¨quivalenzklasse auf dem Plangraphen
Betrachten wir zuna¨chst eine Deﬁnition als Zerlegung der Kantenmenge des Plangraphen G (S) (nach
Willenius [66]). Es sei daran erinnert, dass der Plangraph G (S) eine kreisfreie Orientierung des
H-Graphen GSIJ = (SIJ,Ereg) ist. Er enha¨lt im Gegensatz zum H-Comparabilitygraphen [S
tr] keine
Schra¨gkanten, sondern nur regula¨re Kanten, S ⊆ Ereg.
Definition 4.21 (ΓS-Relation) Sei G (S) = (SIJ, S) der Plangraph und [S
tr] der H-Comparability-
graph zu einem Plan S ∈ SSIJ . Fu¨r zwei Kanten ab und cd in G (S) wird die ΓS-Relation folgender-
maßen definiert:
abΓScd⇔ abΓcd in
[
Str
]
.
Zwei regula¨re Kanten liegen damit genau dann in ΓS-Relation zueinander, wenn sie im H-Compa-
rabilitygraphen in Γ-Relation zueinander liegen. Natu¨rlich ko¨nnen wir sa¨mtliche Begriﬀe aus dem
Umfeld der Γ-Relation in analoger Weise auch auf diese neue Relation u¨bertragen. Wir nennen zwei
Kanten daher auch ΓS-verbunden, wenn sie durch eine ΓS-Kette in Verbindung stehen, oder sprechen
von der ΓS-Nachbarschaft einer Kante. Ebenso wie bei der Γ-Relation oder der Γ˙-Relation sind wir
nicht allein an der Relation interessiert, sondern vor allem auch an dem transitiven Abschluss dieser
Relation. Entsprechend beschreiben wir durch die Γ∗S-Relation die Existenz einer ΓS-Kette zwischen
zwei Kanten. Diese Relation ist nun genau wie in den anderen Fa¨llen eine A¨quivalenzrelation, an deren
A¨quivalenzklassen wir interessiert sind.
Definition 4.22 (Planimplikationsklasse) Sei S ∈ SSIJ ein Plan, und sei durch den Plangraphen
G (S) eine kreisfreie Orientierung auf GSIJ = (SIJ,Ereg (S)) gegeben. Eine Menge P = P (e
′) =
{e′′ ∈ Ereg (S) : e′Γ∗Se
′′} zu einer Kante e′ ∈ Ereg (S) nennen wir eine Planimplikationsklasse von S.
Eine Planimplikationsklasse bezu¨glich eines Plans S ∈ SSIJ ist demnach eine Menge von regula¨ren
Kanten, die im H-Comparabilitygraphen [Str] untereinander Γ-verbunden sind. Da Planimplikations-
klassen in Abha¨ngigkeit von einem gegebenem Plan S ∈ SSIJ deﬁniert sind, und GSIJ ein Teilgraph
von [Str] ist, ist es sinnvoll, sie als Teilmenge der Kantenmenge des H-Comparabilitygraphen [Str] zu
betrachten. Aus der Deﬁnition der ΓS-Relation folgt sofort die folgende Eigenschaft.
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Lemma 4.23 (mehrere Kanten) [66] Besitzt eine Planimplikationsklasse eines Plan S ∈ SSIJ
mindestens zwei Kanten, dann besitzt sie mindestens eine horizontale und mindestens eine vertikale
Kante.
Wir bezeichnen die Menge aller Planimplikationsklassen auf einem H-Comparabilitygraphen [Str]
mit P[Str ] = {P1, . . . , Pl}. Sie liefern eine Zerlegung der Menge der regula¨ren Kanten, P1 + . . .+ Pl =
S+S−1 = [S] = Ereg (S). Da es sich bei Planimplikationsklassen genau wie bei Implikationsklassen um
orientierte Kantenmengen handelt, die bezu¨glich einer transitiven Orientierung auf [Str] deﬁniert sind,
gilt analog P[Str ] =
{
P1, . . . , Pk, P
−1
1 , . . . , P
−1
l
}
, mit P1 + . . .+ Pk = S und P
−1
1 + . . .+ P
−1
k = S
−1.
Wir nennen PS = {P1, . . . , Pk} die Menge der Planimplikationsklassen von S.
Planimplikationsklassen und Implikationsklassen
In [Str] kann die ΓS-Relation dann als Teilrelation der Γ-Relation betrachtet werden. Zwei Kanten,
die ΓS-verbunden sind, sind auch Γ-verbunden.
Lemma 4.24 (Planimplikationsklassen und Implikationsklassen) [66] Sei S ∈ SSIJ ein
Plan, und sei P ⊆ Ereg (S) eine Planimplikationsklasse in [Str] = (SIJ,Ereg (S) + Ediag (S)). Dann
existiert eine Implikationsklasse I ∈ I[Str] mit P ⊆ I.
Die Umkehrung dieser Aussage gilt nicht. In dem Beispiel zu Beginn dieses Abschnitts besteht eine
transitive Orientierung des H-Comparabilitygaphen [Btr5 ] aus zwei Implikationsklassen. Eine dieser
beiden Klassen entha¨lt alle mit O11 inzidierenden Kanten: vier regula¨re Kanten und eine Schra¨gkante.
Die vier regula¨ren Kanten bilden eine Planimplikationsklasse. Die andere Implikationsklasse entha¨llt
alle u¨brigen Kanten: ebenfalls vier regula¨re Kanten und die zweite Schra¨gkante. Hier sind jedoch
nicht alle regula¨ren Kanten paarweise durch eine Γ-Kette von regula¨ren Kanten verbunden. Es gibt
beispielsweise keine ΓS-Kette zwischen den Kanten O12O22 und O22O21. Diese Implikationsklasse
zerfa¨llt in zwei Planimplikationsklassen und eine Schra¨gkante.
B5 =
 1 2 34 3
2

Definition als Γ˙-Komponente auf dem H-Comparabilitygraphen
Alternativ ko¨nnen wir Planimplikationsklassen auch als Γ˙-Konmponenten bezu¨glich einer Kanten-
menge F = Ediag (S) ⊆ E (S) im H-Comparabilitygraphen interpretieren (nach Andresen [3]). In
Abschnitt 1.4.1 haben wir bereits den Spezialfall dieser Relation fu¨r den Fall, dass die Menge F nur
aus einer Kante eˆ ∈ E besteht, betrachtet.
Definition 4.25 (Γ˙F-Relation) Sei G = (V,E) ein Graph, und sei F ⊆ E eine Teilmenge der
Kanten mit F = Fˆ . Fu¨r zwei Kanten ab, cd ∈ E ist die Γ˙-Relation bezu¨glich F definiert durch
abΓ˙F cd⇔ abΓcd und {ab, cd} ∩ F = ∅.
Entsprechend nennen wir zwei Kanten auch in diesem Fall Γ˙F -verbunden, wenn sie durch eine Γ˙F -
Kette verbunden sind. Auch den Begriﬀ der Γ˙-Komponente als Bezeichnung fu¨r die A¨quivalenzklassen
der transitiven Hu¨lle Γ˙∗F der Γ˙F -Relation haben wir bereits in Abschnitt 1.4.1 kennen gelernt.
Definition 4.26 (Γ˙F-Komponente) Sei G = (V,E) ein Graph, und sei F ⊆ E eine Teilmenge
der Kanten. Eine Menge P˙ = P˙ (e′) =
{
e′′ ∈ E : e′Γ˙∗
Fˆ
e′′
}
zu einer Kante e′ ∈ E nennen wir eine
Γ˙-Komponente von G bezu¨glich F .
Der Bezug zu Planimplikationsklassen auf H-Comparabilitygraphen wird durch die folgende U¨ber-
legung unmittelbar deutlich.
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Lemma 4.27 (Γ˙F und ΓS) Sei S ∈ SSIJ ein Plan, und sei [Str] = (SIJ,Ereg (S) + Ediag (S)) sein
H-Comparabilitygraph. Dann gilt
e′ΓSe
′′ ⇔ e′Γ˙Ediag(S)e
′′.
Beweis. Zwei Kanten e′ und e′′ liegen genau dann in direkter Γ˙F -Relation zueinander, wenn sie in
Γ-Relation zueinander liegen, und keine der beiden Kanten zu F ⊆ E geho¨rt. Fu¨r F = Ediag (S) ist
die Γ˙F damit identisch zur ΓS-Relation. Es gilt e
′Γ˙Ediag(S)e
′′ genau dann, wenn e′ und e′′ regula¨re
Kanten mit e′Γe′′ sind, d.h. wenn auch e′ΓSe
′′ gilt.
Damit ergibt sich eine alternative Mo¨glichkeit zur Deﬁnition von Planimplikationsklassen.
Bemerkung 4.28 (Planimplikationsklasse, alternative Definition) Sei [Str] = (SIJ,Ereg (S)
+ Ediag (S)) der H-Comparabilitygraph zu einem Plan S ∈ SSIJ . Eine Planimplikationsklasse P ∈
P[Str] von [S
tr] ist eine Γ˙F -Komponente bezu¨glich F = Ediag (S).
4.2.2 Planimplikationsklassen und Reduzierung
In Abschnitt 1.2.4 sind wir bei der Beschreibung der Γ-Relation darauf eingegangen, dass die Γ-
Relation zwischen zwei Kanten durch die Nichtexistenz einer Kante induziert wird. Wir haben in
diesem Zusammenhang auch von der Existenz einer Nichtkante gesprochen, die Γ-Relationen induzie-
ren kann, aber nicht muss.
Planimplikationsklassen als Atome
Werden nun aus einem Graphen Kanten entfernt, dann hat das keinen Einﬂuss auf bestehende Γ-
Relationen. Bereits bestehende Γ-Relationen, und damit insbesondere auch bereits bestehende ΓS-
Relationen ko¨nnen durch das Entfernen von Schra¨gkanten nicht zersto¨rt werden. Das bedeutet, zwei
Kanten, die in einem H-Graphen G mit GSIJ ⊆ G ⊆ [S
tr] in einer gemeinsamen Planimplikati-
onsklasse liegen, liegen auch in jedem Teilgraphen G∗ mit GSIJ ⊆ G∗ ⊆ G in einer gemeinsamen
Planimplikationsklasse. Planimplikationsklassen ko¨nnen durch das Hinzufu¨gen von Nichtkanten zu
[Str] nicht zersto¨rt werden. In diesem Sinne ko¨nnen sie gewissermaßen als atomare Bausteine von
Pla¨nen interpretiert werden.
Lemma 4.29 (Planimplikationsklassen und Reduzierung) [66] Seien S, S∗ ∈ SSIJ zwei Pla¨-
ne mit S∗  S. Ist P eine Planimplikationsklasse von S. Dann existiert zu S∗ eine Planimplikations-
klasse P ∗ mit P ⊆ P ∗ oder P−1 ⊆ P ∗.
Auf der anderen Seite ko¨nnen durch das Hinzufu¨gen von Nichtkanten jedoch neue Γ-Relationen
oder sogar neue ΓS-Relationen entstehen. Das bedeutet, zwei Planimplikationsklassen P1 und P2 von
S ∈ SSIJ ko¨nnen durch das Entfernen einer Schra¨gkante miteinander verschmelzen—in der Form
P1 + P2 oder in der Form P1 + P
−1
2 .
Eine hinreichende Bedingung fu¨r Irreduzibilita¨t
Eine unmittelbare Folgerung von Lemma 4.29 ist, dass ein Plangraph, der nur noch aus einer Planim-
plikationsklasse besteht, nicht weiter streng reduziert werden kann. Da die Bestimmung der Planim-
plikationsklassen mit gleichem Aufwand wie die der Implikationsklassen mo¨glich ist, erhalten wir so
eine schnell u¨berpru¨fbare hinreichende Bedingung fu¨r Irreduzibilita¨t.
Satz 4.30 (Plan mit 1 Planimplikationsklasse) [66] Besteht ein Plan S ∈ SSIJ nur aus einer
Planimplikationsklasse, dann ist S irreduzibel.
Zu Beginn dieses Kapitels haben wir den Begriﬀ der Reduzierbarkeit an den beiden Pla¨nen B1
und B9 veranschaulicht, und anschließend behauptet, dass B9 sogar irreduzibel sei (Seite 66). Mit
Satz 4.30 ko¨nnen wir diese Behauptung nun beweisen. Auch fu¨r die irreduziblen Pla¨ne im Beispiel
4.8 (Abbildung 4.3 auf Seite 72) kann die Irreduzibilita¨t jeweils mit diesem Argument nachgewiesen
werden.
In der Tat stellt sich heraus, dass diese Bedingung ein a¨ußerst wirkungsvolles Kriterium zum
Nachweis der Irreduzibilita¨t eines Plans ist. Beispielsweise la¨sst sich Satz 4.17 (zyklische Pla¨ne) mit
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Hilfe von Satz 4.30 beweisen. Es ist sogar alles andere als einfach, einen irreduziblen Plan zu ﬁnden,
der nicht nur aus einer Planimplikationsklasse besteht. Solche Pla¨ne gibt es jedoch, und wir werden
noch auf sie zu sprechen kommen.
Dieses Kriterium liefert somit keinen polynomiellen Test auf Irreduzibilita¨t. Es ist nur hinreichend,
aber nicht ungedingt notwendig. Es liefert leider auch keinen NP-Test auf Irreduzibilita¨t, der IRRED ∈
NP ∩ co-NP nach sich ziehen wu¨rde: Wa¨hrend es sehr viele anzunehmende (d.h. irreduzible) Instanzen
gibt, deren Irreduzibilita¨t damit sicher nachgewiesen werden kann, und alle abzulehnenden (d.h. nicht
irreduziblen) Instanzen immer abgelehnt werden, existieren auch anzunehmenden Instanzen, deren
Irreduzibilita¨t mit diesem Test “auf keinem erlaubten Rechenweg” bewiesen werden kann.
4.2.3 Der Faktorgraph
Zur Beschreibung von Implikationsklassen auf einem Comparabilitygraphen G = (V,E) haben wir in
Abschnitt 1.2.4 den Γ-Graphen GΓ = (E,Γ) eingefu¨hrt. Dieser bildet ab, zwischen welchen Kanten
in G eine Γ-Relation besteht. Die Zusammenhangskomponenten im Γ-Graphen sind gerade die Im-
plikationsklassen von G. Nun wollen wir vor dem Hintergrund der Reduzierbarkeit von Pla¨nen einen
a¨hnlichen Graphen fu¨r H-Comparabilitygraphen deﬁnieren.
Durch das Entfernen von Kanten aus einem Graphen werden Γ-Relationen nur dann zersto¨rt,
wenn eine der beiden beteiligten Kanten entfernt wird. Da im Zusammenhang mit der Reduzierung von
Pla¨nen ausschließlich Schra¨gkanten entfernt werden ko¨nnen, sind Γ-Relationen, die zwischen regula¨ren
Kanten bestehen in jedem Fall unzersto¨rbar. Solche Γ-Relationen sind gerade die ΓS-Relationen.
Das Entstehen neuer Γ-Relationen
Andererseits ko¨nnen durch das Entfernen von Schra¨gkanten neue Γ-Relationen entstehen; zwischen
Planimplikationsklassen, zwischen Schra¨gkanten und Planimplikationsklassen, zwischen Schra¨gkanten
untereinander, und sogar innerhalb von Planimplikationsklassen. Wa¨hrend jedoch die Entstehung von
neuen Γ-Relationen zwischen verschiedenen Planimplikationsklassen und zwischen Schra¨gkanten und
anderen Kanten eine hilfreiche Information liefern, ist die Entstehung von Γ-Relationen innerhalb
einer Planimplikationsklasse irrelevant. Die beteiligten Kanten sind ohnehin in jedem Teilgraphen des
gerade betrachteten H-Comparabiltiygraphen, der den H-Graphen entha¨lt, Γ-verbunden.
Ebensowenig ist bei der Entstehung einer Γ-Relation zwischen einer Schra¨gkante und einer Plan-
implikationsklasse von Belang, mit welcher Kante der Planimplikationsklasse diese Schra¨gkante in
Γ-Relation steht. Fu¨r jede Γ-Verbingung von dieser Schra¨gkante zu irgendeiner Kante dieser Plan-
implikationsklasse gilt, dass sie ausschließlich durch Entfernen der Schra¨gkante unterbrochen werden
kann.
Eine Variante des Γ-Graphen
Zur Beschreibung von Reduzierungsvorga¨ngen wollen wir statt des Γ-Graphen in Zukunft den folgen-
den Graphen betrachten.
Definition 4.31 (Faktorgraph) Sei durch G = (SIJ,Ereg + Ediag) ein H-Graph u¨ber einer Opera-
tionenmenge SIJ mit einer beliebigen Schra¨gkantenmenge Ediag gegeben. Der Faktorgraph GF ist der
schlichte Graph, der aus dem Γ-Graphen GΓ = (Ereg + Ediag,Γ) durch die Kontraktion aller Kanten
in GΓ, die ΓS-Relationen in G repra¨sentieren, entsteht. GF heißt konsistent, wenn GΓ konsistent ist.
Im Faktorgraphen GF werden also alle Kanten, die in einer Planimplikationsklasse von G liegen,
zu einem Knoten kontrahiert. In Abbildung 6.2 (links) auf Seite 123 (Beispiel 6.6) ist ein Beispiel fu¨r
einen Faktorgraphan dargestellt.
GF ist konsistent, wenn keine der Zusammenhangskomponenten einen Knoten entha¨lt, der eine
Schra¨gkante repra¨sentiert, deren Umkehrung ebenfalls in dieser Komponente liegt, oder wenn keiner
der Knoten, die eine Planimplikationsklasse repra¨sentieren, gleichzeitig auch deren Umkehrung re-
pra¨sentiert. Der Faktorgraph ist genau dann konsistent, wenn der zugeho¨rige H-Graph mit beliebiger
Schra¨gkantenmenge ein Comparabilitygraph ist (mit Folgerung 1.32).
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4.2.4 Trennende Kantenmengen
Zur Beschreibung von Planimplikationsklassen ist auch der Begriﬀ der trennenden Kantenmenge zwi-
schen verschiedenen Planimplikationsklassen mitunter sehr hilfreich. Planimplikationsklassen sind Γ˙F -
Komponenten bezu¨glich der Kantenmenge F = Ediag. Fu¨r zwei Planimplikationsklassen P1 und P2
aus einer gemeinsamen Implikationsklasse I gilt zum einen, dass es mindestens einen Γ-Weg von P1
nach P2 gibt. Zum anderen gilt aber, dass jeder dieser Γ-Wege mindestens eine Schra¨gkante entha¨lt.
Die Menge der Schra¨gkanten trennt somit die Kantenmengen P1 und P2 gewissermaßen voneinander.
Ihre Existenz sorgt dafu¨r, dass P1 und P2 bezu¨glich F in verschiedenen Γ˙-Komponenten liegen.
Isolation einer Planimplikationsklasse gegenu¨ber allen anderen
Um P1 und P2 voneinander zu trennen, sind in aller Regel jedoch nicht alle Kanten aus F = Ediag
notwendig. Da P1 und P2 zu einer gemeinsamen Implikationsklasse I geho¨ren, reicht zum Trennen
der beiden die Menge der Schra¨gkanten in I mit Sicherheit aus. D.h. P1 und P2 liegen auch bezu¨glich
F ′ = Ediag ∩ I ⊆ F in verschiedenen Γ˙-Komponenten. Es ist sogar mo¨glich, dass eine echte Teilmenge
von F ′ ausreicht, um P1 und P2 voneinander zu trennen.
Definition 4.32 (trennende Kantenmenge F (Pi)) Sei S ∈ SSIJ ein Plan, und sei P1, . . . , Pl ⊆ I
die Menge der Planimplikationsklassen in einer Implikationsklasse I ∈ I[Str ] in [S
tr] = (SIJ,Ereg (S)+
Ediag (S)). Eine Kante e ∈ Ediag ∩ I geho¨rt zur trennenden Kantenmenge F (Pi) = FPi = Fi einer
Planimplikationsklasse Pi, wenn fu¨r ein j ∈ {1, . . . , l}− i ein inklusionsminimaler Γ-Weg von Pi nach
Pj existiert, der e entha¨lt.
Die trennende Kantenmenge von Pi trennt Pi von allen anderen Pj aus I. Sie isoliert Pi. Wir
nennen sie daher auch die Pi isolierende Kantenmenge. Sie ist eindeutig bestimmt. Bezu¨glich F (Pi)
zerfa¨llt I mindestens in zwei Γ˙-Komponenten. Eine dieser Γ˙-Komponenten entha¨lt als regula¨re Kanten
ausschließlich Kanten aus Pi. Wir bezeichnen die Γ˙-Komponente, die Pi entha¨lt mit P˙i. Neben den
Kanten aus Pi kann P˙i jedoch auch Schra¨gkanten enthalten. Allerdings nur solche, die ausschließlich
zu Pi in direkter oder indirekter Γ-Verbindung stehen.
B16 =

2 1
2 3
2 1
2 3
4
 B17 =

2 1
2 3
2 1
2 3
1
 B18 =

2 1
2 3
1 3
2 1
2

Betrachten wir beispielsweise den Plan B16, und die daraus abgeleiteten reduzierenden Pla¨ne B17
und B18. Sein H-Comparabilitygraph besteht aus vier verschiedenen Implikationsklassen und entha¨lt
fu¨nf Schra¨gkanten. Eine der Implikationsklassen entha¨lt drei verschieden Planimplikationsklassen (P1,
P2 und P3), die drei anderen bestehen jeweils nur aus einer regula¨ren Kante (P4 und P5) bzw. einer
Schra¨gkante (e5) (Abbildung 4.5). Der Plan B17 entsteht aus B16 durch Umkehren von P5. B18
entsteht aus B16 durch Umkehren von P3 und P4. In [B
tr
16] gilt F1 = {e1}, F2 = {e1, e2}, F3 = {e2}
und F4 = F5 = ∅. Die Schra¨gkanten e3 und e4 liegen bezu¨glich F3 in der Γ˙-Komponente P˙3. In [Btr17]
gilt F1 = {e1}, F2 = {e1, e2}, F3 = {e2, e3} bzw. F4 = {e3}.
Minimale trennende Kantenmengen
Zu jeder Kante e ∈ Fi = F (Pi) existiert mindestens ein Γ-Weg von Pi zu einem Pj 6= Pi, der e
entha¨lt, und der nicht durch einen echten Teilweg ersetzt werden kann. Durch die Forderung, dass die
betrachteten Γ-Wege inklusionsminimal sein sollen, wird ausgeschlossen, dass die trennenden Kanten-
mengen solche Schra¨gkanten enthalten, die in keinem Fall notwendig fu¨r die Abgrenzung von Pi sind.
Ein Beispiel hierfu¨r sind die Kanten e3 und e4 bezu¨glich P3 in B16.
Das bedeutet jedoch nicht, dass die so deﬁnierte Kantenmenge F (Pi) eine inklusionsminimale
Kantenmenge ist, die Pi von allen anderen Pj trennt. Mit F
∗ (Pi) = F
∗
i wollen wir den Schnitt
von F (Pi) mit der Vereinigung der Γ-Nachbarschaften aller Kanten aus Pi bezeichnen. Eine Kante
e ∈ F (Pi) liegt also genau dann in F ∗ (Pi), wenn eΓe′ fu¨r ein e′ ∈ Pi gilt. Wir schreiben hierfu¨r auch
eΓPi.
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Abbildung 4.5: Die durch B16, B17 bzw. B18 beschriebenen Planorientierungen von [B
tr
16], [B
tr
17] bzw.
[Btr18].
Mehrere Planimplikationsklassen
Die Notation der trennenden Kantenmenge zu eine Planimplikationsklasse la¨sst sich ohne weiteres auf
mehrere Planimplikationsklassen ausweiten.
Definition 4.33 (trennende Kantenmenge F (P1, . . . ,Pr)) Sei S ∈ SSIJ ein Plan, und sei PS =
{P1, . . . , Pk} die Menge der Planimplikationsklassen von S. Eine Kante e ∈ F (P1) ∪ . . . ∪ F (Pr)
geho¨rt zur trennenden Kantenmenge F (P1, . . . , Pr) = FP1,...,Pr = F1,...,r zwischen den Planimplika-
tionsklassen P1, . . . , Pr ∈ PS, wenn ein inklusionsminimaler Γ-Weg von einem Pi zu einem Pj mit
i, j ∈ {1, . . . , r} existiert, der e entha¨lt.
Fu¨r B17 gilt beispielsweise F1,2 = {e1}, F1,3 = {e1, e2}, F1,4 = {e1, e2, e3} und F1,2,4 = {e1, e2, e3}.
Auch diese Mengen sind eindeutig bestimmt, aber in aller Regel nicht inklusionsminimal.
Wird aus [Btr17] die Schra¨gkante e2 entfernt, dann hat das unmittelbare Konseqenzen fu¨r alle Plan-
implikationsklassen Pi, fu¨r die die Kante e2 in der isolierenden trennenden Kantenmenge Fi liegt.
Durch die Entfernung von e2 sind die Planimplikationsklassen P2 und P3 in ihrer Ausrichtung nicht
mehr prinzipiell aneinander gebunden. Sie geho¨ren dann nicht mehr einer gemeinsamen Implikations-
klasse an, und ko¨nnen beispielsweise gegeneinander verdreht werden. Das fu¨hrt zu den Plan B18, der
B17 streng reduziert.
Eigenschaften trennender Kantenmengen
Aus den Deﬁnitionen folgen unmittelbar die folgenden Eigenschaften.
Lemma 4.34 (trennende Kantenmengen) Sei S ∈ SSIJ ein Plan, und sei PS = {P1, . . . , Pk}
die Menge der Planimplikationsklassen von S. Seien P˙1, . . . , P˙k die Γ˙-Komponenten bezu¨glich F =
F1 ∪ . . . ∪ Fk ⊆ Ediag. Dann gelten
(i) P˙i ∩ P˙j = ∅ fu¨r alle i 6= j
(ii) E = P˙1 + . . .+ P˙k + F
(iii) F1,...,l ⊆ F1 ∪ . . . ∪ Fl fu¨r {1, . . . , l} ⊆ {1, . . . , k}, und F1,...,k = F1 ∪ . . . ∪ Fk
Beweis. Teil (i) und Teil (ii) folgen aus der Deﬁnition der Γ˙-Komponenten als A¨quivalenzklassen der
Γ˙∗-Relation. (iii) F1,...,l ⊆ F1∪. . .∪Fl ist trivial, da F1,...,l keine Schra¨gkante enthalten kann, die nicht
in irgendeinem Fi (i ∈ {1, . . . , l}) liegt (Deﬁnition Fi). Jedoch trennt F1,...,l nur P1, . . . , Pl unterein-
ander; die u¨brigen Planimplikationsklassen werden unter Umsta¨nden nicht voneinander getrennt. Es
sind die Fa¨lle Pi ⊆ P˙j und Pi ⊆ P˙ ∗ mit P˙ ∗ 6= P˙j mo¨glich (mit i ∈ {l + 1, . . . , k} und j ∈ {1, . . . , l}).
Fu¨r l = k sind beide Fa¨lle nicht mo¨glich; hier muss Gleichheit gelten.
Insbesondere liegt jede Schra¨gkante eines H-Comparabilitygraphen entweder in der trennenden
Kantenmenge F = F1,...,k, oder sie geho¨rt zu einer Γ˙-Komponente P˙i fu¨r ein Pi ∈ PS.
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4.2.5 Stabile Schra¨gkanten
Zu einem Plan S ∈ SSIJ ko¨nnen mehrere irreduzible Pla¨ne existieren. Der Plan A aus Beispiel 4.8
besitzt mindestens fu¨nf verschiedene ihn reduzierende irreduzible Pla¨ne. Betrachten wir die Menge
der Schra¨gkanten der bekannten irreduziblen Pla¨ne von A (Abbildung 4.3 auf Seite 72), dann stellen
wir fest, dass jeder dieser fu¨nf Pla¨ne die Kante 1̂.4 entha¨lt. Auf der anderen Seite entha¨lt keiner dieser
Pla¨ne die Kante 1̂.7, 2̂.7, 3̂.4, 3̂.6, 3̂.8 oder 3̂.9.
Trivial-stabile Schra¨gkanten
Willenius [66] pra¨gte fu¨r Schra¨gkanten zu einem Plan S ∈ SSIJ , die im Durchschnitt aller irredu-
ziblen Pla¨ne dieses Plans liegen, den Begriﬀ der stabilen Schra¨gkante.
Definition 4.35 (stabile Schra¨gkante) Sei S ∈ SSIJ ein Plan, und sei [Str] sein H-Compara-
bilitygraph. Eine Schra¨gkante, die im H-Comparabilitygraphen zu jedem irreduziblen Plan von S liegt,
heißt stabil.
Fu¨r regula¨re Kanten ist der Begriﬀ der Stabilita¨t irrelevant. Da jeder irreduzible Plan eine Ori-
entierung auf der Menge der regula¨ren Kanten ist, ist jede regula¨re Kante stabil. Eine unmittelbare
Folgerung aus den U¨berlegungen des vorangegangenen Abschnitts ist die folgende Aussage.
Lemma 4.36 (Kanten aus P tr) [66] Sei P ∈ PS eine Planimplikationsklasse von einem Plan S ∈
SSIJ . Dann ist jede Kante aus P tr stabil.
Besitzt ein Plan S ∈ SSIJ nur eine Planimplikationsklasse P , dann gilt G (S) = P und [Str] =
P tr+(P tr)
−1
. Jede der Schra¨gkanten ist dann stabil, und aus der Deﬁnition folgt unmittelbar die Irre-
duzibilita¨t von S. Betrachten wie die Pla¨ne B19 und B20 (Willenius [66]). Der H-Comparabilitygraph
[Btr19] besteht aus zwei verschiedenen Implikationsklassen, von denen eine aus nur einer regula¨ren Kante
besteht (O11O21). Das Umkehren dieser Kante fu¨hrt zu dem Plan B20. Die andere Implikationsklasse
entha¨lt lediglich eine einzige Planimplikationsklasse, in deren transitiver Hu¨lle sa¨mtliche Schra¨gkanten
von [Btr19] liegen. Die Pla¨ne B19 und B20 sind damit sowohl a¨hnlich, als auch irreduzibel. Fu¨r jeden
der beiden gilt dabei, dass seine Irreduzibilita¨t nicht durch Satz 4.30 nachgewiesen werden kann.
B19 =

1 6 7 8
2 5 6 7
3 4 5 1
4 7 1 2
 B20 =

2 6 7 8
1 5 6 7
3 4 5 1
4 7 1 2

Die transitiven Hu¨llen der Planimplikationsklassen eines Plans ko¨nnen sehr schnell bestimmt wer-
den. Daher ist die Bedingung aus Lemma 4.36 a¨hnlich schnell u¨berpru¨fbar, wie die Bedingung aus
Satz 4.30. Insbesondere sind beide Bedingungen in polynomieller Zeit u¨berpru¨fbar.
Es gibt jedoch auch Pla¨ne, die stabile Schra¨gkanten enthalten, fu¨r die die U¨berpru¨fung der Stabi-
lita¨t nicht so einfach ist. Um diese qualitativ verschiedenen stabilen Schra¨gkanten besser unterscheiden
zu ko¨nnen, wollen wir die leicht erkennbaren stabilen Schra¨gkanten in Zukunft auch trivial-stabile
Schra¨gkanten nennen.
Definition 4.37 (trivial-stabile Schra¨gkante) Sei S ∈ SSIJ ein Plan, und sei [Str] sein H-Com-
parabilitygraph. Eine Schra¨gkante, die in der transitiven Hu¨lle einer Planimplikationsklasse liegt, heißt
trivial-stabil.
Folgerung 4.38 (alle Schra¨gkanten trivial-stabil) Sei S ∈ SSIJ ein Plan. Sind alle Schra¨gkanten
in [Str] trivial-stabil, dann ist S irreduzibel.
Nachweis der Stabilita¨t
Der Begriﬀ der Stabilita¨t von Schra¨gkanten liefert uns jedoch einen mo¨glichen Ansatz zum Nachweis
der Irreduzibilita¨t fu¨r irreduzible Pla¨ne, die weder nach Satz 4.30 noch nach Lemma 4.36 irreduzibel
sind. Gela¨nge uns in polynomieller Zeit der Nachweis, dass eine gegebene Schra¨gkante stabil ist,
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dann wu¨rde das einen polynomiellen Test fu¨r IRRED nach sich ziehen. Ko¨nnten wir die Stabilita¨t
einer gegebenen Schra¨gkante mit einem randomisierten Algorithmus wenigstens auf mindestens einem
erlaubten Rechenweg nachweisen, so wu¨rde dies immerhin einen NP-Test fu¨r IRRED liefern, der
IRRED ∈ NP ∩ co-NP nach sich ziehen wu¨rde.
Um zu zeigen, dass eine Schra¨gkante eˆ ∈ Ereg (S) zu einem Plan S ∈ SSIJ stabil ist, muss gezeigt
werden, dass kein Comparabilitygraph G mit GSIJ ⊆ G ⊆ [Str]− eˆ existiert. Das fu¨hrt uns zu einer
weiteren Problemformulierung fu¨r IRRED.
Problem IRREDUCIBILITY (IRRED) (#3): Gegeben sei ein Plan S ∈ SSIJ fu¨r
das Open-Shop Problem O || Cmax. Gilt fu¨r jede Schra¨gkante e ∈ Ediag (S) in [Str] =
(SIJ,Ereg (S) + Ediag (S)), dass keiner der Graphen G mit GSIJ ⊆ G ⊆ [Str] − eˆ ein
Comparabilitygraph ist?
Die Antwort auf die Frage “Existiert in [Str] eine Schra¨gkante e ∈ Ediag (S), fu¨r die ein Compara-
bilitygraph G mit GSIJ ⊆ G ⊆ [Str]− eˆ existiert?” liefert eine Antwort fu¨r co-IRRED.
4.2.6 Planimplikationsklassen als Bausteine von Pla¨nen
In Abschnitt 1.2.7 haben wir Implikationsklassen als fundamentale Bausteine von transitiven Orien-
tierungen beschrieben. Ist IG =
{
I1, . . . , Il, I
−1
1 , . . . , I
−1
l
}
die Menge der Implikationsklassen eines
Comparabilitygraphen G = (V,E), dann ist jede transitive Orientierung T ∈ TG eine Kombination
von Orientierungen auf den Farbklassen Iˆj (j = 1, . . . , l), T = J1 + . . . + Jl mit Jj ∈
{
Ij , I
−1
j
}
(j = 1, . . . , l). Umgekehrt liefert jede solche Rekombination der Implikationsklassen eine potentiell
transitive Orientierung, die genau dann transitiv ist, wenn sie kreisfrei ist.
Zur Beschreibung von Beispielen wollen wir die folgende Notation vereinbaren (vgl. Folgerung
1.20).
Definition 4.39 (Rekombination der Planimplikationsklassen) Sei PS = {P1, . . . , Pk} die
Menge der Planimplikationsklassen von einem Plan S ∈ SSIJ , und sei M = {i1, . . . , im} ⊆ {1, . . . , k}.
Wir nennen die Orientierung SM = S − Pi1 − . . . − Pim + P
−1
i1
+ . . . + P−1im , die durch Umkehren
der Orientierung auf allen Pˆij , ij ∈ M , entsteht, eine Rekombination der Planimplikationsklassen
von S. Ist SM ∈ SSIJ ein Plan, dann heißt er der resultierende Plan aus der durch M beschriebenen
Rekombination.
Fu¨r Planimplikationsklassen und Pla¨ne gelten a¨hnliche Aussagen, wie fu¨r Implikationsklassen.
Jeder reduzierende Plan ist eine Kombination von Orientierungen auf den Klassen Pˆi.
Satz 4.40 (reduzierende Pla¨ne sind Rekombinationen) Sei PS = {P1, . . . , Pk} die Menge der
Planimplikationsklassen von einem Plan S ∈ SSIJ . Ist S
∗ ein Plan, der S reduziert, S∗  S, dann ist
S∗ eine Rekombination der Planimplikationsklassen von S, S∗ = Q1 + . . . +Qk mit Qi ∈
{
Pi, P
−1
i
}
fu¨r alle i = 1, . . . , k.
Beweis. Sei S = P1 + . . .+ Pk. Sowohl S, als auch S
∗ = P ∗1 + . . . + P
∗
l sind Orientierungen des H-
Graphen GSIJ = (SIJ,Ereg (SIJ)), [S] = [S
∗] = Ereg (SIJ), und S ∩ S−1 = ∅ bzw. S∗ ∩ (S∗)
−1
= ∅.
Nach Lemma 4.29 gilt in S∗ fu¨r jede Planimplikationsklasse Pi entweder Pi ⊆ P ∗j oder P
−1
i ⊆ P
∗
j . Fu¨r
jede Orientierung S∗ ⊆ Ereg (SIJ) von GSIJ , die diese Eigenschaft besitzt, muss S∗ = Q1 + . . .+Qk
mit Qi ∈
{
Pi, P
−1
i
}
fu¨r alle i = 1, . . . , k gelten. Jede Planimplikationsklasse P ∗j von S
∗ besteht aus
einer Kombination von Planimplikationsklassen aus einer Teilmenge aller Planimplikationsklassen von
S, P ∗j = Qj1 + . . .+Qjj∗ mit Qjs ∈ {Q1, . . . , Qk}.
Eine unmittelbare Folgerung ist, dass die Anzahl der Planimplikationsklassen eines reduzierenden
Plans nicht gro¨ßer als die des Ausgangsplans sein kann.
Folgerung 4.41 (Anzahl der Planimplikationsklassen) Fu¨r die Anzahl der Planimplikations-
klassen zweier Pla¨ne S, S∗ ∈ SSIJ mit S∗  S gilt |PS∗ | ≤ |PS |.
Eine weitere unmittelbare Folgerung ist, dass bei der Reduktion u¨ber eine Kante nach Satz 4.14 die
betreﬀende Kante e = ab zwingend eine eigene Planimplikationsklasse bilden muss. Daraus wiederum
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folgt, dass nicht nur die in Satz 4.14 genannten Schra¨gkanten existieren, sondern a zu jedem Knoten
aus der Spalte von b, und b zu jedem Knoten aus der Spalte von a adjazent ist.
Umgekehrt gilt, a¨hnlich wie bei Implikationsklassen, dass jede kreisfreie Rekombination der Plan-
implikationsklassen einen Plan beschreibt.
Satz 4.42 (Rekombinationen sind Pla¨ne) Sei PS = {P1, . . . , Pk} die Menge der Planimplika-
tionsklassen von einem Plan S ∈ SSIJ . Eine beliebige Rekombination S∗ = Q1 + . . . + Qk mit
Qi ∈
{
Pi, P
−1
i
}
(i = 1, . . . , k) liefert genau dann einen Plan S∗ ∈ SSIJ , wenn sie kreisfrei ist.
Beweis. Jede beliebige Orientierung der regula¨ren Kanten zu einer Operationenmenge liefert genau
dann einen Plan, wenn sie kreisfrei ist. Eine Rekombination S∗ = Q1+ . . .+Qk (mit Qi ∈
{
Pi, P
−1
i
}
)
von Planimplikationsklassen P1, . . . , Pk eines Ausgangsplans S ∈ SSIJ beschreibt eine Orientierung der
regula¨ren Kanten u¨ber SIJ . Also ist S∗ genau dann ein Plan (zula¨ssige Kombination von Organisation
und Technologie), wenn Q1 + . . .+Qk kreisfrei ist.
Rekombinationen von Planimplikationsklassen und reduzierende Pla¨ne
Jede beliebige kreisfreie Rekombination der Planimplikationsklassen eines Ausgangsplans liefert also
einen Plan. Nicht jede solche Rekombination liefert jedoch auch einen Plan, der den Ausgangsplan
reduziert.
Satz 4.43 (Rekombinationen und reduzierende Pla¨ne) Sei PS = {P1, . . . , Pk} die Menge der
Planimplikationsklassen von einem Plan S ∈ SSIJ . Eine kreisfreie Rekombination S∗ = Q1+ . . .+Qk
mit Qi ∈
{
Pi, P
−1
i
}
(i = 1, . . . , k) liefert genau dann einen reduzierenden Plan S∗ ∈ SSIJ (S
∗  S),
wenn jede Schra¨gkante e ∈ (Q1 + . . .+Qk)
tr
auch eine Schra¨gkante in Str oder
(
S−1
)tr
ist.
Beweis. Eine kreisfreie Rekombination S∗ = Q1 + . . .+Qk mit Qi ∈
{
Pi, P
−1
i
}
fu¨r alle i = 1, . . . , k
beschreibt nach Satz 4.42 einen Plan S∗ ∈ SSIJ . Gilt daru¨ber hinaus
[
(S∗)tr
]
⊆ [Str], dann reduziert
S∗ den Ausgangsplan S nach Satz 4.2.
Durch das Umkehren einzelner Planimplikationsklassen in einem Plan S ∈ SSIJ ko¨nnen u.U.
tatsa¨chlich Schra¨gkanten induziert werden, die in [Str] nicht enthalten sind (Beispiel 4.44). Wir wollen
solche Schra¨gkanten in Zukunft als neue Schra¨gkanten bezeichnen. Jede Rekombination der Planim-
plikationsklassen von S ∈ SSIJ , die kreisfrei ist, und keine neuen Schra¨gkanten induziert, nennen wir
zula¨ssig.
Mit diesen U¨berlegungen ergibt sich eine weitere Problemformulierung fu¨r IRRED.
Problem IRREDUCIBILITY (IRRED) (#4): Gegeben sei ein Plan S ∈ SSIJ fu¨r
das Open-Shop Problem O || Cmax. Liefern alle zula¨ssigen Rekombinationen der Planim-
plikationsklassen von S Pla¨ne, die a¨hnlich zu S sind?
Die Antwort auf die Frage “Existiert eine zula¨ssige Rekombination der Planimplikationsklassen
von S, bei der mindestens eine Schra¨gkante entfernt wird?” liefert eine Antwort fu¨r co-IRRED.
Betrachten wir zur Veranschaulichung der Interpretation der Planimplikationsklassen als funda-
mentaler Bausteine der reduzierenden Pla¨ne zu einem Ausgangsplan noch einmal den Plan A aus
Beispiel 4.8. Zu Beginn des vorangegangenen Abschnitts haben wir den Eindruck vermittelt, dass die
Kante 1̂.4 im Plan A mo¨glicherweise stabil sei. Dies ist keineswegs der Fall. Der Plan A besitzt neben
den fu¨nf bereits gezeigten noch weitere irreduzible Pla¨ne.
Beispiel 4.44 (Reduktion durch Umkehren von Planimplikationsklassen) In Beispiel 4.8
haben wir gezeigt, dass der Plan A ∈ SSIJ acht Implikationsklassen I1, . . . , I8 (Abbildung 4.2) und 14
Schra¨gkanten besitzt (Abbildung 4.6).
A =
 1 2 63 4 1 5
2 3
 .
Drei der Implikationsklassen zerfallen in jeweils zwei Planimplikationsklassen. Eine besteht aus einer
einzelnen Schra¨gkante. Es sei P1 ⊆ I1, P2 + P3 ⊆ I2, P4 ⊆ I3, P5 + P6 ⊆ I4, P7 ⊆ I5, P8 ⊆ I6,
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Abbildung 4.6: Der Plangraph G (A) und die Menge der Schra¨gkanten von [Atr ].
Abbildung 4.7: Die Zerlegung der Kantenmenge des Plangraphen in Planimplikationsklassen A =
P1 + . . .+ P10.
P9 + P10 ⊆ I7 und I8 = 8̂.5 (Abbildung 4.7).
Wir wissen bereits, dass es 36 verschiedene reduzierende Pla¨ne gibt, die als Rekombinationen der
Implikationsklassen von A dargestellt werden ko¨nnen. Ferner wissen wir bereits, dass darunter auch
5 irreduzible Pla¨ne sind (Abbildung 4.3).
Es stellt sich nun die Frage, ob es noch weitere reduzierende Pla¨ne zu A gibt. Und insbesondere,
ob es noch weitere irreduzible Pla¨ne gibt. Nach Satz 4.40 ist jeder reduzierene Plan zu A als eine
Rekombination der Planimplikationsklassen darstellbar. Und nach Satz 4.42 beschreibt jede kreisfreie
Rekombination der Planimplikationsklassen einen Plan. Von den 210 = 1024 mo¨glichen Rekombi-
nationen der Planimplikationsklassen P1, . . . , P10 von A, sind genau 344 kreisfrei. Damit gibt es 172
verschiedene Pla¨ne u¨ber SIJ , die durch die Planimplikationsklassen von A darstellbar sind. Nicht jeder
dieser Pla¨ne reduziert jedoch A. Kehren wir beispielsweise gegenu¨ber A die Planimplikationsklassen
P2 und P9 um, dann gelangen wir zu dem Plan A29 = A
−1
1345678.10. In [A
tr
29] existiert die transitive
Schra¨gkante 6̂.1, 6.1 ∈
(
P5 + P6 + P
−1
9
)tr
. Diese Schra¨gkante geho¨rt nicht zur Schra¨gkantenmenge
von [Atr]. Daher kann unabha¨ngig von allen anderen Schra¨gkanten nicht [Atr29] ⊆ [A
tr] gelten. Also
reduziert A29 den Plan A nicht, A29  A. (In diesem Fall gilt sogar, dass A umgekehrt A29 reduziert.)
Von den acht Nichtkanten in [Atr] ko¨nnen immerhin sechs als neue Schra¨gkanten auftauchen. Ledig-
lich zu den Nichtkanten 4̂.8 und 4̂.9 gibt es keine kreisfreien Rekombinationen, die sie als transitive
Kanten induzieren.
Von den 172 verschiedenen Pla¨nen, die durch Rekombination der Planimplikationsklassen entstehen
ko¨nnen, enthalten 44 mindestens eine neue Schra¨gkante. Die verbleibenden 128 Pla¨ne erfu¨llen die
Bedingungen von Satz 4.43, und reduzieren demnach A. Darunter befinden sich auch die 36 bereits
bekannten reduzierenden Pla¨ne. Das bedeutet, es existieren 128 − 36 = 92 reduzierende Pla¨ne, die
nicht durch Umkehren von Implikationsklassen generiert werden ko¨nnen. Jeder dieser Pla¨ne reduziert
A streng. Neben den 5 bereits entdeckten gibt es noch 10 weitere irreduzible Pla¨ne. Diese 15 verschie-
denen irreduziblen Pla¨ne sind in Abbildung 4.8 abgebildet. Die Irreduzibilita¨t kann fu¨r jeden dieser
Pla¨ne leicht nachgepru¨ft werden; jeder besteht nur aus einer Planimplikationsklasse. Alternativ erge-
ben sich bei Vorliegen der Menge aller reduzierenden Pla¨ne zu einem Ausgangsplan die irreduziblen
Pla¨ne auch als die minimalen Elemente in der durch “⊆” bestimmten Halbordnung auf der Menge der
H-Comparabilitygraphen. Allerdings ist hierfu¨r natu¨rlich die Betrachtung aller Rekombination notwen-
dig. Das ist nur mit exponentiellem Aufwand realisierbar.
Die in Beispiel 4.8 gefundenen 5 irreduziblen Pla¨ne sind genau jene, bei denen keine der drei Implika-
tionsklassen, die mehrere Planimplikationsklassen enthalten, auseinandergerissen ist. D.h., bei denen
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Abbildung 4.8: Die Schra¨gkantenmengen aller 15 irreduziblen Pla¨ne zu dem Plan A aus Beispiel 4.44.
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weder P2 gegen P3, P5 gegen P6, noch P9 gegen P10 verdreht wurde.
Da der Durchschnitt der Schra¨gkanten aller irreduziblen Pla¨ne von A leer ist, ist keine der Schra¨g-
kanten von A stabil. Umgekehrt ergibt die Vereinigung der Schra¨gkanten aller irreduzibler Pla¨ne nicht
die Schra¨gkantenmenge von A. (Die Kante 6.3 ∈ A ist in keinem irreduziblen Plan zu A enthalten.)
In Beispiel 4.8 sind wir durch Entfernen der Schra¨gkante 1̂.5 aus [Atr] zu einem Plan S gelangt (Ab-
bildung 4.4).
Der Plan S = A234 ensteht aus A durch Umkehren von P2, P3 und P4. Neben den bereits bekannten
irreduziblen Pla¨nen zu A234 (A156 und A1567) gibt es noch drei weitere: A1256, A3457 und A12567. Der
Durchschnitt der Schra¨gkanten dieser fu¨nf Pla¨ne ist ebenfalls leer. Also ist auch in A234 keine der
acht Schra¨gkanten stabil. Entfernen wir nun aus [Atr234] genau wie in Beispiel 4.8 die Kante 3̂.4, und
zusa¨tzlich auch die Kante 3̂.8, dann kommen von den fu¨nf genannten irreduziblen Pla¨nen von A234
nur noch die Pla¨ne A156 und A1567 in Frage. Beide Pla¨ne enthalten sowohl die Kante 1̂.4, als auch
die Kante 1̂.9. Diese Kanten sind in [Atr234] − 3̂.4 − 3̂.8 trivial-stabile Kanten. (Sie liegen beide in(
P1 + P
−1
2 + P
−1
3 + P
−1
4 + P6 + P
−1
8 + P
−1
9 + P
−1
10
)tr
.)
4.2.7 Erweiterte Planimplikationsklassen
Nachdem wir nun wissen, dass die Planimplikationsklassen die Bausteine sind, aus denen die reduzie-
renden Pla¨ne eines Ausgangsplans zusammengesetzt sind, wollen wir noch auf eine Verfeinerung der
Resultate des vorangegangenen Abschnitts eingehen.
Der H-Comparabilitygraph zu dem Plan B21 ist eindeutig transitiv orientierbar, und entha¨lt genau
zwei Schra¨gkanten. Beide Schra¨gkanten sind trivial-stabil. D.h. B21 ist irreduzibel. Die regula¨ren
Kanten zerfallen in zwei Planimplikationsklassen P1 und P2, mit P2 = {O22O24}, und P1 = B21−P2.
Die einzige alternative Rekombination der Planimplikationsklassen P1 + P
−1
2 ist nicht kreisfrei. D.h.
B21 ist irreduzibel, und außer B
−1
21 gibt es keinen weiteren a¨hnlichen Plan.
B21 =
 1 31 2 3
1 2

Der Grund dafu¨r, dass P1+P
−1
2 einen Kreis entha¨lt, ist, dass die Planimplikationsklasse P2 in der tran-
sitiven Hu¨lle von P1 liegt, P2 ⊆ P tr1 . Es gibt also prinzipiell keine Mo¨glichkeit, die beiden betrachteten
Planimplikationsklassen gegeneinander zu verdrehen.
Definition und Berechnung erweiterter Planimplikationsklassen
In einer solchen Situation ist es algorithmisch sinnvoll, diese beiden Planimplikationsklassen nicht als
zwei unabha¨ngig voneinander orientierbare Bausteine von Pla¨nen zu betrachten, sondern als einen
gemeinsamen Baustein. Willenius [66] hat solche Konstellationen durch den Begriﬀ der erweiterten
Planimplikationsklassen beschrieben.
Definition 4.45 (erweiterte Planimplikationsklasse) Sei P ∈ PS eine Planimplikationsklasse
von einem Plan S ∈ SSIJ . Die erweiterte Planimplikationsklasse P ∗ von P ist die kleinste Kanten-
menge mit P ⊆ P ∗, fu¨r die (P ∗)tr = P ∗, und entweder Q∩ P ∗ = Q oder Q∩PS = ∅ fu¨r alle Q ∈ PS
gilt.
Die erweiterte Planimplikationsklasse P ∗ kann Schra¨gkanten enthalten. Sie kann, wie im Fall von
B21, aus mehreren Planimplikationsklassen und ihren induzierten trivial-stabilen Schra¨gkanten beste-
hen. Sie ist jedoch in jedem Fall eine Teilmenge der Implikationsklasse I (P ) ∈ I[Str ] von P ∈ PS .
Die erweiterten Planimplikationsklassen zu allen Planimplikationsklassen P1, . . . , Pk eines Plans
S ∈ SSIJ mit n Auftra¨gen auf m Maschinen ko¨nnen folgendermaßen in polynomieller Laufzeit
(O
(
n6m6
)
) bestimmt werden (Willenius [66]). Ausgehend von einem Pi ∈ PS wird zuna¨chst P tri =
Q′ bestimmt. Gilt P tri ∩ Pj 6= ∅ fu¨r ein Pj ∈ PS , so wird Pj vollsta¨ndig zu Q
′ hinzugefu¨gt. Zu diesem
Q′ mit P tri + Pj ⊆ Q
′ wird anschließend erneut die transitive Hu¨lle (Q′)
tr
= Q′′ bestimmt. Dieser
Vorgang wiederholt sich solange, bis keine neue Kante mehr hinzugefu¨gt wird.
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Bemerkung 4.46 (erweiterte Planimplikationsklassen und Pla¨ne) Die Aussagen in Lemma
4.24, Lemma 4.29, Satz 4.30, Lemma 4.36, Folgerung 4.38, Satz 4.40, Satz 4.42 und Satz 4.43 behalten
ihre Gu¨ltigkeit, wenn man jeweils “Planimplikationsklasse” durch “erweiterte Planimplikationsklasse”
ersetzt. Das gleiche gilt fu¨r die Problemformulierung #4 fu¨r IRRED.
Die Bedeutung erweiterter Planimplikationsklassen fu¨r die Reduzierung
Trotz der scheinbaren Bedeutung dieses Begriﬀs liefert die Betrachtung von erweiterten Planimplika-
tionsklassen keine weiterfu¨hrenden Erkenntnisse. Die Eigenschaften der Planimplikationsklassen sind
relevant. Die erweiterten Planimplikationsklassen reduzieren allenfalls die Kombinationsmo¨glichkeiten
fu¨r die Anzahl der reduzierenden Pla¨ne geringfu¨gig, oder erho¨hen die Anzahl der als trivial-stabil
erkannten Schra¨gkanten. Beides erleichtert den quantitativen Umgang bei der Betrachtung konkre-
ter Instanzen, hat jedoch keinen Einﬂuss auf die qualitativen Schwierigkeiten von IRRED. Daru¨ber
hinaus ist der Fall, dass in einem Plan auch nur eine erweiterte Planimplikationsklasse P ∗ zu einer
Planimplikationsklasse P mehr Kanten als P tr entha¨lt, eine eher seltene Ausnahme.
Der zentrale Begriﬀ bleibt der der Planimplikationsklasse. Wir werden uns daher darauf be-
schra¨nken, mit Planimplikationsklassen zu argumentieren, und allenfalls bei der Formulierung von
Theoremen und Algorithmen auf den Begriﬀ der erweiterten Planimplikationsklassen zuru¨ckgreifen.
4.3 Immer-transitive Kanten und stabile Schra¨gkanten
In Abschnitt 1.4.1 haben wir immer-transitive Kanten beschrieben. Das sind Kanten in einem Com-
parabilitygraphen, die in jeder transitiven Orientierung transitiv sind. Fu¨r immer-transitive Kanten
gilt, dass sie eine der beiden Konstellationen aus Abbildung 1.8 auf Seite 28 erfu¨llen.
Stabile Schra¨gkanten sind immer-transitiv
Stabile Schra¨gkanten sind Schra¨gkanten, die in jeder kreisfreien und reduzierenden Rekombination
der Planimplikationsklassen eines H-Comparabilitygraphen transitiv sind. Das bedeutet insbesondere,
dass sie in jeder kreisfreien Rekombination der Implikationsklassen transitiv sind. Damit sind stabile
Schra¨gkanten immer-transitiv, und erfu¨llen eine der beiden Konstellationen aus Abbildung 1.8.
Ferner gilt fu¨r stabile Schra¨gkanten, dass sie nicht aus dem H-Comparabilitygraph entfernt werden
ko¨nnen. D.h. sie erfu¨llen nicht nur eine der beiden angesprochenen Konstellationen, sondern daru¨ber
hinaus auch die entsprechende Bedingung aus Satz 1.44—mindestens zwei an einer solchen Kon-
stellation beteiligte Kanten aus der Implikationsklasse der betrachteten Schra¨gkante liegen in einer
gemeinsamen Γ˙-Komponente bezu¨glich dieser Schra¨gkante.
Umgekehrt ist jedoch nicht jede immer-transitive Schra¨gkante, die diese Bedingungen erfu¨llt,
auch stabil. Die Kante 4.1 aus der Schra¨gkantenmenge zu dem Plan A234 aus Beispiel 4.44 (Ab-
bildung 4.4 auf Seite 72) ist beispielsweise immer-transitiv innerhalb ihrer Implikationsklasse I mit(
P1 + P
−1
3 + P
−1
4 + P6
)
+P−12 +P5 ⊆ I. Zwischen den beiden transitivierenden Kanten 4.2 ∈ P
−1
3 und
2.1 ∈ P−12 existiert ein Γ-Weg, der die Schra¨gkante 4.1 nicht entha¨lt (4.2Γ4.5Γ9.5Γ9.1Γ2.1). D.h. beide
Kanten liegen bezu¨glich 4.1 in einer gemeinsamen Γ˙-Komponente. Von den 5 irreduziblen Pla¨nen zu
A234 (A1256, A156, A3457, A12567, A1567) enthalten jedoch nur 2 auch die Schra¨gkante 1̂.4 (Abbildung
4.8).
4.3.1 Implikationsklassen und Planimplikationsklassen
Es gibt jedoch noch einige weitere Zusammenha¨nge zwischen immer-transitiven Kanten und stabilen
Schra¨gkanten.
Stabile Schra¨gkanten und immer-transitive Kanten sind a¨hnlich
Implikationsklassen sind die fundamentalen Bausteine fu¨r transitive Orientierungen eines Compara-
bilitygraphen. Eine immer-transitive Kante ist in jeder zula¨ssigen Anordnung dieser Bausteine eine
transitive Kante. Planimplikationsklassen, auf der anderen Seite, sind die fundamentalen Bausteine
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fu¨r die reduzierenden Pla¨ne zu einem H-Comparabilitygraphen. Eine Schra¨gkante ist stabil, wenn sie
in jeder zula¨ssigen Anordnung dieser Bausteine transitiv ist.
Damit verhalten sich stabile Schra¨gkanten bezu¨glich Planimplikationsklassen genauso, wie sich
immer-transitive Kanten bezu¨glich Implikationsklassen verhalten.
Implikationsklassen und Planimpliationsklassen sind a¨hnlich
Daru¨ber hinaus haben Planimplikationsklassen in manchen Zusammenha¨ngen fast die gleichen loka-
len Eigenschaften wie Implikationsklassen. Implikationsklassen haben die folgende Eigenschaft: Wann
immer zwei Kanten ab ∈ I1 und ac ∈ I2 aus Implikationsklassen I1 und I2 6= I1 einen gemeinsamen
Knoten haben, dann geho¨ren beide Kanten zu einem gemeinsamen Dreieck—die Kante b̂c existiert.
Andernfalls wu¨rde aus der Deﬁnition der Γ-Relation I1 = I2 folgen. Wir haben diese Eigenschaft im
Beweis des Dreieckslemmas (Satz 1.15) von Golumbic benutzt. Man beachte bitte, dass dies auch im
Fall I2 = I
−1
1 gilt. Dann folgt die Existenz von cb, und es gilt cb ∈ I1 (mit Satz 1.16).
Fu¨r Γ˙F -Komponenten zu einer beliebigen ungerichteten Teilmenge F ∈ E der Kanten zu einem
Graphen G = (V,E) gilt diese Eigenschaft ebenfalls. Liegen zwei Kanten ab ∈ I˙1 und ac ∈ I˙2 mit
einem gemeinsamen Knoten in verschiedenen Γ˙-Komponenten I˙1 und I˙2 6= I˙1. Dann existiert die
Kante b̂c ∈ E.
Da Planimplikationsklassen Γ˙F -Komponenten bezu¨glich der Kantenmenge F = Ediag der Schra¨g-
kanten eines H-Comparabilitygraphen sind, verhalten sich Planimplikationsklassen bezu¨glich der Exi-
stenz der dritten Kante in einem Dreieck mit zwei Kanten aus unterschiedlichen Planimplikationsklas-
sen, genau wie Implikationsklassen.
4.3.2 Das erweiterte Dreieckslemma
Das Dreieckslemma von Golumbic besagt, dass in einem Graphen zwei Dreiecke, die bezu¨glich der Zu-
geho¨rigkeit der Kanten zu Implikationsklassen in zwei Kanten u¨bereinstimmen, bei Vorliegen einiger
Voraussetzungen auch in der dritten Kante u¨bereinstimmen (Satz 1.15). Fu¨r den Beweis der Charakte-
risierung immer-transitiver Kanten (Satz 1.44) ist das Dreieckslemma von entscheidender Bedeutung.
Fu¨r Teilstrukturen von Implikationsklassen gilt die A¨hnlichkeit der Dreiecke nicht. Da sich jedoch
Γ˙F -Komponenten und Implikationsklassen in vielerlei Hinsicht gleich verhalten, ko¨nnen wir hoﬀen,
die Aussagen des Dreieckslemmas so auf Planimplikationsklassen verallgemeinern zu ko¨nnen, dass wir
dennoch zu einer Beschreibung von stabilen Schra¨gkanten gelangen.
Satz 4.47 (erweitertes Dreieckslemma) Sei G = (V,E) ein Graph, und seien A˙, B˙ und C˙ Γ˙-
Komponenten bezu¨glich einer Teilmenge F ⊆ I ∈ IG einer Implikationsklasse mit A˙ 6= B˙−1 und
A˙ 6= C˙. Ferner seien ab ∈ B˙, ac ∈ C˙ und bc ∈ A˙. Gilt außerdem B˙, C˙ * I oder a /∈ V (F ), dann
folgt aus der Existenz von b′c′ ∈ A˙ die Existenz von ab′ ∈ B˙ und ac′ ∈ C˙, und keine Kante aus A˙ ist
adjazent zu Knoten a.
Beweis. Der Beweis erfolgt vo¨llig analog zu dem Beweis von Satz 1.15. Sei b′c′ ∈ A˙. Dann existiert
eine kanonische Γ˙-Kette bc = b0c0Γ˙b1c0Γ˙b1c1Γ˙ . . . Γ˙bkck = b
′c′ in A˙. Wir zeigen nun per Induktion
die Existenz von abi ∈ B˙ und aci ∈ C˙ fu¨r alle i = 0, . . . , k. Fu¨r i = 0 ist nichts zu tun, da nach
Voraussetzung ab0 = ab ∈ B˙ und ac0 = ac ∈ C˙ gelten. Sei nun i ≥ 1. Nach Induktionsvoraussetzung
existieren abi−1 ∈ B˙ und aci−1 ∈ C˙. Aus der Existenz von aci−1 ∈ C˙ (Induktionsvoraussetzung)
und bici−1 ∈ A˙ (aus Γ˙-Kette) folgt nun wegen A˙ 6= C˙ die Existenz der ungerichteten Kante âbi ∈ E.
Andererseits folgt aus der direkten Γ-Nachbarschaft von bici−1 und bi−1ci−1 in der Γ˙-Kette b̂i−1bi /∈ E.
Damit liegen also abi und abi−1 ∈ B˙ in Γ-Relation zueinander, und es gilt entweder abi ∈ B˙ oder
abi ∈ F . Gilt nun B˙ * I, dann kann abi nicht in F ⊆ I liegen. Ebensowenig fu¨r a /∈ V (F ). Also folgt
in beiden Fa¨llen abi ∈ B˙. Aus abi ∈ B˙ folgt nun mit bici ∈ A˙ (Γ˙-Kette) und A˙ 6= B˙−1 die Existenz der
ungerichteten Kante âci ∈ E. Da nun aber die Knoten ci und ci−1 nicht benachbart sind (biciΓ˙bici−1),
liegen aci und aci−1 ∈ C˙ in Γ-Relation zueinander. Hier folgt dann analog entweder aci ∈ C˙ oder
aci ∈ F . Der Fall aci ∈ F ⊆ I kann jedoch fu¨r C˙ * I oder a /∈ V (F ) nicht eintreten. Damit folgt
aci ∈ C˙. a /∈ V
(
A˙
)
folgt unmittelbar aus der Anwendung des ersten Teils der Aussage.
Bei Andresen [4] ﬁndet sich diese Aussage fu¨r den Fall, dass F = {eˆ} aus einer einzigen Kante
besteht. Dort wird auch gezeigt, dass in diesem Fall I˙ + eˆ transitiv fu¨r jede Γ˙-Komponente I˙ ist.
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Anwendung auf Planimplikationsklassen
Wenden wir Satz 4.47 auf die uns interessierende speziellen Γ˙-Komponenten an, gelangen wir zu den
folgenden Aussagen.
Folgerung 4.48 (Anwendung auf Planimplikationsklassen #1) Seien A∗, B∗, C∗ ⊆ I ∈ I[Str ]
verschiedene erweiterte Planimplikationsklassen eines Plans S ∈ SSIJ , mit ab ∈ B∗, ac ∈ C∗ und
bc ∈ A∗. Sei durch F = F ∗A∗ ∪ F
∗
B∗ ∪ F
∗
C∗ eine trennende Kantenmenge gegeben, die A
∗, B∗ und C∗
von allen anderen Planimplikationsklassen trennt. Gilt a /∈ V (F ), dann folgt aus der Existenz von
b′c′ ∈ A∗ die Existenz von ab′ ∈ B∗ und ac′ ∈ C∗, sowie a /∈ V (A∗).
Folgerung 4.49 (Anwendung auf Planimplikationsklassen #2) Seien A und B verschiedene
Planimplikationsklassen eines Plans S ∈ SSIJ , mit ab ∈ B und bc ∈ A. Seien A˙ und B˙ die Γ˙-
Komponenten von A und B bezu¨glich F = F ∗A∪F
∗
B , und sei ac ∈ Ediag (S) mit ac /∈ A˙. Gilt a /∈ V (F )
und a /∈ V
(
A˙
)
, dann impliziert b′c′ ∈ A˙ die Existenz von ab′ ∈ B˙ und ac′ ∈ C˙ fu¨r eine Γ˙-Komponente
C˙ 6= A˙. Gilt zusa¨tzlich auch a /∈ V (F ∗C), dann folgt ac ∈ C˙.
Folgerung 4.50 (Umkehrung) Sei A eine Planimplikationsklasse eines Plans S ∈ SSIJ , und seien
ab ∈ B˙, ac ∈ C˙ und bc ∈ A˙ Kanten in [Str], wobei A˙, B˙ und C˙ Γ˙-Komponenten mit A˙ 6= B˙−1 und
A˙ 6= C˙ bezu¨glich FA (F ∗A) sind. Existiert in [S
tr] eine Kante b′c′ ∈ A˙ mit ab′ /∈ B˙ oder ac′ /∈ C˙, dann
gilt a ∈ V (FA) (a ∈ V (F ∗A)), und B˙ ⊆ I (A) oder C˙ ⊆ I (A).
Fu¨r die Umkehrung der Aussage des erweiterten Dreieckslemmas ist eine entscheidende Beobach-
tung, dass der Fall B = C bzw. B˙ = C˙ genau wie im urspru¨nglichen Dreieckslemma zula¨ssig ist.
Daher muss von der Trennungsmenge nicht gefordert werden, dass sie auch zwischen B˙ und C˙ trennt.
Anwendung auf Kanten der Trennungsmenge
Der Beweis von Satz 4.47 funktioniert prinzipiell sogar, wenn die zentrale Bezugskante des alten oder
des neuen Dreiecks nicht in einer Γ˙-Komponente liegen, sondern zu der Trennungsmenge F geho¨rt.
Lemma 4.51 (b′c′∈ F) Sei G = (V,E) ein Graph, und seien A˙, B˙ und C˙ Γ˙-Komponenten mit
A˙ 6= B˙−1 und A˙ 6= C˙ bezu¨glich einer Kantenmenge F ⊆ E mit F ∩ I
(
A˙
)
6= ∅ und F ∩ I
(
C˙
)
= ∅
(I
(
A˙
)
, I
(
C˙
)
∈ IG). Ferner seien ab ∈ B˙, ac ∈ C˙ und bc ∈ A˙. Gilt a /∈ V (F ), dann folgt aus der
Existenz von b′c′ ∈ F die Existenz von ab′ ∈ B˙ und ac′ ∈ C˙, und keine Kante aus A˙ ist adjazent zu
Knoten a.
Beweis. Wegen F ∩I
(
A˙
)
6= ∅, existiert eine (kanonische) Γ-Kette zwischen bc und b′c′ in A˙+F , bc =
b0c0Γb1c0Γb1c1Γ . . .Γbkck = b
′c′. Alternierend gilt nun folgendes: Aus jeder Γ-Relation bi−1ci−1Γbici−1
folgt b̂i−1bi /∈ E. Wegen A˙ 6= C˙ (falls bici−1 ∈ A˙) bzw. C˙ ∩ I = ∅ (falls bici−1 ∈ F ) und aci−1 /∈ F
folgt die Existenz von âbi ∈ E. Mit abi−1 ∈ B˙ und mit abi−1 /∈ F folgt abi ∈ B˙ (abiΓ˙abi−1).
Andererseits impliziert jede Γ-Relation bici−1Γbici die Nichtexistenz von ĉi−1ci ̂, ci−1ci /∈ E. Wegen
abi ∈ B˙, bici ∈ A˙ + F und I
(
A˙
)
6= I
(
B˙−1
)
(wegen A˙ 6= B˙−1) folgt die Existenz von âci ∈ E mit
aci ∈ C˙ (aciΓ˙aci−1, und aci /∈ F nach Voraussetzung). Induktion nach i liefert abi ∈ B˙ und aci ∈ C˙
fu¨r alle i = 0, . . . , k.
Lemma 4.52 (bc ∈ F) Sei G = (V,E) ein Graph, und seien B˙ und C˙ Γ˙-Komponenten bezu¨glich
einer Kantenmenge F ⊆ E. Ferner seien ab ∈ B˙, ac ∈ C˙ und bc ∈ F ∗ mit F ∗ = F ∩ I∗ fu¨r eine
Implikationsklasse I∗ ∈ IG mit I∗ 6= I
(
B˙
)−1
. Gilt C˙ ∩ F ∗ = ∅ und a /∈ V (F ), dann folgt aus der
Existenz von b′c′ ∈ A˙ fu¨r eine Γ˙-Komponente A˙ in I∗ mit A˙ 6= B˙−1 und A˙ 6= C˙ die Existenz von
ab′ ∈ B˙ und ac′ ∈ C˙, und keine Kante aus A˙ ist adjazent zu Knoten a.
Beweis. In F ∗+ A˙ existiert eine (kanonische) Γ-Kette zwischen bc ∈ F ∗ ⊆ I∗ und b′c′ ∈ A˙ ⊆ I∗, bc =
b0c0Γb1c0Γb1c1Γ . . .Γbkck = b
′c′. Alternierend gilt nun folgendes: Aus jeder Γ-Relation bi−1ci−1Γbici−1
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folgt b̂i−1bi /∈ E. Wegen C˙ 6= A˙ (falls bici−1 ∈ A˙) bzw. C˙ ∩ F ∗ = ∅ (falls bici−1 ∈ F ∗) und aci−1 /∈ F ∗
folgt die Existenz von âbi ∈ E. Mit abi−1 ∈ B˙ und mit abi−1 /∈ F folgt abi ∈ B˙ (abiΓ˙abi−1).
Andererseits impliziert jede Γ-Relation bici−1Γbici die Nichtexistenz von ĉi−1ci, ĉi−1ci /∈ E. Wegen
I∗ 6= I
(
B˙−1
)
folgt aus abi ∈ B˙ und bici ∈ F ∗ + A˙ ⊆ I∗ die Existenz von âci ∈ E mit aci ∈ C˙
(aciΓ˙aci−1, und aci /∈ F nach Voraussetzung). Induktion nach i liefert abi ∈ B˙ und aci ∈ C˙ fu¨r alle
i = 0, . . . , k.
Vor- und Nachteile von großen und kleinen Trennungsmengen
Der Anwendung der aus dem erweiterten Dreieckslemma (Satz 4.47) abgeleiteten Aussagen sind durch
die jeweiligen Voraussetzungen leider enge Grenzen gesetzt. Es wird gefordert, dass entweder Teile des
betrachteten Dreiecks zu verschiedenen Implikationsklassen geho¨ren, oder, dass der Bezugsknoten
a mit keiner Kante aus der trennenden Kantenmenge inzidiert. Wie wir noch sehen werden, wird
die Frage nach der etwaigen Stabilita¨t einer Schra¨gkante, typischerweise erst aufkommen, wenn der
betrachtete H-Comparabilitygraph nur noch aus einer oder allenfalls sehr wenigen verschiedenen Im-
plikationsklassen besteht. Fu¨r eine ausreichende Beschreibung von stabilen Schra¨gkanten kann die
erste Forderung damit keine sinnvolle Voraussetzung sein. Somit bleibt die zweite; keine Kante aus
der Trennungsmenge F darf mit a inzidieren.
Wird jedoch beispielsweise die Menge aller Schra¨gkanten als trennende Kantenmenge gewa¨hlt,
F = Ediag, dann ist Satz 4.47 ausschließlich auf Dreiecke anwendbar, deren Bezugsknoten a mit
keiner Schra¨gkante inzidiert. Damit ko¨nnen dann jedoch allenfalls Aussagen u¨ber Dreiecke gemacht
werden, die vollsta¨ndig aus regula¨ren Kanten bestehen. Und solche Dreiecke liegen in jedem Fall
in einer gemeinsamen Spalte bzw. Zeile. Fu¨r die Beschreibung von stabilen Schra¨gkanten ist auch
diese Voraussetzung daher nich hilfreich. Nebenbei fu¨hrt die Anwendung von Satz 4.47 basierend auf
dieser Voraussetzung nicht nur zu wenig hilfreichen Aussagen. Sie ist daru¨ber hinaus auch nur selten
u¨berhaupt mo¨glich, da selbst irreduzible Pla¨ne sehr viele Schra¨gkanten induzieren ko¨nnen, so dass
man Schwierigkeiten haben kann, u¨berhaupt Knoten zu ﬁnden, die mit keiner Schra¨gkante inzidieren
(Abschnitt 4.5).
Verkleinern wir dagegen die trennende Kantenmenge F ⊆ Ediag, so dass sie nur aus ein paar
Schra¨gkanten, beispielsweise nur aus F ∗ (A) fu¨r eine Planimplikationsklasse A, besteht, dann ist die
Anzahl der Knoten, die nicht mit einer Kante aus F inzidieren, viel gro¨ßer. Leider sind dann aber
auch die resultierenden Γ˙-Komponenten weniger stark diﬀerenziert, so dass der Wert der Aussage, die
vielleicht getroﬀen werden kann, deutlich niedriger ist. Bei der Wahl der Trennungsmenge F ⊆ Ediag
gilt es demnach abzuwa¨gen zwischen einer starken Diﬀerenzierung der Γ˙-Komponenten durch eine
große Trennungsmenge, verbunden mit einer hohen Aussagekraft, aber praktisch keiner Anwendbar-
keit, und einer eher mo¨glichen Anwendbarkeit durch eine kleine Trennungsmenge, verbunden mit einer
sehr geringen Aussagekraft, bedingt durch eine sehr schwache Diﬀerenzierung der Γ˙-Komponenten.
Die beiden Grenzfa¨lle sind F = Ediag und F = ∅. Im ersten Fall sind die Γ˙-Komponenten gera-
de die Planimplikationsklassen, die als fundamentale Bausteine der reduzierenden Pla¨ne hochgradig
relevant sind. Leider ist in diesem Fall die Anwendbarkeit nur bei ausgewa¨hlten Beispielen gegeben.
Im zweiten Fall sind die Γ˙-Komponenten gerade die Implikationsklassen. Das erweiterte Dreieckslem-
ma wird auf den Spezialfall des urspru¨nglichen Dreieckslemmas (Satz 1.15) reduziert, und ist somit
in jedem Graphen bedingungslos anwendbar. Leider ko¨nnen in diesem Fall keinerlei relevante Teil-
strukturen der Implikationsklassen unterschieden werden. Damit ko¨nnen wir zwar immer-transitive
Kanten beschreiben, aber wir ko¨nnen nicht zwischen stabilen Schra¨gkanten und immer-transitiven
Schra¨gkanten, die nicht stabil sind, diﬀerenzieren.
4.3.3 Nichttrivial-stabile Schra¨gkanten
Immer-transitive Kanten sind Kanten, die in jeder zula¨ssigen Kombination von Implikationsklassen
transitiv sind. Stabile Schra¨gkanten sind Schra¨gkanten, die in jeder zula¨ssigen Kombination von Plan-
implikationsklassen transitiv sind. Immer-transitive Kanten ko¨nnen durch eine endliche Menge von
Konstellationen charakterisiert werden, die lokale Eigenschaften beschreiben. Sie sind entweder tran-
sitiv innerhalb ihrer Implikationsklasse, oder sie geho¨ren zu einem vollsta¨ndigen Teilgraphen auf vier
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Knoten, der Kanten aus genau zwei verschiedenen Implikationsklassen entha¨lt (Satz 1.44 und Abbil-
dung 1.8 auf Seite 28). Ko¨nnen wir stabile Schra¨gkanten auf analoge Weise beschreiben?
Konstellationen mit zwei beteiligten Planimplikationsklassen
Beispiele fu¨r stabile Schra¨gkanten, deren Transitivita¨t durch eine einzige Planimplikationsklasse in-
duziert wird, haben wir bereits ha¨uﬁg gesehen. Wir haben solche Kanten als trivial-stabil bezeichnet.
Ob wir hierbei von Planimplikationsklassen oder von erweiterten Planimplikationsklassen sprechen,
ist von untergeordneter Bedeutung. Es sei jedoch noch einmal erwa¨hnt, dass wir fu¨r gewo¨hnlich der
Einfachheit halber “Planimplikationsklassen” schreiben, aber “erweiterte Planimplikationsklassen”
meinen. Vor diesem Hintergrund werden wir trivial-stabile Schra¨gkanten, ebenfalls der Einfachheit
halber, auch als transitiv innerhalb ihrer Planimplikationsklasse beschreiben.
In der Tat sind die stabilen Schra¨gkanten in sa¨mtlichen bisher betrachteten Beispielen trivial-stabil
gewesen. Es gibt jedoch durchaus auch Pla¨ne, die nichttrivial-stabile Schra¨gkanten enthalten.
Definition 4.53 (nichttrivial-stabile Schra¨gkante) Sei S ∈ SSIJ ein Plan, und sei [Str] sein
H-Comparabilitygraph. Eine stabile Schra¨gkante, die nicht in der transitiven Hu¨lle einer erweiterten
Planimplikationsklasse liegt, heißt nichttrivial-stabil.
Aus der Konstellation mit zwei Implikationsklassen in Abbildung 1.8 la¨sst sich leicht ein Beispiel
mit zwei Planimplikationsklassen erzeugen, das eine Schra¨gkante entha¨lt, die in jeder Kombination
dieser beiden Planimplikationsklassen transitiv ist.
B22 =

2
1 2 3
1 4 2
1
 B23 =

2
1 3 4
2 1 3
2

Der H-Comparabilitygraph zum Plan B22 ist eindeutig transitiv orientierbar und entha¨lt drei
Schra¨gkanten. Die Menge der regula¨ren Kanten besteht aus zwei verschiedenen Planimplikationsklas-
sen P1 und P2. Die vier inneren Knoten bilden einen K4, der eine trivial-stabile (O32O23) und eine
nichttrivial-stabile Schra¨gkante (O22O33) induziert—analog zu der Konstellation in Abbildung 1.8.
Wird eine der beiden Planimplikationsklassen umgekehrt, dann entfa¨llt die dritte Schra¨gkante, und
die beiden Planimplikationsklassen P1 und P
−1
2 verschmelzen miteinander. Der resultierende Plan
(B23 oder B
−1
23 ) ist irreduzibel. Durch das Verschmelzen von P1 mit P
−1
2 durch das Entfernen der
dritten Schra¨gkante O21O33 wird auch die vorher nichttrivial-stabile Schra¨gkante trivial-stabil.
Lemma 4.54 (nichttrivial-stabile Schra¨gkante) Sei e = ab ∈ Ediag (S) eine nichttrivial-stabile
Schra¨gkante in einem Plan S ∈ SSIJ . Dann existieren in GSIJ mindestens zwei verschiedene mini-
male regula¨re Wege von a nach b, die durch verschiedene Kombinationen von jeweils mindestens zwei
verschiedenen erweiterten Planimplikationsklassen realisiert werden ko¨nnen.
Beweis. Existiert in GSIJ nur ein Weg von a nach b, dann ist e entweder nicht stabil, oder trivial-
stabil. Existieren mehrere verschiedene Wege, aber insgesamt nur eine Kombination der beteiligten
Planimplikationsklassen, die simultan jeden dieser Wege realisiert, dann ist e ebenso entweder nicht
stabil (mindestens eine Rekombination der beteiligten Planimplikationsklasse ist zula¨ssig) oder trivial-
stabil (keine Rekombination ist zula¨ssig, d.h. beteiligte Planimplikationsklassen liegen in einer ge-
meinsamen erweiterten Planimplikationsklasse). Existiert ein regula¨rer Weg mit Kanten aus nur einer
erweiterten Planimplikationsklasse, dann ist e trivial-stabil.
Konstellationen mit drei oder mehr beteiligten Planimplikationsklassen
Im Zusammenhang mit Implikationsklassen genu¨gt es, nach Konstellationen mit genau einer oder
genau zwei verschiedenen beteiligten A¨quivalenzklassen zu suchen. Sind mehr als zwei beteiligt, dann
erfu¨llt eine Teilkonstellation dennoch die Bedingungen aus Satz 1.44 bzw. Abbildung 1.8. Der Grund
hierfu¨r ist die Gu¨ltigkeit des Dreieckslemmas und die daraus abgeleiteten strukturellen Eigenschaften
von Implikationsklassen (Struktursatz von Golumbic, Satz 1.21).
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Fu¨r Planimplikationsklassen gelten diese Eigenschaften nicht. Hier ist es denkbar, dass eine Schra¨g-
kante unter Beteiligung von drei oder mehr verschiedenen Planimplikationsklassen stabil ist, ohne dass
diese Konstellation auf zwei Planimplikationsklassen reduzierbar wa¨re. Ist die Schra¨gkante e = ab ∈
Ediag (S) zu einem Plan S ∈ SSIJ , beispielsweise in S transitiv durch die Planimplikationsklassen
P1, P2, P3 ∈ PS, d.h. e ∈ (P1 + P2 + P3)
tr
. Dann kann es theoretisch in jeder Rekombination dieser
drei Planimplikationsklassen einen regula¨ren Weg von a nach b geben, der jeweils nur Kanten aus
Pˆ1 + Pˆ2 + Pˆ3 entha¨lt. Eine mo¨gliche Konstellation fu¨r solche Wege ist in Abbildung 4.9 dargestellt.
Abbildung 4.9: Eine denkbare Konstellation von regula¨ren Kanten aus drei verschiedenen Planimpli-
kationsklassen, die die Schra¨gkante e in jeder Rekombination als transitive Schra¨gkante enthalten.
Man beachte, dass in diesem Beispiel jeder Weg von a nach b in einer Rekombination der Plan-
implikationsklassen zuerst eine Kante aus P1 entha¨lt, dann eine Kante aus P2, und schließlich eine
Kante aus P3. Da fu¨r Planimplikationsklassen jedoch kein so starkes Theorem wie fu¨r Implikationsklas-
sen gilt, das viele zuna¨chst denkbare Konstellationen sofort ausschließen kann, ist die hier getroﬀene
Festlegung der Reihenfolgen absolut willku¨rlich, und nur eine von vielen denkbaren. Da alle drei Plan-
implikationsklassen in einer gemeinsamen Implikationsklasse liegen du¨rfen, und jeder der Knoten zu
fast allen anderen adjazent ist, kann das erweiterte Dreieckslemma in keiner Formulierung Anwendung
ﬁnden. Der Anzahl der verschiedenen denkbaren Konstellationen sind daher kaum Grenzen gesetzt.
Daru¨ber hinaus gibt es keinen Grund, warum jeder der regula¨ren Wege, die e transitiv in einer
Rekombination der Planimplikationsklassen machen, nur aus genau drei Kanten bestehen soll. Solche
Wege ko¨nnen theoretisch beliebig lang sein—begrenzt nur durch die Endlichkeit des Graphen. Ferner
ist es fu¨r die Stabilita¨t von e nicht einmal notwendig, dass in jeder beliebigen Kombination der drei
Planimplikationsklassen ein Weg von a nach b oder von b nach a existiert. Es genu¨gt, dass ein solcher
in jeder kreisfreien Kombination existiert. Noch genauer: es genu¨gt sogar, dass ein solcher Weg in
jeder kreisfreien Kombination existiert, die gegenu¨ber S keine neuen Schra¨gkanten induziert.
Die Anzahl der denkbaren Konstellationen, die eine Schra¨gkante unter Beteiligung von genau
drei Planimplikationsklassen zur stabilen Schra¨gkante machen, ist damit praktisch nicht begrenzt. Zu
jeder dieser denkbaren Konstellationen ist die Existenz eines H-Comparabilitygraphen denkbar, der
sie entha¨lt.
Daru¨ber hinaus gibt es keinen Grund fu¨r die Annahme, dass jede Konstellation, die eine stabile
Schra¨gkante induziert, nur drei Planimplikationsklassen oder weniger beteiligt. Auch fu¨r die Anzahl
der relevanten Planimplikationsklassen gibt es keine obere Schranke.
Bemerkung 4.55 (Anzahl Konstellationen) Im Fall, dass die trennende Kantenmenge leer ist,
F = ∅, ist die Anzahl der verschiedenen Konstellationen, die eine gegebene Kante in jeder zula¨ssigen
Rekombination der Γ˙-Komponenten (Implikationsklassen) transitiv sein lassen, begrenzt (Satz 1.44).
Es sind entweder nur eine oder genau zwei verschiedene Γ˙-Komponenten beteiligt, und es ergibt sich
jeweils genau eine mo¨gliche Konstellation (Abbildung 1.8). Ist die trennende Kantenmenge gleich
der Schra¨gkantenmenge eines Plans S ∈ SSIJ , F = Ediag (S), dann ist die Anzahl der denkbaren
4.3. IMMER-TRANSITIVE KANTEN UND STABILE SCHRA¨GKANTEN 93
Konstellationen unbegrenzt—sowohl im Hinblick auf die Anzahl der beteiligten Γ˙-Komponenten (Plan-
implikationsklassen), als auch im Hinblick auf die jeweilige Ausgestaltung der Konstellation bei einer
festen Zahl von beteiligten Γ˙-Komponenten.
Bemerkung 4.56 (keine Beispiele bekannt) Trotz der u¨berwa¨ltigenden Anzahl an denkbaren
Mo¨glichkeiten fu¨r Konstellationen, die stabile Schra¨gkanten induzieren, ist kein einziges Beispiel fu¨r
einen Plan bekannt, der eine stabile Schra¨gkante entha¨lt, fu¨r deren Stabilita¨t drei oder mehr verschie-
dene Planimplikationsklassen notwendig sind.
Konstruktion von Beispielen
Die Tatsache, dass wir uns eine denkbare Konstellation wir in Abbildung 4.9 u¨berlegen ko¨nnen, bedeu-
tet nicht, dass es auch einen Plan gibt, der diese Konstellation entha¨lt. Im Falle von Implikationsklassen
ko¨nnen wir eine beliebig komplizierte Konstellation entweder elementar auf eine der beiden in Satz
1.44 beschriebenen reduzieren, oder wir ko¨nnen mit Hilfe des Dreieckslemmas die Nichtexistenz eines
Comparabilitygraphen mit einer solchen Konstellation beweisen. Dieser Schritt funkioniert fu¨r Plan-
implikationsklassen nicht. Es gibt keine Mo¨glichkeit, von den lokalen Eigenschaften in einer gegebenen
Konstellation auf die lokalen Eigenschaften an einer anderen Stelle zu schließen. Insbesondere kann die
Nichtexistenz eines H-Comparabilitygraphen mit dieser Konstellation auf diese Weise nicht bewiesen
werden.
Bemerkung 4.57 (Konstruktion von Beispielen) Versucht man, ausgehend von einer gegebenen
Konstellation (z.B. Abbildung 4.9), eine Planorientierung in einem H-Comparabilitygraphen zu kon-
struieren, dann muss man die folgenden Eigenschaften sicherstellen.
(i) Alle Kanten, die zu einer gemeinsamen Planimplikationsklasse geho¨ren sollen, mu¨ssen durch
Γ-Ketten mit regula¨ren Kanten (ΓS-Ketten) untereinander verbunden sein.
(ii) Jede Zeile und jede Spalte muss einen vollsta¨ndigen Graphen bilden. Jede regula¨re Kante geho¨rt
zu einer Planimplikationsklasse.
(iii) Keine der Planimplikationsklassen darf in der Erweiterung einer anderen relevanten Planimpli-
kationsklasse liegen.
(iv) Es darf keine Γ-Relation zwischen zwei regula¨ren Kanten aus verschiedenen Planimplikations-
klassen geben.
(v) Jede Schra¨gkante in der Ausgangsorientierung muss transitiv sein. Insbesondere auch solche
Schra¨gkanten, die eingefu¨gt werden , um eine Γ-Relation zwischen Kanten aus verschiedenen
Planimplikationsklassen zu verhindern.
(vi) Es du¨rfen keine neuen Wege entstehen, die die gegebene Konstellation “außer Kraft” setzen.
(vii) Die Ausgangsorientierung der Konstellation muss kreisfrei sein.
Man beachte, dass die verschiedenen Anforderungen bei einer solchen Konstruktion untereinander
in Beziehung stehen. Die Lo¨sung eines Problems bringt ha¨uﬁg neue Probleme mit sich. Das Hin-
zufu¨gen von Knoten geht einher mit neuen regula¨ren Kanten in den betreﬀenden Zeilen und Spalten.
Deren Orientierung induziert unter Umsta¨nden Schra¨gkanten, die bestehende ΓS-Relationen zersto¨ren.
Oder sie verknu¨pft verschiedene Planimplikationsklassen miteinander, die nicht verknu¨pft werden sol-
len, woraufhin neue Schra¨gkanten eingefu¨gt werden mu¨ssen, die unerwu¨nschte ΓS-Relationen wieder
zersto¨ren. Diese neuen Schra¨gkanten mu¨ssen jedoch transitiv sein, d.h. es muss einen regula¨ren Weg
von ihrem Anfangsknoten zu ihrem Endknoten geben. Dieser regula¨re Weg ist mo¨glicherweise nur
durch das Einfu¨gen weiterer Knoten zu realisieren, usw..
Ein Ergebnis einer solchen Konstruktion ist beispielsweise der Plan B22 auf Seite 91. Ausgangs-
punkt hierfu¨r war die Konstellation der inneren vier Knoten. Jeder zusa¨tzliche Knoten und jede
zusa¨tzliche Kante erfu¨llt mindestens eine der genannten Aufgaben. Wir werden noch einige solcher
konstruierter Beispiele betrachten. Ihnen gemeinsam ist, dass sie fu¨r gewo¨hnlich sehr unu¨bersichtlich
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und kompliziert wirken. Der Grund hierfu¨r ist, dass die Anzahl der Knoten in einer Zeile oder Spal-
te so gering wie mo¨glich gehalten ist. Tatsa¨chlich sind diese Beispiele somit bedeutend kleiner und
u¨bersichtlicher als minimale Beispiele mit stark besetzter Operationenmenge.
Geht man bei der Frage nach der Existenz von Pla¨nen mit bestimmten Konstellationen u¨ber
die Frage der prinzipiellen Existenz hinaus, und mo¨chte man beispielsweise Pla¨ne u¨ber Operationen-
mengen mit bestimmten Eigenschaften, wie beispielsweise der Vollsta¨ndigkeit, konstruieren, wird die
Aufgabe ungleich schwieriger.
4.3.4 Zwei relevante Planimplikationsklassen
Im Fall von nur zwei fu¨r die Stabilita¨t einer Schra¨gkante verantwortlichen Planimplikationsklassen
ko¨nnen wir eine Eigenschaft ableiten, die eine Erkennung der Stabilita¨t ermo¨glichen kann.
Satz 4.58 (nicht reduzierbare Konstellation) Seien P1, P2 ∈ PS zwei verschiedene (erweiter-
te) Planimplikationsklassen aus einer gemeinsamen Implikationsklasse P1, P2 ⊆ I ∈ I[Str] zu einem
Plan S ∈ SSIJ . Existiert eine Schra¨gkante e ∈ Ediag (S), die sowohl mit P1 als auch zu P2 direkt
Γ-verbunden ist, und bezu¨glich jeder Kombination von P1 und P2 transitiv ist, dann gilt fu¨r jeden
reduzierenden Plan S∗ von S, S∗  S, entweder P1 + P2 ⊆ S∗ oder P
−1
1 + P
−1
2 ⊆ S
∗.
Beweis. Sei e ∈ F1,2 = F (P1, P2) ⊆ I ∩ Ediag (S) immer-transitiv bzgl. P1 und P2, d.h. e ∈
(P1 + P2)
tr und e ∈
(
P1 + P
−1
2
)tr
, bzw. e−1 ∈
(
P1 + P
−1
2
)tr
. Seien e1 ∈ P1 und e2 ∈ P2 die Kanten
mit e1ΓeΓe2. Wir zeigen, dass jeder Plan S
∗ ∈ SSIJ mit (o.B.d.A.) P1 + P
−1
2 ⊆ S
∗ mindestens eine
Schra¨gkante induziert, die in [Str] nicht enthalten ist. Wegen e1, e
−1
2 ∈ S
∗ und e−11 , e2 /∈ S
∗ muss
in
[
(S∗)tr
]
entweder e1Γe 6 Γe2, oder e1 6 Γe−1Γe
−1
2 gelten (abha¨ngig davon, ob e oder e
−1 in S∗2
liegt). Damit muss
[
(S∗)
tr
]
jedoch entweder die Schra¨gkante enthalten, die eΓe2 verhindert, oder die,
die e1Γe verhindert. Nach Voraussetzung liegt keine der beiden in [S
tr]. Mit Satz 4.43 folgt
dann S∗2  S.
Zersto¨rung von Γ-Ketten zwischen Planimplikationsklassen
Die Annahme, dass die Schra¨gkante e nicht nur in der trennenden Kantenmenge F1,2 zwischen P1 und
P2 liegt, sondern mit beiden Klassen in direkter Γ-Relation, ist dabei eine notwendige Voraussetzung
fu¨r die Schlussfolgerung in Satz 4.58. Ist eine bezu¨glich P1 und P2 immer-transitive Schra¨gkante
e ∈ F1,2 nur mit einer der beiden Planimplikationsklassen direkt Γ-verbunden—oder sogar zu gar
keiner, dann ist es durchaus denkbar, dass P1 und P2 dennoch gegeneinander verdreht werden ko¨nnen.
Eine notwendige Bedingung hierfu¨r ist, dass jede Γ-Kette zwischen P1 und P2 zersto¨rt wird. Die
Kette, die e entha¨lt, kann in diesem Fall jedoch ohne weiteres zersto¨rt werden, ohne dass die stabile
Schra¨gkante e entfernt werden muss.
Ein Beispiel fu¨r einen Plan mit einer immer-transitiven Schra¨gkante aus der trennenden Kanten-
menge zwischen zwei Planimplikationsklassen, die nicht direkt mit beiden Klassen Γ-verbunden ist,
ist nicht bekannt.
Satz 4.59 (Zersto¨rung von Γ-Ketten) Seien P1, P2 ∈ PS zwei verschiedene (erweiterte) Plan-
implikationsklassen aus einer gemeinsamen Implikationsklasse P1, P2 ⊆ I ∈ I[Str ] zu einem Plan
S ∈ SSIJ , und sei F1,2 = F (P1, P2) die trennende Kantenmenge zwischen P1 und P2 in [Str]. Exi-
stiert ein Plan S∗ ∈ SSIJ mit P1 + P
−1
2 ⊆ S
∗, der S reduziert, S∗  S, dann gilt fu¨r jede Γ-Kette
K ⊆ F1,2 in [Str] von einer Kante aus P1 zu einer Kante aus P2, dass mindestens eine der Kanten
aus Kˆ nicht in
[
(S∗)
tr
]
enthalten ist. Insbesondere reduziert S∗ den Plan S streng, S∗ ≺ S.
Beweis. Die Aussage folgt direkt aus den U¨berlegungen aus dem Beweis von Satz 4.58. Damit durch
das Verdrehen von P2 gegenu¨ber P1 keine neuen Schra¨gkanten entstehen, mu¨ssen notwendigerweise
alle Γ-Ketten zwischen P1 und P2 in [S
tr] zersto¨rt werden. Das Zersto¨ren einer Γ-Relation ist nur durch
das Hinzufu¨gen der Kante, die die Γ-Relation induziert, oder durch das Entfernen einer der beiden
Kanten der Relation mo¨glich. Da S∗ nach Voraussetzung S reduziert, kann keine Kante hinzugefu¨gt
worden sein (Satz 4.2). Also muss aus jeder Γ-Kette mindestens eine Kante entfernt worden sein.
4.3. IMMER-TRANSITIVE KANTEN UND STABILE SCHRA¨GKANTEN 95
Folgerung 4.60 (trivial-stabile Kante in Trennungsmenge) Seien P1, P2 ∈ PS zwei verschie-
dene (erweiterte) Planimplikationsklassen aus einer gemeinsamen Implikationsklasse P1, P2 ⊆ I ∈
I[Str ] zu einem Plan S ∈ SSIJ , und sei F1,2 = F (P1, P2) die trennende Kantenmenge zwischen P1
und P2 in [S
tr]. Ist eine Kante aus F1,2 trivial-stabil oder sowohl in P1 + P2, als auch in P1 + P
−1
2
transitiv, dann ist S nicht durch verdrehen von P1 gegenu¨ber P2 reduzierbar.
Beispiel fu¨r irreduziblen Plan mit nichttrivial-stabilen Schra¨gkanten
Bislang haben wir ausschließlich irreduzible Pla¨ne kennen gelernt, deren Schra¨gkanten allesamt trivial-
stabil waren. Diese Pla¨ne bestanden entweder nur aus einer (erweiterten) Planimplikationsklasse, oder
sie bestanden aus zwei verschiedenen Implikationsklassen, von denen eine nur aus genau einer regula¨ren
Kante bestand, die keinen Einﬂuss auf irgendeine der Schra¨gkanten hatte (die Pla¨ne B19 und B20 auf
Seite 81).
B24 =

2 1
2 1
5 1
3 4 1
1 4
2
 B25 =

2 1
3 2
1 2
4 5 1
1 5
2

Betrachten wir nun den Plan B24 (Abbildung 4.10). Vor dem Hintergrund von Bemerkung 4.57 (Kon-
struktion von Beispielen) ist der zentrale Bestandteil dieses Beispiels in der Matrix hervorgehoben.
Dieser Plan besteht aus zwei verschiedenen Planimplikationsklassen P1 und P2, die in einer gemeinsa-
men Implikationsklasse liegen. Von den 9 Schra¨gkanten sind 5 trivial-stabil in P1. Die verbleibenden
4 Schra¨gkanten inzidieren mit dem Knoten 5. Jede dieser 4 Schra¨gkanten ist sowohl mit P1, als auch
mit P2 direkt Γ-verbunden. D.h. alle geho¨ren zur trennenden Kantenmenge F1,2 zwischen P1 und P2.
Von diesen 4 Schra¨gkanten sind zwei immer-transitiv bzgl. P1 und P2 (3.5 und 7.5). Auf der anderen
Seite liegt auch eine der trivial-stabilen Schra¨gkanten in Γ-Relation zu P2—die Kante 4.11. Damit gilt
F1,2 = {2.5, 3.5, 4.11, 7.5, 9.5}.
Abbildung 4.10: Der Plangraph zu B24. Die Kanten 3.5 ∈ F1,2 und 7.5 ∈ F1,2 sind immer-transitiv
bzgl. P1 und P2. Die Kante 4.11 ∈ F1,2 ist trivial-stabil in P1.
Drehen wir in B24 ∈ SSIJ nun P2 um, so gelangen wir zu dem Plan B25 ∈ SSIJ (P1 + P
−1
2 ist
kreisfrei). Der Plangraph von B25 entha¨lt neben den 5 trivial-stabilen Schra¨gkanten 2.8, 3.8, 4.7, 4.11
und 9.11 auch die beiden immer-transitiven Kanten 3.5−1 und 7.5−1. Die Schra¨gkanten 2.5 und 9.5
entfallen, und induzieren unabha¨ngig voneinander das Verschmelzen von P1 mit P
−1
2 . Der Plan B25
entha¨lt somit nur noch eine Planimplikationsklasse, und ist damit irreduzibel.
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Allerdings entha¨lt G (B25) nach wie vor drei Kanten aus der trennenden Kantenmenge zwischen
P1 und P2 in B24. Diese Kanten liegen nach wie vor in direkter Γ-Relation sowohl zu P1, als auch zu
P2. Jede dieser Kanten induziert damit in B25 eine Schra¨gkante, die nicht in G (B24) enthalten ist. In
diesem Beispiel induzieren alle drei Kanten die gleiche neue Schra¨gkante 5.11.
Der Plan B25 = P1 + P
−1
2 reduziert damit nicht den Plan B24 = P1 + P2 (Satz 4.43). Da es nach
Satz 4.40 jedoch keinen weiteren Kandidaten fu¨r einen nichta¨hnlichen reduzierenden Plan von B24
gibt, folgt, dass B24 irreduzibel ist. Insbesondere folgt damit auch, dass alle Schra¨gkanten in G (B24)
stabil sind. D.h. der Plan B24 ist ein irreduzibler Plan, bei dem 4 von 9 Schra¨gkanten nichttrivial-stabil
sind.
Irreduzible Pla¨ne mit beliebig vielen Planimplikationsklassen
Aus dem Plan B24 la¨sst sich ganz leicht ein irreduzibler Plan mit beliebig vielen verschiedenen Plan-
implikationsklassen konstruieren. Erstellt man von B24 eine Kopie und fu¨gt man diese an den Plan
B24 an, indem man den Knoten 1 der Kopie mit dem Knoten 12 des Originals identiﬁziert, erha¨lt man
einen Plan, der aus nunmehr 3 verschiedenen Planimplikationsklassen besteht. Die Planimplikations-
klasse P1 der Kopie verschmilzt mit P1 des Originals. Und sowohl die Kopie, als auch das Original
enthalten jeweils eine weitere Planimplikationsklasse. Da sa¨mtliche Eigenschaften von B24 auch in der
Kopie auftreten, ist der so erzeugte Plan genau wie B24 irreduzibel.
An diesen Plan kann man nun eine weitere Kopie von B24 anfu¨gen. Dadurch entsteht ein Plan,
der ebenfalls irreduzibel ist, und aus 4 verschiedenen Planimplikationsklassen in insgesamt 3 Kopien
von B24 besteht. Da die Eigenschaften der einzelnen Teilpla¨ne unabha¨ngig voneinander sind, la¨sst sich
auf diese Art und Weise ein irreduzibler Plan mit beliebig großer Anzahl von Planimplikationsklassen
konstruieren.
Bemerkung 4.61 (Anzahl Planimplikationsklassen in irreduziblen Pla¨nen) Die Anzahl der
Planimplikationsklassen |PS| eines Plans S ∈ SSIJ zu einer gegebenen Operationenmenge SIJ ist
beschra¨nkt durch die Anzahl der regula¨ren Kanten u¨ber SIJ . Andererseits gibt es zu jeder natu¨rlichen
Zahl k einen irreduziblen Plan S∗ ∈ SSIJ∗ u¨ber einer Operationenmenge SIJ∗, mit |PS∗ | = k.
4.4 Zur Komplexita¨t verwandter Probleme
Nachdem wir uns in diesem Kapitel bisher mit den Eigenschaften und der Bedeutung der Planimplika-
tionsklassen fu¨r das Problem IRRED befasst haben, wollen wir in diesem Abschnitt die Komplexita¨t
einiger zu IRRED verwandter Probleme na¨her betrachten.
Eine der Problemformulierungen fu¨r IRRED fragt nach der Existenz eines H-Comparabilitygraphen
G mit GSIJ ⊆ G ( [Str] (Seite 68). Von besonderer Bedeutung in diesem Zusammenhang ist die
Betrachtung des sogenannten SEQUENCE-SUBGRAPH Problems in Abschnitt 4.4.3.
4.4.1 GRAPH SANDWICH, SUBGRAPH und COMP-DEL
In Abschnitt 2.3 haben wir die NP-vollsta¨ndigen Probleme SUBGRAPH und COMP-ED (Compara-
bility-Editing) kennen gelernt. Bei SUBGRAPH lautet die Frage, ob von zwei gegebenen Graphen
G1 und G2 einer isomorph zu einem Teilgraphen des anderen ist. Bei COMP-ED lautet die Frage,
ob es zu einem gegebenem Graphen G = (V,E) eine Teilmenge F ⊆ V × V mit |F | ≤ k gibt, so
dass die symmetrische Diﬀerenz E △ F eine transitiv orientierbare Kantenmenge u¨ber V ist. Als
Variante ko¨nnen wir hier auch F ⊆ E fordern. Dann lautet die Frage: Existiert eine Kantemenge mit
ho¨chstens k Kanten, deren Entfernung aus G zu einem Comparabilitygraphen fu¨hrt (Comparability-
Deletion, COMP-DEL)? Genau wie COMP-ED ist auch COMP-DEL NP-vollsta¨ndig (Yannakakis
(1981) [68]).
Sowohl das Problem SUBGRAPH, als auch das Problem COMP-DEL haben große Gemeinsam-
keiten mit IRRED. Bei IRRED suchen wir einen transitiv orientierbaren Teilgraphen eines gegebenen
Graphen, der durch das Entfernen von Kanten entstanden ist. Dennoch hat die Komplexita¨t keines
dieser beiden Probleme Auswirkungen auf die Komplexita¨t von IRRED.
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SUBGRAPH und IRRED
Bei SUBGRAPH sind die beiden Graphen G1 und G2 vo¨llig unabha¨ngig voneinander gegeben. Die
Isomorphie zweier Graphen bedeutet die Existenz einer Abbildung der Knoten des einen Graphen auf
die Knotenmenge des anderen Graphen, so dass die Kanten des einen in die des anderen u¨berfu¨hrt
werden. Bei IRRED ist die Knotenmenge durch die Operationenmenge SIJ fest beschrieben. Isomor-
phie spielt keine Rolle. Von jedem Graphen G, der als Teilgraph von [Str] in Frage kommt, kann
schnell entschieden werden, ob er tatsa¨chlich ein Teilgraph ist, oder nicht. Als Abbildung zwischen
den Knotenmengen von G und [Str] kommt ausschließlich die Identita¨t in Frage.
Bemerkung 4.62 (SUBGRAPH) Im Gegensatz zu SUBGRAPH sind bei IRRED alle mo¨glichen
Teilgraphen u¨ber einer gegebenen und unvera¨nderlichen Knotenmenge beschrieben. Fu¨r einen redu-
zierenden Plan S∗ eines Ausgangsplans S stellt sich nicht die Frage nach Isomorphie von
[
(S∗)tr
]
zu einem Teilgraphen von [Str], sondern lediglich die Frage nach der Identita¨t. Die Komplexita¨t von
SUBGRAPH hat somit keine Konsequenzen fu¨r die Komplexita¨t von IRRED.
COMPARABILITY-DELETION und IRRED
Die Probleme IRRED und COMP-DEL liegen deutlich na¨her zusammen. Der Unterschied zwischen
beiden ist der folgende. Wa¨hrend bei beiden nach der Existenz einer Entfernungsmenge F ⊆ E gefragt
ist, die zu einem Comparabilitygraphen fu¨hrt, ist der Ausgangsgraph bei COMP-DEL ein beliebiger
Graph, wohingegen der Ausgangsgraph bei IRRED ein Comparabilitygraph ist. IRRED ist also ein
Spezialfall von COMP-DEL, und ko¨nnte daher sehr wohl einfacher zu lo¨sen sein. Auf der anderen Seite
ist die Menge der entfernbaren Kanten bei COMP-DEL nicht eingeschra¨nkt. Jede beliebige Kante
ko¨nnte entfernt werden. Bei IRRED kommt nur die Entfernung von bestimmten Kanten in Frage—
den Schra¨gkanten. Die Auswirkung, die diese Einschra¨nkung auf die Komplexita¨t von IRRED hat, ist
unklar. Sie ko¨nnte das Problem IRRED gegenu¨ber COMP-DEL mit einem Comparabilitygraphen als
Ausgangsgraphen sowohl leichter, als auch schwerer machen.
Bemerkung 4.63 (COMP-DEL) Im Gegensatz zu COMP-DEL ist der Ausgangsgraph bei IRRED
ein Comparabilitygraph. Daru¨ber hinaus ist die Kantenmenge, die entfernt werden darf, eine echte
Teilmenge aller Kanten. Die Probleme COMP-DEL und IRRED sind somit komplexita¨tstheoretisch
nicht vergleichbar.
COMPARABILITY GRAPH SANDWICH und IRRED
Neben den Problemen SUBGRAPH und COMP-DEL ist auch das sogenannte COMPARABILITY
GRAPH SANDWICH Problem eng mit IRRED verwandt.
Problem COMPARABILITY GRAPH SANDWICH (COMP-GS): Gegeben sei-
en zwei Graphen G1 = (V1, E1) und G2 = (V2, E2) mit V1 ⊆ V2 und E1 ⊆ E2. Existiert
ein Comparabilitygraph G mit G1 ⊆ G ⊆ G2?
Genau wie die beiden bereits betrachteten Probleme ist auch das COMP-GS Problem NP-vollsta¨n-
dig (Golumbic, Kaplan und Shamir (1995) [35]). Und genau wie im Falle von SUBGRAPH und
COMP-DEL ist auch hier die Na¨he zu IRRED nicht so groß, wie es zuna¨chst scheint.
Wa¨hrend das COMP-GS Problem fu¨r beliebige Ausgangsgraphen G1 und G2 also schwierig ist, ist
es fu¨r die spezielle Wahl G1 = GSIJ und G2 = [S
tr] trivial lo¨sbar. Der H-Comparabilitygraph [Str]
zu dem Ausgangsplan S ∈ SSIJ ist bereits ein Comparabilitygraph. Bei IRRED fragen wir nach der
(Nicht-) Existenz eines echten Teilgraphen von G2.
IRRED ist a¨quivalent zu der Frage nach der Nichtexistenz eines Comparability-Sandwich-Graphen
zwischen G1 = GSIJ und jedem der Graphen G2 = [S
tr]− eˆ fu¨r ein eˆ ∈ Ediag (S). Dieses spezielle Men-
ge von COMP-GS Problemen kann bei Ausnutzung der Eigenschaften des H-Comparabilitygraphen
[Str] jedoch durchaus einfacher zu lo¨sen sein, als das allgemeine COMP-GS Problem.
Bemerkung 4.64 (COMP-GS) Im Gegensatz zu COMP-GS ist der Ausgangsgraph bei IRRED
bereits ein Comparabilitygraph, und es wird nach einem echten Teilgraphen gesucht. Die Probleme
COMP-GS und IRRED sind somit komplexita¨tstheoretisch nicht vergleichbar.
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4.4.2 Spezielle Operationenmengen
Eine andere Gruppe verwandter Probleme sind Spezialfa¨lle von IRRED, die deutlich einfacher zu lo¨sen
sind, als das allgemeine Problem.
Zwei Maschinen
Ein solcher Spezialfall ist, dass die Operationenmenge nur zwei Maschinen oder, mit Symmetrie,
nur zwei Auftra¨ge entha¨lt. In diesem Fall ist nicht nur das Schedulingproblem polynomiell lo¨sbar
(O2 || Cmax ∈ P, Abschnitt 3.4). Auch das Problem IRRED kann polynomiell gelo¨st werden. Bra¨sel
und Kleinau (1996) [16] haben gezeigt, dass jeder irreduzible Plan S ∈ SSIJ u¨ber der vollsta¨ndigen
Operationenmenge SIJ mit (o.B.d.A.) zwei Auftra¨gen undmMaschinen durch Vertauschen von Zeilen
und Spalten in die folgenden Form gebracht werden kann,
S =
[
1 2 . . . k − 1 k . . . m
m− k + 2 m− k + 3 . . . m 1 . . . m− k + 1
]
.
Ob ein gegebener Plan S ∈ SSIJ dieser Form entspricht, kann in polynomieller Laufzeit u¨berpru¨ft
werden (Bra¨sel und Kleinau [16]).
Tatsa¨chlich la¨sst sich leicht zeigen, dass jeder Plan, der diese Form erfu¨llt, nur aus einer Planimpli-
kationsklasse besteht. Damit ist ein Plan u¨ber einer solchen Operationenmenge genau dann irreduzibel,
wenn er nur aus einer Planimplikationsklasse besteht. Auch auf diesem Wege ist eine Erkennung der
irreduziblen Pla¨ne in polynomieller Zeit mo¨glich.
Ist die Operationenmenge unvollsta¨ndig, dann existieren zusa¨tzliche Operationen in den beiden
Zeilen, die jeweils die einzige Operation in ihrer Spalte sind. Eine regula¨re Kante, die eine dieser Ope-
rationen mit der entsprechenden Operation aus einer Spalte mit zwei Operationen verbindet, kann
immer und ohne Einschra¨nkung so orientiert werden, dass sie in der gleichen Planimplikationsklasse
liegt, wie die senkrechte Kante der betreﬀenden Spalte. D.h. die angegebene Beschreibung der irre-
duziblen Pla¨ne fu¨r vollsta¨ndige Operationenmenge des Formats 2 × m ist auf kanonische Weise auf
unvollsta¨ndige Mengen erweiterbar.
Satz 4.65 (2 Maschinen) [16] Fu¨r Operationenmengen mit ho¨chstens zwei Maschinen (oder
ho¨chstens zwei Auftra¨gen) liegt IRRED in P.
Operationenmenge tree-like
Das Problem IRRED wird ebenfalls einfach, wenn man sich auf sogenannte baumartige Operationen-
mengen beschra¨nkt. Jede Operationenmenge SIJ ⊆ I × J la¨sst sich durch den folgenden bipartiten
Graphen vollsta¨ndig beschreiben: Zwischen den Knoten i ∈ I und j ∈ J existiert genau dann eine
Kante, wenn die Operation Oij zu SIJ geho¨rt. Ist dieser bipartite Graph ein Baum, dann heißt die
durch ihn beschriebene Operationenmenge SIJ ( I × J baumartig oder tree-like.
Man kann sich leicht u¨berlegen, dass eine Operationenmengen genau dann tree-like ist, wenn zwei
beliebige Operationen in GSIJ nur durch genau einen ungerichteten Weg verbunden sind. D.h. GSIJ
entha¨lt keine Kreise, die nicht Kreise in einer Zeile oder Spalte sind.
Tautenhahn (2000) [64] konnte zeigen, dass fu¨r Operationenmengen SIJ mit dieser Eigenschaft
jede Ecke in einem irreduziblen Plan S ∈ SSIJ zwei polynomiell u¨berpru¨fbare Bedingungen erfu¨llt.
Satz 4.66 (SIJ tree-like) [64] Fu¨r Operationenmengen SIJ , die tree-like sind, liegt IRRED in P.
Bemerkenswerterweise ist das Open-Shop Problem fu¨r diese Einschra¨nkung der Operationen-
meng, im Gegensatz zu der Einschra¨nkung auf nur zwei Maschinen oder Auftra¨ge, nach wie vor
NP-vollsta¨ndig (Gonzales und Sahni (1976) [36]).
Aus den bei Tautenhahn [64] angegebenen Bedingungen la¨sst sich schließen, dass irreduzible Pla¨ne
u¨ber baumartige Operationenmengen nur trivial-stabile Schra¨gkanten induzieren ko¨nnen. Da die Er-
weiterungen der Planimplikationsklassen mit polynomiellem Aufwand bestimmt werden ko¨nnen, ergibt
sich hieraus eine alternative Begru¨ndung fu¨r die Zugeho¨rigkeit von IRRED zu P (mit Problemformu-
lierung #3 auf Seite 82), unabha¨ngig von der polynomiellen U¨berpru¨fbarkeit der bei Tautenhahn
angegebenen Bedingungen.
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Die erste der beiden bei Tautenhahn [64] angegebenen Bedingungen lautet, dass jede Ecke—
d.h. eine mittlere Operation auf einem minimalen regula¨ren Weg der Kantenla¨nge 2 (induziert eine
Eckkante)—in S entweder in einem Teilplan isomorph zu Y , oder einen Teilplan isomorph zu Y −1
enthalten ist.
Y =

2 3 1
1
1
2
 Y −1 =

2 1 3
3
2
1

Der Teilplan Y entha¨lt genau eine Schra¨gkante, die trivial-stabil in der einzigen Planimplikationsklasse
ist. Wa¨hrend diese Bedingung fu¨r Ecken zwar notwendig, aber nicht hinreichend fu¨r die Irreduzibilita¨t
von S ist, wird sie hinreichend und, abgesehen von einer kleinen Ausnahme, auch notwendig, wenn
sie fu¨r jede Eckkante gefordert wird. Der Unterschied zwischen diesen beiden Formulierungen besteht
darin, dass eine Operation, die eine Ecke ist, gleichzeitig mehrere verschiedene Eckkanten induzieren
kann. In dem Plan B26 ist die Eck-Operation O11 bezu¨glich der Eckkante O21O12 in einem Teilplan
isomorph zu Y enthalten, nicht jedoch bezu¨glich der Eckkante O21O14.
Abbildung 4.11: Die beiden einzigen Mo¨glichkeiten bei baumartiger Operationenmenge fu¨r eine ΓS-
Kette zwischen zwei transitivierenden regula¨ren Kanten einer Eckkante (isomorph zu Y bzw. Y −1).
Lemma 4.67 (Eckkante) Eine Eckkante in einem Plan S ∈ SSIJ u¨ber einer Operationenmenge,
die tree-like ist, liegt genau dann in der transitiven Hu¨lle einer Planimplikationsklasse, wenn sie in
einem Teilplan enthalten ist, der isomorph zu Y oder Y −1 ist.
Beweis. Die Teilpla¨ne Y und Y −1 beschreiben tatsa¨chlich die einzigen beiden Mo¨glichkeiten, wie
unter den gegebenen Einschra¨nkungen der Operationenmenge zwei transitivierende regula¨re Kanten
einer Eckkante in einer gemeinsamen Planimplikationsklassen liegen ko¨nnen. Ist die erste Kante der
Ecke eine vertikale Kante, muss sie in ΓS-Relation zu einer horizontalen Kante liegen. Diese kann
entweder mit dem Anfangs- oder dem Endknoten der vertikalen ersten Kante inzidieren. In jedem
der beiden Fa¨lle sind die jeweils folgenden ΓS-Relationen eindeutig bestimmt, da alle Alternativen
entweder zu isomorphen Teilstrukturen fu¨hren, oder zu ΓS-Ketten, die unter der Einschra¨nkung der
Operationenmenge nicht mehr die andere transitivierende regula¨re Kante erreichen ko¨nnen. Von den
beiden Mo¨glichkeiten fu¨hrt eine letztendlich zu Y und die andere zu Y −1 (Abbildung 4.11).
Bemerkung 4.68 (Konstellationen fu¨r Eckkante) Fu¨r beliebige Operationenmengen ist die Men-
ge der Konstellationen, die jeweils zu einer ΓS-Verbindung zwischen zwei transitivierenden regula¨ren
Kanten zu einer Eckkante fu¨hren, nicht beschra¨nkt.
Neben Eckkanten, die transitiv innerhalb einer Planimplikationsklasse sind, kann es jedoch auch
solche geben, die zwar transitiv in einer erweiterten Planimplikationsklasse sind, deren transitivierende
Kanten jedoch zu verschiedenen Planimplikationsklassen geho¨ren.
B26 =

2 4 1 3
1
1
2
 B27 =

2
1 2
1 2 3 4
1
4 1

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Der Plan B27 entha¨lt fu¨nf Schra¨gkanten, von denen vier in der transitiven Hu¨lle einer Planimplika-
tionsklasse liegen, die alle regula¨ren Kanten außer O32O34 entha¨lt. Jede dieser vier Schra¨gkanten ist
eine Eckkante, und in einem Teilplan isomorph zu Y oder Y −1 enthalten. Die Eckkante O42O34 liegt
jedoch nicht in einem solchen Teilplan. Die beiden transitivierenden regula¨ren Kanten geho¨ren damit
zu verschiedenen Planimplikationsklassen. Allerdings liegt die Planimplikationsklasse O32O34 in der
transitiven Hu¨lle der anderen. Die Eckkante O42O34 ist damit ebenso trivial-stabil.
Satz 4.69 (irreduzible Pla¨ne fu¨r SIJ tree-like) Ein Plan S ∈ SSIJ u¨ber einer Operationenmen-
ge, die tree-like ist, ist genau dann irreduzibel, wenn alle Schra¨gkanten in einer gemeinsamen erwei-
terten Planimplikationsklasse liegen.
Beweis. Die Ru¨ckrichtung folgt aus Folgerung 4.38 (mit Bemerkung 4.46). Sei also S irreduzibel. Da
zwei Knoten in GSIJ nach Voraussetzung (SIJ tree-like) nur durch genau einen minimalen regula¨ren
ungerichteten Weg verbunden sind, kann S nach Lemma 4.54 keine nichttrivial-stabilen Schra¨gkanten
enthalten. Folglich sind alle Schra¨gkanten trivial-stabil, d.h. sie liegen in der Erweiterung einer Plan-
implikationsklassen von S.
Angenommen, S entha¨lt zwei verschiedene erweiterte Planimplikationsklassen, die jeweils Schra¨g-
kanten enthalten. Da wir SIJ o.B.d.A. als zusammenha¨ngend voraussetzen ko¨nnen, existiert dann ein
Knoten, der mit regula¨ren Kanten aus beiden Klassen inzidiert. Ist von diesen beiden regula¨ren Kanten
eine horizontal und eine vertikal, dann folgt die Existenz einer Schra¨gkante, deren transitivierende
Kanten nicht in einer gemeinsamen Planimplikationsklasse liegen (Widerspruch). Sind beide Kanten
horizontal (oder beide vertikal), dann folgt die Existenz einer solchen Schra¨gkante ebenso. Jede der
beiden Kanten steht in ΓS-Relation zu einer vertikalen (bzw. horizontalen) Kante, von denen eine eine
solche Schra¨gkante induziert.
4.4.3 Das SEQUENCE-SUBGRAPH Problem
Ein spezielles COMP-GS Problem ist das von Willenius (2000) [66] betrachtete SEQUENCE-
SUBGRAPH Problem.
Problem SEQUENCE-SUBGRAPH (SEQ-SG): Gegeben sei eine Operationenmen-
ge SIJ eines Open-Shop Problems, und ein Graph G∗ mit GSIJ ⊆ G∗ und V (G∗) = SIJ .
Existiert ein Plan S ∈ SSIJ mit [Str] ⊆ G∗?
Der Ausgangsgraph G∗ besteht somit aus dem H-Graphen GSIJ und ein beliebiger Menge von
Schra¨gkanten. Da ein Plan S ∈ SSIJ mit [Str] ⊆ G∗ genau dann existiert, wenn ein Comparability-
graph G mit GSIJ ⊆ G ⊆ G
∗ existiert, ist der einzige Unterschied zwischen SEQ-SG und COMP-GS,
dass die begrenzenden Graphen bei SEQ-SG einer fest gewa¨hlten Struktur entsprechen. Willenius
[66] konnte zeigen, dass auch dieser Spezialfall das COMP-GS Problem nicht einfacher macht.
Satz 4.70 (SEQ-SG) [66] Das Problem SEQ-SG liegt in NPC.
Genau wie im Fall des allgemeinen COMP-GS Problems hat jedoch auch dieses Resultat keine
direkten Auswirkungen auf die Schwierigkeit von IRRED, da der Ausgangsgraph G∗ dort bereits ein
Comparabilitygraph ist, und nach einem echten Sandwich-Graphen G ( G∗ gesucht wird.
Bemerkung 4.71 (SEQ-SG) SEQ-SG ist ein Spezialfall von COMP-GS. Daher sind auch SEQ-SG
und IRRED komplexita¨tstheoretisch nicht vergleichbar.
Bemerkenswert ist dieses Resultat vor allem aus einem anderen Grund. Genau wie bei COMP-
GS erfolgt der Nachweis der NP-Vollsta¨ndigkeit von SEQ-SG durch die Reduktion von NOT-ALL-
EQUAL-3-SATISFIABILITY (NAE-3-SAT). Im Reduktionsschritt wird jede Instanz von NAE-3-SAT
in einen Graphen G∗ u¨berfu¨hrt, der den H-Graphen K2×Km entha¨lt. D.h. jede zula¨ssige Instanz von
NAE-3-SAT wird in eine Instanz von SEQ-SG auf nur zwei Maschinen u¨berfu¨hrt. Der Beweis zeigt
damit nicht nur die NP-Vollsta¨ndigkeit von SEQ-SG, sondern daru¨ber hinaus auch, dass sogar die
Einschra¨nkung von SEQ-SG auf nur zwei Maschinen NP-vollsta¨ndig ist.
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Folgerung 4.72 (SEQ-SG) Auch die Einschra¨nkung des Problems SEQ-SG auf Operationenmengen
mit nur zwei Maschinen (oder zwei Auftra¨gen) liegt in NPC.
Bemerkung 4.73 (IRRED und SEQ-SG) Die Tatsache, dass SEQ-SG selbst bei Einschra¨nkung
auf zwei Maschinen NP-vollsta¨ndig ist, wa¨hrend IRRED in diesem Fall polynomiell lo¨sbar ist, kann als
Hinweis darauf interpretiert werden, dass IRRED mo¨glicherweise auch im allgemeinen Fall einfacher
als SEQ-SG ist.
4.5 Schranken fu¨r die Anzahl von Schra¨gkanten
Zum Abschluss dieses Kapitels wollen wir noch kurz eine untere und eine obere Schranke fu¨r die Anzahl
der Schra¨gkanten in Planorientierungen von H-Comparabilitygraphen diskutieren. Wir werden sehen,
dass fu¨r genu¨gend große vollsta¨ndige Operationenmengen jeder Plan mindestens 25 Prozent aller
mo¨glichen Schra¨gkanten entha¨lt. Auf der anderen Seite ko¨nnen selbst irreduzible Pla¨ne einen Großteil
aller potentiellen Schra¨gkanten enthalten.
4.5.1 Untere Schranke
Untere Schranken fu¨r die Anzahl der Schra¨gkanten lassen sich durch U¨berlegungen wie die folgende
ermitteln. Der K2 ×K3 ist nicht transitiv orientierbar. Die einzige Implikationsklasse ist nicht echt.
Um ihn zu einem H-Comparabilitygraphen zu machen, genu¨gt es jedoch, eine beliebige Schra¨gkante
hinzuzufu¨gen. In einem beliebigen H-Comparabilitygraphen muss damit jedoch gelten, dass jeder
induzierte Teilgraph, der den K2×K3 entha¨lt, ebenfalls mindestens eine Schra¨gkante enthalten muss.
Bei vollsta¨ndiger Operationenmenge la¨sst sich daraus leicht eine untere Schranke fu¨r die Anzahl der
Schra¨gkanten ermitteln.
Eine bekannte untere Schranke
Eine bessere Schranke erhalten wir, wenn wir gro¨ßere Teilstrukturen als den K2 × K3 als Maßstab
benutzen. Bra¨sel und Kleinau (1996) [16] haben gezeigt, dass irreduzible Pla¨ne S ∈ SSIJ vom
Format 2×m die folgende Form haben,
S =
[
1 2 . . . k − 1 k . . . m
m− k + 2 m− k + 3 . . . m 1 . . . m− k + 1
]
.
Die Anzahl der Schra¨gkanten in einem solchen Plan ist zum einen von m, zum anderen aber auch von
k abha¨ngig. Es ist fm (k) = k
2 − k (2 +m) + 1 + 12
(
m2 +m
)
(Bra¨sel et al. [14]). Diese Anzahl
wird minimal fu¨r k =
⌊
1
2m+ 1
⌋
, d.h. mit dem durch den Parameter k beschriebenen induzierten
K2 ×K2 mo¨glichst “in der Mitte”. Es folgt, dass ein beliebiger Plan vom Format 2 ×m mindestens
fm
(
1
2m+ 1
)
= 14m (m− 2) Schra¨gkanten haben muss ([14]). In einem beliebigen Plan vom Format n×
m muss damit jeder der
(
n
2
)
Teilpla¨ne vom Format 2×m jeweils mindestens 14m (m− 2) Schra¨gkanten
haben.
Satz 4.74 (untere Schranke) [14] Sei S ∈ SSIJ ein Plan mit vollsta¨ndiger Operationenmen-
ge vom Format n × m (m ≥ n ≥ 2). Dann hat [Str] mindestens 14m (m− 2)
(
n
2
)
(ungerichtete)
Schra¨gkanten.
Diese Abscha¨tzung gilt auch im Falle von n < m, ist aber fu¨rm ≥ n besser. Da sich fu¨r vollsta¨ndige
Operationenmengen auch die Anzahl der potentiell mo¨glichen Schra¨gkanten leicht bestimmen la¨sst,
ko¨nnen wir leicht eine untere Schranke fu¨r den minimalen Anteil der tatsa¨chlichen Schra¨gkanten an
den potentiell mo¨glichen angeben.
Bemerkung 4.75 (Anteil an potentiell mo¨glichen Schra¨gkanten) Fu¨r Pla¨ne mit vollsta¨ndiger
Operationenmenge ist die Anzahl der potentiell mo¨glichen Schra¨gkanten gegeben durch nm2 (n− 1)
(m− 1). Es gilt limn,m→∞
1
4m(m−2)(
n
2)
nm
2 (n−1)(m−1)
= 14 (m ≥ n). D.h. fu¨r große Pla¨ne gilt, dass jeder Plan, und
damit insbesondere auch jeder irreduzible Plan, mindestens 14 aller denkbaren Schra¨gkanten entha¨lt.
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Pla¨ne mit minimaler Anzahl von Schra¨gkanten
Nach der Konstruktion der Schranke folgt fu¨r einen Plan, der sie erreicht, dass in jedem enthaltenen
K2×Km der durch k beschriebene induzierte K2×K2 sehr zentral liegt. Die Enumeration aller Pla¨ne
fu¨r kleine Formate (bis 4×5) zeigt jedoch, dass in den Pla¨nen mit minimaler Anzahl von Schra¨gkanten
die durch den Parameter k beschriebenen induzierten K2 ×K2 gleichma¨ßig u¨ber die Gegendiagonale
verteilt sind.
B28 =
 1 2 32 3 1
3 1 2
 B29 =
 1 2 3 42 3 4 1
3 4 1 2
 B30 =
 1 2 3 4 52 3 4 1 2
4 5 1 2 3

B31 =

1 2 3 4
2 3 4 1
3 4 1 2
4 1 2 3
 B32 =

1 2 3 4 5
2 3 4 5 1
3 4 5 1 2
4 5 1 2 3

Die Pla¨ne B28 bis B32 beschreiben Pla¨ne mit minimaler Anzahl an Schra¨gkanten fu¨r die Formate 3×3,
3 × 4, 3 × 5, 4 × 4 und 4 × 5. Sie suggerieren, dass wir uns bei der Suche nach einer Beschreibung
von solchen Pla¨nen mit minimaler Kantenzahl auf zyklische Pla¨ne konzentrieren ko¨nnen. Da zyklische
Pla¨ne irreduzibel sind (Satz 4.17), ist das keine große U¨berraschung.
Beschra¨nken wir uns auf zyklische Pla¨ne, die wir durch die Angabe der ersten Spalte (o.B.d.A.)
eindeutig beschreiben ko¨nnen, ist es leicht, auch fu¨r die Formate 3× 6, 3× 7 und 3× 8 die Pla¨ne mit
geringster Kantenzahl herauszuﬁnden.
1 1 1 1 1 1 1 1 1 1
2 2 2 2 3 3 3 4 4 5
3 4 5 6 4 5 6 5 6 6
27 23 23 27 23 21 23 23 23 27
Tabelle 4.3: Alle nichtisomorphen zyklischen Pla¨ne (jeweils beschrieben durch die erste Spalte der
Rangmatrix) vom Format 3× 6, und ihre Anzahl an Schra¨gkanten
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 2 2 2 2 3 3 3 3 4 4 4 5 5 6
3 4 5 6 7 4 5 6 7 5 6 7 6 7 7
41 35 33 35 41 35 31 31 35 33 31 33 35 35 41
Tabelle 4.4: Alle nichtisomorphen zyklischen Pla¨ne (jeweils beschrieben durch die erste Spalte der
Rangmatrix) vom Format 3× 7, und ihre Anzahl an Schra¨gkanten
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 2 2 2 2 2 3 3 3 3 3 4 4 4 4 5 5 5 6 6 7
3 4 5 6 7 8 4 5 6 7 8 5 6 7 8 6 7 8 7 8 8
58 50 46 46 50 58 50 44 42 44 50 46 42 42 46 46 44 46 50 50 58
Tabelle 4.5: Alle nichtisomorphen zyklischen Pla¨ne (jeweils beschrieben durch die erste Spalte der
Rangmatrix) vom Format 3× 8, und ihre Anzahl an Schra¨gkanten
Basierend auf diesen empirischen Beobachtungen ko¨nnen wir die folgende Vermutung aufstellen.
Vermutung 4.76 (Plan mit minimaler Kantenzahl) Sei SIJ = I × J eine vollsta¨ndige Opera-
tionenmenge mit n Auftra¨gen undmMaschinen, und seien r1, . . . , rn die Ra¨nge der ersten Spalte eines
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(eindeutig bestimmten) zyklischen Plans S ∈ SSIJ . Gilt ri =
⌊
1 + (i− 1) m−2
n−1
⌋
fu¨r alle i = 1, . . . , n,
dann existiert kein Plan S∗ ∈ SSIJ mit weniger Schra¨gkanten, |Ediag (S∗)| < |Ediag (S)|.
Begru¨ndung. Durch diese Festsetzung der ri wird ein zyklischer Plan S mit r1 = 1 und rn = m− 1
beschrieben, bei dem die ri gleichma¨ßig verteilt sind.
S =

1 2 · · · m
r2 r2 + 1 · · · 1 · · · r2 − 1
...
... · · ·
...
ri ri + 1 · · · 1 · · · ri − 1
...
... · · ·
...
rn−1 rn−1 + 1 · · · 1 · · · rn−1 − 1
m− 1 m 1 · · · rn − 1

Fu¨r kleine Formate kann durch Enumeration bewiesen werden, dass keine Pla¨ne mit weniger Schra¨g-
kanten existieren.
Ein Beweis dieser Vermutung gestaltet sich schwierig. Wie wir gesehen haben, wird das Minimum
der Schra¨gkanten u¨ber einem K2 × Km angenommen, wenn die beiden Quellen bei entsprechender
Sortierung der Spalten einen Abstand von etwa 12m haben. Jede Abweichung davon erho¨ht die Anzahl
der Schra¨gkanten in diesem Teilplan. Auf der anderen Seite sind die einzelnen Teilpla¨ne der Form
K2 ×Km nicht unabha¨ngig voneinander.
Ob neben den durch die Vermutung 4.76 beschriebenen Pla¨nen, und den jeweils unter Umsta¨nden
existierenden engen Verwandten, die durch eine minimal abweichende Anordnung der Quellen entlang
der Gegendiagonalen entstehen, und allen jeweils durch Vertauschen von Zeilen oder Spalten entste-
henden Pla¨nen, weitere (nichtzyklische) Pla¨ne mit gleicher Anzahl von Schra¨gkanten existieren, ist
nicht klar. Anzeichen gibt es dafu¨r jedoch keine.
Eine vermutete exakte untere Schranke
Basierend auf Vermutung 4.76 ko¨nnen wir eine alternative untere Schranke angeben, die bei Richtigkeit
der Vermutung auch fu¨r jedes Format angenommen wird. Leider ist keine geschlossene Darstellung
der Anzahl der Schra¨gkanten fu¨r diese Beispiele bekannt.
Satz 4.77 (exakte untere Schranke) Sei S ∈ SSIJ ein Plan mit vollsta¨ndiger Operationenmenge
vom Format n×m (m ≥ n ≥ 2). Sei fn,m (S) die Anzahl der (ungerichteten) Schra¨gkanten von [Str].
Ferner seien
s1 (i, j, k) = max {0, (m+ 1)− j − rk} = s4 (i, j, k)
s2 (i, j, k) = m− j
s3 (i, j, k) = (m+ 1)− rk,
wobei rk =
⌊
1 + (k − 1) m−2
n−1
⌋
sei. Bei Richtigkeit von Vermutung 4.76 gilt
fn,m (S) ≥
n−1∑
i=1
m−ri−1∑
j=1
n∑
k=i+1
s1 +
n−1∑
i=2
m−1∑
j=m−ri+2
n∑
k=i+1
s2 +
n−1∑
i=2
m∑
j=m−ri+2
n∑
k=i+1
s3 +
n∑
i=2
m−1∑
j=m−ri+2
i−1∑
k=1
s4.
und es gibt Pla¨ne, die diese Schranke annehmen.
Beweis. Die Menge der Schra¨gkanten in [Str] fu¨r den in Vermutung 4.76 beschriebenen Plan kann
in vier Teile zerlegt werden. Es gibt Schra¨gkanten nach “unten rechts” (Summanden s1 und s2),
solche nach “unten links” (Summand s3), und solche nach “oben rechts” (Summand s4). Die erste
der vier Teilsummen za¨hlt die Anzahl der Schra¨gkanten von einer Operation Oij in eine Zeile k
(Schra¨gkanten nach “unten rechts”, oberhalb der Gegendiagonalen). Wenn eine Operation Oij mit
i ∈ {1, . . . , n− 1} und j ∈ {1, . . . ,m− ri − 1} Nachfolger in Zeile k (k ∈ {i+ 1, . . . , n}) hat (nach
“unten rechts”, oberhalb der Gegendiagonalen), dann sind es (m− j + 1)−rk = s1 > 0 viele außerhalb
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von Spalte j. Operationen Oij mit i ∈ {2, . . . , n− 1} und j ∈ {m− ri + 2, . . . ,m− 1} haben jeweils
m − j = s2 Nachfolger (außerhalb von Spalte j) in Zeile k ∈ {i+ 1, . . . , n} (nach “unten rechts”,
unterhalb der Gegendiagonalen). Operationen Oij mit i ∈ {2, . . . , n− 1} und j ∈ {m− ri + 2, . . . ,m}
haben m − (rk − 1) = s3 Nachfolger (außerhalb von Spalte j) in Zeile k ∈ {i+ 1, . . . , n} (nach
“unten links”). Haben schließlich Operationen Oij mit i ∈ {2, . . . , n} und j ∈ {m− ri + 2, . . . ,m− 1}
zusa¨tzlich auch noch Nachfolger (außerhalb von Spalte j) in Zeile k ∈ {1, . . . , i− 1} (nach “oben
rechts”), dann sind es (m− j + 1)− rk = s4 > 0 viele.
m 3 4 5 6 10 100 1000
n
3 3 8 14 21 71 9.656 996.506
4 16 30 47 147 18.387 1.883.787
5 50 80 250 30.514 3.117.514
6 120 387 45.990 4.689.720
10 1.200 140.994 14.326.344
100 16.170.000 1.639.329.099
Tabelle 4.6: Minimale Anzahl der Schra¨gkanten in einem Plan mit n Auftra¨gen und m Maschinen
nach Satz 4.77.
m 3 4 5 6 10 100 1000
n (%)
3 16,7 22,2 23,3 23,3 26,3 32,5 33,3
4 22,2 25,0 26,1 27,2 31,0 31,4
5 25,0 26,7 27,8 30,8 31,2
6 26,7 28,7 31,0 31,3
10 29,6 61,7 31,9
100 33,0 33,2
Tabelle 4.7: Minimaler Anteil (in %) der tatsa¨chlichen Schra¨gkanten in einem Plan S ∈ SSIJ an den
potentiell mo¨glichen Schra¨gkanten (nach Satz 4.77).
Bemerkung 4.78 (Anteil an potentiell mo¨glichen Schra¨gkanten) Bei Richtigkeit von Vermu-
tung 4.76 entha¨lt ein beliebiger Plan u¨ber einer vollsta¨ndigen Operationenmenge fu¨r genu¨gend große
Werte von n und m sogar mindestens 13 aller jeweils denkbaren Schra¨gkanten (Tabelle 4.7).
Unvollsta¨ndige Operationenmengen
Im Falle von unvollsta¨ndigen Operationenmengen ist die Herleitung von unteren Schranken fu¨r die
Anzahl der Schra¨gkanten allenfalls fu¨r Spezialfa¨lle mo¨glich. Generell gibt es keine untere Schranke.
Es gibt Operationenmengen (mit sogenannter Caterpillar -Struktur) mit beliebig großer Anzahl von
Auftra¨gen und Maschinen, auf denen Pla¨ne existieren, die keinerlei Schra¨gkanten enthalten.
4.5.2 Obere Schranke
Bestimmen wir in GSIJ eine totale Ordnung entlang der regula¨ren Kanten, dann erhalten wir einen
Plan S ∈ SSIJ , dessen H-Comparabilitygraph alle denkbaren Schra¨gkanten entha¨lt. Grundsa¨tzlich
ist also die Anzahl der Schra¨gkanten in einem H-Comparabilitygraph lediglich durch die Gro¨ße des
Graphen beschra¨nkt. Anders sieht es aus, wenn wir Pla¨ne mit bekannter oder beschra¨nkter Anzahl der
Implikationsklassen oder Planimplikationsklassen betrachten. Da die Existenz von Γ-Ketten oder ΓS-
Ketten die Nichtexistenz von Schra¨gkanten voraussetzt, ko¨nnen wir bei gegebener Anzahl der Klassen
eine obere Schranke fu¨r die Anzahl der Schra¨gkanten ermitteln.
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Eine obere Schranke in Abha¨ngigkeit von der Anzahl der Planimplikationsklassen
Wir konzentrieren uns auf den Fall, dass die Anzahl der Planimplikationsklassen bekannt ist. Ana-
log zum Γ-Graphen GΓ = (E,Γ) zu einem Graphen G = (V,E) ko¨nnen wir den ΓS-Graphen
GΓS (S) = (Ereg (S) ,ΓS) zu einem H-Comparabilitygraphen [S
tr] = (SIJ,Ereg (S) + Ediag (S)) deﬁ-
nieren. GΓS ist ein induzierter Teilgraph des Γ-Graphen von [S
tr]. Seine Zusammenhangskomponenten
entsprechen den Planimplikationsklassen von [Str], d.h. den Planimplikationsklassen von S, und deren
Umkehrungen.
Satz 4.79 (obere Schranke, SIJ beliebig) Sei S ∈ SSIJ ein Plan mit genau p Planimplikations-
klassen u¨ber einer beliebigen Operationenmenge SIJ ⊆ I×J . Ferner sei dmax die Anzahl der potentiell
mo¨glichen Schra¨gkanten u¨ber SIJ , und r die Anzahl der regula¨ren Kanten u¨ber SIJ . Dann hat [Str]
ho¨chstens dmax −
⌈
(r−2p)
2
⌉
(ungerichtete) Schra¨gkanten.
Beweis. Der ΓS-GraphGΓS (S) hat genau r Knoten und 2p Zusammenhangskomponenten—die Plan-
implikationsklassen von S und die Planimplikationsklassen von S−1. Er hat damit mindestens (r − 2p)
Kanten. Jede Kante in GΓS repra¨sentiert genau eine ΓS-Relation in [S
tr], und jede ΓS-Relation geht
mit der Existenz einer Nichtkante in [Str] einher. Umgekehrt kann jede Nichtkante in [Str] maximal
zwei verschiedene ΓS-Relationen induzieren. Damit muss [S
tr] also mindestens
⌈
(r−2p)
2
⌉
verschiedene
Nichtkanten haben. D.h. |Ediag (S)| ≤ dmax −
⌈
(r−2p)
2
⌉
.
Folgerung 4.80 (obere Schranke, SIJ vollsta¨ndig) Sei S ∈ SSIJ ein Plan mit genau p Plan-
implikationsklassen u¨ber einer vollsta¨ndigen Operationenmenge. Dann hat [Str] ho¨chstens⌊
nm
4 (2nm− 3n− 3m+ 4) + p
⌋
(ungerichtete) Schra¨gkanten.
Beweis. Bei vollsta¨ndiger Operationenmenge gelten dmax =
nm
2 (n− 1) (m− 1) und r = n
(
m
2
)
+
m
(
n
2
)
. Ferner gilt, dass jede Nichtkante in [Str] genau zwei verschiedene ΓS-Relationen induziert.
Damit folgt aus Satz 4.79
|Ediag (S)| ≤
nm
2
(n− 1) (m− 1)−
⌈
n
(
m
2
)
+m
(
n
2
)
− 2p
2
⌉
=
nm
2
(n− 1) (m− 1)−
⌈
nm (m− 1)
4
+
mn (n− 1)
4
− p
⌉
=
⌊
nm
2
(n− 1) (m− 1)−
nm (m− 1)
4
−
mn (n− 1)
4
+ p
⌋
=
⌊nm
4
[2 (n− 1) (m− 1)− (m− 1)− (n− 1)] + p
⌋
=
⌊nm
4
[2nm− 3n− 3m+ 4] + p
⌋
.
Irreduzible Pla¨ne mit maximaler Anzahl von Schra¨gkanten
Wenden wir die Schranke aus Folgerung 4.80 auf Pla¨ne mit genau einer Planimplikationsklasse an,
dann erhalten wir einen Hinweis darauf, wie viele Schra¨gkanten irreduzible Pla¨ne mo¨glicherweise
maximal haben ko¨nnen. Diese Vorgehensweise liefert jedoch keine obere Schranke fu¨r die Anzahl der
Schra¨gkanten in irreduziblen Pla¨nen, da wir nicht sicher sein ko¨nnen, dass keine irreduziblen Pla¨ne
mit mehreren Planimplikationsklassen existieren, die noch mehr Schra¨gkanten enthalten.
Da es jedoch generell keine Hinweise darauf gibt, dass irreduzible Pla¨ne mit mehreren Planimplika-
tionsklassen etwas anderes als seltene Ausnahmen sind, und die Schranke aus Folgerung 4.80 daru¨ber
hinaus nur sehr langsam in p wa¨chst, liefert sie uns eine sehr gute Na¨herung fu¨r eine obere Schranke
der Anzahl der Schra¨gkanten in irreduziblen Pla¨nen.
Folgerung 4.81 (obere Schranke, 1 Planimplikationsklasse) Sei S ∈ SSIJ ein Plan u¨ber einer
vollsta¨ndigen Operationenmenge mit genau einer Planimplikationsklasse. Dann hat [Str] ho¨chstens⌊
nm
4 (2nm− 3n− 3m+ 4) + 1
⌋
(ungerichtete) Schra¨gkanten.
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Bemerkung 4.82 (Anteil an potentiell mo¨glichen Schra¨gkanten) Es gilt limn,m→∞
⌊nm4 (2nm−3n−3m+4)+1⌋
nm
2 (n−1)(m−1)
= 1. D.h. irreduzible Pla¨ne ko¨nnen theoretisch beliebig groß werden, und fast
alle mo¨glichen Schra¨gkanten enthalten.
m 3 4 5 6
n
2 1 (2) 3 (5) 6 (8) 10 (13)
3 7 (10) 18 (22) 33 (38) 52 (59)
4 45 (49) 82 (86) ≥ 125 (133)
Tabelle 4.8: Maximale Anzahl von Schra¨gkanten in [Str] zu Plan S ∈ SSIJ mit genau einer Planim-
plikationsklasse, und obere Schranke nach Folgerung 4.81 (in Klammern).
Fu¨r kleine Formate la¨sst sich die tatsa¨chliche maximale Anzahl der Schra¨gkanten in Pla¨nen mit
genau einer Planimplikationsklasse noch enumerativ ermitteln (Tabelle 4.8).
Obwohl viele Schra¨gkanten in einem Plan in der Regel zu vielen verschiedenen Planimplikations-
klassen fu¨hren, ko¨nnen also unter besonderen Umsta¨nden auch Pla¨ne mit wenigen oder sogar nur einer
Planimplikationsklasse sehr viele Schra¨gkanten enthalten.
Damit beschließen wir das Kapitel zum Problem IRRED und den ersten Teil dieser Arbeit. Nachdem
wir nun alle grundlegenden Aspekte und Eigenschaften der fu¨r dieses Problem relevanten Objekte ken-
nen, diskutieren wir im zweiten Teil dieser Arbeit die Reduzierbarkeit von Pla¨nen, bzw. die Erkennung
von irreduziblen Pla¨nen.
Teil II
Zur Reduzierbarkeit von Pla¨nen
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Kapitel 5
Ansa¨tze zur Reduktion von Pla¨nen
Der zweite Teil dieser Arbeit dient der Analyse der Komplexita¨t der Erkennung irreduzibler Pla¨ne.
Durch den Vergleich der Schra¨gkantenmengen zweier gegebener H-Comparabilitygraphen la¨sst sich
leicht ermitteln, ob einer der beiden einen Plan beschreibt, der alle durch den anderen Graphen
beschriebenen Pla¨ne streng reduziert (Satz 4.2). Dies liefert einen co-NP-Test fu¨r das Problem IRRED
(Satz 4.3).
Wir haben damit also einen nichtdeterministischen Algorithmus mit polynomiell beschra¨nkter
Laufzeit, der uns zu jedem reduzierbaren Plan mit positiver Wahrscheinlichkeit einen ihn streng re-
duzierenden Plan liefern kann. Oﬀen ist die Frage, ob auch ein NP-Algorithmus existiert, der die
Irreduzibilita¨t eines Plans immer mit positiver Wahrscheinlichkeit erkennen kann. In Kapitel 6 wer-
den wir einen Algorithmus vorstellen, der fast alle irreduziblen Pla¨ne in polynomiell beschra¨nkter
Laufzeit erkennt.
In diesem Kapitel wollen wir einige nahe liegende Ansa¨tze fu¨r einem polynomiellen Reduktionsalgo-
rithmus diskutieren. Diese Ansa¨tze umfassen das Umkehren von Planimplikationsklassen (Abschnitt
5.2), die polynomielle Erkennung von stabilen Schra¨gkanten (Abschnitt 5.3), die Anwendung des erwei-
terten Dreieckslemmas auf Planimplikationsklassen (Abschnitt 5.4) und die Ausnutzung von speziellen
Eigenschaften von Comparabilitygraphen (Abschnitt 5.5). Zuerst wollen wir uns jedoch noch auf einen
geeigneten Startpunkt fu¨r die Suche nach reduzierenden Pla¨nen versta¨ndigen (Abschnitt 5.1).
5.1 Normale Pla¨ne als Ausgangspunkt
Als Ausgangspunkt fu¨r sa¨mtliche Ansa¨tze zur Reduktion von Pla¨nen wollen wir Pla¨ne betrachten, die
nicht mehr durch Umkehren von Implikationsklassen reduziert werden ko¨nnen.
Definition 5.1 (normaler Plan) Ein Plan S ∈ SSIJ heißt normal, wenn sein H-Comparability-
graph [Str] keine Implikationsklasse entha¨lt, die ausschließlich aus Schra¨gkanten besteht, und er durch
Umkehren von Implikationsklassen nicht weiter streng reduziert werden kann.
In Abschnitt 4.1.4 haben wir beschrieben, wie ein Plan in polynomieller Zeit auf Reduzierbarkeit
durch Umkehren von Implikationsklassen getestet werden kann.
Lemma 5.2 (normaler Plan) Jeder Plan S ∈ SSIJ kann in polynomieller Laufzeit in einen nor-
malen Plan S∗ ∈ SSIJ mit S∗  S u¨berfu¨hrt werden.
Beweis. Implikationsklassen, die ausschließlich aus Schra¨gkanten bestehen, ko¨nnen nach Satz 1.45
entfernt werden. Die Reduktion durch das Umkehren von Implikationsklassen ist nach Bemerkung 4.7
in polynomieller Laufzeit mo¨glich.
Bemerkung 5.3 (Eigenschaften normaler Pla¨ne) Sei S ∈ SSIJ ein normaler Plan, PS die Men-
ge der Planimplikationsklassen von S, und F[Str ] die Menge der Farbklassen von [S
tr]. Dann gelten
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(i) Zu jeder Farbklasse von [Str] geho¨rt mindestens eine Planimplikationsklasse von S. Insbesondere
gilt
∣∣F[Str ]∣∣ ≤ |PS |.
(ii) Jede transitive Orientierung von [Str] ist eine Planorientierung.
Eine unmittelbare Folgerung aus diesen Eigenschaften ist, dass ein Plan, bei dem jede Planimpli-
kationsklasse zu einer anderen Implikationsklasse geho¨rt, nicht weiter streng reduziert werden kann.
Satz 5.4 (hinreichende Bedingung fu¨r IRRED) Sei S ∈ SSIJ ein normaler Plan. Gilt
∣∣F[Str]∣∣ =
|PS |, dann ist S irreduzibel.
Beweis. Nach Satz 4.40 ist jeder reduzierende Plan von S eine Rekombination der Planimplikati-
onsklassen S. Nach Voraussetzung ist jede Rekombination der Planimplikationsklassen jedoch eine
Rekombination der Implikationsklassen. Da S jedoch normal ist, kann S nicht durch Rekombination
der Implikationsklassen reduziert werden. Also ist S irreduzibel.
5.2 Naives Umkehren von Planimplikationsklassen
Nach Satz 4.43 beschreibt eine Rekombination der Planimplikationsklassen eines Ausgangsplans genau
dann einen reduzierenden Plan, wenn sie kreisfrei ist und keine neue Schra¨gkante induziert. Durch
die Enumeration aller Rekombinationen ließe sich selbstversta¨ndlich zweifelsfrei ermitteln, ob streng
reduzierende Pla¨ne existieren, oder nicht (Problemformulierung #4 auf Seite 83). Jedoch ist die Anzahl
der dabei zu betrachtenden Rekombinationen expontentiell in der Anzahl der Planimplikationsklassen
des Ausgangsplans. Und da auch irreduzible Pla¨ne sehr viele Planimplikationsklassen enthalten ko¨nnen
(Bemerkung 4.61), ist auf diesem Weg kein polynomiell beschra¨nkter Algorithmus zur Erkennung von
Irreduzibilita¨t denkbar.
Mo¨glichkeit zur polynomiellen Beschra¨nkung
Um die Laufzeit polynomiell beschra¨nken zu ko¨nnen, mu¨ssen wir den exponentiellen Suchbaum der
Enumeration aller Rekombinationen geeignet einschra¨nken. Eine Mo¨glichkeit hierzu besteht darin,
jeweils immer nur genau eine Planimplikationsklasse umzukehren. Wir starten mit einem (normalen)
Ausgangsplan S ∈ SSIJ und bestimmen die Planimplikationsklassen von S, S = P1 + . . . + Pk.
Anschließend kehren wir ein beliebiges Pi um. Um die Chancen zu erho¨hen, ein geeignetes Pi zu
ﬁnden, ko¨nnen wir uns erlauben, alle Pi einzeln zu testen, und anschließend eines auszuwa¨hlen. Wir
bestimmen also in einer Stufe maximal k verschiedene Rekombinationen der Form Si = S−Pi+P
−1
i ,
und pru¨fen fu¨r jedes Si, ob Si ≺ S gilt. Haben wir ein Si mit Si ≺ S gefunden, dann fahren wir mit
Si fort.
Algorithmus Naives Umkehren
Input: S ∈ SSIJ normaler Plan.
Output: S∗ ∈ SSIJ mit S∗  S.
recombine(S∗) {
Bestimme Planimplikationsklassen P1, . . . , Pk von S
∗;
i : = 1;
while (i <= k) do {
Bestimme S∗∗ : = S∗ − Pi + P
−1
i ;
if (S∗∗ kreisfrei and S∗∗ ≺ S∗) then {
recombine(S∗∗);
};
else i : = i+ 1;
};
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return S∗;
};
BEGIN {
S∗ : = S;
recombine(S∗);
};
END.
Lemma 5.5 (Naives Umkehren) Sei S ∈ SSIJ ein normaler Plan u¨ber einer Operationenmenge mit
n Auftra¨gen und m Maschinen. Der Algorithmus Naives Umkehren ist korrekt, und hat einen durch
O
(
n6m6
)
beschra¨nkten Aufwand.
Beweis. Die Prozedur recombine wird mit der Eingabe S∗∗ = S∗ − Pi + P
−1
i fu¨r ein Pi ∈ PS∗
nur aufgerufen, wenn S∗∗ den Plan S∗ streng reduziert. Eine Ru¨ckgabe erfolgt erst, wenn der Plan
S∗ entweder nur noch aus einer Planimplikationsklasse besteht, oder nicht weiter durch Umkehren
von genau einer Planimplikationsklasse streng reduziert werden kann. Damit folgt die Korrektheit.
Die Bestimmung der Planimplikationsklassen ist mit dem Aufwand O
(∣∣V[Str ]∣∣ · ∣∣E[Str ]∣∣) = O (n3m3)
realisierbar. Alle Pru¨fungen und die Bestimmung von S∗∗ sind mit dem Aufwand O
(∣∣E[Str]∣∣) =
O
(
n2m2
)
realisierbar. Da der Plan S∗∗ bei Aufruf von recombinemindestens eine Schra¨gkante weniger
entha¨lt, als der Plan S∗ wird die Funktion recombine maximal |Ediag (S)| oft aufgerufen. Bei jedem
Aufruf von recombine wird die Schleife maximal k-mal durchlaufen, wobei k durch |Ereg (S)| =
O
(
n2m2
)
beschra¨nkt ist. Damit ist die Gesamtlaufzeit beschra¨nkt durch O
(
n2m2 ·
(
n2m2 · n2m2
))
=
O
(
n6m6
)
.
Der Nachteil dieses Verfahrens besteht darin, dass nicht sichergestellt werden kann, dass der
zuru¨ckgegebene Plan S∗ irreduzibel ist. Wa¨hrend sich fu¨r Implikationsklassen mit Hilfe von Golum-
bic’s Struktursatz (Satz 1.21) beweisen la¨sst, dass zu jeder transitiven Orientierung T = I1 + . . .+ Ik
auf einem Comparabilitygraphen mindestens eine der Orientierungen Ti = T − Ii + I
−1
i kreisfrei,
und damit ebenfalls transitiv ist, ist das fu¨r Planimplikationsklassen nicht mo¨glich. Weder la¨sst sich
einfach zeigen, dass mindestens eine der Rekombinationen S∗ = Si = S − Pi + P ∗i kreisfrei ist, noch
wu¨rde daraus folgen, dass Si den Plan S reduziert oder sogar streng reduziert. Ein Plan S ko¨nnte
beispielsweise ausschließlich durch Umkehren von genau zwei von mindestens vier verschiedenen Plan-
implikationsklassen streng reduzierbar sein. In diesem Fall wu¨rde der Algorithmus S∗ = S mit S∗  S
zuru¨ckgeben.
Andererseits sind keine Beispiele fu¨r Pla¨ne bekannt, bei denen dieses Verfahren nicht zu einem
irreduziblen Plan fu¨hrt. Ko¨nnte man also zeigen, dass solche Beispiele nicht existieren, dann ha¨tte
man ein polynomielles Verfahren zur Bestimmung irgendeines irreduziblen Plans zu einem gegebenen
Ausgangsplan.
IRRED in ZPP(1/2)?
Betrachten wir die folgende Erweiterung der Schleife in der Prozedur recombine. Kehren wir nicht nur
genau eine, sondern mit l = 1 beginnend, solange jeweils genau l viele Planimplikationsklassen um, bis
wir einen streng reduzierenden Plan ﬁnden, dann ﬁnden wir bei jedem Aufruf von recombine einen
streng reduzierenden Plan S∗∗ ≺ S∗, sofern S∗ reduzierbar ist. Allerdings verlieren wir dadurch die
polynomielle Beschra¨nktheit innerhalb eines Aufrufs, da wir unter Umsta¨nden vollsta¨ndig enumerieren
mu¨ssen.
Abha¨ngig von der relativen Ha¨uﬁgkeit solcher Instanzen, bei denen das urspru¨ngliche Verfahren
keinen irreduziblen Plan liefert, ko¨nnte dieses variierte Verfahren theoretisch dennoch eine polyno-
mielle maximale durchschnittliche Laufzeit haben. Der Algorithmus Naives Umkehren ko¨nnte damit
mit der Behauptung, dass der zuru¨ckgegebene Plan S∗ irreduzibel ist, zu einem ZPP
(
1
2
)
-Verfahren
umgeru¨stet werden, bei dem jede Eingabe der La¨nge nm (Anzahl der Operationen) eine Versagens-
wahrscheinlichkeit ε (nm) < 12 hat (mit Satz 2.16).
Bemerkung 5.6 (Naives Umkehren) Durch das Umkehren von jeweils genau einer Planimplikati-
onsklasse kann eine polynomielle Beschra¨nkung des Suchbaums der vollsta¨ndigen Enumeration aller
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Rekombinationen der Planimplikationsklassen des Ausgangsplans erreicht werden (Problemformulie-
rung #4). Andererseits la¨sst sich hiermit die Irreduzibilita¨t nicht beweisen. Wa¨hrend nicht bekannt ist,
ob Instanzen fu¨r IRRED existieren, bei denen das Verfahren nicht zu einem irreduziblen Plan fu¨hrt,
ko¨nnte IRRED selbst bei Existenz solcher Instanzen noch in ZPP
(
1
2
)
⊆ NP ∩ co-NP liegen.
5.3 Erkennung stabiler Schra¨gkanten
Ein anderer Lo¨sungsansatz zur Reduktion von Pla¨nen besteht darin, alle stabilen Schra¨gkanten, die
nicht entfernt werden ko¨nnen, von den nicht-stabilen Schra¨gkanten, unterscheiden zu ko¨nnen (mit
Problemformulierung #3 auf Seite 82).
Charakterisierung durch endliche Menge von Konstellationen?
In Abschnitt 4.3 haben wir die A¨hnlichkeiten zwischen den stabilen Schra¨gkanten im Zusammenhang
mit Planimplikationsklassen und den immer-transitiven Kanten im Zusammenhang mit Implikations-
klassen betont. Da immer-transitive Kanten durch eine Menge von nur zwei mo¨glichen und polynomiell
u¨berpru¨fbaren Konstellationen charakterisiert werden ko¨nnen (Satz 1.44), ist die Frage naheliegend, ob
sich stabile Schra¨gkanten nicht ebenso durch eine endliche Menge von Konstellationen charakterisie-
ren lassen. In Abschnitt 4.3.3 haben wir diese Frage bereits untersucht (Bemerkung 4.55). Sofern man
nicht mit anderen Mitteln zeigen kann, dass nichttrivial-stabile Schra¨gkanten, deren Stabilita¨t durch
mehr als zwei verschiedene Planimplikationsklassen induziert wird, nicht existieren, ist die Menge der
denkbaren Konstellationen unbegrenzt.
Transitivierende Kombinationen der Planimplikationsklassen
Wenn eine vollsta¨ndige Charakterisierung nicht mo¨glich ist, dann lassen sich mo¨glicherweise wenig-
stens einige polynomiell u¨berpru¨fbare notwendige Bedingungen ableiten. Schra¨gkanten, die eine solche
fu¨r nichttrivial-stabile Schra¨gkanten notwendige Bedingung erfu¨llen, ko¨nnen dann als potentielle sta-
bile Schra¨gkante behandelt werden, die nicht entfernt werden du¨rfen, solange sie diese Bedingungen
erfu¨llen.
Eine leicht u¨berpru¨fbare Bedingung ist die folgende. In einer gegebenen azyklischen Orientierung
vonGSIJ la¨sst sich zu jeder Schra¨gkante in einem Plan S ∈ SSIJ leicht ein regula¨rerWeg ﬁnden, der fu¨r
die Transitivita¨t, und damit fu¨r die Existenz dieser Schra¨gkante verantwortlich ist (Bestimmung eines
ku¨rzesten Weges in einem gerichteten Graphen). Zu diesem Weg kann ebenfalls sehr leicht die Anzahl
der beteiligten Planimplikationsklassen bestimmt werden. Ist nur eine Planimplikationsklasse beteiligt,
dann ist die Schra¨gkante trivial-stabil. Sind es zwei oder mehr, dann kann keine Aussage getroﬀen
werden. Im Falle von genau zwei Planimplikationsklassen P1 und P2 ko¨nnen wir uns jedoch erlauben, in(
P1 + P
−1
2
)tr
nach der Existenz der gewa¨hlten Schra¨gkante zu suchen. Die Gesamtlaufzeit bleibt dann
immernoch polynomiell beschra¨nkt. Entha¨lt
(
P1 + P
−1
2
)tr
die gewa¨hlte Schra¨gkante, dann ist diese
stabil durch P1 und P2. Entha¨lt
(
P1 + P
−1
2
)tr
die Schra¨gkante nicht, dann kann S durch Verdrehen
von P1 gegenu¨ber P2 streng reduziert werden, sofern die Schra¨gkante im Ausgangsplan nicht noch
auf einem anderen Weg durch andere Planimplikationsklassen transitiviert wird, und
(
P1 + P
−1
2
)tr
keine neuen Schra¨gkanten induziert. Da wir o.B.d.A. P1 und P2 als erweiterte Planimplikationsklassen
betrachten ko¨nnen, ist (P1 + P2)
tr immerhin in jedem Fall kreisfrei.
Entha¨lt der gefunde transitivierende regula¨re Weg zu der gewa¨hlten Schra¨gkante drei oder mehr
Planimplikationsklassen, dann erfu¨llt diese Schra¨gkante eine einfache notwendige Bedingung fu¨r nicht-
trivial-stabile Schra¨gkanten. In diesem Fall sollten wir uns bei der Reduktion von S zuna¨chst auf
andere Schra¨gkanten konzentrieren. Diese Strategie fu¨hrt dazu, dass die Reduktion prinzipiell durch
die Entfernung von Eckkanten erfolgt. Die Bedingung kann daher gegebenenfalls auch von vornherein
auf Wege der La¨nge zwei beschra¨nkt werden.
Das Problem mit dieser Strategie besteht darin, dass auf diese Weise in einem reduzierbaren Plan
mo¨glicherweise sa¨mtliche Schra¨gkanten als potentielle stabile Schra¨gkanten markiert werden. Das Kri-
terium “es existiert ein transitivierender regula¨rer Weg mit mindestens drei verschiedenen Planimpli-
kationsklassen” ist wenig geeignet, um nichttrivial-stabile Schra¨gkanten von anderen zu unterscheiden.
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Es wird beispielsweise auch von solchen Schra¨gkanten erfu¨llt, zu denen sowohl ein (la¨ngerer) transi-
tivierender Weg mit nur zwei Planimplikationsklassen, als auch ein (ku¨rzerer) transitivierender Weg
mit drei oder mehr Planimplikationsklassen existiert.
Andererseits ist auch hier kein Beispiel fu¨r einen reduzierbaren Plan bekannt, der bei Beru¨cksichti-
gung dieser Bedingung nicht weiter streng reduziert werden kann. Mit den U¨berlegungen aus Bemer-
kung 4.57 (Konstruktion von Beispielen) wird klar, dass es nicht leicht ist, einen Plan zu konstruieren,
bei dem keine der Eckkanten entfernbar ist.
Bemerkung 5.7 (Erkennung stabiler Schra¨gkanten) Eine Charakterisierung von stabilen
Schra¨gkanten durch eine endliche Menge von Konstellationen ist mo¨glich, falls der Nachweis gelingt,
dass nichttrivial-stabile Schra¨gkanten nur durch maximal zwei verschiedene Planimplikationsklassen
transitiviert werden ko¨nnen. Andernfalls ist eine solche polynomiell u¨berpru¨fbare Charakterisierung
zwar nicht ausgeschlossen, aber eher unwahrscheinlich. Notwendige Bedingungen fu¨r nichttrivial-
stabile Schra¨gkanten sind entweder zu grob (mindestens drei Planimplikationsklassen in einem tran-
sitivierenden regula¨ren Weg), oder nicht polynomiell u¨berpru¨fbar (Bestimmung aller Kombinationen
der Planimplikationsklassen, die zur Transitivita¨t einer Schra¨gkante fu¨hren).
5.4 Erweitertes Dreieckslemma fu¨r Planimplikationsklassen
Ein anderer Ansatz zur Erkennung von nichttrivial-stabilen Schra¨gkanten, und damit zur Reduktion
von Pla¨nen, besteht in der Beschreibung von notwendigen oder hinreichenden lokalen Bedingungen
fu¨r nichttrivial-stabile Schra¨gkanten auf der einen Seite, und ebensolchen Bedingungen fu¨r entfernbare
Schra¨gkanten auf der anderen Seite.
Im Falle von immer-transitiven Kanten und Implikationsklassen ist das Dreieckslemma von Go-
lumbic (Satz 1.15) hierzu ein geeignetes Hilfsmittel. Fu¨r Schra¨gkanten und Planimplikationsklassen
muss hierzu die Erweiterung des Dreieckslemmas auf beliebige Γ˙-Komponenten herangezogen wer-
den (Satz 4.47), die wir in Abschnitt 4.3.2 beschrieben haben. Dort sind zahlreiche Bedingungen
fu¨r H-Comparabilitygraphen beschrieben. Leider ist die Anwendbarkeit dieser Bedingungen durch die
starken Voraussetzungen so stark eingeschra¨nkt, dass sie keine große Hilfe sind. Wir haben dort auch
die Vor- und Nachteile bei der Wahl einer jeweils geeigneten Trennungsmenge diskutiert (Abschnitt
4.3.2).
Wa¨hrend die Konstellation mit drei beteiligten Klassen in Abbildung 4.9 auf Seite 92 im Falle
von Implikationsklassen durch mehrmalige Anwendung des Dreieckslemmas als unmo¨glich realisier-
bar bewiesen werden kann, ist dies fu¨r Planimplikationsklassen nicht mo¨glich. Die einzige deﬁnitive
Aussage, die sich in diesem Fall fu¨r diese lokale Konstellation treﬀen la¨sst, ist, dass sowohl a, als auch
b mit Kanten aus FP2 inzidieren mu¨ssen. Das folgt jeweils aus dem Vergleich verschiedener Dreiecke
bei Anwendung von Folgerung 4.50 auf Kanten aus P2. Fu¨r die Existenz oder Nichtexistenz eines
Plans mit dieser Konstellation liefert diese Information jedoch keinerlei Anhaltspunkte. Auch fu¨r die
Konstruktion eines Beispiels ist diese Infomation in keiner Weise hilfreich.
Bemerkung 5.8 (erweitertes Dreieckslemma) Die Erweiterung des Dreieckslemmas auf Γ˙-Kom-
ponenten zu beliebigen Trennungsmengen F ⊆ E eines Graphen G = (V,E) ist fu¨r Planimplikations-
klassen in H-Comparabilitygraphen prinzipiell anwendbar. Wegen der starken Voraussetzung ist jedoch
die tatsa¨chliche Anwendbarkeit so stark eingeschra¨nkt, dass fu¨r konkrete Konstellationen kaum rele-
vante Aussagen getroffen werden ko¨nnen. Daher lassen sich weder fu¨r nichttrivial-stabile Schra¨gkanten,
noch fu¨r entfernbare Schra¨gkanten notwendige oder hinreichende Bedingungen ableiten.
5.5 Eigenschaften von Comparabilitygraphen
Ein letzter naheliegender Ansatz zur Reduktion von Pla¨nen ist die Ausnutzung der Eigenschaf-
ten von Comparabilitygraphen. Wir suchen schließlich einen echten Teilgraphen eines H-Comparabi-
litygraphen, der selber transitiv orientierbar ist (Problemformulierung #2). Nach der Diskussion der
Komplexita¨t von verwandten Problemen zu IRRED in Abschnitt 4.4 muss jeder polynomielle Reduk-
tionsalgorithmus zwingend ausnutzen, dass durch den H-Comparabilitygraphen des Ausgangsplans
bereits ein transitiv orientierbarer Graph gegeben ist.
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5.5.1 Bestimmung von Mengen entfernbarer Schra¨gkanten?
Wir wissen, dass wir alle Schra¨gkanten eines H-Comparabilitygraphen in polynomieller Zeit auf ihre
jeweilige Entfernbarkeit u¨berpru¨fen ko¨nnen (Abschnitt 4.1.4). Sei es durch die jeweilige U¨berpru¨fung
der Bedingung aus Satz 1.43, oder durch die U¨berpru¨fung von G− eˆ fu¨r e ∈ Ediag auf Existenz einer
transitiven Orientierung. Andererseits haben wir auch gesehen, dass die Information u¨ber die einzelne
Entfernbarkeit der Schra¨gkanten lediglich Aufschluss u¨ber die Reduzierbarkeit eines Ausgangsplans
durch Umkehren von Implikationsklassen liefert. Durch die Reduzierung u¨ber die Ermittlung von
Schra¨gkanten e ∈ Ediag, fu¨r die G − eˆ transitiv orientierbar ist, gelangen wir zu normalen Pla¨nen
(Deﬁnition 5.1). Ein normaler Plan ist jedoch nicht unbedingt irreduzibel.
B33 =
 1 2 33 1 2
4 3 1
 B34 =
 1 2 33 1 2
2 3 1

Der H-Comparabilitygraph [Btr33] zu dem Plan B33 beispielsweise ist prim. Er kann also nicht weiter
durch Umkehren von Implikationsklassen reduziert werden. Keine der sechs Schra¨gkanten (Abbildung
5.1) kann einzeln entfernt werden. Dennoch ist B33 nicht irreduzibel. Er besteht aus zwei verschiedenen
Planimplikationsklassen, von denen eine drei der Schra¨gkanten als trivial-stabile Schra¨gkanten entha¨lt
(graue Schra¨gkanten ohne gemeinsamen Knoten). Werden von den verbleibenden drei Schra¨gkanten die
beiden Schra¨gkanten aus der trennenden Kantenmenge zwischen den beiden Planimplikationsklassen
(die beiden Kanten, die mit Operationen mit Rang 2 inzidieren) gleichzeitig entfernt, dann kann B33
streng reduziert werden. Der resultierende irreduzible Plan ist der Plan B34.
Abbildung 5.1: Die Schra¨gkantenmengen von [Btr33] (links) und [B
tr
34] (rechts). Aus [B
tr
33] mu¨ssen si-
multan mindestens zwei Schra¨gkanten entfernt werden, um wieder zu einem Comparabilitygraphen zu
gelangen.
Lassen sich aus den Informationen u¨ber die individuelle Entfernbarkeit aller Schra¨gkanten Ru¨ck-
schlu¨sse auf mo¨gliche Mengen simultan entfernbarer Schra¨gkanten ziehen? Betrachten wir hierzu ein
weiteres Mal ein bereits bekanntes Beispiel. Der Plan A234 aus Beispiel 4.44 bzw. Beispiel 4.8 (Plan
S, Abbildung 4.4) besteht aus 3 Implikationsklassen und entha¨lt 8 Schra¨gkanten. Zu A234 gibt es ins-
gesamt genau 5 verschiedene irreduzible Pla¨ne: A156, A1567, A1256, A12567 und A3457 (Abbildung 4.8).
Wa¨hrend jede der 8 Schra¨gkanten in [Atr234] einzeln entfernt werden kann—keine der Schra¨gkanten ist
stabil—, kann nicht jede beliebige Teilmenge der einzeln entfernbaren Schra¨gkanten simultan entfernt
werden. Die Menge der Schra¨gkanten 1̂.4, 3̂.4 und 3̂.8 beispielsweise entha¨lt aus jedem der 5 irredu-
ziblen Pla¨ne zu A234 eine Kante. Die Entfernung diese Menge aus [A
tr
234] kann damit, unabha¨ngig von
allen anderen Schra¨gkanten, auf keinen Fall zu einem Comparabilitygraphen fu¨hren.
Bemerkung 5.9 (individuelle Entfernbarkeit von Schra¨gkanten) Die individuelle Entfernbar-
keit jeder einzelnen Kante einer Teilmenge der Schra¨gkanten in einem H-Comparabilitygraph ist weder
eine notwendige, noch eine hinreichende Bedingung fu¨r die Entfernbarkeit der gesamten Teilmenge.
Im folgenden Kapitel werden wir einen fortgeschritteneren Ansatz zu Bestimmung einer zula¨ssigen
Entfernungsmenge unter der Menge der Schra¨gkanten eines H-Comparabilitygraphen beschreiben.
5.5.2 Verbotene Teilgraphen
Eine andere Eigenschaft von Comparabilitygraphen ist, dass sie durch das Nichtenthaltensein einer
Menge von Teilgraphen charakterisiert werden ko¨nnen. Ein Graph ist genau dann ein Comparability-
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graph, wenn er keinen der Graphen aus einer Liste C als induzierten Teilgraphen entha¨lt (Satz 1.36).
Diese Liste C = C1 + C2 entha¨lt dabei die Graphenklassen und Graphen, die durch die Abbildungen
1.5, 1.6 und 1.7 (Seite 25-27) beschrieben sind. Das besondere an dieser Charakterisierung ist, dass
diese Liste C der verbotenen Teilgraphen bei beschra¨nkter Anzahl der Knoten endlich ist.
Die H-Comparabilitygraphen zu irreduziblen Pla¨nen sind die minimalen Elemente der durch die
Reduzierbarkeits-Relation beschriebenen Halbordnung auf der Menge der H-Graphen mit beliebiger
Schra¨gkantenmenge (Abschnitt 4.1.1). Fu¨r sie gilt, dass es keine Menge der Schra¨gkanten gibt, deren
Entfernung wieder zu einem Comparabilitygraphen fu¨hrt. Nach Satz 1.36 (verbotene Teilgraphen) gilt
also fu¨r jede Schra¨gkante e ∈ Ediag (S) in einem irreduziblen Plan S ∈ SSIJ , dass der Graph [Str]− eˆ
einen Graphen aus der Liste C als induzierten Teilgraphen entha¨lt. Eine naheliegende Frage ist nun:
Ko¨nnen stabile Schra¨gkanten auf diese Weise charakterisiert werden? Gilt beispielsweise, dass eine
Schra¨gkante e in einem beliebigen Plan S ∈ SSIJ genau dann stabil ist, wenn der Graph [Str] − eˆ
einen Graphen aus C als induzierten Teilgraphen entha¨lt?
Regula¨re H-Einbettungen von Graphen aus C
Wa¨hrend fu¨r eine stabile Schra¨gkante natu¨rlich gilt, dass [Str] − eˆ einen Graphen aus C entha¨lt, ist
die Umkehrung jedoch nicht richtig, wie wir bereits an mehreren Beispielen gesehen haben (zuletzt
an dem Plan B33). Entha¨lt [S
tr]− eˆ den Graphen G∗ ∈ C als induzierten Teilgraphen, dann kann das
Entfernen einer oder mehrerer Kanten von G∗ den verbleibenden Graphen durchaus wieder transitiv
orientierbar machen. Wu¨rde G∗ jedoch ausschließlich aus regula¨ren Kanten bestehen, dann ko¨nnte
keine dieser Kanten mehr entfernt werden. Jeder Teilgraph von [Str] − eˆ, der den H-Graphen GSIJ
entha¨lt, wu¨rde den GraphenG∗ als induzierten Teilgraphen enthalten. In diesem Fall wa¨re die entfernte
Kante e ∈ Ediag (S) tatsa¨chlich stabil.
Wenn wir eine Darstellung eines Graphen G∗ ∈ C als induzierten Teilgraphen eines H-Graphen
GSIJ zu einer Operationenmenge SIJ eine H-Einbettung vonG
∗ nennen, dann ko¨nnen wir die folgende
Frage stellen: Kann man stabile Schra¨gkanten e ∈ Ediag (S) daran erkennen, dass der Graph [Str]− eˆ
eine regula¨re H-Einbettung eines Graphen G∗ ∈ C entha¨lt, d.h. eine H-Einbettung, die ausschließlich
aus regula¨ren Kanten besteht?
Fu¨r den Plan B34 auf Seite 114 gilt beispielweise, dass das Entfernen einer beliebigen der drei
Schra¨gkanten zu einem induzierten K2 × K3 fu¨hrt. Der Graph [Btr34] − eˆ entha¨lt damit fu¨r jede
Schra¨gkante e ∈ Ediag (B34) eine regula¨re H-Einbettung des Komplementgraphen von C6 (Abbildung
1.6 auf Seite 26).
Leider ist der Komplementgraph von Cn fu¨r gerade n, C¯n = K2 × Kn
2
, oﬀenbar einer von nur
sehr wenigen Graphen in C, die eine solche regula¨re H-Einbettung besitzten. Neben C¯n fu¨r gerade n
besitzen oﬀenbar nur noch L¯1 und L¯
′
1 u¨berhaupt eine regula¨re H-Einbettung.
Abbildung 5.2: Der Graph G8 und sein Komplement G¯8 ∈ C (vgl. Abbildung 1.7).
Hinzufu¨gen einer Kante zu den Graphen aus C
In einem alternativen Ansatz zur Ausnutzung dieser Eigenschaften von Comparabilitygraphen ko¨nnen
wir versuchen, irreduzible Pla¨ne u¨ber einer gegebenen Operationenmenge durch Einfu¨gen von einzel-
nen Schra¨gkanten in H-Einbettungen von Graphen aus C zu konstruieren. Wir ko¨nnen uns fragen,
welche Eigenschaften ein Graph [Str]− eˆ fu¨r einen irreduziblen Plan S ∈ SSIJ und eine Schra¨gkante
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e ∈ Ediag (S) hat. Mo¨glicherweise kann man von solchen Graphen Ru¨ckschlu¨sse auf irreduzible Pla¨ne
ziehen, deren H-Comparabilitygraphen diese Graphen enthalten. Die einfachsten Beispiele fu¨r solche
Graphen liefern scheinbar die H-Einbettungen von Graphen G∗ ∈ C selber.
Abbildung 5.3: 4 von 928 verschiedenen nichtisomorphen H-Einbettungen von G¯8 ∈ C.
In Abbildung 5.3 sind einige ausgewa¨hlte H-Einbettungen des Graphen G¯8 ∈ C (vgl. Abbildung 5.2)
dargestellt. Wa¨hrend jedoch zu jeder dieser Einbettungen Schra¨gkanten so hinzugefu¨gt werden ko¨nnen,
dass daraus (ggf. nach Einfu¨hrung weiterer Operationen) H-Comparabilitygraphen entstehen, ko¨nnen
andererseits jeweils auch Schra¨gkanten entfernt werden, so dass die Pla¨ne, die durch Hinzufu¨gen einer
Kante entstanden sind, nicht unbedingt irreduzibel sein mu¨ssen. Bei den beiden H-Einbettungen von
G¯8 mit nur zwei Schra¨gkanten ko¨nnen beispielsweise jeweils beide Schra¨gkanten entfernt werden.
Andererseits existiert zu jeder Operationenmenge SIJ ⊆ I × J eine Menge von Graphen, die je-
weils durch Hinzufu¨gen von genau einer Kante zu Plangraphen von irreduziblen Pla¨nen werden. Diese
Graphen bestehen jeweils aus mehreren miteinander kombinierten Graphen aus C. Die große Zahl der
mo¨glichen Kombinationen zu einer gegebenen Operationenmenge, verbunden mit der großen Anzahl
mo¨glicher H-Einbettungen jedes Einzelnen dieser Graphen—allein der Graph G¯8 besitzt 928 verschie-
dene nichtisomorphe H-Einbettungen—la¨sst eine Enumeration der irreduziblen Pla¨ne auf diesem Weg
allerdings wenig aussichtsreich erscheinen. Einen Ansatz fu¨r eine etwas zielgerichtetere Methode zur
Konstruktion von irreduziblen Pla¨nen durch das Hinzufu¨gen von Kanten werden wir im Abschnitt 6.5
betrachten.
Bemerkung 5.10 (verbotene Teilgraphen) Die Charakterisierung von Comparabilitygraphen
durch eine endliche Liste (bei beschra¨nkter Anzahl der Knoten) von verbotenen Teilgraphen ist weder
bei der Erkennung von stabilen Schra¨gkanten, noch bei der Konstruktion von irreduziblen Pla¨nen von
großem Nutzen.
5.5.3 Eigenschaften von Modulen
Bei der Beschreibung von Comparabilitygraphen beschra¨nken wir uns in dieser Arbeit auf die “kan-
tenorientierte” Darstellung durch Implikationsklassen, wa¨hrend bei der algorithmischen Bestimmung
von transitiven Orientierungen die “knotenorientierte” Beschreibung durch die modulare Dekompo-
sition (Abschnitt 1.4.2) eine bedeutende Rolle spielt. Es stellt sich daher die Frage: Existiert eine
5.5. EIGENSCHAFTEN VON COMPARABILITYGRAPHEN 117
Formulierung von IRRED mit Hilfe der modularen Dekomposition, die die Erkennung von stabilen
Schra¨gkanten oder von irreduziblen Pla¨nen in polynomiell beschra¨nkter Zeit ermo¨glicht?
In Abschnitt 1.4.2 sind wir auf die enge Verzahnung zwischen der Beschreibung von Comparability-
graphen durch Module und der Beschreibung durch Implikationsklassen eingegangen. Der Unterschied
zwischen diesen beiden Varianten ist in erster Linie quantitativ. Mit Hilfe der modularen Dekompositi-
on la¨sst sich eine transitive Orientierung schneller ﬁnden, als durch Bestimmung der Implikationsklas-
sen anhand der Γ-Relation. Einen qualitativen Unterschied zwischen diesen beiden Beschreibungen
gibt es nicht.
Als fundamentale Bausteine der Pla¨ne zu Open-Shop Schedulingproblemen haben wir die Planim-
plikationsklassen beschrieben. Es ist grundsa¨tzlich denkbar, dass sich diese Teilstrukturen der Impli-
kationsklassen in Teilstrukturen von Modulen—z.B. in Planmodule—u¨bersetzen lassen. Wir ko¨nnen
jedoch nicht erwarten, dass eine solche alternative Beschreibung gegenu¨ber der Beschreibung durch
Planimplikationsklassen tiefere Einsichten liefert.
Bemerkung 5.11 (modulare Dekomposition) Transitive Orientierungen ko¨nnen durch Implika-
tionsklassen oder Module beschrieben werden. Da jeweils die gleiche Teilstruktur eines Comparabili-
tygraphen beschrieben wird, hat jede Eigenschaft in einer der beiden Beschreibungen ein A¨quivalent
in der jeweiligen anderen Sprache. Man kann nicht erwarten, dass eine Betrachtung von IRRED in
einer Formulierung mit Hilfe von Modulen zu Einsichten fu¨hrt, die durch eine Formulierung mit Hilfe
von Planimplikationsklassen unzuga¨nglich bleiben.
Wir beschließen damit dieses Kapitel u¨ber wenig aussichtsreiche Ansa¨tze zur Reduktion von Pla¨nen.
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Kapitel 6
Ein Reduktionsalgorithmus
Einer der Ansa¨tze aus dem vorangegangenen Kapitel zur Reduktion von Pla¨nen zielte darauf ab,
in einem H-Comparabilitygraphen eine Menge entfernbarer Schra¨gkanten zu bestimmen (Abschnitt
5.5.1). Diese Idee wollen wir in diesem Kapitel weiter verfolgen.
Wenn ein Ausgangsplan S ∈ SSIJ durch Verdrehen von einer Planimplikationsklasse P1 ∈ PS ge-
genu¨ber einer Planimplikationsklasse P2 ∈ PS reduziert werden soll, dann mu¨ssen sa¨mtliche Γ-Ketten,
durch die die beiden in [Str] mo¨glicherweise verbunden sind, getrennt werden (Satz 4.59). Das liefert
einen ersten Hinweis auf eine Menge von Schra¨gkanten, die entfernt werden muss, um durch Umkeh-
ren von P1 oder P2 zu einem reduzierenden Plan zu gelangen. Da die Entfernung einer auf diese Art
und Weise bestimmten Kantenmenge aus [Str] typischerweise nicht zu einem Comparabilitygraphen
fu¨hrt, bedarf es noch der Betrachtung einiger weiterer Begleitumsta¨nde, um zu einer zula¨ssigen Ent-
fernungsmenge zu gelangen. Der Beschreibung eines auf dieser Grundidee basierenden Verfahrens zur
konstruktiven Reduktion eines Ausgangsplans dient dieses Kapitel.
Zur Beschreibung der angesprochenen Begleitumsta¨nde greifen wir den Begriﬀ des bereits bekannten
Faktorgraphen auf, und stellen ihm einem weiteren abgeleiteten Hilfsgraphen gegenu¨ber—den Kon-
sequenzgraphen (Abschnitt 6.1). Aus den Informationen, die diese beide Graphen liefern, leiten wir
anschließend einen sogenannten Reduktionsgraphen ab (Abschnitt 6.2). Mit Hilfe dieser Tools ent-
wickeln wir eine Strategie zur Bestimmung einer zula¨ssigen Entfernungsmenge (Abschnitt 6.3), die
wir in zwei Auspra¨gungen eines Reduktionsverfahrens einﬂießen lassen (Abschnitt 6.4).
Zuletzt diskutieren wir noch, inwiefern man auch durch sukzessives Hinzufu¨gen von Schra¨gkanten
zum leeren H-Graphen GSIJ irreduzible Pla¨ne erzeugen kann (Abschnitt 6.5), und einen daraus ab-
geleiteten Ansatz fu¨r eine Nachbarschaft zwischen irreduziblen Pla¨nen (Abschnitt 6.6)
6.1 Faktorgraph und Konsequenzgraph
Das Ziel des in diesem Kapitel beschriebenen Verfahrens ist die Bestimmung einer Teilmenge M der
Schra¨gkanten Ediag (S) eines Plans S ∈ SSIJ , mit der Eigenschaft, dass [S
tr] −M ein Comparabi-
litygraph ist. Bevor wir uns den aus einem H-Comparabilitygraphen [Str] abgeleiteten Hilfsgraphen
widmen, wollen wir jedoch kurz einige Sprechweisen im Zusammenhang mit solchen Entfernungsmen-
gen festhalten.
6.1.1 Zula¨ssige und zula¨ssig erweiterbare Entfernungsmengen
Definition 6.1 (Entfernungsmenge) Eine Entfernungsmenge eines H-Comparabilitygraphen [Str]
zu einem Plan S ∈ SSIJ ist eine ungerichtete Teilmenge M = Mˆ ⊆ Ediag (S) der Schra¨gkantenmenge.
Wir nennen M zula¨ssig, wenn [Str] − M ein H-Comparabilitygraph ist, und zula¨ssig erweiterbar,
wenn eine zula¨ssige Entfernungsmenge M∗ mit M (M∗ existiert. Eine Entfernungsmenge, die nicht
zula¨ssig erweiterbar ist, heißt unzula¨ssig.
Man beachte, dass eine nicht zula¨ssige Entfernungsmenge nicht unbedingt unzula¨ssig ist. Ande-
rerseits kann eine Entfernungsmenge auch zula¨ssig sein, und dennoch zula¨ssig erweiterbar. Mit dem
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Begriﬀ der Entfernungsmenge folgt unmittelbar eine weitere Mo¨glichkeit zur Formulierung des Pro-
blems IRRED.
Problem IRREDUCIBILITY (IRRED) (#5): Gegeben sei ein Plan S ∈ SSIJ fu¨r
das Open-Shop Problem O || Cmax. Ist jede Entfernungsmenge M ⊆ Ediag (S) in [Str] =
(SIJ,Ereg (S) + Ediag (S)) unzula¨ssig?
Die Antworten auf die Fragen “Existiert eine zula¨ssige Entfernungsmenge in [Str]?” bzw. “Existiert
eine zula¨ssig erweiterbare Entfernungsmenge in [Str]?” liefern jeweils Antworten fu¨r co-IRRED.
6.1.2 Der Faktorgraph und seine Bedeutung
Zur Beschreibung der Zula¨ssigkeit einer Entfernungsmenge ziehen wir die in [Str] enthaltenen In-
formationen u¨ber die Rolle der einzelnen Schra¨gkanten heran. Vor dem Hintergrund der Zerlegung
der regula¨ren Kanten eines Plans in Planimplikationsklassen haben Schra¨gkanten zwei verschiedene
Funktionen. Zum Einen fu¨hrt ihre Existenz zu Γ-Ketten zwischen verschiedenen Planimplikationsklas-
sen. Und zum Anderen verhindert ihre Existenz das Entstehen von ΓS-Relationen zwischen regula¨ren
Kanten aus verschiedenen Planimplikationsklassen.
Der Faktorgraph GF
Zur Beschreibung der ersten dieser beiden Funktionen haben wir in Abschnitt 4.2.3 bereits den Fak-
torgraphen GF = GF (S) zu einem Plan S ∈ SSIJ kennen gelernt. Als Knoten entha¨lt GF die
gerichteten Schra¨gkanten von [Str], sowie die erweiterten Planimplikationsklassen aus PS und PS−1 .
Eine (ungerichtete) Kante zwischen zwei Knoten in GF existiert genau dann, wenn zwischen den je-
weils repra¨sentierten Kanten oder Kantenmengen in [Str] eine Γ-Relation besteht. Der Faktorgraph
ist insbesondere symmetrisch bezu¨glich der Umkehrung der betrachteten Kanten oder Kantenmengen
aus [Str].
Lemma 6.2 (Anzahl der Knoten und Kanten in GF) Sei GF = (VF , EF ) der Faktorgraph zu
einem Plan S ∈ SSIJ u¨ber einer Operationenmenge SIJ mit n Auftra¨gen und m Maschinen. Dann
gelten |VF | = O
(
n2m2
)
und |EF | = O
(
n3m3
)
.
Beweis. Die Anzahl der Knoten in GF ist beschra¨nkt durch die Anzahl der Kanten in [S
tr], |VF | ≤∣∣E[Str ]∣∣ = |Ereg (S)| + |Ediag (S)| ≤ [n(m2 )+m(n2)] + [nm2 (n− 1) (m− 1)] = O (n2m2). Die Anzahl
der Kanten in GF ist bestimmt durch die Anzahl der Γ-Relationen in [S
tr]. Da zwei Knoten in
[Str] maximal nm − 2 gemeinsame Nachbarn haben ko¨nnen, kann jede Nichtkante in [Str] maximal
nm − 2 verschiedene Γ-Relationen induzieren. Die Anzahl der mo¨glichen Nichtkanten ist durch die
Anzahl der mo¨glichen Schra¨gkanten, nm2 (n− 1) (m− 1), beschra¨nkt. Damit gilt |EF | ≤ [nm− 2] ·[
nm
2 (n− 1) (m− 1)
]
= O
(
n3m3
)
.
In der Abscha¨tzung der Anzahl der Γ-Relationen in [Str] ko¨nnen nicht beide Faktoren gleichzeitig
maximal bzw. minimal sein, da jede mo¨gliche Schra¨gkante entweder eine Nichtkante, oder aber eine
Schra¨gkante in [Str] ist, und daher nur zu genau einem der beiden Faktoren einen Beitrag leistet.
Dennnoch ist eine quadratische Abscha¨tzung der Anzahl der Γ-Relationen, und damit der Anzahl der
Kanten in GF , nicht mo¨glich.
Der Faktorgraph und Entfernungsmengen
Eine zula¨ssige Entfernungsmenge, die einen Ausgangsplan S ∈ SSIJ durch das Umkehren einer Planim-
plikationsklasse P1 gegenu¨ber einer anderen Planimplikationsklasse P2 aus der gleichen Implikations-
klasse reduzieren soll, muss aus jeder Γ-Kette in [Str] zwischen P1 und P2 mindestens eine Schra¨gkante
enthalten. Jeder Γ-Weg zwischen P1 und P2 muss unterbrochen werden (Satz 4.59). Haben wir nun
eine Entfernungsmenge M ⊆ Ediag (S) gegeben, die dazu fu¨hrt, dass P1 gegenu¨ber P2 verdreht wird,
dann ko¨nnen wir aus dem Faktorgraphen ablesen, ob P1 und P2 in [S
tr] − M nicht nach wie vor
durch einen Γ-Weg verbunden sind. Solange P1 und P2 in GF −M in einer Zusammenhangskompo-
nente liegen, sind nicht alle Γ-Wege zersto¨rt. Mit GF −M bezeichnen wir dabei den Faktorgraphen,
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aus dem alle Knoten entfernt wurden, die die durch M ⊆ Ediag (S) beschriebenen Schra¨gkanten re-
pra¨sentieren. In Anlehnung an Γ-Graphen ko¨nnen wir diesen Zusammenhang mit dem Begriﬀ der
Konsistenz beschreiben (Abschnitt 1.2.4): Der Graph GF −M heißt konsistent , wenn K ∩K−1 = ∅
fu¨r jede Zusammenhangskomponente K gilt, wobei mit K−1 die Menge der Knoten beschrieben sei,
die die Umkehrkanten in [Str] der Knoten aus K repra¨sentieren (Abschnitt 4.2.3).
Konstruktion und Darstellung von GF
Ein Beispiel fu¨r einen Faktorgraphen und seine Darstellung ist auf Seite 123 angefu¨hrt (Beispiel
6.6, Abbildung 6.2). Bei der Darstellung von GF werden wir typischerweise auf die Darstellung des
gesamten Graphen verzichten, und uns auf die Darstellung aller nichtsymmetrischen Knoten und
Kanten beschra¨nken. Ferner werden wir die Umkehrmenge einer Kantenmenge P aus Gru¨nden der
besseren Darstellung ha¨uﬁg auch mit P¯ statt P−1 bezeichnen.
Bemerkung 6.3 (Konstruktion von GF) Der Faktorgraph GF = GF (S) zu einem Plan S ∈ SSIJ
entha¨lt Informationen u¨ber die Γ-Relationen in einem Comparabilitygraphen. Er kann daher genau
wie der Γ-Graph in polynomieller Laufzeit bestimmt werden. Auch die U¨berpru¨fung eines Teilgraphen
GF −M auf Konsistenz ist in polynomieller Zeit durchfu¨hrbar.
6.1.3 Der Konsequenzgraph und seine Bedeutung
Wa¨hrend der Faktorgraph GF Informationen u¨ber Γ-Wege in einem H-Comparabilitygraphen [S
tr]
liefert, ko¨nnen wir die Informationen u¨ber die durch die Existenz der einzelnen Schra¨gkanten verhin-
derten ΓS-Relationen durch dem sogannten Konsequenzgraphen darstellen.
Konsequenzen aus dem Entfernen von Schra¨gkanten
Durch das Entfernen von Kanten entstehen in aller Regel neue Γ -Relationen. Der Konsequenz-
graph gibt Auskunft daru¨ber, zwischen welchen Schra¨gkanten oder Planimplikationsklassen neue Γ-
Relationen durch die Entfernung einer Schra¨gkante ei ∈ Ediag (S) entstehen.
Definition 6.4 (Konsequenzgraph) Sei [Str] = (SIJ,Ereg (S) + Ediag (S)), mit |Ediag (S)| = d,
der H-Comparabilitygraph zu einem Plan S ∈ SSIJ , und sei PS = {P1, . . . , Pk} die Menge der Plan-
implikationsklassen von S, Ereg (S) = P1 + . . . + Pk + P
−1
1 + . . . + P
−1
k . Der Konsequenzgraph
GK = GK (S) = (VK, EK) ist ein gefa¨rbter Multigraph, dessen Knotenmenge aus der Menge der er-
weiterten Planimplikationsklassen von S und S−1 und aus der Menge der verbleibenden gerichteten
Schra¨gkanten Ediag (S) besteht, VK ⊆ Ediag (S)+PS+PS−1 . Zwei Knoten e
′ und e′′ aus VK sind in GK
genau dann durch eine ungerichtete Kante der Farbe i ∈ {1, . . . , d} verbunden, wenn die Entfernung
der Schra¨gkante ei ∈ Ediag (S) aus [Str] eine Γ-Relation zwischen den durch e′ bzw. e′′ repra¨sentierten
Schra¨gkanten oder Planimplikationsklassen induziert,
EK =
{
ê′e′′ der Farbe i : e′Γe′′ in
[
Str
]
− ei, ei ∈ Ediag (S)
}
.
Mit GKi bezeichnen wir den Teilgraphen von GK, der alle mit i gefa¨rbten Kanten entha¨lt. Es gilt
GK = GK1 + . . .+GKd .
Der Konsequenzgraph gibt damit insbesondere daru¨ber Auskunft, welche Planimplikationsklassen
durch die Entfernung einer Schra¨gkante eˆi ∈ Ediag (S) unter Umsta¨nden miteinander verschmelzen,
d.h. welche Konsequenzen die Entfernung von eˆi nach sich zieht. Ein Beispiel fu¨r einen Konsequenz-
graphen und seine Darstellung ist im Beispiel 6.6 auf Seite 123 angefu¨hrt (Abbildung 6.2).
Das Verschmelzen zweier Planimplikationsklassen durch die Entfernung von eˆi nennen wir auch
eine direkte Konsequenz. Trivial-stabile Schra¨gkanten werden als Kanten ihrer jeweiligen (erweiterten)
Planimplikationsklassen behandelt. Da sie in keinem Fall entfernt werden ko¨nnen, unterscheiden sie
sich nicht von regula¨ren Kanten. Der Konsequenzgraph ist genau wie der Faktorgraph symmetrisch
bezu¨glich der Umkehrung der betrachteten Kanten oder Kantenmengen aus [Str].
Ferner gelten fu¨r die Anzahl der Knoten und Kanten von GK jeweils dieselben Abscha¨tzungen wie
beim Faktorgraphen.
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Lemma 6.5 (Anzahl der Knoten und Kanten in GK) Sei GK = (VK, EK) der Konsequenzgraph
zu einem Plan S ∈ SSIJ u¨ber einer Operationenmenge SIJ mit n Auftra¨gen und m Maschinen. Dann
gelten |VK| = O
(
n2m2
)
und |EK| = O
(
n3m3
)
. Fu¨r die Teilgraphen GKe mit e ∈ Ediag (S) gelten
|VKe | = |VK| und |EKe | = O (nm).
Beweis. Die Anzahl der Knoten in GK ist beschra¨nkt durch die Anzahl der Kanten in [S
tr], |VK| ≤∣∣E[Str ]∣∣ = |Ereg (S)| + |Ediag (S)| ≤ [n(m2 )+m(n2)] + [nm2 (n− 1) (m− 1)] = O (n2m2). Die Anzahl
der Kanten in GK ist bestimmt durch die Anzahl der Dreiecke in [S
tr], die mindestens eine Schra¨gkante
enthalten. Es gilt GK =
⋃
e∈Ediag(S)
GKe . Da zwei Knoten in [S
tr] maximal nm − 2 gemeinsame
Nachbarn haben ko¨nnen, kann jede Schra¨gkante in [Str] in maximal nm− 2 verschiedenen Dreiecken
liegen. Also gilt |EKe | = O (nm). Mit |Ediag (S)| ≤
nm
2 (n− 1) (m− 1) = O
(
n2m2
)
folgt dann |EK| ≤
O
(
n2m2
)
· |EKe | = O
(
n3m3
)
.
Kontraktion der Planimplikationsklassen und Multikanten
Eine neue Γ-Relation zwischen zwei beliebigen Kanten aus [Str] kann jeweils ho¨chstens durch die
Entfernung einer einzigen Kante aus [Str] induziert werden. Wu¨rden wir die Knotenmenge von GK
also abweichend als die Menge aller Kanten aus [Str] annehmen, dann wa¨re GK kein Multigraph.
Multikanten in GK entstehen dadurch, dass unter Umsta¨nden die Entfernung mehrerer verschiedener
Schra¨gkanten aus [Str] jeweils unabha¨ngig voneinander eine Γ-Relation zwischen einer Planimplikati-
onsklasse und einer Schra¨gkante oder einer anderen Planimplikationsklasse induziert.
Durch die Kontraktion aller Kanten einer erweiterten Planimplikationsklasse zu einem einzelnen
Knoten in GK verlieren wir die U¨bersicht, welche Kanten dieser erweiterten Planimplikationsklasse mit
welchen Schra¨gkanten oder mit welchen Kanten aus anderen Planimplikationsklassen in Γ-Relation
liegen. Da (erweiterte) Planimplikationsklassen durch das Entfernen von Schra¨gkanten jedoch nicht
zersto¨rt werden ko¨nnen—ΓS-Relationen ko¨nnen dadurch nicht unterbrochen werden (Lemma 4.24
bzw. Satz 4.40)—sind diese diﬀerenzierten Informationen fu¨r uns jedoch nicht weiter relevant. Uns
interessiert lediglich, ob beispielsweise eine Schra¨gkante, mit irgendeiner Kante aus einer bestimmten
Planimplikationsklasse in Γ-Relation steht, oder nicht.
Konstruktion und Darstellung von GK
Betrachten wir zur Veranschaulichung der Begriﬀe und Darstellungsmo¨glichkeiten ein Beispiel. Bei
der Darstellung von GK verzichten wir genau wie bei der Darstellung von GF aus Gru¨nden der
U¨bersichtlichkeit auf die Darstellung von symmetrischen Kanten, und bezeichnen Umkehrmengen
abweichend durch P¯ statt P−1.
Da die Darstellung des Konsequenzgraphen fu¨r gro¨ßere Beispiele sehr schnell unu¨bersichtlich wird,
werden wir diesen Graphen ha¨uﬁg durch eine “Farbliste” darstellen, bei der wir jeder Farbe (d.h. jeder
nichttrivial-stabilen Schra¨gkante des Ausgangsplans) die entsprechend gefa¨rbten Kanten zuordnen.
Diese Kanten in GK beschreiben wir durch die jeweils beschriebenen Γ-Relationen. Die Verschmelzung
von Planimplikationsklassen und Schra¨gkanten machen wir hierbei jedoch nicht durch PiΓPj , sondern
der U¨bersicht halber durch Pi+Pj deutlich. Der Vorzug dieser Notation wird sich im Zusammenhang
mit dem Reduktionsgraphen erschließen.
Abbildung 6.1: Der Plan A48 ≺ A zu dem Plan A aus Beispiel 4.44 und seine Schra¨gkantenmenge.
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Beispiel 6.6 (Faktorgraph und Konsequenzgraph) Wir betrachten erneut den bekannte Plan
A ∈ SSIJ aus Beispiel 4.8 bzw. 4.44 und seine reduzierende Pla¨ne. Hier wollen wir den Plan A48
betrachten, der aus A durch Umkehren von P4 und P8 entsteht (Abbildung 6.1).
A48 =
 1 2 33 4 1 5
2 1

A48 besteht aus drei verschiedenen Planimplikationsklassen Q1 = P1+P2+P¯4+P9, Q2 = P3+P10 und
Q3 = P5+P6+P7+ P¯8. Der H-Comparabilitygraph [A
tr
48] entha¨lt die sechs Schra¨gkanten 1.4, 1.5, 1.7,
2.5, 2.7 und 9.7. Da alle Planimplikationsklassen von A48 im Faktorgraphen in einer gemeinsamen
Komponente liegen (Abbildung 6.2), ist [Atr48] prim. Alle drei Planimplikationsklassen liegen in einer
gemeinsamen Implikationsklasse. A48 ist damit insbesondere auch ein normaler Plan. Von den 15
irreduziblen Pla¨nen zu A sind nur die Pla¨ne A348.10, A4567 und A1289 auch reduzierende Pla¨ne von
A48 (Abbildung 4.8). Will man nun beispielsweise Q1 gegenu¨ber Q2 umkehren, dann folgt aus GF
Abbildung 6.2: Der Faktorgraph GF (links) und der Konsequenzgraph GK zu dem Plan A48. Wegen
der Symmetrie zwischen A48 und A
−1
48 sind bei beiden Graphen aus Gru¨nden der U¨bersichtlichkeit
nur die Ha¨lfte aller Kanten dargestellt.
sofort, dass die Schra¨gkanten 1.4 und 2.5, die beide in der trennenden Kantenmenge F1,2 zwischen Q1
und Q2 liegen, zwingend zur Entfernungsmenge geho¨ren mu¨ssen. Aus GK ko¨nnen wir dann ablesen,
dass die Entfernung von 1̂.4 die Verschmelzung von Q1 mit Q¯2, und Γ-Relationen zwischen Q1 und
1.5, sowie zwischen Q¯3 und 1.7 (bzw. Q3 und 1.7) nach sich zieht (Abbildung 6.2 oder Tabelle 6.1).
Die beiden letzteren sind dabei keine neue Informationen. Bereits in [Atr48] liegen Q1 und 1.5, bzw. Q3
und 1.7 jeweils in Γ-Relation (vergleiche Faktorgraph GF ).
1.4 Q1 + Q¯2 Q1 + 1.5 Q3 + 1.7
1.5 Q¯1 + 1.4 Q¯1 + 2.5
1.7 Q1 + Q¯3 Q¯3 + 1.4 Q¯3 + 1.5 Q¯1 + 2.7
2.5 Q1 + Q¯2 Q1 + 1.5 Q3 + 2.7
2.7 Q2 + Q¯3 Q1 + 1.7 Q¯3 + 2.5
9.7 Q1 + Q¯3
Tabelle 6.1: Der Konsequenzgraph GK zu dem Plan A48 in tabellarischer Darstellung. Angegeben sind
die Konsequenzen (rechts), die die Entfernung der jeweiligen Kanten (links) aus [Atr48] nach sich ziehen.
Wegen der Symmetrie der Γ-Relation ist jeweils nur eine induzierte Γ-Relation angegeben.
Bemerkung 6.7 (Konstruktion von GK) Der Konsequenzgraph GK = GK (S) zu einem Plan
S ∈ SSIJ entha¨lt Informationen u¨ber die Kanten zu allen gemeinsamen Nachbarknoten der jeweiligen
Endknoten einer gegebenen Kante aus [Str]. Diese Informationen ko¨nnen bei der U¨berpru¨fung der Be-
dingung der Γ-Relation ohne zusa¨tzlichen Aufwand mit ausgelesen werden. Der Konsequenzgraph kann
damit insbesondere in polynomieller Zeit bestimmt werden. Auch die U¨berpru¨fung der Konsequenzen
aus dem Entfernen einer gegebenen Schra¨gkante aus [Str] ist in polynomieller Zeit durchfu¨hrbar, da
die Anzahl der mo¨glichen Konsequenzen durch die Anzahl der Kanten in [Str] begrenzt ist.
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6.2 Der Reduktionsgraph
Der Faktorgraph GF (S) und der Konsequenzgraph GK (S) zu einem Plan S ∈ SSIJ vermitteln uns
ein genaues Bild von den fu¨r uns wichtigen Eigenschaften jeder einzelnen Schra¨gkante. Wir ko¨nnen
ablesen, ob eine Schra¨gkante in einer trennenden Kantenmenge zwischen zwei gegebenen Planimplika-
tionsklassen liegt, oder ob ihre Existenz die Verschmelzung von einer Planimplikationsklasse mit der
Umkehrung einer anderen verhindert. Im Falle von nichtnormalen Pla¨nen ko¨nnen wir sogar erkennen,
ob in [Str] Implikationsklassen existieren, die ausschließlich aus Schra¨gkanten bestehen.
6.2.1 Der Begriff des Reduktionsgraphen
Die beiden Graphen GF und GK liefern uns damit alle Informationen, um eine gegebene Entfernungs-
mengeM ⊆ Ediag (S) auf ihre Zula¨ssigkeit zu u¨berpru¨fen. Dies liefert uns andererseits jedoch auch ein
Test auf Existenz einer transitiven Orientierung auf [Str]−M . Und das sogar sehr viel schneller. Was
uns ein solcher Test jedoch nicht liefert, ist zum Einen ein Hinweis darauf, wie eine nicht zula¨ssige,
aber zula¨ssig erweiterbare EntfernungsmengeM erweitert werden kann bzw. muss. Und zum Anderen
kann uns ein reiner Nachweis, dass [Str] −M kein Comparabilitygraph ist, keinen Beweis dafu¨r lie-
fern, dass M nicht nur nicht zula¨ssig, sondern mo¨glicherweise sogar unzula¨ssig, d.h. auch nicht mehr
zula¨ssig erweiterbar ist.
Um auch diese Fragen beantworten zu ko¨nnen, konstruieren wir einen weiteren Hilfsgraphen, aus
dem sich solche Informationen zu einer gegebenen Entfernungsmenge ablesen lassen.
Definition 6.8 (Reduktionsgraph) Sei [Str] = (SIJ,Ereg (S) + Ediag (S)) der H-Comparability-
graph zu einem Plan S ∈ SSIJ . Sei GF der Faktorgraph, und GK der Konsequenzgraph zu S. Fu¨r eine
EntfernungsmengeM ⊆ Ediag (S) entsteht der Reduktionsgraph GRM = GRM (S) = (VRM , ERM ) aus
GF durch Hinzufu¨gen aller Kanten aus GK, die mit Farben aus M gefa¨rbt sind, und anschließendem
Entfernen sa¨mtlicher Knoten, die Kanten aus M repra¨sentieren,
GRM =
[
GF +
⋃
e∈M
GKe
]
−M,
wobei mit GKe der Teilgraph von GK bezeichnet sein soll, der die mit e ∈ Ediag (S) gefa¨rbten Kanten
entha¨lt.
Als Ausgangspunkt fu¨r die Beschreibung von [Str] − M benutzen wir also den Faktorgraphen
GF (S) = GF ([S
tr]). In diesen Graphen u¨bertragen wir anschließend sa¨mtliche Konsequenzen, die
durch die Entfernung von M aus [Str] ausgelo¨st werden. Diese Konsequenzen bestehen zum Einen in
der Entfernung von Kanten aus [Str] (Lo¨schen von Knoten aus GF ), und zum Anderen in der dadurch
induzierten Entstehung neuer Γ-Relationen (Hinzufu¨gen von Kanten zwischen den verbleibenden Kno-
ten in GF ). Entstehen dabei neue Γ-Relationen zwischen Planimplikationsklassen, d.h. fu¨hrt die Ent-
fernung einiger Kanten aus M zu der Verschmelzung von Planimplikationsklassen, dann ko¨nnen wir
die entsprechenden Knoten in GF , die diese Planimplikationsklassen repra¨sentieren zweckma¨ßigerweise
jeweils zu einem gemeinsamen Knoten kontrahieren.
Die Anzahl der Knoten von GRM nimmt nicht zuletzt durch solche Operationen fu¨r wachsende
M ab. Dennoch gelten fu¨r die Anzahl der Knoten und Kanten des Reduktionsgraphen die gleichen
Abscha¨tzungen wie fu¨r den Faktorgraphen und den Konsequenzgraphen.
Lemma 6.9 (Anzahl der Knoten und Kanten in GRM) Sei GRM = (VRM , ERM ) der Redukti-
onsgraph zu einem Plan S ∈ SSIJ u¨ber einer Operationenmenge SIJ mit n Auftra¨gen und m Maschi-
nen. Dann gelten |VRM | = O
(
n2m2
)
und |ERM | = O
(
n3m3
)
.
Beweis. Nach Konstruktion ist die Anzahl der Knoten des Reduktionsgraphen beschra¨nkt durch die
Anzahl der Knoten des Faktorgraphen bzw. des Konsequenzgraphen, |VRM | ≤ |VF | = |VK|. Mit Lemma
6.2 bzw. 6.5 gilt also |VRM | = O
(
n2m2
)
. Die Anzahl der Kanten von GRM ist beschra¨nkt durch die
Summe der Anzahl der Kanten von GF und GK, |ERM | ≤ |EF | + |EK| = O
(
n3m3
)
+ O
(
n3m3
)
=
O
(
n3m3
)
.
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Reduktionsgraphen und Faktorgraphen
Der Reduktionsgraph entha¨lt damit sa¨mtliche Informationen u¨ber die Planimplikationsklassen in
[Str]−M und die Γ-Relationen zwischen den verbleibenden Schra¨gkanten untereinander und zwischen
ihnen und den verbleibenden Planimplikationsklassen. Er ist damit identisch zu dem Faktorgraphen
GF von [S
tr]−M .
Lemma 6.10 (Reduktionsgraph und Faktorgraph) Sei GRM der Reduktionsgraph zu einer Ent-
fernungsmenge M ⊆ Ediag (S) aus einem H-Comparabilitygraph [S
tr] = (SIJ,Ereg (S)+Ediag (S)) zu
einem Plan S ∈ SSIJ . Dann gilt GRM = GF ([S
tr]−M).
Beweis. Der Graph [Str]−M ist ein H-Graph mit einer beliebigen Schra¨gkantenmenge. Nach Kon-
struktion entha¨lt GRM genau die Informationen u¨ber [S
tr] −M , die der Faktorgraph GF abbildet
(Deﬁnition 4.31).
Konsistente Reduktionsgraphen und zula¨ssige Entfernungsmengen
Wir ko¨nnen damit auch den Begriﬀ der Konsistenz des Faktorgraphen auf den Reduktionsgraphen
u¨bertragen. Der Reduktionsgraph ist konsistent , wenn keine Zusammenhangskomponente inGRM zwei
Knoten entha¨lt, die jeweilige Umkehrmengen in [Str]−M repra¨sentieren, d.h. wenn K ∩K−1 = ∅ fu¨r
alle Komponenten K gilt.
Satz 6.11 (Reduktionsgraph) Sei [Str] = (SIJ,Ereg (S) + Ediag (S)) der H-Comparabilitygraph
zu einem Plan S ∈ SSIJ , sei M ⊆ Ediag (S) eine Entfernungsmenge, und sei GRM der Reduktions-
graph von S bezu¨glich M . Dann sind die folgenden Aussagen a¨quivalent:
(i) M ist zula¨ssig
(ii) [Str]−M ist ein Comparabilitygraph
(iii) GRM ist konsistent.
Beweis. Nach Deﬁnition 6.1 ist eine Entfernungsmenge M von [Str] genau dann zula¨ssig, wenn der
Graph [Str]−M ein H-Comparabilitygraph ist. Der Reduktionsgraph GRM ist der Faktorgraph von
[Str] −M (Lemma 6.10). Der Faktorgraph ist genau dann konsistent, wenn der Γ-Graph, aus dem
er abgeleitet wurde, konsistent ist (Deﬁnition 4.31). Der Γ-Graph von [Str]−M ist schließlich genau
dann konsistent, wenn [Str]−M ein Comparabilitygraph ist (Folgerung 1.32)
Bemerkung 6.12 (Konstruktion von GRM) Da der Reduktionsgraph GRM von einem Plan S ∈
SSIJ bezu¨glich einer Entfernungsmenge M nichts anderes als der Faktorgraph von [Str] − M ist,
ist er insbesondere auch polynomiell bestimmbar (mit Bemerkung 6.3). Auch die U¨berpru¨fung von
GRM auf Konsistenz ist in polynomieller Zeit durchfu¨hrbar, da es hierzu genu¨gt, fu¨r jeden Knoten
v ∈ VRMmittels Breiten- oder Tiefensuche zu u¨berpru¨fen, ob der Knoten v
−1 in derselben Komponente
wie v liegt.
6.2.2 Konflikte im Reduktionsgraphen
Wir wissen nun also, woran wir eine zula¨ssige Entfernungsmenge erkennen ko¨nnen. Aber wie ent-
scheiden wir fu¨r eine nicht zula¨ssige, aber zula¨ssig erweiterbare Entfernungsmenge, welche weiteren
Schra¨gkanten wir zu dieser Menge hinzufu¨gen mu¨ssen, um zu einer zula¨ssigen Entfernungsmenge
zu gelangen? Hierzu wollen wir den Begriﬀ eines Konﬂikts im Reduktionsgraphen einfu¨hren. Es sei
daran erinnert, dass wir im Zusammenhang mit dem Faktorgraphen die Knoten mit den jeweils re-
pra¨sentierten Kanten oder Kantenmengen aus [Str] identiﬁzieren ko¨nnen. Das gleiche gilt analog auch
fu¨r den Konﬂiktgraphen und den Reduktionsgraphen.
Definition 6.13 (Konflikt l-ter Ordnung) Sei GRM = (VRM , ERM ) der Reduktionsgraph zu ei-
nem Plan S ∈ SSIJ bezu¨glich einer Entfernungsmenge M ⊆ Ediag (S). Existiert in GRM ein Weg
W ⊆ VRM von einer erweiterten Planimplikationsklasse Pi ∈ VRM zu ihrer Umkehrmenge P
−1
i ∈
VRM , dann beschreibt W einen Konﬂikt ist GRM . Ist W ein inklusions-minimaler Weg, dann nen-
nen wir die Anzahl l ≥ 0 der enthaltenen Schra¨gkanten die Ordnung dieses Konflikts. Konflikte der
Ordnung l = 0 nennen wir direkte Konﬂikte. Ein Reduktionsgraph, der keine Konflikte entha¨lt, heißt
konﬂiktfrei.
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Die Auflo¨sung von Konflikten
Jeder Konﬂikt in GRM spiegelt einen Γ-Weg in [S
tr]−M von einer erweiterten Planimplikationsklasse
Pi zu ihrer Umkehrung P
−1
i wider. Soll M zu einer zula¨ssigen Entfernungsmenge erweitert werden,
dann muss jeder einzelne diese Konﬂikte “aufgelo¨st” werden. D.h. jeder dieser Γ-Wege muss unter-
brochen werden. Wir haben bereits mehrfach festgestellt, dass eine Γ-Relation zwischen zwei Kanten
in einem Graphen durch das Entfernen von Kanten aus diesem Graphen nur genau dann zersto¨rt
werden kann, wenn mindestens eine der beiden Kanten zu den entfernten Kanten geho¨rt. Da regula¨re
Kanten nicht aus [Str]−M entfernt werden du¨rfen, und die Planimplikationsklassen hinsichtlich der
relativen Orientierungen ihrer Kanten unvera¨nderlich sind, ko¨nnen Konﬂikte in Reduktionsgraphen
somit ausschließlich durch das Entfernen von beteiligten Schra¨gkanten aufgelo¨st werden.
Satz 6.14 (Auflo¨sen von Konflikten) Sei durch W ⊆ VRM ein Konflikt l-ter Ordnung in einem
Reduktionsgraphen GRM zu einem Plan S ∈ SSIJ beschrieben, und sei {e1, . . . , el} ⊆ W die Menge
der Schra¨gkanten ei ∈ Ediag (S) in W . Ist M eine zula¨ssig erweiterbare Entfernungsmenge, und
M∗ ⊆ Ediag (S) eine zula¨ssige Erweiterung von M , M ⊆ M∗, dann gilt ei ∈ M∗ fu¨r mindestens ein
i ∈ {1, . . . , l}.
Beweis. Da M einen Konﬂikt entha¨lt, ist M unzula¨ssig. Ist M jedoch zula¨ssig erweiterbar, dann
muss der durch W ⊆ VRM beschriebene Konﬂikt in jeder zula¨ssigen Erweiterung M
∗, mit M ⊆ M∗,
aufgelo¨st sein. Da ein Γ-Weg in [Str] −M von einer erweiterten Planimplikationsklasse Pi zu ihrer
Umkehrung P−1i ausschließlich durch das Entfernen einer der beteiligten Schra¨gkanten unterbrochen
werden kann, muss M∗ mindestens eine der Schra¨gkanten e1, . . . , el enthalten.
Lemma 6.15 (Konfliktfreiheit und Konsistenz) Ein Reduktionsgraph GRM ist genau dann kon-
fliktfrei, wenn er konsistent ist, d.h. genau dann wenn M eine zula¨ssige Entfernungsmenge ist.
Beweis. In einem konﬂiktfreien Reduktionsgraphen gilt K ∩ K−1 = ∅ fu¨r jede Komponente K ⊆
VRM . Er erfu¨llt damit die Deﬁnition der Konsistenz (Deﬁnition 4.31 und Lemma 6.10). Der Rest der
Behauptung folgt aus Satz 6.11.
Satz 6.14 liefert uns einen Hinweis darauf, welche der in [Str]−M verbleibenden Schra¨gkanten fu¨r
eine Erweiterung vonM in Frage kommen. Das Problem der Bestimmung einer zula¨ssigen Erweiterung
von M ist a¨quivalent zu dem Finden einer Teilmenge der verbleibenden Schra¨gkanten von [Str]−M ,
deren Entfernung aus [Str]−M , d.h. deren Hinzufu¨gen zu M , simultan sa¨mtliche Konﬂikte in GRM
auﬂo¨st.
Folgerung 6.16 (Auflo¨sen von Konflikten) Sei GRM ein Reduktionsgraph zu einem Plan S ∈
SSIJ bezu¨glich einer nicht zula¨ssigen EntfernungsmengeM ⊆ Ediag (S), und seien durchW1, . . . ,Ws ⊆
VRM alle Konflikte in GRM beschrieben. Ist M zula¨ssig erweiterbar, dann gilt fu¨r jede zula¨ssige Er-
weiterung M∗ ⊆ Ediag (S) von M ⊆ M∗ und fu¨r alle Wi (i = 1, . . . , s) Wi ∩ M∗ 6= ∅. D.h. die
Kantenmenge M∗ −M lo¨st simultan sa¨mtliche Konflikte in GRM auf.
Bemerkung 6.17 (zula¨ssige Erweiterbarkeit und IRRED) Eine nicht zula¨ssige Entfernungs-
menge M ist genau dann zula¨ssig erweiterbar, wenn jeder einzelne Konflikt im Reduktionsgraphen
GRM zu dem Plan S ∈ SSIJ auflo¨sbar ist. Ko¨nnen wir fu¨r jede Schra¨gkante ei ∈ Ediag (S) in po-
lynomieller Zeit feststellen, ob die Entfernungsmenge M = {eˆi} zula¨ssig erweiterbar ist, oder nicht,
dann liegt IRRED in P. Existiert fu¨r jeden irreduziblen Plan S und jede Entfernungsmenge M = {eˆi}
mindestens ein erlaubter Rechenweg, der in polynomiell begrenzter Laufzeit beweisen kann, dass M
nicht zula¨ssig erweiterbar ist, dann liegt IRRED in NP. Das wu¨rde IRRED ∈ NP ∩ co-NP = ZPP*
nach sich ziehen.
Direkte Konflikte und Konflikte erster Ordnung
Eine besondere Bedeutung bei der Bestimmung von Schra¨gkanten, um die eine nicht zula¨ssige Entfer-
nungsmenge M erweitert werden muss, kommt dabei den Konﬂikten der Ordnungen 0 und 1 zu.
Satz 6.18 (direkte Konflikte) Sei GRM ein Reduktionsgraph zu einem Plan S ∈ SSIJ bezu¨glich
einer Entfernungsmenge M ⊆ Ediag (S). Entha¨lt GRM einen direkten Konflikt (Konflikt 0-ter Ord-
nung), dann ist M nicht zula¨ssig erweiterbar.
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Beweis. Ein direkter Konﬂikt in GRM ist eine Γ-Relation zwischen einer erweiterten Planimplikati-
onsklasse Pi und ihrer Umkehrung P
−1
i . Da alle beteiligten Kanten regula¨r, und damit nicht entfernbar
sind, ist dieser Konﬂikt durch keine mo¨gliche Erweiterung von M mehr auﬂo¨sbar. Fu¨r jede Entfer-
nungsmenge M∗, die M entha¨lt, M ⊆M∗, gilt, dass der Graph [Str]−M∗ kein Comparabilitygraph
ist.
Mit Satz 6.18 steht uns ein sehr schlagkra¨ftiges Kriterium zur Verfu¨gung, um zwischen nicht
zula¨ssigen, aber zula¨ssig erweiterbaren Entfernungsmengen auf der einen Seite, und unzula¨ssigen Ent-
fernungsmengen auf der anderen Seite, unterscheiden zu ko¨nnen. Das ist ein wichtiger Schritt auf dem
Weg zu der Mo¨glichkeit einer polynomiellen Nachweisbarkeit der Irreduzibilita¨t eines Plans.
Folgerung 6.19 (direkte Konflikte und IRRED) Sei GRM ein Reduktionsgraph zu einem Plan
S ∈ SSIJ bezu¨glich einer Entfernungsmenge M ⊆ Ediag (S). Entha¨lt GRM einen direkten Konflikt,
dann existiert kein H-Comparabilitygraph G∗ mit GSIJ ⊆ G∗ ⊆ [Str]−M .
Wa¨hrend direkte Konﬂikte also unter keinen Umsta¨nden mehr auﬂo¨sbar sind, liefern Konﬂikte
erster Ordnung eine notwendige Bedingung fu¨r die Existenz einer zula¨ssigen Erweiterung von M .
Satz 6.20 (Konflikte erster Ordnung) Sei GRM ein Reduktionsgraph zu einem Plan S ∈ SSIJ
bezu¨glich einer Entfernungsmenge M ⊆ Ediag (S), und sei e ∈ Ediag ([Str]−M) eine Schra¨gkante aus
[Str]−M , die in GRM einen Konflikt erster Ordnung beschreibt. Ist M zula¨ssig erweiterbar, dann gilt
e ∈M∗ fu¨r jede zula¨ssige Erweiterung M∗ ⊆ Ediag (S) von M , M ⊆M∗.
Beweis. Nach Satz 6.14 besteht die einzige Mo¨glichkeit, einen Konﬂikt erster Ordnung aufzulo¨sen
darin, die einzige beteiligte Schra¨gkante aus [Str]−M zu entfernen, d.h. zu der EntfernungsmengeM
hinzuzufu¨gen.
Darstellung von GRM
Im kommenden Abschnitt widmen wir uns der Ausgestaltung eines konkreten Verfahrens zur Redu-
zierung eines Ausgangsplans. Vorher wollen wir uns jedoch noch die in diesem Abschnitt diskutierten
Eigenschaften von Reduktionsgraphen an einem Beispiel veranschaulichen. Genau wie bei der Dar-
stellung des Faktorgraphen und des Konsequenzgraphen beschra¨nken wir uns auch hier der U¨bersicht
halber auf die Darstellung der nicht redundanten Informationen.
Beispiel 6.21 (Reduktionsgraph) Wir wollen weiter den uns mittlerweile vertrauten Plan A ∈
SSIJ aus Beispiel 4.8 betrachten. In Beispiel 6.6 haben wir den Faktorgraphen GF und den Konse-
quenzgraphen GK des aus A abgeleiteten Plans A48 bestimmt (Abbildung 6.2 und Tabelle 6.1). Nun
wollen wir uns der Darstellung und Interpretation des Reduktionsgraphen GRM von A48 fu¨r verschie-
dene Entfernungsmengen widmen.
Abbildung 6.3: Die Reduktionsgraphen GRMi von A48 bezu¨glich der EntfernungsmengenM1 =
{
1̂.4
}
(links) bzw. M2 =
{
1̂.4, 2̂.5
}
(rechts).
Betrachten wir zuna¨chst beispielsweise die Entfernungsmenge M1 =
{
1̂.4
}
. Aus dem Konsequenz-
graphen GK (Tabelle 6.1 auf Seite 123) geht hervor, dass die Entfernung der Schra¨gkante 1.4 die
bereits “bekannten” Γ-Relationen zwischen Q1 und 1.5, sowie zwischen Q3 und 1.7, aber auch eine
neue Γ-Relation zwischen Q1 und Q
−1
2 = Q¯2 induziert. Der Reduktionsgraph GRM1 ist in Abbildung
6.3 (links) dargestellt. Der einzige Konflikt in GRM1 ist die Schra¨gkante 2.5, die sowohl zu der Plan-
implikationsklasse
(
Q1 + Q¯2
)
, als auch zu
(
Q1 + Q¯2
)−1
=
(
Q¯1 +Q2
)
in Γ-Relation liegt. Sie bildet
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also einen Konflikt erster Ordnung.
Fu¨gen wir die Kante 2.5 zu M1 hinzu, M2 = M1 + 2̂.5 =
{
1̂.4, 2̂.5
}
, dann lo¨sen wir damit diesen
Konflikt auf. Das Hinzufu¨gen von 2.5 zu der Entfernungsmenge induziert Γ-Relationen zwischen Q1
und Q¯2, zwischen Q1 und 1.5, sowie zwischen Q3 und 2.7 (Konsequenzgraph). Keine dieser Relatio-
nen liefert eine neue Information. Der Reduktionsgraph GRM2 ist somit konfliktfrei (Abbildung 6.3,
rechts). Der Graph [Atr48] −M2 ist ein H-Comparabilitygraph, der aus den beiden Planimplikations-
klassen
(
Q1 + Q¯2
)
=
(
P1 + P2 + P¯3 + P¯4 + P9 + P¯10
)
und Q3 =
(
P5 + P6 + P7 + P¯8
)
besteht, die,
zusammen mit den vier Schra¨gkanten 1.5, 1.7, 2.7 und 9.7 in einer gemeinsamen Implikationsklasse
liegen. Die beiden Schra¨gkanten 1.5 und 2.7 sind in dieser transitiven Orientierung nicht transitiv,
und ko¨nnen daher ebenfalls entfernt werden. Dadurch verschmelzen die beiden Planimplikationsklassen
miteinander. Der resultierende Plan ist der irreduzible Plan A348.10 (vgl. Abbildung 4.8 auf Seite 85).
Abbildung 6.4: Die Reduktionsgraphen GRM3 von A48 bezu¨glich der EntfernungsmengenM3 =
{
2̂.7
}
(links) bzw. M4 =
{
2̂.7, 1̂.7
}
(rechts).
Betrachten wir nun alternativ die Entfernungsmenge M3 =
{
2̂.7
}
. Neben der Verschmelzung von Q2
mit Q¯3 induziert die Entfernung von 2.7 eine Γ-Relation zwischen 2.5 mit Q¯3 (hervorgehoben in Abbil-
dung 6.4 (links)). Der Reduktionsgraph GRM3 zuM3 entha¨lt weder einen direkten Konflikt, noch einen
Konflikt erster Ordnung. Er entha¨lt jedoch Konflikte ho¨herer Ordnung. Beispielsweise ist die Plan-
implikationsklasse
(
Q2 + Q¯3
)
u¨ber die Schra¨gkanten 1.4 und 1.7 mit ihrer Umkehrung Γ-verbunden
(Konflikt 2-ter Ordnung). Etwas genauer, liefert jede Kombination einer Kante aus {1.4, 2.5} mit
einer Kante aus {1.7, 9.7} einen Konflikt 2-ter Ordnung.
Konzentrieren wir uns zuna¨chst nur auf den Konflikt mit den Kanten 1.4 und 1.7, und betrachten wir
das Hinzufu¨gen von 1.7 zu der Entfernungsmenge. Sei also M4 =M3+
{
1̂.7
}
. Dadurch verschmelzen
die beiden Planimplikationsklassen Q1 und
(
Q2 + Q¯3
)
miteinander. Daru¨ber hinaus entstehen keine
Γ-Relationen, die nicht bereits durch die Verschmelzung der beiden Planimplikationsklassen entstanden
sind. Die Induktion einer Γ-Relation zwischen Q¯1 und 2.7 bleibt offensichtlich ohne Auswirkungen, da
2.7 zur Entfernungsmenge geho¨rt. Der Reduktionsgraph GRM4 zu M4 (Abbildung 6.4, rechts) entha¨lt
nun nur noch einen Konflikt erster Ordnung—die Schra¨gkante 9.7. Von den urspru¨nglich 22 = 4
Konflikten 2-ter Ordnung haben sich die beiden Konflikte, die die Kanten 1.7 enthielten, aufgelo¨st.
Die beiden verbleibenden Konflikte {1.4, 9.7} und {2.5, 9.7} enthalten beide die Kante 9.7. Sie sind
zu einem Konflikt niedrigerer Ordnung “fusioniert”. Entfernen wir nun noch die Schra¨gkante 9.7,
dann ist der resultierende Reduktionsgraph konfliktfrei (die Entfernung von 9.7 induziert keine neuen
Γ-Relationen). Der entstehende H-Comparabilitygraph [Atr48]−
{
2̂.7, 1̂.7, 9̂.7
}
besteht aus der Planim-
plikationsklasse
(
Q1 +Q2 + Q¯3
)
= P1+P2+P3+P¯4+P¯5+P¯6+P¯7+P8+P9+P10 und den Schra¨gkanten
1.4, 1.5 und 2.5, die alle drei transitiv in der durch die Planimplikationsklasse induzierten transitiven
Orientierung auf [Atr48] −
{
2̂.7, 1̂.7, 9̂.7
}
sind. Der dadurch beschriebene irreduzible Plan ist der Plan
A4567.
Ha¨tten wir uns zur Auflo¨sung der Konflikte 2-ter Ordnung im Reduktionsgraphen zu M3 beispiels-
weise fu¨r die Schra¨gkante 1.4 als na¨chster zu entfernenden Kante entschieden, dann wa¨ren wir ana-
log zu unserem Vorgehen zu einem Reduktionsgraphen mit einem einzigen Konflikt erster Ordnung
(der Schra¨gkante 2.5) gelangt. Dieser ha¨tte uns im na¨chsten Schritt zu dem irreduziblen Plan A348.10
gefu¨hrt.
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6.3 Ein Reduktionsschritt
Das Ziel dieses Kapitels besteht in der Entwicklung eines Verfahrens zur Reduzierung eines Aus-
gangsplans. Im Abschnitt 6.4 werden wir zwei Auspra¨gungen dieses Verfahrens diskutieren. Beiden
Varianten gemeinsam ist der eigentliche Reduktionsschritt, bei dem eine Menge von Schra¨gkanten aus
[Str]−M identiﬁziert wird, die jeweils einen Konﬂikt im Reduktionsgraphen GRM auﬂo¨sen, und daher
jeweils zur Erweiterung einer gegebenen Entfernungsmenge M ⊆ Ediag (S) benutzt werden ko¨nnen.
6.3.1 Die Erweiterung von zula¨ssigen Entfernungsmengen
Als Ausgangspunkt betrachten wir einen Plan S ∈ SSIJ , und eine gegebene nicht zula¨ssige Entfer-
nungsmenge ∅ 6= M ⊆ Ediag (S). Da M nicht zula¨ssig ist, [Str]−M also kein H-Comparabilitygraph
ist, der zu einem reduzierenden Plan von S geho¨rt, ist der Reduktionsgraph GRM nicht konﬂiktfrei.
Nach Satz 6.14 mu¨ssen wir aus jedem Konﬂikt mindestens eine Schra¨gkante zu M hinzufu¨gen, um zu
einer zula¨ssigen Entfernungsmenge zu gelangen. Das Hinzufu¨gen einer Schra¨gkante aus einem Konﬂikt
in GRM zu der Entfernungsmenge M induziert zuna¨chst in jedem Fall die Auﬂo¨sung dieses Konﬂikts.
Die entsprechende Γ-Kette in [Str]−M zwischen einer Planimplikationsklasse Pi und ihrer Umkehrung
P−1i wird unterbrochen. Andererseits kann die Entfernung einer Schra¨gkante aus [S
tr]−M auch neue
Γ-Relationen induzieren, und neue Konﬂikte hervorrufen. Letztendlich suchen wir also eine Teilmenge
der in [Str]−M noch verbliebenen Schra¨gkanten, die simultan sa¨mtliche Konﬂikte in GRM lo¨st, und
dabei keine zusa¨tzlichen Konﬂikte induziert.
Reihenfolge der Erweiterung
Bei der Bestimmung einer solchen Teilmenge mu¨ssen wir jedoch keineswegs sa¨mtliche Variationen der
mo¨glichen Mengen mit je einer Schra¨gkante aus jedem Konﬂikt u¨berpru¨fen. Da jeder einzelne der
Konﬂikte unabha¨ngig von allen anderen gelo¨st werden muss, genu¨gt es, die Entfernungsmenge M in
jedem Schritt nur um genau eine Schra¨gkante zu erweitern.
Lemma 6.22 (zula¨ssige Erweiterungen) Sei M∗ eine zula¨ssige Entfernungsmenge zu einem Plan
S ∈ SSIJ . Dann ist jede nichtleere Teilmenge M (M∗ zula¨ssig erweiterbar.
Beweis. Die Aussage folgt unmittelbar aus Deﬁnition 6.1. Insbesondere existiert keine unzula¨ssige
Entfernungsmenge M∗∗, die Teilmenge einer zula¨ssig erweiterbaren Menge M , oder einer zula¨ssigen
Entfernungsmenge M∗ ist, M∗∗ ⊆M (M∗ (mit Satz 6.18).
Satz 6.23 (zula¨ssige Erweiterungen) Sei M eine zula¨ssig erweiterbare Entfernungsmenge, und
seien M1, . . . ,Ms die zula¨ssigen Erweiterungen von M . Dann ist M + eˆ fu¨r e /∈ M genau dann
zula¨ssig erweiterbar, wenn e ∈ (
⋃s
i=1Mi)−M gilt.
Beweis. Ist M + eˆ zula¨ssig erweiterbar, dann gilt nach Voraussetzung M + eˆ ⊆ Mi fu¨r ein i ∈
{1, . . . , s}, und damit e ∈Mi −M . Gilt umgekehrt e ∈Mi −M fu¨r ein i ∈ {1, . . . , s}, dann folgt aus
M ⊆Mi (Voraussetzung) M + eˆ ⊆Mi.
Die Idee, wie wir eine nicht zula¨ssige EntfernungsmengeM erweitern, besteht also darin, in jedem
Schritt einen beliebigen Konﬂikt im ReduktionsgraphenGRM zu identiﬁzieren, und eine der beteiligten
Schra¨gkanten zur Entfernungsmenge M hinzuzufu¨gen.
Auswirkungen der Erweiterung auf den Reduktionsgraphen
Bevor wir jedoch den Algorithmus zum Erweitern der Entfernungsmenge M um eine Schra¨gkante
aufschreiben, wollen wir uns u¨berlegen, welche Auswirkungen die Aktualisierung des Reduktionsgra-
phen haben kann, wenn wir uns fu¨r eine Erweiterungskante eˆ∗ ∈ Ediag (S) −M entschieden haben.
Zur na¨heren Beschreibung der zwei verschiedenen Typen von Knoten in GRM vereinbaren wir die
folgenden Bezeichnungen.
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Definition 6.24 (V∗ und V∗∗) Sei GRM = (VRM , ERM ) der Reduktionsgraph zu einem Plan S ∈
SSIJ bezu¨glich der EntfernungsmengeM ⊆ Ediag (S). Die Knotenmenge VRM zerfa¨llt in zwei disjunkte
Knotenmengen V ∗ = V ∗M und V
∗∗ = V ∗∗M , VRM = V
∗
M + V
∗∗
M , mit
V ∗M =
{
v ∈ VRM : v ist erweiterte Planimplikationsklasse in
[
Str
]
−M
}
V ∗∗M =
{
w ∈ VRM : w ist keine trivial-stabile Schra¨gkante in
[
Str
]
−M
}
.
Lemma 6.25 (Anzahl der Knoten in V∗ und V∗∗) Sei GRM = (V
∗
M + V
∗∗
M , ERM ) der Redukti-
onsgraph zu einem Plan S ∈ SSIJ u¨ber einer Operationenmenge SIJ mit n Auftra¨gen und m Maschi-
nen. Dann gelten |V ∗M | = O
(
n2m2
)
und |V ∗∗M | = O
(
n2m2
)
.
Beweis. Die Anzahl der Planimplikationsklassen in [Str] −M ist beschra¨nkt durch die Anzahl der
regula¨ren Kanten in [Str], |V ∗M | ≤ |Ereg (S)| = n
(
m
2
)
+ m
(
n
2
)
= O
(
n2m2
)
. Die Anzahl der Knoten
in V ∗∗M ist beschra¨nkt durch die Anzahl der mo¨glichen Schra¨gkanten in [S
tr], |V ∗∗M | ≤ |Ediag (S)| ≤
nm
2 (n− 1) (m− 1) = O
(
n2m2
)
.
Aktualisierung des Reduktionsgraphen
Haben wir eine Erweiterungskante eˆ∗ gefunden, dann mu¨ssen wir den Reduktionsgraphen GRM∗ zu
der neuen Entfernungsmenge M∗ = M + eˆ∗ bestimmen. Es ist jedoch nicht notwendig GRM fu¨r
jede Entfernungsmenge M neu aus dem Faktorgraphen GF und dem Konsequenzgraphen GK zu
bestimmen. Wir ko¨nnen GRM∗ auch bestimmen, indem wir den Reduktionsgraphen GRM zu der
alten Entfernungsmenge M aktualisieren (Algorithmus updateRedGraph).
Bei dieser Aktualisierung werden die beiden Knoten aus V ∗∗ entfernt, die die Schra¨gkanten e∗
und (e∗)−1 repra¨sentieren, und die Konsequenzen des Entfernens von eˆ∗ aus [Str]−M , die aus dem
KonsequenzgraphenGK abgelesen werden, u¨bertragen. Das Verschmelzen von Planimplikationsklassen
kann durch die Kontraktion der entsprechenden Knoten v ∈ V ∗ abgebildet werden. Im Zuge dieser
Aktualisierung ist es daru¨ber hinaus sinnvoll, die transitiven Hu¨llen der Planimplikationsklassen in
[Str]−M∗ zu bestimmen, da es durch das Verschmelzen von Planimplikationsklassen vorkommen kann,
dass einzelne Schra¨gkanten w ∈ V ∗∗ in diesen transitiven Hu¨llen liegen. Solche Schra¨gkanten sind dann
trivial-stabil, und ko¨nnen in GRM∗ mit der entsprechenden Planimplikationsklasse v ∈ V
∗ kontrahiert
werden. Da sich dadurch unter Umsta¨nden erneut Verschmelzungen zwischen Planimplikationsklassen
ergeben, muss dieser Vorgang solange iteriert werden, bis nach Abschluss aller Kontraktionen keine
Kante in GRM∗ zwischen zwei Knoten aus V
∗ existiert.
Algorithmus updateRedGraph
Input: Entfernungsmenge M∗ =M + eˆ∗, GRM = (V
∗
M + V
∗∗
M , ERM ), GK,
letzte Erweiterungskante eˆ∗ /∈M .
Output: Reduktionsgraph GRM∗ fu¨r M
∗.
BEGIN {
GRM∗ : =
(
GRM − e
∗ − e∗
)
+GKe∗ ;
while (∃ v̂v′ ∈ ERM∗ mit v, v
′ ∈ V ∗M∗) do {
Kontrahiere ggf. Knoten aus V ∗M∗ ;
Bestimme die transitiven Hu¨llen der Planimplikationsklassen v ∈ V ∗M∗ ;
Kontrahiere ggf. trivial-stabile Schra¨gkanten w ∈ V ∗∗M∗ mit
zugeho¨rigen Planimplikationsklassen v ∈ V ∗∗M∗ ;
};
return GRM∗ ;
};
END.
Lemma 6.26 (Algorithmus updateRedGraph) Der Algorithmus updateRedGraph ist korrekt und
hat einen Aufwand von O
(
n5m5
)
.
Beweis. Der Schritt GRM∗ : =
(
GRM − e
∗ − e∗
)
+ GKe∗ entspricht der Bestimmung von GRM∗
aus GRM nach der Deﬁnition des Reduktionsgraphen (Deﬁnition 6.8). Alle nachfolgenden Schritte
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vera¨ndern GRM∗ , sind aber fu¨r die Existenz oder Nichtexistenz einzelner Konﬂikte irrelevant. Sie
fu¨hren lediglich zu einer u¨bersichtlicheren Darstellung. Der Algorithmus ist damit korrekt.
Der Aufwand der U¨bertragung der Konsequenzen von eˆ aus dem Konsequenzgraphen ist bestimmt
durch |EKeˆ∗ | = O (nm) (Lemma 6.5). Der Aufwand der Kontrahierung von Knoten aus V
∗ ist durch
die Anzahl der ho¨chstens zu betrachtenden Kanten bestimmt, |ERM∗ | = O
(
n3m3
)
(Lemma 6.9). Die
Bestimmung der transitiven Hu¨llen der vera¨nderten Planimplikationsklassen v ∈ V ∗ ist mit dem Auf-
wand O
(∣∣V[Str ]∣∣3) = O (n3m3) mo¨glich (z.B. mit dem Algorithmus von Warshall). Der Aufwand
der Kontrahierung von trivial-stabilen Schra¨gkanten w ∈ V ∗∗ mit ihren jeweiligen Planimplikati-
onsklassen v ∈ V ∗ kann ebenfalls durch die Anzahl der dafu¨r ho¨chstens zu betrachtenden Kanten
in GRM∗ abgescha¨tzt werden, |ERM∗ | = O
(
n3m3
)
. Der Aufwand der Schleife ist damit beschra¨nkt
durch O
(
n3m3
)
. Da in jeder Iteration mindestens eine Schra¨gkante w ∈ V ∗∗ mit einem v ∈ V ∗ kon-
trahiert wird, wird die Schleife maximal |V ∗∗| = O
(
n2m2
)
oft durchlaufen. Der Gesamtaufwand von
updateRedGraph kann damit durch O
(
n2m2 · n3m3
)
= O
(
n5m5
)
abgescha¨tzt werden.
6.3.2 Die Bestimmung von Konflikten
Der Ansatz, eine Entfernungskante, d.h. die Schra¨gkante, die im aktuellen Reduktionsschritt zu der
Entfernungsmenge M hinzugefu¨gt wird, zu bestimmen, besteht darin, im Reduktionsgraphen GRM
zuna¨chst einen Konﬂikt zu identiﬁzieren, und diesen anschließend aufzulo¨sen, indem eine der beteilig-
ten Schra¨gkanten als neue Entfernungskante zu M hinzugefu¨gt wird. Dabei stellen sich mehrere Fra-
gen: Wie ko¨nnen wir Konﬂikte in GRM mo¨glichst schnell erkennen? Ist es notwendig bzw. u¨berhaupt
mo¨glich, alle Konﬂikte in GRM in polynomieller Zeit zu erkennen? Und nach welchen Kriterien wa¨hlen
wir den in diesem Schritt aufzulo¨senden Konﬂikt aus, wenn mehrere zur Auswahl stehen?
Um den Reduktionsgraphen auf Konsistenz, d.h. auf Konﬂiktfreiheit zu pru¨fen, genu¨gt es, die
Zusammenhangskomponenten von GRM zu bestimmen, und anschließend fu¨r jeden Knoten v ∈ V
∗
zu pru¨fen, ob der Knoten v−1 ∈ V ∗ in derselben Komponente wie v liegt. Die Bestimmung der
Komponenten von GRM ist mit Hilfe einer Breiten- oder Tiefensuche in O (|ERM |) = O
(
n3m3
)
mo¨glich. Sind die Komponenten von GRM gegeben, dann ist der Test auf Konsistenz somit in der Zeit
O (|VRM |) = O
(
n2m2
)
durchfu¨hrbar.
Bestimmung aller Konflikte
Wollen wir hingegen nicht nur wissen, ob GRM einen Konﬂikt entha¨lt, sondern wollen wir auch wissen,
welche Knoten aus VRM daran beteiligt sind, dann mu¨ssen wir fu¨r ein v ∈ V
∗, das zu einem Konﬂikt
geho¨rt, einen Weg von v zu v−1 ﬁnden. Es gibt eine ganze Reihe von Algorithmen, die ku¨rzeste Wege
in ungerichteten Graphen bestimmen. Fu¨r unsere Zwecke bietet sich beispielsweise der Algorithmus
von Dijkstra an. Dieser bestimmt in der Zeit O
(
|V |2
)
den Abstand von einem Startknoten v ∈ V
zu allen anderen Knoten eines Graphen G = (V,E).
Lemma 6.27 (Bestimmung aller Konflikte) Sei GRM = (VRM , ERM ) der Reduktionsgraph be-
zu¨glich einer EntfernungsmengeM ⊆ Ediag (S) zu einem Plan S ∈ SSIJ u¨ber einer Operationenmenge
mit n Auftra¨gen und m Maschinen. Dann lassen sich in der Zeit O
(
|VRM |
3
)
= O
(
n6m6
)
sa¨mtliche
Konflikte und ihre beteiligten Schra¨gkanten ermitteln.
Beweis. Mit Hilfe des Verfahrens von Dijkstra lassen sich fu¨r jeden Startknoten v ∈ VRM in der
Zeit O
(
|VRM |
2
)
die La¨ngen der jeweils ku¨rzesten Wege zu jedem Zielknoten w ∈ VRM bestimmen. Bei
geeigneter Speicherung der Zwischenschritte kann im Anschluss in der Zeit O (|VRM |) der tatsa¨chliche
Weg von v zu w bestimmt werden. Wird jeder Knoten v ∈ VRM als Startknoten betrachtet, dann
kann also in der Zeit O
(
|VRM | ·
(
|VRM |
2
+ |VRM |
))
= O
(
|VRM |
3
)
ein ku¨rzester Weg von jedem
Startknoten v ∈ VRM zu jedem Zielknoten w ∈ VRM bestimmt werden. Die beteiligten Schra¨gkanten
w ∈ V ∗∗ entlang eines ku¨rzesten Weges W ⊆ VRM von einem v ∈ V
∗ zu v−1, W ∩ V ∗∗, ko¨nnen
mit konstantem Aufwand ausgelesen werden. Damit ko¨nnen also alle Konﬂikte in GRM in der Zeit
O
(
|VRM |
3
)
bestimmt werden. Mit Lemma 6.9 folgt O
(
|VRM |
3
)
= O
(
n6m6
)
.
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Bestimmung irgendeines Konflikts
Konzentrieren wir uns darauf, lediglich irgendeinen Konﬂikt in GRM zu bestimmen, dann ist es
nicht notwendig, fu¨r jeden Startknoten v ∈ V ∗ nach einem Weg zu v−1 zu suchen. Es genu¨gt viel-
mehr, fu¨r einen einzigen Knoten v ∈ V ∗, dessen Pendent v−1 in der gleichen Komponente wie v
liegt, einen ku¨rzesten Weg zu bestimmen. Dadurch reduziert sich der Aufwand von O
((
n2m2
)3)
auf
O
((
n2m2
)2)
. Die Bestimmung der Zusammenhangskomponenten (O (|ERM |) = O
(
n3m3
)
) und die
einmalige Bestimmung der Knoten des ku¨rzesten Weges (O (|VRM |) = O
(
n2m2
)
) aus der Bestimmung
der La¨nge eines ku¨rzesten Weges, sind nach wie vor mit geringerem Aufwand realisierbar.
Auswahl eines geeigneten Konflikts
Nach den Sa¨tzen 6.18 und 6.20 kommt den direkten Konﬂikten und den Konﬂikten erster Ordnung
eine besondere Bedeutung bei der Bestimmung einer Erweiterungskante zu. Bei Konﬂikten ho¨herer
Ordnung stehen jeweils mehrere Schra¨gkanten als neue Erweiterungskante zur Auswahl. Da keines-
wegs klar ist, ob jede an einem Konﬂikt beteiligte Schra¨gkante als Erweiterungskante geeignet ist,
ergibt sich daraus die Gefahr, Fehlentscheidungen zu treﬀen. Entscheiden wir uns beispielsweise fu¨r
die Erweiterung einer Entfernungsmenge M um eine an einem Konﬂikt beteiligte Schra¨gkante e, von
der wir nicht wissen, dass sie nichttrivial-stabil ist, dann ist M + eˆ keine zula¨ssig erweiterbare Entfer-
nungsmenge mehr. Unter Umsta¨nden mu¨ssen wir also bei der Auswahl von mehreren zur Verfu¨gung
stehenden Erweiterungskanten verzweigen.
Im Gegensatz dazu sind die Informationen, die uns direkte Konﬂikte oder Konﬂikte erster Ord-
nung liefern, deﬁnitiv. Bei der Existenz eines direkten Konﬂikts wissen wir, dassM nicht mehr zula¨ssig
erweiterbar ist. Und zwar unabha¨ngig von allen anderen Konﬂikten. Bei der Existenz eines Konﬂikts
erster Ordnung wissen wir, dass M nur genau dann zula¨ssig erweiterbar sein kann, wenn die betei-
ligte Schra¨gkante zu M hinzugefu¨gt wird. Liegen mehrere Konﬂikte erster Ordnung vor, dann ist die
Reihenfolge, in der M um die entsprechenden Schra¨gkanten erweitert wird, irrelevant. Fu¨r eine besse-
re Anschauung ist auch die Vorstellung, dass sa¨mtliche Schra¨gkanten aus Konﬂikten erster Ordnung
gleichzeitig zu der Entfernungsmenge M hinzugefu¨gt werden, geeignet.
Bemerkung 6.28 (mehrere Konflikte erster Ordnung) Sei GRM der Reduktionsgraph zu ei-
nem Plan S ∈ SSIJ bezu¨glich einer Entfernungsmenge M ⊆ Ediag (S), und sei durch N ⊆ Ediag (S)−
M die Menge der Schra¨gkanten in [Str] −M gegeben, die jeweils einen Konflikt erster Ordnung in
GRM beschreiben. Dann ist M genau dann zula¨ssig erweiterbar, wenn M + Nˆ zula¨ssig erweiterbar ist.
Wa¨hrend bei der Bestimmung aller Konﬂikte in GRM nach Lemma 6.27 auch die direkten Konﬂikte
und die erster Ordnung entdeckt werden, und sinnvollerweise als erste betrachtet werden, ist es bei der
Bestimmung irgendeines Konﬂikts daher angebracht, zuna¨chst direkt nach Konﬂikten der Ordnungen
0 und 1 zu suchen, und erst anschließend ggf. einen Konﬂikt ho¨herer Ordnung zu ﬁnden.
Der Algorithmus findNextEdge besteht daher aus drei Abschnitten. Zuna¨chst suchen wir nach
der Existenz von direkten Konﬂikten (Schritt (1)). Entha¨lt GRM keine direkten Konﬂikte, suchen
wir nach einem Konﬂikt erster Ordnung. Und nur wenn GRM weder direkte Konﬂikte noch solche
erster Ordnung besitzt, bestimmen wir einen beliebigen Konﬂikt ho¨herer Ordnung, und wa¨hlen eine
beliebige der beteiligten Schra¨gkanten. Bevor wir diese gewa¨hlte Schra¨gkante e∗ jedoch als neue Er-
weiterungskante akzeptieren, pru¨fen wir, ob die Konsequenzen, die e∗ induziert, nicht im Widerspruch
zu GRM stehen. Dieser Test zielt insbesondere darauf ab, sicherzustellen, dass das Verdrehen der bei-
den Planimplikationsklassen, die durch e∗ voneinander getrennt werden, nicht die Transitivita¨t von
e∗ induziert. Ist das der Fall, dann ist e∗ bezu¨glich der Entfernungsmenge M stabil, und wir mu¨ssen
aus den verbleibenden Schra¨gkanten des ermittelten Konﬂikts eine neue Kante als Erweiterungskante
bestimmen. Das gilt natu¨rlich genauso fu¨r den Fall, dass die Kante e∗ bereits als (nichttrivial-) stabile
Schra¨gkante erkannt worden ist. Fu¨hren alle Schra¨gkanten eines Konﬂikts zu direkten Konﬂikten,
dann haben wir dadurch ein Zertiﬁkat dafu¨r, dass M nicht zula¨ssig erweiterbar ist.
Lemma 6.29 (direkte Konflikte als Konsequenz) Sei GRM der Reduktionsgraph zu einem Plan
S ∈ SSIJ bezu¨glich einer Entfernungsmenge M ⊆ Ediag (S), und sei durch X ⊆ Ediag (S) − M
die Menge der Schra¨gkanten eines Konflikts der Ordnung l (l ≥ 1) in GRM gegeben. Entha¨lt der
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Reduktionsgraph GRM∗ bezu¨glich M
∗ = M + eˆ fu¨r jede Schra¨gkante e ∈ X einen direkten Konflikt,
dann ist M nicht zula¨ssig erweiterbar.
Beweis. Nach Satz 6.14 ist M genau dann zula¨ssig erweiterbar, wenn M + eˆ fu¨r ein e ∈ X zula¨ssig
erweiterbar ist. Mit Satz 6.18 folgt jedoch aus den Voraussetzungen, dass M + eˆ fu¨r jedes e ∈ X nicht
zula¨ssig erweiterbar ist.
Auswahl einer Entfernungskante
Algorithmus findNextEdge
Input: Entfernungsmenge M , GRM = (V
∗
M + V
∗∗
M , ERM ) nicht konlﬁktfrei, GK.
Output: nicht trivial-stabile Schra¨gkante eˆ∗ /∈M , oder “M nicht zula¨ssig erweiterbar”.
BEGIN {
// (1) Teste auf Existenz direkter Konflikte
forall v ∈ V ∗M do {
if (v̂v−1 ∈ ERM ) then return “M nicht zula¨ssig erweiterbar”;
};
// (2) Teste auf Existenz Konflikter 1. Ordnung
forall v ∈ V ∗M do {
forall v̂w ∈ ERM do{
if (ŵv−1 ∈ ERM ) then {
e∗ : = w ∈ V ∗∗M ⊆ Ediag (S);
if (Konsequenzen von e∗ fu¨hren zu direktem Konﬂikt in GRM or
eˆ∗ “stabil”) then {
return “M nicht zula¨ssig erweiterbar”;
};
else return eˆ∗;
};
};
};
// (3) Finde irgendeinen Konflikt ho¨herer Ordnung
Bestimme Zusammenhangskomponenten von GRM ;
forall v ∈ V ∗M do {
if (v und v−1 liegt in gemeinsamer Komponente) then {
Finde ku¨rzesten Weg W ⊆ VRM zwischen v und v
−1;
X : =W ∩ V ∗∗M ;
while (X 6= ∅) do {
Wa¨hle eine Schra¨gkante e∗ ∈ X ;
if (Konsequenzen von e∗ fu¨hren zu direktem Konﬂikt in GRM or
eˆ∗ “stabil”) then {
X : = X − eˆ∗;
};
else return eˆ∗;
};
return “M nicht zula¨ssig erweiterbar”;
};
};
};
END.
Lemma 6.30 (Algorithmus findNextEdge) Der Algorithmus findNextEdge ist korrekt und hat
einen Aufwand von O
(
|VRM |
2
)
= O
(
n4m4
)
.
Beweis. In Schritt (1) wird ein direkter Konﬂikt entdeckt, sofern mindestens einer existiert. Dabei
wird fu¨r jeden Knoten v ∈ V ∗ die Existenz der Kante v̂v′ ∈ ERM u¨berpru¨ft. Die Laufzeit von
134 KAPITEL 6. EIN REDUKTIONSALGORITHMUS
Schritt (1) kann damit durch O (|V ∗|) = O
(
n2m2
)
(Lemma 6.25) abgescha¨tzt werden. In Schritt (2)
wird zu jeder Kante zwischen einem v ∈ V ∗ und einem w ∈ V ∗∗ die Existenz der Kante zwischen
w ∈ V ∗∗ und v−1 ∈ V ∗ u¨berpru¨ft. Dadurch wird ein Konﬂikt erster Ordnung in diesem Schritt
erkannt, sofern mindestens einer existiert. Die Laufzeit ist dabei beschra¨nkt durch O (|V ∗| · |V ∗∗|) =
O
(
n2m2 · n2m2
)
= O
(
n4m4
)
(Lemma 6.25). Andererseits wird jede Kante in GRM ho¨chstens einmal
betrachtet. Daher ist der Aufwand von Schritt (2) auch beschra¨nkt durch O (|ERM |) = O
(
n3m3
)
(Lemma 6.25).
Erreicht der Algorithmus den Schritt (3), dann entha¨lt GRM ausschließlich Konﬂikte ho¨herer Ord-
nung. (Die Existenz von Konﬂikten ist durch die Voraussetzung gesichert.) In O (|ERM |) = O
(
n3m3
)
lassen sich nun die Zusammenhangskomponenten von GRM bestimmen. Anschließend kann mit der
Laufzeit O (|V ∗|) ein Knoten v ∈ V ∗ ermittelt werden, der mit v−1 ∈ V ∗ in einer gemeinsamen
Komponente von GRM liegt, und somit einen Konﬂikt in GRM induziert. Fu¨r diesen Knoten v ∈ V
∗
kann dann in der Zeit O
(
|VRM |
2
)
(beispielsweise mittels des Verfahrens von Dijkstra) die La¨nge
eines ku¨rzesten Weges zu jedem beliebigen Knoten, insbesondere zu v−1 der Komponente bestimmt
werden. Anschließend kann ein ku¨rzester Weg W ⊆ VRM zwischen v und v
−1 aus den Informationen
u¨ber die Absta¨nde zwischen den Knoten mit dem Aufwand O (|VRM |) extrahiert werden (Auslesen des
Wegbaums). Im Anschluss daran erfolgt fu¨r maximal |X | ≤ |V ∗∗| = O
(
n2m2
)
Schra¨gkanten e∗ jeweils
die U¨berpru¨fung, ob die Entfernung von eˆ∗ aus [Str]−M zu direkten Konﬂikten fu¨hrt. Dazu mu¨ssen
jeweils maximal |EKi∗ | = O (nm) (Lemma 6.5) Kanten in GK u¨berpru¨ft werden. Da alle genannten
Elemente in Schritt (3) nacheinander und jeweils nur einmal ausgefu¨hrt werden, ergibt sich fu¨r den
Gesamtaufwand von Schritt (3)
O (|ERM |) +
[
O (|V ∗|) +O
(
|VRM |
2
)
+O (|VRM |) + [O (|V
∗∗|) · O (|EKe∗ |)]
]
= O
(
n3m3
)
+
[
O
(
n2m2
)
+O
((
n2m2
)2)
+O
(
n2m2
)
+
[
O
(
n2m2
)
· O (nm)
]]
= O
(
n3m3
)
+
[
O
(
n4m4
)
+
[
O
(
n3m3
)]]
= O
(
n4m4
)
.
Der Aufwand des gesamten Verfahrens betra¨gt damit O
(
n2m2
)
+ O
(
n3m3
)
+ O
(
n4m4
)
= O
(
n4m4
)
.
Fu¨r die zweifelsfreie Erkennung der Stabilita¨t einer Kante ist es notwendig, sich zu merken, ob zu
einer ausgewa¨hlten Erweiterungskante e∗ Alternativen bestanden, oder nicht. Diese Information kann
bei der Bestimmung der Kante e∗ erhoben, und zusammen mit der Kante u¨bergeben werden.
Definition 6.31 (alternativlose Erweiterungskante) Sei M ⊆ Ediag (S) eine Entfernungsmenge
zu einem Plan S ∈ SSIJ . Sei e∗ /∈ M eine mit dem Algorithmus findNextEdge ermittelte Erweite-
rungskante, und sei W ⊆ VRM der Konflikt, der e
∗ entha¨lt. Wir nennen e∗ alternativlos bezu¨glich M ,
wenn sie die einzige Schra¨gkante in W ∩ V ∗∗M ist, die den Konflikt W auflo¨st.
Eine Erweiterungskante ist damit genau dann alternativlos, wenn sie entweder zu einem Konﬂikt
erster Ordnung geho¨rt, oder wenn alle anderen Kanten eines ho¨heren Konﬂikts zu einer nicht mehr
zula¨ssig erweiterbaren Entfernungsmenge fu¨hren wu¨rden. D.h. wenn alle anderen Kanten aus X =
W ∩ V ∗∗ stabil bezu¨glich M sind.
Nichttrivial-stabile Schra¨gkanten und nicht trivial-stabile Schra¨gkanten
In Abschnitt 4.3.3 haben wir den Begriﬀ der nichttrivial-stabilen Schra¨gkante gepra¨gt. Das sind stabile
Schra¨gkanten, die nicht trivial-stabil sind, also nicht in einer erweiterten Planimplikationsklasse lie-
gen. Wir mu¨ssen in diesem Zusammenhang die Begriﬀe “nichttrivial-stabile Schra¨gkante” und “nicht
trivial-stabile Schra¨gkante” sorgfa¨ltig auseinanderhalten. Wa¨hrend es sich bei einer Kante der ersten
Form deﬁnitiv um eine stabile Schra¨gkante handelt, ist eine Schra¨gkante, die nicht trivial-stabil ist,
mo¨glicherweise u¨berhaupt nicht stabil.
Der Algorithmus findNextEdge liefert als Ergebnis entweder ein Zertiﬁkat, das die Entfernungs-
menge M nicht zula¨ssig erweiterbar ist, oder eine Erweiterungskante eˆ∗, von der wir wissen, dass sie
keine trivial-stabile Schra¨gkante bezu¨glich der durch M induzierten Planimplikationsklassen ist. Wir
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ko¨nnen uns jedoch nicht sicher sein, dass eˆ∗ nicht dennoch stabil ist. Gleichwohl ist der enthaltene Test
auf etwaige inkonsistente Konsequenzen in der Lage, auch manche nichttrivial-stabile Schra¨gkante als
stabile Schra¨gkante zu erkennen.
Betrachten wir noch einmal den Plan B24 auf Seite 95 (Abbildung 4.10). Bei der Untersuchung
von Konstellationen fu¨r nichttrivial-stabile Schra¨gkanten mit zwei beteiligten Planimplikationsklassen
haben wir festgestellt, dass die Kanten 3.5 und 7.5 in B24 in der trennenden Kantenmenge zwischen
den beiden Planimplikationsklassen P1 und P2 liegen. Betrachten wir nun die Konsequenzen einer
Entfernung dieser beiden Kanten, dann stellen wir fest, dass beide Schra¨gkanten sowohl die Ver-
schmelzung von P1 mit P2, als auch die Verschmelzung von P1 mit P
−1
2 induzieren. Die Konsequenzen
jeder dieser beiden Kanten sind also bereits inkonsistent, und die Kanten damit stabil. Der Algorith-
mus findNextEdge erkennt diese Form von nichttrivial-stabilen Schra¨gkanten. (Entweder in Schritt
(3) oder, im Falle eines Konﬂiktes erster Ordnung, in Schritt (1) beim na¨chsten Durchlauf.) Fu¨r die
nichttrivial-stabile Schra¨gkante in dem anderen Beispiel fu¨r einen solchen Plan, den Plan B22 auf Seite
91, gilt ein identisches Resultat: die Entfernung der Schra¨gkante O22O33 zieht sowohl P1+P2, als auch
P1 + P
−1
2 nach sich.
6.3.3 Getarnte stabile Schra¨gkanten
Wir unterteilen die Menge der nichttrivial-stabilen Schra¨gkante daher in die Menge der Kanten, deren
Stabilita¨t wir durch den Algorithmus findNextEdge ohne die Notwendigkeit von Verzweigungen in
der Laufzeit O
(
n6m6
)
beweisen ko¨nnen, und solche stabilen Schra¨gkanten, deren Stabilita¨t wir auf
diese Weise nicht erkennen ko¨nnen. Schra¨gkanten aus der zweiten Gruppe nennen wir getarnte stabile
Schra¨gkanten.
Definition 6.32 (getarnte stabile Schra¨gkante) Sei [Str] = (SIJ,Ereg (S) + Ediag (S)) der H-
Comparabilitygraph zu einem Plan S ∈ SSIJ , und sei GRM der Reduktionsgraph von S bezu¨glich einer
EntfernungsmengeM ⊆ Ediag (S). Eine bezu¨glichM stabile Schra¨gkante e ∈ Ediag (S), die nicht durch
eine Folge von Konflikten erster Ordnung zu einem direkten Konflikt in GRM∗ , mit M + e ⊆ M
∗,
fu¨hrt, heißt getarnt stabil.
Eine stabile Schra¨gkante ist beispielsweise ho¨chstens dann getarnt stabil, wenn ihre Entfernung
aus [Str] nicht gleichzeitig Pi + Pj und Pi + P
−1
j impliziert. Auch wenn Konstellationen fu¨r getarn-
te stabile Schra¨gkanten mit nur zwei beteiligten Planimplikationsklassen denkbar sind, ist vor dem
Hintergrund der Diskussion zu den Eigenschaften nichttrivial-stabiler Schra¨gkanten (Abschnitt 4.3.3)
eine Schra¨gkante mutmaßlich vor allem dann getarnt stabil, wenn ihre Stabilita¨t nur durch mehr als
zwei verschiedene Planimplikationsklassen induziert wird.
Bemerkung 6.33 (keine Beispiele bekannt) Es sind bisher keine Beispiele fu¨r Pla¨ne bekannt, die
getarnte stabile Schra¨gkanten enthalten. Diese Beobachtung korrespondiert mit der Beobachtung, dass
auch keine Beispiele fu¨r Pla¨ne mit nichttrivial-stabilen Schra¨gkanten und mehr als zwei beteiligten
Planimplikationsklassen bekannt sind (Bemerkung 4.56).
Die Frage der Existenz oder Nichtexistenz von getarnten stabilen Schra¨gkanten ist eng mit der
Frage der Existenz eines polynomiellen Verfahrens zur Reduzierbarkeit von Pla¨nen verbunden. Der
Begriﬀ der getarnten stabilen Schra¨gkante beschreibt genau solche stabilen Kanten, bei denen der
Nachweis der Stabilita¨t unter Umsta¨nden nicht mit polynomiell beschra¨nktem Aufwand mo¨glich ist.
Satz 6.34 (getarnte stabile Schra¨gkante) Sei GRM = (V
∗
M + V
∗∗
M , ERM ) der Reduktionsgraph
zu einem normalen Plan S ∈ SSIJ bezu¨glich einer zula¨ssig erweiterbaren Entfernungsmenge M ⊆
Ediag (S). Ferner sei W ⊆ VRM ein Konflikt in GRM , und e
∗ ∈ X = W ∩ V ∗∗M eine beteilig-
te Schra¨gkante. Entha¨lt S keine getarnten stabilen Schra¨gkanten, dann kann e∗ mit dem Aufwand
O
(
n5m5
)
auf Stabilita¨t u¨berpru¨ft werden.
Beweis. Ist e∗ stabil bezu¨glich M , dann induziert die Entfernung von eˆ∗ aus [Str] −M auf direk-
tem Wege und ohne weitere Verzweigungsmo¨glichkeiten (Folge von Konﬂikten erster Ordnung) einen
direkten Konﬂikt. Ist e∗ nicht stabil bezu¨glich M , dann ist die Entfernungsmenge M∗ = M + eˆ∗
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entweder zula¨ssig, oder zula¨ssig erweiterbar. Die La¨nge einer solchen Folge von Konﬂikten erster Ord-
nung ist durch |Ediag (S)| = O
(
n2m2
)
beschra¨nkt. Der Aufwand, in jedem Schritt einen Konﬂikt
der Ordnung 0 oder 1 zu ﬁnden, ist durch O
(
n3m3
)
beschra¨nkt (Lemma 6.30). Allerdings muss in
jedem Schritt auch der Reduktionsgraph aktualisiert werden. Der Aufwand hierfu¨r ist gegeben durch
O
(
|Ediag (S)| · n3m3
)
(Lemma 6.26). Andererseits nimmt mit jeder Iteration in updateRedGraph die
Anzahl der verbleibenden Schra¨gkanten, die zur Erweiterung der Entfernungsmenge zur Verfu¨gung
stehen, echt ab. Jede Schra¨gkante aus Ediag (S) −M wird damit im Zuge der U¨berpru¨fung von M
auf die Mo¨glichkeit einer Erweiterung durch eine Folge von Konﬂikten erster Ordnung ho¨chstens ein-
mal aus V ∗∗ gestrichen (entweder als Erweiterungskante, oder bei der Kontraktion als trivial-stabile
Schra¨gkante). Daher ist der Gesamtaufwand dieser U¨berpru¨fung durch O
(
n2m2 ·
(
n3m3 + n3m3
))
=
O
(
n5m5
)
beschra¨nkt.
Bemerkung 6.35 (getarnte stabile Schra¨gkanten und IRRED) Kann gezeigt werden, dass ge-
tarnte stabile Schra¨gkanten nicht existieren, dann ist mit Hilfe von findNextEdge ein polynomieller
Test auf Irreduzibilita¨t mo¨glich. Wa¨re die Nachweisbarkeit der Stabilita¨t einer nichttrivial-stabilen
Schra¨gkante zwar von der betrachteten Entfernungsmenge M abha¨ngig, aber auf mindestens einem
erlaubten Rechenweg mo¨glich, dann wa¨re immernoch ein NP-Test fu¨r Irreduzibilita¨t realisierbar.
Wie ein solcher NP-Test fu¨r die Irreduzibilita¨t aussehen kann, wollen wir im kommenden Abschnitt
diskutieren. Vorher wollen wir uns jedoch noch einmal den Grund dafu¨r vergegenwa¨rtigen, dass bei der
Abwesenheit von getarnten stabilen Schra¨gkanten auch ein polynomieller Teil des exponentiell großen
Suchbaums ausreicht, um bei irreduziblen Pla¨nen die Irreduzibilita¨t auch zu beweisen: Entha¨lt ein
Plan keine solchen Schra¨gkanten, dann kann man bei der Auswahl einer Erweiterungskante praktisch
keine Fehler machen. Wa¨hlt man eine stabile Schra¨gkante als Erweiterungskante, dann ist nicht nur
schnell klar, dass die so erzeugte Entfernungsmenge nicht mehr zula¨ssig erweiterbar ist. Insbesondere
ist auch sofort klar, in welchem Schritt der Fehler gemacht wurde.
6.4 REDUCING1 und REDUCING2
Nachdem wir nun eine Vorstellung davon haben, wie wir eine Schra¨gkante aus [Str] − M ﬁnden
ko¨nnen, um die wir eine gegebene Entfernungsmenge M ⊆ Ediag (S) erweitern ko¨nnen, ko¨nnen wir
alle Elemente unseres Reduktionsverfahrens zusammensetzen. Vor dem Hintergrund der Fragen nach
der Existenz oder Nichtexistenz von getarnten stabilen Schra¨gkanten bzw. der Erkennbarkeit solcher
Kanten, wollen wir den Reduktionsalgorithmus in zwei verschieden Auspra¨gungen diskutieren. Bei
der Variante Reducing1 (Abschnitt 6.4.1) starten wir mit einer beliebigen Schra¨gkante und versuchen
anschließend, diese Entfernungsmenge solange zu erweitern, bis sie zula¨ssig ist. Gelangen wir dabei
zu einem Widerspruch, dann verwerfen wir die gesamte Entfernungsmenge, und beginnen mit einer
anderen Startkante erneut. Bei der alternativen Variante Reducing2 (Abschnitt 6.4.2) verzweigen wir
dagegen mit einer Tiefensuchstrategie solange bei jeder Wahlmo¨glichkeit in einem Schritt, bis wir eine
zula¨ssige Entfernungsmenge gefunden haben.
6.4.1 Der Algorithmus REDUCING1
Das Ziel beider vorgestellten Varianten unseres Reduktionsverfahrens besteht darin, fu¨r einen norma-
len Ausgangsplan S ∈ SSIJ entweder einen reduzierenden Plan S
∗ ∈ SSIJ mit S
∗ ≺ S zu ﬁnden, oder
nachzuweisen, dass S irreduzibel ist. Fu¨r die Lo¨sung von IRRED ist es nicht notwendig, zu einem
Ausgangsplan S einen irreduziblen Plan zu ﬁnden. Es genu¨gt, einen beliebigen reduzierenden Plan
zu ﬁnden. Fu¨r die Suche nach einem irreduziblen Plan kann dieser gefundene Plan anschließend sei-
nerseits auf Irreduzibilita¨t u¨berpru¨ft werden. Da jeder streng reduzierende Plan S∗ mindestens eine
Schra¨gkante weniger als S entha¨lt (Satz 4.2), ist die Anzahl der Iterationen, die durchlaufen werden
mu¨ssen, um zu einem reduzierbaren Ausgangsplan S einen irreduziblen Plan zu ﬁnden, beschra¨nkt
durch die Anzahl der Schra¨gkanten in [Str], d.h. durch Ediag (S) = O
(
n2m2
)
. Existiert also ein poly-
nomieller Algorithmus, der zu einem Ausgangsplan S entweder einen beliebigen streng reduzierenden
Plan S∗ ﬁnden, oder die Irreduzibilita¨t von S beweisen kann, dann ist auch die Bestimmung eines
irreduziblen Plans mit polynomiellem Aufwand realisierbar.
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Mit der Variante Reducing1 wollen wir uns zuna¨chst Gedanken u¨ber eine polynomielle Laufzeit
machen. Dabei mu¨ssen wir mo¨glicherweise eine Fehlerquote in Kauf nehmen. Im Gegensatz dazu kon-
zentrieren wir uns bei der Variante Reducing2 auf eine exakte Antwort, und mu¨ssen unter Umsta¨nden
Abstriche bei der Laufzeit hinnehmen.
Die Grundidee einer polynomiellen Beschra¨nkung
Der relevante Suchraum besteht aus der Menge aller Teilmengen M∗ ⊆ Ediag (S) der Schra¨gkanten
des H-Comparabilitygraphen [Str], die aus einer echt kleineren Entfernungsmenge M durch die Er-
weiterung einer durch den Algorithmus findNextEdge bestimmten Erweiterungskante eˆ∗ hervorgehen,
M∗ =M+ eˆ∗. Dieser Suchraum entha¨lt zwar typischerweise nicht alle Teilmengen der Schra¨gkanten—
beispielsweise ist die Entfernungsmenge M = Ediag (S) in aller Regel unzula¨ssig—, hat aber dennoch
eine exponentielle Gro¨ße.
Um die Laufzeit unseres Reduktionsverfahrens polynomiell begrenzen zu ko¨nnen, betrachten wir
daher im Wesentlichen zu jeder nichttrivial-stabilen Startkante eˆ ∈ Ediag (S) genau einen Ast des
Suchbaums. In jedem Reduktionsschritt, bei dem fu¨r die Erweiterung der Entfernungsmenge mehrere
Schra¨gkanten zur Auswahl stehen, betrachten wir nur die Auswahl einer einzigen dieser Kanten. Finden
wir auf diesemWeg eine zula¨ssige EntfernungsmengeM∗, dann ist der aus [Str]−M∗ resultierende Plan
S∗ ein streng reduzierender Plan von S, und wir sind fertig. Ist S jedoch reduzierbar, und wir gelangen
auf diesem Weg zu einer nicht mehr zula¨ssig erweiterbaren Entfernungsmenge, dann haben wir bei
mindestens einer Wahlmo¨glichkeit einen Fehler gemacht. Um die polynomielle Beschra¨nktheit nicht
zu gefa¨hrden, verzichten wir in diesem Fall jedoch auf die Suche nach diesem Fehler. Wir verwerfen
die gesamte Entfernungsmenge, und beginnen mit einer anderen Startkante erneut.
Gab es bei der Bestimmung der unzula¨ssigen Entfernungsmenge keine Wahlmo¨glichkeiten, d.h.
fu¨hrte die Startkante eˆ alternativlos zu einem direkten Konﬂikt, dann ko¨nnen wir auf die Stabilita¨t
von eˆ schließen. Finden wir mit keiner Startkante eine zula¨ssige Entfernungsmenge, und konnten
wir nicht die Stabilita¨t aller Schra¨gkanten nachweisen, dann ist nicht klar, ob der Ausgangsplan S
reduzierbar ist, oder nicht.
Die Laufzeit dieser Vorgehensweise bestimmt sich folgendermaßen: Zu jeder Startkante eˆ ∈ Ediag (S)
betrachten wir maximal |Ediag (S)| = O
(
n2m2
)
viele Reduktionsschritte. Jeder Reduktionsschritt hat
eine Aufwand vonO
(
n5m5
)
(Algorithmus updateRedGraph). Da wir maximal |Ediag (S)| = O
(
n2m2
)
viele Startkanten untersuchen, ist die Gesamtlaufzeit beschra¨nkt durch O
(
n9m9
)
.
Verbesserung der Aussagekraft bei gleichbleibendem Aufwand
Um sowohl die Treﬀerchance fu¨r eine zula¨ssige Entfernungsmenge, als auch die Nachweischance fu¨r
eine stabile Schra¨gkante zu erho¨hen, ko¨nnen wir uns bei gleichbleibendem Aufwand erlauben, bei der
Feststellung der Unzula¨ssigkeit einer Entfernungsmenge zum jeweils letzten Entscheidungsknoten im
Suchbaum zuru¨ckzugehen. Ermitteln wir also in einem Reduktionsschritt zu der Entfernungsmenge
M einen Konﬂikt ho¨herer Ordnung, der aus den Kanten X besteht, dann wa¨hlen wir eine Schra¨gkante
eˆ∗ ∈ X als Erweiterungskante, und speichern M ′ =M , X ′ = X und eˆ′ = eˆ∗ ab.
Fu¨hrt die Erweiterung von M um die Kante eˆ∗ in einer Folge von Konﬂikten erster Ordnung, d.h.
alternativlos, zu einem direkten Konﬂikt, dann verwerfen wir nicht sofort die gesamte Entfernungs-
menge, sondern betrachten eine andere Kante eˆ∗∗ ∈ X ′ − eˆ′ als Erweiterungskante von M ′. Fu¨hrt die
Erweiterung von M um die Kante eˆ∗ in einem spa¨teren Schritt zu einer erneuten Verzweigung, dann
werden die Daten dieses Entscheidungsknotens gespeichert. In diesem Fall kommen wir auf keinen Fall
mehr zu der EntfernungsmengeM zuru¨ck. Wir verwerfen den Ast im Suchbaum zu einer Startkante eˆ
erst, wenn wir einen Konﬂikt X ′ gefunden haben, bei dem alle Schra¨gkanten stabil bezu¨glichM ′ sind.
Dadurch, dass wir jeweils nur bis zum letzten Entscheidungsknoten zuru¨ckgehen, also Verzweigun-
gen nur betrachten, wenn sich ein Ast der Verzweigung ohne weitere Verzweigungsmo¨glichkeiten als
Sackgasse erweist, bleibt das Verfahren insgesamt nach wie vor polynomiell beschra¨nkt.
Wie wir noch sehen werden, ermo¨glicht diese Vorgehensweise bei Ausgangspla¨nen, die keine ge-
tarnten stabilen Schra¨gkanten enthalten, sogar die sichere Entscheidung der Reduzierbarkeit.
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Der Algorithmus REDUCING1
Die eben diskutierte Grundidee eines polynomiell beschra¨nkten Verfahrens zur Reduzierung von
Pla¨nen spiegelt sich genau wie die angesprochene Verfeinerung im Algorithmus Reducing1 wider. Wir
pra¨sentieren das Verfahren hier in einer vereinfachten und u¨bersichtlicheren Darstellungsweise. Eine
detailliertere Darstellung des gesamten Verfahrens und aller verwendeten Teilprozeduren (in Klam-
mern) ist im Anhang A.1 und A.2 enthalten. Die detailliertere Darstellung dort dient insbesondere
der Abscha¨tzung der Laufzeit. Der Algorithmus Reducing1 besteht aus zwei ineinandergeschachtel-
ten Schleifen. Die a¨ußere Schleife wird maximal |Ediag (S)| = O
(
n2m2
)
oft durchlaufen. Die innere
Schleife entha¨lt als zentrale Punkte die Bestimmung eine Menge X ∈ V ∗∗M der Schra¨gkanten zu einem
Konﬂikt im Reduktionsgraphen GRM (Prozedur findX, entha¨lt findNextEdge), und die Aktualisie-
rung vonGRM (Prozedur updateRedGraph). Sie wird aufgrund der mo¨glichen Ru¨ckschritte zum jeweils
letzten Entscheidungsknoten unter Umsta¨nden nicht nur |Ediag (S)| = O
(
n2m2
)
oft durchlaufen. Die
Erkennung einer Alternative in einem Entscheidungsknoten als Sackgasse kann jedoch vom logische
Standpunkt aus, auch als Bestandteil der inneren Schleife betrachtet werden.
Algorithmus Reducing1
Input: [Str] zu normalem Plan S ∈ SSIJ .
Output: zula¨ssige Entfernungsmenge M , “S ist irreduzibel”, oder “?” (Versagen).
BEGIN {
Bestimme erweiterte Planimplikationsklassen PS = {P1, . . . , Pk},
Faktorgraph GF und Konsequenzgraph GK;
Setze M : = ∅, GRM = (V
∗
M + V
∗∗
M , ERM ) : = GF und Y : = V
∗∗
M ;
while (Y 6= ∅) do {
Wa¨hle ein eˆ ∈ Y (nicht stabil) und setze M : = {eˆ};
Aktualisiere GRM (updateRedGraph);
while (V ∗∗M −M 6= ∅) do {
Finde Menge X ⊆ V ∗∗M mo¨glicher Erweiterungskanten (findX);
if (X = {eˆ∗}) then {
Unterbrich ggf. Schleife, und setze Y : = Y − eˆ,
markiere dabei Startkante eˆ ggf. als stabil (dontBranch);
};
else Wa¨hle ein eˆ∗ ∈ X (branch);
M : =M + eˆ∗;
Aktualisiere GRM (updateRedGraph);
if (GRM ist konﬂiktfrei) then return M ;
};
};
if (alle e ∈ Y sind stabil) then return “S ist irreduzibel”;
else return “?”;
};
END.
Lemma 6.36 (Algorithmus Reducing1) Der Algorithmus Reducing1 ist korrekt und hat einen
Aufwand von O
(
n9m9
)
.
Beweis. Eine Entfernungsmenge M ⊆ Ediag (S) wird nur zuru¨ckgegeben, wenn der zugeho¨rige Re-
duktionsgraph GRM konﬂiktfrei ist. In diesem Fall ist M zula¨ssig, und [S
tr]−M ein H-Comparabili-
tygraph, bei dem jede transitive Orientierung auf [Str] −M einen Plan S∗ ∈ SSIJ beschreibt, der S
streng reduziert, S∗ ≺ S. Die Ausgabe “S ist irreduzibel” erfolgt nur dann, wenn jede Schra¨gkante
e ∈ Ediag (S) entweder trivial-stabil ist (und damit nicht in V ∗∗ repra¨sentiert ist), oder als stabil
erkannt wurde. Dabei wird eine Schra¨gkante genau dann als stabil erkannt, wenn ihre Entfernung aus
[Str] alternativlos zu unauﬂo¨sbaren Konﬂikten fu¨hrt. Das geschieht durch eine Reihe von Konﬂikten
erster Ordnung, die letztendlich entweder zu einem direkten Konﬂikt fu¨hren, oder zu einem Kon-
ﬂikt ho¨herer Ordnung, bei dem sa¨mtliche beteiligten Schra¨gkanten unmittelbar (im na¨chsten Schritt)
einen direkten Konﬂikt nach sich ziehen (vgl. detailliertere Darstellungen der Teilprozeduren im An-
hang A.1). Sind alle Schra¨gkanten stabil, dann ist S irreduzibel (Deﬁnition 4.35). Im Falle der Ausgabe
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“?” sind entweder alle Schra¨gkanten von [Str] stabil, und die Stabilita¨t mindestens einer Schra¨gkante
konnte durch den gewa¨hlten Rechenweg nicht zweifelsfrei (alternativlos) nachgewiesen werden. Oder
zu [Str] existieren zula¨ssige Entfernungsmengen, von denen keine durch den gewa¨hlten Rechenweg
entdeckt wurde. Der Algorithmus ist damit korrekt.
Die Bestimmung der erweiterten Planimplikationsklassen ist mit dem Aufwand O
(
n6m6
)
mo¨glich
(Abschnitt 4.2.7). Die Bestimmung des Faktorgraphen (Lemma 6.2) und des Konsequenzgraphen
(Lemma 6.5) ist genau wie die U¨berpru¨fung von GRM auf Konﬂiktfreiheit (beispielsweise mittels
Tiefen- oder Breitensuche) mit dem Aufwand O
(
n3m3
)
verbunden. Die Aktualisierung des Reduk-
tionsgraphen ist mit dem Aufwand O
(
n5m5
)
mo¨glich (Lemma 6.9). Die Teilprozeduren dontBranch
und branch haben jeweils einen Aufwand von O (|EKe |) = O (nm) bzw. O (|Ediag (S)|) = O
(
n2m2
)
.
Sowohl die a¨ußere, als auch die innere while-Schleife wird jeweils maximal |V ∗∗| = O (|Ediag (S)|) oft
durchlaufen, wenn die Erkennung eines Teilasts eines Entscheidungsknoten als Sackgasse logisch als
Bestandteil der inneren Schleife aufgefasst wird. Der Aufwand innerhalb der inneren while-Schleife
ist dann zum Einen durch den Algorithmus findNextEdge (O
(
n4m4
)
, Lemma 6.30) bzw. den Algo-
rithmus updateRedGraph (O
(
n5m5
)
, Lemma 6.26) bestimmt. Zum Anderen durch den Aufwand zur
Erkennung eines Teilasts als Sackgasse. Dieser ist nach Lemma 6.34 durch O
(
n5m5
)
beschra¨nkt. Der
Gesamtaufwand von Reducing1 ist damit bestimmt durch O(n6m6+ |Ediag (S)| · (n5m5+ |Ediag (S)| ·
(n4m4 + n5m5 + n5m5))) = O(n6m6 + n2m2 · (n2m2 · (n5m5))) = O
(
n9m9
)
.
NP-Test fu¨r IRRED?
Der Algorithmus Reducing1 ist ein randomisiertes Verfahren mit zweiseitiger Versagenswahrscheinlich-
keit (vgl. Kapitel 2). Ersetzen wir die Ausgabe “?” durch “S ist irreduzibel”, dann wird aus Reducing1
ein randomisiertes Verfahren mit einseitigem Fehler. Wa¨hrend die Ausgabe “S ist reduzierbar” immer
korrekt ist, kann die Ausgabe “S ist irreduzibel” auch bei reduzierbaren Pla¨nen erfolgen. Reducing1
ist damit ein NP-Test fu¨r die Reduzierbarkeit. Ersetzen wir die Ausgabe “?” durch “S ist reduzierbar”,
dann kann zwar lediglich die Ausgabe “S ist reduzierbar” falsch sein, aber Reducing1 wird dadurch
nicht zu einem NP-Test fu¨r IRRED. Wa¨hrend in diesem Fall zwar jede abzulehnende (d.h. reduzier-
bare) Instanz auf jedem Rechenweg abgelehnt wird, ist nicht klar, ob auch jede anzunehmende (d.h.
irreduzible) Instanz, auf mindestens einem Rechenweg als irreduzibel erkannt werden kann.
REDUCING1 und getarnte stabile Schra¨gkanten
Mo¨glicherweise existieren Instanzen, die zwar irreduzibel sind, bei denen die Stabilita¨t der einzelnen
Schra¨gkanten aber auf keinem mo¨glichen Rechenweg (d.h. bei keiner zula¨ssigen Auswahl der jeweiligen
Erweiterungskanten) bewiesen werden kann. Klar ist jedoch, dass, wenn solche Instanzen existieren,
sie getarnte stabile Schra¨gkanten enthalten mu¨ssen.
Lemma 6.37 (Reducing1 und getarnte stabile Schra¨gkanten) Sei S ∈ SSIJ ein normaler
Plan. Entha¨lt S keine getarnten stabilen Schra¨gkanten, dann versagt der Algorithmus Reducing1
nicht (Ausgabe “?”).
Beweis. Da die Prozedur findNextEdge (Seite 6.3.2) vor der Suche nach Konﬂikten ho¨herer Ordnung
explizit nach solchen der Ordnung 0 bzw. 1 sucht, wird die Stabilita¨t von nichtgetarnten stabilen
Schra¨gkanten bei ihrer Auswahl als Erweiterungskanten durch Reducing1 erkannt (Satz 6.34 und
Deﬁnition 6.32). Der Algorithmus fa¨hrt dann mit einer alternativen Erweiterungskante fort.
Angenommen, der Algorithmus liefert die Ausgabe “?”. Dann wurde weder eine zula¨ssige Entfer-
nungsmenge entdeckt, noch die Stabilita¨t aller Startkanten aus Y festgestellt. D.h. der Algorithmus
hat die Untersuchung mindestens einer Startkante eˆ ∈ Y abgebrochen, ohne diese Kante als sta-
bil zu markieren. Der Abbruch der inneren Schleife in Reducing1 erfolgt jedoch nur, wenn jede der
Schra¨gkanten einer Menge X von beteiligten Schra¨gkanten eines Konﬂikts in GRM zu einem direk-
ten Konﬂikt fu¨hrt. Nach Vorraussetzung folgt jeder dieser direkten Konﬂikte alternativlos aus der
Auswahl der jeweiligen Kante eˆ∗ ∈ X als Erweiterungskante. Damit ist jedoch die Entfernungsmenge
M , bezu¨glich der der Reduktionsgraph GRM den Konﬂikt mit den Schra¨gkanten X entha¨lt, bereits
unzula¨ssig (Satz 6.14). D.h. die Schra¨gkante eˆ′, um die die Entfernungsmenge M ′ in einem fru¨he-
ren Schritt erweitert worden ist, um zu M = M ′ + eˆ′ zu gelangen, ist stabil. Nach Voraussetzung
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ist eˆ′ jedoch keine getarnte stabile Schra¨gkante, und wa¨re von Reducing1 erkannt worden (Wider-
spruch).
Folgerung 6.38 (Versagen von Reducing1) Sei S ∈ SSIJ ein normaler Plan. Versagt der Algo-
rithmus Reducing1 (Ausgabe “?”), dann entha¨lt S getarnte stabile Schra¨gkanten. Die Umkehrung
dieser Aussage gilt nicht.
IRRED und P
Entha¨lt der Ausgangsplan S ∈ SSIJ also keine getarnten stabilen Schra¨gkanten, dann liefert der
randomisierte Algorithmus Reducing1 also mit einer Versagenswahrscheinlichkeit von ε = 0 eine
richtige Antwort auf die Frage, ob S irreduzibel ist, oder nicht. Reducing1 ist in diesem Fall nicht nur
ein NP-Test sowohl fu¨r die Reduzierbarkeit, als auch fu¨r die Irreduzibilita¨t von S, sondern sogar ein im
weiteren Sinne deterministisches Verfahren. Die Richtigkeit der Antwort ha¨ngt nicht vom gewa¨hlten
randomisierten Rechenweg ab. Damit liegt das Problem IRRED in P, sofern keine Pla¨ne mit getarnten
stabilen Schra¨gkanten existieren.
Satz 6.39 (Reducing1 und getarnte stabile Schra¨gkanten) Sei S ∈ SSIJ ein normaler Plan.
Entha¨lt S keine getarnten stabilen Schra¨gkanten, dann kann der Algorithmus Reducing1 mit dem
Aufwand O
(
n7m7
)
entscheiden, ob S irreduzibel ist.
Beweis. Nach Lemma 6.36 und 6.37 ﬁndet der Algorithmus Reducing1 unter dieser Voraussetzung
entweder eine zula¨ssige Entfernungsmenge M oder er beweist die Irreduzibilita¨t von S. Nach Satz
6.34 kann die Stabilita¨t jeder stabilen Schra¨gkante in der Zeit O
(
n5m5
)
erkannt werden. Das gilt
insbesondere fu¨r jede Startkante eˆ ∈ Y . Zu der ersten Startkante eˆ ∈ Y im Verlauf von Reducing1, die
nicht stabil ist, ﬁndet Reducing1 in der Zeit O
(
n2m2 · n5m5
)
= O
(
n7m7
)
mit Sicherheit (Vorausset-
zung) eine zula¨ssige Entfernungsmenge. Der Gesamtaufwand ist damit beschra¨nkt durch |Ediag (S)| ·
O
(
n5m5
)
+O
(
n7m7
)
= O
(
n2m2 · n5m5 + n7m7
)
= O
(
n7m7
)
.
Folgerung 6.40 (IRRED und P) Existieren keine Probleminstanzen von IRRED mit getarnten
stabilen Schra¨gkanten, dann liegt IRRED in P.
Die Umkehrung von Folgerung 6.40 gilt nicht. Darauf werden bei der Diskussion der Variante
Reducing2 im folgenden Abschnitt eingehen. Zusammenfassend ko¨nnen wir die Eigenschaften von
Reducing1 folgendermaßen formulieren.
Bemerkung 6.41 (Reducing1) Der Algorithmus Reducing1 durchsucht einen polynomiell be-
schra¨nkten Teil des exponentiell großen Suchraums derart, dass er zu einem reduzierbaren Ausgangs-
plan S ∈ SSIJ mit sehr hoher Wahrscheinlichkeit einen reduzierenden Plan S∗ ∈ SSIJ mit S∗ ≺ S
findet. Findet er keinen reduzierenden Plan, dann ist S mit sehr hoher Wahrscheinlichkeit irreduzibel.
Fu¨r Pla¨ne, die keine getarnten stabilen Schra¨gkanten enthalten, sinkt die Fehler- bzw. Versagenswahr-
scheinlichkeit auf 0.
Ein Beispiel
Bevor wir uns jedoch der Variante Reducing2 zuwenden, wollen wir uns den Algorithmus Reducing1
sowohl anhand des bekannten Beispielplans A, als auch anhand des Plans B24 mit nichttrivial-stabilen
Schra¨gkanten (Seite 95) veranschaulichen.
Beispiel 6.42 (Reducing1) Wir betrachten zuna¨chst erneut den Plan A ∈ SSIJ aus den Beispielen
4.8, 4.44, 6.6 bzw. 6.21. In den Beispielen 6.6 und 6.21 haben wir den Faktorgraphen GF (Abbildung
6.2) und den Konsequenzgraphen GK (Tabelle 6.1), sowie die Reduktionsgraphen GRM zu den Ent-
fernungsmengen M1 =
{
1̂.4
}
, M2 =
{
1̂.4, 2̂.5
}
(Abbildung 6.3), M3 =
{
2̂.7
}
und M4 =
{
2̂.7, 1̂.7
}
(Abbildung 6.4) zu dem aus A abgeleiteten Plan A48 ≺ A betrachtet. Wir wollen diese Entfernungs-
mengen nocheinmal mit der Notation von Algorithmus Reducing1 diskutieren.
Sei also A48 ∈ SSIJ der Ausgangsplan. [Atr48] entha¨lt 6 Schra¨gkanten, von denen keine trivial-stabil ist.
D.h. die Menge Y ⊆ Ediag (A48) entha¨lt alle 6 Schra¨gkanten, Y = Ediag (A48). Nehmen wir an, wir
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wa¨hlen die Kante eˆ = 1̂.4 als erste Startkante. Dann gilt M = M1. Der Reduktionsgraph GRM ist in
Abbildung 6.3 (links) auf Seite 127 dargestellt. Er entha¨lt keinen direkten Konflikt, aber einen Konflikt
erster Ordnung, die Kante 2̂.5. Wir wa¨hlen also die Kante 2̂.5 als alternativlose Erweiterungskante aus.
Der aktualisierte Reduktionsgraph GRM zu der erweiterten Entfernungsmenge M =
{
1̂.4, 2̂.5
}
= M2
ist in Abbildung 6.3 (rechts) dargestellt. Er ist konfliktfrei, d.h. die Entfernungsmenge M ist zula¨ssig.
Der Algorithmus terminiert. Der resultierende Plan ist der Plan A348.10 ≺ A48.
Nehmen wir nun an, wir wa¨hlen die Kante eˆ = 2̂.7 als erste Startkante. Dann giltM =M3. Der Reduk-
tionsgraph ist in Abbildung 6.4 (links) dargestellt. Er entha¨lt weder einen direkten Konflikt, noch einen
Konflikt erster Ordnung. Er entha¨lt jedoch die folgenden 4 Konflikte 2-ter Ordnung: X1 =
{
1̂.4, 1̂.7
}
,
X2 =
{
1̂.4, 9̂.7
}
, X3 =
{
2̂.5, 1̂.7
}
und X4 =
{
2̂.5, 9̂.7
}
. Nehmen wir an, der Konflikt, den wir mit
Hilfe der Prozedur findNextEdge finden, ist der Konflikt X = X2, und nehmen wir an, wir wa¨hlen
von den beiden zur Auswahl stehenden Kanten die Kante eˆ∗ = 1̂.7 als Erweiterungskante. Der ak-
tualisierte Reduktionsgraph GRM zu der erweiterten Entfernungsmenge M =
{
2̂.7, 1̂.7
}
= M4 ist in
Abbildung 6.4 (rechts) dargestellt. Er entha¨lt einen Konflikt erster Ordnung. Die Auswahl der Kante
eˆ∗ = 9̂.7 ist damit alternativlos. Im na¨chsten Iterationsschritt zeigt sich, dass die Entfernungsmenge
M =
{
2̂.5, 1̂.7, 9̂.7
}
zula¨ssig ist. Der resultierende Plan ist der Plan A4567 ≺ A48. Jede andere Wahl
der Menge X im zweiten Reduktionsschritt, und jede Wahl einer der beiden jeweiligen Kanten fu¨hrt
im dritten Reduktionsschritt zu einer zula¨ssigen Entfernungsmenge, die entweder zu A4567, oder zu
A348.10 fu¨hrt.
Betrachten wir nun den Algorithmus Reducing1 fu¨r den irreduziblen Beispielplan B24 auf Seite
2.5 P1 + P¯2 P¯1 + 3.5 P¯1 + 7.5
3.5 P1 + P2 P1 + P¯2 P1 + 2.5 P¯1 + 7.5
7.5 P1 + P2 P1 + P¯2 P1 + 2.5 P1 + 3.5 P1 + 9.5
9.5 P1 + P¯2 P¯1 + 7.5
Tabelle 6.2: Der Konsequenzgraph GK zum Plan B24.
95 (Abbildung 4.10). Der Plangraph Btr24 besteht aus 2 verschiedenen Planimplikationsklassen P1
und P2, sowie 9 Schra¨gkanten, von denen 5 trivial-stabil in P1 sind. Die anderen 4 Schra¨gkanten
sind nichttrivial-stabil. Die Menge Y ⊆ Ediag (B24) entha¨lt damit nur die 4 nicht trivial-stabilen
Schra¨gkanten. Aus dem Konsequenzgraphen GK (Tabelle 6.2) geht sofort hervor, dass die Kanten 3̂.5
und 7̂.5 stabil sein mu¨ssen, da beide sowohl P1 + P2, als auch P1 + P¯2 nach sich ziehen. Wir ko¨nnen
beide Schra¨gkanten daher als stabil markieren (fett gedruckt).
Nehmen wir an, wir wa¨hlen die Kante 2̂.5 als Startkante, M =
{
2̂.5
}
. Der resultierende Reduktions-
P1 2+ P
2.5 3.5 3.57.5 7.59.5 9.5
P1 P1 2+ P
P2
Abbildung 6.5: Der Faktorgraph GF (links) und der Reduktionsgraph GRM bezu¨glich der Entfer-
nungsmenge M =
{
2̂.5
}
zum Plan B24.
graph GRM (Abbildung 6.5, rechts) entha¨lt keine direkten Konflikte, aber 3 Konflikte erster Ordnung.
Wa¨hlen wir nun beispielsweise die (stabile) Kante eˆ∗ = 3̂.5 als neue Erweiterungskante, dann kommen
wir zu einer unzula¨ssigen Entfernungsmenge. Da sich die Wahl von 3̂.5 alternativlos aus der Wahl
der Startkante 2̂.5 ergeben hat, ko¨nnen wir die Startkante eˆ = 2̂.5 als stabil markieren. Als neue Start-
kante steht nun nur noch die einzige verbleibende noch nicht als stabil erkannte Schra¨gkante 9̂.5 zur
142 KAPITEL 6. EIN REDUKTIONSALGORITHMUS
Auswahl. Fu¨r diese Startkante ko¨nnen wir genauso schnell die Stabilita¨t nachweisen. Da sa¨mtliche
nichttrivial-stabilen Schra¨gkanten als stabil erkannt worden sind, erkennt der Algorithmus Reducing1
(auf jedem mo¨glichen Rechenweg) die Irreduzibilita¨t von B24.
Wa¨hlen wir im ersten Reduktionsschritt zu der EntfernungsmengeM =
{
2̂.5
}
keine der beiden bereits
als stabil bekannten Kanten 3̂.5 bzw. 7̂.5, sondern die Kante eˆ∗ = 9̂.5 als Erweiterungskante, dann
erkennen wir die Stabilita¨t der Startkante 2̂.5 erst im na¨chsten Reduktionsschritt.
6.4.2 Der Algorithmus REDUCING2
Der Algorithmus Reducing1 hat also eine polynomiell beschra¨nkte Laufzeit, und liefert mit einer sehr
hohen Wahrscheinlichkeit ein richtiges Ergebnis. Legen wir dagegen Wert auf eine unbedingte Sicher-
heit des Ergebnisses, dann ko¨nnen wir uns nicht unbedingt auf eine beliebige Wahl eines Astes an
jedem Entscheidungsknoten verlassen. Insbesondere, um die Irreduzibilita¨t eines Ausgangsplans be-
weisen zu ko¨nnen, mu¨ssen wir alle mo¨glichen A¨ste eines Entscheidungsknotens ausschließen. Dadurch
ist eine polynomielle Beschra¨nkung der Laufzeit grundsa¨tzlich nicht mehr mo¨glich. Wie wir jedoch
sehen werden, ko¨nnen wir die Laufzeit in einigen Fa¨llen dennoch polynomiell abscha¨tzen. Vor allem
Probleminstanzen, die keine getarnten stabilen Schra¨gkanten enthalten, ero¨ﬀnen diese Mo¨glichkeit.
Die Grundidee einer gru¨ndlichen, aber dennoch schnellen Suche
Der Algorithmus Reducing2 unterscheidet sich vom Algorithmus Reducing1 lediglich dadurch, dass
der Teil des Suchbaums zu einer Startkante eˆ ∈ Y nicht gleich bei einem unauﬂo¨sbaren Konﬂikt in
einem Ast verworfen wird. Vielmehr werden mit einer Tiefensuchstrategie solange alle Verzweigungen
betrachtet, die sich bei der Auﬂo¨sung von Konﬂikten ho¨herer Ordnung ergeben, bis entweder eine
zula¨ssige Entfernungsmenge entdeckt wird, oder die Stabilita¨t der Startkante zweifelsfrei feststeht. Die
Stabilita¨t einer Startkante steht dabei unter Umsta¨nden erst nach der Betrachtung aller Verzweigungen
zu dieser Kante fest. Andererseits kommt bei Reducing2 die Betrachtung alternativer Startkanten
erst in Betracht, wenn von allen vorhergehenden Startkanten die Stabilita¨t nachgewiesen worden
ist. Da diese Schra¨gkanten nicht mehr fu¨r die Erweiterung von nicht zula¨ssigen Entfernungsmengen
in Frage kommen, reduziert sich die Gro¨ße des Suchraums durch jede Schra¨gkante, deren Stabilita¨t
festgestellt wird. Ko¨nnen wir die Reihenfolge, in der die Schra¨gkanten eines irreduziblen Ausgangsplans
als Startkanten betrachtet werden, so wa¨hlen, dass zuerst Schra¨gkanten betrachtet werden, deren
Stabilita¨t sich leicht, d.h. ohne großen Suchbaum, nachweisen la¨sst, dann ko¨nnen wir dadurch den
Gesamtaufwand trotz der exponentiellen Abscha¨tzung gering halten.
Bestimmung einer guten Reihenfolge der Kanten aus Y
Wie erkennen wir Schra¨gkanten, deren mo¨gliche Stabilita¨t sich leichter nachweisen la¨sst, als die
mo¨gliche Stabilita¨t anderer Schra¨gkanten? Die Stabilita¨t von nicht getarnten stabilen Schra¨gkanten
la¨sst sich ohne jegliche Verzweigung in polynomieller Laufzeit erkennen (Satz 6.34). In diese Gruppe
fallen die trivial-stabilen Schra¨gkanten, die bei dieser Betrachtung keine Rolle spielen, da sie bereits
bei der Bestimmung des Faktorgraphen GF erkannt werden, und als Kanten ihrer erweiterten Plan-
implikationsklasse nicht in der Menge Y = V ∗∗ enthalten sind. In diese Gruppe fallen aber auch
beispielsweise die nichttrivial-stabilen Schra¨gkanten, die inkonsistente Konsequenzen haben. Der Plan
B24 auf Seite 4.3.4 entha¨lt solche Kanten (Beispiel 6.42).
Getarnte stabile Schra¨gkanten dagegen sind nichttrivial-stabile Schra¨gkanten, deren Stabilita¨t sich
erst nach der Betrachtung aller A¨ste einer mindestens zweistuﬁgen Verzweigung erkennen la¨sst. Dazu
du¨rfen die Entfernungsmengen zu den entsprechenden Entscheidungsknoten weder direkte Konﬂikte,
noch Konﬂikte erster Ordnung enthalten. Solche Konﬂikte entstehen in erster Linie dann, wenn die
zuletzt zu der Entfernungsmenge hinzugefu¨gte Erweiterungskante Konsequenzen nach sich zieht, die
eine oder mehrere Planimplikationsklassen betreﬀen. Beschra¨nken sich die Konsequenzen einer Erwei-
terungskante auf neue Γ-Relationen von Schra¨gkanten untereinander (vgl. Abschnitt 4.3.3, Abbildung
4.9), dann ko¨nnen Konﬂikte niedriger Ordnung daraus unter Umsta¨nden nur entstehen, wenn einige
dieser beteiligten Schra¨gkanten bereits als stabil erkannt worden sind.
Wird eine getarnte stabile Schra¨gkante in einem irreduziblen Plan als eine der letzten Startkanten
untersucht, dann sind fast alle Schra¨gkanten des Plans bereits als stabil bekannt, und die Wahrschein-
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lichkeit ist groß, dass die getarnte stabile Schra¨gkante nicht mehr “getarnt” ist. Um die Chancen zu
erho¨hen, sa¨mtliche mo¨glicherweise vorhandenen getarnten stabilen Schra¨gkanten eines Ausgangsplans
im hinteren Teil in der angeordneten Menge Y = V ∗∗ anzuordnen, ko¨nnen wir die Reihenfolge der
Kanten in Y daher nach qualitativen Merkmalen ihrer jeweiligen Konsequenzen bestimmen.
Wir gruppieren die nichttrivial-stabilen Schra¨gkanten eines Ausgangsplans in zwei Gruppen. Grup-
pe 1 entha¨lt alle Schra¨gkanten, die Konsequenzen zwischen jeweils zwei verschiedenen Planimplikati-
onsklassen induzieren. Die Kanten dieser Gruppe werden als erste in Y angeordnet. Die zweite Gruppe
entha¨lt alle verbleibenden Schra¨gkanten. Die Kanten dieser Gruppe werden hinter denen aus der ersten
Gruppe in Y angeordnet. Innerhalb dieser Gruppe erscheint eine Sortierung nach der Anzahl der Kon-
sequenzen unter der Beteiligung von Planimplikationsklassen sinnvoll. Getarnte stabile Schra¨gkanten
geho¨ren mit sehr hoher Wahrscheinlichkeit immer zu der zweiten Gruppe, und werden innerhalb dieser
Gruppe mutmaßlich weiter hinten angeordnet (vgl. Abschnitt 4.3.3, Abbildung 4.9).
Bemerkung 6.43 (Bedeutung der Reihenfolge in Y) Werden die nichttrivial-stabilen Schra¨g-
kanten in Y = V ∗∗ so angeordnet, dass Kanten, die viele Konsequenzen zwischen Planimplikati-
onsklassen untereinander, und zwischen Planimplikationsklassen und Schra¨gkanten induzieren, vor
Kanten liegen, die nur wenige Konsequenzen zwischen Planimplikationsklassen und Schra¨gkanten in-
duzieren, dann steigt dadurch die Wahrscheinlichkeit, dass bei der Betrachtung einer getarnten stabilen
Schra¨gkante als Startkante der Suchbaum durch die Kenntnis der Stabilita¨t aller vorherigen Startkan-
ten soweit eingeschra¨nkt ist, dass ein schneller Nachweis der Stabilita¨t mo¨glich wird.
Der Algorithmus REDUCING2
Mit dieser Idee zur Sortierung der Schra¨gkanten in der Menge Y im Hinterkopf, ko¨nnen wir uns nun
der konkreten Gestaltung von Reducing2 widmen. Die Betrachtung aller A¨ste einer Verzweigung wird
durch die sich selbst aufrufende Prozedur findPossibleEdges sicher gestellt. Genau wie im Falle
von Reducing1 ist hier lediglich eine etwas vereinfachte Darstellung von Reducing2 angegeben. Der
Grad der Vereinfachung hier ist gegenu¨ber Reducing1 jedoch bedeutend geringer. Eine kommentierte
Darstellung von Reducing2 und findPossibleEdges ist in den Anha¨ngen A.3 bzw. A.1 enthalten.
Algorithmus Reducing2
Input: [Str] zu normalem Plan S ∈ SSIJ .
Output: zula¨ssige Entfernungsmenge M oder “S ist irreduzibel”.
findPossibleEdges(M , GRM , GK) {
while (V ∗∗M −M 6= ∅) do {
Bestimme alternativloses eˆ∗ (nicht stabil) nach Schritt (1), (2) oder (3)
in findNextEdge(M , GRM , GK), und setze X : = {eˆ
∗},
oder bestimme X : =W ∩ V ∗∗M nach Schritt (3);
if not (“M nicht zula¨ssig erweiterbar”) then {
while (X 6= ∅) do {
Wa¨hle ein eˆ∗ ∈ X (nicht stabil);
M : =M + eˆ∗;
updateRedGraph(M , GRM , GK, eˆ
∗);
if (GRM ist konﬂiktfrei) then return M ;
else findPossibleEdges(M , GRM , GK);
};
};
};
}
BEGIN {
Bestimme erweiterte Planimplikationsklassen PS = {P1, . . . , Pk},
Faktorgraph GF und Konsequenzgraph GK;
Setze M : = ∅, GRM = (V
∗
M + V
∗∗
M , ERM ) : = GF und Y : = V
∗∗
M ;
while (Y 6= ∅) do {
Wa¨hle ein eˆ ∈ Y (nicht stabil);
M : = {eˆ};
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updateRedGraph(M , GRM , GK, eˆ);
findPossibleEdges(M , Y , eˆ);
Markiere eˆ als stabil;
Y : = Y − eˆ;
};
return “S ist irreduzibel”;
};
END.
Lemma 6.44 (Algorithmus Reducing2) Der Algorithmus Reducing2 ist korrekt, und hat eine
durch O
(
n5m5 · 2|Ediag(S)|
)
= O
(
n5m5 · 2n
2m2
)
beschra¨nkte maximale Laufzeit.
Beweis. Der Algorithmus betrachtet zu jeder Startkante eˆ ∈ Y = V ∗∗ jede sinnvolle Erweiterung
der Entfernungsmenge und sa¨mtliche ihrer Verzweigungen, bis entweder eine zula¨ssige Entfernungs-
menge M gefunden wird, oder jede Entfernungsmenge als (endgu¨ltig) unzula¨ssig bewiesen ist. Da
die Konﬂikte im Reduktionsgraphen GRM jeweils unabha¨ngig voneinander gelo¨st werden mu¨ssen, ist
eine Verzweigung in der Auswahl des zu lo¨senden Konﬂikts im Schritt findNextEdge hierzu nicht
notwendig. Andererseits folgt aus Lemma 6.22 bzw. Satz 6.23, dass jede zula¨ssige Entfernungsmenge
auf diese Weise entdeckt werden kann. Der Algorithmus ist somit korrekt.
Bei Vermeidung von mehrfacher Betrachtung einer Entfernungsmenge M in verschieden Teila¨sten
des Suchbaums wird jede mo¨gliche Entfernungsmenge M ⊆ Ediag (S) ho¨chstens einmal betrach-
tet.1 Bei jeder Betrachtung werden die Kanten eines gewa¨hlten Konﬂikts mit dem Algorithmus
findNextEdge in O
(
|VRM |
2
)
= O
(
n4m4
)
bestimmt (Lemma 6.30). Die Aktualisierung des Redukti-
onsgraphen nach der Erweiterung von M um eine dieser Kanten erfolgt in O
(
n5m5
)
(Lemma 6.26).
Die maximale Anzahl solcher Betrachtungen ist durch O
(
2|Ediag(S)|
)
= O
(
2n
2m2
)
beschra¨nkt. Der
Gesamtaufwand ist damit beschra¨nkt durch O
((
n4m4 + n5m5
)
· 2|Ediag(S)|
)
= O
(
n5m5 · 2n
2m2
)
.
Fu¨r reduzierbare Pla¨ne S ∈ SSIJ unterscheidet sich Reducing2 kaum von Reducing1. Wa¨hrend
Reducing1 solche Pla¨ne in polynomieller Laufzeit mit sehr hoher Wahrscheinlichkeit reduzieren kann,
ﬁndet Reducing2 mit Sicherheit einen streng reduzierenden Plan, und diesen mit hoher Wahrschein-
lichkeit mit derselben Laufzeit wie Reducing1. Der Grund hierfu¨r ist, dass der Algorithmus terminiert,
sobald eine zula¨ssige Entfernungsmenge entdeckt worden ist.
Suchraum ha¨ufig nicht sehr groß
Obwohl die Gro¨ße des Suchraums nur exponentiell abgescha¨tzt werden kann, ist er typischerweise
vergleichsweise klein. Insbesondere die Anzahl der irreduziblen Pla¨ne S∗ zu einem gegebenen Aus-
gangsplan S ist fu¨r viele Instanzen S ∈ SSIJ erstaunlich klein. Die polynomielle Abscha¨tzung der
Laufzeit von Reducing2 ist damit in vielen Fa¨llen sehr grob.
In Tabelle 6.3 ist diese Anzahl fu¨r eine kleine Stichprobe von Instanzen vom Format 3× 4 bis zum
Format 3 × 12 mit bis zu 34 verschiedenen Planimplikationsklassen angegeben. Die Bestimmung der
Anzahl der irreduziblen Pla¨ne erfolgte dabei mit Hilfe des Softwarepakets LiSA [46]. Die Auswahl der
Instanzen erfolgte mit Hilfe eines Programms zur Enumeration aller Pla¨ne eines gewa¨hlten Formats
mit genau k verschiedenen Planimplikationsklassen. Bemerkenswert dabei ist unter anderem, das von
den 20 Instanzen mit 30 oder mehr Planimplikationsklassen, zu denen jeweils u¨ber eine Millarde
verschiedener reduzierender Pla¨ne existieren ko¨nnten (2|PS|, Satz 4.40), gerade einmal 3 mehr als
10.000 verschieden irreduzible Pla¨ne besitzen. Fast die Ha¨lfte (9) dieser Instanzen besitzt deutlich
weniger als 1.000 irreduzible Pla¨ne, 4 Instanzen sogar weniger als 100.
1Eine solche Vermeidung ist mo¨glich, aber in der gewa¨hlten Darstellung des Verfahrens nicht explizit beru¨cksichtigt.
In der gegebenen Formulierung ist der Aufwand formal nur beschra¨nkt durch O
(∣∣Ediag (S)∣∣|Ediag(S)|) =
O
((
n2m2
)n2m2)
.
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|PS |
∣∣F[Str ]∣∣ Format 2|PS | # irred. Pla¨ne |PS |3 |Ereg (S)|2
5 1 3× 4 32 1 125 900
5 1 3× 4 32 1 125 900
6 1 3× 4 64 5 216 900
6 2 3× 4 64 4 216 900
6 2 3× 4 64 4 216 900
7 2 3× 4 128 3 343 900
8 2 3× 4 256 10 512 900
8 4 3× 4 256 6 512 900
8 4 3× 4 256 13 512 900
10 4 3× 4 1.024 11 1.000 900
12 4 3× 4 4.096 68 1.728 900
12 8 3× 4 4.096 38 1.728 900
12 8 3× 4 4.096 47 1.728 900
14 8 3× 4 16.384 107 2.744 900
16 10 3× 4 65.536 131 4.096 900
18 12 3× 4 262.144 188 5.832 900
18 14 3× 4 262.144 426 5.832 900
20 10 3× 5 1.048.576 303 8.000 2.025
20 10 3× 5 1.048.576 250 8.000 2.025
22 12 3× 5 4.194.304 1.052 10.648 2.025
22 12 3× 5 4.194.304 732 10.648 2.025
25 15 3× 5 33.554.432 1.546 15.625 2.025
25 15 3× 5 33.554.432 351 15.625 2.025
25 15 3× 7 33.554.432 3.118 15.625 7.056
25 15 3× 7 33.554.432 282 15.625 7.056
25 15 3× 8 33.554.432 258 15.625 11.664
25 15 3× 8 33.554.432 483 15.625 11.664
27 20 3× 5 134.217.728 4.223 19.683 2.025
27 20 3× 5 134.217.728 3.942 19.683 2.025
30 18 3× 5 1.073.741.824 3.311 27.000 2.025
30 20 3× 8 1.073.741.824 6.317 27.000 11.664
31 20 3× 6 2.147.483.648 5.011 29.791 3.969
32 8 3× 9 4.294.967.296 443 32.768 18.225
32 8 3× 9 4.294.967.296 263 32.768 18.225
32 8 3× 10 4.294.967.296 37 32.768 27.225
32 8 3× 10 4.294.967.296 16 32.768 27.225
32 8 3× 11 4.294.967.296 1.890 32.768 39.204
32 8 3× 11 4.294.967.296 78 32.768 39.204
32 8 3× 12 4.294.967.296 164 32.768 54.756
32 8 3× 12 4.294.967.296 2.869 32.768 54.756
32 12 3× 9 4.294.967.296 40.044 32.768 18.225
32 20 3× 9 4.294.967.296 2.074 32.768 18.225
32 20 3× 9 4.294.967.296 127 32.768 18.225
32 20 3× 9 4.294.967.296 6.937 32.768 18.225
32 20 3× 9 4.294.967.296 37.735 32.768 18.225
34 8 3× 10 17.179.869.184 28 39.304 27.225
34 8 3× 10 17.179.869.184 253 39.304 27.225
34 18 3× 9 17.179.869.184 3.674 39.304 18.225
34 18 3× 9 17.179.869.184 24.872 39.304 18.225
Tabelle 6.3: Die Anzahl der verschiedenen irreduziblen Pla¨ne S∗ ≺ S (Spalte 5) zu einer willku¨rlich
gewa¨hlten Stichprobe von Probleminstanzen. Neben einigen Kennzahlen zur Beschreibung dieser In-
stanzen (Spalten 1 bis 3) sind auch einige daraus abgeleitete Kennzahlen angegeben (Spalte 4, und
Spalten 6 und 7).
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Polynomielle Beschra¨nkung der Laufzeit
Fu¨r eine große Gruppe von Instanzen ko¨nnen wir den Aufwand von Reducing2 tatsa¨chlich sogar
polynomiell abscha¨tzen.
Lemma 6.45 (Reducing2 und getarnte stabile Schra¨gkanten) Sei S ∈ SSIJ ein normaler Plan,
der keine getarnten stabilen Schra¨gkanten entha¨lt. Dann ist die Laufzeit von Algorithmus Reducing2
fu¨r S beschra¨nkt durch O
(
n7m7
)
.
Beweis. Entha¨lt S keine getarnten stabilen Schra¨gkanten, dann wird jede stabile Schra¨gkante al-
ternativlos erkannt, und Verzweigungen entstehen nur bei zula¨ssig erweiterbaren Entfernungsmengen
M . Jede Erweiterung von M um eine nichtstabile Schra¨gkante eˆ∗ fu¨hrt erneut zu einer zula¨ssig er-
weiterbaren Entfernungsmenge M∗ = M + eˆ∗. Da der Algorithmus terminiert, sobald eine zula¨ssige
Entfernungsmenge gefunden ist, erfolgt ein Ru¨ckschritt zu einer bereits besuchten Verzweigung im
Suchbaum nur im Falle einer stabilen Schra¨gkante. Der Ablauf von Reducing2 ist damit identisch zu
dem von Reducing1. Insbesondere ist damit auch der Aufwand von Reducing2, genau wie der von
Reducing1, durch O
(
n7m7
)
(Satz 6.39) beschra¨nkt.
Folgerung 6.46 (Reducing1 und Reducing2) Sei S ∈ SSIJ ein normaler Plan, der keine getarnten
stabilen Schra¨gkanten entha¨lt. Dann sind die Algorithmen Reducing1 und Reducing2 identisch.
REDUCING2 und Pla¨ne mit getarnten stabilen Schra¨gkanten
Bei Pla¨nen, die keine getarnten stabilen Schra¨gkanten enthalten spielt es also keine Rolle, welche der
beiden Auspra¨gungen unseres Reduktionsverfahrens wir benutzen. Wir ﬁnden fu¨r reduzierbare Pla¨ne
immer einen reduzierenden Plan, und erkennen irreduzible Pla¨ne mit polynomiellem Aufwand. Wie
stehen unsere Chancen bei Pla¨nen mit getarnten stabilen Schra¨gkanten? Sind sie reduzierbar, dann ist
Reducing1 ein NP-Test fu¨r die Bestimmung eines reduzierenden Plans (Abschnitt 6.4.1). Abha¨ngig
vom gewa¨hlten Rechenweg, besteht die Chance, eine zula¨ssige Entfernungsmenge zu entdecken. Das
gleiche gilt fu¨r Reducing2. Genau wie bei Reducing1 besteht auch hier die Mo¨glichkeit, in jedem
Schritt die richtige Entscheidung zu treﬀen.
Fangen wir mit einer nicht stabilen Schra¨gkante an, und ﬁnden eine zula¨ssige Entfernungsmenge
ohne die Betrachtung von mehreren A¨sten einer Verzweigung, dann ko¨nnen wir die Reduzierbarkeit
des Ausgangsplans sogar mit dem Aufwand O
(
n6m6
)
entscheiden. Die a¨ußere Schleife wird dann nur
genau einmal begonnen, und der Aufwand innerhalb der inneren Schleife ist mit dem Argument zu der
Aktualisierung des Reduktionsgraphen innerhalb dieser Schleife (Satz 6.34) nur durch den Aufwand
von findNextEdge (O
(
n4m4
)
) beschra¨nkt.
Untersuchen wir dagegen irreduzible Pla¨ne mit getarnten stabilen Schra¨gkanten, dann kann der
Aufwand unter Umsta¨nden dennoch polynomiell beschra¨nkt bleiben. Entscheidend hierfu¨r ist die Wahl
eines Rechenweges von Reducing2, bei dem die getarnten stabilen Schra¨gkanten nicht schon fru¨h
als mo¨gliche Startkanten einer Entfernungsmenge untersucht werden. Sortieren wir die Schra¨gkanten
aus der Menge Y der jeweiligen Startkanten, wie zu Beginn dieses Abschnitts diskutiert, nach nich-
steigender Anzahl von Konsequenzen, die Planimplikationsklassen betreﬀen (Bemerkung 6.43), dann
haben wir genau dann eine Chance auf den Nachweis der Irreduzibilita¨t eines Plans mit getarnten
stabilen Schra¨gkanten mit polynomiellem Aufwand, wenn der Plan neben diesen getarnten stabilen
Schra¨gkanten auch viele nicht-getarnte stabile Schra¨gkanten entha¨lt.
Bemerkung 6.47 (Anzahl von Schra¨gkanten) Sei S ∈ SSIJ ein normaler Plan, der getarnte
stabile Schra¨gkanten entha¨lt. Dann entha¨lt der H-Comparabilitygraph [Str] zu S eine große Anzahl
von Schra¨gkanten, die nicht alle getarnte stabile Schra¨gkanten sein ko¨nnen.
Begru¨ndung. Eine getarnte stabile Schra¨gkante gewinnt ihre Tarnung aus der Existenz vieler verschie-
dener transitivierender Wege (vgl. Abschnitt 4.3.3). Dadurch ergeben sich in [Str] fast vollsta¨ndige
Teilgraphen als Teilstrukturen (vgl. Abbildung 4.9) mit einer großen Anzahl von Schra¨gkanten. Diese
Konstellationen induzieren von dem Hintergrund der Bemerkung 4.57 (Konstruktion von Beispielen)
eine noch viel gro¨ßere Anzahl von Schra¨gkanten. Die Funktionen, die diese Schra¨gkanten dabei erfu¨llen
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mu¨ssen (Bemerkung 4.57), vertragen sich dabei sehr schlecht mit den Eigenschaften von nichttrivial-
stabilen Schra¨gkanten. Insbesondere induziert jeder minimale regula¨re Weg der Kantenla¨nge l min-
destens l − 1 Eckkanten. Die Existenz eines Plans S, der zu einem erheblichen Anteil aus getarnten
(nichttrivial-) stabilen Schra¨gkanten besteht, muss daher als absolut unwahrscheinlich betrachtet wer-
den.
Bemerkung 6.48 (polynomielle Laufzeit) Sei S ∈ SSIJ ein normaler Plan, der getarnte stabile
Schra¨gkanten entha¨lt. Der Algorithmus Reducing2 kann unter Umsta¨nden dennoch in polynomiell
beschra¨nkter Laufzeit entscheiden, ob S irreduzibel ist, oder nicht.
Begru¨ndung. Der Algorithmus Reducing2 ist ein randomisiertes Verfahren. Ist S reduzierbar, dann
kann bei geeigneter Wahl der Startkante unter Umsta¨nden in der Zeit O
(
|Ediag (S)| · |VRM |
2
)
= O
(
n6m6
)
ein reduzierender Plan bestimmt werden (co-IRRED liegt in NP). Sei S also irredu-
zibel. Dann ist der Nachweis der Stabilita¨t einer getarnten stabilen Schra¨gkante eˆ ∈ Y mo¨glicherweise
erst nach der Betrachtung eines erheblichen Teils des Suchbaums zu dieser Kante mo¨glich. Anderer-
seits ist es jedoch auch mo¨glich, dass der Nachweis der Stabilita¨t aller anderen Schra¨gkanten jeweils in
polynomieller Zeit mo¨glich ist. Wird in einem solchen Fall die getarnte stabile Schra¨gkante eˆ als eine
der letzten Startkanten betrachtet, dann kann ihre Stabilita¨t sofort erkannt werden, da mindestens
einer der Konﬂikte, die sie induziert, nicht mehr auﬂo¨sbar ist, da alle beteiligten Schra¨gkanten stabil
sind.
NP-Test fu¨r IRRED
Existieren also keine Probleminstanzen mit getarnten stabilen Schra¨gkanten, dann sind die Verfahren
Reducing1 und Reducing2 identisch, und lo¨sen beide das Problem IRRED fu¨r jede Probleminstanz
mit polynomiellem Aufwand. Das Problem IRRED liegt damit in P. Existieren andererseits Proble-
minstanzen mit getarnten stabilen Schra¨gkanten, dann ko¨nnen wir fu¨r diese Instanzen das Problem
IRRED dennoch durch einen nichtdeterministischen Algorithmus mit polynomiell beschra¨nkter maxi-
maler Laufzeit lo¨sen, sofern der Anteil der getarnten stabilen Schra¨gkanten an allen Schra¨gkanten klein
ist. Durch eine geeignete Sortierung der Kanten in der Menge Y haben wir Einﬂuss auf die Wahr-
scheinlichkeit, einen gu¨nstigen Rechenweg zu ﬁnden. Existieren keine Probleminstanzen mit einem
hohen Anteil an getarnten stabilen Schra¨gkanten, dann liegt IRRED nicht nur in co-NP (Folgerung
4.4), sondern auch in NP, und damit in ZPP∗ = NP ∩ co-NP.
Satz 6.49 (NP-Test fu¨r IRRED) Existiert zu jedem irreduziblen Plan S ∈ SSIJ , der getarnte sta-
bile Schra¨gkanten entha¨lt, mindestens eine Nummerierung der Schra¨gkanten {eˆ1, . . . , eˆt} = Ediag (S),
so dass die Stabilita¨t einer Startkante eˆi unter der Voraussetzung der Stabilita¨t von eˆ1, . . . , eˆi−1 durch
eine Folge alternativloser Erweiterungskanten erkannt werden kann, dann liegt das Problem IRRED
in ZPP ∗ = NP ∩ co-NP .
Beweis. Der Algorithmus Reducing1 ist ein co-NP-Test fu¨r IRRED. Jeder reduzierbare Plan kann
auf mindestens einem erlaubten Rechenweg in polynomieller Zeit streng reduziert werden. Daher
muss nur noch gezeigt werden, dass auch ein NP-Test fu¨r IRRED existiert. Wir zeigen, dass unter
der Voraussetzung Reducing2 ein solcher NP-Test fu¨r IRRED ist. Dazu mu¨ssen wir zeigen, dass die
Irreduzibilita¨t einer beliebigen Instanz von IRRED auf mindestens einem erlaubten Rechenweg in po-
lynomiell beschra¨nkter Laufzeit nachweisbar ist. Fu¨r Pla¨ne, die keine getarnten stabilen Schra¨gkanten
enthalten, lo¨st Reducing2 das Problem IRRED sogar immer in polynomiell beschra¨nkter Zeit (Lem-
ma 6.45). Es bleibt also zu zeigen, dass Reducing2 die Stabilita¨t aller Schra¨gkanten eines beliebigen
irreduziblen Plans S ∈ SSIJ , der getarnte stabile Schra¨gkanten entha¨lt, auf mindestens einem erlaub-
ten Rechenweg nachweisen kann. Wa¨hlen wir die Startkante eˆ ∈ Y beim i-ten Durchlauf der a¨ußeren
Schleife von Reducing2 in der geeigneten Reihenfolge eˆ1, . . . , eˆt, dann ko¨nnen wir nach Voraussetzung
die Stabilita¨t von eˆ auf einem erlaubten Rechenweg mit polynomiellen Aufwand nachweisen.
IRRED und NPI
Fu¨hrt die diskutierte Sortierung der Kanten aus Y dazu (Bemerkung 6.43), dass dadurch fu¨r jede
Instanz mit getarnten stabilen Schra¨gkanten ein erlaubter Rechenweg gefunden wird, der den poly-
nomiellen Nachweis der Reduzierbarkeit bzw. der Irreduzibilita¨t ermo¨glicht, dann liegt IRRED sogar
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trotz der Existenz von Instanzen mit getarnten stabilen Schra¨gkanten in P ⊆ NP ∩ co-NP. Existieren
Instanzen, bei denen diese Sortierung nicht zu einem gewu¨nschten Rechenweg fu¨hren, dann ist IRRED
mo¨glicherweise ein NP-unvollsta¨ndiges Problem.
Folgerung 6.50 (IRRED und NPI) Das Problem IRRED liegt genau dann in der Klasse NPI
(NP − incomplete), wenn es irreduzible Instanzen mit getarnten stabilen Schra¨gkanten gibt, deren
Schra¨gkanten sich immer so nummerieren lassen, dass ein sukzessiver polynomieller Nachweis der
Stabilita¨t jeder Schra¨gkante mo¨glich ist, aber diese Nummerierung nicht immer mit polynomiellem
Aufwand entdeckt werden kann.
Die Eigenschaften von Reducing2 ko¨nnen wir damit folgendermaßen zusammenfassen.
Bemerkung 6.51 (Reducing2) Der Algorithmus Reducing2 durchsucht solange den gesamten ex-
ponentiell großen Suchraum, bis er einen streng reduzierenden Plan S∗ ∈ SSIJ zu dem Ausgangsplan
S ∈ SSIJ findet. Ist S reduzierbar, dann findet der Algorithmus einen reduzierenden Plan S
∗ mit sehr
hoher Wahrscheinlichkeit in polynomiell beschra¨nkter maximaler Laufzeit. Fu¨r Instanzen von IRRED,
die keine getarnten stabilen Schra¨gkanten enthalten, stimmt Reducing2 mit Reducing1 u¨berein. Fu¨r
Instanzen von IRRED, die getarnte stabile Schra¨gkanten enthalten, ist die Wahrscheinlichkeit hoch,
dass sie dennoch auf mindestens einem erlaubten Rechenweg mit polynomiell beschra¨nktem Aufwand
gelo¨st werden ko¨nnen. Die Frage, ob Instanzen von IRRED existieren, fu¨r die Reducing2 kein NP-Test
ist, bleibt genauso offen, wie die Frage, ob u¨berhaupt Instanzen existieren, fu¨r die Reducing2 keine
polynomiell beschra¨nkte Laufzeit hat.
6.4.3 Enumeration aller reduzierenden Pla¨ne
Der Algorithmus Reducing2 ist natu¨rlich auch prinzipiell geeignet, alle streng reduzierenden Pla¨ne
zu einem Ausgangsplan zu enumerieren. Neben der Enumeration aller Rekombinationen der Plan-
implikationsklassen und der Enumeration aller Teilmengen der jeweiligen Schra¨gkantenmenge, stellt
er nicht nur eine zielgerichtete Verzweigungsstrategie zur Verfu¨gung. Fu¨r Instanzen ohne getarnte
stabile Schra¨gkanten ist diese Verzweigungsstrategie sogar optimal, da jede Verzweigung, die nicht so-
fort als Sackgasse endet, zu einer zula¨ssigen Entfernungsmenge fu¨hrt. D.h. es werden keine unno¨tigen
Verzweigungen betrachtet.
Eine solche Enumeration liefert insbesondere auch alle irreduziblen Pla¨ne zu einem Ausgangsplan
oder einer Operationenmenge. Das Verfahren bietet also auch eine Alternative zu den von Bra¨sel
et al. [13] angewandten Methoden zur Bestimmung der Anzahl der irreduziblen Pla¨ne fu¨r kleine
Formate (Tabelle 4.2 auf Seite 67).
Satz 6.52 (Enumeration aller reduzierenden Pla¨ne) Sei S ∈ SSIJ ein Plan. Mit Hilfe von
Reducing2 lassen sich sa¨mtliche streng reduzierenden Pla¨ne S∗ ≺ S von S enumerieren.
Beweis. Wird bei der Ru¨ckgabe einer zula¨ssigen Entfernungsmenge in Reducing2 auf die Terminie-
rung des Verfahrens verzichtet, und wird mit jeder zula¨ssigen Entfernungsmenge das Verfahren erneut
gestartet, dann enumeriert Reducing2 sa¨mtliche zula¨ssige Entfernungsmengen M∗ ⊆ Ediag (S).
Wichtig in diesem Zusammenhang ist jedoch, dass bei einem Aufruf des Verfahrens im Falle einer
zula¨ssigen Entfernungsmenge M∗ ⊆ Ediag (S) die Verzweigung mit den Schra¨gkanten aus [Str]−M∗
erfolgt. Wird zu M∗ erst ein resultierenden Plan bestimmt, d.h. eine transitive Orientierung auf
[Str]−M∗ gesucht, dann werden dadurch unter Umsta¨nden Schra¨gkanten entfernt, die in reduzierbaren
Pla¨nen zum Ausgangsplan S enthalten sind. Solche Pla¨ne ko¨nnen mo¨glicherweise nicht auf andere
Weise generiert werden.
Bevor wir jedoch das Kapitel zu dem vorgeschlagenen Reduktionsalgorithmus beenden, wollen wir
noch kurz auf die Mo¨glichkeiten der Konstruktion irreduzibler Pla¨ne durch das Hinzufu¨gen von
Schra¨gkanten zum H-Graph GSIJ eingehen. Auch dieses Verfahren ist prinzipiell geeignet, alle ir-
reduziblen Pla¨ne zu einem Ausgangsplan zu enumerieren. Direkt abgeleitet werden kann aus dieser
Konstruktionsmo¨glichkeit ein Konzept fu¨r eine Nachbarschaft zwischen den irreduziblen Pla¨nen eines
Ausgangsplans.
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6.5 Konstruktion irreduzibler Pla¨ne durch Hinzufu¨gen von
Schra¨gkanten
Der im vorherigen Abschnitt beschriebene Reduktionsalgorithmus versucht in beiden Auspra¨gungen
(Reducing1 und Reducing2), einen streng reduzierenden Plan zu einem Ausgangsplan zu ﬁnden, in-
dem er zielgerichtet Schra¨gkanten entfernt, um dadurch Konﬂikte im Reduktionsgraphen aufzulo¨sen.
Nun wollen wir kurz den umgekehrten Weg betrachten, und Schra¨gkanten zum H-Graphen GSIJ hin-
zufu¨gen, bis wir bei einem irreduziblen Plan angelangt sind. Dabei wollen wir jedoch nicht u¨ber alle
Schra¨gkantenmengen mit beispielsweise ho¨chstens r Elementen enumerieren mu¨ssen. Stattdessen wol-
len wir die Informationen, die uns der Faktorgraph und der Konsequenzgraph bieten, dazu nutzen,
Schra¨gkanten zum Einfu¨gen zielgerichtet auswa¨hlen zu ko¨nnen. Um einen Bezug fu¨r die Deﬁnition
eines Faktorgraphen bzw. Konsequenzgraphen zu haben, beno¨tigen wir fu¨r diesen Ansatz einen Aus-
gangsplan S ∈ SSIJ .
Der Reduktionsgraph G∗RH
Betrachten wir den Reduktionsgraphen GRM zu der EntfernungsmengeM = Ediag (S), dann ist dieser
nicht konﬂiktfrei, sofern GSIJ nicht selbst ein H-Comparabilitygraph ist. Ohne Einschra¨nkung ko¨nnen
wir annehmen, dass GRM nur aus einem einzigen Knoten besteht, der sa¨mtliche Planimplikationsklas-
sen von S sowie ihre Umkehrungen entha¨lt. Das Bild a¨ndert sich, wenn wir bei der Bestimmung des
Reduktionsgraphen zu der EntfernungsmengeM auf die Kontraktion der Planimplikationsklassen, die
in Γ-Relation zueinander stehen, verzichten. Dann entha¨lt GRM die Knoten zu den Planimplikati-
onsklassen Pi ∈ PS und die Knoten P¯i = P
−1
i ∈ PS−1 . Als Kanten entha¨lt GRM dann genau die
jeweiligen Konsequenzen der Schra¨gkanten zwischen den Planimplikationsklassen in [Str].
Definition 6.53 (Reduktionsgraph G∗RH ) Sei [S
tr] = (SIJ,Ereg (S) + Ediag (S)) der H-Compa-
rabilitygraph zu einem Plan S ∈ SSIJ , GRM = (V
∗
M + V
∗∗
M , ERM ) der Reduktionsgraph zu einer Ent-
fernungsmengeM ⊆ Ediag (S). Dann entsteht der Reduktionsgraph G∗RH =
(
PS + PS−1 , E
∗
RH
)
zu der
Schra¨gkantenmenge H = Ediag (S)−M aus GRM , indem sa¨mtliche Knoten e ∈ V
∗∗
M zu Schra¨gkanten
e ∈ Ediag (S)−M entfernt werden, und auf die Kontraktion der Knoten v ∈ V ∗M zu Planimplikations-
klassen aus [Str] verzichtet wird.
In Abbildung 6.6 (links) ist der Reduktionsgraph G∗RH fu¨r H = ∅ zu dem Plan A ∈ SSIJ aus Bei-
spiel 4.44 (Abbildungen 4.6 und 4.7) dargestellt. Aus Gru¨nden der U¨bersichtlichkeit ist wie immer von
je zwei symmetrischen Γ-Relationen zwischen zwei Planimplikationsklassen aus [Atr] jeweils nur eine
abgebildet. Der Konsequenzgraph zu A ist in einer etwas verku¨rzten Form in Tabelle 6.4 dargestellt.
Abbildung 6.6: Der Reduktionsgraph GRM = G
∗
RH
bezu¨glich der Entfernungsmenge M = Ediag (A)
bzw. der Schra¨gkantenmenge H = ∅ zu dem Plan A ∈ SSIJ aus Beispiel 4.44 (Abbildung 4.7) in einer
systematischen Darstellung (links), sowie in einer anschaulicheren Variante (rechts).
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Konflikte in G∗RH
Auf der rechten Seite in Abbildung 6.6 ist eine etwas anschaulichere Darstellung von G∗RH abgebildet.
Dort kann man erkennen, dass in [Atr]−Ediag (A) eine Γ-Kette zwischen P3 und P¯3 existiert (schwarze
Knoten). Da P3 seinerseits mit P¯1 und P¯2 in Γ-Relation steht, existieren natu¨rlich auch Γ-Ketten
zwischen P1 und P¯1, sowie P2 und P¯2, usw.. Der Graph [A
tr] − Ediag (A) = GSIJ besteht nur aus
einer einzigen inkonsistenten Planimplikationsklasse.
1.4 P2 + P¯3 . . . . . .
1.5
1.7 P8 + P9
1.9 P2 + P¯4
2.5 P1 + P¯3
2.7 P3 + P¯6 P8 + P10
4.3 P3 + P10 P6 + P¯8
5.3 P7 + P¯8
6.3 P5 + P¯8
8.3 P2 + P9
8.5 P1 + P¯4
8.7
9.3
9.7 P1 + P¯7
Tabelle 6.4: Der Konsequenzgraph GK zu dem Plan A ∈ SSIJ aus Beispiel 4.44.
Analog zu der Vorgehensweise bei den Algorithmen Reducing1 und Reducing2 ko¨nnen wir nun
auch hier versuchen, die Konﬂikte in G∗RH schrittweise aufzulo¨sen. Im Unterschied zu diesen Algo-
rithmen, geschieht das Auﬂo¨sen in diesem Fall durch das Hinzufu¨gen von Schra¨gkanten. Fu¨gen wir zu
[Atr]−Ediag (A) beispielsweise die Schra¨gkantenH =
{
1̂.4
}
hinzu, dann entfa¨llt in [Atr]−Ediag (A)+H
die Γ-Relation zwischen P2 und P¯3, und einer der Konﬂikte inG
∗
RH
wird dadurch aufgelo¨st. Der Reduk-
tionsgraph G∗RH zu H =
{
1̂.4
}
ist in Abbildung 6.7 (links) dargestellt. Er entha¨lt noch vier Konﬂikte:
zwei Konﬂikte der Ordnung 4 (P¯3+P1+ P¯7+P8+ P¯6+P3 und P¯3+P1+ P¯7+P8+P10+P3) und zwei
Konﬂikte der Ordnung 6 (P¯3+P1+P¯4+P2+P9+P8+P¯6+P3 und P¯3+P1+P¯4+P2+P9+P8+P10+P3).
Die Ordnung eines Konﬂikts in G∗RH ko¨nnen wir dabei analog zur Ordnung eines Konﬂikts in
GRM als Anzahl der Knoten in G
∗
RH
auf einem Weg von einem Pi zu P¯i deﬁnieren. Ein direkter
Konflikt (Ordnung 0) entspricht, genau wie bei GRM , einer Γ-Relation zwischen Pi und P¯i. Mittels
der Methoden in findNextEdge ko¨nnen wir auch in G∗RH mit polynomiellem Aufwand einen konkreten
Konﬂikt ﬁnden. Im Unterschied zu den Reducing-Algorithmen suchen wir in diesem Fall jedoch keinen
Knoten in GRM , den wir entfernen wollen, sondern wir suchen nach einer Kante in G
∗
RH
, die wir durch
das Hinzfu¨gen einer oder mehrerer Schra¨gkanten zu [Atr]−Ediag (A)+H , aus G∗RH entfernen wollen.
Abbildung 6.7: Die Reduktionsgraphen G∗RHi
zu A ∈ SSIJ bezu¨glich der Schra¨gkantenmengen H1 ={
1̂.4
}
(links) und H2 =
{
1̂.4, 4̂.3
}
(rechts). Aus H2 folgt der irreduzible Plan A3457.
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Die Auflo¨sung von Konflikten in G∗RH
Der Reduktionsgraph G∗RH von A zu H1 =
{
1̂.4
}
(Abbildung 6.7, links) entha¨lt also vier Konﬂikte.
Nehmen wir an, wir bestimmen den Konﬂikt P¯3+P1+ P¯7+P8+ P¯6+P3 (schwarze Kanten). Nehmen
wir nun an, wir entscheiden uns dafu¨r, die direkte Γ-Verbindung zwischen P8 und P¯6 zu zersto¨ren. Aus
dem Konsequenzgraphen GK (Tabelle 6.4) ko¨nnen wir ablesen, dass wir dazu lediglich die Schra¨gkante
4̂.3 zu [Atr]− Ediag (A) +H1 hinzufu¨gen mu¨ssen.
Das Hinzufu¨gen von 4̂.3 zersto¨rt außerdem die direkte Γ-Verbindung zwischen P3 und P10. Der
resultierende Reduktionsgraph G∗RH2
zu H2 =
{
1̂.4, 4̂.3
}
(Abbildung 6.7, rechts) ist somit konﬂiktfrei.
Der Graph [Atr]− Ediag (A) +H2 = GSIJ +
{
1̂.4, 4̂.3
}
besteht aus einer konsistenten Planimplikati-
onsklasse P1+P2+ P¯3+ P¯4+ P¯5+P6+ P¯7+P8+P9+P10, sowie ihrer Umkehrung. Der resultierende
Plan aus dieser Planimplikationsklasse ist der irreduzible Plan A3457 (vgl. Abbildung 4.8 auf Seite 85).
Er entha¨lt nur die Schra¨gkante 4̂.3. Ha¨tten wir uns also im ersten Schritt gleich fu¨r die Zersto¨rung der
Γ-Verbindung zwischen P8 und P¯6 entschieden, wa¨ren wir sofort zu dem Plan A3457 gelangt.
Abbildung 6.8: Die konﬂiktfreien Reduktionsgraphen G∗RH zu den Schra¨gkantenmengen H3 ={
1̂.4, 5̂.3, 8̂.5
}
(Plan A1456) (links) bzw. H4 =
{
1̂.7, 5̂.3
}
(Plan A12569).
Ha¨tten wir uns im zweiten Schritt dagegen nicht fu¨r die Zersto¨rung der Γ-Verbindung zwischen P8
und P¯6, sondern stattdessen fu¨r die Zersto¨rung der Γ-Verbindung zwischen P¯7 und P8 entschieden, und
anschließend fu¨r die Zersto¨rung von P1+P¯4, dann wa¨ren wir zu der Kantenmenge H3 =
{
1̂.4, 5̂.3, 8̂.5
}
gelangt. Der Reduktionsgraph G∗RH3
bezu¨glich H3 (Abbildung 6.8, links) ist konﬂiktfrei. Der resul-
tierende irreduzible Plan ist der Plan A1456. Er entha¨lt genau die drei Schra¨gkanten aus H3. Die
Unterbrechung von P¯7 + P8 im ersten Schritt, verbunden mit der Unterbrechung von P8 + P9 im
zweiten Schritt ha¨tte uns zu der Entfernungsmenge H4 =
{
5̂.3, 1̂.7
}
gefu¨hrt. Der Reduktionsgraph
bezu¨glich H4 (Abbildung 6.8, rechts) ist konﬂiktfrei, und beschreibt den irreduziblen Plan A12569.
Dieser Plan entha¨lt jedoch neben den transitiven Kanten aus H4 noch die Schra¨gkante 1̂.5.
Durch die Wahl der Kante 1̂.4 im ersten Schritt (Abbildung 6.7, links) ko¨nnen wir neben den
Pla¨nen A3457 und A1456 auch 9 weitere irreduzible Pla¨ne erreichen. Darunter sind alle 5 irreduziblen
Pla¨ne, die die Kante 1̂.4 enthalten, aber auch die Pla¨ne A12569, A348.10, A1256 und A12567.
Minimale trennende Kantenmengen in G∗RH
Durch die Betrachtung verschiedener Verzweigungen aufgrund der Auswahl des jeweils zu lo¨senden
Konﬂikts, und aufgrund der Art und Weise der Auﬂo¨sung eines bestimmten Konﬂikts, la¨sst sich fu¨r
dieses Beispiel jeder einzelne der 15 irreduziblen Pla¨ne von A (Abbildung 4.8) erzeugen. Die Bedeutung
der einzelnen Schra¨gkanten ist dabei fu¨r einen Schritt nicht ganz so groß, wie bei den beiden Reducing-
Algorithmen.
Wir ko¨nnen die verschiedenen irreduziblen Pla¨ne auch ﬁnden, indem wir lediglich nach trennenden
Kantenmengen zwischen Pi und P¯i suchen. Ist eine solche trennende Kantenmenge inklusionsminimal,
dann ist der resultierende Plan irreduzibel. Die Schra¨gkanten dieses Plans ergeben sich dann aus
den Konsequenzen der Schra¨gkanten des Ausgangsplans. Es mu¨ssen mindestens jene Schra¨gkanten
hinzugefu¨gt werden, die mindestens eine der Kanten aus der trennenden Kantenmenge als Konsequenz
nach sich ziehen.
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Weitere Kanten ko¨nnen sich dann aus der Bestimmung der transitiven Hu¨lle ergeben. Da die
ihrerseits jedoch auch Konsequenzen haben, kann sich die trennende Kantenmenge durch die Hin-
zunahme weiterer Schra¨gkanten vergro¨ßern. Außerdem ko¨nnen einzelne Schra¨gkanten auch mehrere
Konsequenzen zwischen verschiedenen Planimplikationsklassen haben. Die Hinzunahme einer solchen
Schra¨gkante eˆ∗ zu H∗ = H + eˆ∗ fu¨hrt ebenfalls zu der Entfernung weiterer Kanten aus G∗RH .
Satz 6.54 (Konstruktion irreduzibler Pla¨ne) Sei PS = {P1, . . . , Pk} die Menge der Planim-
plikationsklassen zu einem Plan S ∈ SSIJ , und G∗RH =
(
PS + PS−1 , E
∗
RH
)
der Reduktionsgraph
zu der Schra¨gkantenmenge H = ∅. Ferner sei GKe = (VKe , EKe) der Teilgraph aller Kanten der
Farbe e ∈ Ediag (S) des Konsequenzgraphen von S. Zu einer Kante c ∈ E∗RH beschreiben wir mit
H (c) ⊆ Ediag (S) die Menge der Schra¨gkanten e ∈ Ediag (S), die als Konsequenz c ∈ EKe nach sich
ziehen. Dann beschreibt eine Kantenmenge C ⊆ E∗RH , die jeden Konflikt in G
∗
RH
zersto¨rt, d.h. jeden
Knoten Pi ∈ PS von P
−1
i ∈ PS−1 trennt, einen Plan S
∗ = Q1+ . . .+Qk ∈ SSIJ , mit Qi ∈
{
Pi, P
−1
i
}
.
Besteht der Reduktionsgraph G∗RH∗ zu der Menge H
∗ =
⋃
c∈C H (c) nur aus genau zwei Zusammen-
hangskomponenten S∗ und (S∗)
−1
, dann ist S∗ irreduzibel, und die Menge der Schra¨gkanten von[
(S∗)
tr
]
entha¨lt die Kanten aus H∗, H∗ ⊆ Ediag (S∗).
Beweis. Sei C ⊆ E∗RH eine solche trennende Kantenmenge in G
∗
RH
. Dann ist der Reduktionsgraph
G∗RH−C konﬂiktfrei. Jede Zusammenhangskomponente vonG
∗
RH
−C beschreibt eine Planimplikations-
klasse. Zu dieser Menge von Planimplikationsklassen existiert eine kreisfreie Kombination. Andernfalls
wa¨re G∗RH −C nicht konﬂiktfrei (mit Folgerung 1.32). Nach Satz 4.42 beschreibt C damit mindestens
einen Plan S∗ ∈ SSIJ . Die Schra¨gkantenmenge H
∗ =
⋃
c∈C H (c) ist die Menge der Schra¨gkanten, die
zu GSIJ hinzugefu¨gt werden mu¨ssen, um die direkten Γ-Verbindungen c = Q
′Q′′ ∈ C zwischen Q′
und Q′′ zu verhindern. Der H-Comparabilitygraph
[
(S∗)
tr
]
=
[
(Q1 + . . .+Qk)
tr
]
entha¨lt damit alle
Kanten aus H∗. Besteht G∗RH∗ nur aus einer einzigen Planimplikationsklasse Q1 + . . .+Qk und ihrer
Umkehrung Q−11 + . . .+Q
−1
k , dann ist S
∗ irreduzibel (Satz 4.30).
Allen oben genannten Beispiele fu¨r konﬂiktfreie Reduktionsgraphen G∗RH enthalten nur eine Plan-
implikationsklasse und ihre Umkehrung. Durch die Halbierung der Darstellung aufgrund der Symme-
trie der Γ-Relation sind jeweils Teile der beiden Zusammenhangskomponenten von G∗RH abgebildet.
Der dadurch jeweils beschriebene Plan ist bis auf Umkehrung eindeutig.
Abbildung 6.9: Der Reduktionsgraph G∗RH von A ∈ SSIJ bezu¨glich der (nicht inklusionsminimalen)
Schra¨gkantenmenge H =
{
1̂.7, 6̂.3, 8̂.5
}
. H fu¨hrt zu den beiden resultierenden Pla¨ne A25679 (irredu-
zibel) und A2679. Der Plan A2679 (rechts) ist kein reduzierender Plan von A.
Irreduzible Pla¨ne und reduzierende Pla¨ne
Um den Unterschied zwischen einer beliebigen trennenden Kantenmenge C ⊆ E∗RH und einer inklu-
sionsminimalen trennenden Kantenmenge C′ ⊆ E∗RH zu verdeutlichen, betrachten wir den Fall, dass
wir im Reduktionsgraphen G∗RH zu dem Plan A ∈ SSIJ die Γ-Verbindungen P1 + P¯4 (8̂.5), P8 + P9
(1̂.7) und P¯5+P8 (6̂.3) unterbrechen (Abbildung 6.9). Der verbleibende Reduktionsgraph entha¨lt zwei
verschiedene Planimplikationsklassen, zum einen die Klasse P1+ P¯2+P3+P4+ P¯6+ P¯7+P8+ P¯9+P10,
und zum anderen die Klasse P5. Daraus ergeben sich zwei verschiedene Pla¨ne, die Pla¨ne A25679 und
A2679.
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Wa¨hrend der PlanA25679 ≺ A ein irreduzibler reduzierender Plan vonA ist (Abbildung 4.8), ist der
Plan A2679 weder irreduzibel, noch ein reduzierender Plan vonA. Er entha¨lt die neue Schra¨gkante 1̂.6 /∈
Ediag (A). Allerdings ist die trennende Kantenmenge C =
{
P1 + P¯4, P8 + P9, P¯5 + P8
}
⊆ E∗RH nicht
inklusionsminimal gewa¨hlt. Begnu¨gen wir uns mit der Unterbrechung der Γ-Verbindungen zwischen
P1+ P¯4 und P8+P9, und verzichten wir auf die Unterbrechung von P¯5+P8, dann ist der resultierende
Plan (der Plan A25679) sowohl eindeutig, als auch irreduzibel.
Bemerkung 6.55 (S∗ und S) Der irreduzible Plan S∗ ∈ SSIJ ist eine kreisfreie Rekombination der
Planimplikationsklassen von S ∈ SSIJ . Nach Satz 4.43 ist er jedoch nicht notwendigerweise auch ein
reduzierender Plan von S ∈ SSIJ , da er zu neuen Schra¨gkanten fu¨hren kann.
Ein NP-Algorithmus zur Konstruktion eines irreduziblen Plans
Also konzentrieren wir uns darauf, eine minimale trennende Kantenmenge in G∗RH zu ﬁnden, um eine
irreduzible Rekombination der Planimplikationsklasse zu einem Ausgangsplan S ∈ SSIJ zu ﬁnden.
Lemma 6.56 (NP-Algorithmus) Sei PS = {P1, . . . , Pk} die Menge der Planimplikationsklassen zu
einem Plan S ∈ SSIJ u¨ber einer Operationenmenge mit n Auftra¨gen und m Maschinen. Aus Satz 6.54
la¨sst sich ein nichtdeterministischer Algorithmus mit einer durch O
(
n6m6
)
beschra¨nkten maximalen
Laufzeit ableiten, der eine irreduzible Rekombination der Planimplikationsklassen von S bestimmt.
Beweis. Der angedeutete Algorithmus hat die folgende Form: Im Reduktionsgraphen G∗RH wer-
den, angefangen mit H = ∅, sukzessive Konﬂikte identiﬁziert, und durch Entfernung jeweils ei-
ner Kante (aus G∗RH ) aufgelo¨st. Der Algorithmus terminiert, wenn der Reduktionsgraph konﬂikt-
frei ist. Die Anzahl der Iterationen dieses Verfahrens ist durch |Ediag (S)| = O
(
n2m2
)
beschra¨nkt,
da in jedem Schritt mindestens eine Schra¨gkante zu H hinzugefu¨gt wird. Innerhalb einer Iterati-
on mu¨ssen Konﬂikte bestimmt werden, d.h. es mu¨ssen ku¨rzeste Wege von einem Knoten zu ei-
nem anderen bestimmt werden. Mit dem Algorithmus von Dijkstra ist das mit dem Aufwand
O
(∣∣V (G∗RH )∣∣2) = O (|PS|2) = O (n4m4) mo¨glich (vgl. Lemma 6.30). Die Aktualisierung des Re-
duktionsgraphen ist in diesem Fall nicht so aufwendig, da die Schra¨gkanten in G∗RH nicht abgebildet
sind. In updateRedGraph sind daher keine Iterationen no¨tig. Der Aufwand der Aktualisierung ist
hier sogar beschra¨nkt durch O
(∣∣E∗RH ∣∣) = O (2 |VK|) = O (n2m2). Damit ist der Gesamtaufwand
beschra¨nkt durch O
(
n6m6
)
. Zu jedem reduzierbaren Ausgangsplan gibt es jeweils mindestens einen
Rechenweg, der zu jedem der irreduziblen Pla¨ne fu¨hrt. Umgekehrt ist jedoch nicht klar, ob man auf
jedem erlaubten Rechenweg zu einem irreduziblen Plan gelangt. Daher ist das Verfahren nur nichtde-
terministisch.
Bemerkung 6.57 (IRRED und P) Es ist nicht klar, ob reduzierbare Probleminstanzen von IR-
RED existieren, bei denen der in Lemma 6.56 skizzierte Algorithmus nicht auf jedem erlaubten Re-
chenweg eine irreduzible Rekombination S∗ ∈ SSIJ der Planimplikationsklassen von S ∈ SSIJ findet.
Da eine solche Rekombination S∗ jedoch nicht zwangsweise ein reduzierender Plan von S ist, hat
Lemma 6.56 keine unmittelbare Auswirkung auf die Komplexita¨t von IRRED. Selbst wenn keine re-
duzierbaren Probleminstanzen von IRRED existieren, bei denen dieses Verfahren versagen kann, d.h.
selbst wenn zu jedem reduzierbaren Plan immer mit polynomiellem Aufwand eine irreduzible Rekom-
bination der Planimplikationsklasse gefunden werden kann, folgt daraus nicht die Zugeho¨rigkeit von
IRRED zu P .
Bemerkung 6.58 (getarnte stabile Schra¨gkanten) Fu¨r Probleminstanzen von IRRED, die kei-
ne getarnten stabilen Schra¨gkanten enthalten, liefert der in Lemma 6.56 skizzierte Algorithmus wahr-
scheinlich auf jedem erlaubten Rechenweg eine irreduzible Rekombination der Planimplikationsklassen
des Ausgangsplans. Ist eine solche Rekombination kein reduzierender Plan des Ausgangsplans, dann
liefert das Verfahren keinen Hinweis auf die Reduzierbarkeit des Ausgangsplans.
Enumeration der irreduziblen Pla¨ne
Auch dieses Verfahren ist geeignet zur Enumeration aller irreduziblen Pla¨ne eines Ausgangsplans.
Dazu mu¨ssen lediglich sa¨mtliche Verzweigungen verfolgt werden. Verzweigungen ergeben sich bei der
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Auswahl des zu lo¨senden Konﬂikts, bei der Art und Weise, wie der gewa¨hlte Konﬂikt aufgelo¨st werden
soll, sowie unter Umsta¨nden bei der Auswahl eines Plans, falls der konﬂiktfreie Reduktionsgraph aus
mehreren verschiedenen Planimplikationsklassen besteht. Sind wir nur an den irreduziblen Pla¨nen,
die den Ausgangsplan reduzieren, dann mu¨ssen alle gefunden Pla¨ne anschließend noch darauf getestet
werden.
Wa¨hrend das Verfahren, das fu¨r einen beliebigen Ausgangsplan S ∈ SSIJ beschrieben ist, grund-
sa¨tzlich zur Enumeration aller irreduziblen Pla¨ne einer Operationenmenge geeignet ist, bleibt oﬀen,
ob es dazu besser geeignet ist, als alternative Verfahren. Im Zusammenhang mit dem Algorithmus
Reducing2 haben wir eine Mo¨glichkeit zur Enumeration aller irreduziblen Pla¨ne einer Operationen-
menge genannt, bei der die Verzweigung wenig, oder sogar gar keine Redundanzen entha¨lt. Allerdings
bestimmen wir mit diesem Verfahren auch sa¨mtliche reduzierenden nicht irreduziblen Pla¨ne des Aus-
gangsplans. Im Gegensatz dazu liefert das Verfahren aus Lemma 6.56 wahrscheinlich schneller irredu-
zible Pla¨ne. Allerdings ist die Verzweigung nicht redundanzfrei, wie die Diskussion des Beispielplans
A zeigt.
6.6 Eine Nachbarschaft zwischen irreduziblen Pla¨nen
Aus dem Verfahren zur Konstruktion von irreduziblen Pla¨nen aus dem vorrangegangenen Abschnitt
ko¨nnen wir ganz leicht ein Konzept fu¨r eine Nachbarschaft zwischen irreduziblen Pla¨nen ableiten.
In Abschnitt 3.1.3 haben wir im Zusammenhang mit Lo¨sungsstrategien fu¨r das Open-Shop Pro-
blem auf die Bedeutung von Nachbarschaften fu¨r iterative Verbesserungsverfahren hingewiesen. Alle
ga¨ngigen Nachbarschaften enthalten jeweils sa¨mtliche zula¨ssigen Pla¨ne. Um von einem irreduziblen
Plan, zu einem anderen irreduziblen Plan mit einem besseren Zielfunktionswert zu gelangen, sind
u¨blicherweise mehrere oder sogar sehr viele Schritte notwendig. Da die Menge der irreduziblen Pla¨ne
eine universell-optimale Menge ist (Abschnitt 4.1.1), ist eine direkte Nachbarschaft unter irreduziblen
Pla¨nen wu¨nschenswert.
Anwendung der Konstruktion eines irreduziblen Plans
Betrachten wir den Reduktionsgraphen G∗RH bezu¨glich der Kantenmenge H ⊆ Ediag (S) eines irredu-
ziblen Plans S′ ∈ SSIJ zu einem Ausgangsplan S ∈ SSIJ . G
∗
RH
ist konﬂiktfrei. Entfernen wir nun aus[
(S′)
tr
]
= GSIJ +H eine Schra¨gkante eˆ ∈ H , dann ist der resultierende Reduktionsgraph nicht mehr
konﬂiktfrei. Andernfalls ist S′ nicht irreduzibel gewesen. Mit diesem inkonsistenten Reduktionsgra-
phen G∗RH ko¨nnen wir nun genauso verfahren, wie bei der Konstruktion eines irreduziblen Plans im
Abschnitt 6.5. Wir identiﬁzieren in jedem Schritt einen Konﬂikt, und lo¨sen ihn durch die Hinzunahme
von einer oder mehrerer Schra¨gkanten zu H auf. Dadurch gelangen wir erneut zu einem irreduziblen
Plan S′′ ∈ SSIJ . Um zu verhindern, dass wir wieder beim Ausgangsplan S′′ = S′ landen, mu¨ssen wir
lediglich vermeiden, dass wir den ausgewa¨hlten Konﬂikgt in G∗RH durch die Hinzunahme der vorher
entfernten Kante eˆ lo¨sen.
Die alternative Auﬂo¨sung eines Konﬂikts kann dazu fu¨hren, dass mehr als eine Schra¨gkante zu H
hinzugefu¨gt wird. Andererseits ko¨nnen sich in
[
(S′′)
tr
]
auch einige der Schra¨gkanten aus H als nicht
transitiv erweisen, insbesondere dann, wenn der irreduzible Plan S′ bereits sehr viele Schra¨gkanten
entha¨lt. Daher ist auch ein U¨bergang von einem irreduziblen Plan S′ mit vielen Schra¨gkanten zu einem
irreduziblen Plan S′′ mit weniger Schra¨gkanten denkbar.
Entfernen wir aus dem irreduziblen Plan S′ nicht nur genau eine Schra¨gkante, sondern eine beliebige
Menge von Schra¨gkantenM aus H = Ediag (S
′), dann erweitern wir dadurch das Spektrum der von S′
aus erreichbaren irreduziblen Pla¨ne S′′. Einen Einﬂuss auf den notwendigen Aufwand der Bestimmung
von S′′ hat diese Maßnahme jedoch nicht, da die Anzahl der Schritte, d.h. die Anzahl der notwendigen
Erweiterungen vonH−M , in jedem Fall von der Wahl der Kanten in G∗RH−M abha¨ngt, die aus G
∗
RH−M
entfernt werden sollen, um einen Weg von einem Pi zu P¯i = P
−1
i zu unterbrechen.
Bemerkung 6.59 (Nachbarschaft) Aus dem durch Satz 6.54 und Lemma 6.56 skizzierten Verfah-
ren zur Konstruktion eines irreduziblen Plans, la¨sst sich eine Nachbarschaft zwischen irreduziblen
Pla¨nen ableiten. Man entfernt aus einem irreduziblen Plan S′ ∈ SSIJ eine beliebige Menge der
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Schra¨gkanten, und konstruiert aus dem resultierenden Reduktionsgraphen G∗RH einen alternativen
Plan S′′ ∈ SSIJ . Abha¨ngig von der tatsa¨chlichen Komplexita¨t dieser Konstruktion (NP oder P), und
unter Umsta¨nden auch abha¨ngig von dem zugrundeliegenden Ausgangsplan S ∈ SSIJ , ist der Plan S′′
entweder immer irreduzibel, oder mit hoher Wahrscheinlichkeit irreduzibel. Der Aufwand der Bestim-
mung von S′′ aus S′ ist durch O
(
n6m6
)
beschra¨nkt (Lemma 6.56).
Anzahl der Nachbarn
Bei der Konstruktion des irreduziblen Plans A1456 im vorangegangenen Abschnitt haben wir den Kon-
ﬂikt im Reduktionsgraphen zu der Schra¨gkantenmenge H1 =
{
1̂.4
}
(Abbildung 6.7, links) durch die
Unterbrechung der Verbindungen P7+P¯8 und P1+P¯4 gelo¨st. Das fu¨hrte uns zu der Schra¨gkantenmenge
H3 =
{
1̂.4, 5̂.3, 8̂.5
}
. Wollen wir nun, ausgehend von dem Plan A1456, einen alternativen irreduziblen
Plan bestimmen, dann mu¨ssen wir mindestens eine der drei vorhandenen Schra¨gkanten aus [Atr1456]
entfernen. Entfernen wir beispielsweise die Kante 8̂.5, dann hat das die Verschmelzung von P1 mit P¯4
zur Folge.
Der resultierende Reduktionsgraph G∗RH entsteht aus dem Reduktionsgraphen bezu¨glich der
Schra¨gkantenmenge H3 (Abbildung 6.8, links) durch die Einfu¨gung der Kante zwischen P1 und P¯4.
Dieser Reduktionsgraph entha¨lt nun zwei Konﬂikte der Ordnung 6. Je nach Wahl der Unterbrechungs-
kante in einem dieser Konﬂikte gelangen wir zu einem der irreduziblen Pla¨ne A4567 (P¯3 + P1), A156
(P¯4 + P2), A1256 (P2 + P9), A12569 (P9 + P8), A3457 (P8 + P¯6 und P3 + P10) oder A1289 (P¯6 + P3 und
P8 + P10). D.h. der Plan A1456 hat allein bei Entfernung einer einzigen Schra¨gkante 6 von 14 irredu-
ziblen Pla¨nen als direkte Nachbarn. Lassen wir auch die Entfernung der gesamten Schra¨gkantenmenge
zu, dann ist jeder irreduzible Plan ein Nachbar jedes anderen.
Bemerkung 6.60 (Anzahl der Nachbarn) Die Anzahl der Nachbarn eines irreduziblen Plans S′ ∈
SSIJ ha¨ngt von der Anzahl der Schra¨gkanten ab, die simultan aus
[
(S′)
tr
]
entfernt werden du¨rfen.
Ist die Entfernung der gesamten Schra¨gkantenmenge erlaubt, dann sind alle irreduziblen Rekombina-
tionen S′′ ∈ SSIJ der Planimplikationsklassen des zugrundeliegenden Ausgangsplans S ∈ SSIJ direkte
Nachbarn von S′.
Die Bedeutung des Ausgangsplans
Zu der Operationenmenge SIJ des Plans A ∈ SSIJ existieren neben den 15 uns bekannten irreduziblen
Pla¨nen (Abbildung 4.8) noch 11 weitere, die sich nicht als Rekombinationen der Planimplikationsklas-
sen von A darstellen lassen. Fu¨r eine beliebig gegebene Probleminstanz des Open-Shop Problems
entsteht damit die Frage, ob unter den 15 bekannten irreduziblen Pla¨nen immer ein Plan mit akzepta-
blem Zielfunktionswert ist. Mit anderen Worten: Wie groß ist der Anteil der Bearbeitungszeitmatrizen
P , fu¨r die unter den irreduziblen Rekombinationen der Planimplikationsklassen eines Ausgangsplans
S ∈ SSIJ ein Plan S′ ∈ SSIJ mit
Cmax(S′)
Cmax(S∗)
< ε existiert, an allen Bearbeitungszeitmatrizen, wobei
S∗ ∈ SSIJ einen optimalen Plan fu¨r diese Instanz bezeichnet.
Bemerkung 6.61 (Ausgangsplan S) Die Menge der irreduziblen Pla¨ne in der Nachbarschaft ist
beschra¨nkt auf die Menge alle irreduziblen Rekombinationen der Planimplikationsklassen des zugrun-
deliegenden Ausgangsplans S ∈ SSIJ . Die Anzahl der Planimplikationsklassen von S, |PS | = k mit
1 ≤ k ≤ m
(
n
2
)
+ n
(
m
2
)
, liefert einen Anhaltspunkt fu¨r den Anteil der erreichbaren irreduziblen Pla¨ne
an allen irreduziblen Pla¨nen. Ob durch die Einschra¨nkung auf eine echte Teilmenge der irreduziblen
Pla¨ne die Diversita¨t innerhalb dieser Teilmenge abnimmt, ist nicht klar. Es muss jedoch bezweifelt
werden, dass Probleminstanzen fu¨r das Open-Shop Problem (Bearbeitungszeiten) existieren, fu¨r die
gute Na¨herungslo¨sungen in der Menge der irreduziblen Rekombinationen der Planimplikationsklasse
eines Ausgangsplans durch die Wahl dieses Ausgangsplans systematisch ausgeschlossen werden ko¨nnen
(sofern k ≫ 1 gilt).
Bemerkung 6.62 (alle irreduziblen Pla¨ne) Findet als Ausgangsplan ein Plan S ∈ SSIJ mit ma-
ximalem Rang Anwendung, dann entha¨lt die Nachbarschaft der irreduziblen Rekombination der Plan-
implikationsklassen von S sa¨mtliche irreduziblen Pla¨ne zu dieser Operationenmenge.
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Damit haben wir also einen sehr vielversprechenden Ansatz fu¨r die Beschreibung einer Nachbar-
schaft zwischen irreduziblen Pla¨nen. Bevor wir dieses Kapitel jedoch beenden, wollen wir noch einen
kurzen Blick auf die Nachbarschaft der irreduziblen Pla¨ne zu der vollsta¨ndigen Operationenmenge mit
3 Auftra¨gen und 3 Maschinen werfen.
Abbildung 6.10: Die Planimplikationsklassen zu dem Plan S = B35 (links), und der zugeho¨rige Re-
duktionsgraph G∗RH bezu¨glich H = ∅ (rechts).
Beispiel 6.63 (K3×K3) Im Kapitel 5 haben wir im Zusammenhang mit der Bestimmung von Men-
gen entfernbarer Schra¨gkanten aus einem H-Comparabilitygraph (Abschnitt 5.5.1) den Plan B34 be-
trachtet. Er ist ein irreduzibler Plan u¨ber der vollsta¨ndigen Operationenmenge K3 ×K3.
B34 =
 1 2 33 1 2
2 3 1
 B35 =
 1 2 36 5 4
7 8 9
 B36 =
 1 3 22 4 1
3 1 4

Der H-Comparabilitygraph [Btr34] entha¨lt 3 Schra¨gkanten. Wir wollen nun die Bestimmung eines an-
deren irreduziblen Plans aus B34 betrachten. D.h. wir wollen einen Nachbarn von B34 bestimmen. Als
Ausgangsplan wa¨hlen wir den Plan S = B35. Er beschreibt eine lineare Ordnung aller Operationen,
und [Btr35] entha¨lt demzufolge sa¨mtliche denkbaren Schra¨gkanten. Der H-Comparabilitygraph [S
tr] ist
isomorph zum K9, und sowohl jede Planimplikationsklasse, als auch jede Implikationsklasse besteht
nur aus einer einzigen Kante. In Abbildung 6.10 (links) ist eine Bezeichnung der Planimplikations-
klassen von S angegeben. (Es gilt B34 = S589.11.13.16.17.18.) Im rechten Teil der Abbildung 6.10 ist
der Reduktionsgraph G∗RH bezu¨glich der Schra¨gkantenmenge H = ∅ dargestellt. In Tabelle 6.5 ist der
Konsequenzgraph GK von S angegeben.
Der Reduktionsgraph bezu¨glich der Schra¨gkantenmenge H =
{
1̂.8, 3̂.5, 4̂.9
}
(Schra¨gkantenmenge von
B34) ist konfliktfrei. Nehmen wir an, wir entscheiden uns dafu¨r, aus [B
tr
34] die Kante 1̂.8 zu entfer-
nen. Der resultierende Reduktionsgraph G∗RH zu der verbleibenden Kantenmenge H =
{
3̂.5, 4̂.9
}
ist
in Abbildung 6.11 (links) dargestellt. In G∗RH suchen wir nun nach einer Kantenmenge, die alle Wege
zwischen P¯7 und P7, P8 und P¯8, P¯9 und P9 (alle Wege “von oben nach unten”), sowie zwischen P¯16
und P16, P17 und P¯17, und P¯18 und P18 (alle Wege “von links nach rechts”) unterbricht.
Nehmen wir an, wir entscheiden uns dafu¨r, die Verbindung zwischen P9 und P17 zu zersto¨ren. Dann
erweitern wir dadurch die Schra¨gkantenmenge um die Kante 6̂.7. Diese Erweiterung hat zur Folge,
dass auch die Verbindung zwischen P6 und P¯11 unterbrochen wird. Entscheiden wir uns anschließend
beispielsweise nacheinander fu¨r die Unterbrechung der Verbindungen P8+P¯15 (2̂.9, P¯2+P18), P¯5+P¯13
(2̂.6, P¯2 + P16) und P4 + P10 (1̂.5, P1 + P¯13), dann gelangen wir zu dem auf der rechten Seite von
Abbildung 6.11.dargestellten Reduktionsgraphen. Die Darstellung dieses Reduktionsgraphen zerfa¨llt in
sechs Komponenten, von denen keine einen Konflikt entha¨lt. G∗RH ist damit jedoch nicht konfliktfrei.
Man gelangt zum Beispiel von P8 u¨ber P18 und P7 zu P¯8,
P8 +P18 + P¯3 + P¯12 +P7 + P14 + P¯8.
6.6. EINE NACHBARSCHAFT ZWISCHEN IRREDUZIBLEN PLA¨NEN 157
1.5 P1 + P¯13 P4 + P10 . . . . . .
1.6 P3 + P¯16 P6 + P10
1.8 P1 + P¯15 P7 + P¯12
1.9 P3 + P¯18 P9 + P¯12
2.4 P4 + P¯13 P1 + P10
2.6 P2 + P¯16 P5 + P13
2.7 P1 + P12 P7 + P15
2.9 P8 + P¯15 P2 + P¯18
3.4 P3 + P10 P6 + P¯16
3.5 P2 + P13 P5 + P¯16
3.7 P3 + P12 P9 + P18
3.8 P2 + P15 P8 + P18
4.8 P4 + P14 P7 + P¯11
4.9 P6 + P17 P9 + P¯11
5.7 P7 + P14 P4 + P¯11
5.9 P5 + P17 P8 + P¯14
6.7 P9 + P17 P6 + P¯11
6.9 P8 + P17 P5 + P¯14
Tabelle 6.5: Der Konsequenzgraph GK zu dem Plan S = B35 ∈ SSIJ .
Wa¨hlen wir nun aus diesem Konflikt beispielsweise die Verbindung P18+ P¯3 (1̂.9, P¯9+P12), dann gilt
in dem resultierendem Reduktionsgraphen
P1 + P¯2 + P3 + P6 + P¯7 + P10 + P12 + P¯15 + P¯16,
P4 + P¯5 +P7 + P¯8 + P¯11 + P¯13 + P14 + P¯17,
P8 + P18, P¯18 + P¯9.
Abbildung 6.11: Der Reduktionsgraph G∗RH von S = B35 bezu¨glich H =
{
3̂.5, 4̂.9
}
(Plan B34 − 1̂.8)
(links) bzw. H =
{
3̂.5, 4̂.9, 6̂.7, 2̂.9, 2̂.6, 1̂.5
}
(rechts).
Er ist damit konfliktfrei, und beschreibt nur eine Planimplikationsklasse. Der resultierende Plan
S247.14.15.16 = B36 ist somit irreduzibel. Von den Schra¨gkanten H =
{
3̂.5, 4̂.9, 6̂.7, 2̂.9, 2̂.6, 1̂.5, 1̂.9
}
entfa¨llt jedoch die Kante 2̂.9 wieder, da sie in Btr36 nicht enthalten ist. Die Hinzunahme der Kante
1̂.9 hatte neben der Unterbrechung von P18 + P¯3 auch die Unterbrechung von P9 + P¯12 zur Folge.
Damit wurde die durch die Kante 2̂.9 erreichte Unterbrechung von P8+ P¯15 u¨berflu¨ssig. Die bestimmte
Schra¨gkantenmenge H beschreibt also keine minimale trennende Kantenmenge in G∗RH .
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Im folgenden Kapitel wollen wir die erzielten Resultate zu der Komplexita¨t des Problems IRRED
zusammenfassend darstellen.
Kapitel 7
Komplexita¨t von
IRREDUCIBILITY
In den Kapiteln 4, 5 und 6 haben wir das Problem IRRED (Irreducibility) umfassend und unter zahlrei-
chen Gesichtspunkten beschrieben. Insbesondere haben wir dabei eine Reihe verschiedener a¨quivalenter
Problemformulierungen fu¨r IRRED kennen gelernt, und fu¨r jede Beschreibung versucht, Aussagen
u¨ber die Zeitkomplexita¨t von IRRED abzuleiten. In diesem Kapitel wollen wir diese Aussagen zur
Komplexita¨t gesammelt darstellen und kommentieren.
7.1 REDUCIBILITY und Spezialfa¨lle von IRRED
Fu¨r das Problem IRRED lautet die Frage “ist S ∈ SSIJ irreduzibel?” Fu¨r das komplementa¨re Pro-
blem co-IRRED = REDUCIBILITY lautet die Frage dagegen “ist S ∈ SSIJ reduzierbar?” Bereits
in Abschnitt 4.1.3 haben wir festgehalten, dass co-IRRED in der Komplexita¨tsklasse NP liegt, und
IRRED somit in co-NP liegt. Insbesondere ist der Algorithmus Reducing1 ein co-NP-Test fu¨r IRRED.
Bemerkung 7.1 (IRRED in co-NP) Das Problem IRRED liegt in co-NP, da das Problem RE-
DUCIBILITY in NP liegt (Satz 4.3).
Oﬀen ist hingegen die Frage, ob IRRED auch in NP liegt. Fu¨r spezielle Operationenmengen liegt
IRRED andererseits nicht nur in NP, sondern sogar in P ⊆ NP ∩ co-NP. Das gilt zum Einen im Falle
von nur zwei Maschinen (Satz 4.65), und zum Anderen fu¨r Operationenmengen, die tree-like sind
(Satz 4.66).
7.2 Umkehren von Planimplikationsklassen
In Abschnitt 5.2 haben wir den polynomiell beschra¨nkten Algorithmus Naives Umkehren betrachtet,
der einen Ausgangsplan S ∈ SSIJ durch Umkehren von genau einer Planimplikationsklasse zu redu-
zieren versucht. Diese Strategie fu¨hrt genau dann in jedem Fall zum Erfolg, wenn zu jedem Plan S ein
Plan Si existiert, der durch Umkehren von genau einer Planimplikationsklasse Pi ∈ PS entsteht und
der S streng reduziert. Auch wenn es fu¨r diese Annahme, im Gegensatz zu anderen Vermutungen in
diesem Kapitel, außer der Abwesenheit von Gegenbeispielen keine plausiblen Gru¨nde gibt, wollen wir
diese Mo¨glichkeit aus methodischen Gru¨nden dennoch als Vermutung formulieren.
Vermutung 7.2 (Umkehren einer Planimplikationsklasse) Sei S ∈ SSIJ ein normaler Plan,
und sei PS = {P1, . . . , Pk} die Menge der erweiterten Planimplikationsklassen von S. Dann existiert
ein Pi ∈ PS mit Si = S − Pi + P
−1
i ≺ S.
Satz 7.3 (Umkehren einer Planimplikationsklasse) Ist Vermutung 7.2 richtig, dann liegt IR-
RED in P.
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Beweis. Bei Richtigkeit von Vermutung 7.2 liefert der Algorithmus Naives Umkehren genau dann
einen streng reduzierenden Plan S∗ ≺ S von S, wenn S reduzierbar ist (Lemma 5.5).
Gilt Vermutung 7.2 nicht, dann existiert ein reduzierbarer Plan S ∈ SSIJ , der nur durch das
simultane Umkehren von mindestens zwei verschiedenen erweiterten Planimplikationsklassen streng
reduziert werden kann. Ein solcher Plan hat insbesondere mindestens 4 verschiedene erweiterte Plan-
implikationsklassen. Auswirkungen auf die Komplexita¨t von IRRED hat die Existenz eines solchen
Plans nicht.
7.3 Nichttrivial-stabile Schra¨gkanten
In Abschnitt 4.3.3 haben wir nichttrivial-stabile Schra¨gkanten kennen gelernt. Dabei haben wir ange-
deutet, dass zwar einerseits grundsa¨tzlich nichts gegen Konstellationen mit drei oder mehr verschie-
denen Planimplikationsklassen spricht, die zu nichttrivial-stabilen Schra¨gkanten fu¨hren. Aber solche
Konstellationen andererseits zu Pla¨nen von so großer Komplexita¨t fu¨hren, dass die Infragestellung
ihrer Existenz keineswegs abwegig erscheint.
Genau wie im Falle der Reduzierbarkeit durch das Umkehren von genau einer Planimplikations-
klasse wollen wir die Auswirkung, die die Existenz oder Nichtexistenz solcher Konstellationen auf die
Komplexita¨t von IRRED hat, nicht nur durch einen Satz mit einer Implikation formulieren, sondern
aus methodischen Gru¨nden vielmehr auch hier eine zitierbare Vermutung formulieren.
Vermutung 7.4 (nichttrivial-stabile Schra¨gkanten) Sei S ∈ SSIJ ein normaler Plan, und sei
e ∈ Ediag (S) eine stabile Schra¨gkante. Dann ist e entweder trivial-stabil, oder ihre Stabilita¨t wird
durch genau zwei verschiedene erweiterte Planimplikationsklassen induziert.
Ko¨nnen wir sicher sein, dass die Stabilita¨t einer Schra¨gkante nur durch ho¨chstens zwei Planim-
plikationsklassen hervorgerufen werden kann, dann ko¨nnen wir mit einem polynomiell beschra¨nktem
Algorithmus diese Planimplikationsklassen zu jeder stabilen Schra¨gkante identiﬁzieren.
Satz 7.5 (nichttrivial-stabile Schra¨gkanten) Ist Vermutung 7.4 richtig, dann liegt IRRED in P.
Beweis. Die Bedingung aus Vermutung 7.4 la¨sst sich fu¨r jede Schra¨gkante e = ab ∈ Ediag (S) mit po-
lynomiellem Aufwand u¨berpru¨fen. Hierzu muss lediglich jeder von a ausgehende Weg der Kantenla¨nge
zwei, der aus Kanten von erweiterten Planimplikationsklassen besteht, betrachtet werden. Die An-
zahl solcher Wege ist durch |SIJ |2 = O
(
n2m2
)
beschra¨nkt. Angenommen, e ist nichttrivial-stabil.
Durch die U¨berpru¨fung von “e ∈ (P ′ + P ′′)tr?” (O
(
|SIJ |3
)
fu¨r jede Schra¨gkante) fu¨r die erweiter-
ten Planimplikationsklassen P ′ und P ′′ jedes Weges der La¨nge zwei, kann die Menge der Paare von
erweiterten Planimplikationsklassen bestimmt werden, die e transitivieren. Gilt fu¨r ein Paar P ′ und
P ′′ auch e ∈
(
P ′ + (P ′′)
−1
)tr
bzw. e ∈
(
(P ′)
−1
+ P ′′
)tr
, dann ist e stabil. Alle diese U¨berpru¨fungen
ko¨nnen fu¨r jede Schra¨gkante e ∈ Ediag (S) mit polynomiell beschra¨nktem Aufwand realisiert werden
(O
(
|Ediag (S)| · |SIJ |
2 ·
(
|SIJ |3 + |SIJ |3
))
= O
(
n7m7
)
). Der Plan S ist genau dann irreduzibel,
wenn jede Schra¨gkante e ∈ Ediag (S) stabil ist.
Die Umkehrung von Satz 7.5 gilt nicht. Ist Vermutung 7.4 nicht richtig, dann hat das auf die
Komplexita¨t von IRRED keine Auswirkung.
7.4 Getarnte stabile Schra¨gkanten
Den Begriﬀ der getarnten stabilen Schra¨gkante haben wir bei der Beschreibung der Reduktionsalgo-
rithmen in Kapitel 6 eingefu¨hrt, um nichttrivial-stabile Schra¨gkanten, die der Algorithmus Reducing1
unter Umsta¨nden nicht als stabil erkennt von solchen nichttrivial-stabilen Schra¨gkanten abzugrenzen,
deren Stabilita¨t von Reducing1 auf jedem Rechenweg erkannt wird.
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Existenz getarnter stabiler Schra¨gkanten
Die Eigenschaften von Konstellationen, die zu getarnten stabilen Schra¨gkanten fu¨hren, sind fu¨r den
Aufwand der Reduktionsalgorithmen Reducing1 bzw. Reducing2 von entscheidender Bedeutung. Die
Konsequenzen der Existenz oder Nichtexistenz bestimmter Konstellationen fu¨r die Komplexita¨t von
IRRED wollen wir nun in einer Folge von drei abgestuften Vermutungen darstellen. Die sta¨rkste
Vermutung in dieser Kette, ist die Vermutung, dass getarnte stabile Schra¨gkanten u¨berhaupt nicht
existieren. Aus ihr folgt die Identita¨t von Reducing1 und Reducing2 (Folgerung 6.46), und damit die
Zugeho¨rigkeit von IRRED zu P.
Vermutung 7.6 (getarnte stabile Schra¨gkanten (1)) Sei S ∈ SSIJ ein normaler Plan. Dann
entha¨lt S keine getarnte stabile Schra¨gkante.
Getarnte stabile Schra¨gkanten sind nichttrivial-stabile Schra¨gkanten, deren Eigenschaften die Be-
teiligung von drei oder mehr verschiedenen erweiterten Planimplikationsklassen an der die Stabilita¨t
induzierenden Konstellation nahe legt. Daher ist Vermutung 7.6 mo¨glicherweise eine Abschwa¨chung
von Vermutung 7.4. Sicher ist das jedoch nicht.
Bemerkung 7.7 (getarnte stabile Schra¨gkanten (1)) Es ist nicht klar, ob aus der Richtigkeit
von Vermutung 7.4 auch die Richtigkeit von Vermutung 7.6 folgt.
Satz 7.8 (getarnte stabile Schra¨gkanten (1)) Ist Vermutung 7.6 richtig, dann liegt IRRED
in P.
Beweis. Nach Folgerung 6.38 versagt der Algorithmus Reducing1 ho¨chstens, wenn S getarnte stabile
Schra¨gkanten entha¨lt. Mit der Korrektheit und der polynomiellen Beschra¨nktheit von Reducing1
(Lemma 6.36), sowie mit der polynomiellen U¨berfu¨hrung eines beliebigen Plans in einen normalen
Plan (Lemma 5.2) folgt die Zugeho¨rigkeit von IRRED zu P.
Die Umkehrung von Satz 7.8 gilt nicht. Das Problem IRRED kann auch bei Existenz von Instanzen
mit getarnten stabilen Schra¨gkanten noch polynomiell lo¨sbar sein.
Nicht-Versagen auf jedem Rechenweg
Bei der Beschreibung von Reducing2 sind wir auf die Bedeutung der Reihenfolge der Schra¨gkanten in
der Liste Y = V ∗∗ der Startkanten eingegangen (Bemerkung 6.43). Diese Reihenfolge bestimmt den
gewa¨hlten Rechenweg fu¨r beide randomisierten Reducing-Algorithmen in erheblichem Maße.
Existieren Instanzen mit getarnten stabilen Schra¨gkanten, dann ist eine polynomielle Entscheidung
der Irreduzibilita¨t fu¨r jede dieser Instanzen trotz der Existenz getarnter stabiler Schra¨gkanten mo¨glich,
sofern die beschriebene (oder eine andere deterministische) Anordnung dazu fu¨hrt, dass die getarnten
stabilen Schra¨gkanten sehr weit hinten in der Liste Y der Startkanten stehen. Bei der Untersuchung
dieser Schra¨gkanten als Startkanten ist dann die Stabilita¨t aller vorher betrachteten Schra¨gkanten
aus Y bekannt, und die getarnten stabilen Schra¨gkanten sind unter diesen Umsta¨nden mo¨glicherweise
nicht la¨nger “getarnt”.
Vermutung 7.9 (getarnte stabile Schra¨gkanten (2)) Sei S ∈ SSIJ ein normaler Plan, und sei
e ∈ Ediag (S) eine getarnte stabile Schra¨gkante. Dann versagt der Algorithmus Reducing1 bei Anord-
nung der Schra¨gkanten in Y gema¨ß Bemerkung 6.43 (Bedeutung der Reihenfolge in Y ) nicht.
Vermutung 7.9 ist oﬀenkundig eine Abschwa¨chung von Vermutung 7.6.
Lemma 7.10 (getarnte stabile Schra¨gkanten (2)) Ist Vermutung 7.6 richtig, dann ist auch Ver-
mutung 7.9 richtig.
Beweis. Existiert kein Plan S ∈ SSIJ , der eine getarnte stabile Schra¨gkante entha¨lt, dann ist die
Voraussetzung in der Implikation von Vermutung 7.9 nie erfu¨llt. Die Implikation ist damit immer
richtig.
Satz 7.11 (getarnte stabile Schra¨gkanten (2)) Ist Vermutung 7.9 richtig, dann liegt IRRED
in P.
162 KAPITEL 7. KOMPLEXITA¨T VON IRREDUCIBILITY
Beweis. Versagt der Algorithmus Reducing1 nicht, dann entscheidet er in polynomiell beschra¨nkter
Zeit, ob ein normaler Plan S ∈ SSIJ irreduzibel ist, oder nicht (Lemma 6.36). Mit Lemma 5.2 (normaler
Plan) folgt damit die Zugeho¨rigkeit von IRRED zu P.
Die Umkehrung von Satz 7.11 gilt nicht zwangsla¨uﬁg. Es ist denkbar, dass Vermutung 7.9 nicht
richtig ist, aber IRRED dennoch in P liegt. In diesem Fall wa¨ren die beiden vorgeschlagenen Redukti-
onsalgorithmen, oder die vorgeschlagene Reihenfolge der Startkanten, nicht geeignet, die Polynomia-
lita¨t von IRRED zu beweisen. Vor dem Hintergrund der strukturellen Tiefe der von den Algorithmen
Reducing1 und Reducing2 genutzten Eigenschaften von Comparabilitygraphen und Planimplikati-
onsklassen muss dieser Fall jedoch als wenig wahrscheinlich betrachtet werden.
Nicht-Versagen auf mindestens einem Rechenweg
Ist Vermutung 7.9 nicht richtig, dann existieren Instanzen mit getarnten stabilen Schra¨gkanten, fu¨r
die der Algorithmus Reducing1mit der vorgeschlagenen Anordnung der Startkanten nicht entscheiden
kann, ob sie irreduzibel sind, oder nicht. In diesem Fall versagt Reducing1 also auf einem Rechenweg.
Das Problem IRRED liegt dann zwar mo¨glicherweise nicht in P, kann aber immerhin in NP liegen.
Ein hinreichendes Kriterium hierfu¨r wa¨re das Nicht -Versagen von Reducing1 auf mindestens einem
Rechenweg fu¨r jede irreduzible Instanz. Reduzierbare Instanzen mu¨ssen in diesem Zusammenhang
nicht weiter beru¨cksichtigt werden, da Reducing1 ohnehin ein NP-Test fu¨r co-IRRED ist.
Vermutung 7.12 (getarnte stabile Schra¨gkanten (3)) Sei S ∈ SSIJ ein normaler Plan, und sei
e ∈ Ediag (S) eine getarnte stabile Schra¨gkante. Dann existiert eine Anordnung der Schra¨gkanten, so
dass der Algorithmus Reducing1 auf mindestens einem Rechenweg nicht versagt.
Vermutung 7.12 ist damit die schwa¨chste aller bisher in diesem Kapitel formulierten Vermutungen.
Ihre Gu¨ltigkeit folgt unmittelbar aus der Gu¨ltigkeit jeder anderen.
Lemma 7.13 (getarnte stabile Schra¨gkanten (3)) Ist Vermutung 7.9 richtig, dann ist auch Ver-
mutung 7.12 richtig.
Beweis. Versagt Reducing1 bei der Anordnung der Schra¨gkanten gema¨ß Bemerkung 6.43 (Bedeutung
der Reihenfolge in Y ) nicht, dann existiert mindestens ein Rechenweg, auf dem Reducing1 nicht
versagt.
Im Gegensatz zu einigen anderen genannten Vermutungen besteht die Grundlage fu¨r die Vermutung
7.12 nicht nur aus der Abwesenheit von Gegenbeispielen. Vor allem die U¨berlegungen zu der großen
Zahl von Schra¨gkanten, und dem damit verbundenen hohen Anteil trivial-stabiler Schra¨gkanten in
einem irreduziblen Plan mit getarnten stabilen Schra¨gkanten (Bemerkung 6.47) lassen die Mo¨glichkeit
der vo¨lligen Abwesenheit eines Rechenweges, der zur alternativlosen “Enttarnung” aller getarnten
stabilen Schra¨gkanten fu¨hrt, absolut abwegig erscheinen.
Satz 7.14 (getarnte stabile Schra¨gkanten (3)) Ist Vermutung 7.12 richtig, dann liegt IRRED
in NP.
Beweis. Der Algorithmus Reducing1 lehnt jede abzulehnende (d.h. reduzierbare) Instanz von IRRED
auf jedem erlaubten Rechenweg ab (es wird keine zula¨ssige Entfernungsmenge gefunden) (Lemma
6.36). Versagt Reducing1 nicht, dann entscheidet er in polynomiell beschra¨nkter Zeit, ob ein normaler
Plan S ∈ SSIJ irreduzibel ist, oder nicht (Lemma 6.36). Insbesondere nimmt er in diesem Fall eine
anzunehmende (d.h. irreduzible) Instanz an (Ausgabe “S ist irreduzibel”). Existiert nun zu jeder
anzunehmenden Instanz ein erlaubter Rechenweg, auf dem Reducing1 die Instanz annimmt, d.h.
kann Reducing1 die Irreduzibilita¨t jedes irreduziblen normalen Plans auf mindestens einem Rechenweg
nachweisen, dann ist Reducing1 ein NP-Algorithmus fu¨r das Problem IRRED (Deﬁnition 2.2). Mit
Lemma 5.2 (normaler Plan) folgt die Zugeho¨rigkeit von IRRED zu NP.
Auch von Satz 7.14 gilt die Umkehrung nicht zwangsla¨uﬁg. Selbst bei Ungu¨ltigkeit von Vermu-
tung 7.12 ko¨nnte IRRED immernoch in NP liegen. Beispielsweise ko¨nnte der mit einer polynomiellen
Zeitschranke versehene Algorithmus Reducing2 irreduzible Instanzen entscheiden, die zwar auf jedem
Rechenweg an einzelnen Stellen zu Verzweigungen fu¨hren, deren Gro¨ße aber auf einigen Rechenwegen
polynomiell beschra¨nkt bleibt, so dass der Algorithmus Reducing2 trotz der Verzweigungen innerhalb
der begrenzten Zeit terminiert.
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ZPP* und ZPP
Mit der Zugeho¨rigkeit von IRRED zu co-NP folgt aus der Richtigkeit von Vermutung 7.12 unmittelbar
die Zugeho¨rigkeit von IRRED zu der Komplexita¨tsklasse ZPP* (zero-error probabilistic polynomial ti-
me) aller Entscheidungsprobleme, fu¨r die ein randomisierter Algorithmus mit polynomieller maximaler
Laufzeit existiert, der fu¨r jede Eingabe der La¨nge n eine durch ε (n) < 1 beschra¨nkte Versagenswahr-
scheinlichkeit besitzt. Der Algorithmus Reducing1 liefert in diesem Fall fu¨r jede Instanz S ∈ SSIJ mit
positiver Wahrscheinlichkeit 1− ε
(∣∣E[Str ]∣∣) > 0 eine korrekte Antwort fu¨r IRRED.
Folgerung 7.15 (getarnte stabile Schra¨gkanten (3)) Ist Vermutung 7.12 richtig, dann liegt IR-
RED in ZPP∗ = NP ∩ co-NP. Insbesondere liegt IRRED dann weder in NPC, noch in co-NPC, sofern
NP 6= co-NP gilt, sondern entweder in P, oder in NPI ∩ co-NPI (Abbildung 2.2).
Bemerkung 7.16 (beschra¨nktes Versagen) Die U¨berlegungen zu der Anordnung der Schra¨gkanten
in der Liste Y der Startkanten legen nahe, dass bei Richtigkeit von Vermutung 7.12 der Algorithmus
Reducing1 nicht nur auf einigen wenigen, sondern auf sehr vielen Rechenwegen nicht versagt. Ist die
Versagenswahrscheinlichkeit ε
(∣∣E[Str]∣∣) nach oben durch 12 beschra¨nkt, dann liegt IRRED sogar in
ZPP = ZPP
(
1
2
)
.
7.5 IRRED nicht in NP?
Bisher haben wir versucht, die Zugeho¨rigkeit von IRRED zu NP, oder sogar zu P zu begru¨nden.
Andersherum ko¨nnen wir uns auch fragen, was gelten muss, wenn IRRED nicht in NP liegt. Welche
Eigenschaften mu¨ssen irreduzible Instanzen von IRRED haben, die nicht durch einen nichtdetermini-
stischen Algorithmus mit polynomiell beschra¨nkter maximaler Laufzeit als irreduzibel erkannt werden
ko¨nnen?
Vermutung 7.12 und NP
Die Nicht-Zugeho¨rigkeit von IRRED zu NP folgt beispielsweise noch nicht aus der Ungu¨ltigkeit der
schwa¨chsten aller bisher formulierten Vermutungen (Vermutung 7.12). Die Existenz von irreduziblen
Instanzen, fu¨r die Reducing1 auf keinem erlaubten Rechenweg die Irreduzibilita¨t nachweisen kann, ist
nicht hinreichend fu¨r die Existenz von irreduziblen Instanzen S ∈ SSIJ , fu¨r die kein nichtdeterministi-
scher Algorithmus mit positiver Wahrscheinlichkeit 1− ε
(∣∣E[Str ]∣∣) > 0 die Irreduzibilita¨t nachweisen
kann.
Bemerkung 7.17 (Vermutung 7.12 und NP) Ist Vermutung 7.12 nicht richtig, dann folgt nicht
IRRED /∈ NP.
co-NPI und co-NPC
Unabha¨ngig von der Frage, ob IRRED in NP liegt, oder nicht, ist klar, dass IRRED in co-NP liegt
(Satz 4.3). Aus den Betrachtungen der Komplexita¨tswelt in NP ∪ co-NP (Abbildung 2.2 auf Seite 42)
geht hervor, dass aus der Nicht-Zugeho¨rigkeit von IRRED zu NP noch nicht die co-NP-Vollsta¨ndigkeit
von IRRED folgt.
Bemerkung 7.18 (co-NPI und co-NPC) Liegt IRRED nicht in NP, dann liegt IRRED entwe-
der in co-NPC (co-NP-complete) oder in co-NPI (co-NP-incomplete). Genauer: IRRED liegt dann
entweder in co-NPC oder in co-NPI − (NPI ∩ co-NPI) (Abbildung 2.2).
Wa¨hrend nichtdeterministische polynomielle Verfahren zur Lo¨sung von NP-vollsta¨ndigen Proble-
men u¨blicherweise eine sehr große Versagenswahrscheinlichkeit ε (n) < 1 haben, legen die Untersu-
chungen zu den Reduktionsalgorithmen Reducing1 bzw. Reducing2 und zu dem Algorithmus Naives
Umkehren nahe, dass fu¨r reduzierbare Instanzen von co-IRRED die Versagenswahrscheinlichkeit ε (n)
nicht nur kleiner als 1 ist, sondern tatsa¨chlich nahe Null ist. Die Wahrscheinlichkeit, dass ein reduzier-
barer Ausgangsplan S ∈ SSIJ nicht polynomiell streng reduziert werden kann, ist fu¨r jeden der drei
Algorithmen sehr klein.
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Liegt also IRRED nicht in NP, dann gibt es gute Gru¨nde fu¨r die Vermutung, dass co-IRRED ein
NP-unvollsta¨ndiges Problem ist.
Vermutung 7.19 (co-IRRED nicht in NPC) Das Problem co-IRRED liegt nicht in NPC.
Satz 7.20 (NP und co-NP) Gilt Vermutung 7.12, aber Vermutung 7.19 nicht, dann folgt NP =
co-NP.
Beweis. Die Aussage folgt direkt aus Satz 2.11.
Satz 7.21 (co-IRRED nicht in NPC) Gilt NP 6= co-NP, dann folgt Vermutung 7.19 aus Vermu-
tung 7.12.
Beweis. Gilt NP 6= co-NP, dann folgt NP ∩ co-NPC = ∅ (Satz 2.11). Mit Satz 7.14 folgt dann IRRED
/∈ co-NPC.
Nichtdeterministisch nicht erkennbare irreduzible Pla¨ne
Zum Abschluss dieses Kapitels wollen wir die Eigenschaften einer irreduziblen Instanz sammeln, die
auf keinem Rechenweg eines nichtdeterministischen Verfahrens mit polynomiell beschra¨nkter Laufzeit
als irreduzibel erkannt werden kann. Oﬀenkundig ist bei der Nicht-Zugeho¨rigkeit von IRRED zu NP
keine der in den Abschnitten 7.2 bis 7.4 dieses Kapitels formulierten Vermutungen gu¨ltig.
Die in Bemerkung 7.22 aufgelisteten Eigenschaften leiten sich u¨berwiegend aus der Ungu¨ltigkeit
dieser Vermutungen ab.
Bemerkung 7.22 (Instanzen ohne NP-Test) Liegt IRRED nicht in NP, dann existiert zu jeder
natu¨rlichen Zahl d eine irreduzible Instanz S ∈ SSIJ , die auf keinem erlaubten Rechenweg eines durch
O
(
|SIJ |d
)
= O
(
ndmd
)
beschra¨nkten Verfahrens als irreduzibel erkannt wird. Sei PS = {P1, . . . , Pk}
die Menge der erweiterten Planimplikationsklassen von S. Dann hat S die folgenden Eigenschaften:
(i) Fu¨r alle L ⊆ {1, . . . , k} mit |L| ≤ l = l (d) ist SL = S −
(⋃
i∈L Pi
)
+
(⋃
i∈L P
−1
i
)
entweder
zyklisch, oder entha¨lt mindestens eine neue Schra¨gkante, Ediag (SL) * Ediag (S).
(ii) Insbesondere ist Si = S − Pi + P
−1
i fu¨r alle i ∈ {1, . . . , k} entweder nicht kreisfrei, oder entha¨lt
mindestens eine neue Schra¨gkante.
(iii) Insbesondere gilt |PS | = k ≥ 4.
(iv) S entha¨lt mindestens zwei gatarnte stabile Schra¨gkanten, die in Reducing2, unagha¨ngig von
der Kenntnis der Stabilita¨t anderer Schra¨gkanten, jeweils zu einer Verzweigung des Suchbaums
fu¨hren, die nur durch O
(
nd
∗
md
∗)
mit d∗ > d beschra¨nkt werden kann.
(v) Jede trennende Kantenmenge in G∗RH bezu¨glich H = ∅, die jeden Knoten v ∈ VG∗RH
von v−1 ∈
VG∗
RH
trennt, fu¨hrt zu einem Plan S∗ mit mindestens einer neuen Schra¨gkante, Ediag (S
∗) *
Ediag (S).
Jede dieser Eigenschaften fu¨hrt fu¨r sich genommen, zu einem Plan mit vielen Schra¨gkanten. Nicht
nur die Existenz von getarnten stabilen Schra¨gkanten induziert eine große Zahl weiterer Schra¨gkanten,
sondern auch die große Zahl der Planimplikationsklassen. Wa¨hrend zwar irreduzible Pla¨ne mit belie-
big großer Anzahl von Planimplikationsklassen existieren (Bemerkung 4.61), vertra¨gt sich die sehr
große Anzahl von Schra¨gkanten in einem solchen nichtdeterministisch nicht erkennbaren irreduziblen
Plan S ∈ SSIJ jedoch nur a¨ußerst schlecht mit der Annahme, dass ein signiﬁkanter Anteil dieser
Schra¨gkanten nicht sofort als trivial-stabil erkennbar sein soll (vgl. Bemerkung 4.57). Noch viel weni-
ger vertra¨glich damit ist die Annahme, dass sich unter diesen nicht sofort als trivial-stabil erkennbaren
Schra¨gkanten mehrere Schra¨gkanten beﬁnden sollen, die, jede fu¨r sich genommen, selbst bei Kenntnis
der Stabilita¨t aller bereits betrachteten Schra¨gkanten, erst nach der Bearbeitung eines umfangreichen
und in keinem Fall polynomiell beschra¨nkbaren Suchbaum, als stabil erkennbar sein soll.
Damit schließen wir unsere Untersuchungen zur Zeitkomplexita¨t von IRRED ab, und beenden den
zweiten Teil dieser Arbeit.
Schlussbemerkungen
Ziel dieser Arbeit war die Einordnung der Zeitkomplexita¨t der Erkennung der Reduzierbarkeit von
Lo¨sungen des Open-Shop Schedulingproblems in die Komplexita¨tsklassen innerhalb von NP ∪ co-NP.
Zur Beschreibung des Problems IRRED (Irreducibility) stehen mehrere a¨quivalente Formulierungen
zur Verfu¨gung. Neben der urspru¨nglichen Fragestellung nach der Irreduzibilita¨t eines Plans, waren die
alternativen Fragestellungen nach der Nichtexistenz eines echt enthaltenen H-Comparabilitygraphen,
bzw. nach der Stabilita¨t aller Schra¨gkanten bereits bekannt. Neu sind dagegen die a¨quivalenten Fra-
gestellungen nach der Unzula¨ssigkeit aller Rekombinationen der Planimplikationsklassen, sowie der
Unzula¨ssigkeit aller Entfernungsmengen.
Die Modellierung von Pla¨nen zum Open-Shop Problem erfolgt dabei mittels H-Comparabilitygraphen,
d.h. mittels induzierter Teilgraphen des Hamming-Graphen Kn ×Km, die jeweils um eine geeignete
Menge von Schra¨gkanten erweitert worden sind. Jede der alternativen Problemformulierungen von
IRRED liefert unterschiedliche Einsichten in die Eigenschaften von H-Comparabilitygraphen.
Von zentraler Bedeutung fu¨r die Reduzierbarkeit von Pla¨nen ist dabei der Begriﬀ der Planim-
plikationsklasse. Neben der bereits bekannten Deﬁnition als A¨quivalenzklassen der transitiven Hu¨lle
der ΓS-Relation, wurde eine alternative Auﬀassung als Γ˙F -Komponenten bezu¨glich der Kantenmenge
F = Ediag (S) vorgestellt. Mit Hilfe dieser Darstellung der Planimplikationsklassen wurde die Bedeu-
tung des Begriﬀs der trennenden Kantenmenge Fi,j zwischen zwei Planimplikationsklassen Pi und Pj
herausgearbeitet.
Ausgangspunkt fu¨r die Suche nach einer Charakterisierung irreduzibler Pla¨ne war die Vermutung,
dass die hinreichende Bedingung der trivialen Stabilita¨t aller Schra¨gkanten auch notwendig ist. Die
Betrachtung der Analogien zwischen immer-transitiven Kanten in verschiedenen Kombinationen der
Implikationsklassen eines Comparabilitygraphen und stabilen Schra¨gkanten in verschiedenen Kombi-
nationen der Planimplikationsklassen eines H-Comparabilitygraphen fu¨hrte zur Falsiﬁzierung dieser
Vermutung. Aus diesen U¨berlegungen wurde der zentrale Begriﬀ der nichttrivial-stabilen Schra¨gkanten
abgeleitet.
Aus dem Ansatz der Bestimmung einer zula¨ssig entfernbaren Schra¨gkantenmenge aus dem H-Compa-
rabilitygraphen [Str] eines Ausgangsplans S ∈ SSIJ , wurde ein Verfahren entwickelt, das zu einer
nicht zula¨ssigen Entfernungsmenge M ⊆ Ediag (S) geeignete Erweiterungskanten identiﬁziert.
Mit Hilfe dieses Reduktionsschritts wurden zwei Reduzierungsalgorithmen formuliert. Wa¨hrend
der Algorithmus Reducing1 in polynomiell beschra¨nkter Laufzeit mit hoher Wahrscheinlichkeit einen
streng reduzierenden Plan ﬁndet, wenn der Ausgangsplan S ∈ SSIJ reduzierbar ist, ﬁndet der Al-
gorithmus Reducing2 einen solchen mit Sicherheit, und mit hoher Wahrscheinlichkeit mit demselben
Aufwand wie Reducing1. Ist der Ausgangsplan irreduzibel, dann versagt Reducing1 unter Umsta¨nden,
wa¨hrend Reducing2 die Irreduzibilita¨t mit Sicherheit erkennt, jedoch unter Umsta¨nden nur mit ex-
ponentieller Laufzeit.
Sowohl die Laufzeit von Reducing2, als auch das mo¨gliche Versagen von Reducing1, ha¨ngen
dabei von der Erkennbarkeit der Stabilita¨t bestimmter nichttrivial-stabiler Schra¨gkanten ab. Diese
Schra¨gkanten wurden als getarnte stabile Schra¨gkanten bezeichnet. Fu¨r einen Ausgangsplan, der kei-
ne dieser Schra¨gkanten entha¨lt, sind die beiden Algorithmen Reducing1 und Reducing2 in Ablauf
und Laufzeit identisch. Ob u¨berhaupt Pla¨ne existieren, die getarnte stabile Schra¨gkanten enthalten,
ist oﬀen. Die mutmaßliche Mindestgro¨ße solcher Pla¨ne, verbunden mit der vo¨lligen Abwesenheit von
globalen Eigenschaften, die lokal zur Einschra¨nkung des Suchraums genutzt werden ko¨nnen, lassen
die Suche nach solchen Pla¨nen wenig aussichtsreich erscheinen.
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Aus einer alternativen Interpretation des Reduktionsgraphen wurde sowohl eine Mo¨glichkeit zur
Konstruktion von irreduziblen Pla¨nen, als auch eine Nachbarschaft zwischen irreduziblen Pla¨nen ab-
geleitet. Beide Ideen haben jedoch keine Auswirkung auf die Komplexita¨t von IRRED, da die so
erzeugten irreduziblen Pla¨ne unter Umsta¨nden nicht den gegebenen Ausgangsplan reduzieren.
Ausgangspunkt fu¨r die Untersuchung der Komplexita¨t von IRRED war die Kenntnis der Zugeho¨rigkeit
von IRRED zu co-NP. Vor dem Hintergrund der oﬀenen Frage “NP 6= co-NP?”, und der damit verbun-
denen Frage “P 6= NP?”, lag der Fokus der Untersuchung auf der Bestimmung von Bedingungen, unter
denen IRRED in NP liegt. Existieren keine Instanzen von IRRED, die getarnte stabile Schra¨gkanten
enthalten, dann versagt der polynomiell beschra¨nkte Algorithmus Reducing1 auf keinem Rechenweg.
Das Problem IRRED liegt dann nicht nur in NP, sondern sogar in P.
Existieren zwar Instanzen von IRRED, die getarnte stabile Schra¨gkanten enthalten, aber bewirkt
die Anordnung der Schra¨gkanten in der Liste der Startkanten nach einem beschriebenen Muster, dass
die getarnten stabilen Schra¨gkanten erst im hinteren Teil des Verfahrens betrachtet werden, dann
versagt Reducing1 ebenfalls auf keinem Rechenweg. Das Problem IRRED liegt auch unter diesen
Bedingungen in P.
Existieren hingegen irreduzible Instanzen von IRRED, die getarnte stabile Schra¨gkanten enthal-
ten, fu¨r die die beschrieben Anordnung der Startkanten zu einem Rechenweg fu¨hren kann, auf dem
Reducing1 versagt, dann ist die Zugeho¨rigkeit von IRRED zu NP davon abha¨ngig, ob in solchen Fa¨llen
ein anderer Rechenweg existiert, auf dem die Stabilita¨t aller Schra¨gkanten durch Reducing1 nachge-
wiesen werden kann. Aus den Eigenschaften von getarnten stabilen Schra¨gkanten konnte abgeleitet
werden, dass eine solche irreduzible Instanz eine große Anzahl von Schra¨gkanten entha¨lt, deren Stabi-
lita¨t sich sehr leicht nachweisen la¨sst. Der Algorithmus Reducing1 ist damit genau dann ein NP-Test
fu¨r IRRED, wenn jede getarnte stabile Schra¨gkante bei vorherigem Nachweis der Stabilita¨t aller nicht
getarnten stabilen Schra¨gkanten, auf mindestens einem erlaubten Rechenweg als stabile Schra¨gkante
erkannt werden kann. Es wurde begru¨ndet, dass die Existenz von Instanzen, fu¨r die Reducing1 kein
NP-Test ist, kaum denkbar ist.
Die Ergebnisse dieser Arbeit sind in die graphentheoretische Grundlagenforschung zur Schedulingtheo-
rie einzuordnen. Der Aspekt der mo¨glichen NP- bzw. co-NP-Unvollsta¨ndigkeit von IRRED liefert einen
Beitrag zur Komplexita¨tstheorie. Aus den Untersuchungen ergeben sich unter anderem die folgenden
weiterfu¨hrenden Fragestellungen:
• Kann quantitativ ermittelt werden, ob Reducing1 versagen kann? Ko¨nnen quantitativ Instanzen
ermittelt werden, fu¨r die Reducing2 keine durch den Aufwand von Reducing1 begrenzte Laufzeit
hat?
• Fu¨hrt die deutliche Verkleinerung des Suchraums bei der vorgeschlagenen Nachbarschaft zwi-
schen irreduziblen Pla¨nen trotz der aufwendigen Bestimmung eines Nachbarn zu besseren itera-
tiven Verbesserungsverfahren?
• Ko¨nnen die Ergebnisse und deren Bewertungen zu den Bedingungen fu¨r die Existenz eines NP-
Tests auf Irreduzibilita¨t auf andere regula¨re Zielfunktionen u¨bertragen werden?
• Ist das Problem IRRED ein Kandidat fu¨r ein NP-unvollsta¨ndiges Problem?
Liegt IRRED in NP, dann folgt die Zugeho¨rigkeit von IRRED zu der Klasse ZPP* = NP ∩ co-NP.
Ko¨nnte in diesem Fall die Zugeho¨rigkeit von IRRED zu P ausgeschlossen werden, dann wa¨re IRRED
ein Kandidat fu¨r ein NP-unvollsta¨ndiges Problem. Ko¨nnte dann die NP- oder die co-NP-Vollsta¨ndgkeit
ausgeschlossen werden, dann wu¨rde NP 6= co-NP, und damit P 6= NP folgen. Die Vermutung, dass
IRRED nicht co-NP-vollsta¨ndig ist, ist vor dem Hintergrund der Vermutung NP 6= co-NP eine noch
schwa¨chere Vermutung als die Zugeho¨rigkeit von IRRED zu NP.
Anhang A
REDUCING1 und REDUCING2
In diesem Anhang wollen wir die beiden im Kapitel 6 entwickelten Varianten eines Reduktionsalgo-
rithmus und die enthaltenen Prozeduren vollsta¨ndig und ein wenig detaillierter darstellen.
Eingabe fu¨r beide Verfahren ist ein normaler Plan S ∈ SSIJ (Abschnitt 5.1) u¨ber einer Ope-
rationenmenge SIJ ⊆ I × J mit n Auftra¨gen und m Maschinen. Fu¨r die Anzahl der Knoten und
Kanten im H-Comparabilitygraphen [Str] = (SIJ,Ereg (S) + Ediag (S)) gelten |SIJ | = nm, bzw.
|Ereg (S) + Ediag (S)| = |Ereg (S)|+ |Ediag (S)| = O
(
n2m2
)
+O
(
n2m2
)
= O
(
n2m2
)
.
A.1 Teilprozeduren
Aktualisierung des Reduktionsgraphen (updateRedGraph)
Die Prozedur updateRedGraph (Abschnitt 6.3.1, Seite 130) aktualisiert den Reduktionsgraphen GRM ,
nachdem die EntfernungsmengeM um die Schra¨gkante eˆ∗ erweitert worden ist. Sie wird von der rekur-
siven Schleife im Algorithmus Reducing2 (Prozedur findPossibleEdges), aber auch direkt von den
Algorithmen Reducing1 und Reducing2 aufgerufen. Der Aufwand von updateRed-
Graph ist beschra¨nkt durch O
(
n5m5
)
(Lemma 6.26).
updateRedGraph(M , GRM , GK, eˆ
∗) {
GRM∗ : =
(
GRM − e
∗ − e∗
)
+GKe∗ ;
while (∃ v̂v′ ∈ ERM∗ mit v, v
′ ∈ V ∗M∗) do {
Kontrahiere ggf. Knoten aus V ∗M∗ ;
Bestimme die transitiven Hu¨llen der Planimplikationsklassen v ∈ V ∗M∗ ;
Kontrahiere ggf. trivial-stabile Schra¨gkanten w ∈ V ∗∗M∗ mit
zugeho¨rigen Planimplikationsklassen v ∈ V ∗∗M∗ ;
};
return GRM∗ ;
}
Bestimmung eines Konflikts (findNextEdge)
Die Prozedur findNextEdge (Abschnitt 6.3.2, Seite 133) ﬁndet einen Konﬂikt in einem nicht zula¨ssigen
Reduktionsgraphen GRM = (V
∗
M + V
∗∗
M , ERM ). Dabei wird zuna¨chst direkt nach Konﬂikten der Ord-
nung 0 bzw. 1 gesucht. Nur wennGRM weder direkte Konﬂikte, noch Konﬂikte erster Ordnung entha¨lt,
wird nach einem beliebigen Konﬂikt ho¨herer Ordnung gesucht. Ist ein Konﬂikt identiﬁziert, wird in
der Menge X ⊆ V ∗∗M der beteiligten Schra¨gkanten nach einer Kante eˆ
∗ gesucht, deren Entfernung aus
[Str]−M nicht sofort zu einem direkten Konﬂikt fu¨hrt. Zuru¨ckgegeben wird entweder die Kante eˆ∗,
oder, als Variante, die Menge X der mo¨glichen Erweiterungskanten des identiﬁzierten Konﬂikts, ggf.
bereinigt um einige sofort als stabil bezu¨glich M erkennbaren Schra¨gkanten.
Die Prozedur findNextEdge wird von den Prozeduren findX und findPossibleEdges, sowie di-
rekt vom Algorithmus Reducing2 aufgerufen. Der Aufwand von findNextEdge ist beschra¨nkt durch
O
(
n4m4
)
(Lemma 6.30).
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findNextEdge(M , GRM , GK) {
// (1) Teste auf Existenz direkter Konflikte
forall v ∈ V ∗M do {
if (v̂v−1 ∈ ERM ) then return “M nicht zula¨ssig erweiterbar”;
};
// (2) Teste auf Existenz Konflikter 1. Ordnung
forall v ∈ V ∗M do {
forall v̂w ∈ ERM do{
if (ŵv−1 ∈ ERM ) then {
e∗ : = w ∈ V ∗∗M ⊆ Ediag (S);
if (Konsequenzen von e∗ fu¨hren zu direktem Konﬂikt in GRM or
eˆ∗ “stabil”) then {
return “M nicht zula¨ssig erweiterbar”;
};
else return eˆ∗;
};
};
};
// (3) Finde irgendeinen Konflikt ho¨herer Ordnung
forall v ∈ V ∗M do {
if (v und v−1 liegt in gemeinsamer Komponente) then {
Finde ku¨rzesten Weg W ⊆ VRM zwischen v und v
−1;
X : =W ∩ V ∗∗M ;
while (X 6= ∅) do {
Wa¨hle eine Schra¨gkante e∗ ∈ X ;
if (Konsequenzen von e∗ fu¨hren zu direktem Konﬂikt in GRM or
eˆ∗ “stabil”) then {
X : = X − eˆ∗;
};
else return eˆ∗;
};
return “M nicht zula¨ssig erweiterbar”;
};
};
}
Bestimmung einer Menge von mo¨glichen Erweiterungskanten in Reducing1 (findX)
Die Prozedur findX wird nur vom Algorithmus Reducing1 benutzt. Erkennt Reducing1 in einem Ast
des Suchbaums die aktuelle EntfernungsmengeM als unzula¨ssig, d.h. nicht mehr zula¨ssig erweiterbar,
dann geht er zum letzten Entscheidungsknoten zuru¨ck. Die Prozedur findX stellt sicher, dass bei
einem solchen Ru¨ckschritt (die Variable StepBack ist dann auf TRUE gesetzt), keine neue Menge X
mo¨glicher Erweiterungskanten bestimmt wird, sondern die bereits bestimmte erneut betrachtet wird.
Der Aufwand von findX ist identisch zu dem von findNextEdge (O
(
n4m4
)
).
findX(M , GRM , GK, StepBack) {
if (StepBack = FALSE) then {
Bestimme alternativloses eˆ∗ (nicht stabil) nach Schritt (1), (2) oder (3)
in findNextEdge(M , GRM , GK), und setze X : = {eˆ
∗},
oder bestimme X : =W ∩ V ∗∗M nach Schritt (3);
};
else X : = X ′;
StepBack : = FALSE;
}
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Wahl einer Verzweigung in Reducing1 (branch)
Die Prozedur branch wird nur vom Algorithmus Reducing1 aufgerufen. Sie speichert lediglich die
Situation an einem Entscheidungsknoten im Suchbaum. Sie wird aufgerufen, wenn die Menge X der
(noch) mo¨glichen Erweiterungskanten aus dem identiﬁzierten Konﬂikt mindestens zwei verschiedene
Schra¨gkanten entha¨lt. Bei einem Ru¨ckschritt wird auf diese Kopien von M , X und eˆ zuru¨ckgegriﬀen.
Der Aufwand von branch ist beschra¨nkt durch O (|M |) = O (|X |) = O (|Ediag (S)|) = O
(
n2m2
)
.
branch(M , GRM , GK, X) {
Wa¨hle ein eˆ∗ ∈ X (nicht stabil);
M ′ : =M ;
X ′ : = X ;
eˆ′ : = eˆ∗;
}
Verfolgung eines alternativlosen Astes im Suchbaum bei Reducing1 (dontBranch)
Die Prozedur dontBranch wird nur vom Algorithmus Reducing1 aufgerufen. Ist die im aktuellen
Schritt gewa¨hlte Erweiterungskante eˆ∗ alternativlos, und fu¨hrt dennoch zu einem direkten Konﬂikt
(d.h. M ist nicht mehr zula¨ssig erweiterbar), dann wird ein Ru¨ckschritt im Suchbaum zum letzten
Entscheidungsknoten initiiert (Variable StepBack wird auf TRUE gesetzt), sofern dort mindestens
eine noch nicht betrachtete Alternative zur Auswahl steht (|X ′| ≥ 2) . Andernfalls wird der gesamte
Ast des Suchbaums verworfen (Variable NewEdge wird auf TRUE gesetzt). Unter Umsta¨nden kann
die Startkante eˆ als stabile Kante identiﬁziert werden.
Der Aufwand von dontBranch ist durch die Pru¨fung der zula¨ssigen Erweiterbarkeit von M be-
stimmt. Dazu mu¨ssen alle Kanten in GKeˆ∗ betrachtet werden, d.h. O (nm) viele (Lemma 6.5). Alle
u¨brigen Schritte sind ebenfalls in O (nm) realisierbar.
dontBranch(M ,M ′, GRM , GK, X , X
′, Y , eˆ, eˆ′, NewEdge, StepBack) {
if (“M nicht zula¨ssig erweiterbar”) then {
if (|X ′| = 1) then {
NewEdge : = TRUE;
Y : = Y − eˆ;
if (alle Kanten in M − eˆ sind alternativlos) then Markiere eˆ als stabil;
};
else {
StepBack : = TRUE;
M : =M ′;
X ′ : = X − eˆ′;
};
};
}
Rekursive Schleife in Reducing2 (findPossibleEdges)
Die Prozedur findPossibleEdges wird nur vom Algorithmus Reducing2 und von sich selbst aufge-
rufen. Sie regelt die Verzweigung an jedem echten Entscheidungsknoten im Suchbaum.
Der Aufwand eines Durchlaufens der Schleife (bis zum Selbstaufruf) ist bestimmt durch die Er-
kennung einer Menge X von Schra¨gkanten eines Konﬂikts in GRM , O
(
n4m4
)
, und durch die Aktua-
lisierung von GRM , O
(
n5m5
)
. Durch die Verzweigung in der inneren Schleife ist die Gesamtlaufzeit
eines Aufrufs von findPossibleEdges unter Umsta¨nden nur durchO
(
n5m5 · |Ediag (S)|
|Ediag(S)|
)
be-
schra¨nkt. Bei Vermeidung der mehrfachen Betrachtung einer EntfernungsmengeM kann der Aufwand
auf O
(
n5m5 · 2|Ediag(S)|
)
= O
(
n5m5 · 2n
2m2
)
reduziert werden (Lemma 6.44).
findPossibleEdges(M , GRM , GK) {
while (V ∗∗M −M 6= ∅) do {
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Bestimme alternativloses eˆ∗ (nicht stabil) nach Schritt (1), (2) oder (3)
in findNextEdge(M , GRM , GK), und setze X : = {eˆ
∗},
oder bestimme X : =W ∩ V ∗∗M nach Schritt (3);
if not (“M nicht zula¨ssig erweiterbar”) then {
while (X 6= ∅) do {
Wa¨hle ein eˆ∗ ∈ X (nicht stabil);
M : =M + eˆ∗;
updateRedGraph(M , GRM , GK, eˆ
∗);
if (GRM ist konﬂiktfrei) then return M ;
else findPossibleEdges(M , GRM , GK);
};
};
};
}
A.2 REDUCING1
Der Algorithmus Reducing1 (Abschnitt 6.4.1, Seite 138) durchsucht, ausgehend von einer Startkante
eˆ ∈ Y , im Wesentlichen einen Ast des Suchbaums aller denkbaren Entfernungsmengen, die eˆ enthalten.
Dadurch bleibt der Aufwand polynomiell beschra¨nkt (O
(
n9m9
)
, Lemma 6.36). Vor dem Abbruch der
Betrachtung dieses Astes im Suchbaum zu eˆ erfolgt lediglich ein Schritt zuru¨ck zum letzten echten
Entscheidungsknoten. Dadurch wird die Wahrscheinlichkeit, eine zula¨ssige Entfernungsmenge M zu
ﬁnden, erho¨ht, aber gleichzeitig bleibt der Gesamtaufwand polynomiell beschra¨nkt.
Dieser Ru¨ckschritt zum jeweils letzten echten Entscheidungsknoten wird durch die boolesche Va-
riable StepBack realisiert (in der Prozedur dontBranch). Der betreﬀende Entscheidungsknoten wird
durch die kopierten Mengen M ′, X ′ und eˆ′ beschrieben. Wird im untersuchten Ast des Suchbaums zu
der Startkante eˆ ∈ Y keine zula¨ssige Entfernungsmenge M entdeckt, dann wird die Startkante eˆ ver-
worfen, und eine noch unbetrachtete Schra¨gkante aus Y als neue Startkante betrachtet. Der Abbruch
der Betrachtung der Startkante eˆ wird durch die boolesche Variable NewEdge realisiert.
Konnte bei der Betrachtung von eˆ ∈ Y die Stabilita¨t der Startkante eˆ nachgewiesen werden, dann
wird eˆ als stabil markiert, und entsprechend nicht mehr beru¨cksichtig. Konnte die Stabilita¨t von eˆ
nicht zweifelsfrei nachgewiesen werden, dann wird eˆ nicht als stabil markiert.
Wa¨hrend die Ru¨ckgaben einer zula¨ssigen EntfernungsmengeM und die Feststellung der Irreduzibi-
lita¨t von S immer fehlerfrei sind, ist bei der Ru¨ckgabe “?” nicht zweifelsfrei klar, ob der Ausgangsplan
S reduzierbar ist, und nur keine zula¨ssige Entfernungsmenge entdeckt werden konnte, oder ob er irre-
duzibel ist, aber die Stabilita¨t der Schra¨gkanten nicht in jedem Fall zweifelsfrei nachgewiesen werden
konnte. Vor dem Hintergrund der Frage der Existenz oder Nichtexistenz von Instanzen mit getarn-
ten stabilen Schra¨gkanten, bzw. deren Ha¨uﬁgkeit, muss die Wahrscheinlichkeit, dass ein reduzierbarer
Ausgangsplan durch Reducing1 nicht reduziert werden kann, als sehr gering eingescha¨tzt werden.
Entha¨lt der Ausgangsplan keine getarnten stabilen Schra¨gkanten, dann lo¨st Reducing1 das Problem
IRRED in polynomieller Laufzeit (O
(
n7m7
)
, Satz 6.39).
Algorithmus Reducing1
Input: [Str] zu normalem Plan S ∈ SSIJ .
Output: zula¨ssige Entfernungsmenge M , “S ist irreduzibel”, oder “?” (Versagen).
BEGIN {
Bestimme erweiterte Planimplikationsklassen PS = {P1, . . . , Pk};
Bestimme Faktorgraph GF und Konsequenzgraph GK;
Setze M : = ∅;
Setze GRM = (V
∗
M + V
∗∗
M , ERM ) : = GF ;
Setze Y : = V ∗∗M ;
while (Y 6= ∅) do {
Setze NewEdge : = FALSE;
Setze StepBack : = FALSE;
Wa¨hle ein eˆ ∈ Y (nicht stabil);
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M : = {eˆ};
updateRedGraph(M , GRM , GK, eˆ);
while (V ∗∗M −M 6= ∅) and (NewEdge = FALSE) do {
findX(M , GRM , GK);
if (X = {eˆ∗}) then {
dontBranch(M ,M ′,GRM ,GK,X ,X
′, Y , eˆ, eˆ′,NewEdge, StepBack);
};
else {
branch(M , GRM , GK, X);
};
M : =M + eˆ∗;
updateRedGraph(M , GRM , GK, eˆ
∗);
if (GRM ist konﬂiktfrei) then return M ;
};
};
if (alle e ∈ Y sind stabil) then return “S ist irreduzibel”;
else return “?”;
};
END.
A.3 REDUCING2
Der Algorithmus Reducing2 (Abschnitt 6.4.2, Seite 143) durchsucht, ausgehend von einer Startkante
eˆ ∈ Y , in einer Tiefensuche den gesamten Suchbaum zu dieser Startkante, bis eine zula¨ssige Entfer-
nungsmenge M mit eˆ ∈ M gefunden ist. Wird keine gefunden, dann ist eˆ stabil. Reducing2 ist ein
randomisierter Algorithmus, der das Problem IRRED ohne Fehler- oder Versagenswahrscheinlichkeit
mit exponentieller Laufzeit lo¨st (Lemma 6.44). Um die Laufzeit so gering wie mo¨glich zu halten,
sollten die Kanten in der Menge Y geeignet (Qualita¨t der jeweiligen Konsequenzen) sortiert werden
(Bemerkung 6.43).
Fu¨r reduzierbare Pla¨ne S ∈ SSIJ unterscheidet sich Reducing2 kaum von Reducing1. Wa¨hrend
Reducing1 solche Pla¨ne in polynomieller Laufzeit mit sehr hoher Wahrscheinlichkeit reduzieren kann,
ﬁndet Reducing2 mit Sicherheit einen streng reduzierenden Plan, und diesen mit hoher Wahrschein-
lichkeit mit derselben Laufzeit wie Reducing1.
Im Falle von irreduziblen Pla¨nen S ∈ SSIJ steht die Irreduzibilita¨t erst nach Betrachtung des
gesamten Suchbaums fest, und der Aufwand kann daher nur exponentiell abgescha¨tzt werden. Da
im Laufe des Verfahrens der Suchbaum durch die nachgewiesene Stabilita¨t aller bereits betrachteten
Startkanten immer kleiner wird, und der Nachweis der Stabilita¨t einer einzelnen Kante in vielen
Fa¨llen sehr schnell erreicht werden kann, gibt es keinen Grund anzunehmen, dass die durchschnittliche
Laufzeit deutlich u¨ber der Laufzeit der Bestimmung eines reduzierenden Plans eines reduzierbaren
Ausgangsplans liegt. Insbesondere ist der Aufwand von Reducing2 auch fu¨r irreduzible Ausgangspla¨ne
S ∈ SSIJ polynomiell (O
(
n7m7
)
), wenn S keine getarnten stabilen Schra¨gkanten entha¨lt (Lemma
6.45).
Algorithmus Reducing2
Input: [Str] zu normalem Plan S ∈ SSIJ .
Output: zula¨ssige Entfernungsmenge M oder “S ist irreduzibel”.
BEGIN {
Bestimme erweiterte Planimplikationsklassen PS = {P1, . . . , Pk};
Bestimme Faktorgraph GF und Konsequenzgraph GK;
Setze M : = ∅;
Setze GRM = (V
∗
M + V
∗∗
M , ERM ) : = GF ;
Setze Y : = V ∗∗M ;
while (Y 6= ∅) do {
Wa¨hle ein eˆ ∈ Y (nicht stabil);
M : = {eˆ};
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updateRedGraph(M , GRM , GK, eˆ);
findPossibleEdges(M , Y , eˆ);
Markiere eˆ als stabil;
Y : = Y − eˆ;
};
return “S ist irreduzibel”;
};
END.
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