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a b s t r a c t
We examine the class of G-arc-transitive graphs with at least one
nontrivial complete normal quotient, such that all other normal
quotients are either complete or empty graphs. Such graphs arise
naturally as basic graphs under normal quotient analysis on fam-
ilies of arc-transitive graphs. We construct all such graphs Γ , to-
gether with the corresponding group G ≤ Aut (Γ ), which have 3
or more nontrivial complete G-normal quotients. In particular, we
prove that these graphs have order the square of a prime power
q, and arise from finite transitive linear groups H acting on a vec-
tor space of order q. The only disconnected graphs in this class are
isomorphic to q copies of the complete graph on q vertices, and
we classify all the connected graphs that arise from the transitive
linear groups H where H is not a subgroup of a one-dimensional
affine group Γ L (1, q). For the case where H ≤ Γ L (1, q) we con-
struct some infinite families of examples. In most cases we deter-
mine which of the graphs constructed have diameter two.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Normal quotient reduction has become an important tool in analysing the structure of certain
families of graphs, such as symmetric graphs [11], 2-arc-transitive graphs [14], locally s-arc-transitive
graphs [7], and strongly regular edge-transitive graphs [13]. The general idea behind this process is the
following: We begin with a family F of finite graphs which is closed under taking normal quotients
(see Section 2.1)—that is, for any graph Γ ∈ F , all normal quotient graphs ΓN of Γ also belong in F .
Thus the normal quotients of ΓN are also members of F , as are the normal quotients of these normal
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quotients, and so on. Now, the class F contains graphs which are considered to be ‘‘degenerate’’—
in many cases the trivial graph K1 (the graph consisting of a single vertex) is degenerate, as is each
empty graph (a graph with no edges), and depending on the context there may be other graphs as
well. For example, in some contexts – such as in the next paragraph below – a complete graph (a graph
with all vertex pairs adjacent) may be viewed as degenerate. If Γ is nondegenerate then, since Γ
is finite, the process of taking normal quotients repeatedly will eventually yield a graph which is
nondegenerate but all of whose proper normal quotients (those which have strictly fewer vertices
than the original graph) are degenerate. These graphs, which we call basic, are worthy of study, since
formany familiesF the structure of all members ofF can be understood via the structure of the basic
graphs.
It is possible for the diameters of normal quotients of connected graphs Γ to be less than the
diameter of Γ (see Section 2.1), and so to ensure the closure of F under normal quotient reduction,
the complete graphs are usually assumed to belong in F . (In some cases, such as in [13], they are
considered to trivially satisfy the defining property of F .) A case may arise in which a graph is not
degenerate but all its proper normal quotients are either complete or empty graphs, and we refer to
such graphs as quotient-complete. This paper investigates quotient-complete graphs in the family F
of arc-transitive graphs.
Definition 1.1. Let Γ be a graph and G ≤ Aut (Γ ). We say that Γ is G-quotient-complete if it has at
least one nontrivial complete G-normal quotient, and if each of its other proper G-normal quotients
is either a complete graph or an empty graph.
Clearly, the complete graph Kn on n vertices is G-quotient-complete with G = Sn; on the other
hand its complement, the empty graph Kn on n vertices, is not quotient-complete for any n. Note also
that there is no restriction on the orders of complete graphs that occur as normal quotient graphs,
and there is no upper bound on the number of complete normal quotients of a graph. (Recall that the
order of a graph is the number of its vertices.) For instance, Example 3.2 gives, for arbitrary positive
integers m and n, a connected graph Γ with complete normal quotients of orders m and n. Also, for
a prime power c , Example 3.3(1) gives a subgroup of Aut (c · Kc) = Sc ≀ Sc that admits c + 1 normal
quotients, with c of them isomorphic to Kc and the remaining one isomorphic to Kc . Moreover, we
show in Theorem 2.2 that each connected G-arc-transitive graph has a G-normal quotient which is
either vertex-quasiprimitive or quotient-complete; thus it is important to understand the structure
of quotient-complete graphs.
A parameter of quotient-complete graphs that is of particular significance is the number k of non-
trivial compete normal quotients. Examples are known to exist with k = 1 and k = 2 (see Exam-
ples 3.1 and 3.2), and here again the complete quotients can have any order. It turns out that k is
bounded above by the orders of the complete quotients.
Theorem 1.2. Let Γ be a graph and G ≤ Aut (Γ ), such that Γ is G-arc-transitive and G-quotient-
complete with k distinct nontrivial, complete G-normal quotients. If k ≥ 3 then Γ has order c2 for some
prime power c, and all nontrivial complete normal quotients have order c. Furthermore, either k = c and
Γ ∼= c · Kc , or k ≤ √c + 1.
Remark. In the exceptional case k = c with Γ = c · Kc , we show that G is as in Example 3.3(1)
(see Proposition 3.8). The extreme case k = √c + 1 is also attained and an example is given in
Example 3.3(2). In general, the situation with k ≥ 3 is very constrained in terms of both the values of
k and the structure of the group G. We show in fact (see Corollary 3.9) that k = c1/ℓ or c1/ℓ + 1 for
some positive integer ℓ.
Notation. If F is a field, we let F# denote the set F \ {0} of nonzero elements of F. Likewise, if W is
a vector space, W# denotes the set W \ {0} of nonzero vectors in W . We write TW for the group of
translations ofW .
Our technical version of Theorem 1.2, given below, describes the structure of Gwhen k ≥ 3.
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Table 1
H as in Theorem 4.1(2), (3), (4).
(n, q) H S val (Γ )
Ď1 n ≥ 3 H D SL (n, q) Vind (qn − 1) (qn − q)
Ď2

λ′∈A(λ) V
#
λ′ , λ ∉ Fix(α(H)) |A(λ)| (qn − 1)
Ď3 n even H D Sp (n, q) S0 q

q6 − 1 q4 − 1
Ď4

λ′∈C(λ) Sλ′ , λ ∈ F#q |C(λ)| q5

q6 − 1
Ď5

λ′∈A(λ) V
#
λ′ , λ ∉ Fix(α(H)) |A(λ)| (qn − 1)
Ď6 n = 6, q even H D G2(q) SL q

q6 − 1 q2 − 1
Ď7 SL′ q3

q6 − 1 q2 − 1
Ď8

λ′∈C(λ) Sλ′ , λ ∈ F#q |C(λ)| q5

q6 − 1
Ď9

λ′∈A(λ) V
#
λ′ , λ ∉ Fix(α(H)) |A(λ)| (qn − 1)
Theorem 1.3. Let Γ be a graph and G ≤ Aut (Γ ). The graph Γ is connected, G-arc-transitive and
G-quotient-complete with at least 3 distinct, nontrivial, complete G-normal quotients if and only if Γ ∼=
Cay(V , S) and G ∼= TV o G0, where:
(i) V = U ⊕ U, with U = Fdp for some prime p and integer d,
(ii) G0 = {(h, h) | h ∈ H} ≤ GL (V ) for some H ≤ GL (U) which is transitive on U#, and
(iii) S is a G0-orbit in V# with S = −S and ⟨S⟩ = V .
In particular, either H ≤ Γ L (1, q) (where q = pd), or H and S are as in Tables 1 or 2. Furthermore, Γ
has exactly
CGL(U)(H)+ 2 nontrivial complete G-normal quotients, each of which has order |U|.
We also determinewhich of the graphs in Tables 1 and 2 have diameter two. This is related towork
done in [2]. The diameter two graphs in these tables are marked with a ‘‘Ď’’.
The rest of the paper is organised as follows: In Section 2 we give some background on normal
quotients and the geometry of the exceptional group G2(q), where q = 2d, as well as some technical
results concerning linear groups and their orbits which will be used in the sequel. In Section 3 we
analyse the general structure of quotient-complete, arc-transitive graphs with at least 3 nontrivial
complete normal quotients, and prove Theorem 1.2 and parts (i), (ii) and (iii) of Theorem 1.3.
In Section 4 we consider the different cases which arise from (i), (ii) and (iii) of Theorem 1.3,
corresponding to each possible transitive linear group H with H ≰ Γ L (1, q) (q = pd), and we
determine the entries of Tables 1 and 2. The diameter two graphs in Tables 1 and 2 are identified
in Section 5. Finally, we consider the case where H ≤ Γ L (1, q) in Section 6—we do not treat this
case completely, but rather we consider the subcases where H belongs to certain infinite families of
subgroups of Γ L (1, q), and construct the graphs with the above properties which arise from these.
Throughout this paper all graphs and groups considered are finite.
1.1. Tables
For Tables 1 and 2 we have G ∼= TV o G0 and Γ ∼= Cay(V , S), with G, V ,G0 and S as in Theo-
rem 1.3(i)–(iii). The integer n is a divisor of d and q = pd/n such that H can be viewed as a subgroup
of Γ L (n, q). The graphs marked with a ‘‘Ď’’ have diameter two. In Table 1, Vλ, Vind and α(H) are as
defined in Section 4 in (11)–(13), respectively, while A(λ), C(λ), Sλ, SL, and SL′ are as in (15)–(19),
respectively.
Table 2 lists the conjugacy class representatives of the possible groups H and the valency of the
graphs Γ , which are grouped according to isomorphism class. For instance, in line 5 of Table 2, the
group H = NGL(2,5)(Q8) has 42 orbits of length 96 which yield connected Cayley graphs, and all these
graphs are isomorphic; in lines 42 and 43 the groupH has 9 orbits of length 640, and the corresponding
graphs are divided into two isomorphism classes of sizes 3 and 6. Unless otherwise stated, distinct
lines of Table 2 correspond to distinct isomorphism classes of graphs. Wherever it is known, we
use the symbol ‘‘⊂’’ to denote subgraphs; i.e., ‘‘Γ (i) ⊂ Γ (j)’’ means that the graphs in line i are
subgraphs of graphs in line j. We do not check exhaustively for all such relationships, and wherever
indicated, Γ (i) ⊂ Γ (j) arises from the fact that the H-orbit corresponding to Γ (i) is contained in the
H-orbit corresponding toΓ (j) (orΓ (i) is isomorphic to someΓ (i′) satisfying the above). Note also that
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Table 2
H as in Table 4.
i (n, q) H = H(i) val (Γ (i)) Class size Comments
1 (2, 5) H(1) < H(4), index 4 24 20
2 H(2) < H(4), index 4 24 20 H(2)  H(1)
3 H(3) < H(4), index 2 48 10
Ď4 NGL(2,5)(Q8) 96 5
5 (2, 7) H(5) < H(7), index 3 48 42
6 H(6) < H(7), index 3 48 42 H(6)  H(5)
Ď7 NGL(2,7)(Q8) 144 14
8 (2, 11) H(8) < H(9), index 2 120 110
9 NGL(2,11)(Q8) 240 55
10 (2, 23) NGL(2,23)(Q8) 528 506
11 (2, 11) H(11) < H(13), index 5 120 110 H(11)  H(8)
12 H(12) < H(13), index 5 120 110 H(12),H(8) conjugate under
GL (2, 11); Γ (12) ∼= Γ (8)
13 NGL(2,11)(SL (2, 5)) 600 22
14 (2, 19) NGL(2,19)(SL (2, 5)) 1080 114
15 (2, 29) H(15) < H(16), index 2 840 812
16 NGL(2,29)(SL (2, 5)) 1680 406
17 (2, 59) NGL(2,59)(SL (2, 5)) 3480 3422
i (n, q) H val (Γ (i)) Class size Comments
18 (2, 9) A(1) < NΓ L(2,9)(SL (2, 5)), index 6;
A(1) ≰ GL (2, 9)
80 6 Γ (18) ⊂ Γ (31)
Ď19 160 24 Γ (19) ⊂ Γ (33)
20 160 12 Γ (20) ⊂ Γ (26) ⊂ Γ (33);
21 A(2) < A(4), index 2; A(2) ≰ GL (2, 9) 80 6 Γ (21) ∼= Γ (27) ⊂ Γ (31)
Γ (21) ⊂ Γ (42)
22 240 8 Γ (22) ∼= Γ (44) ⊂ Γ (47);
Γ (22) ⊂ Γ (26),Γ (49)
Ď23 240 6 Γ (23) ⊂ Γ (29) ⊂ Γ (33);
Γ (23) ⊂ Γ (49)
Ď24 240 4 Γ (24) ⊂ Γ (30) ⊂ Γ (33);
Γ (24) ⊂ Γ (47),Γ (49)
25 240 6 Γ (25) ⊂ Γ (33),Γ (42)
26
A(3) < NΓ L(2,9)(SL (2, 5)), index 2;
A(3) ≤ GL (2, 9) 480 12
Γ (26) ∼= Γ (28) ∼= Γ (32)
Γ (26) ⊂ Γ (33)
27 A(4) < NΓ L(2,9)(SL (2, 5)), index 2;
A(4) ≰ GL (2, 9)
80 6 Γ (27) ∼= Γ (21)
Ď28 480 4 Γ (28) ∼= Γ (26) ∼= Γ (32)
Ď29 480 6 Γ (29) ⊂ Γ (33)
Ď30 480 2 Γ (30) ⊂ Γ (33)
Ď31 NΓ L(2,9)(SL (2, 5)) 160 3
Ď32 480 4 Γ (32) ∼= Γ (26) ∼= Γ (28)
Ď33 960 4
i (n, q) H val (Γ (i)) Class size Comments
34 (4, 3) B(1) < NGL(4,3)(D8 ◦ Q8), index 16 B(1), A(2) conjugate under
GL (4, 3)
35 B(2) < B(3), index 2 80 6 Γ (35) ∼= Γ (38) ⊂ Γ (44) ⊂
Γ (47)
36 160 12 Γ (36) ⊂ Γ (39) ⊂ Γ (42)
37 160 24 Γ (37) ⊂ Γ (40) ⊂ Γ (46) ⊂
Γ (49)
38 B(3) < B(5), index 6 80 6 Γ (38) ⊂ Γ (44) ⊂ Γ (47)
Ď39 320 6 Γ (39) ⊂ Γ (42)
40 320 12 Γ (40) ⊂ Γ (46) ⊂ Γ (49)
(continued on next page)
A(1), A(3) and A(4) are maximal subgroups of NGL(4,3)(D8 ◦ Q8). All entries of Table 2 were obtained
using MAGMA [12]. The code used can be found in the appendix to [1].
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Table 2 (continued)
i (n, q) H = H(i) val (Γ (i)) Class size Comments
Ď41 B(4) < NGL(4,3)(D8 ◦ Q8) index 6, 160 3 Γ (41) ⊂ Γ (47)
Ď42 640 3 Γ (42) ∼= Γ (45) ∼= Γ (48)
Ď43 640 6 Γ (43) ⊂ Γ (49)
44
B(5) < NGL(4,3)(D8 ◦ Q8), index 2 240 2 Γ (44) ∼= Γ (22) ⊂
Γ (26),Γ (49);
Γ (44) ⊂ Γ (47)
Ď45 640 3 Γ (45) ∼= Γ (42) ∼= Γ (48)
Ď46 1920 2 Γ (46) ⊂ Γ (49)
Ď47 NGL(4,3)(D8 ◦ Q8) 480 1
Ď48 640 3 Γ (48) ∼= Γ (42) ∼= Γ (45)
Ď49 3840 1
i (n, q) H val (Γ (i)) Class size Comments
Ď50 (4, 2) Alt (6) 120 1 Γ (38) ⊂ Γ (40)
Ď51 90 1 Γ (39) ⊂ Γ (40)
Ď52 Alt (7) 210 1
53 (6, 3) SL (2, 13) 728 6
54 2184 6
55 2184 2 Possibly isomorphic to Γ (56)
56 2184 6 Possibly isomorphic to Γ (55)
57 2184 6
58 2184 24
59 2184 12
60 2184 12
61 2184 24 Possibly isomorphic to
Γ (62),Γ (63)
62 2184 12 Possibly isomorphic to
Γ (61),Γ (63)
63 2184 12 Possibly isomorphic to
Γ (61),Γ (62)
64 2184 24
65 2184 12
66 2184 12
67 2184 12
68 2184 12 Possibly isomorphic to Γ (69)
69 2184 24 Possibly isomorphic to Γ (68)
70 2184 8
71 2184 12
72 2184 8
2. Preliminaries
2.1. Normal quotients
Notation. For a graph Γ , V (Γ ) denotes the vertex set of Γ . If G is a group acting on V (Γ ),GΓ is the
group induced by the action of G on V (Γ ).
Let Γ be a graph, G ≤ Aut (Γ ), and P a G-invariant partition of V (Γ ). The quotient graph of Γ
relative to P is the graph ΓP whose vertex set is P and whose edges are the pairs {P,Q } such that
there are vertices p ∈ P and q ∈ Q which are adjacent in Γ . The orbits in V (Γ ) of a normal subgroup
N of G form a G-invariant partition; the quotient graph relative to such a partition is called a G-normal
quotient of Γ (or simply normal quotient, if no confusion arises), and is denoted by ΓN . The normal
quotient ΓN is nontrivial if it has more than one vertex (that is, if N is intransitive on V (Γ )), and is
proper if |V (ΓN)| < |V (Γ )| (that is, if N does not lie in the kernel of the action of G on V (Γ )).
It is known that normal quotients ‘‘inherit’’ some of the properties of the original graph. For
instance, ΓN is connected if the original graph Γ is connected, and in this case the diameter of ΓN is at
most the diameter of Γ . If Γ is G-vertex-transitive or G-arc-transitive, then so is ΓN . If Γ is connected
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and G-arc-transitive then it is a k-multicover of ΓN for some integer k (that is, for any two adjacent
N-orbits P and Q , each vertex in P is adjacent to exactly k vertices in Q , and vice versa), andmoreover,
the N-orbits in V (Γ ) contain no edges of Γ (see [15, Section 4] and [16, Section 7]).
Suppose that N ≤ G is intransitive on V (Γ ), and let M E G with M ≥ N . Then any M-orbit in
V (Γ ) is a union of N-orbits, so ΓM is itself a GΓN -normal quotient of ΓN . Thus the minimal normal
quotients with at least two vertices, which are obtained after a sequence of these operations, can also
be obtained by choosing the normal subgroup N to be maximal in G such that N is intransitive on
V (Γ ) (possibly N = 1). For such an N , the quotient ΓN is called aminimal G-normal quotient.
Note that it is possible for ΓN = ΓM withN ≠ M . For example, if Γ is the cycle C4 and G = D8, then
for N = Z(G) ∼= Z2, we have ΓN = C2. The kernel of the action of G on V (ΓN) isM ∼= Z2 × Z2, giving
ΓN = ΓM . In this case ΓN is a minimal G-normal quotient with N properly contained in the maximal
intransitive normal subgroupM .
If all nontrivial normal subgroups of G are transitive then Γ is its own unique minimal G-normal
quotient, and in this case G is said to be quasiprimitive on V (Γ ).
Lemma 2.1. Let Γ be a graph, G ≤ Aut (Γ ), and N E G such that N is intransitive on V (Γ ). If N is
maximal subject to being intransitive on V (Γ ), then GΓN ∼= G/N and acts quasiprimitively on V (Γ ).
Proof. Suppose that ΓN is a minimal G-normal quotient of Γ , with N maximal in G with respect to
being vertex-intransitive on Γ . Then N is the kernel of the action of G on V (ΓN). Hence GΓN ∼= G/N .
Also, by the discussion above, ΓN has no nontrivial GΓN -normal quotients, and so is GΓN -vertex-
quasiprimitive. 
Quotient-complete graphs arise naturally from normal quotient reduction, as shown below.
Theorem 2.2. Let Γ be a connected graph and G ≤ Aut (Γ ) which is transitive on V (Γ ). Then there
exists a proper normal subgroup N of G (possibly N = 1) such that exactly one of the following holds:
(1) ΓN is G/N-vertex-quasiprimitive and not complete, or
(2) ΓN is G/N-quotient-complete.
Proof. If Γ is G-vertex-quasiprimitive then we have case (1) if Γ is not complete and case (2) if it
is, with N = 1 in each case. If Γ is G-quotient-complete then we have case (2), again with N = 1.
So assume that Γ is neither G-vertex-quasiprimitive nor G-quotient complete. Let N be a maximal
vertex-intransitive normal subgroup of G. Then by Lemma 2.1, G/N ≤ Aut (ΓN) and is quasiprimitive
on V (ΓN). If ΓN is not complete then we have case (1), so suppose that ΓN is complete for all maximal
vertex-intransitive normal subgroups N of G. Since Γ is not G-quotient complete, it follows from
Definition 1.1 that there exists a nontrivial normal subgroupM of G such thatM is vertex-intransitive
on Γ and ΓM is not complete; we chooseM such that it is maximal in G having these properties. Since
Γ is connected so is ΓM , and it follows from the maximality ofM that G/M ≤ Aut (ΓM) and ΓM is not
G/M-vertex-quasiprimitive. We claim that ΓM is G/M-quotient-complete.
Let L′ be a nontrivial normal subgroup of G/M such that L′ is intransitive on V (ΓM). Then (ΓM)L′ is
a proper nontrivial G/M-normal quotient of ΓM . Now L′ = L/M for some L such thatM < L E G and
L is intransitive on V (Γ ), and (ΓM)L′ = ΓL. SinceM is maximal in G such that ΓM is not complete and
nontrivial,ΓL must be complete. It follows that all proper (G/M)-normal quotients ofΓM are complete
graphs, and thus ΓM is G/M-quotient-complete, as claimed. Therefore case (2) holds, as required. 
2.2. The geometry of G2(q), q even
In this subsection, let q be a power of 2 and U be a vector space of dimension 6 over Fq. It is
known [4,17] that the exceptional group G2(q) is a subgroup of the symplectic group Sp (6, q) on
U , and that G2(q) acts on a generalised hexagon H(q) with parameters (q, q) (a point–line incidence
structure whose incidence graph has diameter 6 and girth 12, such that each line contains q+1 points
and each point lies in q + 1 lines). The set of points of H(q) can be identified with the set of all
1-dimensional subspaces of U , and the set of lines with a subset of the set of 2-dimensional subspaces
of U which are totally isotropic.
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Define
P := point set ofH(q) = set of 1-dimensional subspaces of U; (1)
L := line set ofH(q); (2)
L′ := set of totally isotropic 2-dimensional subspaces of U which are not inL; (3)
N := set of nondegenerate 2-dimensional subspaces of U . (4)
Then L ∪ L′ ∪ N comprises the set of all 2-dimensional subspaces of U , and we have |P | = |L| =
(q6 − 1)/(q− 1), |L′| = q2(q6 − 1)/(q− 1), and |N | = q4(q6 − 1)/(q2 − 1) (see [4, Section 5]). The
following result describes the action of G2(q) on these sets and is proved in [4, Lemmas 5.1, 5.2 and
5.4] and [3, Lemma 3.1] for parts (1) and (2), respectively.
Lemma 2.3. Let q be a power of 2 and P ,L,L′ andN be as defined above.
(1) The group G2(q) acts transitively on each of the sets P ,L,L′ andN .
(2) The action of G2(q) on P has rank 4 with subdegrees 1, q(q+ 1), q3(q+ 1) and q5.
The proof of Lemma 5.2 in [4] gives more detail about the action of G2(q) on P , which we present
below. Following the notation of [4], for a fixed point X in P , let∆i(X) (i = 1, 2, 3) denote the set of
points Y ∈ P which are at distance i from X in the point graph ofH(q). Clearly
∆1(X) = {Y ∈ P | ⟨X, Y ⟩ ∈ L}.
Lemma 2.4. Let X ∈ P be fixed, and let ∆2(X) and∆3(X) be as defined above. Then
∆2(X) = {Y ∈ P | ⟨X, Y ⟩ ∈ L′}
and
∆3(X) = {Y ∈ P | ⟨X, Y ⟩ ∈ N }.
The action of G2(q) on the 3-dimensional totally isotropic subspaces of U is also described in [4].
We give this in the next lemma.
Theorem 2.5. The group G2(q) has two orbits on maximal totally isotropic subspaces of U (of dimen-
sion 3), with representatives W3 and W ′3 and lengths (q6 − 1)/(q − 1) and q3(q3 + 1), respectively.
Furthermore:
(1) There exists a unique point X of H(q) in W3 such that W3 is the union of all lines in L that pass
through X; and
(2) No two points in W ′3 lie in the same line of H(q). In other words, all 2-dimensional subspaces of W
′
3
belong toL′.
Proof. The first part is [4, Lemma 5.3]. Let U3 be a totally isotropic 3-dimensional subspace of U . If
there is a 2-dimensional subspace U2 of U3 such that U2 ∈ L, then (1) holds by line 5 of the proof
of [4, Lemma 5.3]. Otherwise (2) holds. 
Alternatively, G2(q) can be defined as the automorphism group of the octonion algebra O.
Following [17, Section 4.4.3], O can be defined as the algebra over Fq with basis {x1, . . . , x8} and
multiplication given by Table 3 (blank entries are 0O). Note that x4 + x5 = 1, and for each x ∈ O
write x := x+ ⟨x4 + x5⟩. The bilinear form B′ defined on O by
B′(xi, xj) =

1 if i+ j = 9;
0 else
induces an alternating bilinear form B on U0 := ⟨x4 + x5⟩⊥/⟨x4 + x5⟩ defined by
B(xi, xj) = B′(xi, xj),
1864 C. Amarra et al. / European Journal of Combinatorics 33 (2012) 1857–1881
Table 3
Octonion algebra.
x1 x2 x3 x4 x5 x6 x7 x8
x1 x1 x2 x3 x4
x2 x1 x2 x5 x6
x3 x1 x3 x5 x7
x4 x1 x4 x6 x7
x5 x2 x3 x5 x8
x6 x2 x4 x6 x8
x7 x3 x4 x7 x8
x8 x5 x6 x7 x8
with respect to which {x1, x2, x3, x6, x7, x8} forms a symplectic basis. The points of the generalised
hexagon H(q) are the 1-dimensional subspaces in U0, and the lines of H(q) are the 2-dimensional
subspaces ⟨x, y⟩ such that, if, say, x and y are the unique elements of ⟨x1, x2, x3, x6, x7, x8⟩ in the
cosets x and y, respectively, the product of x and y in O is 0O [17, Section 4.3.8]. Hence, for instance,
⟨x1, x2⟩ ∈ Lwhile ⟨x2, x3⟩ ∈ L′.
From the second definition we can obtain explicit descriptions of some elements of G2(q). In
particular, we have:
r : (x1, x2, x3, x4, x5, x6, x7, x8) → (x1, x3, x2, x4, x5, x7, x6, x8); (5)
s : (x1, x2, x3, x4, x5, x6, x7, x8) → (x2, x1, x6, x5, x4, x3, x8, x7); (6)
and for any λ ∈ Fq,
E(λ) : x3 → x3 + λx2, x7 → x7 + λx6, (7)
xi → xi for all other i;
F(λ) : x2 → x2 + λx1, x4 → x4 + λx3, (8)
x5 → x5 + λx3, x8 → x8 + λx7,
x6 → x6 + λx4 + λx5 + λ2x3,
xi → xi for all other i.
Also, define
T := diag(λ, µ, λµ−1, 1, 1, λ−1µ,µ−1, λ−1) | λ,µ ∈ F#q (9)
as a subgroup of GL (8, q). Observe that s, T , and the maps F(λ) for all λ ∈ Fq stabilise ⟨x1, x2⟩
(and consequently ⟨x1, x2⟩), while r, T , and all the E(λ) stabilise ⟨x2, x3⟩ (and ⟨x2, x3⟩). This fact will
be useful later.
2.3. On linear groups
In this subsection we present some technical results involving linear groups that will be used in
Section 3.
Notation. For any subgroup L of TV , let VL denote the subspace of V corresponding to L.
Recall that aminimal normal subgroup ofG is a nontrivial normal subgroupN that does not properly
contain any other nontrivial normal subgroup of G. If U is a vector space, a diagonal subspace of U ⊕U
is a subspace of the form {(u, uϕ) | u ∈ U} for some linear transformation ϕ ∈ GL (U).
Lemma 2.6. Let U := Fnq for some prime power q and integer n, V := U ⊕ U,G0 ≤ GL (V ), and
G = TV o G0. Suppose that TU⊕{0U } and T{0U }⊕U are minimal normal subgroups of G, and let L < G
such that L ≠ TU⊕{0U }, T{0U }⊕U . Then L is a minimal normal subgroup of G if and only if L < TV and VL is a
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G0-invariant diagonal subspace of V . In particular, if {(u, u) | u ∈ U} is G0-invariant, then the following
hold:
(1) G0 = {(h, h) | h ∈ H} for some H ≤ GL (U) which is irreducible on U#, and
(2) the minimal normal subgroups of G are precisely the groups TW , where W is U ⊕ {0U }, {0U } ⊕ U, or
{(u, uϕ) | u ∈ U} for some ϕ ∈ CGL(U)(H).
Proof. We first show that L is a minimal normal subgroup of G, distinct from TU⊕{0U } and T{0U }⊕U , if
and only if L < TV and VL is a G0-invariant diagonal subspace of V . Since G0 acts faithfully on V , each
minimal normal subgroup L of G is contained in TV . Also, a subgroup of TV is normal in G if and only if
the corresponding subspace is G0-invariant. Thus it remains only to show that L is minimal normal in
G if and only if VL is a diagonal subspace.
Suppose that L is minimal normal in G and distinct from TU⊕{0U } and T{0U }⊕U . Denote by π1 and π2
the projection maps from VL to U⊕{0U } and to {0U }⊕U , respectively, and let X := π1(VL). Since VL is
G0-invariant, so is X , and hence TX E G. Now TX ≤ TU⊕{0U }, and thus, since TU⊕{0U } is minimal normal
in G, either TX = 1 or TX = TU⊕{0U }. Equivalently, either X = {0V } or X = U ⊕ {0U }. If X = {0V }
then VL ≤ {0U } ⊕ U , so L ≤ T{0U }⊕U . Since T{0U }⊕U is minimal normal, equality holds, contrary to
the choice of L. So π1(VL) = X = U ⊕ {0U }, and similarly π2(VL) = {0U } ⊕ U; therefore π1|VL and
π2|VL are surjective. Observe that L∩ TU⊕{0U } is trivial since L and TU⊕{0U } are distinct minimal normal
subgroups of G, so that VL ∩ {0U } = {0V } and the kernel of π1|VL is trivial. Hence π1|VL is one-to-one,
and similarly so is π2|VL . Therefore π1|VL and π2|VL are bijections, and hence VL is a diagonal subspace
of V with respect to ϕ = π1|VL−1 π2|VL .
Conversely, suppose that VL is a G0-invariant diagonal subspace of V . Then L is a nontrivial normal
subgroup ofG. Let L′ be aminimal normal subgroup ofGwhich is contained in L. Then by the preceding
paragraph VL′ is a G0-invariant diagonal subspace of V , and VL ≥ VL′ . It follows that VL = VL′ and thus
L = L′. Therefore L is minimal normal in G.
Now suppose thatW0 := {(u, u) | u ∈ U} is G0-invariant. Then for any u ∈ U and any (g1, g2) ∈ G0
with g1, g2 ∈ GL (U), we have (u, u)(g1,g2) = (ug1 , ug2) ∈ W0. So ug1 = ug2 for all u ∈ U , and hence
g1 = g2. Thus G0 = {(h, h) | h ∈ H} for some H ≤ GL (U), where H is irreducible because of the
minimality of TU⊕{0U } and T{0U }⊕U . This proves (1).
Finally we show (2). Let L be a minimal normal subgroup of G. We have already proved that L is
TU⊕{0U }, T{0U }⊕U , or TY (ρ) for some G0-invariant diagonal subspace Y (ρ) := {(u, uρ) | u ∈ U} of V , and
to complete the proof we need to show that the G0-invariant diagonal subspaces are precisely the
Y (ρ) with ρ ∈ CGL(U)(H). Suppose that Y (ρ) is G0-invariant. Then for all u ∈ U and h ∈ H we have
(u, uρ)(h,h) = uh, uρh ∈ Y (ρ). It follows from the definition of Y (ρ) that uρh = uhρ for all u ∈ U and
h ∈ H . Thus ρh = hρ for all h ∈ H; that is, ρ ∈ CGL(U)(H). Conversely, if ρ ∈ CGL(U)(H), then for any
u ∈ U and h ∈ H we have (u, uρ)(h,h) = uh, uρh = uh, uhρ ∈ Y (ρ). So Y (ρ) is G0-invariant, which
completes the proof of (2). 
We need more information about the action of G0 in Lemma 2.6 in the case where H is transitive
on U#.
Lemma 2.7. Let U be a finite-dimensional vector space, V = U ⊕ U,H ≤ GL (U) which is transitive
on U#,G0 = {(h, h) | h ∈ H} ≤ GL (V ), and S a G0-orbit in V#. Then ⟨S⟩ = V if and only if S is not
(U ⊕ {0U })# , ({0U } ⊕ U)#, or W# for a G0-invariant diagonal subspace W of V .
Proof. Claim 1: ⟨S⟩ = V if and only if ⟨S⟩ ≠ S ∪ {0V }. Suppose that ⟨S⟩ = V . Since (U ⊕ {0U })# is a
proper G0-invariant subset of V#,G0 is not transitive on V# and thus S ∪ {0U } ≠ V = ⟨S⟩. Conversely,
suppose that ⟨S⟩ ≠ S ∪ {0V }. Let v = (u1, u2) ∈ S. If u2 = 0U then we must have u1 ≠ 0U , so that v ∈
(U ⊕ {0U })#. SinceH is transitive onU#wehave S = vG0 = (U ⊕ {0U })#, so ⟨S⟩ = U⊕{0U } = S∪{0V },
contrary to our choice of S. Similarly if u1 = 0U then ⟨S⟩ = {0U } ⊕U = S ∪ {0V }, also a contradiction.
Thus u1, u2 ≠ 0U , and moreover (U ⊕ {0U })# , ({0U } ⊕ U)# ⊆ V \ S. Let π1 and π2 be the projection
maps from S to U ⊕ {0U } and to {0U } ⊕ U , respectively. Arguing as before we get that πi(S) ⊆ U# for
each i; moreover, since each πi(S) is H-invariant and H is transitive on U#, we have πi(S) = U# for
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each i. It follows that πi(⟨S⟩) = ⟨πi(S)⟩ = U . For each u ∈ U# let B(u) := {v′ ∈ S | π1(v′) = u}. Then
B(u) ≠ ∅ for each u and is a block of imprimitivity for the action of G0 on S. Hence
|S| = (|U| − 1)|B(u)| ≥ |U| − 1.
Clearly, we have |S| + 1 ≤ |⟨S⟩|, so if ⟨S⟩ were a diagonal subspace then |⟨S⟩| = |U| ≤ |S| + 1 and
thus |S| + 1 = |⟨S⟩|. Consequently, ⟨S⟩ = S ∪ {0V }, a contradiction, and therefore ⟨S⟩ is not a diagonal
subspace. Since π1(⟨S⟩) = U by the above, there exist vectors u, w1, w2 ∈ U with w1 ≠ w2 and
(u, w1), (u, w2) ∈ ⟨S⟩. So (0U , w1 − w2) ∈ ⟨S⟩, and (0U , w1 − w2)G0 = ({0U } ⊕ U)# ⊆ ⟨S⟩. Similarly
(U ⊕ {0U })# ⊆ ⟨S⟩, and hence V = U ⊕ U ⊆ ⟨S⟩. Therefore ⟨S⟩ = V , which proves Claim 1.
Claim 2: ⟨S⟩ = S ∪ {0V } if and only if S is (U ⊕ {0U })# , ({0U } ⊕ U)#, or is the set of nonzero
vectors of a G0-invariant diagonal subspace. It was shown above that if ⟨S⟩ has one of these forms then
⟨S⟩ = S∪{0V }. Suppose now that ⟨S⟩ = S∪{0V }. Then ⟨S⟩ isG0-invariant,withG0 transitive on ⟨S⟩# and
thus irreducible on ⟨S⟩. It follows that T⟨S⟩ is a minimal normal subgroup of G, and by Lemma 2.6, ⟨S⟩
is U ⊕{0U }, {0U }⊕U , or a G0-invariant diagonal subspace. Therefore Claim 2 holds, which completes
the proof. 
3. Quotient-complete arc-transitive graphs
In this section we investigate the general structure of quotient-complete arc-transitive graphs. If
Γ is a G-quotient-complete graph, let
k := number of distinct nontrivial, complete G-normal quotients of Γ .
We begin by giving some examples of quotient-complete, arc-transitive graphs with k = 1 and k = 2.
Our first example is constructed as a lexicographic product Σ[∆] of two graphsΣ and∆, which is
the graph with vertex set V (Σ) × V (∆) and edges {(σ , δ), (σ ′, δ′)}, where either {σ , σ ′} is an edge
ofΣ , or σ = σ ′ and {δ, δ′} is an edge of∆.
Example 3.1. Let Γ = Km

Kn

for some integersm and n, and G = Snwr Sm. Then Γ is a connected
graph with G = Aut (Γ ). The graph Γ is G-arc-transitive and G-quotient-complete with k = 1, and
the unique normal quotient is Km, which corresponds to N := Smn . Furthermore Γ is an n-multicover
of ΓN .
Another example arises as a direct product Σ × ∆ of graphs Σ and ∆, which is the graph with
vertex set V (Σ) × V (∆) and edges {(σ , δ), (σ ′, δ′)}, where {σ , σ ′} is an edge of Σ and {δ, δ′} is an
edge of∆.
Example 3.2. Let Γ = Km × Kn for some integers m and n, and G = Sm × Sn. Then G ≤ Aut (Γ ), and
Γ is a connected, G-arc-transitive, G-quotient-complete graph with exactly two complete G-normal
quotients isomorphic to Km and Kn, corresponding toM := Sn and N := Sm, respectively. Also Γ is an
(n− 1)-multicover of ΓM and an (m− 1)-multicover of ΓN .
Remark. It should be emphasised that the property of quotient-completeness is dependent on the
choice of the group G. For instance, in Example 3.2, if n = m then the full automorphism group of
Γ = Km × Km is H = Smwr C2. However, Γ does not have a nontrivial H-normal complete quotient.
The rest of this section considers quotient-complete, arc-transitive graphswith k ≥ 3. Two families
of such graphs, with k greater than or equal to some given prime power, are given in the next example.
Example 3.3. Let U = Fnq for some prime power q and integer n, c = qn, and V = U ⊕U . In each case
below, Γ = Cay(V , S) and G = TV o G0, where G0 = {(h, h) | h ∈ H ≤ GL (U)}, and H and S are as
given.
(1) Suppose that n = 1 and c = q ≥ 3. Take H = GL (1, q) = GL (U) (noting that H ∼= Zq−1) and
S = (u, λu) | u ∈ U# for some λ ∈ F#q . Then S is an orbit of G0, so Γ is G-arc-transitive. The
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graph Γ is disconnected since ⟨S⟩ ≠ V and each connected component is isomorphic to Kq. By
Lemma 2.6 the minimal normal subgroups of G are precisely the groups TW , whereW is {0U }⊕U
or {(u, ηu) | u ∈ U} for some η ∈ Fq, and exactly one of these minimal normal subgroups is
T⟨S⟩. We have ΓT⟨S⟩ ∼= Kq, while ΓTW ∼= Kq for the other q minimal normal subgroups TW . Since
distinct minimal normal subgroups yield distinct normal quotients, Γ has exactly q+1 nontrivial
G-normal quotients. So Γ is G-quotient-complete with q distinct, nontrivial, complete G-normal
quotients.
(2) Suppose that n = 2, and take H = GL (2, q) and S = {(u, v) | u, vlinearly independent in U}.
Again S is a G0-orbit so Γ is G-arc-transitive; this time ⟨S⟩ = V so Γ is connected. As in (1) the
minimal normal subgroups of G are the groups TW with W = {0U } ⊕ U or {(u, ηu) | u ∈ U} for
η ∈ Fq. For eachminimal normal subgroup TW , the graphΓTW is connected andG0 acts transitively
on V (ΓTW ) \ {W }, so ΓTW is the complete graph Kc . Therefore Γ is G-quotient-complete with
q+ 1 = √c + 1 distinct, nontrivial complete G-normal quotients.
The remainder of this section is devoted to the proof of Theorem 1.2 and part of Theorem 1.3.
Recall that if ΓN is a complete G-normal quotient of Γ , the group GΓN acts 2-transitively on V (ΓN).
The following theorem by Burnside identifies two types of 2-transitive groups.
Theorem 3.4 ([5, Theorem 4.1]). A finite 2-transitive group has a unique minimal normal subgroup N.
Moreover, N is either a regular elementary abelian p-group for some prime p, or a nonregular nonabelian
simple group.
For the rest of the section we assume that the following hypothesis holds:
Hypothesis 3.5. The graph Γ is G-arc-transitive and G-quotient-complete with exactly k ≥ 3 distinct
nontrivial, complete G-normal quotients.
Lemma 3.6. Let Γ be a graph and G ≤ Aut (Γ ) which satisfy Hypothesis 3.5. Let M and N be nontrivial
normal subgroups of G which are intransitive on V (Γ ), such that ΓM and ΓN are complete graphs and
ΓM ≠ ΓN . Then the following hold:
(1) If 1 ≠ K ▹ G and K ≤ M, then ΓK = ΓM .
(2) M ∩ N = 1 and MN is transitive on V (Γ ).
(3) If M is a minimal normal subgroup of G, then M ∼= MΓN = soc(GΓN ).
Proof. (1) Let 1 ≠ K ▹ G with K ≤ M . Since ΓM is complete, the quotient ΓK is not an empty graph,
so by Definition 1.1 the graph ΓK is complete. Hence GΓK is 2-transitive and is thus primitive. Since
MΓK ▹ GΓK , it follows that eitherMΓK is transitive orMΓK lies in the kernel of the action of G on V (ΓK ).
If MΓK is transitive then MΓ must also be transitive, contrary to the assumption. So MΓK must lie in
the kernel of the action of G on V (ΓK ), and since K ≤ M it follows that the K -orbits and M-orbits in
V (Γ ) coincide. In particular, ΓK = ΓM .
(2) Suppose thatM ∩N ≠ 1. ThenM ∩N is a nontrivial normal subgroup of G contained in bothM
and N , and by (1) we have ΓM = ΓM∩N = ΓN , a contradiction. ThereforeM∩N = 1. NowMN E G and
M,N ≤ MN . IfMN is intransitive on V (Γ ) then again by (1)we haveΓM = ΓMN = ΓN , a contradiction.
SoMN is transitive on V (Γ ), which completes the proof of (2).
(3) Suppose thatM is minimal normal in G. LetN denote the kernel of the action of G on V (ΓN), so
thatMΓN = MN/N . SinceM ∩N = 1 by (2), it follows thatMΓN ∼= M andMN ∼= M ×N . Also, each
subgroup R satisfyingN ≤ R ≤ MN has the form R = (R ∩ M)N . If MΓN is not minimal normal in G,
there exists 1 ≠ L E GΓN with L < MΓN . Then L = L′/N for some L′ E G withN < L′ < MN . As was
just observed this means that L′ = (L′ ∩ M)N . Hence 1 ≠ L′ ∩ M ▹ G and L′ ∩ M ≠ M , contrary to
the minimality ofM . SoMΓN must be minimal normal in GΓN , and hence is soc(GΓN ) by Theorem 3.4.
Therefore (3) holds. 
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Proposition 3.7. Let Γ be a graph and G ≤ Aut (Γ ) which satisfy Hypothesis 3.5. Let L,M and N be
vertex-intransitive minimal normal subgroups of G, such that ΓL,ΓM and ΓN are complete and pairwise
distinct. Then the following hold:
(1) L ∼= M ∼= N and L,M and N are elementary abelian;
(2) |L| = |M| = |N| =: c and ΓL ∼= ΓM ∼= ΓN ∼= Kc ;
(3) |V (Γ )| = c2; and
(4) soc(G) = M × N and acts regularly on V (Γ ).
Proof. (1) The first statement follows easily from Lemma 3.6(3) since we then have M ∼= MΓL =
soc(GΓL) = NΓL ∼= N , and similarly L ∼= M and L ∼= N . By Theorem 3.4, soc(GΓL) is either regular and
elementary abelian, or is nonregular, nonabelian and simple. Suppose that soc(GΓL) is nonregular,
nonabelian and simple, and let T := soc(GΓL). Since MΓL = NΓL = T as observed above, it follows
that (MN)ΓL = T andMN ∼= T × T . So the kernel K of the action ofMN on V (ΓL) is a normal subgroup
of MN with K ∼= T . The only such normal subgroups of MN are M and N . Each is impossible since
MΓL and NΓL are both nontrivial. Therefore T is elementary abelian, and hence so are L,M and N . This
proves (1).
(2) Let c := |L| = |M| = |N|. By Lemma 3.6(3), the groups MΓN ,MΓL and NΓM are minimal
normal subgroups of GΓN ,GΓL and GΓM , respectively, and are abelian and regular by Theorem 3.4. Thus
|V (ΓN)| =
MΓN  = |M| = c , and similarly |V (ΓM)| = |V (ΓL)| = c. It follows from Hypothesis 3.5
that ΓL ∼= ΓM ∼= ΓN ∼= Kc , which proves (2).
(3) Let α ∈ V (Γ ). SinceMΓN is regular, we have (M×N)αN = N; likewise (M×N)αM = M . Hence
(M × N)α ≤ (M × N)αM ∩ (M × N)αN = M ∩ N = 1, and soM × N is semiregular. Moreover,M × N
is transitive by Lemma 3.6(2), soM × N is regular. Therefore |V (Γ )| = |M × N| = c2, and (3) holds.
(4) The group M × N is self-centralising since it is both transitive and elementary abelian. Any
minimal normal subgroup ofG is then contained inM×N , soM×N = soc(G). Therefore (4) holds. 
Proposition 3.8. Let Γ be a graph and G ≤ Aut (Γ ) which satisfy Hypothesis 3.5. Then there exists an
integer d and prime power p such that G ≤ AGL (V ) and Γ ∼= Cay(V , S), where V = U ⊕ U,U = Fdp,
and S is a G0-orbit in V# with S = −S. Furthermore:
(1) G ∼= TV o G0, where G0 = {(h, h) | h ∈ H} ≤ GL (V ) for some H ≤ GL (U)which is transitive on U#.
(2) If Γ is not connected thenΓ ∼= c ·Kc where c = pd, and the component containing 0V is Cay(W ,W#)
where W is a G0-invariant diagonal subspace distinct from {(u, u) | u ∈ U}.
Proof. Let K := soc(G). By Proposition 3.7(4) the group KΓ is regular, so Γ ∼= Cay(K , S) for some
S ⊆ K# with S = −S, and G ≤ K o Aut (K). Also, since Γ is G-arc-transitive, S is a G0-orbit.
Furthermore, by Proposition 3.7(1) and (4), K ∼= T × T for some elementary abelian group T , so K can
be identified with V = Fdp⊕Fdp for some prime p and integer dwith pd = |T |. Under this identification
Aut (K) corresponds to GL (V ), and if we further identify V with TV ,G then corresponds to a subgroup
of AGL (V ). In particular, G ∼= TV o G0 where G0 ≤ GL (V ).
To complete the proof of (1) it remains to show that G0 has the given form. Let U = Fdp. Observe
that under the identification above the groups TU⊕{0U } and T{0U }⊕U correspond to the subgroupsM and
N in Proposition 3.7(4), and hence are minimal normal in G. WriteM = TU⊕{0U } and N = T{0U }⊕U , and
note that K = M×N by Proposition 3.7(4). Since k ≥ 3 there exists anotherminimal normal subgroup
L of G which is distinct from M and N . By Lemma 2.6 the corresponding subspace VL is G0-invariant
and diagonal; without loss of generality assume that VL = {(u, u) | u ∈ U}. Then also by Lemma 2.6
we have G0 = {(h, h) | h ∈ H} for some H ≤ GL (U) which acts irreducibly on U#. Since GΓL ∼= L.GΓL0
and is arc-transitive, it follows that GΓL0 is transitive on V
#
L . Hence H is transitive on U
#, and (1) holds.
Suppose now that Γ is not connected. Then ⟨S⟩ ≠ V . Thus by Lemma 2.7 and the previous
paragraph, ⟨S⟩# = S and ⟨S⟩ is a G0-invariant diagonal subspace distinct from VL. (Indeed, S is not
U ⊕ {0U }, {0U } ⊕ U or VL since ΓM ,ΓN and ΓL are assumed to be complete.) If we write W = ⟨S⟩
then Γ ∼= Cay(V ,W#). Clearly, the connected component containing 0V is Cay(W ,W#), which is a
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complete graph of order |W | = |U| = pd. Since |V (Γ )| = p2d and Γ is G-arc-transitive, it has pd
connected components which are all isomorphic to Cay(W ,W#). Therefore Γ ∼= c · Kc where c = pd.
This proves (2). 
Corollary 3.9. Let Γ be a graph and G ≤ Aut (Γ ) which satisfy Hypothesis 3.5, and let H and c = pd be
as in Proposition 3.8. Then
CGL(U)(H) = c1/ℓ − 1 and k = c1/ℓ + δ for some integer ℓ ≥ 1, where
δ =

1 if Γ is connected,
0 if Γ is not connected.
Proof. Since H acts irreducibly on U#, it follows from Schur’s Lemma (see, for instance, [8, Lemma
IX.1.10]) that
CGL(U)(H) = pm− 1 for some divisorm of d, so CGL(U)(H) = c1/ℓ− 1 where ℓ = d/m.
Recall from Lemma 2.6 that the minimal normal subgroups of G are the subgroups N ≤ TV where VN
is U ⊕ {0U }, {0U } ⊕ U , or a diagonal subspace {(u, uϕ) | u ∈ U}, ϕ ∈ CGL(U)(H). By Lemma 3.6(1)
each nontrivial normal quotient of Γ is a quotient graph relative to a vertex-intransitive minimal
normal subgroupN; conversely, it is clear from Lemma 2.6 that all minimal normal subgroups of G are
vertex-intransitive, and distinctminimal normal subgroups yield distinct nontrivial normal quotients.
So there is a one-to-one correspondence between the set of minimal normal subgroups of G and the
set of nontrivial G-normal quotients of Γ , and Γ has exactly
CGL(U)(H) + 2 = c1/ℓ + 1 distinct
nontrivial G-normal quotients. Therefore k ≤ c1/ℓ + 1.
If Γ is connected then so is ΓN for all minimal normal subgroups N of G, so by Definition 1.1 the
graphs ΓN are all complete and k = c1/ℓ + 1 in this case. Suppose that Γ is not connected. Then by
Proposition 3.8 we have Γ ∼= c · Kc , and in particular Γ ∼= Cay(V , S), where T⟨S⟩ is minimal normal
in G. The connected components of Γ are the cosets of ⟨S⟩ in V . If N = T⟨S⟩ then ΓN ∼= Kc ; for any
other minimal normal subgroup N ≠ T⟨S⟩ the subspace VN intersects each coset of ⟨S⟩ nontrivially, so
ΓN ∼= Kc . Therefore k = c1/ℓ for disconnected Γ , as asserted. 
Lemma 3.10. Let Γ = Cay(V , S) and G = TV o G0, where
(i) V = U ⊕ U with U = Fnq for some prime power q and integer n,
(ii) G0 = {(h, h) | h ∈ H} ≤ GL (V ) for some H ≤ GL (U) which is transitive on U#, and
(iii) S is a G0-orbit in V# with S = −S and ⟨S⟩ = V .
Then Γ is a connected graph satisfying Hypothesis 3.5 with k = CGL(U)(H) + 2, and each nontrivial
G-normal quotient of Γ is a complete graph of order qn.
Proof. It follows from condition (iii) above that Γ is undirected, connected, and G-arc-transitive.
The group H is irreducible since it is transitive on U#, so U ⊕ {0U } and {0U } ⊕ U are minimal
G0-invariant subspaces, and TU⊕{0U } and T{0U }⊕U are minimal normal subgroups. By Lemma 2.6 the
other minimal normal subgroups of G are precisely the subgroups TW with W = {(u, uϕ) | u ∈ U},
for all ϕ ∈ CGL(U)(H). As was observed in the proof of Corollary 3.9, Lemmas 2.6 and 3.6(1) imply that
the set of minimal normal subgroups of G is in one-to-one correspondence with the set of nontrivial
G-normal quotients of Γ . Since Γ is connected all nontrivial normal quotients are complete graphs,
so k = CGL(U)(H)+ 2.
Let N be aminimal normal subgroup of G. The group GΓN is transitive on V (ΓN) since G is transitive
on V (Γ ) by assumption. We claim that the stabiliser

GΓN

N of N in the action of G on V (ΓN) is
transitive on V (ΓN) \ {N}. Indeed, the subspace VN is G0-invariant by Lemma 2.6, so (G0)ΓN ≤

GΓN

N .
Moreover, if M is minimal normal in G with M ≠ N , the elements of VM constitute a complete set
of coset representatives for VN in V . It follows from Lemma 2.6 and the transitivity of H that G0 is
transitive on V#M , which implies that (G0)
ΓN is transitive on V (ΓN)\{N}. Therefore

GΓN

N is transitive
on V (ΓN) \ {N} as claimed, and hence GΓN acts 2-transitively on V (ΓN). Since ΓN is connected for all
minimal normal subgroups N it then follows that all nontrivial normal quotients ΓN are complete.
Therefore Γ is G-quotient-complete with k = CGL(U)(H)+ 2. 
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Table 4
Sporadic transitive finite linear groups.
p d H
1 5, 7, 11, 23 2 H ≤ NGL(d,p)(Q8)
2 11, 19, 29, 59 2 H D SL (2, 5)
3 3 4 SL (2, 5) E H ≤ Γ L (2, 9)
4 3 4 H ≤ NGL(4,3)(D8 ◦ Q8)
5 2 4 A6
6 2 4 A7
7 3 6 SL (2, 13)
Proof of Theorem 1.2. The first part follows immediately from Proposition 3.8(1) with c = qn, so it
remains only to show that either k = c and Γ ∼= c · Kc , or k ≤ √c + 1.
Recall from Proposition 3.8 that Γ ∼= Cay(V , S)where V = Fdp ⊕ Fdp and S ⊆ V# is a G0-orbit with
S = −S. It follows from Corollary 3.9 that there is an integer ℓ ≥ 1with k = c1/ℓ+1 if Γ is connected
and k = c1/ℓ otherwise. If ℓ ≥ 2 then k ≤ √c + 1, so we may assume that ℓ = 1 and hence k = c
or k = c + 1 according as Γ is connected or not. Suppose that k = c + 1. Then Γ is connected, and
all nontrivial G-normal quotients of Γ are complete. So k is equal to the number of minimal normal
subgroups of G, which by Lemma 2.6 is less than or equal to the number of G0-invariant subspaces
of V#, which in turn is less than or equal to the number of G0-orbits in V#. Since |V | = c2 and H is
transitive onU#, there are atmost c+1G0-orbits in V# and each orbit has length at least c−1. ThusG0
has exactly c + 1 orbits in V#, each of length c − 1, and hence k is equal to the number of G0-orbits in
V#. This implies that each G0-orbit generates U⊕{0U }, {0U }⊕U , or a G0-invariant diagonal subspace.
So ⟨S⟩must be one of these subspaces and thus Γ is not connected, a contradiction. Therefore k = c
and Γ is not connected, and by Proposition 3.8(2) we have Γ ∼= c ·Kc , which completes the proof. 
4. Connected quotient-complete arc-transitive graphs
In this section we determine most of the connected graphs which satisfy Hypothesis 3.5.
It follows from Proposition 3.8 and Lemma 3.10 that a connected graph Γ and group G ≤ Aut (Γ )
satisfy Hypothesis 3.5 if and only if Γ and G are as described in Lemma 3.10(i)–(iii). So to get the
desired connected graphs Γ we only need to determine the G0-orbits S ⊆ V# such that S = −S and
⟨S⟩ = V .
We organise our investigation according to Theorem 4.1, which was originally proved by C as well
as Hering andwhich lists all transitive finite linear groups. In this sectionwe dealwith the caseswhere
H ≰ Γ L (1, q).
Theorem 4.1 ([10, Appendix 1]). Let U be a vector space of dimension d over Fp, where p is prime, and
let H ≤ GL (d, p) where H acts transitively on U#. Then H is one of the types given in Table 4, or, setting
q = pd/n for some divisor n of d,H belongs to one of the following classes:
(1) H ≤ Γ L (1, q) , n = 1;
(2) H D SL (n, q) , n ≥ 2;
(3) H D Sp (n, q) , n even;
(4) H D G2(q), n = 6 and p = 2.
Notation. Throughout this section U, V ,G,G0 and H are as in Lemma 3.10(i) and (ii). Set
V∞ := {0U } ⊕ U, (10)
and for each λ ∈ Fq,
Vλ := {(u, λu) | u ∈ U}. (11)
(In particular, V0 = U ⊕ {0U }.)
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In cases (2)–(4) of Theorem 4.1, there exists a homomorphism α : H → Aut Fq, and it will be
shown that
CGL(U)(H) = |Fix(α(H))| − 1. So if c = qn, Corollary 3.9 gives
k = c1/ℓ + δ = CGL(U)(H)+ 1+ δ = |Fix(α(H))| + δ ≤ q+ 1.
4.1. SL(n, q) E H ≤ Γ L(n, q), n ≥ 3
If n ≥ 3 then SL (n, q) is transitive on the set
Vind := {(u, w) | u, w ∈ U linearly independent}, (12)
whereas SL (2, q) is not.Moreover SL (2, q) = Sp (2, q), and this case is considered in Section 4.2 along
with the other symplectic groups. Thus from now on we assume that n ≥ 3.
Since Γ L (n, q) = GL (n, q) o Aut Fq, the group H consists of elements h = ghαh where gh ∈
GL (n, q) and αh ∈ Aut

Fq

. Define the maps α : H → Aut Fq and β : H → GL (n, q) by
α(h) := αh, (13)
β(h) := gh (14)
for all h ∈ H . Note that SL (n, q) ≤ β(H) ≤ GL (n, q) and α(H) ≤ Aut Fq. So G ≥ K := {(h, h) | h ∈
SL (n, q)}, which has orbits Vind, V#∞, and V#λ for all λ ∈ Fq. Hence the G0-orbits in V# are Vind, V#∞, and
λ′∈A(λ) V
#
λ′ , where
A(λ) := λα(H). (15)
It follows from Lemma 2.7 that the only G0-orbits S with ⟨S⟩ = V are Vind and λ′∈A(λ) V#λ′ for all
λ ∉ Fix(α(H)), and there is a one-to-one correspondence between the set of all remaining orbits and
the set of minimal normal subgroups of G. We thus have the following:
Proposition 4.2. Let Γ be a graph and G = TV oG0, where V , TV and G0 are as in Lemma 3.10(i) and (ii)
with n ≥ 3 and SL (n, q) E H ≤ Γ L (n, q). Then Γ is connected, G-arc-transitive and G-quotient-
complete if and only if Γ ∼= Cay(V , S) where S is one of the following:
(1) Vind;
(2)

λ′∈A(λ) V
#
λ′ for some λ ∉ Fix(α(H)).
Furthermore, such a graph Γ has exactly k = |Fix(α(H))| + 1 nontrivial complete G-normal quotients.
Proof. This follows immediately from Proposition 3.8, Lemma 3.10, and the discussion above. 
Observe that for all Γ in Proposition 4.2, we have k ≤ q + 1 ≤ qn/3 + 1, which is less than the
upper bound
√
qn + 1 of Theorem 1.2.
4.2. Sp(n, q) E H ≤ Γ L(n, q), n even
Let B be the corresponding symplectic form on U . Recall that g ∈ Γ L (U) normalises Sp (n, q) if
and only if there exist γ (g) ∈ F#q and σ(g) ∈ Aut

Fq

such that
B(ug , wg) = γ (g)B(u, w)σ(g) for all u, w ∈ U .
Note that γ (g) and σ(g) are independent of u and w; moreover, σ(g) = α(g) where α is as defined
in (13). For each λ ∈ Fq define
C(λ) := γ (h)λα(h) | h ∈ H , (16)
Sλ := {(u, w) ∈ Vind | B(u, w) = λ} (17)
with α as in (13) and Vind as in (12). Clearly,

λ∈Fq Sλ = Vind, and it is known that S0 is nonempty if
and only if n ≥ 4. Recall also the definition of A(λ) in (15).
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Lemma 4.3. The G0-orbits in V# are V#∞,

λ′∈A(λ) V
#
λ′ , and

λ′∈C(λ) Sλ′ for all λ ∈ Fq.
Proof. Let K = {(h, h) | h ∈ Sp (n, q)} and (u, w) ∈ V#. If {u, w} is linearly dependent in U then
(u, w)K is either V#∞ or V#λ for some λ ∈ Fq. Suppose that {u, w} is linearly independent and let
µ ∈ Fq such that µ = B(u, w). Then clearly (u, w)K ⊆ Sµ, and we will prove that Sµ ⊆ (u, w)K .
Let (u′, w′) ∈ Sµ. Then there is a linear map g : ⟨u, w⟩ → ⟨u′, w′⟩ such that ug = u′ and wg = w′,
and g is an isometry from ⟨u, w⟩ to ⟨u′, w′⟩. Thus by Witt’s Lemma, g extends to an isometry g ′ on U .
That is, (u′, w′) = (ug ′, wg ′) and g ′ ∈ Sp (n, q) ≤ H , so (u′, w′) ∈ (u, w)K . Hence Sµ ⊆ (u, w)K , and
thus Sµ is a K -orbit.
It follows immediately that V#∞,

λ′∈A(λ) V
#
λ′ , and

λ′∈C(λ) Sλ′ for all λ ∈ Fq are the G0-orbits
in V#. 
Proposition 4.4. Let Γ be a graph and G = TV oG0, where V , TV and G0 are as in Lemma 3.10(i) and (ii),
with n even and Sp (n, q) E H ≤ Γ L (n, q). Then Γ is connected, G-arc-transitive and G-quotient-
complete if and only if Γ ∼= Cay(V , S), where S is one of the following:
(1)

λ′∈A(λ) V
#
λ′ for some λ ∉ Fix(α(H));
(2)

λ′∈C(λ) Sλ′ for any λ ∈ Fq.
Furthermore, such a graph Γ has exactly k = |Fix(α(H))| + 1 nontrivial complete G-normal quotients. In
particular, k = √qn + 1 if and only if n = 2 and α(H) = 1.
Proof. This follows immediately from Proposition 3.8, Lemma 3.10, and the discussion above. 
4.3. H D G2(q), n = 6 and q even
Recall from Section 2.2 that G2(q) ≤ Sp (6, q). Let P ,L,L′ and N be as in (1)–(4), respectively,
and Sλ as in (17) (with n = 6 and q even) for all λ ∈ Fq. Define
SL := {(u, w) | u, w ∈ U; ⟨u, w⟩ ∈ L}; (18)
SL′ := {(u, w) | u, w ∈ U; ⟨u, w⟩ ∈ L′}, (19)
and for λ ∈ Fq let A(λ) be as in (15) and C(λ) be as in (16). Recall that G2(q) ≤ Sp (6, q), and is
transitive on L,L′ and N by Lemma 2.3(1), so it follows that SL, SL′ and Sλ for any λ ∈ F#q are
K -invariant, where K := {(h, h) | h ∈ G2(q)}. In fact we show that:
Lemma 4.5. The K-orbits in V# are V#∞, V#0 , V
#
λ and Sλ for each λ ∈ F#q , SL, and SL′ . Hence the G0-orbits
in V# are V#∞, V#0 , SL, SL′ ,

λ′∈A(λ) V
#
λ′ and

λ′∈C(λ) Sλ′ for all λ ∈ F#q .
To prove Lemma 4.5 we need to determine the group induced on a 2- dimensional subspaceW of
U by the stabiliser in G2(q) ofW .
Notation. Let X be a group acting on a setΩ , and let ∆ ⊆ Ω . Denote by XΩ the group induced by X
onΩ , and by X∆ the setwise stabiliser of∆ in X .
Lemma 4.6. If W is a 2-dimensional subspace of U then G2(q)WW ≥ SL (2, q). Moreover, if W is
nondegenerate then G2(q)WW = SL (2, q).
Proof. The first statement is a direct consequence of Lemma 2.3, and knowledge of |L|, |L′| and |N |.
The second statement follows from the fact that for nondegenerateW we have G2(q)WW ≤ Sp (2, q) =
SL (2, q) (since G2(q) ≤ Sp (6, q)). 
Lemma 4.7. If W is a totally isotropic 2-dimensional subspace of U then G2(q)WW = GL (2, q).
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Proof. Let ⟨x1, . . . , x8⟩ be a basis for the octonion algebra with multiplication as given in Table 3,
and let E(λ), F(λ), T , r and s be the elements of G2(q) as defined in (5)–(9), respectively. Recall that
⟨x1, x2⟩ ∈ L and ⟨x2, x3⟩ ∈ L′. To simplify notation we identify each coset xi of ⟨x4 + x5⟩ with its
representative xi. As we observed earlier, the stabiliser of ⟨x1, x2⟩ contains the subgroup T , the map
s, and all elements F(λ). Relative to the ordered basis {x1, x2} (and acting on row vectors), the maps
s, F(λ), and the elements of T acting on ⟨x1, x2⟩ induce the matrices
0 1
1 0

,

1 λ
0 1

, and

λ′ 0
0 µ

,
respectively, for all λ ∈ Fq and λ′, µ ∈ F#q . Hence ⟨T , s, F(λ) | λ ∈ Fq⟩ induces the group GL (2, q)
on ⟨x1, x2⟩. Similarly, the stabiliser of ⟨x2, x3⟩ contains T , r , and all elements E(λ), which respectively
induce the matrices
µ 0
0 λ′µ−1

,

0 1
1 0

, and

1 0
λ 1

for all λ′, µ ∈ F#q and all λ ∈ F#q , on ⟨x2, x3⟩ relative to the ordered basis {x2, x3}. So ⟨T , r, E(λ) | λ ∈
Fq⟩ also induces GL (2, q) on ⟨x2, x3⟩. 
Proof of Lemma 4.5. Let (u, w) ∈ V#. If {u, w} is linearly dependent then (u, w)K is V#∞ or V#λ for
someλ ∈ Fq. Suppose that {u, w} is linearly independent. If ⟨u, w⟩ is totally isotropic thenG2(q)⟨u,w⟩⟨u,w⟩ =
GL (2, q) by Lemma 4.7, so G2(q)⟨u,w⟩ is transitive on the set of ordered bases of ⟨u, w⟩. Since G2(q) is
transitive on L and L′ it follows that K is transitive on SL and SL′ . If ⟨u, w⟩ is nondegenerate then
G2(q)
⟨u,w⟩
⟨u,w⟩ = SL (2, q) = Sp (2, q), so that the orbits of G2(q)⟨u,w⟩ in the set of ordered pairs of vectors
in ⟨u, w⟩ are
{(u′, w′) ∈ Sλ | u′, w′ ∈ ⟨u, w⟩}
for each λ ∈ F#q . Again, since G2(q) is transitive on the set of all nondegenerate 2-dimensional
subspaces, we have (u, w)K = Sλ where λ is the value of the symplectic form at (u, w). Hence the
K -orbits in V# are V#∞, V#0 , V
#
λ and Sλ for each λ ∈ F#q , SL, and SL′ . It follows that the G0-orbits are
V#∞, V#0 , SL, SL′ ,

λ′∈A(λ) V
#
λ′ and

λ′∈C(λ) Sλ′ for all λ ∈ F#q . 
Again by Lemma 2.7, the orbits V#∞ and V#λ (for all λ ∈ Fix(α(H))) correspond to disconnected
graphs.
Proposition 4.8. Let Γ be a graph and G = TVoG0, where V , TV , and G0 are as in Lemma 3.10(i) and (ii),
with n = 6, q even, and G2(q) E H. Then Γ is connected, G-arc-transitive and G-quotient-complete if and
only if Γ ∼= Cay(V , S), where S is one of the following:
(1) SL;
(2) SL′ ;
(3)

λ′∈C(λ) Sλ′ for any λ ∈ F#q ;
(4)

λ′∈A(λ) V
#
λ′ for some λ ∉ Fix(α(H)).
Furthermore, such a graph Γ has exactly k = |Fix(α(H))| + 1 nontrivial complete G-normal quotients.
Proof. This follows immediately from Proposition 3.8 and Lemmas 3.10 and 4.5. 
4.4. Exceptional cases
Assume that H is as given in Table 4. In all lines except line 3, set (n, q) = (d, p), and in line 3 let
(n, q) = (2, 9). Note thatH ≤ GL (n, q) except possibly in line 3. IfH ≤ GL (n, q) then the sets V#∞ and
V#λ for allλ ∈ Fq areG0-orbits. These orbits correspond to disconnected graphs by Lemma2.7,while all
other orbits, which are subsets of Vind, give rise to connected graphs Γ . In line 3 with H ≰ GL (2, 9),
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again the graphs corresponding to V#∞ and V#λ , for λ ∈ F3, give disconnected graphs, and all other
graphs are connected. The orbits in Vind were all obtained usingMagma.
For the case H ≤ GL (2, q) (i.e., H as in lines 1 and 2 of Table 4 or as in line 3 with H ≤ GL (2, 9),
equivalently lines 1–17 of Table 2) it can be proved theoretically that all connected graphs arising
from each H have the same valency and belong to one isomorphism class.
Lemma 4.9. Let G0 = {(h, h) | h ∈ H} where H ≤ GL (2, q) is one of the groups in lines 1, 2 or 3 of
Table 4, U = F2q , and V = U ⊕U. Then the connected graphs Cay(V , S) correspond to G0-orbits S ⊆ Vind,
and belong to one isomorphism class. Moreover, all of these graphs have valency |H|.
To prove Lemma 4.9 we need the following. Observe that the space V = U ⊕ U can be viewed as
a tensor product U ⊗ U via the linear transformation f : V → U ⊗ U , where (u, 0U) → e1 ⊗ u and
(0U , u) → e2 ⊗ u for all u ∈ U (with e1 = (1, 0) and e2 = (0, 1), the standard basis vectors in U).
Each (x, y) ∈ V then corresponds to e1⊗x+e2⊗y ∈ U⊗U . Likewise the group G0 = {(h, h) | h ∈ H}
can be viewed as the tensor product ⟨I2⟩ ⊗ H , where I2 is the 2× 2 identity matrix over Fq and each
(h, h) ∈ G0 corresponds to I2 ⊗ h ∈ ⟨I2⟩ ⊗ H . Observe that for each (x, y) ∈ V and h ∈ H , the element
(x, y)(h,h) = xh, yh in U ⊗ U corresponds to
e1 ⊗ xh + e2 ⊗ yh = (e1 ⊗ x+ e2 ⊗ y)I2⊗h
in U⊗U , so the original action of G0 on U⊕U is equivalent to the natural action of ⟨I2⟩⊗H on U⊗U .
Furthermore, note that GL (2, q)⊗ ⟨I2⟩ ≤ NGL(V )(G0).
Proof of Lemma 4.9. It was shown in the first paragraph of this section that the graph Cay(V , S) is
connected if and only if S ⊆ Vind. To prove that the connected graphs belong to one isomorphism
class we show that NGL(V )(G0) is transitive on Vind. Let (u, w), (x, y) ∈ Vind. Then {u, w} and {x, y}
are ordered bases of U; let A = aij be the change-of-basis matrix from {u, w} to {x, y}. (That is,
x = a11u+ a21w and y = a12u+ a22w.) Then in U ⊗ U we have
(e1 ⊗ u+ e2 ⊗ w)A⊗I2 = eA1 ⊗ u+ eA2 ⊗ w
= (a11e1 + a12e2)⊗ u+ (a21e1 + a22e2)⊗ w
= e1 ⊗ (a11u+ a21w)+ e2 ⊗ (a21u+ a22w)
= e1 ⊗ x+ e2 ⊗ y.
Recall from the remarks preceding the proof that A ⊗ I2 ∈ NGL(V )(G0), so the group NGL(V )(G0) is
transitive on Vind. It follows that the graphs Cay(V , S) are isomorphic for all G0-orbits S ⊆ Vind.
Now let (u, w) ∈ Vind and (h, h) ∈ StabG0 ((u, w)). Then uh = u and wh = w. Since {u, w} is a
basis of U then h must be the identity in GL (U). Therefore (h, h) is the identity in GL (V ), and hence
G0 acts semiregularly on Vind. Thus |S| = |G0| = |H| for all G0-orbits S in Vind. 
The connected graphs arising from transitive groups H ≤ NΓ L(2,9)(SL (2, 5)) are presented in lines
18–33 of Table 2.Wehave A(3) = NGL(2,9)(SL (2, 5)) ∼= Z◦SL (2, 5), where Z = Z(GL (2, 9)) ∼= Z8, and
NΓ L(2,9)(SL (2, 5)) ∼= A(3) o Aut (F9). The graphs Γ (31) correspond to Cay(V , S) with S = V#λ ∪ V#λ3
and λ ∈ F9 \F3. The group A(5) has twomaximal subgroups which are transitive and not contained in
GL (2, 9), namely A(4) = (Z0 ◦SL (2, 5))oAut (F9) and A(1) = (Z ◦K)oAut (F9), where Z4 ∼= Z0 ≤ Z
and K = A(1)∩SL (2, 5) ∼= Z10oZ2. The group A(2) is isomorphic to the subgroup SL (2, 5)oAut (F9).
The group B(1) in Table 2 is conjugate to A(2), and thus gives the same graphs as A(2); we do not
list these graphs in the table. The group B(3) has order 320 and is isomorphic to B(4)∩B(5). The groups
B(1), B(4) and B(5) are maximal in NGL(4,3)(D8 ◦ Q8).
For the rest of Table 2, isomorphisms (and non-isomorphisms) are determined using Magma.
Except where indicated, each line of the table represents a distinct isomorphism class of graphs. For
eachH the isomorphisms are induced by elements ofNGL(V )(G0), except for those in line 33: in this case
NGL(V )(G0) divides the four graphs of valency 960 into two classes of sizes 3 and 1; it is determined by
Magma that these merge into one isomorphism class. For lines 53–72 the isomorphisms are induced
by elements of ⟨g ⊗ h | g ∈ GL (2, 3) , h ∈ H⟩ ≤ NGL(V )(G0).
The results in Section 3 and this section complete the proof of Theorem 1.3.
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Proof of Theorem 1.3. This follows from Proposition 3.8, Lemma 3.10, and the results in this section
(Propositions 4.2, 4.4 and 4.8 and the above). 
5. Quotient-complete arc-transitive graphs with diameter two
In this section we identify which of the graphs in Section 4 have diameter two. Those for the
exceptional cases (i.e., the graphs in Table 2) were found using Magma and are indicated by a ‘‘Ď’’
in the first column of Table 2. From now on we consider the graphs in Table 1. Recall that Cay(V , S)
has diameter two if and only if S ≠ V# and V ⊆ S ∪ (S + S) (equivalently, V \ S ⊆ S + S, where
S + S := {x+ y | x, y ∈ S}). Since the S that appear in Table 1 all satisfy S ≠ V# and S = −S, we only
need to verify that V# \ S ⊆ S + S.
As in Section 4 we assume throughout that U, V ,G,G0 and H are as in Lemma 3.10(i) and (ii). Also
let Vλ be as in (11) and Sλ as in (17) for each λ ∈ F#q , Vind as in (12), SL as in (18) and SL′ as in (19).
Lemma 5.1. Let S = V#λ ∪ V#µ where λ ≠ µ. Then V# \ S ⊆ S + S.
Proof. Let (u, w) ∈ V# \ S. Since µ ≠ λ the matrix

1 λ
1 µ

is invertible, and thus there exist x, y ∈ U
(not both 0) which satisfy the equation
[u w] = [x y]

1 λ
1 µ

.
That is,
(u, w) = (x+ y, λx+ µy) = (x, λx)+ (y, µy) ∈ S + S.
Therefore V# \ S ⊆ S + S. 
Clearly, |A(λ)| ≥ 2 if and only if λ ∉ Fix(α(H)), so it follows from Lemma 5.1 that the graphs in
lines 2, 5 and 9 of Table 1 have diameter two.
Lemma 5.2. Suppose that n ≥ 2, and let S = Vind. Then V# \ S ⊆ S + S.
Proof. Let (u, w) ∈ V# \ S =λ∈Fq∪{∞} V#λ .
Case 1. Suppose that (u, w) = (u, 0U) ∈ V#0 . Take x ∈ U# such that {x, u} is linearly independent in
U . Then {u − x,−u} is also linearly independent, and thus (x, u), (u − x,−u) ∈ S. Hence (u, w) =
(x, u)+ (u− x,−u) ∈ S + S. The case (u, w) ∈ V#∞ is proved similarly.
Case 2. Suppose that (u, w) ∈ V#λ for some λ ∈ F#q , so that u ≠ 0U and w = λu. Take x ∈ U such
that {u, x} is linearly independent. Then {u− x, x} and {x, λu− x} are also linearly independent, and
(u− x, x), (x, λu− x) ∈ S. Hence (u, w) ∈ S + S, which completes the proof. 
Lemma 5.3. Suppose that dimU is even, and let λ ∈ F#q . Then V# \ Sλ ⊆ Sλ + Sλ.
Proof. Let (u, w) ∈ V# \ Sλ.
Case 1. Suppose that (u, w) = (u, 0U) ∈ V#0 . Since the symplectic form B on U is nondegenerate
there exists x ∈ U such that B(x, u) = λ. Then B(u − x,−u) = B(x, u) = λ, and (u, w) =
(u− x,−u)+ (x, u) ∈ Sλ + Sλ. The case where (u, w) ∈ V#∞ is similar.
Case 2. Suppose that (u, w) = (u, αu) ∈ V#α for some α ∈ F#q . Again by the nondegeneracy of B we
can find x ∈ U such that B(x, u) = 1. Set y = αx+ λu. Then B(x, y) = B(x, λu) = λ and
B(u− x, w − y) = B(u− x, (α − λ)u− αx)
= B(u,−αx)+ B(−x, (α − λ)u)
= α − (α − λ)
= λ.
1876 C. Amarra et al. / European Journal of Combinatorics 33 (2012) 1857–1881
So (x, y), (u− x, w − y) ∈ Sλ and (u, w) = (u− x, w − y)+ (x, y) ∈ Sλ + Sλ.
Case 3. Suppose that (u, w) ∈ Sµ for some µ ∈ F#q , µ ≠ λ. Set x := u− w and y := λµ−1u. Then
B(x, y) = B(−w, λµ−1u) = λµ−1µ = λ
and
B(u− x, w − y) = B(w,w − λµ−1u) = λ.
So (x, y), (u− x, w − y) ∈ Sλ and (u, w) ∈ Sλ + Sλ.
Case 4. Suppose that n ≥ 4 and (u, w) ∈ S0. (If n = 2 then S0 is empty, so Cases 1–3 suffice to prove
that V# \ Sλ ⊆ Sλ + Sλ.) Since n ≥ 4 the vector space U can be written as the orthogonal direct
sum of two or more hyperbolic planes L1, . . . , Lr (so 2r = n). We choose the Li such that u ∈ L1.
Since B(u, w) = 0 we can write w = γ u + x2 + · · · + xr , where γ ∈ Fq and xi ∈ Li for all i, with
xi ≠ 0U for at least one i (since u andw are linearly independent). Without loss of generality suppose
that x2 ≠ 0U , and let y2 ∈ L2 such that B(x2, y2) = λ. Note that B(u, y2) = B(x2, w) = 0, so that
B(u− x2, w − y2) = B(x2, y2) = λ. Hence (x2, y2), (u− x2, w − y2) ∈ Sλ and (u, w) ∈ Sλ + Sλ. 
Lemma 5.4. Suppose that n ≥ 4 and is even. Then V# \ S0 ⊆ S0 + S0.
Proof. Let (u, w) ∈ V# \ S0.
Case 1. Suppose that (u, w) ∈ V#0 . We can decompose U into an orthogonal direct sum of r ≥ 2
hyperbolic planes L1, . . . , Lr with u ∈ L1. Let x ∈ L#2 , so that B(x, u) = 0 and {x, u} is linearly
independent; that is, (x, u) ∈ S0. Then also (u − x,−u) ∈ S0 (indeed, u − x and −u are linearly
independent, and B(u−x,−u) = B(x, u) = 0). Hence (x, u), (u−x,−u) ∈ S0 and (u, w) = (u, 0U) =
(u− x,−u)+ (x, u) ∈ S0 + S0. The case where (u, w) ∈ V#∞ is similar.
Case 2. Suppose that (u, w) = (u, λu) ∈ V#λ for some λ ∈ F#q . As in Case 1 we can write U as the
orthogonal direct sum of r ≥ 2 hyperbolic planes L1, . . . , Lr , with u ∈ L1. Take y ∈ L#2 and set
x = y + u. Then B(x, y) = B(u, y) = B(x, u) = 0 and B(u − x, w − y) = B(u − x, λu − y) = 0.
Furthermore {x, y}, {u− x, w − y} are linearly independent, so (x, y), (u− x, w − y) ∈ S0. Therefore
(u, w) = (u− x, w − y)+ (x, y) ∈ S0 + S0.
Case 3. Suppose that (u, w) ∈ Sλ for some λ ∈ F#q . Since n ≥ 4 there exists y ∈ U# such that
B(u, y) = B(w, y) = 0. Set x = y + u. Then B(x, y) = 0 and B(u − x, w − y) = B(−y, w) = 0, and
moreover {x, y} and {u−x, w−y} = {−y, w−y} are linearly independent. So (x, y), (u−x, w−y) ∈ S0,
and (u, w) ∈ S0 + S0. 
Lemma 5.5. Suppose that q is even and n = 6. Then V# \ SL ⊆ SL + SL.
Proof. Let (u, w) ∈ V# \ SL.
Case 1. Suppose that (u, w) ∈ V#λ for some λ ∈ Fq ∪ {∞}. If λ ∈ F#q , let ℓ ∈ L such that
u ∈ ℓ and take x ∈ ℓ \ ⟨u⟩. Then clearly u + x ∉ ⟨x⟩, so ⟨x, λ(u + x)⟩ = ⟨x, u + x⟩ = ℓ and
(x, λ(u + x)), (λx, u + x) ∈ SL. Hence (u, w) = (u, λu) = (x, λ(u + x)) + (u + x, λx) ∈ SL + SL. If
λ = 0 define ℓ and x similarly as the above. Then u + x ∉ ⟨u⟩ so that ⟨x, u⟩ = ⟨u + x, u⟩ = ℓ, and
again (u, w) = (u, 0U) = (x, u) + (u + x, u) ∈ SL + SL. The case where λ = ∞ is proved similarly,
with ℓ ∈ L chosen such thatw ∈ ℓ.
Case 2. Suppose that (u, w) ∈ SL′ . Then by Lemma 2.4 the points ⟨u⟩ and ⟨w⟩ of the generalised
hexagonH(q) are at distance 2 from each other in the point graph ofH(q). Let ⟨x⟩ be a point ofH(q)
which is collinear to both ⟨u⟩ and ⟨w⟩. Then clearly ⟨u+x, x⟩ = ⟨u, x⟩ ∈ L and ⟨w+x, x⟩ = ⟨w, x⟩ ∈ L
(see Fig. 1). Hence (u, w) = (u+ x, x)+ (x, w + x) ∈ SL + SL.
Case 3. Suppose that (u, w) ∈ Sλ for some λ ∈ F#q . By Lemma 2.4 the points ⟨u⟩ and ⟨w⟩ are at distance
3 from each other in the point graph ofH(q). Let ⟨x⟩ be a point ofH(q) which is collinear with ⟨w⟩
and is at distance 2 from ⟨u⟩ (see Fig. 2). By the axioms ofH(q), and in particular the fact that at least
3 lines ofH(q) pass through ⟨x⟩, there exists ℓ ∈ L through ⟨x⟩ such that all points in ℓ \ ⟨x⟩ belong
in∆3(⟨u⟩) ∩ ∆2(⟨w⟩) (i.e., at distance 3 from ⟨u⟩ and distance 2 from ⟨w⟩). Let y ∈ ℓ \ ⟨x⟩, such that
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Fig. 1. Diagram for Lemma 5.5, Case 2.
Fig. 2. Diagram for Lemma 5.5, Case 3.
Fig. 3. Diagram for Lemma 5.5, Case 3.1.
y ≠ 0U and B(u, y) = B(u, w). Then ⟨w, x, y⟩ is a maximal totally isotropic subspace, and it follows
from Theorem 2.5 that it is the union of all lines inL that pass through ⟨x⟩. Now y+w ∈ ⟨w, x, y⟩, so
⟨y+ w⟩ is collinear with ⟨x⟩ inH(q). Since B(u, y+ w) = B(u, y)+ B(u, w) = 0, Lemma 2.4 implies
that either ⟨y+ w⟩ ∈ ∆1(⟨u⟩) or ⟨y+ w⟩ ∈ ∆2(⟨u⟩). We consider each of these cases in turn.
Case 3.1. Suppose that ⟨y + w⟩ ∈ ∆1(⟨u⟩) (see Fig. 3). Since it is also collinear with ⟨x⟩, the
3-dimensional subspace ⟨u, x, y+w⟩ is totally isotropic. It follows from Theorem 2.5 that ⟨u, x, y+w⟩
consists of all lines through ⟨y + w⟩. In particular, ⟨x + u⟩ is collinear with ⟨y + w⟩, and so (u, w) =
(x+ u, y+ w)+ (x, y) ∈ SL + SL, as required.
Case 3.2. Suppose that ⟨y+w⟩ ∈ ∆2(⟨u⟩). Let ⟨z⟩ be the point collinearwith both ⟨u⟩ and ⟨x⟩ (see Fig. 4).
By Theorem 2.5(1), ⟨x + u⟩ is collinear with ⟨z⟩. Claim that z ∈ ⟨x, y + w⟩. Suppose not, and let ⟨z ′⟩
be the point collinear with ⟨u⟩ and ⟨y + w⟩. Then ⟨z⟩ ≠ ⟨z ′⟩, so that ⟨u⟩, ⟨z⟩, ⟨x⟩, ⟨y + w⟩, and ⟨z ′⟩
form a 5-cycle inH(q). But this is impossible by the axioms ofH(q). Therefore ⟨z⟩ = ⟨z ′⟩, and hence
z ∈ ⟨x, y+w⟩, which proves the claim. Take y′ = z+w, which is collinear with ⟨x⟩ by Theorem 2.5(1).
Then ⟨x, y′⟩, ⟨x+ u, y′ + w⟩ ∈ L, and therefore (u, w) = (x+ u, y′ + w)+ (x, y′) ∈ SL + SL. 
Lemma 5.6. Suppose that q is even and dimU = 6. Then V# \ SL′ ⊆ SL′ + SL′ .
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Fig. 4. Diagram for Lemma 5.5, Case 3.2.
Fig. 5. Diagram for Lemma 5.6, Case 2.
Fig. 6. Diagram for Lemma 5.6, Case 3.
Proof. Let (u, w) ∈ V# \ SL′ .
Case 1. Suppose that (u, w) ∈ V#λ for some λ ∈ Fq ∪ {∞}. An argument similar to that in Case 1 of the
proof of Lemma 5.5, but taking ℓ ∈ L′, shows that (u, w) ∈ SL′ + SL′ .
Case 2. Suppose that (u, w) ∈ SL. Take ℓ ∈ L such that ℓ contains ⟨u+w⟩ and ℓ ≠ ⟨u, w⟩ (see Fig. 5).
Let ⟨x⟩ be a point in ℓ distinct from ⟨u + w⟩. Then ⟨u, x⟩, ⟨w, x⟩ ∈ L′ by Lemma 2.4, and likewise
⟨u+ x, x⟩, ⟨w + x, x⟩ ∈ L′. Thus (u, w) = (u+ x, x)+ (x, w + x) ∈ SL′ + SL′ .
Case 3. Suppose that (u, w) ∈ Sλ for some λ ∈ F#q . Then ⟨u⟩ and ⟨w⟩ have distance 3 in H(q) by
Lemma 2.4. Take points ⟨x⟩ and ⟨y⟩ such that ⟨x⟩ ≠ ⟨u⟩ and ⟨x⟩ ∈ ∆1(⟨u⟩) ∩ ∆3(⟨w⟩), and ⟨y⟩ ∈
∆1(⟨w⟩) ∩∆2(⟨u⟩) ∩∆2(⟨x⟩) (see Fig. 6). Then ⟨x⟩ ∈ ∆2(⟨y⟩). Choose x such that B(x, w) = B(u, w).
Then B(x + u, w) = 0, so by Lemma 2.4 either ⟨x + u⟩ ∈ ∆1(⟨w⟩) or ⟨x + u⟩ ∈ ∆2(⟨w⟩). Since
⟨x+ u⟩ lies on the line ⟨x, u⟩, it follows that ⟨x+ u⟩ ∈ ∆2(⟨w⟩). Finally, since y+w ∈ ⟨y, w⟩, we have
⟨y+w⟩ ∈ ∆2(⟨x+u⟩). So ⟨x, y⟩, ⟨x+u, y+w⟩ ∈ L′ by Lemma2.4, and (u, w) = (x+u, y+w)+(x, y) ∈
SL′ + SL′ . 
The diameter two graphs in Table 1 are indicated by a ‘‘Ď’’ in the first column, and this follows from
Lemmas 5.1–5.6.
6. Quotient-complete arc-transitive graphs arising from H ≤ Γ L(1, q)
Let U, V ,G,G0 and H be as in Lemma 3.10(i) and (ii), with q = pd (p prime), n = 1, and H ≤
Γ L (1, q). Let ω be a fixed primitive element of Fq and letω denote scalar multiplication by ω. Also,
let τ be the Frobenius automorphism of Fq, that is, τ : λ → λp for all λ ∈ Fq. Then GL (1, q) = ⟨ω⟩
and Γ L (1, q) = ⟨ω, τ ⟩.
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The following result, originally by Foulser [6, Lemma 17], gives a standard generating set for H , as
well as necessary and sufficient conditions (with respect to this generating set) for H to be transitive
on U#.
Lemma 6.1 ([9, Lemmas 4.4 and 4.7]). Let H ≤ Γ L (1, q) = ⟨ω, τ ⟩, where q = pd (p prime),ω is scalar
multiplication by a fixed primitive element ω ∈ Fq, and τ is the Frobenius automorphism of Fq. Then there
exist unique integers a, b and c such that H = ωa,ωbτ c  and the following hold: a > 0 and a divides
q− 1; c > 0 and c divides d; 0 ≤ b < a and b(q− 1)/(pc − 1) ≡ 0 (mod d). Moreover, H is transitive
on U# = F#q if and only if one of the following holds:
(1) a = 1 (so b = 0), or
(2) b > 0, a divides b(pac−1)/(pc−1), and a does not divide b(pa′c−1)/(pc−1)whenever 1 < a′ < a.
We do not treat this case completely; rather, we consider the subcases for which either H ∩
GL (1, q) = GL (1, q), or H = ⟨ωa,ωτ c⟩where pc ≡ 1(mod a).
6.1. H = ⟨ω, τ c⟩ where d ≡ 0 (mod c)
Let τ andω be as in Lemma 6.1, and suppose that H is of the type described in Lemma 6.1(1). Then
H = ⟨ω, τ c⟩ for some divisor c of d. The G0-orbits in V# are the sets V#∞ andλ′∈D(λ) V#λ′ for all λ ∈ Fq,
where
D(λ) := {λσ | σ ∈ ⟨τ c⟩} = {λpci | 0 ≤ i < d/c − 1}. (20)
Then |D(λ)| = 1 if and only if λ ∈ Fix(⟨τ c⟩), where |Fix(⟨τ c⟩)| = pc , and there exist connected graphs
if and only if d ≥ 2.
Proposition 6.2. Let Γ be a graph and G = TV oG0, where V , TV and G0 are as in Lemma 3.10(i) and (ii),
with n = 1, q = pd (p prime), and d ≥ 2. Also, suppose that H = ⟨ω, τ c⟩, where ω and τ are as
in Lemma 6.1 and c divides d. Then Γ is connected, G-arc-transitive and G-quotient-complete if and only
if Γ ∼= Cay(V , S) where S = λ′∈D(λ) V#λ′ for some λ ∉ Fix(⟨τ c⟩). Furthermore, such a graph Γ has
diameter two and has exactly pc + 1 nontrivial complete G-normal quotients.
Proof. This follows immediately from Proposition 3.8, Lemma 3.10, Lemma 5.1, and the preceding
remarks. 
6.2. H = ⟨ωa,ωτ c⟩, where d ≡ 0 (mod c), q ≡ pc ≡ 1 (mod a), and (q− 1)/(pc − 1) ≡ 0 (mod d)
Again we letω and τ be as in Lemma 6.1. Suppose that H = ⟨ωa,ωτ c⟩ for some divisor a of q− 1
and divisor c of d, such that pc ≡ 1 (mod a) and (q− 1)/(pc − 1) ≡ 0 (mod d). Then H is a transitive
subgroup ofΓ L (1, q) of the type described in Lemma6.1(2). (Indeed, observe that (pac−1)/(pc−1) =
pc(a−1) + pc(a−2) + · · · + 1 ≡ 0 (mod a) and (pa′c − 1)/(pc − 1) ≡ a′ (mod a) ≢ 0 (mod a) for all
1 < a′ < a.) The G0-orbits in V# are V#∞ and (1, λ)G0 for each λ ∈ U .
Let r := pc . For any positive integer j,ωτ cj : λ → λr jωr(r j−1)/(r−1) for all λ ∈ U,
where U is identified with Fq. Now for any (1, λ) ∈ V ,
(1, λ)G0 =

ωai, λωai
(ωτ c )j | i, j ∈ N ∪ {0} ,
where for each i and j we have

ωai, λωai
(ωτ c )j = ωℓ, λr jωℓ and ℓ = ai + r(r j − 1)/(r − 1) ≡
j (mod a). Hence
(1, λ)G0 =

ωai+m, λr
j
ωai+m

| i, j ∈ N ∪ {0}; 0 ≤ m < a andm ≡ j (mod a)

.
Clearly, (1, λ)G0 = V#λ if and only if λ ∈ Fix(⟨τ c⟩).
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Proposition 6.3. Let Γ be a graph and G = TV oG0, where V , TV and G0 are as in Lemma 3.10(i) and (ii),
with n = 1, q = pd (p prime), and d ≥ 2. Also, suppose that H = ⟨ωa,ωτ c⟩, where ω and τ are as
in Lemma 6.1, a divides q− 1, c divides d, pc ≡ 1 (mod a), and (q− 1)/(pc − 1) ≡ 0(mod d). Then Γ
is connected, G-arc-transitive and G-quotient-complete if and only if Γ ∼= Cay(V , S) where S = (1, λ)G0
for some λ ∉ Fix(⟨τ c⟩). Furthermore, such a graph Γ has exactly pc + 1 nontrivial complete G-normal
quotients.
Proof. This follows immediately from Proposition 3.8, Lemma 3.10, and the preceding remarks. 
In general,(1, λ)G0  = lcm (a, |D(λ)|)(q− 1)/a
with D(λ) as in (20), since λr
j
ωai+m = λωai if and only if j is divisible by both a and |D(λ)|. Moreover,
(1, λ)G0 ⊆ λ′∈D(λ) V#λ′ where λ′∈D(λ) V#λ′  = |D(λ)|(q − 1), and by comparing cardinalities we
get that (1, λ)G0 = λ′∈D(λ) V#λ′ if and only if |D(λ)| is coprime to a. In this case the resulting graphs
Cay(V , (1, λ)G0) have diameter two and are the same as the graphs in Proposition 6.2. There may be
other diameter two graphs distinct from the type described in Proposition 6.2, arising from the other
G0-orbits, as can be seen in the following example.
Example 6.4. Suppose that q = 34 and let H = ⟨ω2,ωτ ⟩. Then the G0-orbits in V# are the sets V#∞
and (1, λ)G0 for each λ ∈ U , where
(1, λ)G0 = ω2i, λω2i , ω2i+1, λ3ω2i+1 , ω2i, λ9ω2i , ω2i+1, λ27ω2i+1 | i ∈ N ∪ {0} .
Observe that (1, λ)G0 = (1, µ)G0 if and only if µ = λ9, so there are 46 G0-orbits in all. Also, since
d = 4 and c = 1, |D(λ)| ∈ {1, 2, 4} for all λ ∈ Fq (since by its definition |D(λ)| must divide
d/c). So by the preceding remarks (1, λ)G0 = λ′∈D(λ) V#λ′ if and only if λ ∈ Fix(⟨τ ⟩), which yield
disconnected graphs by Lemma 2.7. Hence there are no connected graphs of the form described in
Proposition 6.2. Moreover, there are 10 orbits which have length 80 – namely, V#∞ and (1, λ)G0 where
λ ∈ {0, 1, ω10, ω20, . . . , ω70} – and 36 of length 160. Of the graphswhich arise, 24 have diameter two,
and all of these have valency 160. It was verified usingMagma that the diameter two graphs belong
to one isomorphism class.
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