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Abstract
In this study, we define the double sequence spaces BS, BS(t), CSp , CSbp , CSr and BV , and also
examine some properties of those sequence spaces. Furthermore, we show that these sequence spaces
are complete paranormed or normed spaces under some certain conditions. We determine the α-duals
of the spaces BS, BV , CSbp and the β(ϑ)-duals of the spaces CSbp and CSr of double series.
Finally, we give the conditions which characterize the class of four-dimensional matrix mappings
defined on the spaces CSbp , CSr and CSp of double series.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
By Ω , we denote the set of all real or complex valued double sequences which is a
vector space with coordinatewise addition and scalar multiplication. Any vector subspace
of Ω is called as a double sequence space. The spaceMu of all bounded double sequences
is defined by
Mu =
{
x = (xmn) ∈ Ω: ‖x‖∞ = sup
m,n∈N
|xmn| < ∞
}
,
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sequence x = (xmn) ∈ Ω . If for every ε > 0 there exists n0 = n0(ε) ∈ N and  ∈ C such that
|xmn − | < ε
for all m,n > n0, then we call that the double sequence x is convergent in the Pringsheim’s
sense to the limit  and write p − limxmn = ; where C denotes the complex field. By Cp ,
we denote the space of all convergent double sequences in the Pringsheim’s sense. It is
well known that there are such sequences in the space Cp but not in the space Mu. So,
we may mention the space Cbp of the double sequences which are both convergent in the
Pringsheim’s sense and bounded, i.e., Cbp = Cp ∩Mu. Móricz [7] proved that Cbp is a
Banach space with the norm ‖ · ‖∞. A sequence in the space Cp is said to be regularly
convergent if it is a single convergent sequence with respect to each index and denote the
set of all such sequences by Cr .
Let us consider a double sequence x = (xmn) and define the sequence s = (smn) via x
by
smn =
m,n∑
i,j=0
xij (m,n ∈ N), (1.1)
which will be used throughout. For the sake of brevity, here and in what follows, we ab-
breviate the summations
∑∞
i=0
∑∞
j=0 and
∑m
i=0
∑n
j=0 by
∑
i,j and
∑m,n
i,j=0 and use the
convention that any term with negative subscript is equal to naught. Then, the pair (x, s)
and the sequence s = (smn) are called as a double series and the sequence of partial sums
of the double series, respectively. Let λ be the space of double sequences, converging
with respect to some linear convergence rule υ − lim :λ → C. The sum of a double series∑
i,j xij with respect to this rule is defined by υ −
∑
ij xij = υ − lim smn. Let λ, µ be
two spaces of double sequences, converging with respect to the linear convergence rules
υ1 − lim and υ2 − lim, respectively, and A = (amnkl) also be a four-dimensional matrix of
real or complex numbers. Define the set
λ
(υ2)
A =
{
(xkl) ∈ Ω: Ax =
(
υ2 −
∑
k,l
amnklxkl
)
m,n∈N
exists and Ax ∈ λ
}
. (1.2)
Then, we say, with the notation of (1.2), that A maps the space λ into the space µ if
µ ⊂ λ(υ2)A and denote the set of all four-dimensional matrices, mapping the space λ into
the space µ, by (λ : µ). It is trivial that for any matrix A ∈ (λ : µ), (amnkl)k,l∈N is in the
β(υ2)-dual λβ(υ2) of the space λ for all m, n ∈ N. An infinite matrix A is said to be Cυ -
conservative if Cυ ⊂ (Cv)A. Also by (λ : µ;P), we denote the class of all four-dimensional
matrices (amnkl) in the class (λ : µ) such that υ2 − limAx = υ1 − limx for all x ∈ λ. We
shall write throughout for simplicity in notation for all m,n, k, l ∈ N that
∆10amn = amn − am+1,n,
∆01amn = amn − am,n+1,
∆11amn = ∆01(∆10amn) = ∆10(∆01amn),
∆kl10amnkl = amnkl − amn,k+1,l ,
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∆kl11amnkl = ∆kl01
(
∆kl10amnkl
)= ∆kl10(∆kl01amnkl).
Let us define the following sets of double sequences:
Mu(t) =
{
(xmn) ∈ Ω: sup
m,n∈N
|xmn|tmn < ∞
}
,
Cp(t) =
{
(xmn) ∈ Ω: p − lim
m,n→∞|xmn − |
tmn = 0 for some  ∈ C
}
,
C0p(t) =
{
(xmn) ∈ Ω: p − lim
m,n→∞|xmn|
tmn = 0
}
,
Lu(t) =
{
(xmn) ∈ Ω:
∑
m,n
|xmn|tmn < ∞
}
,
Cbp(t) = Cp(t) ∩Mu(t) and C0bp(t) = C0p(t) ∩Mu(t),
where t = (tmn) is the sequence of strictly positive reals tmn. In the case tmn = 1 for all
m,n ∈ N,Mu(t), Cp(t), C0p(t), Lu(t), Cbp(t) and C0bp(t) reduce to the setsMu, Cp , C0p ,
Lu, Cbp and C0bp , respectively. Now, we may summarize the knowledge given in some
document on the double sequence spaces. Türkmenog˘lu [13] shows under which condi-
tions that C0p(t), Lu and C0bp(t) are paranormed double sequence spaces, determines their
duals and gives some inclusion relations between those spaces. The summability of dou-
ble sequences defining by the product of the complex sequences x = (xn) and y = (yk),
Jardas and Sarapa [6] prove the Silverman–Toeplitz and Steinhaus type theorems for three-
dimensional matrices. Boos, Leiger and Zeller [3] define the concept of V-SM-method by
the application domain of a matrix sequence A = (A(υ)) of infinite matrices and give
the consistency theory for such type methods and introduce the notion of Ce-convergence
for double sequences. By Ce and Cbe , we denote the spaces of all Ce-convergent and of all
bounded Ce-convergent double sequences, respectively. By using the gliding hump method,
Zeltser [14] has recently characterized the classes of four-dimensional matrix mappings
from λ into µ, where λ,µ ∈ {Ce,Cbe}. Also employing the same arguments, Zeltser [15]
gives the theorems determining the necessary and sufficient conditions for Ce-SM and
Cbe-SM-methods to be concervative and coercive. Zeltser [16] considers the dual pairs
〈E, Eβ(v)〉 of double sequence spaces E and Eβ(v), where Eβ(v) denotes the β-dual of E
with respect to v-convergence of double sequences for v ∈ {p,bp, r} and introduces two
oscillating properties for a double sequence space E. Also, Zeltser [17] emphasizes two
types of summability methods of double sequences defined by four-dimensional matrices
which preserves the regular convergence and the Cc-convergence of double sequences and
extends some well known facts of summability to four-dimensional matrices. By using the
definitions of limit inferior, limit superior and the core of a double sequence with the notion
of the regularity of four-dimensional matrices, Patterson [11] proves an invariant core theo-
rem. Also, Patterson [12] determines the sufficient conditions on a four-dimensional matrix
in order to be stronger than the convergence in the Pringsheim’s sense and derives some
results concerning with the summability of double sequences. Mursaleen and Edely [8] re-
cently introduce the statistical convergence and Cauchy for double sequences and give the
relation between statistical convergent and strongly Cesàro summable double sequences.
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matrices for double sequences and apply these matrices to establish a core theorem and in-
troduce the M-core for double sequences and determine those four-dimensional matrices
transforming every bounded double sequence x = (xjk) into one whose core is a subset
of the M-core of x. Quite recently, Gökhan and Çolak [4,5] have proved that Mu(t) and
Cp(t), Cbp(t) are complete paranormed double sequence spaces and have given the α-, β-,
γ -duals of the spaces Mu(t) and Cbp(t).
In the present paper, we introduce the series spaces BS , BS(t) and CSυ of double
sequences and the space BV of double sequences of bounded variation defined by
BS =
{
(xij ) ∈ Ω: sup
m,n∈N
|smn| < ∞
}
,
BS(t) =
{
(xij ) ∈ Ω: sup
m,n∈N
|smn|tmn < ∞
}
,
CSυ =
{
(xij ) ∈ Ω: (smn) ∈ Cυ
}
,
BV =
{
(xij ) ∈ Ω:
∑
i,j
|xij − xi−1,j − xi,j−1 + xi−1,j−1| < ∞
}
and examine some properties of them, where t = (tmn) is a sequence with positive terms
and υ ∈ {p, r, bp}.
Theorem 1.1. The set BS becomes a linear space with the coordinatewise addition and
scalar multiplication and BS is a Banach space with the norm
‖x‖BS = sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣, (1.3)
which is linearly isomorphic to the space Mu.
Proof. The first part of the theorem is a routine verification and so we omit it.
Now, we may show that BS is a Banach space with norm defined by (1.3). Let (xl)l∈N
be any Chauchy sequence in the space BS , where xl = {x(l)mn}∞m,n=0 for every fixed l ∈ N.
Then, for a given ε > 0, there exists a positive integer n0(ε) such that
∥∥xl − xr∥∥BS = sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
(
xlij − xrij
)∣∣∣∣∣< ε
for all l, r > n0(ε) which yields for each fixed m,n ∈ N that∣∣∣∣∣
m,n∑
i,j=0
xlij −
m,n∑
i,j=0
xrij
∣∣∣∣∣< ε.
This means that (
∑m,n
i,j=0 x
l
ij )l∈N is a Chauchy sequence with complex terms for every fixed
m,n ∈ N. Since C is complete, it converges, say
m,n∑
xlij →
m,n∑
xij as l → ∞. (1.4)
i,j=0 i,j=0
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∑m,n
i,j=0 xij ). It is seen by (1.4)
that
lim
l→∞
∥∥∥∥∥
m,n∑
i,j=0
xlij −
m,n∑
i,j=0
xij
∥∥∥∥∥BS = 0. (1.5)
Since (
∑m,n
i,j=0 x
l
ij )m,n∈N ∈Mu for each fixed l ∈ N, there exists a Kl ∈ R+ such that
sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
xlij
∣∣∣∣∣Kl.
Therefore, taking supremum over m,n ∈ N in the following inequality∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣
∣∣∣∣∣
m,n∑
i,j=0
xij −
m,n∑
i,j=0
xlij
∣∣∣∣∣+
∣∣∣∣∣
m,n∑
i,j=0
xlij
∣∣∣∣∣ ε + Kl,
which shows that x = (xij ) ∈ BS . Since {xl}l∈N was an arbitrary Cauchy sequence, the
space BS is complete.
To prove the fact “BS is linearly isomorphic to Mu”, we should show the existence of
a linear bijection between the spaces BS and Mu. Consider the transformation T defined,
with the notation of (1.1), from BS to Mu by x 
→ T x = s. It is trivial that T is linear and
x = θ whenever T x = θ which says us that T is injective.
Let s = (smn) ∈Mu and define the sequence x = (xij ) via s by
xij = sij − si,j−1 − si−1,j + si−1,j−1 (i, j ∈ N). (1.6)
Then, since
‖x‖BS = sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣= supm,n∈N |smn| = ‖s‖Mu < ∞,
x = (xij ) defined by (1.6) is in BS and this yields that T is surjective and is norm preserv-
ing.
This step concludes the proof. 
Theorem 1.2. The inclusions Lu ⊂ BS ⊂Mu strictly hold.
Proof. Let us take any x = (xij ) ∈ Lu. Then, there exists a Kx ∈ R+ such that∑i,j |xij | =
Kx . Therefore, we obtain by taking supremum over m,n ∈ N in the inequality that∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣
m,n∑
i,j=0
|xij |,
‖x‖BS Kx . This means that x ∈ BS , i.e., Lu ⊂ BS .
Consider the sequence x = (xmn) defined by{
(−1)m, n = 0, m ∈ N,
xmn = 0, otherwise. (1.7)
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Let x = (xij ) ∈ BS . Then, since there exists a K ∈ R+ such that
sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣< K,
one can observe that
|xmn| =
∣∣∣∣∣
m,n∑
i,j=0
xij −
m−1,n∑
i,j=0
xij −
m,n−1∑
i,j=0
xij +
m−1,n−1∑
i,j=0
xij
∣∣∣∣∣

∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣+
∣∣∣∣∣
m−1,n∑
i,j=0
xij
∣∣∣∣∣+
∣∣∣∣∣
m,n−1∑
i,j=0
xij
∣∣∣∣∣+
∣∣∣∣∣
m−1,n−1∑
i,j=0
xij
∣∣∣∣∣. (1.8)
Then, we see by taking supremum over m,n ∈ N in (1.8) that ‖x‖∞  4K , i.e., x ∈Mu.
Hence, the inclusion BS ⊂Mu holds. Further, since x = (xij ) defined by xij = 1 for all
i, j ∈ N is in Mu but not in BS , the inclusion BS ⊂Mu is strict. 
A double sequence space λ is said to be monotone if (xmnymn) ∈ λ for every x =
(xmn) ∈ λ and y = (ymn) ∈ {0,1}N×N, where {0, 1}N×N denotes the set of all sequences
consisting of 0’s and 1’s.
Theorem 1.3. The space BS is not monotone.
Proof. To prove this, we must find a sequence y ∈ {0,1}N×N such that xy = (xklykl) /∈ BS
for a sequence x ∈ BS .
Let us define the sequence y = (ymn) ∈ {0, 1}N×N by
ymn =
{
1, n = 0, m = 2k, k ∈ N,
0, otherwise.
Then, the sequence z = (zmn) obtained from the coordinatewise product of y by the se-
quence x defined by (1.7) that
zmn = xmnymn =
{
1, n = 0, m = 2k, k ∈ N,
0, otherwise,
is not in the space BS which completes the proof. 
Theorem 1.4. Let (tmn) be any sequence in Ω with positive reals. Then,
(i) BS(t) ⊂ BS if and only if t = infm,n∈N tmn > 0,
(ii) BS(t) ⊃ BS if and only if T = supm,n∈N tmn < ∞,(iii) BS(t) = BS if and only if 0 < t  T < ∞.
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(m(i)) and (n(j)), one of them is strictly increasing and the other one is non-decreasing,
such that
tm(i)n((j) <
1
i + 1 (1.9)
for all i, j ∈ N. Let us define the sequence x =∑∞i=0∑∞j=0 ibm(i)n(j), where
bmnij =


1, i = m, j = n,
−1, i = m + 1, j = n,
−1, i = m, j = n + 1,
1, i = m + 1, j = n + 1,
0, otherwise.
Then,
m,n∑
i,j=0
xij =
{
i, m = m(i), n = n(j),
0, otherwise.
Therefore, it follows by (1.9) for every positive integers i and j that∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣
tmn
= |i|tm(i)n(j) < i1/(i+1) < 2,
which shows that x ∈ BS(t). On the other hand, since
sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣= ∞,
x /∈ BS , a contradiction. Hence, t must be positive.
(⇐): Let (xij ) ∈ BS(t) and t > 0. Then, there exists a Kx ∈ R+ such that∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣
tmn
Kx
for all m,n ∈ N which lead us to the consequence that∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣K1/tmnx max{1,K1/tx }.
Hence, x ∈ BS as desired.
(ii) (⇒): Suppose that BS(t) ⊃ BS but T = ∞. Then, there exist the sequences (m(i))
and (n(j)), one of them is strictly increasing and the other one is non-decreasing, such that
tm(i)n(j) > i + j (1.10)
for all i, j ∈ N. Now consider the sequence x =∑i,j 2bm(i)n(j) for which
m,n∑
xij =
{
2, m = m(i), n = n(j),i,j=0 0, otherwise.
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m,n∑
i,j=0
xij
∣∣∣∣∣
tmn
= 2tm(i)n(j) > 2i+j ,
i.e., x /∈ BS(t) which is a contradiction. That is to say that T < ∞ must be hold.
(⇐): Suppose that x ∈ BS and T < ∞. Then, there exists a Kx ∈ R+ such that∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣Kx
for all m,n ∈ N which gives us the fact that∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣
tmn
Ktmnx max
{
1,KTx
}
.
This says us that x ∈ BS(t), i.e., BS ⊂ BS(t).
(iii) This follows from the cases (i) and (ii). 
Theorem 1.5. The set BS(t) constitutes a linear space with the coordinatewise addition
and scalar multiplication if and only if T = supm,n∈N tmn < ∞.
Proof. (⇒): Let BS(t) be a linear space but T = ∞. Then, there exist the sequences
(m(i)) and (n(j)), one of them is strictly increasing and the other one is non-decreasing,
such that (1.10) holds for all i, j ∈ N. Define the sequence x =∑i,j bm(i)n(j)/2 for which
sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣
tmn
= sup
m,n∈N
2−tm(i)n(j)  sup
i,j∈N
2−(i+j)  2−1,
i.e., x ∈ BS(t) but 4x /∈ BS(t) which contradicts the fact that BS(t) is a linear space.
Hence T < ∞.
(⇐): Let T < ∞, M = max{1, T } and x, y ∈ BS(t). Then, there exist the positive
constants Kx and Ky such that∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣
tmn
Kx and
∣∣∣∣∣
m,n∑
i,j=0
yij
∣∣∣∣∣
tmn
Ky
for all m,n ∈ N. Since tmn/M  1 for all m,n ∈ N, one can see that∣∣∣∣∣
m,n∑
i,j=0
xij + yij
∣∣∣∣∣
tmn/M

∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣
tmn/M
+
∣∣∣∣∣
m,n∑
i,j=0
yij
∣∣∣∣∣
tmn/M
,
which yields for all m,n ∈ N that∣∣∣∣ m,n∑ xij + yij
∣∣∣∣
tmn

(
K
1/M
x + K1/My
)M
,∣
i,j=0 ∣
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Let α ∈ C and x ∈ BS(t). Then, since the inequality
|α|tmn max{1, |α|M}
holds for all m,n ∈ N, it is easily obtained that∣∣∣∣∣
m,n∑
i,j=0
αxij
∣∣∣∣∣
tmn
= |α|tmnKx Kx max
{
1, |α|M},
which means that αx ∈ BS(t). This completes the proof. 
Theorem 1.6. Suppose that T = supm,n∈N tmn, t = infm,n∈N tmn and M = max{1, T }.
Then, BS(t) is a complete paranormed space with g defined by
g(x) = sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣
tmn/M
(1.11)
if and only if t > 0.
Proof. (⇒): Suppose that (BS(t), g) be a paranormed space but t = 0. Consider the se-
quence (xl) = (xij ) ⊂ BS(t) (l ∈ N) defined by
xij =
{
1, i = 0, j = 0,
0, otherwise,
and the sequence α = (αl) = (1/(l + 1)) of scalars. Then, since αl → 0 as l → ∞ and
m,n∑
i,j=0
xij = 1
for all m,n ∈ N, we obtain that
g
(
αlx
l
)= sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
αlx
l
ij
∣∣∣∣∣
tmn/M
= sup
m,n∈N
|αl |tmn/M = 1,
which contradicts the fact that g(αlxl) → 0 as l → ∞. Hence, t > 0.
(⇐): Suppose that t > 0 and show that the onto function g, defined by (1.11), is a
paranorm on the space BS(t).
It is trivial that g is a real valued function and g(θ) = 0 whenever x = θ ∈ BS(t). It is
also easy to see that g(−x) = g(x) for all x ∈ BS(t) and
g(x + y) g(x) + g(y)
holds for all x, y ∈ BS(t).
Let (xl) be any sequence of the points of the space BS(t) such that g(xl − x) → 0 and
(αl) also be any sequence of scalars such that αl → α. Then, since there exists a positive
integer K such that |αl |K , we thus have
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(
αlx
l − αx)= sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
(
αlx
l
ij − αxij
)∣∣∣∣∣
tmn/M
 sup
m,n∈N
(
|αl |
∣∣∣∣∣
m,n∑
i,j=0
xlij +
m,n∑
i,j=0
xij
∣∣∣∣∣
)tmn/M
+ sup
m,n∈N
(
|αl − α|
∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣
)tmn/M
Kg
(
xl − x)+ |αl − α|tmn/Mg(x),
which yields that
lim
l→∞g
(
αlx
l − αx)= 0.
Now, we establish the completeness of the space BS(t). Let (xr ) be any Cauchy se-
quence in the space BS(t). Then, for a given ε > 0, there exists a positive integer n0(ε)
such that
g
(
xr − xs)= sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
(
xrij − xsij
)∣∣∣∣∣
tmn/M
< ε (1.12)
for all r, s > n0(ε). Using the definition of g, we obtain for each fixed m,n ∈ N that∣∣∣∣∣
m,n∑
i,j=0
xrij −
m,n∑
i,j=0
xsij
∣∣∣∣∣
tmn/M
 sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
xrij −
m,n∑
i,j=0
xsij
∣∣∣∣∣
tmn/M
, (1.13)
which leads us to the fact that (
∑m,n
i,j=0 xrij )r∈N is a Cauchy sequence of complex numbers.
Since C is complete, it converges, say∣∣∣∣∣
m,n∑
i,j=0
xrij −
m,n∑
i,j=0
xij
∣∣∣∣∣
tmn/M
→ 0 as r → ∞. (1.14)
Since (xr ) is a Cauchy sequence in the linear space BS(t), there exists a positive number
K such that g(xr) < K . So we observe by passing to the limit as r → ∞ in the inequality
g(x) = sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣
tmn/M
 g(xr) + sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
xij −
m,n∑
i,j=0
xrij
∣∣∣∣∣
tmn/M
that g(x) < K + ε which shows that x ∈ BS(t). This completes the proof. 
2. The spaces CSp , CSbp , CSr and BV of double series
In the present section, we deal with the sets CSp , CSbp , CSr and BV consisting of the
double series whose sequences of partial sums are convergent in the Pringsheim’s sense,
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variation, respectively. We show that the sets CSp , CSbp and CSr are the complete semi-
normed linear spaces and they are isomorphic to the spaces Cp , Cbp and Cr , respectively.
Also we establish that BV is a Banach space and is isomorphic to the space Lu.
Theorem 2.1. The set CSp becomes a linear space with the coordinatewise addition and
scalar multiplication which is linearly isomorphic to the space Cp and CSp is a complete
seminormed space with the seminorm
‖x‖∞ = lim
n→∞
(
sup
k,ln
∣∣∣∣∣
k,l∑
i,j=0
xij
∣∣∣∣∣
)
.
Proof. Because of this is easily obtained in the similar way used in proving Theorem 1.1,
we omit the detailed proof. 
Theorem 2.2. Neither of the spaces BS and CSp includes the other one.
Proof. For this, we must show the existence of at least one sequence in the sets BS \ CSp
and CSp \BS . Consider the sequences x = (xmn) and x′ = (x′mn) defined by
xmn =
{1, m = 0, n = 0,1,2, . . . ,
−1, m = 1, n = 0,1,2, . . . ,
0, otherwise.
and x′mn = (−1)m+n,
for all m,n ∈ N. Then, the sequences s = (smn) and s′ = (s′mn) of partial sums of double
series with the general terms xmn and x′mn are given by
smn =
{
n, m = 0 and n = 0,1,2, . . . ,
0, otherwise, and s
′
mn =
{
1, m, n = 2k, k ∈ N,
0, otherwise,
for all m,n ∈ N, respectively. In this situation, it is easy to see that
sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
xij
∣∣∣∣∣= ∞
while (smn) ∈ Cp . That is to say that x ∈ CSp \ BS . Since (s′mn) is in Mu but not in Cp , it
is trivial that x′ ∈ BS \ CSp . Hence, the sequence spaces BS and CSp overlap but neither
contains the other. This completes the proof. 
Theorem 2.3. CSp is the subspace of Cp .
Proof. Let us take x ∈ CSp . Then, for a given ε > 0, there exists an nx(ε) ∈ N such that∣∣∣∣∣
k,m∑
i,j=0
xij − l
∣∣∣∣∣< ε4
for all k,m > nx(ε). Then,
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∣∣∣∣∣
k,m∑
i,j=0
xij −
k−1,m∑
i,j=0
xij −
k,m−1∑
i,j=0
xij −
k−1,m−1∑
i,j=0
xij
∣∣∣∣∣
=
∣∣∣∣∣
k,m∑
i,j=0
xij − l
∣∣∣∣∣+
∣∣∣∣∣
k−1,m∑
i,j=0
xij − l
∣∣∣∣∣+
∣∣∣∣∣
k,m−1∑
i,j=0
xij − l
∣∣∣∣∣+
∣∣∣∣∣
k−1,m−1∑
i,j=0
xij − l
∣∣∣∣∣
<
ε
4
+ ε
4
+ ε
4
+ ε
4
= ε
for sufficiently large k, m which means that p − limxij = 0. Hence, x ∈ Cp that is to say
that CSp ⊂ Cp holds, as expected. 
To avoid the repetition of the similar statements, we give the following theorems without
proof, related to the spaces CSbp and CSr consisting of the series whose sequences of
partial sums are in Cbp and Cr , respectively, since they may be proved in the similar way
used in proving Theorems 2.1–2.2.
Theorem 2.4. The sets CSbp and CSr become linear spaces with the coordinatwise ad-
dition and scalar multiplication which are linearly isomorphic to the spaces Cbp and Cr ,
respectively.
Theorem 2.5. The linear spaces CSbp and CSr are the Banach spaces with the norm
‖x‖∞ = sup
k,l∈N
∣∣∣∣∣
k,l∑
i,j=0
xij
∣∣∣∣∣.
Theorem 2.6. The space CSbp includes the space CSr .
We continue by giving some knowledge concerning with the set BV of double sequences
of bounded variation.
Theorem 2.7. The set BV becomes a linear space with the coordinatewise addition and
scalar multiplication which is linearly isomorphic to the space Lu of absolutely convergent
double series.
Proof. This is similar to the proof of Theorem 1.1 with T defined from BV to Lu by
x 
→ T x = (xij − xi−1,j − xi,j−1 + xi−1,j−1) instead of T defined from BS to Mu by
x 
→ T x = s. So, we leave the detail to the reader. 
Because of the isomorphism T , defined in the proof of Theorem 2.7, is onto we have:
Theorem 2.8. The linear space BV is a Banach space with the norm defined by
‖x‖BV =
∑
|xij − xi−1,j − xi,j−1 + xi−1,j−1|. (2.1)i,j
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hold.
Proof. Let x = (xmn) ∈ BV . Then, since∑
i,j
|xij − xi−1,j − xi,j−1 + xi−1,j−1| < ∞,
the series
∑
i,j (xij − xi−1,j − xi,j−1 + xi−1,j−1) converges. In this situation, since the
sequence x can be written in the form
xmn =
m,n∑
i,j=0
(xij − xi−1,j − xi,j−1 + xi−1,j−1) (m,n ∈ N), (2.2)
it is easily seen that x ∈ Cϑ , i.e., the inclusion BV ⊂ Cϑ holds.
To prove the inclusion BV ⊂Mu, consider the inequality derived by (2.2) for any x ∈
BV that
sup
m,n∈N
|xmn| = sup
m,n∈N
∣∣∣∣∣
m,n∑
i,j=0
(xij − xi−1,j − xi,j−1 + xi−1,j−1)
∣∣∣∣∣
 sup
m,n∈N
m,n∑
i,j=0
|xij − xi−1,j − xi,j−1 + xi−1,j−1| < ∞.
This shows that x ∈Mu, i.e., the inclusion BV ⊂Mu also holds.
Additionally, since the sequence x = (xmn) defined by
xmn =


2
n + 2 , m = 0 and n is even,
0, otherwise,
for all m,n ∈ N is in both Cϑ and Mu but not in BV , the inclusions BV ⊂ Cϑ and
BV ⊂Mu are strict. This completes the proof. 
Theorem 2.10. The space BV is not monotone.
Proof. This is easily obtained by proceeding as in the proof of Theorem 1.3 with the
sequences x = (xmn) ∈ BV and y = (ymn) ∈ {0,1}N×N defined by
xmn =
{
1, m = 0 and n = 0,1,2, . . . ,
0, m 1, and ymn =
{
1, m + n is odd,
0, otherwise,
whose coordinatewise product z = (zmn) is
zmn =
{
1, m = 0 and n is even,
0, otherwise,which is not in BV . This shows that the space BV is not monotone. 
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In this section, we determine the α- and β-duals of some spaces of double series. Al-
though the α-duals of the spaces of double series are unique, the β-duals of them may be
more than one with respect to υ-convergence. The α- and β(υ)-duals of a sequence space
λ which are respectively denoted by λα and λβ(υ), are defined by
λα =
{
(aij ) ∈ Ω:
∑
i,j
|aij xij | < ∞ for all (xij ) ∈ λ
}
and
λβ(υ) =
{
(aij ) ∈ Ω: υ −
∑
i,j
aij xij exists for all (xij ) ∈ λ
}
.
It is easy to see for any two spaces λ, µ of double sequences that µη ⊂ λη whenever λ ⊂ µ,
where η ∈ {α,β}.
Theorem 3.1. The α-dual of the spaces BS , BV and CSbp is the space Lu.
Proof. Let λ ∈ {BS,CSbp,BV}. Since λ ⊂Mu and (Mu)α = Lu, the validity of the in-
clusion
Lu ⊂ λα (3.1)
is clear.
Conversely, suppose that a = (aij ) ∈ BSα but a = (aij ) /∈ Lu. Then, one can easily see
in the special case x = (xij ) = {(−1)i+j } ∈ BS that∑
i,j
|aij xij | =
∑
i,j
|aij | = ∞.
This means that a /∈ BSα which contradicts the hypothesis. Hence, a = (aij ) must be in
Lu that is to say that the inclusion
BSα ⊂ Lu (3.2)
must be hold. By combining the inclusions (3.1) and (3.2), the desired result immediately
follows.
In the similar way, the inclusions BVα ⊂ Lu and CSαbp ⊂ Lu easily hold. This completes
the proof. 
Now, we may give the β-duals of the spaces of double series with respect to the υ-
convergence for υ ∈ {p,bp, r} using the technique in [1] and [2] for the single sequences.
Lemma 3.2 [17, p. 86]. The matrix A = (amnkl) is Cϑ -conservative for ϑ = r if and only if
sup
m,n∈N
∑
k,l
|amnkl | < ∞, (3.3)ϑ − lim
m,n→∞amnkl = αkl (k, l ∈ N), (3.4)
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m,n→∞
∑
k
amnkl0 = ul0 (l0 ∈ N) and
ϑ − lim
m,n→∞
∑
l
amnk0l = vk0 (k0 ∈ N), (3.5)
ϑ − lim
m,n→∞
∑
k,l
amnkl = v exists. (3.6)
Theorem 3.3. The β(r)-dual of the space CSr is the set BV .
Proof. Suppose that x = (xmn) ∈ CSr . Then, the double sequence s = (smn), defined by
(1.1), is in the space Cr , by Theorem 2.4. Let us determine the necessary and sufficient
condition in order to the series∑
i,j
aij xij (3.7)
to be r-convergent for a sequence a = (aij ) ∈ Ω .
We obtain, by applying the Abel generalized transformation for double sequences to
the m,nth partial sums of the series in (3.7) that
zmn =
m,n∑
i,j=0
aij xij
=
m−1,n−1∑
i,j=0
sij∆11aij +
m−1∑
i=0
sin∆10ain +
n−1∑
j=0
smj∆01amj + smnamn (3.8)
for all m,n ∈ N. (3.8) may be rewritten by the matrix representation
zmn =
m,n∑
i,j=0
bmnij sij = (Bs)mn (3.9)
for all m,n ∈ N, where the four-dimensional matrix B = (bmnij ) is defined by
bmnij =


∆11aij , 0 < i m − 1 and 0 < j  n − 1,
∆10ain, 0 < i m − 1 and j = n,
∆01amj , i = m and 0 < j  n − 1,
amn, i = m and j = n,
0, otherwise.
(3.10)
We therefore read from the equality (3.9) that ax = (amnxmn) ∈ CSr whenever x = (xmn) ∈
CSr if and only if z = (zmn) ∈ Cr whenever s = (smn) ∈ Cr which leads us to the fact that
B = (bmnij ), defined by (3.10), is in the class (Cr : Cr ). Thus, we see from Lemma 3.2 for
the matrix B , defined above, that the conditions
sup
m,n∑
|bmnkl |
m,n∈N k,l=0
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m,n∈N
{
m−1,n−1∑
k,l=0
|∆11akl | +
m−1∑
k=0
|∆10akn| +
n−1∑
l=0
|∆01aml | + |amn|
}
< ∞,
r − lim
m,n→∞bmnkl = ∆11akl (k, l ∈ N),
r − lim
m,n→∞
∑
k
bmnkl0 = ∆01a1l0 (l0 ∈ N),
r − lim
m,n→∞
∑
l
bmnk0l = ∆10ak01 (k0 ∈ N), and
r − lim
m,n→∞
∑
k,l
bmnkl = a00
hold. Therefore, we derive from the conditions (3.3)–(3.6) that∑
k,l
|∆11akl | < ∞, (3.11)
sup
n∈N
∑
k
|∆10akn| < ∞ and (3.12)
sup
m∈N
∑
l
|∆01aml | < ∞. (3.13)
Further, since the equality
m∑
k=0
|bmnk0| =
m−1∑
k=0
|∆10ak0| + |am0|
holds, the supremum over m ∈ N of this expression gives that
(ak0)k∈N ∈ bv (3.14)
and similarly for m = 0, the equality
n∑
l=0
|bmn0l | =
n−1∑
l=0
|∆01a0l | + |a0n|
holds which also gives by taking supremum over n ∈ N that
(a0l )l∈N ∈ bv, (3.15)
where bv denotes the space of single sequences of bounded variation.
Besides, by using the equality
∆10akn = ∆10ak0 −
n−1∑
l=0
∆11akl,
we see that
∑
k
|∆10akn| =
∑
k
∣∣∣∣∣∆10ak0 −
n−1∑
l=0
∆11akl
∣∣∣∣∣
∑
k
|∆10ak0| +
∑
k
∣∣∣∣∣
n−1∑
l=0
∆11akl
∣∣∣∣∣.
(3.16)
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considered in the equality (3.16). Similarly by employing the equality
∆01aml = ∆01a0l −
m−1∑
k=0
∆11akl,
one can see from the equality
∑
l
|∆01aml | =
∑
l
∣∣∣∣∣∆01a0l −
m−1∑
k=0
∆11akl
∣∣∣∣∣
∑
l
|∆01a0l | +
∑
l
∣∣∣∣∣
m−1∑
k=0
∆11akl
∣∣∣∣∣
by (3.15) and (3.11) that (3.13) holds. Therefore, it is deduced that the conditions on the
sequence a = (aij ) ∈ Ω in order for the series in (3.7) to be r-convergent are∑
k,l
|∆11akl | < ∞, (ak0)k∈N, (a0l )l∈N ∈ bv.
This shows that CSβ(r)r = BV which completes the proof. 
Now, we may give our theorem exhibiting the β(ϑ)-dual of the series space CSη in the
case η,ϑ ∈ {p,bp, r}, without proof.
Theorem 3.4. The β(ϑ)-dual of the space CSη is the set{
a = (aij ) ∈ Ω: B = (bmnij ) ∈ (Cη : Cϑ)
}
,
where B = (bmnij ) is defined by (3.10).
As the consequences of Theorem 3.4,
CSβ(p)r = CSβ(r)r = BV,
CSβ(bp)bp =
{
(akl) ∈ Ω:
∑
k,l
|∆11akl | < ∞,
(∆10ain)n∈N, (∆10amj )m∈N ∈ c0 (i, j ∈ N)
}
and
CSβ(p)bp =
{
(akl) ∈ Ω:
∑
k,l
|∆11akl | < ∞, (∆10akl)l∈N ∈ c0 (k ∈ N)
}
,
where c0 denotes the space of single null sequences.
4. Characterization of some classes of four-dimensional matrices
In the present section, we characterize some matrix mappings from some series spaces
to the double sequence spaces Cp and Cr . Although the theorem characterizing the class
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dimensional matrix belonging to the classes (CSr : Cp), (CSr : Cr ) and (CSp : Cp;P) are
given without proof.
Theorem 4.1. A = (amnkl) ∈ (CSbp : Cp) if and only if
sup
m,n∈N
∑
k,l
∣∣∆kl11amnkl∣∣< ∞,
lim
l→∞∆
kl
10amnkl = 0 for every fixed k ∈ N and for all m,n ∈ N,
lim
k→∞∆
kl
01amnkl = 0 for every fixed l ∈ N and for all m,n ∈ N,
bp − lim
m,n→∞∆
kl
11amnkl = akl (k, l ∈ N),
bp − lim
m,n→∞
∑
l
∣∣∆kl11amnkl∣∣=∑
k
|akl |.
Proof. Let us take any x = (xmn) ∈ CSbp and define the sequence y = (ykl) by
ykl =
k,l∑
i,j=0
xij (k, l ∈ N).
Then, y = (ykl) ∈ Cbp by Theorem 2.4. By applying the double Abel transformation to the
s, t th partial sums (Ax)[s,t]mn of the series
∑
k,l amnklxkl for each m,n ∈ N, we derive that
(Ax)[s,t]mn =
s,t∑
k,l=0
amnklxkl
=
s−1,t−1∑
k,l=0
∆kl11amnklykl +
s−1∑
k=0
∆kt10amnktykt +
t−1∑
l=0
∆sl01amnslysl + amnstyst .
(4.1)
Define Bmn = (bmnstkl) by
bmnstkl =


∆kl11amnkl, k  s − 1 and l  t − 1,
∆kl10amnkl, k = s and l  t − 1,
∆kl01amnkl, k  s − 1 and l = t ,
amnst , k = s and l = t ,
0, otherwise.
(4.2)
Then, the equality (4.1) may be rewritten as
(Ax)[s,t]mn = (Bmny)[s,t]. (4.3)
Therefore, one can see by (4.3) that the convergence of the partial sums (Ax)[s,t]mn in the
Pringsheim’s sense for all m,n ∈ N and for all x ∈ CSbp implies the fact that Bmn ∈
(Cbp : Cbp) and hence the conditions
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k,l
∣∣∆kl11amnkl∣∣< ∞, lim
l→∞∆
kl
10amnkl = 0 (k ∈ N) and
lim
k→∞∆
kl
01amnkl = 0 (l ∈ N) (4.4)
must be satisfied for every fixed m,n ∈ N. In this situation,
p − lim
s,t→∞b
mn
stkl = ∆kl11amnkl and p − lims,t→∞(Ax)
[s,t]
mn = p − (limBy)mn
hold. Thus, we derive from the two-sided implication “Ax is in Cp whenever x ∈ CSbp if
and only if B = (∆kl11amnkl) ∈ (Cbp : Cp)” that
sup
m,n∈N
∑
k,l
∣∣∆kl11amnkl∣∣< ∞, (4.5)
bp − lim
m,n→∞∆
kl
11amnkl = akl, bp − limm,n→∞
∑
l
∣∣∆kl11amnkl∣∣=∑
k
|akl |. (4.6)
Now, it is deduced by the conditions (4.4)–(4.6) that A = (amnkl) ∈ (CSbp : Cp) if and only
if the following conditions
sup
m,n∈N
∑
k,l
∣∣∆kl11amnkl∣∣< ∞,
lim
l→∞∆
kl
10amnkl = 0 for every fixed k ∈ N and for all m,n ∈ N,
lim
k→∞∆
kl
01amnkl = 0 for every fixed l ∈ N and for all m,n ∈ N,
bp − lim
m,n→∞∆
kl
11amnkl = akl (k, l ∈ N), and
bp − lim
m,n→∞
∑
l
∣∣∆kl11amnkl∣∣=∑
k
|akl |
hold. This step concludes the proof. 
Theorem 4.2. A = (amnkl) ∈ (CSr : Cp) if and only if
sup
m,n∈N
∑
k,l
∣∣∆kl11amnkl∣∣< ∞,
(amnk0)k∈N, (amn0l )l∈N ∈ bv (m,n ∈ N),
there exists L ∈ N such that ∆kl11amnkl = 0 for all k ∈ N whenever m,n, l > L,
there exists K ∈ N such that ∆kl11amnkl = 0 for all l ∈ N whenever m,n, k > K
and
p − lim
∑
l
∣∣∆kl11amnkl∣∣=∑
k
∣∣∆kl11amnkl∣∣.
Theorem 4.3. A = (amnij ) ∈ (CSr : Cr ) if and only if
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m,n∈N
∑
k,l
∣∣∆kl11amnkl∣∣< ∞,
(amnk0)k∈N, (amn0l )l∈N ∈ bv (m,n ∈ N),
r − lim
m,n→∞∆
kl
11amnkl = akl (k, l ∈ N),
r − lim
m,n→∞
∑
k
∆kl11amnkl0 = ul0 (l0 ∈ N),
r − lim
m,n→∞
∑
l
∆kl11amnk0l = vk0 (k0 ∈ N) and
r − lim
m,n→∞
∑
k,l
∆kl11amnkl = v.
Theorem 4.4. A = (amnij ) ∈ (CSp : Cp;P) if and only if
p − lim
m,n→∞∆
kl
11amnkl = 0 (k, l ∈ N),
p − lim
m,n→∞
∑
k,l
∆kl11amnkl = 1,
p − lim
m,n→∞
∑
k
∣∣∆kl11amnkl∣∣= 0 (l ∈ N),
p − lim
m,n→∞
∑
l
∣∣∆kl11amnkl∣∣= 0 (k ∈ N),
p − lim
m,n→∞
∑
k,l
∣∣∆kl11amnkl∣∣= v and
sup
B∈N
∑
k,l>B
∣∣∆kl11amnkl∣∣< ∞.
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