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Introduction
Two decades after German re-unification the East German economy still faces several challenges on its convergence path towards the economic structures of its Western counterpart. Although the regional economy and especially its manufacturing sector have made considerable progress throughout the last two decades, the economy still shows some distinct structural weaknesses such as a by far lower innovation activity compared to the Western average (see e.g. Guenther et al., 2010, and Alecke et al., 2010) . That is, expenditures on R&D by the private sector were about half as high in East Germany compared to West Germany in 2006 (BERD of 1% compared to 1.9% as a share of regional GDP) and similar also for patent applications per capita (70% of the Western average). The importance of the region's absorptive capacity in building up stocks of knowledge and R&D as key determinants of the region's technology level and subsequently long-run economic development has recently been stressed by the 'new' growth theory (see e.g. Barro & Sala-i-Martin, 2004) .
Consequently, there have been several political attempts for East Germany to foster income growth and convergence, which also increasingly accounted for the role played by knowledge creation through R&D. As a result, about 60% of all innovating firms in East Germany received public fundings troughout the mid-1990s compared to only 10% o in West Germany (see Ebling et al., 1999) . This dependency has not been reduced much throughout the last years (see e.g. Rammer & Czarnitzki, 2003 , as well as Czarnitzki & Licht, 2006) . It is thus a matter of primary interest from the policy perspective, to look more carefully at the effectiveness of these spending schemes given their rather large absolute volumes (roughly 1.1 billion spent per year).
What makes East Germany a particularly interesting case study, is its regional innovation system, which is dominated by small and medium-sized firms. Compared to West Germany, the share of small and medium-sized enterprises (SME) engaged in continuous R&D activity is far higher (36% of all SME relative to 9%). The same holds for the share of R&D employment in total employment for firms up to 50 employees (see Guenther et al., 2010) . As earlier work has shown, the regional knowledge production function transforming knowledge and R&D inputs into innovative outputs may substantially differ from innovation systems driven by large innovative firms (see e.g. Conte & Vivarelli, 2005) . This naturally points to the question in how far the publically financed R&D factor inputs can be absorbed by SMEs so that public policies effectively foster private R&D activity rather than crowding-out private spendings.
One the hand one may argue that SMEs are highly affected by barriers to innovation such as financial bottlenecks, shortage and hindered access to qualified personnal as well as limited internal and missing market know-how, which negatively affects their innovative performance. This may particularly be true for SMEs in pheripherical regions such as East Germany (see e.g. McAdam et al., 2006) . On the other hand, SMEs are likely to be more flexible and may easily adjust their knowledge production function to changes in changes of the surrounding innovation system. With respect to R&D grants this could imply that SMEs are not able to increase their innovation process over a certain maximum, so that with an increase in the level of subsidy also increased crowing-out effects can be observed. However, at the same time R&D grants may also significantly contribute to overcome barriers to innovation for SME in East Germany. Thus, from a theoretical point of view there are both arguments advoacting as well as challenging the effectiveness of R&D subsidies. In the following, we put special emphasis on answering the latter point using a large firm level dataset for East German regions and applying propensity score based matching estimation.
Compared to the huge international evidence on R&D policy effects, there are rather few empirical references for the East German case. 1 Almus and Czarnitzki (2003) as well as Czarnitzki and Licht (2006) report that public R&D support has a significant positive effect on private sector R&D intensity. Both studies report an increase in the innovation activity of East German firms receiving public funding of about 4 percentage points relative to the non-subsidized comparison group. Additionally, Czarnitzki and Licht (2006) analyse the marginal effects of R&D subsidies on patent activity, which is estimated to be about 22 %. For both the R&D intensity as well as patent activity, the latter authors also identify a higher effect in East Germany compared to the Western states throughout the period 1994 to 2000. However, no empirical evidence is given for the important subgroup of SMEs in the regional innovation system of East Germany. This papers aims to fill this gap in the empirical literature.
The remainder of the paper is organized as follows: In the next section we briefly introduce the micro dataset used for the empirical exercise. Section 3 then sketches the Kernel matching approach and discusses the empirical results for the full sample as well as three subsamples for small firms. Section 4 reports the results for robustness checks based on a variety of alternative matching algorithms as well as a sample restriction to only those firms, who permanently perform R&D. Section 5 concludes.
Data and Variable Definition
We assess the impact of direct R&D support measures using micro data based on the GEFRA Business survey (GEFRA et al., 2004 and . This survey was conducted in the evaluation process of two direct enterprise support schemes, namely the "Joint Task for the Promotion of Industry and Trade" and the "Promotion of Joint Research Projects" on behalf of the Thuringian Ministry of Economics and the Thuringian Ministry of Science, Research and Arts. For the survey a total of 6.861 firms in the manufacturing and production-oriented service sector have been contacted. The return rate was about 21%, so the survey contains a total of 1.484 firms of which 284 firms received public R&D grants. The questionnaire refers to firm-specific data for the year 2003. Since earlier evidence on the effectiveness of R&D policies in East Germany was exclusively based on data from the Mannheimer Innovation Panel (MIP), our results may serve as the first cross-check for the robustness of these results. 2 The questionnaire was designed to incorporate data on various factor inputs (labour, intermediate inputs, human and physical capital) as well as economic outcome variables such as sales, exports and labour productivity. With respect to variables representing R&D activity at the firm level the dataset includes a binary dummy variable for general patenting activity and the firm's R&D intensity as the ratio of R&D expenditure to sales. Firms were asked whether they received funding by any R&D support programmes of the federal government, the federal states or the European Union. Since all possible R&D programmes launched by public authorities are covered by the survey, this study is not restricted to a particular policy measure, but reflects the joined effect of the available set of public R&D policies. Many studies deal with only one specific public R&D program and cannot control for possible effects of other sources of public R&D funding (for a discussion see e.g. Almus and Czarnitzki, 2003) . In contrast, our approach is able to construct a treatment group consisting of those firms that received subsidies at the regional, national or EU level.
A large set of firm specific control variables is necessary to appropriately isolate the causal effect of R&D subsidies. Basic variables are firm size in terms of total employment and firm age. We further use capital-intensity, defined as tangible assets per employee, to control for the technology used in the production process and also test for the effect of the investment intensity, defined as total investments per sales. The skill structure of a firm's workforce is used as a determinant of research activity and the ability to attract public funding in a significant way (see Kaiser, 2004) . We thus include the share of highly educated employees, i.e. those who hold a university degree (including universities of applied sciences). To account for the role of firm competitiveness we include the export ratio in our model.
Additionally, we use binary dummy variables to indicate the firm's legal form and the affiliation to a parent company either in West, East Germany or abroad respectively. We also take into account whether a firm is performing research on a regular basis and/or is running an own R&D department. 3 This latter variable should reflect the absorptive capacity and R&D experience for a specific firm. A detailed list of variables covered in this analysis together with their descriptive statistics is given in Table 1 and Table 2 . Before applying the data for empirical analysis, we tested for sample representativeness, see Appendix A.
Matching Estimation
In order to identify the causal impact of public subsidies on private sector R&D activity we apply nonparametric matching, which is by now a common approach for microeconometric programme evaluation (see e.g. Heckman et al., 1997) . The approach is nonparametric in nature and compares the sample average of outcome variables for firms that exhibit a treatment with those firms that are similar in terms of a predefined set of variables, but are not subject to the treatment. Our estimation strategy rests on a two-stage process, which estimates a probit model for the receipt of programme participation in a first step, and then uses the obtained propensity score in order to control for further determinants of private R&D activity beside the public subsidies, when comparing the means of treated and comparison firms in a second step.
It is worth noting, that the matching approach rests on two crucial assumptions. First, we assume that for individuals (firms) with identical characteristics our outcome measure (R&D intensity, patent applications) is independent from the treatment. This conditional independence assumption (CIA) is expected to be fulfilled if all variables influencing the outcome are at our disposal. Although the CIA cannot be tested, our sample contains a rich set of firm-level information which is likely to make the CIA being fulfilled. A second assumption that has to be fulfilled is the so called stable unit treatment value assumption (SUTVA). This assumption states that individual causal effects may not be influenced by the participation status of other firms (Angrist, Imbens and Rubin, 1996) . In the latter case we rely on the argument raised by Almus & Czarnitzki (2003) that the presence of such distorting effects, which may alter the relative price for R&D factor inputs, is not very likely for East Germany. The main reason is that the pricing mechanisms for R&D factor inputs are assumed to be driven by national and international rather than regional factors. R&D input prices should largely be determined by market forces and rather be independent from policy distortions such as R&D subsidies to the East German economy. Building on these assumptions a general matching model to measure the effect of the subsidy θ by the outcome-difference between treated (D) and comparison firms (C) can be written asθ
where N is the total number of treated firms i, Y 1 and Y 0 denote outcome values for treated and comparison firms j. Then, the match of each treated firm is constructed as a weighted average over the outcomes of non-treated, where the weights W (i, j) depend on the 'distance' between i and j.
For empirical application a decision about the matching routine has to be made. There are several types of matching criteria available, which differ by the specific weighting function W (i, j) used. Most criteria match treated firms only with a certain fraction of the comparison group, where selection is based on the obtained propensity score from the firststep probit model. Prominent examples are nearest-, k-nearest neighbor and stratification matching. Other routines like Kernel and Mahalanobis matching use a weighted matching approach based on averaging procedures of the outcomes for all comparison units. As Caliendo & Kopeinig (2005) point out, one major advantage of these latter approaches is the lower variance, which is achieved because more information is used. In the following we use the Kernel matching algorithm, which was introduced by Heckman et al. (1997) , as default weighting function since it has also shown to have good finite sample properties e.g. compared to the standard k-nearest neighbor matching function (see Fröhlich, 2004) . 4 The weighting function in the Kernel based matching algorithm can be defined as:
where K is the Kernel function and h is the bandwidth parameter to be chosen. 5 P (X) denotes the propensity score for variable vector X. Since we are dealing with rather small numbers of observations we compute bootstrapped standard errors. 6 We also apply a common support restriction to our Kernel matching routine in order to minimize the risk of bad matches. 7 Table 3 shows the results of the first-step probit estimation. We report marginal effects for different model specifications: In model I ('full') a fairly general specification is estimated. The regression results in table 3 show that only few variables turn out to be significant, while the loss of observations due to missing values is large. In model II we therefore try to reduce the number of variables used in a stepwise regression approach, that starts from a slim model only containing industry dummies and subsequently adds further variables that are found to be significant at the 10 % significance level. As table 3 shows filtering by statistical significance already leads to a considerable reduction in model size. However, since we allow for a large set of candidate variables, model II still drops many observations. We thus take model II as the starting point to take out those variables, which show a large number of missings and have been excluded from model II based on statistical significance tests. We nevertheless keep those variables in the candidate set that were tested insignificant in model II but do not restrict the overall sample size. We then take this reduced set of candidate variables and perform a further stepwise regression. The resulting model specification III employs a much higher number of observations. Most variables the were already found to be significant in model II are also selected for model III. Moreover, some variables like firm size and the share of sales to West Germany even turn out significant now.
As the results for model III additionally show, the McFadden R 2 is only slightly reduced compared to the full model and even higher than the first stepwise regression result. Moreover, testing for model III being nested in I is clearly rejected. Given the large increase in the numbers of observation versus the rather small loss in terms of model fit, we choose model III as empirical basis for our propensity score calculation. This point was also raised by Augurzky & Schmidt (2001) , arguing that the discard of many sample observations may lead to a non-representative matched sample. The obtained fitted values can then be used as weights in order to match pairs of treated and comparison firms.
According to table 3, the probability to receive an R&D subsidy is thus most importantly driven by the skill composition of the firm's employees as well as the presence of an own R&D department. For both variables we get significant and positive marginal effects. The same holds for firm size, while firm's age has a significantly positive influence on the probability to receive subsidies. That is, the younger a firm is, the lower is its probability to receive a subsidy. Finally, regarding regional input-output linkages, a high share of regional sales as well as sales to West German has a negative impact on programme participation. Though being tested significant in model specifications I and II, the dummy for West German ownership turns out insignificant in our final specification and was dropped.
As a first check for the appropriateness of the propensity score method we then perform a mean comparison for our explanatory variables. This allows us to see whether the obtained propensity score is successful in terms of balancing differences for the set of covariates. The results are shown in table 4 . They indicate that in general the null hypothesis of identical means for treated and non-treated has to be rejected for the unmatched Note: ***, **, * = denote significance levels at the 1%, 5% and 10% level respectively. For the owernship dummy the reference case is being an independent Thuringian firm. All report coefficients are marginal effects. Descriptions of sizes classes and industry dummies are given in the appendix.
sample. After applying propensity score matching the differences vanish as the results in Table 4 show. So, propensity score matching is a successful way to select or weight (depending on the matching procedure) the comparison group in a way that matches similar characteristics. 8 Note: ***, **, * = denote significance levels at the 1%, 5% and 10% level respectively. Statistical significance was tested in a two-tailed t-test between the supported firms and either firms from the total of controls or from the propensity score based selected comparison group (t-values in brackets).
Results for the Kernel matching procedure on the private R&D outcome variables (R&D intensity and patent activity) are shown in table 5. First, we look at the effect for the full sample of all firms. The results show a significantly positive difference between the R&D activity of treated and comparison firms. This is a first important indication that R&D subsidies do not fully lead to substitution effects, but instead increase the level of R&D intensity and of the probability for patent applications. Regarding the R&D intensity, the results show that the average R&D activity of treated firms relative to the comparison group is around 2.4 to 2.8 percentage points higher (depending on the chosen bandwidth parameter of the Kernel function). Since the difference in the R&D intensity is measured in terms of logarithms, the latter effect can be calculated fromθ in table 5 as follows: Taking the estimated coefficient of 0.93 for all firms based on Kernel matching with a bandwidth of 0.06, the difference between the treated and comparison group can be calculated as 0.93 * exp(0.93) ≈ 2.4 percentage points. Alternatively to R&D intensity as private sector outcome variable, we also use the binary dummy variable for patent applications. The results in table 5 show for the sample of all firms that the probability for a treated firm to apply for a patent is about 20 percentage points higher relative to the comparison group. We then estimate the causal impact of funding for three different subgroups of SMEs. Starting with medium sized firms, measured in terms of 51 to 250 employees, table 5 shows that the effect on private R&D intensity is also significantly positive, but smaller compared to the average of all firms. We estimate a difference in the R&D intensity of about 1.7 to 1.8 percentage points. The increase in the probability for patent application is slightly bigger compared to the average of all firms (around 23 to 24 percentage points). While the effect for small firms with 11 up to 50 employees is found to be in line with the average estimate for all firms (around 2.9 percentage points for R&D intensity, 24 percentage points for patent activity), the results for the subgroup of micro firms with up to 10 employees are rather specific: Here we estimate a much higher increase in the R&D intensity (more than 6 percentage points), while we do not observe any significant difference in the patent activity relative to the comparison group of non-subsidized micro firms. 14 The latter insignificant result for very small firms may reflect differences in the innovation strategies between small and large firms. Conte & Vivarelli (2005) , for instance, find for Italian micro data between 1998 and 2000 that large firms heavily rely on own R&D innovative effort, while small firms more actively participate in cooperation agreements and business groups including the acquisition of external technology in the process of developing product and process innovations rather than choosing costly and time consuming patent strategies. Ball & Kesan (2009) argue that due to high transaction costs of litigation, small firms may not be able to effectively monitor their patent rights and thus consequently choose not to apply for patents at all. Both observations give a qualitative argument, why input and output related R&D activity measures react differently to the policy stimulus by firm size. 9 One should thus be careful, in using the latter result as an argument in favour for policy ineffectiveness of R&D subsidies. The strong increase in the R&D intensity for micro firms rather hints at a large leverage effect in terms of crowing-in private R&D inputs by the grant schemes. This latter high outcome difference in turn is likely to be driven by firms that start R&D activities for the first time (induced by public fundings), which is likely to be associated with a certain threshold effect.
Robustness Checks
To check the sensitivity of the results with respect to the chosen matching routine, we use a broad set of alternative weighting schemes for the matching procedure. The results for R&D intensity are shown in table 6 and for patent activity in table 7. We apply stratification matching, k = 5 nearest-neighbor matching with an additional caliper restriction in terms of one fourth of the standard error, as well as Mahalanobis metric distance matching. The latter algorithm allows including additional matching information besides the propensity score (such as the 2-digit industry classification and firm size categories). All the procedures are again subject to the common support restriction. Table 6 and Table 7 show that the results are very stable for different weighting schemes. With respect to R&D subsidies we find a statistically significant result for combinations of sample design and chosen matching routine. Depending on the weighting scheme, the overall effect for the sample of all firms varies from 2.4 to 5 percentage points (with the highest effect found by the 5-nearest neighbor routine). Moreover, as highlighted in figure 1 , all matching routines uniformly estimate the effect for micro firms to be higher compared to the samples of all, medium sized and small firms. For patent activity the estimated outcome difference for all firms varies between 20 and 27 percentage points and is also highly significant for all matching routines. Also, all algorithms report insignificant results for the sample of micro firms. Note: ***, **, * = denote significance levels at the 1%, 5% and 10% level respectively. For the kernel matching we use the Epanechnikow kernel as default. P S denotes Propensity Score. Standard errors in brackets. Note: ***, **, * = denote significance levels at the 1%, 5% and 10% level respectively. For the kernel matching we use the Epanechnikow kernel as default. P S denotes Propensity Score. Standard errors in brackets.
Since the econometric literature does not offer clear cut guidance with respect to the preferable matching estimator in empirical applications, we finally calculate a mean estimator defined as equally weighted average over all matching algorithms according to θ mean = 1 N N i=1θ i with i as number of matching estimators (in our case i = 6). The results, together with their t-statistics, are reported in table 8. For the sample of all firms we get a mean estimate for the R&D intensity of about 3.7 percentage points, which comes pretty close to the findings in Almus & Czarnitzki (2003) as well as Czarnitzki & Licht (2006) , who find an increase of roughly 4 percentage points for the R&D intensity in East Germany between 1996-1998 and 1994-2000 respectively. The estimated mean effect for patent activity is 21.6 percentage points and also comes close to the marginal effect of 22 % reported in Czarnitzki & Licht (2006) . The mean effect for micro firms is with 7.4 percentage points the highest, for small firms with 11 up to 50 employees we get an increase of 3.7 percentage points, for medium sized firms up to 250 employees a moderate effect of 2 percentage points. The effect on patent activity varies between 21 and 28 percent for small, medium and all firms. Only for micro firms the effect is estimated to be statistically insignificant. The mean estimation results thus qualitatively support the findings from the Kernel estimation shown above.
Using the estimated outcome effect from table 8, we derive a rough proxy for the leverage effect of the public funding on private sector R&D inputs. To do so, we take the mean R&D intensity for non-subsidized firms as benchmark level and compute the leverage effect as ratio of outcome effect (net of public co-financing) relative to the benchmark level. Since we are lacking information on the absolute amounts of public expenditures, we assume by 'rule-of-thumb' that the latter is about 50 % of the outcome effect. This approximation is a very conservative estimate, since it assumes that there is a strict linear relationship between private and public spendings in the determination of the firm's R&D intensity. That is, any second round effects of public subsidies on private inputs are ignored. For the full sample of all firms and small firms with size between 11 and 50 employes the results show that a doubling of public spendings also leads to a equiproportional doubling in private inputs. The impact is the highest for micro firms, indicating that a doubling of R&D subsidies, leads to a leverage effect of 250%Ėven if we reasonably assume that the share of public spendings for this subgroup is actually higher, let's say a 'rule-of-thumb' of 80 % public co-finaning, this would still yield a leverage effect for private inputs of roughly 100 %. The effect is the smallest for medium-sized firms up to 250 employees. However, as pointed out, these results should only be interpreted carefully as lower bounds of the actual leverage effect. Note: ***, **, * = denote significance levels at the 1%, 5% and 10% level respectively. Coefficients and t-values (in brackets) are calculated as mean estimates according toθmean = 1 N N i=1θ i with i as number of matching estimators (in our case i = 6) and similar for the standard error.
As a final robustness check, we also restrict our sample only to those firms, who are permanently performing R&D activity proxied by running an own R&D department. The motivation for this restriction is simply to 'raise the bar'. That is, since firms with permanent R&D activity should have an on average higher R&D intensity and probability for patent application, this will lead to a tighter selection of the comparison group and thus may shed additional light on the question of R&D policy effectiveness. As Czartnitzki & Licht (2006) argue, the latter setup is important since it compares treated and comparison firms that are more equal in their structural characteristics, nevertheless it is also likely to underestimate the effect of R&D promotion, as it is implicitly assumed that the subsidy alone is not able to motivate firms to start R&D activities.
Our results show that -both for R&D intensity as well as patent activity -we still estimate a significant positive impact of R&D subsidies supporting the general effectiveness of the analyzed grant schemes for the case of East Germany. As expected, the effect for R&D intensity is smaller compared to the case of the unrestricted comparison group. Whether this smaller increase may indicate a partial crowding-out of private spendings or simply underestimates the total effect, cannot be distinguished at this point. The estimated effect for the probability of patent applications is within the range of the outcome differences found for the full sample of all firms. Since both treatment and comparison group are rather small for permanently R&D active firms, a further disaggregation into SME subaggregates is not feasible. 
Conclusion
We have analysed the impact of public support schemes on private R&D activity for a large cross-section of East German firms in 2003. Using different matching routines to identify the causal effect of public funding, we estimate a significant positive effect of public support on private R&D activity. Our mean estimates show that subsidized firms have on average about 3.7 percentage points higher R&D intensity than non-subsidized firms. This result comes close to earlier findings reported in Almus & Czarnitzki (2003) as well as Czarnitzki & Licht (2006) , who find a roughly 4 percentage point higher R&D intensity for East German firms throughout the second half of the 1990s. Also, the estimated increase of 22 percentage points in the probability for patent application is similar to the result reported in Czarnitzki & Licht (2006) .
While our results may thus be seen as a backup and robustness check for earlier empirical evidence on East Germany based on a different dataset, so far no empirical evidence is reported with respect to the effectiveness of R&D subsidies for small and medium-sized firms. Here our study fills an important gap in the empirical literature. The focus on SMEs is particularly relevant for East Germany, since its regional innovation system is largely driven by the latter group. Our results show, that the positive effects found for the total sample of firms also hold for three subgroups of SMEs (micro firms with 1 up to 10 firms, small firms with 21 and up to 50 employees, as well as medium sized firms with 51 and up to 250 employees). Regarding the R&D intensity as outcome variable, the biggest increase is found for micro firms. Here the policy schemes seem to be particularly successful in activating firms to start R&D activity for the first time. For small and medium-sized firms the effect is also found to be positive but of smaller size.
With respect to patent activity, treated small and medium sized firms show a significant increase in the probability of patent application, while we do not find any significant effect for micro firms. The latter insignificant result may reflect differences in the innovation strategies between small and large firms, with very small firms choosing different innovation strategies rather than patenting (e.g. due to high transaction costs of litigation small firms may not be able to effectively monitor their patent rights and thus consequently choose not to apply for patents at all). It does not seem reasonable to take this result as an indicator for policy ineffectiveness.
We have also investigated whether subsidies add to private R&D inputs, when only those firms regularly performing R&D activity are analysed. Though the effect is smaller compared to the total sample of all firms, the significant positive findings hold both for the R&D intensity as well as patent activity. Finally, we aimed at proxying the leverage effect of public subsidies on private inputs. Using the mean of non-subsidized firms as a benchmark level and a 'rule-of-thumb' for public co-financing, we get that a doubling of public subsidizes also leads to an equiproportional increase in private R&D spendings. This effect is even higher for micro firms. Taken together, our results hint at the complementary nature of public subsidies to private sector R&D activity in the East German regional innovation system, which is mainly driven by innovative small and medium-sized firms.
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A Testing for Sample Representativeness
Testing sample representativeness is an important pre-condition for empirical application. We use both graphical and statistical approaches to check for the representativeness of the GEFRA Business Survey. To start with, figure A.1 plots the proportion of firms for the size classes "up to 50 employees", "between 50 and 250 employees" as well as "more than 250 employees" in the GEFRA Business Survey as well as the total population of firms in the Manufacturing Sector in Thuringia for the year 2003. As the figure shows, though the response rate of small firms in the survey is somewhat smaller compared to the actual population of firms in Thuringia and Germany, however the GEFRA Business Survey still covers a very large number of firms with up to 50 employees. Additionally, figure A.2 plots the proportion of firm for each 2-digit manufacturing subsector relative to the total manufacturing sector for both the sample distribution and the total population of all firms in Thuringia for the year 2003. As the figure shows the sample distribution closely follows the pattern of the total population of Thuringian employees in descending order of their relative importance. Next to the above described descriptive statistics we also test for sample deviations from the total population using a standard Z-statistic based test, which compares the sample distribution relative to the overall distribution of the population. Since the total population of Thuringian Manufacturing Sector firms in 2003 is known the proportion based test is given by:
where ρ is the sample population proportion, P is the population proportion and σ ρ is the standard error of the proportion given by σ ρ = P (1−P ) n , where n is the number of observations in the respective (sub-)sample. We apply the test for for sample and population proportions of each 2-digit industry. Table A .1 plots the respective sector shares together with the standard error of the sample proportion and the corresponding Zstatistic. As the results show, the Z-statistic indicates a statistically significant deviation of the sample distribution from the overall population only for one single sub-sector, WZ28 "Manufacture of fabricated metal products, except machinery and equipment" being overrepresented in the GEFRA Business-Survey. However, taken together the results support the representativeness of our survey data.
ii Note: ***, **, * = denote significance levels at the 1%, 5% and 10% level respectively. The test is based on the sectoral propotion of employees in the total population and sample proportion. For details about the applied Z-statistic see text.
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B Supplementary Descriptive Statistics
