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Abstract
We investigate automating the task of segmenting structures in head and neck CT
scans, to minimize time spent on manual contouring of structures of interest. We focus
on the brainstem and left and right parotids. To generate contours for an unlabeled
image, we employ an atlas of labeled training images. We register each of these images
to the unlabeled target image, transform their structures, and then use a weighted
voting method for label fusion. Our registration method starts with multi-resolution
translational alignment, then applies a relatively higher resolution affine alignment. We
then employ a diffeomorphic demons registration to deform each atlas to the space of
the target image. Our weighted voting method considers one structure at a time to
determine for each voxel whether or not it belongs to the structure. The weight for a
voxel's vote from each atlas depends on the intensity difference of the target and the
transformed gray scale atlas image at that voxel, in addition to the distance of that voxel
from the boundary of the structure. We evaluate the method on a dataset of sixteen
labeled images, generating automatic segmentations for each using the other fifteen
images as the atlas. We evaluated the weighted voting method and a majority voting
method by comparing the resulting segmentations to the manual segmentations using
a volume overlap metric and the distances between contours. Both methods produce
accurate segmentations, our method producing contours with boundaries usually only a
few millimeters away from the manual contour. This could save physicians considerable
time, because they only have to make small modifications to the outline instead of
contouring the entire structure.
Thesis Supervisor: Polina Golland
Title: Associate Professor of Electrical Engineering and Computer Science
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Chapter 1
Introduction
In this thesis we explore a method for automatically segmenting anatomical structures
on CT scans of the head and neck. We begin by explaining the radiation therapy
motivation behind the task, followed by a brief overview of our approach. We discuss
the scope of our project, and finally outline the remainder of this document.
* 1.1 Motivation
Radiation therapy is an effective treatment for cancerous tumors, but because the ra-
diation is also harmful to healthy tissue, detailed treatment plans are necessary before
irradiation can begin. To begin planning a course of treatment, a 3-dimensional model
C10
Figure 1.1: Two example CT scans.
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is constructed using a CT scan of the patient. On this 3D model, the tumor is labeled,
along with any sensitive anatomy in the surrounding area. A complex optimization
algorithm uses these labels to compute a radiation plan that delivers the appropriate
dosage of radiation to the tumor without incurring too much damage to the surrounding
structures. Treatment can take anywhere from a few days to several weeks.
Currently, the 3D models are created manually. A trained technician or doctor must
sit down at a computer with the CT scan, and for each axial slice of the scan, mark
which voxels comprise each structure. This can take many hours. Figure 1.1 shows
cross sections of two example CT scans, central sagittal, coronal, and axial slices.
The goal of this project is to automate this labeling process, at least partially, to
save valuable hours of doctors' time, and potentially also reduce cost to patients. We
focus on labeling the parotid glands and brainstem in CT scans of the head and neck,
but the methods are applicable to other anatomical structures. Even if an automatic
labeling of a scan is incomplete or imperfect, it can take less time to correct a labeling
than to produce one manually from scratch.
* 1.2 Scope
In this work, we explore a multi-atlas registration technique most similar to Depa '10
[4]. The atlas is composed of several manually labeled CT scans which we register to
the target image. For deformable registration, we employ the diffeomorphic demons
registration algorithm [16] after affine alignment. In addition, we experiment with a
few different preprocessing steps involving cropping and intensity modification. Finally,
we compare voxel-wise voting methods for label fusion.
Specifically, we apply this multi-atlas method to segment the left and right parotid
glands because they are particularly challenging due to the high variability in their
shape and size between patients, as shown in Figure 1.2. The contour of the right
parotid is shown in green. In addition, we applied our method to the brainstem. This
structure has less anatomical variation from patient to patient, however, its tissue den-
sity is more similar to that of the tissue surrounding it. It therefore poses a different
challenge for our segmentation method.
12
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Figure 1.2: The left parotid.
(a) Manual Segmentations (b) Automatic Segmentations
Figure 1.3: 3D renderings of our segmentation results.
We perform experiments on a dataset of sixteen manually segmented images. To
evaluate the results, we compare the automatically estimated segmentations of the three
structures to the manual labels using metrics for volume overlap and distances between
the contours. An example segmentation can be seen in Figure 1.3.
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* 1.3 Overview
In the remainder of this document, we first discuss prior work in medical image segmen-
tation. Chapter 3 explains the details of our method, focusing primarily on technique
and only briefly describing implementation. In Chapter 4, we first describe the dataset
and our experimental design. Then we present our results with plots and images, ex-
plaining their significance. In the last chapter, we discuss our contributions and draw
some conclusions. Lastly, we suggest some specific areas for further research.
Chapter 2
Background
Image segmentation is the task of labeling a particular region in an image, such as an
object in the foreground of a 2D image, or in our application, 3D anatomical struc-
tures. Image segmentation is a well studied problem in computer vision, with a variety
of applicable methods. Some of the most naive image segmentation techniques involve
simple intensity thresholding [11]. These techniques partition the image by selecting
an intensity range, and determining that everything within that range should have
the same label. Slightly more sophisticated methods take into account location data,
enforcing contiguity of contours. Other methods employ clustering algorithms, using
features such as intensity and location, to create similarity graphs. Unfortunately, these
methods are not particularly effective for our purposes, because many structures consist
of similar tissues and thus exhibit the same intensity in the images.
Another approach for segmenting anatomical images uses a canonical model for
what the target structures are known to look like and where they are located in the
average subject [10]. These models are then aligned or registered to their respective
structures in the target image. While these methods are often effective for localizing
the position of the target structures, they do not always do a good job of discovering
the boundaries of the structures. High variability in the shapes of anatomical features
between patients makes using a single anatomical model less feasible, because it is very
likely that the target structure will have a substantially differently shape from that of
the canonical structure.
To account for this inter-patient variability, multi-atlas-based segmentation neth-
ods can be used. Instead of assuming a single general model for all patients' structures,
multi-atlas-based methods take a set of previously segmented scans of subjects other
than the target subject, and use the intensity information from the images along with
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their labels to construct the label for the target structure. Multi-atlas techniques can be
broken down into two primary steps. First, the atlas images must be aligned with the
target image. This often involves both moving the subjects into the right position and
orientation, and non-rigidly deforming the images. The resulting registration transform
is then applied to the structure labels, moving them into the space of the target image.
Secondly, the multiple labels resulting from the registration step must be reconciled to
form a single structure label for each pixel in the target image. This step is commonly
referred to as label fusion.
* 2.1 Registration Method
One of the most important parts of atlas-based segmentation techniques is which reg-
istration method to use. Almost all methods begin with an initial non-deformable
transformation step, to align the subjects at the same location in the same orientation.
This can be accomplished using a well known optimization method such as gradient
descent. The choice of metric to be minimized can have a substantial impact on the
effectiveness of this registration step. Most techniques employ some combination of
Mutual Information (MI) [18] and Sum of Squared Differences (SSD) [14] of the inten-
sities of the moving and target images. For example, Han '10 [7] registers each atlas
image to the target by iteratively optimizing a weighted sum of the mutual information
metric and a normalized-sum-of-squared-differences metric.
Another variation in registration method is the direction of registration. Most of-
ten atlas images are registered directly to the space the target image, however, each
of these registrations can be computationally expensive. To compensate for this, some
methods register all images to an average common space [13] [8]. Thus when a new
target image is received, only the registration of the target to the common space must
be computed, because all the atlas registrations could be done ahead of time. In ad-
dition to saving time, this method has the benefit that most images are likely more
similar to the average image that they are registering to than they would be to any sin-
gle image. Registering two more similar images can yield a more accurate registration.
However, if the target image is particularly far from the average image and there were
atlas images that were more similar to the target image, we cannot take advantage of
that similarity like we could if we were registering the atlas images directly to the target.
16 CHAPTER 2. BACKGROUND
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Arguably the most important part of registration is the non-rigid deformation
method. There are many techniques to choose from, such as cubic B-spline [9], lo-
cally affine [3], and contour-based methods [1]. In this work we use a diffeomorphic
demons registration [15] for non-rigid registration, after performing affine registration
first. It is also possible to use a combination of these methods, for example, beginning
with a locally affine approach and refining with a contour based method [7].
* 2.2 Label Fusion
The next step in multi-atlas-based segmentation methods after registration is label fu-
sion, which determines a single label for each structure in the target image from the
potentially multiple labels resulting from registering the atlas images. One of the sim-
plest ways to do this is to select a single atlas whose transformed structure label will
act as the label for the target image. There are many ways to select this single atlas
image. For example, mean squared error (MSE) of intensity values in the registered
atlas image and the target image can be a good indicator of how well the two images
registered. We would then select the atlas image with the lowest MSE because the
structure is probably most similar to the target's structure in the atlas image that is
close to the target image in intensity. Any number of complex metrics to select a single
atlas image may be devised. Selecting only one atlas image is based on the assumption
that some atlas image has a structure very similar to the target structure.
By selecting which atlas label to use locally instead of globally, we can take advan-
tage of local similarity between the target image and each atlas image. One way to do
this is a voxel-wise vote, where we look at the problem as selecting the correct label
(i.e., structure or background) for each voxel separately. Each transformed atlas struc-
ture can then be seen as casting a vote for each voxel. A simple way to reconcile these
votes would be a simple majority vote, where the final label for a voxel is determined
by which label has more votes from the transformed atlas structures.
The next logical extension would be to employ weighted voting. This can be done
at the level of the entire atlas image, assigning the same weight to every voxel of the
atlas image based on the similarity between the atlas image and the target image. Al-
17
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ternatively, it can be done locally, for example, separately at each voxel. One popular
technique for doing this is the STAPLE algorithm [7,17]. STAPLE was initially devel-
oped to assess the accuracy of several different segmentations for the same structure
in an image by effectively inferring a ground truth segmentation for the image. This
is done using expectation maximization to jointly estimate a specificity and sensitivity
parameter for each individual segmentation along with the ground truth segmentation.
Other methods calculate weights for each atlas structure at the voxel level directly
[4,13]. These methods look at each voxel and assign a weight from each atlas based on
features like local intensity similarity.
Chapter 3
Methods
* 3.1 Overview
Our multi-atlas segmentation method starts with an atlas of N images, {11, I2...IN)
and their labels for the relevant structure {L 1, L 2 ... LN}. Inl(x) is the intensity of voxel
x in atlas image n; La(x) = 1 if the voxel is part of the structure and L"(x) = -1
indicates that it is not. Given an unlabeled target image I, we register every atlas
image to the target image. Thus we calculate the transform 0n that describes how to
deform atlas image In to the target image I. We then apply the transforms en to the
label image Ln, resulting in N transformed labels for the target structure in the space
of the target image. This process is illustrated in Figure 3.1, where we see three atlas
subjects aligning to the target subject in (a), and then the transformed atlas labels
superimposed on the target in (b), ready for label fusion.
(a) Registration (b) Label Fusion
Figure 3.1: An illustration of the multi-atlas segmentation method.
To fuse these N labels for the structure into a single label for the target image,
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we use a voxel-wise weighted voting algorithm. The algorithm takes into account both
the local similarity in intensity of the two images, and the distance from the structure
boundary in the transformed atlas image.
N 3.2 Preprocessing
Because the location of the cancerous region is different in each patient, the acquired
CT images often have very different fields of view. Not all contain the same regions of
the patient. In addition, some have artifacts like the couch of the scanner, which can
mislead the registration algorithm and are irrelevant to the information of interest, the
anatomical structures. Thus, we apply preprocessing to ensure that the assumptions
the registration method is making about the similarities of the images are correct.
* 3.2.1 Cropping
The first preprocessing step that we explored was cropping the images. Head and
neck CT images usually include a significant portion of the shoulders. Because all the
structures of interest are within the skull and only slightly below, the shoulders were
unnecessary. In addition, they sometimes cause a misalignment of the skull, because
not all patients have the same angle between their head and shoulders. This is still
somewhat of an issue in the neck, but is much less so because the neck is so much
smaller than the shoulders, and the intensity differences are not quite as pronounced.
* 3.2.2 Masking
To eliminate irrelevant artifacts and objects around the edge of the image, we applied
a cylindrical mask inscribed in the volume of the image. This mask set the value of
all voxels outside the inscribed cylinder to the same intensity as air, about -1000 HU.
Figure 3.2 illustrates this process. In the first CT scan you can see the edges of the
couch at the right of the sagittal slice and the bottom of the axial slice. The yellow part
of the cylindrical mask leaves the image intensities as they are, while all voxels in the
black region are set to the HU of air, which comprises most of the background already.
In the third image the couch has been masked out and can no longer be seen.
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Cylindrical Mask
After Masking
Figure 3.2: Cylindrical mask application.
E 3.3 Registration
After preprocessing, each atlas image I. must be separately registered to the target
image I. First we appy a non-deformable registration that moves each atlas subject
into the same location and position as the target subject. This step transforms the
image as a whole, translating, rotating, and stretching the image. Next we apply the
diffeomorphic demons registration to get the final deformation field #, which allows the
atlas image to move more freely so that it can better conform to the shape of the target
Sec. 3.3. Registration 21
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(a) Before registration. (b) After affine alignment. (c) After demons registration.
Figure 3.3: Registration process.
subject. In Figure 3.3, an example atlas image (in green) is overlaid on the target image
(in magenta) at three points during registration. Gray indicates where the intensities of
the two images are similar, green shows areas where the atlas image intensity is higher,
and magenta indicates where the target image intensity is higher.
* 3.3.1 Non-deformable Registration
The aim of the non-deformable registration step is to move the atlas image so that the
subject is in the same basic position as the target subject. We first apply simple trans-
lational alignment, shifting the image in the x, y, and z directions until the subjects are
maximally overlapping. We use the sum of squared differences between the intensities
in the atlas image and the target image as a metric for this overlap. The actual amount
that the atlas image must be shifted in each direction is found using gradient descent.
We experimented with starting with rigid alignment, which allows for rotations in
addition to translations. However, this was too unstable and would often result in ex-
treme rotations of the patient. When we first translate the subjects into the correct
position, gradient descent for affine alignment is more effective. Affine registration al-
lows rotations, scaling, and shearing. This permits us to compensate for differences in
the angle of the subject's head and in the overall size of the patient. In practice, very
little shearing occurs.
Both of these registration steps are performed at multiple resolutions. That is, be-
fore performing gradient descent at the full resolution of the image, the atlas image and
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target image are subsampled at a lower resolution and the registrations are computed
on those smaller images. When the registration is computed at the next resolution
level, the atlas image starts from its transformed position estimated in the previous
step. This helps prevent gradient descent from getting stuck in local minima.
These registration steps are performed using Plastimatch's [12] implementation of
multi-resolution registration via gradient descent.
* 3.3.2 Deformable Demons Registration
After Affine Alignment
After Demons Registration
Figure 3.4: The demons algorithm applied to the left parotid.
Once we have the subjects in approximately the same position, we can start to de-
form them to improve the alignment of individual parts of their anatomy [15]. These
deformations are necessary because there is a lot of variation in the shape and relative
size of anatomical features. For example, some people's eyes are farther apart than
others. This deformable registration step allows us to account for all the inter-subject
variability in the shape of the target structures such as the parotid. The diffeomorphic
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demons registration allows us to correct these differences in proportion while maintain-
ing smoothness and structure in the image.
Figure 3.4 illustrates the effect of the demons algorithm on a left parotid. The
grayscale images are the sagittal, coronal, and axial slices of the target image surround-
ing the parotid, outlined in pink. The green outline on the upper three images shows
a transformed atlas structure after affine alignment. In the bottom images, the result
of the non-rigid demons transform applied to the affinely aligned structure is shown in
green.
Demons registration works iteratively, updating a velocity field that deforms the
moving atlas image along the intensity gradient of the target image. This field is
calculated by finding the velocity field u that optimizes the following energy function:
E(I, I1, #, u) =_ ||I - I" o # o exp (U)||12 + IlUl 12 (3.1)
were I and In are the target and atlas images respectively, # is the transformation
estimated at the current iteration, and exp(u) is the deformation field that corresponds
to the velocity u. We then smooth the resulting velocity field u by convolving it with
a regularization kernel, and iterate.
We employ a multi-resolution scheme for demons registration as well. The registra-
tion algorithm will push too far along inconsequential gradients if allowed to run for
too long. That is, it will pick up on intensity differences that are not indicative of any
anatomical structure in the image. To allow for the most flexible, smooth registrations
we first perform alignment at lower resolutions to move larger regions of the patient to
overlap, and then increase the resolution to localize the boundaries with better preci-
sion. This way we can deform the image far from its initial position without introducing
too much non-linearity in the deformation field.
For the diffeomorphic demons registration, we use the Insight Toolkit implementa-
tion of the symmetric log-domain diffeomorphic demons algorithm [6].
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N 3.4 Label Fusion
Registration produces N transformed structure labels L4 = L, o #,, one from each
atlas subject and corresponding deformation. Figure 3.5 shows how these N labels do
not agree on the same label for each voxel. Our goal is to find a single label L for the
structure in the target image. We must then decide how to fuse these N suggested
segmentations into a single label.
Figure 3.5: Transformed atlas labels failing to align.
We determine for each voxel whether or not it is in the target structure. The prob-
lem then reduces to a voxel-wise decision on how to integrate the N binary indicators
from each of the transformed atlas structures into a single label L(x).
* 3.4.1 Weighted Voting
In deciding on the label L, we weight the votes from each atlas image, to give higher
weight to images that we believe are more likely to indicate the true target label. While
we can not know directly which structures are better aligned, we can use clues from
the intensities of the images. The idea is that when the images are better aligned their
intensities will be more similar, and when they are poorly aligned the intensities likely
will not match.
In addition to this weighting based on differences in intensity, we also consider the
distance from the boundary of L,,. The intuition here is that we are less certain about
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labels on voxels near the edge of a structure. This is because boundaries are where
human error can occur in drawing manual labels on the axial slices.
We select the label for each voxel by choosing the label that maximizes the joint like-
lihood of the label and the intensity of the target image, given the label and intensities
of all the transformed atlas images.
Vote(x) = max{pi(x), p 1 (x)} (3.2)
N
p (x) = p (I (x)|IIn, #n)p (L (x) = 11lLn, On) (3.3)
n=1
The first term of pl represents the difference in intensities. It is equivalent to the
probability that one intensity was generated from the other. That is, I(x) is sampled
from a Gaussian distribution centered at (In o #n)(x). This probability is lower if the
intensities are very different.
p(I(x)In, #n) - e xp(- 2x) (In 0 O)(X))2 (3.4)/27jr2 2a-
The second term encapsulates the distances from the contour of the atlas structure.
It gives an exponentially lower weight to voxels that are very near the boundary of Ln,
the transformed structure from atlas image n. p is the rate parameter of the exponential
distribution.
exp(pD' (x))
p(L(x) = llLi, #n) = _n (3.5)
exp(pDI(x)) + exp(pD '(x)))
D'(x) is the signed distance transform, defined as the minimum distance from x to
a point on the boundary or contour of Ln, denoted C(Ln). We let D'(x) be positive
if Ln(x) = 1, meaning that x is within the structure, and negative if 4n(x) f 1, x is
outside the structure. The superscript 1 indicates which is the structure of interest.
D,(x) = n(x) * l * min dist(x, y) (3.6)
yEC(L")
where dist is the Euclidean distance between voxels x and y. This term is illustrated
in Figure 3.6. For a voxel x, we see the distance d - D (x) is the distance from x to
the closest point y on the boundary of the structure Ln.
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Figure 3.6: Boundary distance illustration.
* 3.4.2 Thresholding
Initial experiments revealed that strictly maximizing Vote(x) resulted in consistent
undersegmentation of the target structure. To compensate for this, we introduce an
additional parameter t as a threshold for the likelihood. When we maximize Vote(x)
we calculate values pi and p-1 for L(x) = 1 and for L(x) = -1, respectively. If we
normalize p1(x) and p-1 (x) such that we have p1 = , we are effectively thresh-
olding the P (x) at }. By varying the threshold t we can make it more likely to select
L(x) = 1 to overcome the undersegmentation.
For each structure that we are attempting to segment in the target image, we use
this weighted voting method at each voxel x to determine whether or not that voxel is
part of the structure. This leaves us with a single label, indicating a set of voxels, for
each anatomical structure in the target image.
Sec. 3.4. Label Fusion 2'f
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Chapter 4
Experiments
In this section we describe the dataset used in evaluating the methods, and explain the
setup of the experiments. We then present the results.
N 4.1 Dataset
We evaluate the method on a set of sixteen CT scans of the head and neck, each one
depicting a different patient. Each image was labeled by a trained anatomist for treat-
ment planning. There were over 60 unique structures labeled across the patients, but
most patients have only a subset of all 60 labels, depending on which structures were
most relevant for that patient's treatment.
* 4.1.1 CT Scans
Computed tomography (CT) scans are comprised of multiple axial slices of the subject.
These slices are generated by shooting X-rays at the patient in the plane of the slice.
The image for each slice can then be reconstructed algorithmically based on how much
of the X-ray is blocked at each point along the perimeter of the slice. These slices are
then combined to form a three-dimensional image.
Each voxel in the resulting image contains a single value representing the radio-
density of tissue at that position. The units of this value are Hounsfield units (HUs),
where -1000 is the density of air and 0 is water. The scale is cut off at 3000 which is
about the HU of dense bone. Soft tissue, which comprises most of the structures we
are interested in ranges from -300 to 100 HUs.
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Figure 4.1: Histograms of structure intensities.
Figure 4.1 shows the intensity distribution within each structure, brainstem and
parotid glands, for each of the sixteen images. For each structure, these boxplots show
the intensity distribution of a 250 voxel sample of voxels within a 3mm margin inside
the boundary of the structure. The plots are sorted by median intensity. These inten-
sities coincide approximately with reported soft tissue regions, but more notably, the
intensities within the structures are very different. That is, they differ more from pa-
tient to patient than the intensities differ within any given patient's region of interest,
and likewise for the surrounding tissue.
Each image consists of somewhere between 80 and 200 axial slices, each containing
512x512 pixels. The number of slices varies from patient to patient because not all
images include exactly the same field of view. For example, some images are truncated
at the top of the skull while others include the entire head. Also, some scans include
the patients' shoulders while others stop at the neck.
The resolution of the images is slightly different for each patient, but is usually
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Figure 4.2: A labeled CT scan.
around .9mm per voxel in the axial plane, except for one patient whose resolution is
only .48mm/voxel. Each slice is 2.5mm thick. Each of the labels is a separate image with
the same resolution and dimensions as its corresponding patient's CT scan. The labels
contain only binary values, simply indicating whether or not each voxel is contained
within the relevant structure. All sixteen images have all three structures labeled,
except Patient 15, whose right parotid has been consumed by a tumor. Figure 4.2
shows cross sections of a CT scan with brainstem (cyan), left parotid (green), and right
parotid (magenta) labels overlaid.
M 4.2 Experimental Setup
We perform sixteen experiments in which we remove the labels from one of the images
and use the other fifteen images as the atlas. We then evaluate the results of voting us-
ing the Dice score [5], Hausdorff distance [2], and median distance between boundaries,
as explained below.
M 4.2.1 Evaluation
Because we have manual labels for all patients, in each experiment we compare the esti-
mated label with the manual one. We employ several metrics to provide a quantitative
evaluation of the segmentation accuracy.
Dice
The Dice score is a general metric for representing the similarity of sets.
Dice(A, B) - (4.1)|AI+ |B|
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(a) Dice Score (b) Hausdorff Distance
Figure 4.3: Illustrations for Dice and Hausdorff metrics.
In our case A and B are the two labels we are attempting to compare, the manually
labeled structure and the automatically estimated label for the same structure. We
consider them as sets of unique voxels contained within the structure. The Dice score
can be thought of as a measure of volume overlap between the two labels. Figure 4.3(a)
illustrates the Dice score for two 2D triangles. The metric indicates the ratio of the
area of the overlapping region of the triangles and the sum of both their areas.
Distance Metrics
While not a true distance, because it is not symmetric, the Hausdorff distance indicates
the maximum distance between the contours of the two structures:
Hausdorff (A, B) = max D (4.2)
xEC(A)
where C(A) is the contour of label A. DB(x) is the minimum distance from voxel x
to the nearest point in the contour of B. The Hausdorff distance is then the maximum
of these distances over the points in the counter of A, C(A).
In addition to this maximum distance, it can also be useful to look at the median
distance between the two boundaries. This gives us a better idea of how close the
boundaries are in general, while Hausdorff just gives us the worst case.
Figure 4.3(b) illustrates the Hausdorff distance. We can see how the asymmetry
arises, where Hausdorff(A, B) # Hausdorff(B, A). This is because the point on the
contour of B, b, farthest from any point, a, on the contour of A, may be closer to
another point on C(A), a'. Thus, the Hausdorff distances can be different.
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Because the Hausdorff and median distance metrics are not symmetric, we summa-
rize the scores by taking the maximum of Hausdorff(A, B) and Hausdorff(B, A) and
the average of the two median distances.
U 4.2.2 Parameter Selection
Voting Parameters
The two parameters for the voting method, the intensity difference standard deviation
a and the contour distance scaling p, needed to be set. In addition, we had to set the
threshold t for Vote(x).
For each experiment, we ran a grid search of the parameter space, calculating average
Dice and Hausdorff metrics for voting on each of the remaining fifteen images, using
the last fourteen as the atlases.
Dice Score
1 0.76
2 0.75
4 0.74
6 0.73
7 0.72
10 0.71
2020 0.7
50 0.69
5 25 50 70 100 150 175 200
Hausdorff Distance (mm) Median Contour Distance (mm)1 16 1 2
2 2 2.02
4 17
4 18 4 2.04
6
0- 19 6 2.06
20 2.08
10 1
20 21 20 2.1
50 22 2.12
- '" '0 E DU iU 1UU 15u 17C
Figure 4.4: Voting parameter selection colormaps.
For the threshold t, a value of 0.2 was consistently optimal across all selections of the
other two parameters. Results of voting for different values of a and p with t = 0.2 are
shown in Figure 4.4. The colormaps show, for an example target image, the mean Dice
scores, Hausdorff distances, and median contour distances for the left parotid, using
different values of a and p, with t = 0.2. Each mean was calculated from the results of
15 voting experiments, using an atlas of 14 images.
Because maximizing the three metrics yields different values for a and p, we selected
values where the hot spots of the colormaps coincided, with high values for Dice scores
and low values for distances, resulting in values around a = 150 and p = 20 for the
parotids, indicated by the black square in the colornaps, and a = 50 and p = 3 for the
brainstem.
Registration
The registration method did not lend itself as easily to simple parameter grid search
because there were too many parameters, when considering which type of registration
to do at each step, at what resolution, and for how many iterations. Thus, we trained by
hand on a subset of five images, computing 20 pairwise registrations for each parameter
setting. We began by finding resolutions and iteration levels for translational alignment
alone, and then moved on to affine. We evaluated the optimality of a given registration
by calculating the average Dice and distance metrics between the transformed atlas
structures and the manually labeled target structure.
Number of Iterations at Each Resolution Level
Registration Type 40x40x10 10x10x4 4x4x2 2x2x1 1xix1
Translational 30 30 30 None None
Affine None 10 30 None 30
Demons None None 20 20 50
Table 4.1: Registration pipeline.
Once we found a good pipeline for non-deformable registration, we optimized the
demons registration. For the additional parameter s for the smoothness regularization
kernel, we found a smoothness of s = 3 to produce the best label overlap measured by
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the Dice and distance metrics, on the same subest of five images.
The registration pipeline we used is summarized in Table 4.1. It shows, for each type
of registration, the number of iterations run at each resolution. Resolution is shown as
XxYxZ for subsampling rate in millimeters, in the X, Y, and Z dimensions. The steps
were run in the order listed in the table.
* 4.3 Results
This section presents the results of the sixteen voting experiments, using the registra-
tion method described above.
* 4.3.1 Voting Results
The results of the experiments are shown below in Figure 4.5 compared to the results
of using a simple majority voting scheme. The blue bars indicate the average results of
weighted voting, the red indicate the same for majority voting. The black error bars
indicate the standard deviation of the results. Both methods are fairly comparable in
their performance across all metrics in all three structures.
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Figure 4.5: Weighted versus majority voting results.
N 4.3.2 Single Atlas Results
In Figure 4.6 we compare the results of weighted voting to Dice and distance metrics for
using a single atlas. That is, for each target image, we evaluate the fifteen warped atlas
labels, and compare those distributions, shown as boxplots, to the results of voting,
the pink circles. The label produced by the weighted voting method does consistently
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than any single atlas could have done in terms of Dice score in almost all cases.
does consistently better than the median single atlas for the distance metrics.
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Figure 4.6: Single atlas boxplots vs. voting results.
This result suggests that adding more atlas images might be helpful, because the
voting method is capable of doing consistently better than the median of all single at-
lases. With more training subjects in our atlas, it is likely that a single atlas image will
correspond very well to the target image, which will in turn improve the performance
of the voting result.
* 4.4 Segmentation Examples
Here we present several examples of the voting algorithm in action and discuss the
results.
Figure 4.7 illustrates the undersegmentation of the weighted voting algorithm com-
pared to a simple majority voting scheme, where each atlas image has the same weight
at each voxel. The upper images show the values of P1 for voxels in sagittal, coronal,
and axial slices of the left parotid from Patient 5. Brighter colors of magenta indicate
higher probability of being included in the structure. Similarly for the lower images, the
colors indicate the proportion of atlas images that voted for each voxel to be included
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Figure 4.7: Comparison of majority and weighted voting probability values for the left
parotid.
in the structure. The manual contour is shown in green, and a bright pink contour
indicates the contour resulting from thresholding the weighted and majority votes at
t = 0.2 and t = 0.5 respectively. While the majority voting probabilities fade smoothly
from zero to a wide plateau of values greater than 0.5, the weighted voting probabilities
increase sharply just inside the contour of the manual label and then maintain a higher
plateau within, closer to 0.8. This is due to the contribution of the distance term to the
weight of an atlas image's vote at a given voxel. Because the voxels closer to the edge
of target structure are likely to be near the edge of the transformed atlas structures,
they have lower weight, and consequently have a lower probability of being assigned as
part of the target structure.
In Figure 4.8 the contours of segmentations resulting from three different values of
the threshold t. The intensity map beneath the contours indicates the values of Pi for
the corresponding voxels. The outermost contour in green is the contour resulting from
t = 0. In addition the manual contour is shown in blue. This segmentation includes all
voxels that had a value of Pi > 0, meaning they were classified as part of the structure
by at least one warped atlas label. The innermost contour in yellow is the contour of
the segmentation resulting from a threshold of t = 0.5. This segmentation is clearly
much smaller than the segmentation illustrated by the blue contour. The pink contour
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Figure 4.8: Contours for different values of t in weighted voting for the left parotid.
outlines the boundary of the region thresholded at t = 0.2, which we found to be most
similar to the manual segmentation.
Voxels in the target structure that were not included in at least one transformed
atlas structure are particularly problematic. This is because it is impossible for the
voting algorithm to classify them as part of the target structure because none of the
atlas images are voting to include them. The registration step would need to be changed
to potentially include these voxels. Fortunately, only a few images contain such large
regions of voxels in the target structure not in any transformed atlas labels. A worst
case example is shown in Figure 4.9, where the manual label is shown in green with
the t = 0 segmentation overlaid in magenta and the overlap shown in white. The green
region of the manual label is guaranteed to be excluded from the segmentation since no
atlas label includes it when registered to the target image.
Figure 4.9: Worst case undersegmentation.
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Chapter 5
Discussion and Conclusions
In this section we discuss the potential impact of this work and directions for future
research.
* 5.1 Contributions
Through this experiment in automatic segmentation, we have found that the method is
very accurate at finding the location of anatomical structures, though not as accurate
at delineating the boundaries of the structures. For radiation treatment planning, it
is important to know where the structures are, but it is also necessary to know the
contour with an error of less than a few millimeters. While our method often produces
results within this margin of error, we offer no way to tell, without manual verification,
when this is not the case. However, the manual verification and correction of existing
contours can take significantly less time than creating a contour manually.
The deficiencies of the method lie in its failure to identify the boundaries of struc-
tures. The root of this problem is in the registration step, in that many atlas images do
not align perfectly with the boundaries of the target structure. The demons algorithm
is powerful enough to recognize and accurately match these boundaries in many cases,
but it is difficult to find parameters that work uniformly across patients. This may be
due to the variation in intensity, because the velocity field updates are affected by the
difference between the two structures' intensities in the two images.
Ideally the label fusion method would be able to distinguish between patients whose
structure boundaries aligned correctly and those that did not, but this is not always
the case with our weighted voting scheme. While there is often a difference in intensity
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right on the boundary of the structure, the surrounding tissue can be of a very similar
density and image intensity. The voting method has no way to tell which side of the
boundary it is on, and while it may assign lower weight to voxels on the boundary
itself, which likely have a larger intensity difference, it will assign just as much weight
to a voxel on the wrong side of the boundary as to a voxel inside the structure. One
potential way to compensate for this would be to include a term in the voxel weight
proportional to its distance from a large intensity gradient in the target image, which
likely indicate boundaries. This would allow us to give higher weight to atlas images
whose boundaries aligned correctly by penalizing atlas labels whose boundaries do not
align with gradients in the target image.
* 5.2 Future Work
There are many extensions that could be made to this work, both to improve results
and to further analyze the challenges this application presents for segmentation meth-
ods. In this section we present some of the directions that promise to be most useful
for improving segmentation accuracy.
N 5.2.1 Intensity Normalization
One option that we explored was modifying the intensities of the atlas images prior to
alignment. Because the structures of interest consist of soft tissue and are primarily
surrounded by soft tissue, it would be ideal to enhance intensity differences in this re-
gion. This can be helpful in registration because intensity differences in the soft tissue
region will be penalized more heavily, forcing the registration algorithm to focus more
effort on aligning those regions correctly. In the weighted voting stage as well, these
enhanced intensity differences can help better indicate which atlas images registered
well and should be given higher weight.
To create this exaggerated soft tissue intensity contrast, we tried applying an inten-
sity mapping function, show in Figure 5.1, to all of the images before registration. The
parameters a, b, c, d and a', b', c', d' were set by examining the intensity distributions of
the regions surrounding and including the target structures.
42 CHAPTER 5. DISCUSSION AND CONCLUSIONS
d'
C
0.
al
a b C d
Input (CT) Intensity
Figure 5.1: A graph of the intensity transform.
Unfortunately, registration performed worse on the images after this transform was
applied. This is likely because the intensities across images are not similar enough for
the same types of tissue, and consequently, the intensity modification function exacer-
bates those discrepancies. Even though CT scans ideally produce absolute intensities
for the same densities across images, this is not always a safe assumption. Not all ma-
chines are calibrated correctly and identically, so the intensities may be linearly shifted.
To effectively apply this intensity modification, one would first have to normalize
the intensity distributions between the images. If the intensities of the images are scaled
linearly, it may be possible to rescale the images back into the same intensity space.
While it is not immediately obvious how to do this from the intensities of the structures
themselves nor from the intensity distribution of the whole image, it is likely that there
are regions of the image more consistent in density that would be better candidates for
determining intensity shifts.
In addition, we used ad hoc values for the parameters of the transform function,
selected from the known ranges of intensity for soft tissue in CT scans, which did not
correspond exactly to the intensity distributions (Figure 4.1) of the structures in our
dataset. If these parameters were found more methodically from the intensity distri-
butions of the images and their structures, the transform function may have a more
positive impact, because it is actually focusing on the intensities of the relevant struc-
tures.
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* 5.2.2 Adaptive Standard Deviation Demons
The smoothness of the demons algorithm is based on the global standard deviation of
the image. To make the deformation flexible enough in the soft tissue region of the
image, we are also allowing for even more deformation in other regions of the image
where the difference in intensities is more pronounced. If we could set this smoothness
parameter based on a local standard deviation instead of the global standard deviation,
it may lead to a better registration result.
* 5.2.3 Weighted Voting Improvements
In the weighted voting algorithm, we only take into account the difference in intensities
at the exact voxel that we are weighting. We might get a more robust signal by looking
at a neighborhood of intensities around the voxel in question. For example, we might
be able to tell if we were at a voxel near the edge of a structure in the target image,
which could be helpful in better segmenting the structure's boundary.
M 5.3 Summary
This work presents a system for labeling sensitive structures to plan for radiation treat-
ment therapy. When an unlabeled target CT scan is received, each labeled training
image is registered to the target subject. The atlas labels are then transformed by the
resulting deformation into the space of the target image. Finally, the weighted voting
algorithm is applied to these warped labels to determine the final label for the target
structure. The experimental results presented in this thesis show that the resulting
segmentations are often within only one or two millimeters of the manual segmenta-
tions. As such, the contours produced by this method can greatly aid doctors and save
considerable time when constructing models of patients for radiation treatment therapy.
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