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The Period Funtion of Seond Order
Dierential Equations
A. Raouf Chouikha
∗
Abstrat
We interest in the behaviour of the period funtion for equations
of the type u′′ + g(u) = 0 and u′′ + f(u)u′ + g(u) = 0 with a enter
at the origin 0. g is a funtion of lass Ck. For the onservative ase,
if k ≥ 2 one shows that the Opial riterion is the better one among
those for whih these the neessary ondition g′′(0) = 0 holds. In
the ase where f is of lass C1 and k ≥ 3 , the Lienard equations
u′′ + f(u)u′ + g(u) = 0 may have a monotoni period funtion if
g′(0)g(3)(0)− 53g′′2(0)− 23f ′2(0)g′(0) 6= 0 in a neighborhood of 0.
Key Words and phrases: period funtion, monotoniity, isohroniity,
Lienard equation, polynomial systems.
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1 Introdution
The general question of monotoniity of the period funtion has been treated
by several authors in the speial ase when the phase ow has a Hamiltonian
form. In partiular, there is the ase when the dierential equation is of
onservative Newtonian type
(Ec) x
′′ + g(x) = 0.
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For a review of the dierent riteria, one will be able to onsult the papers
[R℄, [C℄, [S℄, [Ch-C℄ and the referenes herein.
C. Chione [C2℄ points out a speial interest of the behavior of the period
funtion in understanding the Neumann boundary value problem x′(0) =
0, x′(T ) = 0. A solution of this problem orresponds to one of the periodi
orbits in the phase plane that starts at time t = 0 on the x-axis and re-
turns to the x-axis after time T . The monotoniity ensures the uniqueness
of the solutions with a xed number of nodes N , whih orresponds to suh
a periodi trajetory with minimum period
2T
N
. This situation may our for
autonomous systems other than onservative ones. The interval of values of
the period determines the interval of initial onditions for whih the equation
has a solution.
In outsides of this position, we know only little of ases, where the be-
havior of the period funtion perfetly is known as well as the isohroniity
of the enter.
The Lienard equation
(L) x′′ + f(x)x′ + g(x) = 0,
is not in Hamiltonian form and new result on the monotoniity of their pe-
riod funtion an appear partiularly interesting.
M. Sabatini [S℄ proved if the funtions f and g are analyti odd funtions
suh that f(0) = g(0) = 0, g′(0) > 0, the origin 0 is an isohronous enter if
and only if
g(x) = g′(0)x+
1
x3
[
∫ x
0
sf(s)ds]2
These hypotheses in partiular impose the strong ondition g′′(0) = 0. This
one will be the entral point of our disussion, where one will attempt to
overome this hypothesis.
Conerning the above problem, the interesting question that remains is
the one to know if the only isohronous enters for Lienard systems are those
given by [S℄, as believe ertain authors. For the moment, one not know ex-
amples of other isohronous systems.
This paper is organized as follows. In the seond part we examine mono-
toniity onditions of the period funtion for the Lienard equation where the
2
funtions f and g are suh that f ∈ C1(J,R) and g ∈ C3(J,R) on the inter-
val J = (a, b), a < 0 < b and satisfying some onditions so that the origin
0 is a enter of this equation. It implies in partiular g′(0) > 0. The period
T ≡ T (γ) where γ is a yle surrounding 0 is dened.
We prove that
g′(0)g(3)(x)− 5
3
g′′
2
(x)− 2
3
f ′
2
(x)g′(0) 6= 0
implies the monotoniity of the period funtion T in a neighborhood of 0 . In
partiular, g′(0)g(3)(0)− 5
3
g′′
2(0)− 2
3
f ′
2(0) = 0 and f ′(0)g′′(0)−g′(0)f ′′(0) = 0
are neessary onditions for the enter 0 to be isohronous.
When g is of lass C3, our riteria appears in a ertain diretion to be more
general than those given by Sabatini [S℄ for the period funtion to be mono-
toni.
In partiular, if f ≡ 0, we nd the ondition g′(0)g(3)(0)− 5
3
g′′
2(0) 6= 0 whih
implies the monotoniity of the period for the onservative ase. This agrees
with Shaaf ondition, [R℄
g′(x)g(3)(x)− 5
3
g′′
2
(x) 6= 0
in a neighborhood of 0.
As a orollary of this result, we obtain the following
Theorem Let the origin 0 be a enter of equations x′′ + g(x) = 0
and x′′ ± f(x)x′ + g(x) = 0 Supppose the two funtions f ∈ C1([a, b]), and
g ∈ C3([a, b]), verify f(0) = g(0) = 0, g′(0) > 0.
If the period funtion T of x′′ + g(x) = 0 is inreasing in a neighborhood
of 0, then the period funtion of x′′± f(x)x′+ g(x) = 0 is also inreasing in
a neighborhood of 0.
As a onsequene me may dedue that under the hypothesis g′′(0) 6= 0
a neessary ondition for the Lienard sytem to have an isohronous enter,
is the period of the onservative assoiated system has to be dereasing.
We also notie that under restritive hypotheses, the funtion g(x) is of
lass Ck, k ≥ 3 and f ∈ C2, it is possible to extend some results of [S℄. For
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that, one has to suppose
g′′(0) = 0, f ′′(0) = 0 and g′(x)g(3)(x)− 2
3
f ′
2
(x) 6= 0
in a neighborhood of 0, for the origin to be a enter and the period funtion
to be monotoni.
Nevertheless, our result presents the advantage of to be more natural. In
this diretion that if g′′(0) = 0 it redues himself to the one of Z. Opial [O℄
when f ≡ 0.
This point will be studied early in the rst part, where one will remark that
in the onservative ase the riterion given by F. Rothe appears to be the
better one sine it does not demand the above ondition g′′(0) = 0.
2 On the monotoniity onditions of the period
In this setion, we give other results onerning the monotoniity of the
period energy-funtion of the onservative system. In partiular, we prove
that if g is of lass C2, we annot improve the Opial result without supposing
g′′(0) 6= 0 . If g is of lass C3 and to obtain the same result we have to suppose
additional onditions.
Moreover, we prove that Opial result is the better one among those for whih
these g′′(0) = 0.
Let us onsider the onservative system
x′′ + g(x) = 0. (1)
0 is a enter for (2.1), g ∈ C1(J,R), where J is a real interval ontaining
0 and satisfying g(0) = 0 and g′(0) > 0. Let G the primitive of g, verifying
: G(0) = 0 and G(a) = G(b) = c, with α, β satisfy the inequalities
α < a < 0 and 0 < b < β. Thus, there exists a onstant δ, suh that
0 < c < δ.
The energy-period funtion is T (r) =
√
2
∫ b
a
dx√
G(r)−G(x)
, where G(r) = c.
We prove the following , whih slightly improves Opial result ([O℄, The-
orem 8)
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Proposition 1. Let a funtion g, and J an interval ontaining 0
suh that g(0) = 0 . Suppose the funtion g satises xg(x) > 0 for x ∈ J ,
then for eah following ondition
(i) - g ∈ C1(J,R), and g′(0) > 0.
(ii) - g ∈ C2(J,R), and g′(0) > 0 and g′′(0) = 0,
we have
if
d
dx
(
g
x
) is
{
positive for x ∈ J and x < 0,
negative for x ∈ J and x > 0, (2)
then the period funtion T of (2.3) is stritly inreasing in a neighborhood
of 0;
if
d
dx
(
g
x
) is
{
positive for x ∈ J and x > 0,
negative forx ∈ J and x < 0, (3)
then the period funtion T of (2.3) is stritly dereasing in a neighborhood
of 0.
Moreover, if g ∈ C3(J,R), then xg(3)(x) and d
dx
( g
x
) have a same sign in a
neighborhood of 0.
Proof Consider for r ∈ (0, b),
T1(r) =
√
2
∫ r
0
dx√
G(r)−G(x)
.
The proves are similar if we start from hypothesis (2-2) or (2-3). Suppose for
example (2-2) is veried, let us prove that T1 is stritly inreasing on (0, b).
Following [O℄, onsider p = r
′
r
, where 0 < r < r′ < b. Dene the new funtion
hp(x) =
g(px)
p
.
By (2-2), for x ∈ (0, b
p
) we have
g(x) =
g(x)
x
x >
g(px)
px
x = hp(x).
5
Let I(x) =
∫ x
0 hp(u)du, we then have G(r)−G(x) > I(r)− I(x). We obtain
T1(r) <
√
2
∫ r
0
dx√
I(r′)− I(x)
=
√
2
∫ r
0
dx√
G(r′)−G(px)
= T1(r
′).
Then T1 is stritly inreasing on (0, b). By similarity , we prove that under
hypothesis (2-2)
T2(s) =
√
2
∫ r
0
dx√
G(s)−G(x)
is stritly dereasing on (a, 0). The period funtion T is obviously
T (r) = T1(r) + T2(s)
where s ∈ (a, 0) is suh that G(s) = G(r).
T (r) is inreasing beause G(x) is stritly inreasing for x > 0 and stritly
dereasing for x < 0.
Furthermore, let the funtion ψ(x) = x( d
dx
g
x
)), its derivative is ψ′(x) =
g′′(x)− ψ(x)
x
. By the l'Hopital's rule we nd
2 limx→0(
d
dx
ψ
x
) = limx→0ψ
′(x) = g′′(0) = 0.
Moreover, the seond derivative of the funtion ψ(x) is
ψ′′(x) = g(3)(x)− ψ
′(x)
x
+
ψ(x)
x2
= g(3)(x)− g
′′(x)
x
+ 2
ψ(x)
x2
.
Thus, by l'Hopital's rule again we obtain
limx→0ψ
′′(x) = 2limx→0
ψ(x)
x2
= limx→0
ψ′(x)
x
= g(3)(0)− limx→0ψ(x)
x2
.
So, g(3)(0) has the same sign as the funtion ψ(x) = x( d
dx
g
x
)) .
thus, x d
dx
( g
x
) has a onstant sign only if we suppose g′′(0) = 0.
2.1 Remark 1
(i) In the onvex ase of the funtion g(x) in the interval (a, b), Chow
and Wang [C-W℄ gave a riterion of monotoniity for the period funtion .
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They prove that{
(i) g′′(x) > 0, for x ∈ (a, b),
(ii) ∆(x) = x(g′′(0)g′(x)− g′(0)g′′(x)) ≥ 0(≤ 0), for x ∈ (a, b). (C1)
(4)
implies
{
H0(x) = g(x)
2 + g
′′(0)
3g′(0)2
g(x)3 − 2G(x)g′(x) > 0(< 0), for x ∈ (a, b), x 6= 0, (C0)
(5)
whih implies the monotoniity of the period funtion T (r) for 0 < r < r1.
(ii) In the ase where g(x) is of lass C2 and non onvex in the interval
(a, b), S.N. Chow and D. Wang prove a analogous result , where the funtion
d
dx
( g
x
) in Proposition 1 is replaed by x d
2
dx2
g (their result is obviously weaker
than Proposition 1 beause x d
2
dx2
g and d
dx
( g
x
) share the same sign).
But F. Rothe exhibited a stronger riterion, where this funtion is replaed
by
3g′′(0)g′(x)2 − g′′(0)g(x)g′′(x)− (3g′(0)2)g′′(x). The ondition
{
H4(x) = x[3g
′′(0)g′(x)2 − g′′(0)g(x)g′′(x)− (3g′(0)2)g′′(x)] ≥ 0 ,
for x ∈ (a, b), (C4)
(6)
denoted f4 in [R℄, was proposed by F. Rothe .
Remark that the following assumption
xg′′(x) < 0 forall x 6= 0
implies also (C4) to hold. But, then neessarily implies g′′(0) = 0, whih is a
strong ondition atually (see Proposition 2 below).
(iii) Reall that onditions (C0) and (C1) are given by Chow and Wang.
The following riterion (C3) is due to R. Shaaf, but (i) is replaed by a
weaker ondition:
if g′(x) = 0 , then g(x)g′′(x) < 0.
{
H3(x) = 5g
′′2(x)− 3g′(x)g(3)(x) > 0(< 0),
for x ∈ (a, b), x 6= 0. (C2) (7)
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Note that it is equivalent to (G′′)−2/3 being onvex (G is the primitive of
g).
Notie that our following riterion (C5) (see [Ch-C℄) whih is more inlu-
sive than onditions (C1) and (C3) and with an additional assumption, more
general than the above Rothe and Shaaf riteria ( respetively (C4) and (C3)
) .


(i) g′′(0)[3g′(x)2 − g(x)g′′(x)− 3g′(0)2g′′(x) 6= 0, for x ∈ (g′−1(0), 0),
(ii) g
′(x)g′′(0)
g′′(x)g′(0)2
6= 2G(x)
g(x)2
, for x ∈ (0, b), x 6= 0. (C5)
As we have seen in our preeding works [Ch-C℄, eah of these onditions
implies that (C0) holds, whih itself implies the monotoniity of the period.
Conerning the non onvex ase of the funtion g(x) ( see remark (ii)
above ), the following result gives relations between monotoniity onditions
of the period funtion. But espeially in the ase where g(x) is of lass C2
or C3, it does to appear neessary onditions that are very restritive. What
puts in evidene the role of the Rothe riterion. Not only beause it is the
better one, but also beause it does not require any supplementary onditions
for the funtion g(x). This result seems to not be known under this form,
in any ase it improves Theorem 1 of [R℄.
2.2 Proposition 2
Let J be an interval ontainig 0. Suppose the funtion g(x) is of lass
C2 satisfying xg(x) > 0 for x ∈ J and g′(0) > 0. Let the funtion G(x) be the
primitive of g(x) verifying G(0) = 0 and G(a) = G(b), a < 0 < b, a, b ∈ J .
Then we have the following impliations
xg′′(x) < 0 implies g2(x)− 2G(x)g′(x) > 0 implies x( d
dx
g
x
)) < 0.
Moreover, eah of these onditions implies that the period funtion T (r) of
(2.3) is stritly inreasing for 0 < r < r1.
xg′′(x) > 0 implies g2(x)− 2G(x)g′(x) < 0 implies x( d
dx
g
x
)) > 0.
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Moreover, eah of these onditions implies that the period funtion T (r) of
(2.3) is stritly dereasing for 0 < r < r1.
A neessary ondition to have any of these onditions is g′′(0) = 0 .
If we suppose in addition g(x) is of lass C3, then
g(3)(x) < 0(> 0) and g′′(0) = 0 implies xg′′(x) < 0(> 0).
Proof Notie that, sine G(x) > 0 for x 6= 0 and
d
dx
[g2(x)− 2G(x)g′(x)] = 2G(x)g′′(x),
then 2xG(x)g′′(x) < 0 (resp. > 0) implies g2(x)− 2G(x)g′(x) > 0 (resp. <
0). Beause x d
dx
[g2(x)− 2G(x)g′(x)] and xg′′(x) have the same sign. So,
we have proved the two rst impliations.
The seond impliations g2(x)−2G(x)g′(x) > 0 (resp. < 0) implies x( d
dx
g
x
) <
0 (resp. > 0) have been proved by Rothe (see [R℄ Proposition 4 p. 138, a-
ording his notations: h+3 ⊂ h+2 ).
Remark that onditions
xg′′(x) < 0 resp. > 0 and g2(x)− 2G(x)g′(x) < 0 resp. > 0
independently imply H0(x) = g(x)
2+ g
′′(0)
3g′(0)2
g(x)3−2G(x)g′(x) ≥ 0, (resp. ≤
0) and imply the period funtion inreasing (resp. dereasing), see [C-W℄
Corollary 2.3.
On the other hand, ondition g(3)(x) < 0(> 0) and g′′(0) = 0 implies
H3(x) = 5g
′′2(x)− 3g′(x)g(3)(x) > 0(< 0), for x ∈ (a, b), x 6= 0. (C3)
(8)
holds, whih itself implies (C0).
We proeed as in Proposition 1, let the funtion ψ(x) = x( d
dx
g
x
, By the
l'Hopital's rule we nd
2 limx→0(
d
dx
ψ
x
) = g′′(0) = 0.
9
We have seen that ψ(x) is
ψ′′(x) = g(3)(x)− ψ
′(x)
x
+
ψ(x)
x2
= g(3)(x)− g
′′(x)
x
+ 2
ψ(x)
x2
.
We have also alulated
limx→0ψ
′′(x) = g(3)(0)− limx→0ψ(x)
x2
.
So, notie that g(3)(0) has the same sign as the funtion ψ(x) = x( d
dx
g
x
)
Thus, g(3)(x) < 0(> 0) and g′′(0) = 0 implies xg′′(x) < 0(> 0), whih
implies x( d
dx
g
x
)) < 0(> 0).
From the latter remark, if g(3)(0) 6= 0 the funtion x( d
dx
g
x
) has the same
sign as g(3)(0), we may dedue the following.
2.3 Corrolary 1
Let a funtion g ∈ Ck(J,R), k ≥ 2 where J is an interval ontaining 0
suh that g(0) = g′′(0) = 0, g(3)(0) 6= 0 and g′(0) > 0. Suppose in addition
xg(x) > 0 for x ∈ J . Then we have
if g(3)(0) < 0 and
d
dx
(
g
x
) is
{
positive for x ∈ J and x < 0,
negative for x ∈ J and x > 0, (9)
then the period funtion T of (2.1) is stritly inreasing in a neighborhood of
0;
if g(3)(0) > 0 and
d
dx
(
g
x
) is
{
positive for x ∈ J and x > 0,
negative forx ∈ J and x < 0, (10)
then the period funtion T of (2.1) is stritly dereasing in a neighborhood of
0.
3 Equation of Lienard type
Let the equation
x′′ + f(x)x′ + g(x) = 0, (11)
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suh that g(0) = 0. Thus, x ≡ 0 is a trivial solution, and the origin is a
singular point of the equivalent system{
x′ = −y
y′ = g(x)− f(x)y (12)
Suppose 0 is a enter of (3.1), let γ0 the entral region, be the open
onneted set overed with yles surrounded the enter 0. This periodi
trajetories may be parametrized for exemple by hoosing their initial values
in the segment (0, pi) on the x - axis.
Let T : γ0 → R , be the funtion dened by assoiating to every point
(x, 0) ∈ γ0 the minimum period of the trajetory starting at (x, 0), to reah
the negative x-axis. T is the period funtion and is onstant on yles. We
say T is (stritly) inreasing if, for every ouple of yles γ1 and γ2, γ1 in-
luded in γ2 , we have T (γ1) ≤ T (γ2) ( T (γ1) < T (γ2)).
We say 0 is isohronous enter if T is onstant in a neighborhood of 0.
Conerning this equation, dierent problems have been onsidered by sev-
eral authors . In partiular, existene, boundeness, uniqueness, multipliity
of periodi solutions and related questions were debated.
M. Sabatini [S℄ interested in the monotoniity of the period funtion T of a
enter 0 of (3.1), or in the isohroniity of 0.
Suppose the funtions f and g are assumed to be C2 funtions on an interval
J whih satisfy f(0) = g(0) = 0, g′(0) > 0. These assumptions ensure the
origin 0 to be a enter, so the period funtion T is dened.
Sine multipliation of the system of equations (3.2) by α−1/2 does not hange
the nature (of monotoniity) of the period but only hanges eah period by
a onstant multiple.
More preisely, for any positive real number α equation (3.1) is equivalent
to
X ′′ +
1√
α
f(X)X ′ +
1
α
g(X) = 0
by the saling
x(t) = X(
√
αt).
We are led to a system of the form
{
x′ = − 1
α−1/2
y
y′ = 1
α−1/2
g(x)− 1
α−1/2
f(x)y
(13)
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In fat it is equivalent to another system more onvenient to study, We
may show the following whih agrees with Lemma 2 of [S℄ for g′(0) = 1
Lemma 1 Suppose f, g are ontinuous funtions of lass Ck, k ≥ 1
on J , an interval ontaining 0 and f(0) = 0. Let the funtion C(x) =
1
g′(0)
g(x)− 1
g′(0)x3
[
∫ x
0 sf(s)ds]
2
. Then the system


x′ = y − 1
x
√
g′(0)
∫ x
0 sf(s)ds
y′ = −g(x)− 1
g′(0)x3
[
∫ x
0 sf(s)ds]
2 − y
x2
√
g′(0)
∫ x
0 sf(s)ds
(14)
is of lass Ck, k ≥ 1 in a neighborhood of 0 and equivalent to (3.1).
Proof Let us dene ψ(x) = 1√
g′(0)
∫ x
0 sf(s)ds. By l'Hopital rule we
get
limx→0
ψ(x)
x2
= f(0)
2
√
g′(0)
. One also proves that the funtion
ψ(x)
x2
is dierentiable
at 0 and its derivative takes the value f
′(0)
3
√
g′(0)
.
Moreover, the funtion C(x) is obviously dierentiable and we get C ′(0) = 1.
A alulation gives
C ′′(0) =
g′′(0)
g′(0)
− 2
3g′(0)
f(0)f ′(0) and C ′′′(0) =
g′′′(0)
g′(0)
− 2
3g′(0)
f ′(0)2.
This proves the regularity of the system (3-3).
Furthermore, let us onsider (x(t), y(t)) a solution of (3-3), then x(t) is a
solution of (3-1). Remark that for x 6= 0, we get
x[
ψ(x)
x2
]′ = x3f(x)− 2xψ(x)
x3
= f(x)− 2ψ(x)
x2
.
Moreover, by dierentiating y = x′ + xψ(x)
x2
, we get
x′′ = − 1
g′(0)
g(x)− 1√
g′(0)
f(x)x′.
This is equivalent to (3.1) by saling the time, here α = g′(0). This gives
x(
τ√
g′(0)
) = X(τ)
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we then obtain by dierentiating with respet to τ , and sine f and g are
independent on t, we have f(x) = f(X) and g(x) = g(X)
X ′′ = −g(X)− f(X)X ′.
The following result speies the behavior of the period funtion for the
Lienard system in the neighborhood of the enter 0. We have need neverthe-
less hypotheses, to know f is C1 and g is C3. It allows of some to dedut
several interesting orollaries. Notably, simple onditions of monotoniity
and to test in a quik way the isohroniity of the enter.
Theorem 1. Let a funtion f ∈ C1([a, b]) , and g ∈ C3([a, b]) ,
verifying f(0) = g(0) = 0, g′(0) > 0 and let the origin 0 be a enter of
x′′ + f(x)x′ + g(x) = 0.
Then,
if g′(0)g(3)(0)− 5
3
g′′2(0)− 2
3
f ′2(0)g′(0) 6= 0 (15)
the period funtion T of a periodi solution of this equation is monotoni
in a neighborhood of 0.
More preisely,
if g′(0)g(3)(0)− 5
3
g′′2(0)− 2
3
f ′2(0)g′(0) < 0
then T is inreasing in a neighborhood of 0.
if g′(0)g(3)(0)− 5
3
g′′2(0)− 2
3
f ′2(0)g′(0) > 0
then T is dereasing in a neighborhood of 0.
Proof To establish neessary onditions, we give for that an expan-
sion of the period funtion near the enter. We will use impliit funtion
tehniques.
Sine the origin is a enter, orbits solutions starting on the positive x-axis
must be losed. Let x(t, c), y(t, c) be a solution other than the origin of
13


x′ = −
√
g′(0)y
y′ = 1√
g′(0)
g(x)− 1√
g′(0)
f(x)y
(16)
whih take the value x(0, c) = c, y(0, c) = 0 at t = 0. Let us suppose c
is a positive onstant losed to 0. After a ertain time losed to 2pi√
g′(0)
this
solution will go around the origin and will again interset the positive x-axis
at x(T, c). Consider the following funtions dependant on c,
φ(T, c) = x(T, c)− c, ψ(T, c) = y(T, c).
We will solve ψ(T, c) = 0 for T = T (c) a funtion on c small. Thus, φ is a
funtion on c. Let Φ(c) = φ(T (c), c). We nd that the position of return is
x = c + Φ(c). Thus, the orbit is losed if and only if
Φ(c) = 0.
We will know the behavior of Φ(c) when c tends to 0, in alulating its rst
derivatives at 0. At rst, we have Φ(0) = 0, T (0) = 2pi√
g′(0)
and the partial
derivatives of φ and ψ are
φT (0, 0) = x
′(
2pi√
g′(0)
, 0) = 0, ψT (0, 0) = y
′(
2pi√
g′(0)
, 0) = 0
φc(0, 0) = xc(
2pi√
g′(0)
, 0)− 1, ψc(0, 0) = yc( 2pi√
g′(0)
, 0).
The index c or T denote dierentiation with respet to c or T .
The derivatives xc(t, c) and yc(t, c) with respet to t satisfy the Lienard sys-
tem 

x′c = −
√
g′(0)yc
y′c =
1√
g′(0)
g′(x)xc − 1√
g′(0)
f(x)yc − 1√
g′(0)
f ′(x)xcy
(17)
with initial onditions xc(0, c) = 1, yc(0, c) = 0. Aording to our hy-
potheses, g(0) = f(0) = 0, If we set c = 0 the system beomes
14

x
′
c(t, 0) = −
√
g′(0)yc
y′c(t, 0) =
√
g′(0)xc
(18)
It implies in partiular, xc(t, 0) = cos(
√
g′(0)t) and yc(t, 0) = sin(
√
g′(0)t).
Thus, φ(0, 0) = 0 and ψ(0, 0) = 0.
We now alulate the seond derivatives
φTT (0, 0) = x
′′(
2pi√
g′(0)
, 0) = 0, ψTT (0, 0) = y
′′(
2pi√
g′(0)
, 0) = 0
φTc(0, 0) = x
′
c(
2pi√
g′(0)
, 0) = 0, ψTc(0, 0) = y
′
c(
2pi√
g′(0)
, 0) =
√
g′(0)
φcc(0, 0) = xcc(
2pi√
g′(0)
, 0), ψcc(0, 0) = ycc(
2pi√
g′(0)
, 0).
The derivatives satisfy the system


x′cc = −
√
g′(0)ycc
y′cc =
1√
g′(0)
[[g′(x)− f ′(x)y]xcc + [g′′(x)− f ′′(x)y](xc)2 − f(x)ycc − 2f ′(x)xcyc]
Setting now c = 0 in the preeding system, aording to above intial
onditions we get


x′cc = −
√
g′(0)ycc
y′cc =
1√
g′(0)
[g′(0)xcc + [g
′′(0)(cos(
√
g′(0)t))2 − 2f ′(0) cos(
√
g′(0)t) sin(
√
g′(0)t)]
The solution of the latter system is


x′cc =
1
6
√
g′(0)
[−3g′′(0) + g′′(0) cos(
√
g′(0)t) + 4f ′(0) sin(
√
g′(0)t)+
g′′(0) cos(2
√
g′(0)t)− 2f ′(0) sin(2
√
g′(0)t)]
y′cc =
1
3
√
g′(0)
[[g′′(0) sin(
√
g′(0)t)− 2f ′(0) cos(
√
g′(0)t)+
g′′(0) sin(2
√
g′(0)t) + 2f ′(0) cos(
√
g′(0)t)]
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We dedue from this the values
φcc(0, 0) = ψcc(0, 0) = 0
By similar method we establish the value of the third derivatives. We nd
in partiular
φTcc(0, 0) = x
′
cc(
2pi√
g′(0)
, 0) = 0, ψTcc(0, 0) = y
′
cc(
2pi√
g′(0)
, 0) =
g′′(0)
2
√
g′(0)
φTTc(0, 0) = x
′′
c (
2pi√
g′(0)
, 0) = −g′(0), ψTTc(0, 0) = y′′c [
2pi√
g′(0)
, 0) = 0
φccc(0, 0) = xccc(
2pi√
g′(0)
, 0) =
3pi
2
√
g′(0)
[
g′′(0)
2g′(0)
f ′(0)
2
√
g′(0)
− f
′′(0)
2
√
g′(0)
]
ψccc(0, 0) = yccc(
2pi√
g′(0)
, 0) =
pi
2
√
g′(0)
[−f
′2(0)
g′(0)
− 10g
′′2(0)
4g′2(0)
+ 9
g(3)(0)
6g′(0)
]
From the above alulus, we may write the expansion of ψ(T, c) near
(0, 0)
φ(T, c) = −g
′(0)
2
(T − 2pi√
g′(0)
)2c+
1
6
φccc(0, 0)c
3 + o(c3)
ψ(T, c) = (T − 2pi√
g′(0)
)c+
g′′(0)
2
√
g′(0)
(T − 2pi√
g′(0)
)c2 +
1
6
ψccc(0, 0)c
3 + o(c3)
Finally, return now to our problem. Solving ψ(T (c), c) = 0 for T as
funtion of c
T (c) =
2pi√
g′(0)
− 1
6
ψccc(0, 0)c
3 + o(c3)
Reall the orbit is losed if Φ(c) = φ(T (c), c) = 0. In substituting T = T (c)
we get Φ(c) = 1
6
φccc(0, 0)c
3+o(c3) Thus, we have the expansion of the period
funtion for c small
T (c) =
2pi√
g′(0)
− pi
12
√
g′(0)
[−f
′2(0)
g′(0)
− 10g
′′2(0)
4g′2(0)
+ 9
g(3)(0)
6g′(0)
]c2 + o(c3)
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whih leads to the neessary ondition and gives the theorem.
We obtain in partiular this onsequene
Corollary 2 Let the onservative equation x′′ + g(x) = 0 and
the Lienard equations x′′ ± f(x)x′ + g(x) = 0. Supppose the two funtions
f ∈ C1([a, b]) , and g ∈ C3([a, b]) , verifying f(0) = g(0) = 0, g′(0) > 0 and
let the origin 0 be a enter for these equations.
If the period funtion of x′′ + g(x) = 0 is inreasing in a neighborhood of
0, then the period funtion of x′′ ± f(x)x′ + g(x) = 0 is also inreasing in a
neighborhood of 0.
As a onsequene of Theorem 1, we may dedue the following whih also
preises results of [S℄ .
Proposition 3 Let a funtion f ∈ C2([a, b]) , and g ∈ C3([a, b]) ,
verifying f(0) = g(0) = 0, g′(0) > 0 and let the origin 0 be a enter of (3.1)
and in addition suppose that g′′(0) = f ′′(0) = 0. Let C(x) = 1
g′(0)
g(x) −
1
g′(0)x3
[
∫ x
0 sf(s)ds]
2, we have in partiular,
if C(x) is
{
strictly convex for x ∈ J and x < 0,
strictly concave for x ∈ J and x > 0, (19)
then T is inreasing in a neighborhood of 0;
if C(x) is
{
strictly convex for x ∈ J and x > 0,
strictly concave forx ∈ J and x < 0, (20)
then T is dereasing in a neighborhood of 0;
if
d2
dx2
C(x) ≡ 0 for x ∈ J, (21)
then T is onstant in a neighborhood of 0.
Proof After hange in polar oordinates (r, θ), we obtain the follow-
ing equivalent system to (3.4)


r′ =
√
g′(0)r cos θ sin θ − rβ(r cos θ)− sin θ C(r cos θ)
θ′ = − 1√
g′(0)
cos2 θ − sin2 θ − cos θC(r cos θ)−C′(0)(r cos θ)
r
(22)
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We also observe that from system (3.1) we get
r2θ′ = r2ω(r, θ) = −xC(x)− y2,
here T (r) =
∫
[0,2pi]
dθ
ω
. By Theorem 1 of [S℄, it is suient to prove for example
that hypothesis (3.9) implies that
δω(r,θ)
δr
≤ 0 for almost all values θ ∈ [0, 2pi].
A alulus gives
δω(r, θ)
δr
= − δ
δr
[cos θ(C(r cos θ)− C ′(0)(r cos θ)]
r
= r cos2 θ C ′(r cos θ)− cos θ C(r cos θ).
We then obtain
δω(r, θ)
δr
=
xC(x)− x2C ′(x)
(x2 + y2)3/2
= x
C(x)− xC ′(x)
(x2 + y2)3/2
.
Remark obviously that sine (xC ′(x) − C(x))′ = xC ′′(x), then aording to
the hypothesis, the funtion C ∈ C3([a, b]) and ondition xC ′′(x) ≤ 0 for
x ∈ J whih is equivalent to hypothesis (3.9) implies δω(r,θ)
δr
≤ 0.
By the same way, we prove ondition xC ′′(x) ≥ 0 for x ∈ J whih is equiva-
lent to hypothesis (3.6) implies
δω(r,θ)
δr
> 0.
We then prove the funtions
δω
δr
and xC ′′(x) have a same sign.
In fat, we an that with a other manner. A alulation gives
C ′′(0) =
g′′(0)
g′(0)
− 2
3g′(0)
f(0)f ′(0) and C ′′′(0) =
g′′′(0)
g′(0)
− 2
3g′(0)
f ′(0)2.
Then , we neessarely have C ′′(0) = 0, sine xC ′′(x) 6= 0 (if x 6= 0) implies
the monotoniity of the period. Thus, xC ′′(x) and g′′′(0)− 2
3
f ′(0)2 have the
same sign in a neighborhood of 0. This determines the monotoniity of the
period funtion.
Also, ondition f ′′(0) = 0 appears to be neessary by the following Lemma.
Lemma 2 Let f ∈ C2([a, b]) , and g ∈ C3([a, b]) , verifying f(0) =
g(0) = 0, g′(0) > 0 and let the Lienard equation (3.1). Then, a neessary
ondition for the origin 0 to be a enter of (3.1) is
f ′(0)g′′(0)− 2g′(0)f ′′(0) = 0
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Proof In the proof of Theorem 1, we have given the behavior of the
period near the origin. Φ(c) 6= 0 for small c means there will be no any
losed orbit in a neighborhood of 0. Indeed, c + Φ(c) orresponds to the
position of return to the x-axis. Sine, we have seen
Φ(c) = φ(T (c), c) = −g
′(0)
2
(T − 2pi√
g′(0)
)2c+
1
6
φccc(0, 0)c
3 + o(c3)
and aording the expansion of T (c), we get
Φ(c) =
1
6
φccc(0, 0)c
3 + o(c3)
Thus, a neessary ondition for the origin to be a enter is :
φccc(0, 0) =
3pi
2
√
g′(0)
[
g′′(0)
2g′(0)
f ′(0)
2
√
g′(0)
− f
′′(0)
2
√
g′(0)
] = 0
The lemma is then proved.
Notie that by denition of C(x), f(x) ≡ 0 implies C(x) ≡ g(x)
g′(0)
and Corollary 2 redues to the above Proposition 1. Remark also ondition
g′′(0) = 0 appears to be neessary to study the various monotoniity ondi-
tions of the period funtion.
The following whih may be dedue from Theorem 1 is partiularly in-
teresting
Corollary 3 Let the onservative equation x′′ + g(x) = 0 and
the Lienard equations x′′ ± f(x)x′ + g(x) = 0. Supppose the two funtions
f ∈ C1([a, b]) , and g ∈ C3([a, b]) , verifying f(0) = g(0) = 0, g′(0) > 0 and
let the origin 0 be a enter of these equations.
If g′′(0) 6= 0 and the enter 0 of x′′ ± f(x)x′ + g(x) = 0 is isohronous
then the period funtion T of x′′ + g(x) = 0 is stritly dereasing in a
neighborhood of 0.
We prove that in onsidering Corrolary 2 , and on aount of the fat
that g is not a odd funtion.
Aording to this result, to establish the existene of isohronous enters for
the Lienard sytem, it is neessary rst to make sure that the period of the
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onservative assoiated system is dereasing at least in a neighborhood of 0
. One will be able to use for that the dierent riteria of monotoniity of the
period funtion.
From Theorem 1 we may dedue other onsequenes.
Corollary 4 Let a funtion f ∈ C1([a, b]) , and g a smooth funtion,
verifying f(0) = g(0), g′(0) > 0 and g′′(0) 6= 0, and let the origin 0 be a
enter of (3.1) . Then neessary onditions on the funtion f so that equation
(3.1) has T onstant in a neighborhood of 0 are
f ′(0) = ±
√
3g(3)(0)− 5
g′(0)
g′′2(0), f ′′(0) = ± g
′′(0)
2g′(0)
√
3g(3)(0)− 5
g′(0)
g′′2(0)
Indeed, it sues to remark by Corollary 3 the period funtion of the
equation x′′ + g(x) = 0 has to be dereasing. Then, aording to riteria of
Shaaf it is neessary that 3g(3)(x)− 5
g′(x)
g′′2(x) > 0 in a neighborhood of 0.
This result is interesting sine we do not need to suppose g(x) odd. In parti-
ular, if g′′(0) = 0 we have d
2
dx2
C(x) ≡ 0 implies C ′′′(0) = g(3)(0)
g′(0)
− 2
3g′(0)
f ′2(0) =
0.
On the other hand, in onsidering the following funtion depending on f
and g
σ(x) = 2x2
1
g′(0)
f(x)
∫ x
0
sf(s)ds− 4 1
g′(0)
[
∫ x
0
sf(s)ds]2 + x3gn(x)− x4g′n(x)
where gn(x) =
1
g′(0)
g(x)− x. Then, for this σ(x) we have the following result
whih has been proved by [S℄ in the ase where g and f are C1 (Theorem A,
Theorem 2 and Corollary 1)
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Proposition 2 Let f, g ∈ C3(a, b), f(0) = g(0) = 0 and g′′(0) =
f ′′(0) = 0. The origin 0 being a enter of (3.1) . If xC(x) > 0 in a
puntured neighborhood J of 0,
then we have
(1) if σ(x) ≤ 0 for x ∈ J , then T is dereasing in a neighborhood of 0;
(2) if σ(x) ≥ 0 for x ∈ J , then T is inreasing in a neighborhood of 0;
(3) if σ(x) ≡ 0 for x ∈ J , then T is onstant in a neighborhood of 0.
Notie that while onsidering the assumption xC(x) > 0 in the ase where
g is C3 and f is C1, we have g′(0) > 0 and C(x) is C3 . Furthermore, σ(x)
and C(x) are related
σ(x) = −x5 d
dx
(
C(x)
x
.
This funtion may be written in a neighborhood of 0,
σ(x) = −2x6[g(3)(x)− 2
3
f ′2(x)] + .....
That imposes an additional ondition g′′(0) = 0 whih turns out to be ne-
essary sine we have seen C ′′(0) = g′′(0). Moreover, it implies neessarely
f ′′(0) = 0 by Lemma 2.
3.1 Other lass of equations
In [C2℄, Chione onsider the lass of dierential equations of the form
x′′ + F (x′) +G(x) = 0
with Dirihlet or Neumann boundary values. These funtions verify F (0) =
G(0) = 0 . This is equivalent to the system
{
x′ = −y
y′ = x− xg˜(x)− yf˜(y) (23)
In the stantard Neuman situation the funtions f˜ and g˜ are suh that
f˜ , g˜ ∈ C2([−a, a]) and satisfy the onditions (C)
f˜(−s) = −f˜(s), g˜(−s) = −g˜(s), for s ∈ [−a, a]
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and
f˜ ′(s) ≥ 0, g˜′(s) ≥ 0, f˜ ′′(s) ≥ 0, g˜′′(s) ≥ 0, for s ∈ [0, a].
The trajetories of this system are symmetri with respet to the x-axis.
So, it has obviously a enter at the origin of the phase plane. Chione proved
that under the above onditions, the period funtion is monotone inreasing.
The following lass of Raleigh equations with linear restoring term may have
a monotone inreasing period in a neighborhood of the enter 0.
(R) x′′ + F (x′) + x = 0.
Without supposing hypotheses above, we may prove an analogous result
whih also improves Corollary 9 of [S℄. We only need for that to suppose
F (x) is an even funtion with F ′′(0) 6= 0, instead of onditions (C).
Corollary 5 Let h be an analyti even funtion suh that F (0) = 0,
and F ′′(0) 6= 0. The origin 0 be a enter of (R). Then the period funtion
T of equation R is monotone inreasing in a neighborhood of 0.
Proof The system
{
x′ = −y
y′ = x+ F (y)
(24)
whih is equivalent to (R), has a unique singular point at the origin. By
exhanging the variables and multiplying by −1 we obtain the equivalent
system
{
x′ = −y − F (x)
y′ = x
(25)
whih is a lienard system with g(x) = x, and f(x) = ±F ′(x). Moreover,
the origin is a enter implies f(x) is odd (Corollary 7 of [S℄). The onlusion
holds by Theorem 1 sine −2
3
f ′2(0)g′(0) < 0.
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3.2 General remarks
The results that we propose (Theorem 1) presents the advantage of to be nat-
ural and easy to apply. The monotoniity ondition as well as the isohroni-
ity ase an verify itself more easily. So muh as the funtion C(x) redues
itself to the funtion g(x) when f(x) ≡ 0 in a neighborhood of 0. This puts in
evidene the parallel between our result and the one of Opial. More preisely,
a alulation gives
C ′′(0) = g′′(0)− 2
3
f(0)f ′(0) and C ′′′(0) = g′′′(0)− 2
3
f ′(0)2.
Then we have neessarely C ′′(0) = 0.
We may remark that ondition C ′′′(x) < 0 for x ∈ (a, b) implies (2.7) and
C ′′′(x) > 0 implies (2.8) (this requires neessarily C ′′′(0) < 0) when g is C3
and g′′′(0) < 0).
It naturally seems that the funtion C(x) plays a same role for the system
(3.3) as the funtion g(x) for the onservative system. Indeed, if we take
f(x) ≡ 0, onditions (3.7) and (3.8) redue to the onditions (2.2) and (2.3)
respetively of the Proposition 1. Notie that Rothe ondition for the mono-
toniity of the period funtion
H4(x) = x[3g
′(x)2−g(x)g′′(x)−(3g
′(0)2
g′′(0)
)g′′(x)] ≥ 0(≤ 0) , for x ∈ (a, b),
is more general than (2.2) and (2.3) (see Remark 1 and [R℄).
We may expet that the results of the above Theorem 1 an be generalize.
In the sense where C(x) is replaed by another more general appropriated
funtion let D(x), whih itself an be redue to the Rothe funtion
(3
g′(0)2
g′′(0)
)g′′(x)− 3g′(x)2 + g(x)g′′(x)
for the onservative ase f(x) ≡ 0. This funtion have to be suh that
D(3)(0) = g(3)(0)− 5
3g′(0)
g′′2(0)− 2
3
f ′2(0)
One separates thus the neessary ondition g′′(0) = 0.
We may also expet that the sign of the following funtion
g′(x)g(3)(x)− 5
3
g′′2(x)− 2
3
f ′2(x)g′(x)
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determines the global monotoniity of the period funtion T of the Lienard
system. In the onservative ase, the last funtion redues to g′(x)g(3)(x)−
5
3
g′′2(x) whih intervenes in the Shaaf ondition ( see ondition (C3) in Se-
tion 2 above). Reall that the last one is less inlusive than the Rothe
ondition.
Moreover, aording Corollary 4 to determine the isohronous enters at the
origin for the Lienard system (other than those determined by [S℄ ) we have
to insure that the assoiated onservative sytem has a dereasing period fun-
tion.
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