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Sazˇetak
Elektricˇni signali proizvedeni u ljudskom organizmu (EKG, EEG, CTG) danas
su dio standardne medicinske dijagnostike. No, fizikalni potpis uzroka tih
signala ima vec´i doseg od onog koji se koristi trenutno u standardnoj dijag-
nostici. Ideja ovog rada je istrazˇiti potencijal varijabli izvedenih iz analize
vremenskih serija navedenih fiziolosˇkih signala. U radu koristimo analizu
fluktuacija kojima je uklonjen trend za odredivanje dugodosezˇnosti korela-
cija u pojedinom signalu i viˇseskalnu entropiju uzorka pomoc´u koje se dobiva
informacija o kompleksnosti vremenskih serija. Analiza fluktuacija kojima je
uklonjen trend koja pokazuje da kod ispitanika sa zdravim srcem postoje du-
godosezˇne korelacije, a kod ispitanika s kongestivnim zatajenjem srca poka-
zuje da postoji fenomen prijelaza koji indicira razlicˇito ponasˇanje na malim
i velikim skalama. Dodatno je pokazana primjena metode na odredivanje
uspjesˇnosti terapije. Racˇun viˇseskalne entropije uzorka pokazuje da imamo
vec´e vrijednosti te mjere za dinamiku zdravog srca, odnosno da je komplek-
snost takvih vremenskih serija vec´a od kompleksnosti onih koje odgovaraju
odredenim patolosˇkim stanjima. Osim toga, u analizi dinamike zdravog srca
pokazano je da iznos entropije uzorka ovisi o duljini vremenske serije-krac´e
vremenske serije daju vec´u vrijednost entropije, a manja vrijednost entropije
odgovara vec´im serijama. Analiza podataka koji odgovaraju asimptomatskoj
ventrikularnoj aritmiji i kongestivnom zatajenju srca pokazala je da su pri-
padne vremenske serije manje kompleksne, a odredeni lijekovi koji se koriste
za lijecˇenje aritmije smanjuju kompleksnost vremenskih serija.
Kljucˇne rijecˇi: EKG, analiza fluktuacija kojima je uklonjen trend, entropija,
viˇseskalna entropija uzorka
Heart rate dynamics and entropy measures
Abstract
Electrical signals produced in the human body (ECG, EEG, CTG) are now
part of standard medical diagnostics. However, the signature, of the dyna-
mics that can be derived from physics, in these signals has a greater capacity
than the one currently used in standard diagnostics. The idea of this thesis
is to explore the potential of variables derived from the analysis of a time
series of said physiological signals. This paper uses a detrended fluctuation
analysis that eliminates the trend for determining correlations in each signal
and multipath entropy of the cause by which information on the complexity
of time series is obtained. Analyzing the fluctuations shows that long-range
correlations exist in heart rate of a healthy people. In congestive heart fa-
ilure, we see a crossover phenomenon that indicates different dynamics for
small and large scales. In addition, a fluctuation analysis is applied to therapy
evaluation. Multiscale sample entropy method shows that we have greater
entropy values of this measure for the healthy heart’s dynamic. The com-
plexity of these signals is greater than the complexity of those corresponding
to certain pathological conditions. In addition, in the analysis of heart rate
dynamics, it is shown that the value of sample entropy depends on the len-
gth of the time series - for shorter time series we have bigger entropy value,
and for longer time series value decreases. Data analysis that corresponds to
asymptomatic ventricular arrhythmia and congestive heart failure has shown
that the associated time series are less complex and certain drugs used to
treat arrhythmia reduce the complexity of time series.
Keywords: ECG, detrended fluctuation analysis, entropy, multiscale sample
entropy
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1 Uvod
Normalna aktivnost srca obicˇno se opisuje kao pravilni sinusni ritam, no realni sig-
nali sadrzˇe kompleksne fluktuacije koje su rezultat unutarnje dinamike sustava, ali i
vanjskih cˇimbenika. Varijabilnosti koje se javljaju u fiziolosˇkim signalima, pa izmedu
ostalog i u vremenskim serijama koje predstavljaju srcˇani ritam, mogu se analizirati
pojedinim metodama statisticˇke fizike. Takve analize mogu otkriti brojna intrinsicˇna
korelacijska svojstva sustava, ali i dati informacije o eventualnim patolosˇkim sta-
njima, sˇto ima znacˇajan potencijal za uvodenje novih metoda u medicinsku dijagnos-
tiku. Upravo iz tog razloga, ovakve analize su danas podrucˇje od velikog interesa.
U ovom radu vremenske serije srcˇanog ritma analizirali smo pomoc´u dvije me-
tode. Prva je analiza fluktuacija kojima je uklonjen trend, koja daje uvid u korelacij-
sku strukturu. Kao sˇto je ranije spomenuto, svaki signal sastoji se od fluktuacija koje
su rezultat unutarnje dinamike samog sustava, ali i fluktuacija koje dolaze od vanj-
skih podrazˇaja. U slucˇaju kada fluktuacije dobivene nekoreliranim podrazˇajima iz
okoliˇsa mozˇemo razdvojiti od unutarnjih fluktuacija dinamicˇkog sustava, pokazuje se
da te dvije skupine fluktuacija imaju razlicˇita korelacijska svojstva. Fluktuacije koje
proizlaze iz dinamike samog sustava mogu imati dugodosezˇne korelacije, a nestaci-
onarne fluktuacije povezane su s vanjskim podrazˇajima, te taj dio signala nazivamo
trend. Obzirom da su vremenske serije koje analiziramo nestacionarne, potrebno
je koristiti one metode na koje vanjski sˇum nec´e imati utjecaja. Analiza fluktuacija
kojima je uklonjen trend metoda izbjegava utjecaj vanjskih dugodosezˇnih korelacije
koje su posljedica nestacionarnosti, zbog cˇega je pogodna za analizu vremenskih
serija srcˇanog ritma i detekciju istog oblika korelacija koje su posljedica unutarnje
dinamike.
Drugi set metoda koje koristimo daje informaciju o kompleksnosti pojedinih vre-
menskih serija koristec´i tzv. mjere kompleksnosti, aproksimativnu entropiju i entro-
piju uzorka. Entropija uzorka posebno je pogodna za krac´e vremenske serije. Bi-
olosˇki sustavi imaju prostornu i vremensku komponentu, zbog cˇega postoji komplek-
snost na viˇse skala i potrebno je izabrati metodu koja mozˇe kvantificirati informa-
cije viˇseskalne fiziolosˇke dinamike. Osim procjene kompleksnosti, metoda entropije
uzorka mozˇe detektirati patolosˇku dinamiku, a pri tom najmanje ovisi o duljini vre-
menske serije koju analiziramo.
U drugom poglavlju dan je osnovni pregled anatomije, fiziologije i patologije srca
te snimanja EKG signala. U trec´em poglavlju opisana je analiza fluktuacija kojima
je uklonjen trend. Cˇetvrto poglavlje daje pregled analize podataka pomoc´u entropije
uzorka i viˇseskalne entropije uzorka, a u petom poglavlju kratko opisujemo kako u
srednjoj sˇkoli ucˇenike mozˇemo uvesti u kompleksnu temu entropije.
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2 Anatomija, fiziologija i patologija srca
Kako smo naveli u uvodu, u ovom radu bavit c´emo se srcem. Patolosˇka stanja srca
jedan su od vodec´ih uzroka smrtnosti. Povezano s tim od izuzetne je vazˇnosti imati
sˇto bolje tehnike kojima c´emo dijagnosticirati specificˇna patolosˇka stanja.
Na pocˇetku poglavlja dane su osnove anatomije i fiziologije srca i objasˇnjen je princip
rada srca. U drugom dijelu opisan je postupak snimanja aktivnosti srca, te nacˇin
interpretacije dobivenog zapisa. Na kraju poglavlja prikazani su primjeri odredenih
patolosˇkih stanja, koja su povezana s poremec´ajima u stvaranju elektricˇnih impulsa
u srcu.
2.1 Osnove anatomije i fiziologije srca
Srce je miˇsic´ni organ smjesˇten u prsnom kosˇu izmedu dva pluc´na krila i prednje
strane kraljezˇnice, a cˇine ga dvije pretklijetke (atrij) i dvije klijetke (ventrikul). Ven-
ska krv koja dolazi u srce ima manjak kisika i kao takva ulazi u desnu pretklijetku,
a zatim u desnu klijetku koja konacˇno krv pumpa u pluc´a. U pluc´ima se venska krv
obogac´uje kisikom, a koncentracija ugljikovog dioksida pada. Krv obogac´ena kisikom
preko pluc´ne vene ulazi u lijevu pretklijetku, te zatim u lijevu klijetku koja kroz aortu
pumpa krv u ostatak tijela, slika 2.1. Cˇetiri spomenute komore (lijeva i desna pret-
Slika 2.1: Presjek grade srca
klijetka, te lijeva i desna klijetka) odvojene su zaliscima koji se otvaraju i zatvaraju
ovisno o promjenama tlaka unutar komora koje povezuju. Odredena vrijednost tlaka
u desnom atriju otvara zaliske izmedu desnog atrija i desnog ventrikula i propusˇta
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krv u desni ventrikul, nakon cˇega se zalisci zatvaraju. Desni ventrikul zatim kroz za-
liske pumpa krv u pluc´nu arteriju, odnosno u pluc´a. Obzirom da se zalisci zatvaraju
nakon propusˇtanja krvi, nije moguc´ reverzibilni tok, stoga je na taj nacˇin osiguran
protok krvi prema naprijed. Isti princip vrijedi i za lijevu stranu srca-kriticˇna vrijed-
nost tlaka u lijevom atriju otvara zaliske izmedu lijevog atrija i lijevog ventrikula i
krv dolazi u lijevi ventrikul, koji se zatim kontrahira. Ta kontrakcija izbacuje krv kroz
zaliske u aortu, nakon cˇega se ona prenosi u ostatak tijela.
Da bi spomenuti tok krvi bio moguc´, potreban je stimulans u obliku elektricˇnog im-
pulsa koji c´e potaknuti rad srca kao pumpe. Kako se generirani impuls transmitira
kroz srce, stanice srca prolaze kroz procese depolarizacije i repolarizacije. Stanicˇna
membrana odvaja dva podrucˇja razlicˇitih koncentracija iona natrija i kalija, tako da
je unutar stanice viˇsak negativnog naboja, sˇto zovemo potencijal mirovanja. Stanica
polarizirana na ovaj nacˇin je u stanju mirovanja, jer ne postoji nikakva elektricˇna ak-
tivnost. Nakon stimulacije ioni prelaze stanicˇnu membranu i dolazi do depolarizacije
stanice, a navedena promjena predstavlja nultu fazu akcijskog potencijala, slika 2.2.
Depolarizacija je posljedica ulaska natrijevih i kalijevih kationa u stanicu. Potpuno
Slika 2.2: Krivulja akcijskog potencijala pokazuje promjenu potencijala u stanici mi-
okarda tijekom depolarizacije i repolarizacije
depolarizirana stanica se zatim procesom repolarizacije u 4 faze vrac´a u stanje mi-
rovanja, odnosno ponovo postaje polarizirana. Prva faza je faza rane repolarizacije
tijekom koje nije moguc´ ulazak natrijevih kationa u stanicu, jer je pripadni kanal
zatvoren. Zatim slijedi plato faza, odnosno faza polagane repolarizacije. Kalcijevi ka-
tioni i dalje ulaze u stanicu, a kalijevi izlaze iz nje. Rapidna repolarizacija predstavlja
trec´u fazu u kojoj je kanal kalcijevih kationa zatvoren, a kalijevi kationi naglo izlaze
iz stanice. Osim toga, natrij-kalij pumpa omoguc´uje aktivni transport, sˇto znacˇi da
obnavlja kalij unutar stanice, te natrij izvan nje. Konacˇno, 4 faza je faza mirovanja
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tijekom koje je membrana nepropusna za natrijeve ione, odnosno pripadni kanal je
zatvoren, a kalijevi kationi izlaze iz stanice. Stanica u fazi 4 spremna je za ponovnu
stimulaciju. U stanju mirovanja, potencijal stanice je oko -90 mV, a ulazak natrijevih
i kalijevih kationa u stanicu tijekom faze 0 povec´ava njezin potencijal do otprilike
50 mV. Nakon depolarizacije i repolarizacije dobiveni elektricˇni impuls putuje kroz
srce putanjom koju zovemo vodljivi sustav, slika 2.3. Sinus-atrijski cˇvor (SA cˇvor),
koji je lociran u gornjem desnom kutu desnog atrija, generira 60 do 100 impulsa
tijekom jedne minute, te je kao takav glavni prirodni elektrostimulator srca. Generi-
rani impulsi prenose se u lijevi atrij preko Bachmannove grane, a prijenos u desnom
atriju omoguc´uju prednji, srednji i strazˇnji internodalni trakt. Impulsi zatim dolaze
do atrijsko-ventrikularnog cˇvora (AV cˇvor), koji je smjesˇten u donjem dijelu desnog
atrija. Njegova uloga je odgadanje impulsa koji dolaze do njega. To odgadanje traje
0,04 sekunde, a svrha je sprijecˇiti ventrikul da se prebrzo kontrahira. Tkivo koje
okruzˇuje cˇvor sadrzˇi stanice za elektricˇnu stimulaciju koje sˇalju impulse 40 do 60
puta u minuti. Hisov snop nastavlja brzo sˇirenje impulsa kroz ventrikul, a dijeli se na
dvije grane, lijevu i desnu. Desna grana sˇiri se po desnoj strani intraventrikularnog
septuma i kroz desni ventrikul, a lijeva po lijevoj strani intraventrikularnog septuma
i kroz lijevi ventrikul. Kroz lijevu granu koja vodi do vec´eg lijevog ventrikula impulsi
putuju brzˇe nego kroz desnu granu. Razlika u brzini provodenja impulsa omoguc´uje
simultano kontrahiranje oba ventrikula. Na kraju obje grane nalaze se Purkinjeova
vlakna koja omoguc´uju sˇirenje impulsa u tkivo miokarda, te na taj nacˇin pomazˇu u
depolarizaciji i kontrahiranju.
2.2 Snimanje srcˇanog ritma i interpretacija EKG zapisa
Elektricˇna aktivnost srca proizvodi struje koje se kroz okolno tkivo sˇire prema povrsˇini
tijela. Elektrode pricˇvrsˇc´ene na kozˇu pacijenta registriraju te male struje, nakon cˇega
im elektrokardiograf daje valnu formu koja predstavlja krug depolarizacije i repola-
rizacije, te ih prikazuje na EKG monitoru. Spomenute struje rezultat su biolosˇkih po-
tencijala, a obzirom da su oni vrlo mali (reda velicˇine od nekoliko stotina mikrovolta
do 1 milivolt), potrebno je pojacˇati dobiveni signal. Upravo zato je instrumentacijsko
pojacˇalo glavna komponenta svakog elektrokardiografa. Na slici 2.4 vidimo da se
ono sastoji od 3 operacijska pojacˇala.
Pojacˇalo na desnoj strani zajedno s otpornicima R2 i R3 cˇini diferencijalno pojacˇalo.
Pojacˇala s lijeve strane su operacijska pojacˇala s beskonacˇnom ulaznom impedan-
cijom. Kada otpornika Rgain ne bi bilo, pojacˇala s lijeve strane bila bi 2 naponska
sljedila s naponskim pojacˇanjem 1. U tom slucˇaju, pojacˇanje instrumentacijskog
pojacˇala bilo bi jednako R3/R2 i postojala bi velika ulazna impedancija zbog ope-
racijskih pojacˇala s lijeve strane sklopa. Pojacˇanje pojacˇala s lijeve strane mozˇemo
povec´ati stavljanjem otpornika izmedu invertirajuc´eg ulaza i zemlje za svako poje-
dino pojacˇalo, medutim, elegantnije rjesˇenje je staviti jedan otpornik izmedu dva
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Slika 2.3: Vodljivi sustav koji omoguc´uje sˇirenje impulsa kroz stanice srca. 1) SA
cˇvor 2) AV cˇvor 3) - 6) Hisov snop 7) Lijevi ventrikul 8) Intraventrikularni septum 9)
Srcˇane niti 10) Desna grana Hisovog snopa
Slika 2.4: Shematski prikaz instrumentacijskog pojacˇala koje se koristi u elektrokar-
diografima
invertirajuc´a ulaza (Rgain). Na taj nacˇin pojacˇanje zajednicˇkog dijela signala ostaje
jednako 1, a pojacˇanje diferencijalnog dijela signala se povec´a, cˇime smo povec´ali
faktor odbacivanja zajednicˇkog dijela signala u cijelom sklopu. Upotreba otpornika
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Rgain omoguc´uje jednostavnu promjenu pojacˇanja sklopa promjenom spomenutog
otpornika i ne zahtjeva ugadanje dva razlicˇita otpornika, sˇto je definitivno velika
prednost ovakve izvedbe sklopa. Dakle, na izlazu operacijskih pojacˇala s lijeve strane
dobijemo blago pojacˇani diferencijalni dio signala, a zajednicˇki dio nije promjenjen,
obzirom da je pojacˇanje tog dijela jednako 1. Taj signal dolazi na ulaz diferencijalnog
pojacˇala, koje zajednicˇki dio signala odbacuje (naponsko pojacˇanje je 0), a diferenci-
jalni dio pojacˇava za faktor R3/R2 kojeg daje na izlazu pojacˇala [1].
Zapis elektricˇne aktivnosti u ovisnosti o vremenu prikazuje se na EKG monitoru, a
mozˇe biti isprintan na papiru. EKG papir sastoji se od horizontalnih i vertikalnih
linija koje cˇine koordinatnu mrezˇu, slika 2.5. Horizontalna os predstavlja vrijeme,
a svaki kvadratic´ odgovara vremenskom intervalu od 0,04 sekunde. Za procjenu
srcˇanog ritma pacijenta obicˇno se koristi interval od 6 sekundi. Vertikalna os prika-
zuje amplitudu u milimetrima ili elektricˇni napon u milivoltima. Ovisno o velicˇini
koju mjerimo na vertikalnoj osi, jedan kvadratic´ predstavlja amplitudu od 1 mm ili
napon od 0,1 mV. Amplitudu odredenog segmenta dobijemo zbrajanjem kvadratic´a
od srediˇsnje osi, nakon cˇega dobiveni broj mnozˇimo s vrijednosˇc´u jednog kvadratic´a.
Slika 2.5: Koordinatna mrezˇa EKG papira sastoji se od horizontalnih i vertikalnih osi.
Najmanji kvadratic´ odgovara vremenskom intervalu od 0,04 sekunde i amplitudi od
1 milimetar, odnosno 0,1 milivolt. Vec´i kvadratic´ sastoji se od 5 manjih i odgovara
vremenskom periodu od 0,2 sekunde i naponu od 0,5 milivolti
EKG kompleks predstavlja jedan elektricˇni dogadaj koji reprezentira sˇirenje elek-
tricˇnog impulsa od atrija do ventrikula. Sastoji se od P-vala, QRS kompleksa i T-vala,
kao sˇto prikazuje slika 2.6. P-val je prva komponenta normalnog EKG-a i predstavlja
sˇirenje elektricˇnog impulsa kroz atrij, odnosno atrijsku depolarizaciju. Depolariza-
cija ventrikula prikazana je QRS kompleksom, koji nastaje kao posljedica stvaranja
impulsa zbog kontrakcije ventrikula, nakon cˇega krv odlazi u arterije. Zadnja kom-
ponenta EKG-a je T-val koji predstavlja repolarizaciju ventrikula. Vrijeme potrebno
za jedan krug depolarizacije i repolarizacije prikazano je QT intervalom, a bilo kakve
nepravilnosti mogu znacˇiti odredene probleme u miokardu.
Kako bismo mogli prepoznati aritmije i ostala patolosˇka stanja, moramo znati
kako izgleda normalni sinusni ritam, koji predstavlja standard. Normalni sinusni
ritam, slika 2.7, karakterizira pravilni atrijski i ventrikularni ritam, a frekvencija uda-
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Slika 2.6: Komponente normalnog EKG vala
raca je izmedu 60 i 100 udarca u minuti. Svaki QRS kompleks treba biti slicˇnog
oblika i velicˇine, a prethodi mu P-val. Svi P-valovi takoder trebaju biti podjednaki. T-
val treba biti uspravan i zaobljen, dok je za PR interval pozˇeljno da bude u granicama
izmedu 0,12 i 0,2 s, a QT interval izmedu 0,36 i 0,44 sekunde.
Slika 2.7: Normalni sinusni ritam koji pokazuje uredno provodenje elektricˇnih im-
pulsa kroz srce
Obzirom da je srce kompleksan sustav, moguc´e su odredene nepravilnosti srcˇanog
ritma povezane s poremec´ajima u stvaranju elektricˇnih impulsa. Takve nepravilnosti
zovemo aritmije, a javljaju se kada stimulacija postane nepravilna ili ako je tempo
stimulacije brzˇi, odnosno sporiji od uobicˇajenog. Spomenuta odstupanja od normal-
nog sinusnog ritma mogu se vidjeti na snimljenom EKG-u. Na slici 2.8 prikazan je
primjer sinusne tahikardije (povec´ana brzina rada SA cˇvora), a na slici 2.9 primjer
sinusne bradikardije (smanjena brzina rada SA cˇvora).
Osim toga, aritmije mogu biti uzrokovane i poremec´ajima u sˇirenju impulsa. Takve
nepravilnosti ocˇituju se povec´anim PQ intervalom ili prosˇirenim QRS kompleksom.
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Slika 2.8: EKG zapis prikazuje sinusnu tahikardiju
Slika 2.9: EKG zapis prikazuje sinusnu bradikardiju
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3 Analiza fluktuacija kojima je uklonjen trend
Razne vremenske serije dobivene snimanjem odredenih fiziolosˇkih procesa mogu se
analizirati metodama statisticˇke fizike. To se prvenstveno odnosi na metode koje
proucˇavaju kriticˇne fenomene u kojima postoje fluktuacije u vremenskim serijama.
Svaki signal sastavljen je od fluktuacija koje su rezultat unutarnje dinamike sa-
mog sustava, ali i fluktuacija koje dolaze od vanjskih podrazˇaja. U slucˇaju kada fluk-
tuacije dobivene nekoreliranim podrazˇajima iz okoliˇsa mozˇemo razdvojiti od unu-
tarnjih fluktuacija dinamicˇkog sustava, pokazuje se da te dvije skupine fluktuacija
imaju razlicˇita korelacijska svojstva. Fluktuacije koje proizlaze iz dinamike samog
sustava mogu imati dugodosezˇne korelacije. S druge strane, nestacionarni tipovi
fluktuacija povezani su s vanjskim podrazˇajima, te taj dio signala nazivamo trend.
Trend u praksi mozˇemo razlikovati od finijih fluktuacija koje mogu otkriti intrinsicˇna
korelacijska svojstva dinamike tog sustava [2–6].
Za analizu fiziolosˇkih podataka uvedena je analiza modificiranog srednjeg kva-
dratnog korjena nasumicˇnog hoda, koju nazivamo analiza fluktuacija kojima je uklo-
njen trend (eng. detrended fluctuation analysis, dalje u tekstu DFA). Kod te metode
vremensku seriju najprije podijelimo u prozore duljine n, a srednji kvadratni korjen
(fluktuacijska funkcija) detrendizirane vremenske serije u tim prozorima duljine n
daje uvid u fluktuacije sustava.
DFA metoda detektira dugodosezˇne korelacije koje postoje u naizgled nestaci-
onarnim vremenskim serijama, pritom izbjegavajuc´i lazˇne dugodosezˇne korelacije
koje su rezultat nestacionarnih fluktuacija dobivenih od vanjskih podrazˇaja. Ova
metoda uspjesˇno je primjenjena na detekciju dugodosezˇnih korelacija u visokohete-
rogenim DNA nizovima (sekvencama), te na ostale kompleksne fiziolosˇke signale.
Autokorelacija je korelacija signala sa zakasˇnjelom kopijom istog tog signala i
funkcija je vremenskog kasˇnjenja. Sˇto je vrijeme autokorelacije manje, sustav brzˇe
”
zaboravlja“ ranije informacije i uvjete, te kazˇemo da postoji kratkodosezˇna korela-
cija. Vrijedi i obratno – vec´e vrijeme autokorelacije znacˇi da sustav duzˇe pamti pret-
hodne informacije i postoji dugodosezˇna korelacija. Stacionarne procese koji dolaze
od unutarnje dinamike sustava karakterizira divergentno vrijeme autokorelacije. Ob-
zirom da izraz
”
divergentno“ predstavlja dugo vrijeme autokorelacije, takav sustav
ima korelacije na vec´im vremenskim skalama. U tom slucˇaju, funkcija autokorela-
cije, C(s), pri cˇemu je s vremensko kasˇnjenje, mozˇe biti opisana polinomom. Kada
je C(s) opisana eksponencijalnim padom, sustav je koreliran na kratkim vremenskim
skalama i informacije koje su prethodile danom trenutku pamti vrlo kratko.
Osim toga, kao sˇto je spomenuto ranije u tekstu, svaki proces nekog sustava je
pod utjecajem vanjskih cˇimbenika. Ti cˇimbenici su nestacionarni i mogu utjecati na
duljinu korelacije, obicˇno u smjeru njenog smanjivanja.
Postoji jasna veza izmedu funkcije fluktuacije i korelacijske strukture. Signali
koji imaju kratkodosezˇne korelacije pokazuju jasan fenomen prijelaza. Taj prijelaz
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dijeli funkciju fluktuacije na dva dijela koji imaju razlicˇite eksponente skaliranja α,
odnosno razlicˇite nagibe u log-log grafu. Samo u slucˇaju kada je duljina prozora n
vec´a od skale na kojoj se postoji fenomen prijelaza, mozˇemo vidjeti dobro skalirajuc´e
ponasˇanje za kratkodosezˇne korelacije. Drugim rijecˇima, vremenska serija koju pro-
matramo mora biti dovoljno duga.
Funkcija autokorelacije (eng. autocorrelation function, dalje u tekstu ACF) za
stacionarni proces drugog reda, xt dana je s
C(s) =
〈(xt − µ)(xt+s − µ)〉
〈(xt − µ)2〉 (3.1)
gdje je srednja vrijednost 〈xt〉 = µ za svaki t.
Razlika izmedu procesa koji imaju dugo i kratko pamc´enje definirana je sumom
funkcije autokorelacije po svim pomacima u vremenu s
∑∞
s=0C(s). Ako navedena
suma konvergira, sustav pokazuje kratkodosezˇne korelacije, sˇto znacˇi da prilicˇno
brzo
”
zaboravlja“ pocˇetne uvjete, odnosno ono sˇto se dogodilo prije odredenog tre-
nutka. Asimptotsko ponasˇanje koje u tom slucˇaju pokazuje funkcija autokorelacije
opisujemo eksponencijalnim padom
C(s) ∼ e−s/sc (3.2)
gdje je sc karakteristicˇno vrijeme korelacije dano s sc =
∫∞
0
C(s)ds.
Suprotno tome, kada suma
∑∞
s=0C(s) divergira, sustav jako sporo ”
zaboravlja“
vrijednosti u prethodnim trenucima. Obzirom da postoji divergencija, ne mozˇemo
govoriti o karakteristicˇnom vremenu kao kod kratkodosezˇnih korelacija. Sada funk-
ciju autokorelacije opisujemo polinomom
C(s) ∼ s−γ. (3.3)
Parametar γ je parametar koleracije i poprima vrijednosti izmedu 0 i 1.
Odredene metode procjene funkcije autokorelacije primjenjive su samo pod pret-
postavkom stacionarnosti. Medutim, prirodne vremenske serije (koje nisu iz labora-
torijskih uvjeta) su nestacionarne. Upravo iz tog razloga u analizi takvih vremenskih
serija moramo koristiti metode koje su primjenjive u takvim uvjetima. Da bi procjena
ACF za danu seriju bila dobra, fluktuacije samog sustava moramo kvalitetno moc´i
razdvojiti od fluktuacija koje su rezultat vanjskog utjecaja. Upravo zato je za takvu
procjenu povoljna DFA metoda, jer je primjenjiva na podatke za koje ne znamo kakav
je trend, odnosno ne znamo kakav je sˇum koji dolazi od vanjskih podrazˇaja.
Ako zˇelimo vremensku seriju xt, gdje je t = 1, 2, ...N analizirati DFA metodom
moramo vremenski niz transformirati u niz yt
yt =
t∑
k=1
(xk − x), (3.4)
gdje je x srednja vrijednost x = 1
N
∑N
k=1 xk, a yt odgovara nasumicˇnom hodu s
povec´anjima iznosa xk − x. Vremensku os podijelimo u segmente duljine n. Za svaki
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segment ν, gdje je ν = 1, 2, ...K racˇunamo yt − pt, pri cˇemu je t = (ν − 1)n + 1, (ν −
1)n + 2, ...νn. pt je polinom reda q i racˇunamo ga metodom najmanjih kvadrata za
tocˇke (t, yt) u ν-tom segmentu. Za DFA metodu koja koristi uklanjanje trenda polino-
mom reda q kazˇemo da je DFA reda q, odnosno DFA-q. Srednja vrijednost varijance
yt − pt po svim segmentima je kvadrat funkcije fluktuacije:
F 2(n) =
1
K
K∑
ν=1
(
1
n
νn∑
t=(ν−1)n+1
(yt − pt)2
)
. (3.5)
Ovaj postupak ponovimo za sve duljine prozora n, n = 2, 3, ...N/4 kako bi dobili
ovisnost F o duljini prozora n, F (n). Sˇirinu prozora n racˇunamo kao n = 2q + 2.
Za dovoljno veliki n, funkcija fluktuacije ima oblik F (n) ∼ nα. Ovakvo ponasˇanje
direktno je povezano sa strukturom korelacije. Za α = 0, 5 proces je koreliran na
krac´im skalama, dok za vrijednosti α izmedu 0,5 i 1, postoje dugodosezˇne korelacije
i α = 1− γ/2, pri cˇemu parametar korelacije γ mozˇe poprimati vrijednosti izmedu 0
i 1.
Bijeli sˇum je naziv za signal kod kojeg su uzorci serijski nekorelirane slucˇajne va-
rijable s nultom srednjom vrijednosˇc´u i konacˇnom varijancijom. Za ovaj tip podataka
pripadni eksponent skaliranja α iznosi α = 0, 5. Ponekad su moguc´e korelacije na
krac´im skalama, pa α mozˇe blago odstupati od spomenute vrijednosti, medutim, za
vec´i broj podataka, α c´e iznositi 0,5. Vrijednost α za koju vrijedi 0, 5 < α ≤ 1 indicira
dugodosezˇne korelacije za koje vrijedi da postoji vec´a vjerojatnost da c´e nakon duzˇeg
vremenskog intervala slijediti josˇ jedan duzˇi vremenski interval i obrnuto. S druge
strane, ako α poprima vrijednosti izmedu 0 i 0,5, postoji drugi tip korelacije i to takav
da c´e se duzˇi i krac´i vremenski intervali naizmjence izmjenjivati. U posebnom slucˇaju
kada α poprima vrijednost 1, signal odgovara 1/f sˇumu, a kada je α ≥ 1, korelacija
postoji, medutim postoje i odredena odstupanja. U posebnom slucˇaju kada je vrijed-
nost α = 1, 5 imamo tzv. Brownov sˇum (Brown noise), koji dobijemo integracijom
bijelog sˇuma.
Eksponent skaliranja α govori nam, s druge strane, o
”
hrapavosti“ vremenske se-
rije i to tako da vec´i α odgovara gladoj seriji, a manja vrijednost opisuje viˇse hrapavi
signal. Sada 1/f signal mozˇemo opisati kao kompromis izmedu u potpunosti nepre-
dvidivog bijelog sˇuma i glatkog Brownovog sˇuma.
Kada ovisnost F o n prikazˇemo u log-log grafu, dobivamo linearnu ovisnost koja
indicira prisutnost skaliranja. To znacˇi da fluktuacije karakterizira eksponent skalira-
nja α koji predstavlja nagib pravca u log(F (n))− log(n) grafu. U ovom radu algoritam
DFA metode implementirat c´emo u python programskom jeziku (danas standardni iz-
bor u obradi podataka [7]).
def dfa(tmp,box,nfit=1):
xtmp=np.arange(1,box+1);
chisq=0.0
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for i in range(len(tmp)-box+1):
temp=0.0
ytmp=tmp[i:i+box]
pc=np.polyfit(xtmp,ytmp,nfit)
temp = sum((ytmp-np.polyval(pc,xtmp))**2)
chisq += temp
return chisq/((len(tmp)-box+1)*box)
Promorimo kod implementacije kroz jednadzˇbu (3.5). Krenimo od neke proizvoljne
vremenske serije. Prvi primjer koji c´emo promatrati je vremenski niz sastavljen od na-
sumicˇnih vrijednosti iz standardne normalne distribucije. Dobivene varijable kumu-
lativno sumiramo (jednadzˇba 3.4). Rezultat je prikazan na slici 3.1. Sada odaberemo
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Slika 3.1: Vremenski niz kumulativno sumiranih vrijednosti, yt, dobivenih prema jed-
nadzˇbi 3.4 iz vremenskog niza, xt, 10 000 slucˇajnih varijabli iz standardne normalne
distribucije
velicˇinu prozora za koju c´emo racˇunati kvadrat funkcije fluktuacije, jednadzˇba 3.5.
Za primjer racˇuna podsume u jednadzˇbi 3.5 mozˇemo uzeti prozor od prvih 5 tocˇaka
niza yt. Trend za odredeni prozor dobivamo tako da kroz odabrane tocˇke provucˇemo
pravac dobiven metodom najmanjih kvadrata (DFA-1), kao sˇto prikazuje slika 3.2.
Kada nademo trend za dani prozor i zbrojimo kvadrate reziduala, pomicˇemo prozor
za jednu vremensku tocˇku na novu poziciju i ponovo na isti nacˇin racˇunamo trend.
Postupak ponavljamo dok ne dodemo do kraja vremenske serije, a to nam u jed-
nadzˇbi 3.5 pokazuje prva suma,
∑K
ν=1. Na ovaj nacˇin usrednjili smo podatke po svim
prozorima. Ovu proceduru ponavljamo za sve sˇirine prozora, pri cˇemu je najvec´a
sˇirina prozora odgovara 1/4 duljine vremenske serije koju analiziramo. Rezultat DFA
metode za odabranu sˇirinu prozora prikazan je u log-log grafu na slici 3.3. Nagib
dobivenog pravca je α = 0, 508 ± 0, 005, sˇto je u skladu s teorijskom vrijednosˇc´u,
α = 0, 5.
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Slika 3.2: Prozor od prvih 5 tocˇaka niza yt i pravac dobiven metodom najmanjih
kvadrata koji u navedenom segmentu predstavlja trend
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Slika 3.3: Graficˇki prikaz ovisnosti funkcije fluktuacije o sˇirini prozora F (n)−n u log-
log grafu za vremensku seriju slucˇajnih brojeva iz standardne normalne distribucije
Obzirom da sustavi koje promatramo mogu biti vrlo kompleksni, uvijek je dobro
za testiranje koristiti viˇse procesa koji generiraju vremenske serije, kako bi se pro-
vjerila ispravnost dobivenih rezultata. U tu svrhu mozˇemo koristiti ARFIMA proces
(eng. fractionally autoregressive integrated moving-average process), pomoc´u kojeg
mozˇemo modelirati procese s dugodosezˇnim autokorelacijama u stohasticˇkim varija-
blama. Vremensku seriju xt mozˇemo izracˇunati pomoc´u
xt =
∞∑
n=1
an(d)xt−n + t, (3.6)
pri cˇemu vrijedi da parametar skaliranja d poprima vrijednosti izmedu -0,5 i 0,5.
t predstavlja nezavisno i jednoliko raspodjeljene slucˇajne varijable. Vrijedi da je
srednja vrijednost 〈t〉 = 0 i varijanca 〈2t 〉 = 1. Tezˇinski faktor an(d) definiran je na
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sljedec´i nacˇin:
an(d) =
dΓ(n− d)
Γ(1− d)Γ(n+ 1) , (3.7)
gdje Γ oznacˇava gama funkciju, a n je vremenska skala. Funkciju autokorelacije za
vremensku seriju xt oznacˇavamo s A(n), te vrijedi da je A(n) ≡ A(xt, xt−n). Vremen-
ska serija xt postaje nasumicˇna za d = 0. U sljedec´em primjeru uz pomoc´ ARFIMA
procesa generirat c´emo vremensku seriju i provjeriti ispravnost nasˇeg prethodnog
rezultata. Vrijednost parametra skaliranja je d = 0, 25. Bitno je napomenuti da su
nagib α i parametar skaliranja d povezani izrazom α = 0, 5 + d. Zbog ogranicˇenja
racˇunalne preciznosti, u stvarnim primjerima nije potrebno raditi beskonacˇnu sumu,
stoga c´emo u nasˇem racˇunu podatke sumirati do n = 1000. Na slici 3.4 prikazan je
jedan takav niz. Rezultat primjene jednadzˇbe 3.4 prikazan je na slici 3.5, a rezultat
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Slika 3.4: Vremenski niz dobiven ARFIMA procesom. Parametar skaliranja je d =
0, 25
DFA metode na slici 3.6. Vidimo da je vrijednost dobivenog nagiba α = 0, 744±0, 002,
sˇto se dobro slazˇe s nasˇom ranijom analizom, jer vrijedi da je α = d + 0, 5. Detaljni
pregled implementacije bit c´e izlozˇen u dodatku A.
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ARIMA d=0.25 pripremljeno za DFA metodu
Slika 3.5: Vremenski niz kumulativno sumiranih vrijednosti, yt, dobivenih iz vremen-
skog niza, xt, generiranog ARFIMA procesom. Parametar skaliranja d iznosi d = 0, 25
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Slika 3.6: Rezultat DFA metode za vremenski niz xt generiran ARFIMA procesom
3.1 Fenomen prijelaza
Eksponent skaliranja mozˇe nam posluzˇiti u dijagnosticˇke svrhe, no problem je sˇto je
za takvu analizu potreban velik broj podataka. Obicˇno kada koristimo krac´e vremen-
ske serije na njima je vidljiv fenomen prijelaza [8]. Rezultat DFA metode u log-log
grafu za jednu vremensku seriju prikazan je na slici 3.7. Jasno se vidi da krivulja
mijenja nagib, odnosno, na neki nacˇin bismo dobiveni graficˇki prikaz mogli podijeliti
u 2 dijela razlicˇitih nagiba koji su medusobno odvojeni podrucˇjem prijelaza. Ranije
u tekstu spomenuto je da fluktuacije karakterizira eksponent skaliranja α. Dakle, na
rezultat DFA metode mozˇemo prilagoditi dva pravca i odrediti njihove nagibe, a ti
nagibi su upravo eksponenti skaliranja α1 i α2.
Prijelaz iz jednog u drugi rezˇim nalazi se u tocˇki u kojoj je derivacija funkcije po
logaritmu sˇirine prozora jednaka 1. Obzirom da analizu radimo s diskretnim poda-
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Slika 3.7: Rezultat DFA metode za jedan vremenski niz
cima, koristimo tzv. spline interpolaciju. Kako za obradu podataka koristimo pro-
gramski jezik python koristit c´emo implementaciju UnivariateSpline [9] iz scipy
paketa. Ovaj paket takoder mozˇe automatski racˇunati derivaciju, sˇto je josˇ jedan raz-
log odabira istog. Na slici 3.8 prikazana je metoda odredivanja tocˇke prijelaza. Tocˇku
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Slika 3.8: Rezultat DFA metode i interpolacija. Koordinata tocˇke prijelaza odredena
je tocˇkom u kojoj derivacija funkcije log(F (n))/2 po logaritmu sˇirine prozora iznosi
1.
prijelaza lako mozˇemo odrediti trazˇec´i rjesˇenje jednadzˇbe u kojoj derivacija funkcije
log(F (n))/2 po logaritmu sˇirine prozora iznosi 1.
Kako bismo tocˇku prijelaza brzˇe i jednostavnije izracˇunali, napravili smo funkciju
koja kao argument uzima redni broj vremenske serije (osobe), a kao rezultat daje
koordinatu prijelaza u logaritamskoj skali.
def crossover(prsn):
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ex=np.log10(dfa[:, 2*prsn])
ey=np.log10(dfa[:, 2*prsn+1])/2
spl = UnivariateSpline(ex, ey)
xs = np.linspace(ex[0], ex[-1], 1000)
dspl=spl.derivative()
try:
t=optimize.brentq(lambda x: dspl(x)-1, np.min(ex),np.max(ex))
except:
return 0
return t
Buduc´i da nas zanimaju eksponenti skaliranja, moramo odrediti nagibe za dva razlicˇita
podrucˇja. Metodom najmanjih kvadrata odredit c´emo nagibe pravaca u dva po-
drucˇja odvojena tocˇkom prijelaza. Nagibi su automatski odredivani uz pomoc´ funk-
cije slopes, cˇiji je algoritam prikazan nizˇe u tekstu.
def slopes(prsn):
slope=0
ex=np.log10(dfa[:, 2*prsn])
ey=np.log10(dfa[:, 2*prsn+1])/2
cross=crossover(prsn)
if (cross!=0):
ex1=ex[ex[:] < cross]
cross=len(ex1)
xs = np.linspace(ex[0], ex[-1], 1000)
pf=np.polyfit(ex[:cross], ey[:cross], 1)
pf1=np.polyfit(ex[cross:], ey[cross:], 1)
slope=pf[0],pf1[0]
return slope
U ovom radu analizirane su vremenske serije zdravih ispitanika, osoba s kongestiv-
nim zatajenjem srca i osoba s asimptomatskom ventrikularnom aritmijom prije i na-
kon terapije. Za analizu podataka, iz EKG zapisa, odnosno QRS-kompleksa, izvadeni
su podaci o trajanju otkucaja. Na slikama 3.9 i 3.10 prikazane su vremenske serije
zdravih ispitanika, ispitanika s kongestivnim zatajenjem srca, te ispitanika s asimpto-
matskom ventrikularnom aritmijom prije i nakon uzimanja lijeka.
Rezultat DFA metode za zdrave osobe prikazan je na slici 3.11, a za osobe s kon-
gestivnim zatajenjem na slici 3.12. Vidimo da je kod zdravih ispitanika nagib pravca
α otprilike 1, sˇto znacˇi da postoje dugodosezˇne korelacije. U slucˇaju ispitanika s
kongestivnim zatajenjem jasno se vidi fenomen prijelaza koji upuc´uje na razlicˇito
ponasˇanje na krac´im i duzˇim skalama.
17
Slika 3.9: Graficˇki prikaz trajanja otkucaja u ovisnosti o rednom broju otkucaja za
zdravog ispitanika (lijevo) i ispitanika s kongestivnim zatajenjem srca (desno).
Slika 3.10: Graficˇki prikaz trajanja otkucaja u ovisnosti o rednom broju otkucaja za
ispitanika s aritmijom prije uzimanja lijeka (lijevo) i nakon uzimanja lijeka (desno).
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Slika 3.11: Rezultat DFA metode za zdravu osobu.
Na slikama 3.13, 3.14 i 3.15 prikazana su 3 primjera s aritmijom prije uzimanja tera-
pije. U svim primjerima je izrazˇen fenomen prijelaza. Nagibi α1 i α2 su takoder pri-
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Slika 3.12: Rezultat DFA metode za osobu s kongestivnim zatajenjem srca.
blizˇno jednaki iz cˇega vidimo da postoji konzistentnost u potpisu patologije. Takoder,
fenomen prijelaza se u svim primjerima dogada priblizˇno za istu sˇirinu prozora.
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Slika 3.13: Rezultat DFA metode za osobu s aritmijom prije terapije.
Slike 3.16, 3.17 i 3.18 prikazuju 3 razlicˇita slucˇaja nakon uzimanja terapije. Vidimo
da djelovanje lijeka mozˇe rezultirati uniformnim ponasˇanjem na svim skalama (slika
3.16), no moguc´e je i drugacˇije ponasˇanje. Na slici 3.17 vidimo da postoji fenomen
prijelaza, no razlika u nagibima, odnosno eksponentima skaliranja je gotovo zane-
mariva. Na slici 3.18 fenomen prijelaza je jacˇe izrazˇen. Nagib α1 na krac´im skalama
indicira dugodosezˇne korelacije, a nagib α2 pokazuje korelacije uz odredena odstu-
panja.
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Slika 3.14: Rezultat DFA metode za osobu s aritmijom prije terapije.
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Slika 3.15: Rezultat DFA metode za osobu s aritmijom prije terapije.
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Slika 3.16: Rezultat DFA metode za osobu s aritmijom nakon terapije.
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Slika 3.17: Rezultat DFA metode za osobu s aritmijom nakon terapije.
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Slika 3.18: Rezultat DFA metode za osobu s aritmijom nakon terapije.
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4 Entropija kao mjera kompleksnosti
Entropija je ekstenzivno svojstvo termodinamicˇkog sustava povezano s brojem mi-
kroskopskih konfiguracija koje utjecˇu na makroskopske velicˇine, te na taj nacˇin ka-
rakteriziraju sustav na makroskopskoj razini. Makroskopski sustavi imaju velik broj
moguc´ih mikrostanja Ω (N ≈ 6 · 1023,Ω ≈ eN) koja mozˇemo razmatrati kao jednako
vjerojatna [10]. Pod tom pretpostavkom entropiju S mozˇemo racˇunati kao prirodni
logaritam mikrostanja Ω pomnozˇen s Boltzmannovom konstantom kB:
S = kB ln Ω (4.1)
Obzirom da je entropija funkcija stanja, ona ovisi samo o pocˇetnom i konacˇnom sta-
nju sustava.
Drugi zakon termodinamike kazˇe da se entropija izoliranog sustava ne mozˇe sma-
njiti. To znacˇi da sustav spontano ide u ravnotezˇno stanje koje odgovara maksimumu
entropije. Smanjenje entropije moguc´e je jedino lokalno, no entropija cijelog sustava
se mora povec´ati. Procesi u kojima se entropija povec´a su ireverzibilni, a kod rever-
zibilnih ona ostaje nepromjenjena i vrijedi ∆S = 0. Obzirom da je odredena brojem
slucˇajnih mikrostanja, entropija je povezana s kolicˇinom dodatnih informacija koje
su potrebne da bismo mogli specificirati odredeno fizikalno stanje sustava, te mu
dati odredene makroskopske specifikacije. Zbog toga kazˇemo da je entropija mjera
nereda u sustavu.
1803. godine Lazare Carnot je objavio da se svaki prirodni proces krec´e u smjeru
disipacije korisnih oblika energije, a 21 godinu kasnije njegov sin, Sadi Carnot je
otkrio da je pomoc´u toplinskog stroja moguc´e dobiti rad prijelazom topline s topli-
jeg na hladnije tijelo. Takoder, tvrdio je da ne postoji nikakva promjena u radnoj
tvari u slucˇaju kada se radna tvar, npr. para, na kraju ciklusa vrati u pocˇetno stanje.
1850-ih i 1860-ih Rudolf Clausius suprotstavlja se ideji S. Carnota i promjeni stanja
radne tvari daje matematicˇku interpretaciju. Ispituje gubitak korisnih oblika energije
tijekom obavljanja rada (toplina dobivena trenjem) i kazˇe da je entropija gubitak te
energije u termodinamicˇkom sustavu ili radnoj tvari tijekom promjene stanja.
U drugoj polovici 19. stoljec´a L. Boltzmann, J.W. Gibbs i J.C. Maxwell su entropiji
dali statisticˇko znacˇenje. 1870-ih Boltzmann je pokazao da se entropija mozˇe razu-
mjeti kroz gibanje molekula koje cˇine neki fizikalni sustav. U svom radu analizirao je
statisticˇko ponasˇanje mikroskopskih komponenata sustava i pokazao da je statisticˇka
definicija entropije ekvivalentna termodinamicˇkoj. Razlika te dvije definicije bila je
u konstanti, koja se od tada naziva Boltzmannova konstanta. Termodinamicˇka defini-
cija odgovara eksperimentalnoj definiciji, dok statisticˇka daje objasˇnjenje i omoguc´uje
bolje razumjevanje koncepta entropije.
Ako imamo dani set makroskopskih varijabli, entropija je mjera vjerojatnosti da je
sustav zauzeo razlicˇita mikrostanja. Sˇto je viˇse takvih moguc´ih stanja, od kojih svako
ima odredenu vjerojatnost da bude ispunjeno, vec´a je entropija. Dakle, entropija je
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mjera koja nam govori na koliko nacˇina neki sustav mozˇe biti organiziran, odnosno
logaritamska mjera broja stanja koja mogu biti zauzeta s odredenom vjerojatnosˇc´u:
S = −kB
∑
i
pi log pi (4.2)
Ovaj izraz mozˇemo zapisati na ekvivalentan nacˇin pomoc´u operatora ocˇekivanja
S = −kBEi(log pi), (4.3)
pri cˇemu je Ei ocˇekivana vrijednost logaritma vjerojatnosti da c´e neko mikroskopsko
stanje biti zauzeto, a kB je Boltzmannova konstanta (kB = 1.38×10−23 J K−1). Indeks
stanja oznacˇen je s i, a pi je vjerojatnost da je sustav zauzeo i-to mikrostanje. Ako je
svako stanje jednako vjerojatno i vrijedi da je pi = 1/Ω, gdje je Ω broj mikrostanja,
tada se izraz 4.3 svodi na oblik
S = −kB log Ω (4.4)
Takoder, mozˇemo rec´i da je entropija mjera neodredenosti sustava. Kazˇemo da je
ravnotezˇno stanje stanje maksimalne entropije, jer smo izgubili sve informacije o
pocˇetnim uvjetima, osim onih koje nose ocˇuvane varijable. Pogledajmo sada kako
entropiju mozˇemo definirati za vremenske serije.
Ako jeX set varijabli s vrijednostima Θ, tada za vremensku seriju {Xi} = {X1, ..., Xn}
s vrijednostima Θ1, ...,Θn vrijedi:
Hn = H(X1, X2, ..., Xn) = −
∑
X1Θ1
...
∑
XnΘ
p(x1, ..., xn) log p(x1, ...xn). (4.5)
Primjenom lancˇanog pravila na izraz 4.5, dobivamo.
Hn =
n∑
i=1
H(Xi|Xi−1, ..., X1) (4.6)
Konacˇno, promjenu, odnosno porast entropije nekog sustava mozˇemo izracˇunati
pomoc´u:
h = lim
n→∞
Hn
n
. (4.7)
U slucˇaju kada imamo D-dimenzionalni dinamicˇki sustav, fazni prostor podijelimo na
elemente D, a stanje sustava mjerimo u intervalima δ. U tom slucˇaju c´e p(k1, k2, ..., kn)
biti vjerojatnost da je sustav u stanju k u trenutku t = δ, k2 u trenutku t = 2δ,..., kn u
trenutku t = nδ.
Kolmogorov-Sinai (KS) entropija definirana je kao
HKS = − lim
δ→0
lim
→0
lim
n→∞
1
nδ
∑
k1...kn
p(k1...kn) log p(k1...kn) (4.8)
HKS = lim
δ→0
lim
→0
lim
n→∞
1
nδ
Hn, (4.9)
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a u slucˇaju kada imamo stacionarni proces, vrijedi da je
HKS = lim
δ→0
lim
→0
lim
n→∞
(Hn+1 −Hn). (4.10)
Stanje sustava u trenutku ti djelomicˇno je odredeno ranijim trenucima t1, t2,..., ti−1,
a svako novo stanje nosi dodatne informacije. KS entropija mjeri smanjenje nepre-
ciznosti.
Numericˇki entropije mozˇemo racˇunati samo za neki konacˇni n, a ako je n jako velik
u odnosu na vremensku seriju, nema smisla racˇunati entropiju, jer Hn → 0.
Donju granicu KS entropije predstavlja Grassberger-Procaccia entropija. Ako je {Xi} =
{x1, ..., xi, ....xN} vremenska serija duljine N , tada postoje vektori duljine m
um(i) = {xi, xi+1, ..., xi+m−1}, (4.11)
za koje vrijedi 1 ≤ i ≤ N −m + 1. Broj vektora um(j) u blizini um(i) oznacˇit c´emo
s nmi (r). To znacˇi da vrijedi d[um(i), um(j)] ≤ r, pri cˇemu je d Euklidski razmak.
Vjerojatnost da je vektor um(j) u blizini vektora um(i) racˇunamo kao
Cmi (r) =
nmi (r)
N −m+ 1 , (4.12)
a vjerojatnost da su 2 vektora razmaknuta za udaljenost manju od r pomoc´u
Cm(r) =
1
N −m+ 1
N−m+1∑
i=1
Cmi (r). (4.13)
Grassberger-Procaccia entropiju sada mozˇemo izracˇunati na sljedec´i nacˇin:
K2 = lim
N→∞
lim
m→∞
lim
r→0
− ln[Cm+1(r)− Cm(r)]. (4.14)
Eckmann i Ruelle su razmatrajuc´i udaljenost izmedu 2 vektora kao maksimalnu ap-
solutnu vrijednost izmedu njihovih komponenti, definirali funkciju
φm(r) =
1
N −m+ 1
N−m+1∑
i=1
lnCmi (r). (4.15)
Vrijedi da je:
d[um(i), um(j)] = max{| x(i+ k)− x(j + k) |: 0 ≤ k ≤ m− 1}. (4.16)
Ako su 2 niza blizu jedan drugom u m tocˇaka, onda c´e oni biti blizu i kada dodamo
josˇ 1 tocˇku:
φm+1(r)− φm(r) ≈
N−m+1∑
i=1
ln
[
Cmi (r)
Cm+1i (r)
]
. (4.17)
Predlazˇu racˇunanje KS entropije preko:
HER = lim
N→∞
lim
m→∞
lim
r→0
[φm(r)− φm+1(r)]. (4.18)
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Izraz (4.18) sluzˇi za klasifikaciju nizˇe dimenzionalnih kaoticˇnih sustava i ne funkci-
onira kada postoji sˇum.
Za analizu kratkih vremenskih serija u kojima je prisutan sˇum, S. M. Pincus je uveo
aproksimativnu entropiju, AE(m, r):
AE(m, r) = lim
N→∞
[Φm(r)− Φm+1(r)], (4.19)
a u statistici se njezina vrijednost racˇuna pomoc´u
AE(m, r,N) = Φ
m(r)− Φm+1(r). (4.20)
Aproksimativna entropija (eng. approximate entropy, dalje u tekstu ApEn) je tehnika
pomoc´u koje procjenjujemo regularnost i nepredvidivnost fluktuacija u vremenskim
serijama [11]. Ako se odredeni obrasci fluktuacija ponavljaju, vremenska serija je
pravilnija i vrijednost AE je nizˇa. Vec´a vrijednosti AE upuc´uje na nepravilnije i ma-
nje predvidive vremenske serije. U ovom radu algoritam aproksimativne entropije
implementirali smo u python programskom jeziku.
def ApEn(U, m, r):
def _maxdist(x_i, x_j):
return max([abs(ua - va) for ua, va in zip(x_i, x_j)])
def _phi(m):
x = [[U[j] for j in range(i, i + m - 1 + 1)]
for i in range(N - m + 1)]
C = [len([1 for x_j in x
if _maxdist(x_i, x_j) <= r])/(N - m + 1.)
for x_i in x]
return (N - m + 1.0)**(-1) * sum(np.log(C))
N = len(U)
return abs(_phi(m+1) - _phi(m))
Modifikacija aproksimativne entropije je entropija uzorka (eng. sample entropy, da-
lje u tekstu SampEn), a njezina prednost u odnosu na aproksimativnu entropiju je
cˇinjenica da manje ovisi o duljini vremenske serije i konzistentna je na sˇirem rasponu
moguc´ih vrijednosti r,m i N :
SE(m, r) = lim
N→∞
− ln U
m+1(r)
Um(r)
, (4.21)
odnosno
SE(m, r,N) = − ln U
m+1(r)
Um(r)
. (4.22)
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Kod izracˇuna aproksimativne entropije ”template” vektor usporeduje se s drugim vek-
torima, ali i sa samim sobom, sˇto rezultira manjom vrijednosˇc´u AE, zbog cˇega u
interpretaciji signala zakljucˇujemo da je on pravilniji nego sˇto zbilja jest. Kod Sam-
pEn nema te komparacije vektora sa samim sobom, pa mozˇemo dobiti bolji uvid u
pravilnost signala, [12]. SampEn koristi se za procjenu kompleksnosti vremenskih
serija i dijagnostiku patolosˇkih stanja. U ovom radu koristili smo javno dostupan kod
napisan u C programskom jeziku [12]. Iako implementacija u Python programskom
jeziku nije efikasna zbog dugotrajnog racˇunanja, navodimo ju jer je jednostavna za
razumijevanje.
def SampEn(U, m, r):
def _maxdist(x_i, x_j):
result = max([abs(ua - va) for ua, va in zip(x_i, x_j)])
return result
def _phi(m):
x = [[U[j] for j in range(i, i + m - 1 + 1)]
for i in range(N - m + 1)]
C = [len([1 for j in range(len(x)) if i != j
and _maxdist(x[i], x[j]) <= r]) for i in range(len(x))]
return sum(C)
N = len(U)
return -np.log(_phi(m+1) / _phi(m))
Aproksimativnu entropiju mozˇemo racˇunati i pomoc´u
AE(m, r,N) ≈ 1
N −m
N−m∑
i=1
ln
nmi
nm+1i
, (4.23)
a entropiju uzorka pomoc´u
SE(m, r,N) = ln
∑N−m
i=1 n
′m
i∑N−m
i=1 n
′m+1
i
(4.24)
ApEn i SampEn mjere stupanj nasumicˇnosti vremenske serije, medutim, ne postoji
direktna veza izmedu pravilnosti i kompleksnosti signala. Povec´anje entropije obicˇno
je povezano s povec´anjem kompleksnosti, no to ne mora uvijek vrijediti – potpuno
neuredeni sustavi (kao i savrsˇeno uredeni) smatraju se niskokompleksnima, iako je
njihova entropija maksimalna. Mjere entropije imaju najvec´u vrijednost za slucˇajne
nekorelirane signale (bijeli sˇum) koji nisu predvidivi, ali ni strukturalno kompleksni.
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4.1 Viˇseskalna entropija
Obzirom da biolosˇki sustavi imaju prostornu i vremensku komponentu, kompleksnost
takvih signala protezˇe se na viˇse skala, pa za analizu koristimo viˇseskalnu entropiju
(eng. multiscale entropy, dalje u tekstu MSE).
Pretpostavimo da imamo 1-dimenzionalnu diskretnu vremensku seriju {x1, ...xi, ...xN},
koju podijelimo u prozore duljine τ . Kada usrednjimo podatke u svakom prozoru, do-
bijemo vremensku seriju {y(τ)}, cˇija je duljina jednaka duljini originalne vremenske
serije podijeljena s τ (u slucˇaju kada je τ = 1, dobivena vremenska serija je jednaka
originalnoj). Elemente vremenske serije {y(τ)} racˇunamo na sljedec´i nacˇin:
y
(τ)
j =
1
τ
jτ∑
i=(j−1)τ+1
xi, 1 ≤ j ≤ N
τ
(4.25)
Za svaku dobivenu vremensku seriju (svaka vrijednost τ daje specificˇnu vremensku
seriju) sada racˇunamo SE i rezultate prikazˇemo graficˇki u SE−τ grafu. Dobivene MSE
krivulje koristimo za usporedbu relativne kompleksnosti normalizirane vremenske
serije koje se temelje na sljedec´im smjernicama:
a) ako su za vec´inu skale vrijednosti entropije za pocˇetnu vremensku seriju vec´e
nego za dobivenu, onda je pocˇetna vremenska serija kompleksnija od dobivene
vremenske serije
b) monotoni pad vrijednosti entropije indicira da originalni signal sadrzˇi informa-
cije samo na najmanjoj skali.
Kako bismo testirali implementaciju koda, MSE analizu primijenili smo na vremensku
seriju (N=20 000) slucˇajnih varijabli iz normalne raspodjele (bijeli sˇum), slika 4.1.
Na slici su prikazane srednje vrijednosti i pripadne pogresˇke, no pogresˇke su vrlo
male, pa se ne vide na graficˇkom prikazu. Za navedeni slucˇaj rezultate mozˇemo
provjeriti pomoc´u analiticˇkog izraza
SWNE (τ) = − ln
∫ ∞
−∞
√
τ
8pi
[
erf
(
x+ r√
2/τ
)
− erf
(
x− r√
2/τ
)]
e−τx
2/2dx (4.26)
Vidimo da se vrijednosti monotono smanjuju od SWNE (1) = 2, 466 do S
WN
E (20) = 1, 06.
Vrijednosti dobivene iz analiticˇke formule za istu vrijednost m = 2 i r = 0.15, kao i u
ostatku rada, iznose SWNE (1) = 2, 471 i S
WN
E (20) = 1, 01.
Zhang je definirao kompleksnost kao integral svih entropija koje imaju ovisnost o
τ :
K =
∫ N
1
dτH(τ). (4.27)
Za diskretni signal vrijedi:
K =
N∑
i=1
H(i), (4.28)
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Slika 4.1: MSE analiza za vremensku seriju duljine N=20 000 slucˇajnih brojeva iz
normalne distribucije. Parametri m i r iznose m = 2 i r = 0.15.
pri cˇemu N → ∞, no realne vremenske serije su konacˇne, pa u racˇunu ne radimo
sumaciju do N = ∞. Obzirom da je za razlicˇite entropije moguc´e dobiti istu vri-
jednosti K, ne racˇunamo kompleksnost za svaku pojedinu vremensku seriju, vec´ se
fokusiramo na analizu MSE krivulja. Osim toga, MSE krivulje mogu dati informacije
o kontrolnim mehanizmima koji karakteriziraju odredenu fiziolosˇku dinamiku [13].
Mjere entropije daju nam informaciju o varijanci vremenske serije i korelacijskim
svojstvima. Vrijedi da vec´i set nasumicˇnih varijabli ima vec´u varijancu i vec´u vrijed-
nost entropije, ali uglavnom nije moguc´e razlucˇiti doprinos od standardne devijacije
i doprinos od korelacijskih svojstava. Viˇse nasumicˇni signali i oni s vec´om varija-
bilnosˇc´u tezˇe vec´oj entropiji, ali je rezultat uvijek kombinacija ta dva faktora. Bitno
je naglasiti da je entropija periodicˇnog signala uvijek manja od entropije nasumicˇnog
signala, neovisno o varijanci, jer je vjerojatnost da se odredeni data point pojavi kod
periodicˇnog signala jednaka 1, iz cˇega slijedi log(1) = 0, pa je entropija jednaka nuli.
Viˇseskalna entropija koristi srednju vrijednosti fluktuacija kao reprezentativno sta-
tisticˇko svojstvo za svaki pojedini prozor i mjeri nepravilnosti u dinamici izmedu 2
susjedna prozora.
4.2 Primjena na dinamiku srcˇanog ritma
Opisanu metodu primijenili smo na podatke preuzete iz [14]. Analiza ukljucˇuje
zdrave osobe i osobe koje su imale miokardalni infarkt, te ispituje djelovanje po-
jedinih antiaritmijskih lijekova na suzbijanje aritmije i smanjenje smrtnosti od iste
nakon infarkta. Analizirana je 761 vremenska serija duljine 20 000 podataka, od
cˇega su 272 osobe koristile lijek Encainide, 274 osobe Moricizine i 215 osoba Fle-
cainide. Zdravih ispitanika bilo je 54, sˇto je relativno mali uzorak u odnosu na broj
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ispitanika koji su koristili lijekove protiv aritmije, a 29 ispitanika je imalo konges-
tivno zatajenje srca. Na slici 4.2 prikazana je MSE analiza za zdrave osobe, te osobe
koje su koristile lijek Flecainide. Srednja vrijednost entropije uzorka kod normalnog
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Slika 4.2: MSE analiza za 20 000 tocˇaka vremenske serije zdravih osoba i osoba
s aritmijom prije i nakon uzimanja lijeka Flecainide. Na slici su prikazane srednje
vrijednosti i standardna devijacija, a parametri m i r iznose m = 2 i r = 0.15.
srcˇanog ritma je relativno niska na malim skalama, dok na vec´im dostizˇe maksimum i
poprima priblizˇno konstantu vrijednost. Ako pogledamo vrijednosti za τ = 1, vidimo
da je vrijednost SE za zdravu osobu najmanja, a na vec´im skalama ona ima najvec´u
vrijednost, sˇto nam jasno govori da tradicionalne metode racˇunanja SampEn vrijed-
nosti nisu davale dobre rezultate. Razlika u entropiji na malim skalama posljedica
je modulacije srcˇanog ritma zbog disanja (respiratorna sinusna aritmija), koju MSE
metoda na vec´im skalama filtrira. MSE metoda daje vec´e vrijednosti SE za dina-
miku zdrave osobe, sˇto se slazˇe s teorijskom tvrdnjom da su takve vremenske serije
kompleksnije od onih koje odgovaraju odredenim patolosˇkim stanjima. Iz prikaza
SE prije i nakon koriˇstenja terapije Flecainideom vidimo da kvalitativno oblik MSE
krivulje ostaje isti, no vec´ na vrlo malim skalama izrazˇeno je smanjenje vrijednosti
entropije, odnosno smanjenje kompleksnosti vremenskih serija. To znacˇi da lijek ima
suprotni ucˇinak od onog koji se zˇelio postic´i terapijom, odnosno, narusˇava sposob-
nost srca da radi u rezˇimu normalnog sinusnog ritma.
Na slici 4.3 prikazane su mjere entropije osoba koje su koristile Moricizine u uspo-
redbi sa zdravim osobama. Terapija Moricizineom ima slicˇan efekt. Na skali τ > 2
vrijednosti entropije nakon uzimanja lijeka padaju ispod vrijednosti entropije prije
terapije, sˇto znacˇi da se vremenskoj seriji smanjuje kompleksnost. Efekt je nesˇto sla-
biji nego kod terapije Flecainideom, no i u ovom slucˇaju djelovanje lijeka je suprotno
od ocˇekivanog.
Trec´a skupina ispitanika koristila je terapiju Encainideom, a graficˇki prikaz SE−τ pri-
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Slika 4.3: MSE analiza za 20 000 tocˇaka vremenske serije zdravih osoba i osoba
s aritmijom prije i nakon uzimanja lijeka Moricizine. Na slici su prikazane srednje
vrijednosti i standardna devijacija, a parametri m i r iznose m = 2 i r = 0.15.
kazan je na slici 4.4. Vidimo da je vrijednost entropije za osobe s aritmijom na malim
skalama vec´a od vrijednosti entropije za zdrave osobe, no ona vrlo naglo pada. MSE
krivulja prije terapije ima minimum za τ = 2, a nakon terapije za τ = 3. Oblik kri-
vulje prije i nakon terapije se ne mijenja, ali na vec´im skalama jasno vidimo pomak
prema nizˇim vrijednostima entropije, sˇto kao i u ranije navedenim primjerima znacˇi
da je lijek smanjio kompleksnost srcˇanog ritma. Na slici se takoder vidi da entropija
kod zdravih ispitanika dostizˇe maksimum, nakon cˇega se stabilizira, dok entropija
kod osoba s aritmijom nakon maksimuma pocˇinje blago padati.
Usporedba MSE krivulja zdravih ispitanika i ispitanika s kongestivnim zatajenjem
srca (za 20 000 tocˇaka) prikazana je na slici 4.5. Na malim skalama vrijednost
SE je ponovo manja kod normalnog sinusnog ritma, nakon cˇega vidimo povec´anje
vrijednosti entropije za zdravo srce. Minimum krivulje dogada se za τ = 3, a na
vec´im skalama vrijednost SE se krec´e malo iznad 1,1. Entropija uzorka kod ispita-
nika s kongestivnim zatajenjem srca ima najmanju vrijednost za τ = 2, nakon cˇega
se povec´ava. Izmedu τ = 2 i τ = 13 vrijednost SE za zdravo srce je vec´a, no nakon
τ = 13 vrijednosti SE su vec´e kod osoba s kongestivnim zatajenjem srca. Ovakav
rezultat posljedica je cˇinjenice da smo analizirali smo dio vremenske serije (20 000
tocˇaka), a ne cijelu.
Ako pogledamo MSE krivulje za cijeli niz, slika 4.6, vidimo da su vrijednosti entro-
pije manje kod zdravih ispitanika, nego kod onih s kongestivnim zatajenjem. Sˇto je
vremenski niz koji promatramo vec´i, vrijednosti SE se sve viˇse smanjuju, a za do-
voljno veliki n tezˇe u 0. Upravo zbog toga vidimo smanjenje maksimalne vrijednosti
SE kod zdravih ispitanika. Zanimljivo je da ovakav trend ne vidimo kod ispitanika s
kongestivnim zatajenjem. MSE krivulja za kongestivno zatajenje na malim skalama
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Slika 4.4: MSE analiza za 20 000 tocˇaka vremenske serije zdravih osoba i osoba
s aritmijom prije i nakon uzimanja lijeka Encainide. Na slici su prikazane srednje
vrijednosti i standardna devijacija, a parametri m i r iznose m = 2 i r = 0.15.
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Slika 4.5: MSE analiza za 20 000 tocˇaka vremenske serije zdravih osoba i osoba s
kongestivnim zatajenjem srca. Na slici su prikazane srednje vrijednosti i standardna
devijacija, a parametri m i r iznose m = 2 i r = 0.15.
ima nagli pad, nakon cˇega kontinuirano raste. Najvec´a razlika u vrijednostima en-
tropije ove dvije skupine ispitanika postoji za najvec´u skalu, τ = 20, a maksimum SE
vrijednosti kod zdravih ispitanika postoji za τ ≈ 8 i iznosi SE ≈ 0.8.
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Slika 4.6: MSE analiza za cijeli vremenski niz zdravih osoba i osoba s kongestivnim
zatajenjem srca. Na slici su prikazane srednje vrijednosti i standardna devijacija, a
parametri m i r iznose m = 2 i r = 0.15.
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5 Metodicˇki dio
5.1 Interaktivna istrazˇivacˇki usmjerena nastava fizike
Nastava opc´enito, pa tako i nastava fizike, je zapravo oblik komunikacije, jer nastav-
nik komunicira nastavne sadrzˇaje s ucˇenicima. Obzirom da fizika kao znanost zah-
tijeva razumijevanje, te primjenu i povezivanje odredenih zakona i koncepata koji
su cˇesto zahtjevni i apstraktni, potrebno je razvijati znanstveni nacˇin razmiˇsljanja
i pristup fizikalnim problemima. Istrazˇivanja pokazuju da su matematicˇka i priro-
doslovna pismenost u Republici Hrvatskoj statisticˇki znacˇajno ispod OECD prosjeka
(eng. Organisation for Economic Cooperation and Development) [15], a rezultati
ispita drzˇavne mature su takoder zabrinjavajuc´i. Ovi pokazatelji jasno nam govore
da je potrebno povec´ati ucˇinkovitost nastave fizike u hrvatskim sˇkolama. Trenutno
u sˇkolama prevladava tradicionalni tip nastave u kojem nastavnik objasˇnjava, piˇse
i govori, a gradivo se pred ucˇenike stavlja u gotovom obliku, prije nego sˇto su se
oni sami uopc´e pitali kako i zasˇto je nesˇto tako kako jest. Temeljni problem ovog
predavacˇkog pristupa je cˇinjenica da su ucˇenici pasivni tijekom nastave, te na taj
nacˇin ne stjecˇu potrebna znanja i vjesˇtine. Ovakav tip nastave mozˇe biti prihvat-
ljiv za prenosˇenje informacija, no nikako nije dobar izbor ukoliko zˇelimo razvijati
ucˇenicˇko razmiˇsljanje i potrebne vjesˇtine. Kako bismo to mogli, potrebno je postic´i
visok stupanj intelektualnog angazˇmana ucˇenika, sˇto mozˇemo realizirati interakcijom
i istrazˇivacˇkim, odnosno problemskim pristupom [16]. Interaktivnost podrazumijeva
koriˇstenje interaktivnih nastavnih metoda, kao sˇto su razredna rasprava, interaktivno
izvodenje pokusa, kooperativno rjesˇavanje zadataka u malim skupinama, konceptu-
alna pitanja s karticama, te racˇunalne interaktivne metode. Koriˇstenjem ovih metoda
svaki sat poticˇemo intelektualni angazˇman ucˇenika, sˇto rezultira boljim razumijeva-
njem sadrzˇaja i vec´om ucˇinkovitosti nastave (istrazˇivanja pokazuju da je ucˇinkovitost
interaktivnih nastavnih metoda u razvijanju razumijevanja otprilike dvostruko vec´a
od ucˇinkovitosti predavacˇke nastave) [17]. S druge strane, istrazˇivacˇki pristup po-
drazumijeva istrazˇivanje i konstrukciju fizicˇkih pojava na satima obrade novog gra-
diva, te problemski pristup primjeni modela na satovima razrade i primjene gradiva.
Na taj nacˇin razvijamo znanstveno zakljucˇivanje, a ucˇenici se upoznaju s fizikom
kao istrazˇivacˇkom disciplinom i ucˇe kako evaluirati znanstvene rezultate. Osnovna
obiljezˇja istrazˇivacˇkog pristupa su da ucˇenici trazˇe odgovore na znanstvena pitanja,
formuliraju i testiraju hipoteze, osmiˇsljavaju i provode pokuse, samostalno zapisuju
svoj apredvidanja, opazˇanja i zakljucˇke, te drugima prezentiraju svoje rezultate i ar-
gumentirano ih brane [16].
U istrazˇivacˇki usmjerenoj nastavi sat se sastoji od uvodnog, srediˇsnjeg i zavrsˇnog
dijela. U uvodnom dijelu sata uvodnim problemom dajemo motivaciju i orijentaciju.
Uvodni problem mozˇe biti pitanje ili demonstracijski pokus, nakon cˇega prikupljamo
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ucˇenicˇke ideje. Na ovaj nacˇin povezujemo sadrzˇaje s prijasˇnjim znanjima ucˇenika,
te sa svakodnevnim zˇivotom. Istrazˇivanja pokazuju da sadrzˇaji koji su relevantni za
ucˇenike poticˇu maksimalni intelektualni angazˇman, zbog cˇega je pozˇeljno sadrzˇaje
povezivati s primjerima iz svakodnevnog zˇivota. Osim toga, izuzetno je vazˇno upoz-
nati i demonstrirati novu pojavu, pri cˇemu najprije poticˇemo ucˇenike da uocˇe njenu
glavnu ideju. U konacˇnici imenujemo pojavu, te prelazimo na srediˇsnji dio u kojem
ucˇenike vodimo kroz istrazˇivanje iste. Srediˇsnji dio sata zapocˇinje istrazˇivacˇkim pi-
tanjem koje se odnosi na ono sˇto nas zanima o novoj pojavi. U ovom dijelu pomoc´u
niza pitanja ucˇenici istrazˇuju pojavu, te osim gradiva upoznaju i znanstvene procese.
Istrazˇivanjem gradimo fizikalni model, nakon cˇega dajemo matematicˇki opis pojave.
Bitno je naglasiti da ucˇenici samostalno trebaju doc´i do zakljucˇaka, koliko god je
to moguc´e u okvirima realnog nastavnog procesa. U zavrsˇnom dijelu sata mozˇemo
primijeniti i evaluirati konstruirani model. Jednostavniji zadaci, aplikacijski pokusi
ili konceptualna pitanja s karticama su samo neki primjeri provjere ili primjene no-
vostecˇenog znanja. U ovom dijelu ucˇenik dobiva odgovor na pitanje
”
Cˇemu sluzˇi
konstruirani model i koje mu je znacˇenje?“ S druge strane, interakcija nastavnika i
ucˇenika u ovom dijelu sata nastavniku daje moguc´nost provjere postignutog stupnja
razumijevanja. Na taj nacˇin nastavnik mozˇe procijeniti kvalitetu nastavnog sata, te
ga, ukoliko je to potrebno, korigirati kako bi u buduc´nosti mogao postic´i josˇ vec´i
stupanj razumijevanja gradiva kod ucˇenika.
34
5.2 Nastavna priprema: Entropija
Nastavna jedinica
”
Entropija“ obraduje se u drugom razredu gimnazije i predvidena
je za 2 sˇkolska sata. Vrsta nastave je interaktivna istrazˇivacˇki usmjerena nastava, a
predvidene nastavne metode su demonstracija pokusa, metoda razgovora-usmjerena
rasprava, metoda pisanja/crtanja, konceptualna pitanja s karticama, te ucˇenicˇko
izvodenje pokusa. U nastavi se kombinira frontalni i individualni rad, te rad u pa-
rovima. Tijekom sata je potrebno koristiti novcˇic´e, flomastere u boji, cˇasˇu s vodom,
boju, plocˇu, racˇunalo i projektor.
Odgojno-obrazovni ishodi predstavljaju ocˇekivana znanja, vjesˇtine i kompetencije
koje bi ucˇenik trebao usvojiti po zavrsˇetku odredene nastavne cjeline. Na kraju ove
nastavne jedinice ucˇenici c´e moc´i:
- navesti sˇto je entropija,
- povezati entropiju s tijekom procesa u prirodi i s vjerojatnosˇc´u da se sustav
nalazi u odredenom stanju,
- rijesˇiti jednostavne numericˇke zadatke koji ukljucˇuju entropiju,
- navesti primjere iz svakodnevnog zˇivota u kojima se entropija povec´ava,
- objasniti kako je moguc´e da se entropija lokalno smanji
- navesti matematicˇke izraze za entropiju i objasniti razliku izmedu njih,
- navesti II.zakon termodinamike
- navesti mjernu jedinicu entropije.
Ucˇenici c´e razvijati:
- logicˇko razmiˇsljanje i zakljucˇivanje,
- kriticˇko razmiˇsljanje,
- izrazˇavanje ideja i rezultata,
- usmeno i pismeno izrazˇavanje,
- apstraktno razmiˇsljanje.
Odgojni ishodi odnose se na usvajanje vrijednosti, a tijekom sata ucˇenici c´e uvazˇavati
tude miˇsljenje, strpljivo cˇekati svoj red, posˇtivati razredna pravila, te izrazˇavati i ar-
gumentirati vlastito miˇsljenje.
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TIJEK NASTAVNOG SATA
1.) Uvodni dio: otvaranje problema, prikupljanje ideja, upoznavanje pojave
UVODNI PROBLEM:
Sˇto c´e se dogoditi ako u cˇasˇu s vodom kapnem nekoliko kapi boje i zatim je pus-
tim neko vrijeme na miru?
Voda u cˇasˇi c´e se sva obojiti.
Zasˇto c´e se to dogoditi?
Molekule vode sudaraju se s molekulama boje i na taj nacˇin se ona sˇiri kroz vodu i
boji ju. Nastavnik izvodi pokus.
Je li moguc´e da se nakon nekog vremena sva boja ponovo skupi u jednu kapljicu?
Zasˇto?
Ucˇenici izlazˇu svoje ideje i razmiˇsljanja, te uocˇavaju da je tako nesˇto vrlo nevjero-
jatno.
Na koje sve nacˇine mozˇe pasti novcˇic´ kada ga bacim?
Pismo (P) i glava (G).
Koje sve kombinacije mozˇemo dobiti bacanjem 2 novcˇic´a?
GG, GP, PG, PP
Novcˇic´i su medusobno jednaki. Koje konfiguracije se makroskopski ne razlikuju?
GP i PG
Koje sve kombinacije onda mozˇemo dobiti bacanjem 2 novcˇic´a?
(2G, 0P), (1G, 1P), (0G, 2P).
Mikrostanje fizikalnog sustava je detaljno opisano na mikroskopskoj razini i
ukljucˇuje poznavanje stanja svakog pojedinog elementa sustava. Makrostanje
sustava je opisano usrednjenim mikroskopskim velicˇinama i mozˇe se realizirati
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kroz puno razlicˇitih mikrostanja.
Sˇto bi u prvom primjeru bila mikrostanja, a sˇto makrostanja sustava?
Mikrostanja sustava su GG, GP, PG, PP, a makrostanja su (2G, 0P), (1G, 1P), (0G, 2P).
Na koliko nacˇina mozˇemo ostvariti svako pojedino makrostanje?
(2G, 0P) – 1 nacˇin; (1G, 1P) – 2 nacˇina; (0G, 2P) – 1 nacˇin
Velicˇina koja je povezana s brojem nacˇina na koji se mozˇe ostvariti odredeno
makroskopsko stanje sustava zove se entropija.
2) Sredisˇnji dio: konstrukcija modela - fizikalni i matematicˇki opis pojave
ISTRAZˇIVACˇKO PITANJE: Kako je entropija povezana s tijekom odvijanja pro-
cesa u prirodi?
Zamislimo da gledamo samo 4 molekule plina. Na koliko nacˇina se one mogu
rasporediti unutar 2 jednaka dijela posude? Nacrtajte sve moguc´e konfiguracije
u biljezˇnicu.
Cˇetiri molekule mogu se rasporediti na 16 nacˇina.
Molekule plina medusobno se ne razlikuju. Koja su stanja prema tome makro-
skopski jednaka?
S2=S3=S4=S5; S6=S7=S8=S9=S10=S11; S12=S13=S14=S15
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Na koliko nacˇina mozˇemo ostvariti stanje (3, 1), na koliko stanje (2, 2), a na
koliko nacˇina stanje (1, 3)?
(3, 1) – 4 nacˇina; (2, 2) – 6 nacˇina; (1, 3) – 4 nacˇina
Na koliko nacˇina mozˇemo ostvariti stanja (4, 0) i (0, 4)?
Oba stanja mozˇemo ostvariti na samo 1 nacˇin.
Koje stanje mozˇemo ostvariti na najviˇse nacˇina?
Ono u kojem je jednak broj molekula u oba dijela posude, stanje (2, 2).
Stanje u kojem su molekule jednoliko rasporedene zovemo ravnotezˇno stanje.
Kolika je vjerojatnost da se ostvari pojedino stanje?
Makrostanje Broj mikrostanja Vjerojatnost
(4, 0) 1 1/16
(3, 1) 4 4/16
(2, 2) 6 6/16
(1, 3) 4 4/16
(0, 4) 1 1/16
Koje stanje je najvjerojatnije?
Ravnotezˇno stanje.
Ludwig Boltzmann entropiju je definirao kao S = kB ln Ω, pri cˇemu je Ω broj
moguc´ih mikrostanja kojima se mozˇe ostvariti neko makrostanje, a kB je Boltz-
mannova konstanta (kB = 1.38 · 10−23 J K−1).
U tablicu dodajte josˇ jedan stupac i u njega upisˇite iznose entropije za svaki
pojedini slucˇaj.
Makrostanje Broj mikrostanja Vjerojatnost Entropija S / J K−1
(4, 0) 1 1/16 0
(3, 1) 4 4/16 1.91 · 10−23
(2, 2) 6 6/16 2.47 · 10−23
(1, 3) 4 4/16 1.91 · 10−23
(0, 4) 1 1/16 0
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Koje stanje je stanje najvec´e entropije?
Najvec´u entropiju ima ravnotezˇno stanje, odnosno stanje koje je najvjerojatnije.
Kada bismo imali sustav od n novcˇic´a, ukupan broj svih moguc´ih mikrostanja je
2n. Kolika je vjerojatnost da u jednom bacanju dobijemo sve glave?
Broj moguc´ih mikrostanja je 2n, a sve glave mozˇemo ostvariti na samo 1 nacˇin. Vje-
rojatnost da dobijemo sve glave je 1
2100
→ jako mala vjerojatnost.
Kojim velicˇinama opisujemo stanje termodinamicˇkog sustava (plina)?
Tlakom, temperaturom i volumenom.
O kojim mikroskopskim velicˇinama ovise te velicˇine?
O polozˇajima i brzinama cˇestica plina.
Sˇto bi od navedenog bila mikro, a sˇto makrostanja u ovom slucˇaju?
Makrostanje je stanje u kojem sustav ima odredeni tlak, temperaturu i volumen, a
mikrostanja su sve kombinacije brzina i polozˇaja cˇestica koje daju to odredeno ma-
krostanje sustava.
Koliko molekula ima u jednom molu plina?
NA = 6 · 1023
Procijenite kolika je vjerojatnost da u jednom trenutku brzine svih molekula budu
u istom smjeru?
Vjerojatnost je jako mala, priblizˇno 0.
Vratimo se na uvodni problem. Zasˇto se sva voda u cˇasˇi oboji ako u nju kapnemo
malo boje na jednom mjestu?
Zato sˇto je najvec´a vjerojatnost da se molekule gibaju nasumicˇno, odnosno u razlicˇitim
smjerovima. Molekule vode sudaraju se s molekulama boje i na taj nacˇin se ona sˇiri
kroz vodu i boji ju.
Usporedite entropiju na pocˇetku i na kraju tog procesa?
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Entropija je na kraju vec´a.
Mozˇe li se dogoditi da se sva boja nakon nekog vremena slucˇajno sama od sebe
skupi u pocˇetni polozˇaj (u kapljicu)? Sˇto mozˇete rec´i o entropiji, mozˇe li se ona
spontano smanjiti?
Boja se ne mozˇe vratiti u pocˇetni polozˇaj. To bi znacˇilo da se entropija sustava sma-
njila, a to nije moguc´e, jer bi sustav spontano iˇsao u stanje koje je manje vjerojatno.
Ovakav proces naziva se ireverzibilni proces.
Kako smjer odvijanja procesa u prirodi mozˇete povezati s promjenom entropije
sustava?
Sustavi uvijek tezˇe vjerojatnijim stanjima, a vjerojatnija stanja su stanja vec´e entro-
pije. To znacˇi da sustavi spontano tezˇe stanju vec´e entropije → To nazivamo II. za-
konom termodinamike.
Reverzibilni procesi su procesi koji se mogu odvijati u dva smjera. Sˇto se dogada
s entropijom tijekom reverzibilih procesa?
Entropija u reverzibilnim procesima se ne mijenja.
Sˇto se dogada s entropijom u ravnotezˇnom stanju?
Entropija u ravnotezˇnom stanju ostaje nepromijenjena.
Makroskopski promjenu entropije definiramo kao ∆S = Q
T
. Kako biste pro-
tumacˇili navedeni izraz?
Sustavu koji na temperaturi T primi iznos topline Q entropija se promijeni za ∆S.
Primjer: Koliko se promijenila entropija sustava pri mijesˇanju 1kg vode tempe-
rature 20 ◦C i 1 kg vode temperature 40 ◦C?
Kolika je temperatura smjese vode koju dobijemo pri mijesˇanju 1 kg vode tempe-
rature 20 ◦C i 1 kg vode temperature 40 ◦C.
Temperatura smjese je T = T1+T2
2
= 30 ◦C
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Za koliko se promijenila temperatura hladne, a za koliko temperatura tople
vode?
Promjena temperature vode koja se zagrijala je 10 K, a vode koja se hladila je −10 K.
Kolika je srednja vrijednost temperature vode koja se zagrijavala, a kolika vode
koja se hladila?
Tsr1 = 25
◦C = 298 K
Tsr2 = 35
◦C = 308 K
Izracˇunajte sada promjenu entropije toplije i hladnije vode.
∆S1 =
m1c∆T1
Tsr1
= 141 J K−1
∆S2 =
m2c∆T2
Tsr2
= −136 J K−1
Sˇto se dogodilo s entropijom toplije, a sˇto s entropijom hladnije vode?
Entropija toplije vode se smanjila, a entropija hladnije vode se povec´ala.
Kolika je ukupna promjena entropije sustava? Kako se promijenila ukupna en-
tropija sustava?
∆S = 141 J K−1 - 136 J K−1 = 5 J K−1
Sˇto mozˇete zakljucˇiti o ukupnoj entropiji sustava, a sˇto o lokalnoj promjeni en-
tropije?
Entropija se u odredenom dijelu sustava mozˇe smanjiti, medutim, porast u drugom
dijelu sustava c´e biti vec´i od tog smanjenja, tako da c´e se ukupna entropija povec´ati.
3) Zavrsˇni dio: primjena modela - korisˇtenje novostecˇenog znanja u novim si-
tuacijama, provjera ostvarenosti obrazovnih ishoda
1. Koja od navedenih tvrdnji je tocˇna? Objasnite.
a) Najvjerojatnija makrostanja imaju najvec´u entropiju.
b) Najvjerojatnija makrostanja imaju najmanju entropiju.
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c) Entropija ne ovisi o vjerojatnosti stanja.
Tocˇan odgovor: b)
2. Koji od sljedec´ih procesa nisu moguc´i u prirodi? Objasnite sˇto se dogada s
entropijom u svakom navedenom procesu.
a) Sˇirenje mirisa parfema kroz prostoriju
b) Spontani prijelaz topline s tijela nizˇe na tijelo viˇse temperature
c) Adijabatsko sˇirenje plina
d) Spontano skupljanje boje u jednu kapljicu, nakon sˇto se voda obojila
Tocˇan odgovor: b), d)
3. Provjerimo pokusom je li najvjerojatnije stanje zaista (1P, 1G) u slucˇaju kada
imamo 2 novcˇic´a.
Ucˇenici u parovima izvode pokus. Svaki ucˇenik baci jedan novcˇic´ i zapisuju dobivena
stanja (ako oba ucˇenika dobiju pismo ili glavu tada zapisuju PP/GG, a ako jedan
dobije pismo, a drugi glavu GP/PG). Zatim na plocˇu napiˇsemo sve dobivene konfigu-
racije, nakon cˇega ucˇenici racˇunaju vjerojatnost za svako pojedino stanje.
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6 Zakljucˇak
U ovom radu analizirali smo vremenske serije tri razlicˇite skupine ispitanika: zdravi,
s kongestivnim zatajenjem srca i s asimptomatskom ventrikularnom aritmijom. Vre-
menske serije ispitanika s aritmijom analizirane su prije i nakom uzimanja terapije.
Primjena DFA metode na serije zdravih ispitanika pokazuje uniformno ponasˇanje na
svim skalama, a kod osoba s kongestivnim zatajenjem srca postoji fenomen prijelaza.
Tri razlicˇita primjera primjene DFA metode na vremenske serije ispitanika s aritmijom
prije terapije pokazuju konzistentnost u ponasˇanju – postoji fenomen prijelaza koji
se dogada za priblizˇno istu sˇirinu prozora, a eksponenti skaliranja α1 i α2 takoder su
gotovo isti. Nakon primjene terapije pokazuje se da je moguc´e razlicˇito ponasˇanje
signala. Odredene vremenske serije nakon lijeka pokazuju jednoliko ponasˇanje na
razlicˇitim skalama, dok neke pokazuju fenomen prijelaza. One serije koje pokazuju
fenomen prijelaza takoder se mogu razlikovati. Naime, pokazano je da su eksponenti
skaliranja u nekim slucˇajevima prije i nakon fenomena prijelaza vrlo slicˇni, pa je spo-
menuti prijelaz iz jednog u drugi rezˇim zanemariv, dok je kod drugih on jako izrazˇen
i pokazuje razlicˇito ponasˇanje na manjim i vec´im skalama.
MSE analiza pokazuje da je entropija zdravog srca najvec´a, sˇto se slazˇe s tvrd-
njom da je u tom slucˇaju dinamika otkucaja najkompleksnija. Na vrlo malim ska-
lama vrijednosti SE patolosˇkih stanja su vec´e nego za zdravo srce, no to je posljedica
modulacije srcˇanog ritma koja nastaje zbog disanja. Analiza vremenskih serija ispi-
tanika s aritmijom prije i nakon uzimanja lijeka pokazuje da odabrana terapija ima
suprotni ucˇinak od ocˇekivanog, odnosno smanjuje kompleksnost dinamike srcˇanog
ritma. Razmatranje vrijednosti entropije za dio vremenske serije i za kompletnu se-
riju pokazuje da SE ovisi o duljini promatranog niza i to na nacˇin da se vrijednosti
entropije smanjuju s duljinom vremenske serije.
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Dodaci
Dodatak A Implementacija DFA metode
Jedan nacˇin modeliranja vremenskih serija s dugodosezˇnim autokorelacijama je AR-
FIMA proces. Vremensku seriju xt mozˇemo izracˇunati pomoc´u
xt =
∞∑
n=1
an(d)xt−n + t. (A.1)
Parametar skaliranja d ima vrijednosti izmedu -0.5 i 0.5, a t predstavlja nezavisno
i jednoliko raspodjeljene slucˇajne varijable. Srednja vrijednost 〈t〉 = 0 i varijanca
〈2t 〉 = 1. Tezˇinski faktor an(d) definiramo kao:
an(d) =
dΓ(n− d)
Γ(1− d)Γ(n+ 1) . (A.2)
Γ oznacˇava gama funkciju, a n je vremenska skala. U python programskom jeziku
tezˇinski faktor an(d) implementirali smo na sljedec´i nacˇin:
def a_coef(n,d):
if n<50:
tmp=(d*special.gamma(n-d))/(special.gamma(1-d)*special.gamma(n+1))
else:
tmp=(d/special.gamma(1-d))*np.exp((1+d)+
(-0.5-n)*np.log(n)+(-0.5-d+n)*np.log((-1-d+n)))
return tmp
Zatim smo pomoc´u naredbe np.random.normal generirali 1000 neovisno i jednoliko
distribuiranih varijabli, sa srednjom vrijednosˇc´u 0 i varijancom 0.333, te rezultat
pohranili u varijablu s:
s = np.random.normal(0, 0.333, 1000)
Sada racˇunamo tezˇinski faktor za svaku varijablu. Vrijednost parametra d je d = 0.25:
ad=np.flip([a_coef(i,0.25) for i in range(1,1001)],0)
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Obzirom da c´emo u sljedec´em koraku uzeti zadnjih 1000 vrijednosti, moramo okre-
nuti redoslijed brojeva kako bi se oni ispravno mnozˇili. Zatim pomnozˇimo svaki
tezˇinski koeficijent s pripadajuc´im cˇlanom niza, te dodajemo jednu slucˇajnu varija-
blu iz niza t. Dobivene vrijednosti xtmp dodajemo na s i sve spremamo u novo polje
s.
for j in range(15000):
xtmp=np.dot(ad,s[-1000:])+np.random.normal(0,1)
s=np.append(s,xtmp)
Vidjeli smo da numericˇki ima smisla racˇunati samo prvih nekoliko tisuc´a tezˇinskih
koeficijenata. Iz tog razloga moramo dodati onoliko inicijalnih tocˇaka koliko imamo
tezˇinskih koeficijenata. Na taj nacˇin izracˇunali smo viˇse tocˇaka nego sˇto je potrebno
za nasˇe racˇunanje i stvorili smo ”memoriju”, medutim, taj viˇsak u konacˇnom racˇunu
odbacujemo:
s = s[6000:]
Dobiveni vremenski niz pohranili smo u varijablu dat1:
dat1=s
Zatim smo napravili niz cijelih brojeva od 1 do 10 000, jer je velicˇina nasˇih podataka
10 000 (dodajemo 1, jer zadnji broj nije obuhvac´en), te nacrtali vremenski niz koji
smo dobili ranije objasˇnjenim procesom ARFIMA (slika A.1).
x = range(1,size(dat1)+1)
plt.plot(x, dat1)
plt.title('ARIMA d=0.25, $ \\alpha=0.75$')
plt.xlabel('t')
plt.ylabel('$x_t$')
Sada od svake pojedine vrijednosti oduzmemo srednju vrijednost i radimo kumula-
tivnu sumu:
dat1m=np.cumsum(dat1-mean(dat1)).
Graficˇki prikaz rezultata dan je na slici 3.5 u glavnom dijelu teksta.
x = range(1,size(dat1)+1)
plt.plot(x, dat1m)
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Slika A.1: Vremenski niz dobiven ARFIMA procesom. Parametar skaliranja je d =
0.25
plt.title('ARIMA d=0.25 pripremljeno za DFA metodu')
plt.xlabel('t')
plt.ylabel('$y_t$')
Kvadrat funkcije fluktuacije za primjer smo racˇunali za velicˇinu prozora n = 5. Trend
za odredeni prozor dobivamo tako da kroz odabrane tocˇke provucˇemo pravac dobi-
ven metodom najmanjih kvadrata, slika A.2. No znamo da postupak radimo za sve
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ARIMA d=0.25 pripremljeno za DFA metodu
Slika A.2: Prozor od prvih 5 tocˇaka niza yt i pravac dobiven metodom najmanjih
kvadrata koji u navedenom segmentu predstavlja trend
sˇirine prozora, pri cˇemu je najmanja sˇirina prozora dana s n = 2q + 2, gdje je q red
DFA (DFA-q), a najvec´a sˇirina prozora odgovara 1/4 duljine niza. U sljedec´em dijelu
koda odredili smo sˇirine prozora za koje smo racˇunali kvadrat funkcije fluktuacije, no
treba napomenuti da gledamo logaritamsku skalu. Funkcijom np.logspace smo u 20
tocˇaka odredili jednako udaljene vrijednosti izmedu pocˇetne i konacˇne tocˇke (sˇirine
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prozora). Obzirom da dobivene vrijednosti nisu cijeli brojevi, u sljedec´em retku smo
vrijednosti zaokruzˇili na najmanji cijeli broj koji je vec´i od dane vrijednosti (npr. ako
dobijemo broj 5.3, zaokruzˇimo ga na 6). Konacˇno, rezultate pohranimo u scale i
napravimo polje (np.array(scale)).
rs=np.logspace(log10(2*1+2),log10(len(dat1)/4),20)
scale=[int(ceil(rs[i])) for i in range(len(rs))]
np.array(scale)
Sada DFA funkciju pozivamo na nasˇe podatke za sve sˇirine prozora. Rezultate pohra-
nimo u varijablu dfao1.
dfao1=[dfa(dat1m,scale[i]) for i in range(len(scale))]
Informaciju o korelacijama daje nam eksponent skaliranja α, koji predstavlja nagib
pravca u log-log grafu. Prema tome na nasˇe podatke moramo prilagoditi pravac.
Funkcija np.polyfit daje nam koeficijente polinoma, odnosno nagib a i odsjecˇak na
y−osi, b, a pomoc´u funkcije np.polyval izracˇunali smo vrijednosti polinoma u danim
tocˇkama.
pf1=np.polyfit(log10(scale), log10(dfao1)/2.,1)
yp1=np.polyval(pf1,log10(scale))
Pogresˇku mozˇemo izracˇunati na sljedec´i nacˇin:
sl1=stats.linregress(log10(scale), log10(dfao1)/2)
Konacˇno, graficˇki prikazˇemo nasˇe podatke i pravac prilagodbe. Rezultat je prikazan
na slici A.3.
plt.plot(log10(scale), log10(dfao1)/2.,marker='o',linestyle='None')
plt.plot(log10(scale), yp1,linestyle='-',color='r',
label='DFA${}_1$ = %.3f $\pm$ %.3f ' % (pf1[0], sl1[4]))
plt.xlabel('log(n)')
plt.ylabel('log(F)/2')
plt.legend(loc=2)
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Slika A.3: Rezultat DFA metode za vremenski niz xt generiran ARFIMA procesom
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