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wise multiplication. Firstly, the theory of some function spaces, namely Lebesgue
Lp spaces, the class of Banach function spaces, rearrangement-invariant Banach
function spaces, Morrey spaces, Campanato spaces, and weak−L∞, is introduced.
Secondly, a general necessary condition, as well as a general sucient condition,
for a function space to be equivalent to an algebra is given. In each of these two
conditions, a crucial role is played by the space L∞. Furthermore, as a corollary,
a characterisation when a Banach function space is equivalent to an algebra is
obtained. Thereafter, a few examples illustrating possible usage of these results
are presented. After that, a special case when a Banach function space is rear-
rangement invariant is dealt with. Lastly, the matter of equivalence to an algebra
is addressed for the function spaces introduced before.
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Given a function space, or, more generally, some class of functions, one can-
not in general expect that this structure will be closed with respect to pointwise
multiplication (assuming it makes sense). On the other hand, the question when
this is true is of interest in mathematical analysis and its applications, and many
authors, both classical and recent, were interested in this question (see e.g. [1],
[12], [17]). Some authors investigated particular function classes in this connec-
tion ([1, Theorem 4.39] for classical Sobolev spaces, [2] and [7] for Sobolev-Orlicz
spaces). In connection with a fairly complicated class of Sobolev-type spaces, this
question was recently studied in [8].
In this thesis, we shall address this question in the scope of rather general con-
cept of Banach function spaces (see Section 2.2), Morrey and Campanato spaces
(see Section 2.5), and the space weak− L∞ (see Section 2.6). In Chapter 2, the
function spaces just mentioned are formally dened and some of their fundamen-
tal properties, which will be needed later in Chapter 3, are stated without proofs.
Moreover, the key denition of an algebra, which makes the vague statement to
be closed with respect to pointwise multiplication precise, is provided (see De-
nition 2.6). This text is not supposed to be a comprehensive treatment of these
spaces. Hence only the properties which will be directly needed in Chapter 3
are listed. Other essential attributes of them (for instance completeness) can be
found in many classical books covering the matter of functional spaces (e.g. [4]
or [14]). We begin Chapter 3 with proving a sucient condition and a necessary
condition for a function space to be equivalent to an algebra (see Theorem 3.1
and Theorem 3.2). These results indicate that particularly the space of essen-
tially bounded functions (the space L∞) plays a crucial role. Combining these two
conditions together makes us able to characterise when a Banach function space
is equivalent to an algebra (see Corollary 3.5). This characterisation answers
the question which was raised at the very beginning for many function spaces,
for a wide range of function classes is covered by the abstract system of Banach
function spaces. We give some simple examples that demonstrate how this char-
acterisation can be used. Afterwards, we focus on Morrey and Campanato spaces
and also provide a characterisation when these spaces are equivalent to an alge-
bra (see Theorem 3.12 and Theorem 3.13). In the course of the proof, we show
that the space of Hölder functions (see Denition 2.2) is equivalent to an algebra.
At the end, we prove that the space weak − L∞ is not closed with respect to




In this chapter, we shall begin with some fundamental denitions and a nota-
tion and then we shall introduce some function spaces which will be considered
later.
Convention. In this entire thesis, (R, µ) will once and for all denote a σ−nite
measure space.
Convention. We follow the convention, which is usual in related branches of
mathematics, that 0 · ∞ =∞ · 0 = 0.
Notation 2.1. Assume (R, µ) is a σ−nite measure space. We denote
M (R, µ) = {f ; f is µ-measurable function on R whose values are in [−∞,∞]},
M
+ (R, µ) = {f ∈M (R, µ); f ≥ 0}.
If no confusion is possible, we will simply write M or M+. We also denote
M0 = {f ∈M; f is nite µ-a.e.},
M
+
0 = {f ∈M0; f ≥ 0}.
Convention. Throughout this text, we shall often work with subsets ofM (R, µ)
identifying any two functions which coincide µ−a.e., as usual.
We shall dene the space of Hölder functions which generalise Lipschitz func-
tions.
Denition 2.2. Let Ω be a bounded domain in RN (N ∈ N). C (Ω) denotes the





= {f ∈ C (Ω); f is bounded and uniformly continuous on Ω}.
We say that a function f dened on Ω satises the Hölder condition with
exponent λ (λ > 0) if there exists a nonnegative constant C (which may depend
on f) such that the inequality
|f(x)− f(y)| ≤ C |x− y|λ




which satisfy the Hölder
























Remark 2.3. One can easily observe that a function which satises the Hölder
condition with exponent λ > 1 is constant on Ω.
Given a function space X ⊆M (R, µ), it is natural to expect that if a function
f is contained in the space and a function g is smaller than f , then g is also
an element of X. This property of function spaces is formalised by the following
denition.
Denition 2.4. Let X ⊆ M (R, µ) be a (quasi-)normed linear space. We say
that X has the lattice property if the following implication
|g| ≤ |f | µ− a.e.⇒ g ∈ X and ‖g‖X ≤ ‖f‖X
holds for all f ∈ X and g ∈M.
The information when a function space is contained in another function space
is denitely of interest. Moreover, if it is, we wish the inclusion to behave well
with respect to the topology of the larger space so that, e.g., the convergence of
sequences is preserved.
Denition 2.5. Let X and Y be (quasi-)normed linear spaces. We say that X
is embedded into Y (a fact which will be denoted by X ↪→ Y ) if X ⊆ Y and there
exists a positive constant C such that the inequality
‖f‖Y ≤ C‖f‖X
holds for all f ∈ X.
We say that X and Y are equivalent (and write X  Y ) if X ↪→ Y and
Y ↪→ X.
Now, we are about to dene the key term of the entire thesis - the concept of
algebras. Even though the theory of algebras can be developed in a much more
general fashion, we will not do it here. We shall simply use a denition which will
cover the scope of this work. A more general approach is adopted, for instance,
in [15] or [16, Chapter 18].
Denition 2.6. We say that a (quasi-)normed linear space X ⊆ M (R, µ) is
equivalent to an algebra if fg ∈ X for all f, g ∈ X and there exists a positive
constant C such that for all f, g ∈ X the estimate
‖fg‖X ≤ C‖f‖X‖g‖X (2.1)
holds.
We shall now introduce some important function spaces on which we will focus
in the subsequent chapter. We also list some fundamental properties of the spaces
which will be needed later. Proofs of the results which will be stated and more
information on the spaces can be found, for example, in [4] or [14].
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2.1 Lebesgue Lp spaces
The well-known Lebesgue Lp spaces are arguably textbook examples of func-
tion spaces. Throughout this work, we will extensively use them, especially L∞,
and therefore we shall dene them precisely at rst.







p if p ∈ (0,∞)
ess sup
x∈R
|f(x)| if p =∞,
where ess sup
x∈R
|f(x)| = inf{C ≥ 0;µ ({x ∈ R; |f(x)| > C}) = 0}. Set
Lp(R, µ) = {f ∈M0(R, µ); ‖f‖Lp(R,µ) <∞}.
The set Lp(R, µ) equipped with the (quasi-)norm ‖·‖Lp(R,µ) is called a Lebesgue
Lp(R, µ) space.
The functional ‖·‖Lp(R,µ) is, however, not always a norm on Lp(R, µ) as the
remark below claries.
Remark 2.8. If p ∈ [1,∞], then ‖·‖Lp(R,µ) is indeed a norm on the set Lp(R, µ).
This is, however, not the case when p ∈ (0, 1). In this case, ‖·‖Lp(R,µ) fails to be
a norm but it is a quasinorm on Lp(R, µ).
Remark 2.9. When (R, µ) is a completely atomic σ−nite measure space, it is
customary to use the notation `p (R, µ) instead of Lp(R, µ). In the common case
when R = N and µ is the counting measure on N, we usually briey write `p.
The `p spaces are sometimes alternatively called the sequence spaces.
2.2 Banach function spaces
Now, we shall collect some common properties of many function spaces (in-
cluding the Lebesgue Lp spaces just dened). The spaces having these properties
are covered under the general umbrella of the axiomatic system of Banach func-
tion spaces.
Denition 2.10. We say that a mapping ρ : M+(R, µ) → [0,∞] is a Banach
function norm if the following seven statements hold for all f, g, fn ∈M+, n ∈ N,
for all α ∈ [0,∞) and for all µ−measurable subsets E ⊆ R such that µ(E) <∞:
1. ρ(f) = 0⇔ f = 0 µ−a.e.,
2. ρ(αf) = αρ(f),
3. ρ(f + g) ≤ ρ(f) + ρ(g),
4. g ≤ f µ−a.e. ⇒ ρ(g) ≤ ρ(f),






f dµ ≤ CEρ(f),
where CE is a positive constant independent of f .
For all f ∈ X where X = {f ∈M; ρ(|f |) <∞}, we dene
‖f‖X = ρ(|f |).
The pair (X, ‖·‖X) (or briey just X) is called a Banach function space.
Example 2.11. The Lebesgue Lp (p ∈ [1,∞]) spaces or Orlicz spaces (the def-
inition of Orlicz spaces can be found in [14, Chapter 4]) are typical examples of
Banach function spaces.
2.3 Rearrangement-invariant spaces








depends simply on the magnitudes of the components of a vector but it does not
take the arrangement of the components into account. We shall generalise this
property to the abstract concept of Banach function spaces.
The distribution of the values of a measurable function on an arbitrary mea-
sure space is represented by its distribution function, which is dened right below.
It measures how large (by means of the underlying measure) are so-called level
sets of the function.
Denition 2.12. We dene the distribution function µf of a function f ∈
M0 (R, µ) as
µf (λ) = µ ({x ∈ R; |f(x)| > λ}) , λ ≥ 0.
Remark 2.13. Given a function f ∈M0 (R, µ), the sets {x ∈ R; |f(x)| > λ} are
sometimes called level sets (of f). The reason for this terminology is evident.
As stated at the very beginning of this section, we wish to single out those
Banach function spaces whose norms remain constant for functions which have the
same distribution of their values. Such functions are said to be equimeasurable.
Denition 2.14. Assume (R, µ) and (S, ν) are σ−nite measure spaces. Let
f ∈ M0 (R, µ) and g ∈ M0 (S, ν). We say that f and g are equimeasurable if
µf (λ) = νg(λ) for all λ ≥ 0.
Now, we are ready to proceed to the denition of those Banach function spaces
whose norms do not dier among equimeasurable functions.
Denition 2.15. We say that a Banach function norm ρ : M+(R, µ) → [0,∞]
from Denition 2.10 is rearrangement invariant if ρ(f) = ρ(g) for each pair of
equimeasurable functions f, g ∈ M+0 (R, µ). The corresponding Banach function
space is called a rearrangement-invariant Banach function space.
After Denition 2.17 and Remark 2.19 (5), it should be obvious why such
Banach function spaces are called rearrangement invariant.
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Remark 2.16. The Banach function spaces from Example 2.11 are rearrange-
ment invariant. On the other hand, the Morrey space which shall be dened
later (see Denition 2.29) is an example of a Banach function space which is not
rearrangement invariant.
2.4 The spaces L1 + L∞ and L1 ∩ L∞
If we restrict ourselves to so-called resonant measure spaces (see Denition 2.20),
there exist the smallest and the largest (in the sense which will be made precise
shortly) rearrangement-invariant Banach function spaces.
Denition 2.17. Let f ∈ M0 (R, µ). The nonincreasing rearrangement of the
function f is the function f ∗ dened as
f ∗(t) = inf{λ ≥ 0;µf (λ) ≤ t}, t ≥ 0.
The operator f 7→ f ∗ has, however, some drawbacks. Firstly, a substantial
amount of information can be lost when we pass to f ∗. Indeed, let f (x) = 1−e−x
for x ∈ (0,∞). One can readily verify that f ∗ (t) = 1 for all t ≥ 0 (with
respect to the Lebesgue measure on (0,∞)). Arguably even more severe diculty
with f ∗ is that the operator f 7→ f ∗ is not subadditive. Consider, for example,
f = χ[0,1) and g = χ[1,2) on R. On the one hand, we can easily compute that
(f + g)∗ (t) = 1 for t ∈ [0, 2) and therefore (f + g)∗ (1) = 1. On the other hand,
clearly f ∗ (1) = g∗ (1) = 0. Hence the pointwise estimate (f + g)∗ ≤ f ∗+ g∗ does
not hold. Fortunately, a partial remedy for this issue is the following pointwise
estimate
(f + g)∗ (s+ t) ≤ f ∗(s) + g∗(t) (2.2)
which holds for each s ≥ 0 and t ≥ 0 (for a proof, see [4, Chapter 2, Proposi-
tion 1.7]). It immediately follows from the estimate (2.2) that










holds for every t ≥ 0.
Another remedy is provided by the concept of maximal functions, which we
shall dene now.







f ∗(y) dy, t > 0.
Remarks 2.19.
1. We use the convention that inf ∅ =∞.
2. µf , f
∗ as well as f ∗∗ may attain the value ∞.
3. If µ(R) <∞, then f ∗(t) = 0 for all t ≥ µ(R). In this case, we may consider
f ∗ to be a function dened only on the interval [0, µ(R)).
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4. Unlike the operator f 7→ f ∗, the operator f 7→ f ∗∗ is subadditive as can be
proven.
5. f and f ∗ are equimeasurable.
An important integral inequality is the following estimate (due to G. H. Hardy





f ∗ (t) g∗ (t) dt, (2.3)
which holds for each f, g ∈ M0 (R, µ) (a proof can be found in [4, Chapter 2





f ∗ (t) g∗ (t) dt
holds for every g̃ ∈M0 (R, µ) equimeasurable with g. This motivates the following
denition.
Denition 2.20. We say that a σ−nite measure space (R, µ) is resonant if for
every f, g ∈M0 (R, µ) the following identity∫ ∞
0





holds, where M(g) = {g̃ ∈M0 (R, µ); g̃ is equimeasurable with g}.
Thankfully, resonant measure spaces have a simple characterisation.
Theorem 2.21. A σ−nite measure space (R, µ) is resonant if and only if (R, µ)
is either non-atomic or completely atomic, with all atoms having the same mea-
sure.
Remark 2.22. The condition for a completely atomic σ−nite measure space to
have all atoms with the same measure in order to be resonant is indeed necessary.
Let (R, µ) consist of precisely two atoms a and b such that µ ({a}) = 1 and
µ ({b}) = 2 and set f = χ{a} and g = χ{b}. We easily compute that f ∗ = χ[0,1)
and g∗ = χ[0,2). Hence
∫∞
0
f ∗ (x) g∗ (x) dx = 1. Now, assume g̃ ∈ M0 (R, µ)











∈ {0, 2}, which would contradict
the assumption that g and g̃ are equimeasurable. Thus
∫
R
|fg̃| dµ = 0. Therefore,
(R, µ) is not resonant.
Now, we shall dene the spaces L1 + L∞ and L1 ∩ L∞.
Denition 2.23. The space L1 + L∞ = (L1 + L∞) (R, µ) is the set
L1 + L∞ = {f ∈M0 (R, µ); f = g + h, where g ∈ L1(R, µ) and h ∈ L∞(R, µ)}
equipped with a norm
‖f‖L1+L∞ = inf{‖g‖L1 + ‖h‖L∞}, f ∈ L
1 + L∞,
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where the inmum is taken over all representations f = g+h of the kind described
above.
The space L1∩L∞ = (L1 ∩ L∞) (R, µ) is exactly the set-theoretic intersection
of L1(R, µ) and L∞(R, µ) equipped with a norm
‖f‖L1∩L∞ = max{‖f‖L1(R,µ), ‖f‖L∞(R,µ)}, f ∈ L
1 ∩ L∞.
Remark 2.24. The spaces L1 + L∞ and L1 ∩ L∞ are rearrangement-invariant
Banach function spaces provided that (R, µ) is resonant.
Finally, we can precisely state our claim from the very beginning of the section.
Theorem 2.25. Assume X is an arbitrary rearrangement-invariant Banach func-
tion space over a resonant measure space (R, µ). Then(
L1 ∩ L∞
)





Assume that (R, µ) is a completely atomic measure space, consisting of count-
ably many atoms each with the same measure. We observe that `1 ⊆ `∞, which
follows immediately from the well-known necessary condition for the convergence
of a series. Consequently, we obtain that `1 ∩ `∞ = `1 and `1 + `∞ ↪→ `∞. We
precisely state this observation in the following corollary.
Corollary 2.26. Assume X is a rearrangement-invariant Banach function space
over a completely atomic measure space (R, µ), consisting of countably many
atoms each with the same positive measure. Then
`1 (R, µ) ↪→ X ↪→ `∞ (R, µ) .
2.5 Morrey and Campanato spaces
The theory of Morrey and Campanato spaces naturally arises from the theory
of partial dierential equations. Notably, they are useful for the regularity theory
of PDE. The Campanato space can be viewed as an extension of the space of
functions of bounded mean oscillation (the BMO space). Roughly speaking, the
BMO space is a class of functions whose deviation from their means (over cubes)
is bounded (see [9, Chapter 7]).
Notation 2.27. Throughout this section, N is a natural number and µ denotes
the standard N−dimensional Lebesgue measure on RN .
Before we dene Morrey and Campanato spaces, we need the following aux-
iliary denition.
Denition 2.28. Assume Ω ⊆ RN is a bounded domain. We dene
Ωδ = Ω× (0, δ),
where δ = diam Ω.
For x ∈ RN and r > 0, we denote
Ω(x, r) = {y ∈ Ω; |y − x| < r}.
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Now, we can dene Morrey and Campanato spaces.
Denition 2.29. Let Ω and δ be as in Denition 2.28. For λ ∈ [0,∞) and
p ∈ [1,∞), we dene





















The set Lp,λM (Ω) equipped with the above norm is called a Morrey space.
Denition 2.30. Let Ω and δ be as in Denition 2.28. For λ ∈ [0,∞) and
p ∈ [1,∞), we dene















For f ∈ Lp,λC (Ω), we dene a norm














The set Lp,λC (Ω) equipped with the above norm is called a Campanato space.
We shall restrict ourselves to domains which are nice enough. What nice
enough precisely means will be made clear by the following denition. Roughly
speaking, we will exclude domains which have innitely sharp cusps.
Denition 2.31. A bounded domain Ω ⊆ RN is said to be of type A if there
exists a positive constant A such that for all x ∈ Ω and for all r ∈ (0, δ)
µ(Ω(x, r)) ≥ ArN ,
where δ is as in Denition 2.28.
Example 2.32. For example, an open ball is a set of type A. On the other hand,
the domain {(x, y) ∈ R2; 0 < x < 1, 0 < y < x2} is not of type A.
We shall now list some properties of Morrey spaces, which will be needed in
Chapter 3.
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Theorem 2.33. Let p ∈ [1,∞) and λ ∈ [0,∞). Assume Ω ⊆ RN is a set of type
A. Then the following three statements hold:
1. Lp,λM (Ω) is a Banach function space.
2. Lp,NM (Ω)  L
∞(Ω).
3. If λ > N , then Lp,NM (Ω) = {0}.
As we have just done for Morrey spaces, we will also formulate some properties
of Campanato spaces. Particularly, the way Campanato spaces are embedded into
other function spaces is of our interest.
Theorem 2.34. Let p ∈ [1,∞) and λ ∈ [0,∞). Assume Ω ⊆ RN is a set of type
A. Then the following ve statements hold:













2. If 0 ≤ ν ≤ λ, then Lp,λC (Ω) ↪→ L
p,ν
C (Ω).
3. If λ ∈ [0, N), then Lp,λC (Ω)  L
p,λ
M (Ω).
4. L∞(Ω) ↪→ Lp,NC (Ω)








In this section, we shall dene the space weak−L∞, rst introduced in [3],
which has proven to be useful in analysis. Particularly, it plays an important role
in the modern interpolation theory (see e.g. [5]). It is often desirable to work with
the space weak−L∞ instead of the space L∞ because weak−L∞ contains L∞ and
possesses some interpolation properties which L∞ lacks (see e.g. [4, p. 384-385]).
Denition 2.35. W = W (R, µ) denotes the set of all functions f ∈ M0 (R, µ)
such that f ∗(t) is nite for each t > 0 and the dierence f ∗∗(t)−f ∗(t) is bounded
on (0,∞). We dene
‖f‖W = sup
t>0
(f ∗∗(t)− f ∗(t)), f ∈ W.
The set W equipped with the above mapping is called weak-L∞.
Remark 2.36. Despite the notation, ‖·‖W is not a norm on W . In fact, W even
fails to be a linear space because there exist (nonnegative) functions which are in
W but whose sum is not (details can be found in [3]). It is, however, closed with
respect to scalar multiplication.
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One of the most fundamental results concerning the space weak−L∞ is that
it is the rearrangement-invariant hull of the BMO space (recall the beginning
of the previous section about Morrey and Campanato spaces), which means that
weak−L∞ consists of all functions from the BMO space and all functions equimea-
surable with them (see [4, Chapter 5, Theorem 7.10]).
The quantity f ∗∗ − f ∗ of its own is of great interest (see [13]). It can be seen
as some kind of measure of the oscillation of f ∗ because one can write




f ∗(s)− f ∗(t) ds
for every t ∈ (0,∞), which has some interesting connections with the BMO
space. The quantity has also a close connection to Besov-type spaces which
measure smoothness of functions by means of moduli of continuity which can be
viewed as measures of the uniform continuity of functions (an introduction to
Besov spaces can be found, for example, in [4]). It also plays an important role
in measuring smoothness of functions by means of rearrangements. A detailed
survey on this topic is [11]. Furthermore, the quantity f ∗∗ − f ∗ appears in the
denition of the fairly general class of weighted function spaces denoted by Sp(v)
(p ∈ (0,∞)). The space Sp(v) consists exactly of all measurable functions f on
(0,∞) for which (∫ ∞
0




is nite, where v is a weight on (0,∞) (i.e. a measurable nonnegative function).
An important result, which is denitely worth noting, concerning Sp(v) spaces is
that the well-known inequality
t−
1
n (f ∗∗(t)− f ∗(t)) ≤ C (∇f)∗∗ (t),
which was rst obtained (in a slightly dierent form) in [10, Lemma 5.1] (see also
[11, Lemma 3.1]), holding for every smooth function f and every t > 0, can be
used to derive, for p > 1, the following inequality
‖t−
1
n (f ∗∗(t)− f ∗(t))‖Lp ≤ C‖∇f(t)‖Lp .







(see [6]). As this kind of inequalities is particularly important
for the theory of partial dierential equations, Sp(v) spaces are of interest.
Remark 2.36 indicates, however, that one must be careful when dealing with
the quantity f ∗∗ − f ∗. Not only does (2.4) vanish on constant functions, but,
moreover, the operation f 7→ (f ∗∗ − f ∗) is not subadditive (recall the discussion





In this chapter, we shall address the matter of algebras for the function spaces
which have been introduced in the previous chapter. We begin with a general
necessary condition and a general sucient condition. Then the combination of
these two conditions will enable us to characterise when a Banach function space
is equivalent to an algebra.
We shall begin with a necessary condition. We note that, for p = 1, a similar
assertion was established in [8, Theorem 4.5].
Theorem 3.1. Assume X ⊆ M (R, µ) is a (quasi-)normed linear space which
is equivalent to an algebra. Furthermore, assume that for every µ−measurable




λµ ({x ∈ E; |f(x)| > λ})
1
p ≤ K‖f‖X , (3.1)
for some p ∈ (0,∞). Then
X ↪→ L∞(R, µ).
Proof. Suppose X is equivalent to an algebra. That means that there exists a
positive constant C such that
‖fg‖X ≤ C‖f‖X‖g‖X , ∀f, g ∈ X. (3.2)
Aiming for a contradiction, suppose that X 6↪→ L∞(R, µ). Hence there exists a
function f ∈ X such that
‖f‖L∞ > 2C‖f‖X .
In particular, the set
E = {x ∈ R; |f(x)| > 2C‖f‖X}
has positive measure. Moreover, we may without lost of generality assume that




E = {x ∈ E;
∣∣fk(x)∣∣ > 2kCk‖f‖kX}. (3.4)
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Combining (3.1) (λ = 2kCk‖f‖kX) with (3.4) and (3.3), we get that
2kCk‖f‖kXµ
1




p (E) ≤ KC−1.
However, this is a contradiction, for K and C are xed constants independent of
k, µ
1
p (E) > 0 and k ∈ N was chosen arbitrary.
k
Now, we will establish a sucient condition.
Theorem 3.2. Assume X ⊆ M (R, µ) is a (quasi-)normed linear space which
has the lattice property. Furthermore, assume that
X ↪→ L∞(R, µ). (3.5)
Then X is equivalent to an algebra.
Proof.
Assume that (3.5) is true and so there exists a positive constant C such that
‖f‖L∞ ≤ C‖f‖X , ∀f ∈ X. (3.6)
Let f, g ∈ X. Clearly, the following pointwise estimate
|fg| = |f | |g| ≤ ‖f‖L∞ |g| (3.7)
holds µ−a.e. Therefore, using (3.6) and (3.7), we obtain
‖fg‖X ≤ ‖f‖L∞‖g‖X ≤ C‖f‖X‖g‖X ,
since X has the lattice property. Hence X is indeed equivalent to an algebra.
k
Remark 3.3. One can readily verify that it does not matter in the proofs of
Theorem 3.1 and Theorem 3.2 whether X is a normed linear space or a quasi-
normed linear space.
Before we characterise when a Banach function space is equivalent to an al-
gebra, we need the following technical lemma, which will prove useful later on.
The inequality (3.8) is, in fact, just a variation of Chebyshev's inequality.






f (λ) ≤ ‖f‖Lp(R,µ). (3.8)
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Proof. Set
F (λ, x) =
{
1 if |f(x)| > λ
0 if |f(x)| ≤ λ,
for λ ∈ (0,∞) and x ∈ R. Clearly, F (λ, ·) is the characteristic function of
the set {x ∈ R; |f(x)| > λ} for each λ ∈ (0,∞). We observe that µf (recall
Denition 2.12) is obviously non-increasing and nonnegative. Hence using the
Fubini theorem, we compute that
λpµf (λ) = µf (λ)p
∫ λ
0




































|f(x)|p dµ(x) = ‖f‖pLp(R,µ),






f (λ) ≤ ‖f‖Lp(R,µ),
as we were to prove.
k
Now, we are prepared to state and prove a characterisation when a Banach
function space is equivalent to an algebra.
Corollary 3.5. A Banach function space X over (R, µ) is equivalent to an algebra
if and only if
X ↪→ L∞(R, µ).
Proof. The suciency part is obvious, for X has the lattice property from the
very denition of a Banach function space. For the necessity part, we just need
to verify that (3.1) holds.
Let E ⊆ R be a µ−measurable set such that µ(E) <∞ and let f ∈ X. There
exists a positive constant K independent of f such that∫
E
|f(x)| dµ(x) ≤ K‖f‖X , (3.9)
since X is a Banach function space and µ(E) < ∞. Combining Lemma 3.4






|f(x)| dµ(x) ≤ K‖f‖X ,




It is worth mentioning explicitly the case when X is a rearrangement-invariant
Banach function space over a completely atomic measure space.
Corollary 3.6. Assume X is a rearrangement-invariant Banach function space
over a completely atomic measure space (R, µ), consisting of countably many
atoms each with the same positive measure. Then X is equivalent to an alge-
bra.
Proof. The corollary follows immediately from Corollary 2.26 and Corollary 3.5.
k
The following simple examples demonstrate possible usage of the results which
have been just derived.
Examples 3.7.
1. Assume G ⊆ R is a Lebesgue measurable set with non-empty interior
(with respect to the standard Euclidean topology on R). Then Lp(G, λ)
is not equivalent to an algebra for any p ∈ [1,∞), where λ is the standard
Lebesgue measure on G.
Indeed, there exist a, b ∈ R, a < b such that (a, b) ⊆ G. Set
f(x) = (x− a)−
1
2pχ(a,b) (x) , x ∈ G.




2p . Now, we could calculate
that ∫
G
(f 2)p dλ =∞
and hence f 2 /∈ Lp(G, λ) but since clearly f /∈ L∞(G, λ), Lp(G, λ) cannot
be equivalent to an algebra by virtue of Corollary 3.5.
2. In fact, if (R, µ) is a non-atomic σ−nite measure space (µ (R) > 0), then
Lp(R, µ) (p ∈ (0,∞)) is not equivalent to an algebra. Indeed, assume
m = µ(R) < ∞ and nd E1 ⊆ R such that µ(E1) = m2 , as (R, µ) is




. Now, we nd E3 ⊆ (R \ (E1 ∪ E2)) such that µ(E3) = m8 and






















by virtue of the Lebesgue monotone convergence theorem, thus f ∈ Lp(R, µ).
Hence Lp(R, µ) is not equivalent to an algebra, as f /∈ L∞(R, µ). If
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p ∈ [1,∞), then this fact comes from Corollary 3.5, as Lp(R, µ) is a Banach
function space (see Example 2.11). If p ∈ (0, 1), we cannot use Corol-
lary 3.5. Nevertheless, the desired result follows from Theorem 3.1 (recall
Lemma 3.4). Obviously, the example can be easily modied for the case
when µ(R) = ∞. Moreover, (R, µ) need not be strictly non-atomic. It is
enough to assume that (R, µ) has a nontrivial non-atomic part.
3. For every p ∈ [1,∞) the sequence space `p is equivalent to an algebra (see
Corollary 3.6).
Using the facts which we already know, the situation is quite straightforward
for the spaces L1 + L∞ and L1 ∩ L∞.
Proposition 3.8. Assume (R, µ) is resonant. The space (L1 ∩ L∞) (R, µ) is
equivalent to an algebra. The space (L1 + L∞) (R, µ) is equivalent to an algebra
if and only if (R, µ) is completely atomic, with all atoms having the same measure.
Proof. Clearly,





from the very denition of the norm on (L1 ∩ L∞) (R, µ). Hence (L1 ∩ L∞) (R, µ)
is equivalent to an algebra (cf. Corollary 3.5), as (L1 ∩ L∞) (R, µ) is a Banach
function space (recall Remark 2.24).
If (R, µ) is completely atomic, with all atoms having the same measure,
(L1 + L∞) (R, µ) is equivalent to an algebra by virtue of Corollary 3.6. If (R, µ)
is not completely atomic, with all atoms having the same measure, then (R, µ) is
non-atomic (cf. Theorem 2.21), since (R, µ) is resonant. Consider the function f
from Example 3.7 (2) with p = 1. Then f ∈ (L1 + L∞) (R, µ), as
‖f‖(L1+L∞)(R,µ) ≤ ‖f‖L1(R,µ),
but f /∈ L∞(R, µ). Hence (L1 + L∞) (R, µ) is not equivalent to an algebra (cf.
Corollary 3.5), which completes the proof.
k
Remark 3.9. The preceding proposition shows that every rearrangement-invariant
Banach function space X over a resonant measure space (R, µ) contains a sub-
space (namely the space L1∩L∞) which is equivalent to an algebra (recall Theo-
rem 2.25). On the other hand, X is contained in a (larger in general) space (the
space L1 + L∞) and this larger space is equivalent to an algebra if and only if
(R, µ) is completely atomic, with all atoms having the same measure.
We shall now focus on Morrey and Campanato spaces. We start with a simple
but useful lemma about equivalent function spaces.
Lemma 3.10. Let X, Y ⊆ M (R, µ) be (quasi-)normed linear spaces. Assume
that X  Y . Then X is equivalent to an algebra if and only if Y is equivalent to
an algebra.
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Proof. There exists a positive constant C such that
‖fg‖X ≤ C‖f‖X‖g‖X , f, g ∈ X, (3.10)
assuming X is equivalent to an algebra. Moreover, there exist positive constants
C1 and C2 such that
C1‖f‖X ≤ ‖f‖Y ≤ C2‖f‖X , f ∈ X, (3.11)
as X  Y . Using (3.11) and (3.10), we immediately obtain that
‖fg‖Y ≤ C2‖fg‖X ≤ C2C‖f‖X‖g‖X ≤ C2CC
−2
1 ‖f‖Y ‖g‖Y , f, g ∈ X.
Hence Y is equivalent to an algebra.
If we exchange the role of X and Y , we can clearly follow the same lines,
which completes the proof.
k
The following lemma, which will be needed shortly, shows that L∞ is a proper
subspace of Campanato spaces for certain values of λ.
Lemma 3.11. Let p ∈ [1,∞), λ ∈ [0, 1] and δ > 0. Then log |x| ∈ Lp,λC ((−δ, δ)).
Proof. Set
f(x) = log |x| , x ∈ (−δ, δ) \ {0}.
Using Theorem 2.34 (2), we may consider only the case λ = 1. Furthermore, it
is sucient to show that there exists a positive constant C such that for every





|log |x| − c(x0, r)|p dx ≤ C, (3.12)













|log |y|+ log r − c(x0, r)|p dy,
which means that we may without lost of generality assume that r = 1 and denote
briey c(x0) = c(x0, 1).
Let x0 ∈ R and suppose |x0| ≤ 2. Set c(x0) = 0. Then∫ x0+1
x0−1
|log |x||p dx ≤
∫ 3
−3
|log |x||p dx = ‖log |x|‖pLp((−3,3)).
Now, suppose |x0| > 2 and set c(x0) = log |x0|. Since |x0| > 2, we have









< log 2, x ∈ (x0 − 1, x0 + 1) \ {0}. (3.13)










, x ∈ (x0 − 1, x0 + 1) \ {0}. (3.14)
Combining (3.13) with (3.14), we obtain that∣∣∣∣log |x||x0|
∣∣∣∣ < log 2, x ∈ (x0 − 1, x0 + 1) \ {0}.
and thus ∫ x0+1
x0−1
|log |x| − log |x0||p dx ≤
∫ x0+1
x0−1
logp 2 dx = 2 logp 2.
Therefore, the inequality (3.12) holds and so f ∈ Lp,1C ((−δ, δ)).
k
We shall now handle Morrey spaces and, right after it, we will deal with
Campanato spaces.
Theorem 3.12. Let p ∈ [1,∞) and δ > 0. Then Lp,λM ((−δ, δ)) is equivalent to
an algebra if and only if λ ≥ 1.
Proof. On the one hand, assume λ ∈ [0, 1). Using Theorem 2.34 (3) and
Lemma 3.11, we get that log |x| ∈ Lp,λM ((−δ, δ)). Hence combining Theorem 2.33
(1) with Corollary 3.5, Lp,λM ((−δ, δ)) is not equivalent to an algebra.
On the other hand, assume λ ∈ [1,∞). Then the fact that Lp,λM ((−δ, δ)) is
equivalent to an algebra follows immediately from Theorem 2.33 (2 and 3) and
Lemma 3.10.
k
Since functions from Lp,λC spaces are also in L
p from the very denition of
Campanato spaces, the condition (3.1) is satised (recall Lemma 3.4) for these
spaces. Hence we could use Theorem 3.1 in the following proof. We shall not,
nevertheless, do it. Instead, we shall provide a constructive proof which, in
addition, yields some extra information (see Remark 3.14).
Theorem 3.13. Let p ∈ [1,∞) and δ > 0. Then Lp,λC ((−δ, δ)) is equivalent to
an algebra if and only if λ > 1.
Proof. Firstly, assume λ ∈ [0, 1). Combining Theorem 3.12 with Theorem 2.34
(3) and using Lemma 3.10, we see that Lp,λC ((−δ, δ)) is not equivalent to an
algebra.
Secondly, assume λ = 1 and set
f(x) = log |x| , x ∈ (−δ, δ) \ {0}.
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Then f ∈ Lp,1C ((−δ, δ)) by virtue of Lemma 3.11. Furthermore, if we set g = χ(0,δ),
then g ∈ Lp,1C ((−δ, δ)), since L∞((−δ, δ)) ↪→ L
p,1
C ((−δ, δ)) (see Theorem 2.34 (4)).

























∣∣∣∣ log r − 12
∣∣∣∣p dx = ∣∣∣∣ log r − 12
∣∣∣∣p . (3.15)
Therefore, fg /∈ Lp,1C ((−δ, δ)), since the right side of (3.15) clearly tends to innity
as r approaches 0.
Finally, assume λ > 1. Considering Theorem 2.34 (5) and Lemma 3.10, it is




is equivalent to an algebra where α = λ−1
p
.




. We straightforwardly compute that









|f(x)| |g(x)− g(y)|+ |g(y)| |f(x)− f(y)|
|x− y|α
≤
















is equivalent to an algebra. This completes the
proof of the theorem.
k
Remark 3.14. Not only have we shown in the course of the above proof that
Lp,1C ((−δ, δ)) is not equivalent to an algebra, but we also showed that even the
product of a bounded function and a function from Lp,1C ((−δ, δ)) needn't be in
Lp,1C ((−δ, δ)).
Even though weak−L∞ fails to be a linear space (see Remark 2.36), thus
Denition 2.6 does not apply to it, it is reasonable to address the question whether
weak−L∞ is closed under pointwise multiplication or not. Moreover, even the
inequality (2.1) from Denition 2.6 makes perfect sense provided that we replace
the (quasi-)norm with the mapping ‖·‖W . Hence we shall use the term algebra
even for weak−L∞, albeit it is not formally correct.
Theorem 3.15. W (0, 1) is not equivalent to an algebra.
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Proof. Set
f(x) = log x, x ∈ (0, 1).
Firstly, we observe that f ∈ W (0, 1). Indeed, we have
µf (λ) = e
−λ, λ ∈ [0, 1],
from the very denition of µf (λ) and thus
f ∗(t) = log
1
t
, t ∈ (0, 1). (3.16)









dy = 1− log t, t ∈ (0, 1).
Hence f ∈ W (0, 1), for
‖f‖W = sup
t>0

























log2 y dy = log2 t− 2 log t+ 2, t ∈ (0, 1).
Thus
‖f 2‖W = sup
t∈(0,1)
(
log2 t− 2 log t+ 2− log2 t
)
=∞.





As expected, the results obtained in Chapter 3 suggest that it is rather rare
for a function space to be equivalent to an algebra. Theorem 3.1 entails (under
certain mild conditions) that should a function space be equivalent to an algebra,
it is necessary that it is embedded into L∞. Not surprisingly, if a function space
is rich enough, it usually also contains essentially unbounded functions. Hence
Theorem 3.1 signicantly reduces the class of function spaces which potentially
might be equivalent to an algebra. On the other hand, when a function space is
indeed embedded into L∞, then it is necessarily equivalent to an algebra provided
that it has the lattice property, as Theorem 3.2 shows.
The assertion of Theorem 3.1 includes an extra, rather technical, assumption
(3.1), which is used in the proof of the theorem. That assumption is, however, not
overly restrictive, as it is satised, e.g., when the functions from the given function
space are integrable over sets of nite measure (recall Lemma 3.4). Yet it is
possible that the extra condition is unnecessary and the conclusion of the theorem
holds without it. However, in that case a dierent proof would be required.
If we thoroughly check the proofs of Theorem 3.1 and Theorem 3.2, we see
that neither the fact that the spaces are closed with respect to function addition
nor the triangle inequality from the denition of a norm (or its analogue from the
denition of a quasinorm) is actually needed. Hence we could develop the theory
in a more general fashion. Instead of X being a linear subspace of M (R, µ), we
could assume only that X is a subset of M (R, µ) which is closed with respect to
scalar multiplication, that is, whenever f is an element of X, then αf is also in
X for every α ∈ R (note that it means in particular that 0 ∈ X). Then, instead
of a norm or a quasinorm on X, we would consider X to be equipped only with
a functional ρ : X → [0,∞) with the following two properties:
1. For every f ∈ X : ρ(f) = 0⇔ f = 0 µ-a.e.
2. For every f ∈ X and each α ∈ R : ρ(αf) = |α| ρ(f).
Such a functional could be, for an obvious reason, called a norm-potential func-
tional. Under these assumptions, the theorems would hold even for more general
class of function spaces provided that we would also modify the corresponding




[1] R. Adams and J. Fournier. Sobolev Spaces. Pure and Applied Mathematics.
Elsevier Science, second edition, 2003.
[2] J. Appell and G. Hardy. On products of Sobolev-Orlicz spaces. Bulletin of
the Australian Mathematical Society, 42:427436, 1990.
[3] C. Bennett, R. DeVore, and R. Sharpley. Weak-L∞ and BMO. Annals of
Mathematics, 113(3):601611, May 1981.
[4] C. Bennett and R. Sharpley. Interpolation of Operators. Academic Press,
Inc., 1988.
[5] M. Carro, A. Gogatishvili, J. Martín, and L. Pick. Functional properties of
rearrangement invariant spaces dened in terms of oscillations. Journal of
Functional Analysis, 229(2):375404, December 2005.
[6] M. Carro, A. Gogatishvili, J. Martín, and L. Pick. Weighted inequalities
involving two Hardy operators with applications to embeddings of function
spaces. Journal of Operator Theory, 59(2):309332, 2008.
[7] A. Cianchi. Orlicz-Sobolev Algebras. Potential Analysis, 28:379388, 2008.
[8] A. Cianchi, L. Pick, and L. Slavíková. Banach algebras of weakly dieren-
tiable functions. Preprint, submitted, Prague, 2014.
[9] L. Grafakos. Modern Fourier Analysis. Graduate Texts in Mathematics.
Springer New York, 2008.
[10] V. I. Kolyada. Rearrangement of functions and embedding theorems. Russian
Mathematical Surveys, 44(5):73118, 1989.
[11] V. I. Kolyada. On embedding theorems. In J. Rákosník, editor, Nonlin-
ear Analysis, Function Spaces and Applications 8, Proceedings of the Spring
School held in Prague, Czech Republic, May 30-June 6, 2006, volume 8,
pages 3594. Institute of Mathematics, Academy of Sciences of the Czech
Republic, 2007.
[12] V. Maz'ya and T. Shaposhnikova. Theory of Sobolev Multipliers: With Ap-
plications to Dierential and Integral Operators, volume 337 of Grundlehren
der mathematischen Wissenschaften. Springer Berlin, rst edition, 2009.
23
[13] L. Pick. Weighted Inequalities for Integral and Supremum Operators. In
A. Laptev, editor, Around the Research of Vladimir Maz'ya III. Analysis
and Applications, pages 279330. Springer, Tamara Rozhkovskaya Publisher,
Novosibirsk, 2010.
[14] L. Pick, A. Kufner, O. John, and S. Fu£ík. Function Spaces. Walter De
Gruyter GmbH, second revised and extended edition, 2013.
[15] C. Rickart. General Theory of Banach Algebras. Krieger Pub Co, revised
edition, 1974.
[16] W. Rudin. Real and Complex Analysis. McGraw-Hill, Inc., New York, NY,
USA, third edition, 1987.
[17] R. Strichartz. Multipliers on fractional Sobolev spaces. Journal of Mathe-
matics and Mechanics, 16(9):10311060, 1967.
24
