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Abstract 
For multi-channel ARMA signal with two sensors and unknown cross-covariances between the local Kalman 
predicting errors, based on the transformation of ARMA signal model to the state space model, a covariance 
intersection (CI) fusion steady-state Kalman signal predictor is presented. The accuracy comparison of CI Kalman 
signal fuser with the Kalman fuser weighted by matrices, diagonal matrices, and scalars is given. The geometric 
interpretation of accuracy relations is given by the covariance ellipses. Its accuracy is higher than that of each local 
Kalman predictor, and lower than that of optimal Kalman predictor weighted by matrices. A Monte-Carlo simulation 
results show its effectiveness and its actual accuracy is close to that of the optimal fuser weighted by matrices. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
Keywords: Multi-channel ARMA signal; Information fusion Kalman predictor; Unknown cross-covariance; Covariance intersection 
fusion; Accuracy comparison; Covariance ellipse 
1. Introduction 
The multi-sensor information fusion has received great attentions and applications in recent years, such 
as tracking, signal processing [1,2] and so on. There are three distributed weighting state fusers [3,4] 
which have the limitation that in order to compute the optimal weights, the computation of the cross-
covariances between the local estimation errors is required. However, in many theoretical and applied 
problems, the cross-covariances are usually unknown [5], or their computation is very complex [6]. In 
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order to overcome this limitation, the covariance intersection fusion method has been presented [5,7,8] 
which can avoid the computation of the unknown cross-covariance and greatly reduce the computational 
burden. In this paper, a CI fused Kalman signal predictor is presented for the two-sensor multi-channel 
ARMA signal with unknown cross-covariances, and the accuracy relations among the local and CI fused 
Kalman signal predictor, the optimal fusion Kalman signal predictor weighted by matrices, diagonal 
matrices and scalars with known cross-covariances are proven. 
2. The local and optimal fused steady-state Kalman signal predictor 
Consider the two-sensor multi-channel ARMA signal model 
1 1( ) ( ) ( ) ( )A q s t C q w t− −=                                                                                                                          (1)
( ) ( ) ( ), 1,2i iy t s t v t i= + =                                                                                                                        (2)
where ( ) miy t R∈  is the measurement, ( )w t and ( )iv t  are the uncorrelated white noises with zero means 
and variance wQ  and viQ , i.e.,
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, where Ε  denotes the 
mathematical expectation, Τ  denotes the transpose, tkδ  is the Kronecker delta function, i.e., 
1, 0( )tt tk t kδ δ= = ≠ . ( ) ms t R∈  is the signal to be estimated. 1q− is the backward shift 
operator, 1 10 1( ) aa
n
nA q A A q A q
−− −= + + +L  and 1 10 1( ) cc nnC q C C q C q−− −= + + +L  are left-coprime with 
0 mA I= , 0 mC I= , a cn n≥ .
From (1), defining that ( ) ( 1)w t w t= +  and 1 1 1( ) ( )C q q C q− − −=  yields 
1 1( ) ( ) ( ) ( )A q s t C q w t− −=                                                                                                                          (3)
where 1 10 1( ) cc
n
nC q C C q C q
−− −= + + +L and 0 1 0 10, , , c cm n nC C C I C C −= = = =L , and ( )w t has the variance wQ ,
so the model (2) and (3) can be transformed into the state space model 
( 1) ( ) ( )x t x t w tΦ Γ+ = +                                                                                                                          (4)
( ) ( ) ( ), 1,2i iy t Hx t v t i= + =                                                                                                                      (5) 
( ) ( )s t Hx t=                                                                                                                                           (6) 
where  
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LMM
L
, 0( )j cC j n= >                                            (7)
The objectives are to find the local and CI fused steady-state Kalman signal predictors ˆ ( | )is t t N+
and ˆ ( | )CIs t t N+ , 0N <  and the three distributed weighting fused steady-state Kalman signal predictors 
ˆ ˆ ˆ( | ), ( | ), ( | ), 0m d ss t t N s t t N s t t N N+ + + < , which mean the signal fuser weighted by matrices, diagonal 
matrices and scalars, respectively. 
Lemma 1[9]. For the two-sensor system (4)~(6), the local one-step steady-state Kalman state predictor 
ˆ ( | 1)ix t t −  of the thi sensor is given by  
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ˆ ˆ( | 1) ( 1| 2) ( 1)i pi i pi ix t t x t t K y tΨ− = − − + − (8)
1, ( 1) ( ( 1) )pi pi pi i i viK H K P H HP H QΨ Φ Φ Τ Τ −= − = − − +                                                                           (9)
where the one-step predicting error variance ( 1)iP − satisfies the steady-state Riccati equation 
1( 1) ( 1) ( 1) ( ( 1) ) ( 1)]i i i i i i i vi i i wP P P H H P H Q H P QΦ Φ Γ ΓΤ Τ − Τ Τ− = [ − − − − + − +                                                 (10)
The one-step steady-state predicting error cross-covariance ( 1)ijP −  satisfies the following Lyapunov 
equation 
( 1) ( 1) , , , 1,2ij pi ij pj wP P Q i j i jΨ Ψ Γ ΓΤ Τ− = − + ≠ =                                                                                      (11)
The N-step steady-state Kalman predictor ˆ ( | )ix t t N+ is
1ˆ ˆ( | ) ( 1| ), 2Ni ix t t N x t N t N NΦ − −+ = + + + ≤ −                                                                                        (12) 
The N-step steady-state predicting error variance ( )iP N  and cross-covariance ( )ijP N  are
2
1 1
0
( ) ) ( ) , 2
N
N N j j
i i w
j
P N Q NΦ Φ Φ Φ
− −
− − − − Τ Τ Τ
=
= Σ ( + Γ Γ ≤ −∑                                                                          (13) 
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P N Q NΦ Φ Φ Φ
− −
− − − − Τ Τ Τ
=
= Σ ( + Γ Γ ≤ −∑                                                                      (14) 
From (5), the local steady-state signal Kalman predictor is given by 
ˆ ˆ( | ) ( | ), 1,2, 1i is t t N Hx t t N i N+ = + = ≤ −                                                                                              (15)
The local steady-state signal predicting error variance ( )siP N and cross-covariance ( )
s
ijP N are given by 
( ) ( ) , ( ) ( ) , , 1,2, , 1s si i ij ijP N HP N H P N HP N H i j i j N
Τ Τ= = = ≠ ≤ −                                                             (16)
Lemma 2[5,9]. For the two-sensor system (4)~(6), the optimal fused Kalman signal predictor 
ˆ ( | ), 1ms t t N N+ ≤ −  weighted by matrices is given by 
2
1
ˆ ˆ( | ) ( ) ( | 1),sm i i
i
s t t N N s N Nt t
=
+ = Ω + ≤ −∑                                                                                          (17) 
where 1 1 11 2[ ( ), ( )] ( ( ( )) ) ( ( ))
s s s s
m m mN N e P N e e P N
Τ − − Τ −Ω Ω = ， [ , ]m m me I IΤ =  , 1 12
12 2
( ) ( )
( )
( ) ( )
s s
s
s s
P N P N
P N
P N P NΤ
⎡ ⎤= ⎢ ⎥⎣ ⎦
, and the  
optimal fused error variance ( )smP N weighted by matrices is  
1 1( ) ( ( ( )) )s sm m mP N e P N e
Τ − −=                                                                                                                   (18)
The optimal Kalman signal predictor ˆ ( | ), 1ss t t N N+ ≤ −  weighted by scalars is given by 
2
1
ˆ ˆ( | ) ( | ), 1ss i i
i
s t t N a s t t N N
=
+ = + ≤ −∑                                                                                                    (19) 
where the optimal weighted coefficients 
1
tr
1 2 1
tr
( ( ))
( ( ))
s
s s s s
s
s s
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a a a
e P N e
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Τ −⎡ ⎤= =⎣ ⎦ , [ ]1 1seΤ = ,
1 12
tr
21 2
tr ( ) tr ( )
( )
tr ( ) tr ( )
s s
s
s s
P N P N
P N
P N P N
⎡ ⎤= ⎢ ⎥⎣ ⎦
, tr  denotes the trace of the matrix, the corresponding optimal fused error 
variance ( )ssP N  is given by
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2 2
1 1
( ) ( )s s s ss i j ij
i j
P N a a P N
= =
= ∑∑                                                                                                                     (20)
The optimal Kalman signal predictor ˆ ( | ), 1sds t t N N+ ≤ −  weighted by diagonal matrices is given by 
2
1
ˆ ˆ( | ) ( ) ( | )s s sd i j
j
s t t N A N s t t N
=
+ = +∑                                                                                                        (21) 
where the optimal weighted diagonal matrices ( ) ( ( )), 1,2, 1, ,sj jkA N diag a N j k n= = = L ,
[ ] 11 2 1( ( ))( ) ( ) ( ) , 1, ,( ( ))
sll
d
l l l sll
d d
e P N
a N a N a N l n
e P N e
Τ −
Τ −= = = L , [ ]1 1deΤ = L ,
( ) ( )
1 12
( ) ( )
21 2
( ) ( )
( )
( ) ( )
s ll s ll
sll
s ll s ll
P N P N
P N
P N P N
⎡ ⎤= ⎢ ⎥⎣ ⎦
, where 
( ) ( )s llijP N  is the ( , )l l th  diagonal component of ( )
s
ijP N , and the optimal component fused error variance 
( )sdlP N  and the optimal fused error variance ( )
s
dP N  are given by 
1 1( ) [ ( ( )) ] , 1, ,s slldl d dP N e P N e l n
Τ − −= = L ,
2 2
1 1
( ) ( ) ( ) ( )s s s sd i ij j
i j
P N A N P N A NΤ
= =
= ∑∑                                             (22) 
3. The CI fused Kalman signal predictor 
For the two-sensor system (4)~(6), when local steady-state predicting error variance ( )siP N is known, 
but the cross-covariance ( )sijP N is unknown, the CI fused Kalman signal predictor ˆ ( | ), 1CIs t t N N+ ≤ − is 
given by[5,8] 
1 1
1 1 2 2ˆ ˆ ˆ( | ) ( )[ ( ( )) ( | ) (1 )( ( )) ( | )], 1
s s s
CI CIs t t N P N P N s t t N P N s t t N Nω ω− −+ = + + − + ≤ −                                  (23)
where ( )sCIP N  is defined as  
1 1 1
1 2( ) [ ( ( )) (1 )( ( )) ]
s s s
CIP N P N P Nω ω− − −= + −                                                                                            (24) 
where [0,1]ω∈ and minimizes the performance index 
1 1
1
1
[0,1] 2
= min tr min tr{[ ( (1 )( ( ]) ( )) ( ) })s s sCIP N P N P NJ ω ω
ω ω −−
∈
−= + −                                                                 (25) 
The optimal weighted coefficient ω  can be obtained by the gold section method or the Fabonacci method 
[10]. 
Defining ( )sCIP N  is the actual predicting error variance matrix of CI fused Kalman signal predictor, 
when ( )siP N is known and ( )
s
ijP N is unknown, the references [5,8] have proven that ( )
s
CIP N  is an upper 
common bound of ( )sCIP N , i.e., ( ) ( )
s s
CI CIP N P N≤ , from (23), we can 
obtain 1 11 2( )[ ( ( )) (1 )( ( )) ]
s s s
CIP N P N P N Iω ω− −+ − = , which yields 
1 1
1 2( ) ( )[ ( ( )) ( ) (1 )( ( )) ( )]
s s s
CIs t P N P N s t P N s tω ω− −= + − , so we can get the actual signal predicting error 
1 1
1 1 2 2( | ) ( )[ ( ( )) ( | ) (1 )( ( )) ( | )]
s s s
CI CIs t t N P N P N s t t N P N s t t Nω ω− −+ = + + − +% % % , and the actual fused predicting 
error variance ( ) [ ( | ) ( | )]sCI CI CIP N s t t N s t t N
Τ= Ε + +% %  is given as 
2 1 1 1 1
1 1 12 2
1 1 1 2 1
2 21 1 2
( ) ( )[ ( ( )) (1 )( ( )) ( ( )) ( ( ))
(1 )( ( )) ( ( )) ( ( )) (1 ) ( ( )) ] ( )
s s s s s s
CI CI
s s s s s
CI
P N P N P N P N P N P N
P N P N P N P N P N
ω ω ω
ω ω ω
− − − −
− − − −
= + −
+ − + −                                          (26) 
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4. The accuracy comparison of CI fused predictor and three weighted fused predictors 
Theorem 1. The local and fused Kalman signal predicting error variance and cross-covariance have the 
accuracy relations 
( ) ( )s sm CIP N P N≤ , ( ) ( )s sCI CIP N P N≤ , ( ) ( ), 1,2, 1s sm iP N P N i N≤ = ≤ −                                                          (27) 
tr ( ) tr ( ) tr ( ), 1,2, 1s s sm d sP N P N P N i N≤ ≤ = ≤ −                                                                                           (28)
tr ( ) tr ( ) tr ( ) tr ( ), 1,2, 1s s s sm CI CI iP N P N P N P N i N≤ ≤ ≤ = ≤ −                                                                          (29)
Proof. According to the unbiasedness of local estimators ˆ ( | ), 1,2is t t N i+ = , the fused estimator 
ˆ ( | )ms t t N+  and ˆ ( | ), 1CIs t t N N+ ≤ −  are also unbiased. The linear minimum variance unbiased fused 
estimator weighted by matrices  has the property that its error variance matrix is less than or equal to any 
other linear unbiased estimation error variance matrix weighted by matrices, and (24) is a linear unbiased 
estimator weighted by matrices, so we have ( ) ( )s sm iP N P N≤  and ( ) ( )s sm CIP N P N≤ . References [7,8,9] have 
proven that ( ) ( )s sCI CIP N P N≤ and (28) hold. According to (25), taking 0ω = , we have 2tr ( )sJ P N= , and 
taking 1ω = , we have 1tr ( )sJ P N= . Hence the optimal weighting coefficient [0,1]ω∈ yields 
tr ( ) tr ( ), 1,2s sCI iP N P N i≤ = . According to (27), tr ( ) tr ( ), tr ( ) tr ( )s s s sm CI CI CIP N P N P N P N≤ ≤ ,  so (29) holds.  The 
proof is completed. 
5. Simulation example 
Consider the two-sensor multi-channel ARMA signal model 
1 1 1
2 1 2 2 1( ) ( ) ( ) ( )I A q A q s t I C q w t
− − −+ + = +                                                                                               (30)
( ) ( ) ( ), 1,2i iy t s t v t i= + =                                                                                                                      (31)
The problem is to get the local and fused signal predictor ˆ ( | ), 1,2, , , , , 1is t t N i CI m s d N+ = = − , and compare 
their accuracy relations. In simulation, we take 1
0.6 0.07
0.3 1.4
A
−⎡ ⎤= ⎢ ⎥−⎣ ⎦
, 2
0.08 0.026
0.13 0.478
A
−⎡ ⎤= ⎢ ⎥−⎣ ⎦
, 1
0.7 0.2
0.5 0.3
C
−⎡ ⎤= ⎢ ⎥⎣ ⎦
,
(4,2)wQ diag= , 1 (0.16,2.5)vQ diag= , 2 (1,0.25)vQ diag= . Using gold section method, the CI fused weighting 
coefficient 0.47711ω = .
In order to give a geometric interpretation of the accuracy relations, the covariance ellipse for a 
variance matrix P is defined as the locus of points 1{ : }Tx x P x c− =  where c  is a constant. In the sequel, 
1c =  will be assumed without loss of generality. It was proven [6] that a bP P≤ is equivalent to that the 
ellipse for aP is enclosed in the ellipse for bP . The accuracy comparison by the covariance ellipses is shown 
in Fig 1. From the accuracy relations (27), the ellipse for ( )smP N is enclosed in the ellipses for 
1( ), ( )
s s
CIP N P N and 2 ( )
sP N , the ellipse for ( )sCIP N is enclosed in the ellipse for ( )
s
CIP N , and the ellipse for 
( )sCIP N encloses the intersection of the ellipses for 1 ( )
sP N and 2 ( )
sP N  [8]. 
Define the mean square errors ( MSE ) at time t as
( ) ( ) ( ) ( )
1
1
ˆ ˆMSE ( ) ( ( | ) ( )) ( ( | ) ( )), 300, 1,2, , , ,
M
j j j j
i i i
j
t s t t N s t s t t N s t M i CI m d s
M
Τ
=
= + − + − = =∑                       (32)
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where ( )ˆ ( | )jis t t N+  and ( ) ( )js t  denote the thj realization of ˆ ( | )is t t N+  and ( )s t , respectively. According 
to the ergodicity of the sampled correlation function, it follows that 
MSE ( ) tr ( ), MSE ( ) tr ( ), , , 1,2s si i CI CIt P N t P N as M t i→ → →∞ →∞ =                                                      (33) 
The results are shown in Fig 2. and table 1, where the straight lines denote tr ( )siP N , 1,2, , , ,i CI m d s= ,
and tr ( )sCIP N , the curves denote the corresponding MSE ( )i t . We see that the accuracy relation (29) holds. 
Since the curve of MSE ( )CI t is close to the curve of MSE ( )m t , and the ellipse of ( )
s
CIP N  is close to that of 
( )smP N , so the actual accuracy of the CI fuser is close to that of the optimal fuser. 
Fig. 1. The covariance ellipses for ( ), 1, 2, , , ,siP N i m d s CI=  and ( )sCIP N
Table 1. The accuracy of local and fused Kalman predictors 
1tr ( )
sP N 2tr ( )
sP N tr ( )smP N tr ( )
s
dP N tr ( )
s
sP N tr ( )
s
CIP N tr ( )
s
CIP N
8.5161 8.4544 6.9441 7.1517 7.4798 8.2925 7.3168 
6. Conclusion 
For the two-sensor multi-channel ARMA signal system with unknown cross-covariances, a CI fusion 
steady-state Kalman signal predictor is presented, which has the advantage that the computation of cross-
covariances can be avoided. It is proven that its accuracy is higher than that of each local filter, and is 
lower than that of the optimal fuser weighted by matrices with known cross-covariances. The simulation 
results show that its accuracy is close to that of the optimal fuser, so it has good performance 
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