One contribution of 21 to a theme issue 'DNA as information' . I will show how an objective definition of the concept of information and the consideration of recent results about information processing in the human brain help clarify some fundamental aspects of physics and biology. Rather than attempting to define information ab initio, I introduce the concept of interaction between material bodies as a primary concept. Two distinct categories can be identified: (i) interactions which can always be reduced to a superposition of physical interactions (forces) between elementary constituents; and (ii) interactions between complex bodies which cannot be expressed as a superposition of interactions between parts, and in which patterns and forms (in space and/or time) play the determining role. Pragmatic information is then defined as the link between a given pattern and the ensuing pattern-specific change. I will show that pragmatic information is a biological concept; it plays no active role in the purely physical domain-it only does so when a living organism intervenes. The consequences for physics (including foundations of quantum mechanics) and biology (including brain function) will be discussed. This will include speculations about three fundamental transitions, from the quantum to the classical domain, from natural inanimate to living systems, and from subhuman to human brain information-processing operations, introduced here in their direct connection with the concept of pragmatic information.
I will show how an objective definition of the concept of information and the consideration of recent results about information processing in the human brain help clarify some fundamental aspects of physics and biology. Rather than attempting to define information ab initio, I introduce the concept of interaction between material bodies as a primary concept. Two distinct categories can be identified: (i) interactions which can always be reduced to a superposition of physical interactions (forces) between elementary constituents; and (ii) interactions between complex bodies which cannot be expressed as a superposition of interactions between parts, and in which patterns and forms (in space and/or time) play the determining role. Pragmatic information is then defined as the link between a given pattern and the ensuing pattern-specific change. I will show that pragmatic information is a biological concept; it plays no active role in the purely physical domain-it only does so when a living organism intervenes. The consequences for physics (including foundations of quantum mechanics) and biology (including brain function) will be discussed. This will include speculations about three fundamental transitions, from the quantum to the classical domain, from natural inanimate to living systems, and from subhuman to human brain information-processing operations, introduced here in their direct connection with the concept of pragmatic information.
Physics, biology and information
It is quite understandable that terms of such everyday usage as 'information' and 'knowledge' remain largely undefined in the general scientific literature. Yet given some new ideas and experimental results from the field of biology about these two concepts, it is time to revisit some fundamental aspects of various scientific disciplines. For instance, physicists are accustomed to working with Shannon and algorithmic information. However, when the concept of information is used in its generic, not specifically quantitative, sense, they seldom take into account that one is really talking about pragmatic information (like in 'information on the state of a quantum system'; 'information deposited in (or extracted from) the environment'; 'the field carries retarded information about its sources'; 'information about the microstate of a gas'; 'information swallowed by a black hole'; etc.).
It is mostly biologists, particularly geneticists and neuroscientists, who make an explicit distinction between Shannon or statistical information (bit number; novelty; probability of occurrence-regardless of purpose or effect), algorithmic information (minimum number of binary steps to define something; numerical values of physical variables) and pragmatic information (representing purpose and effect) (e.g. [1] ). Of these three classes of information, the last one is most relevant for biology; indeed, the notion of quantity of information is often of secondary importance: what counts is what information ultimately does, not how many bits are involved. 1 As I argue in Roederer [2] , pragmatic information is a purely biological concept. This seems difficult to accept for physicists-yet one must not forget the rather trivial fact that physics is the product of information processing by brains, based on interactions of systems chosen and prepared by brains, measured with artefacts (instruments) created by brains, using algorithms (mathematics and models) developed by brains and following plans, purposes and quantitative predictions made by brains. The principal obstacle in an effort to persuade physicists to accept the idea of information being a purely biological concept seems to be the perceived lack of a widely accepted definition of pragmatic information that is truly objective, i.e. unrelated to any human use or practice. 2 Rather than attempting to define information ab initio, it is more appropriate to start with the concept of interaction between bodies as the primary concept or 'epistemological primitive' [2, 4] . We can identify two distinct categories: (1) interactions which can always be reduced to a linear superposition of physical interactions (i.e. forces) between the interacting systems' elementary constituents, and in which there is energy coupling between the parts; (2) interactions which cannot be expressed quantitatively as a superposition of elementary interactions, but in which patterns and forms (in space and/or time) play the determining role on whether or not an interaction is to take place, and in which the required energy must be provided from outside through a specific interaction mechanism.
Examples of category (1), which we call force-driven interactions, are all the physical interactions between elementary particles, wave fields, nuclei, atoms, molecules, parcels of fluid, solid bodies, planets and stars. Ultimately, these originate in four basic interactions between fundamental particles (electromagnetic, gravitational, strong and weak).
The simplest case of an interaction of category (2) is any arrangement in which the presence of a specific pattern in a complex system S leads to a causal, macroscopic and univocal change in another complex system R, a change that would not happen (or just occur by chance) in the absence of the particular pattern at the source. Typical examples range from effects on their respective chemical environments of the one-dimensional pattern of bases in the DNA or RNA molecule or the three-dimensional shape of a folded protein; the light patterns detected by the ommatidia of an insect and resulting shape of its flight orbit around a light source; the patterns of neural electrical signals in one region of the brain triggering signals in another; to the perceived print patterns changing the state of knowledge in a reader's brain. Pragmatic information is then defined as that which represents the univocal correspondence pattern → change; it is the reason why we call (2) the category of information-driven interactions [5] . 3 By 'univocal' we mean that the interaction process is deterministic and must yield identical results when repeated under similar conditions of preparation. 4 When an information-driven interaction has occurred, we say that pragmatic information was transferred from the source S (where the pattern resides) to the recipient R (where the pattern-specific change occurs). We emphasize that in this definition, the concept of pattern refers to any physical/geometrical/topological property of points in space and/or instants of time that distinguishes them from all others; they include, but are not limited to, symbols to which one can assign syntactic and semantic dimensions (e.g. see [1, ch. 3] ).
Information-driven interactions all require a complex interaction mechanism with a reset function (often considered part of one of the interacting bodies) and which ultimately provides the energy required to effect the specific change. Although we call them interactions, they are causally unidirectional, from source to recipient. However, the designation interaction is justified in the sense that, to occur, they require some pre-established match (sometimes called 'understanding') between source and recipient. In the preceding, we do not imply that information 'resides' in the patterns-the concept of pragmatic information is one of relationship between patterns and changes, mediated by some interaction mechanism. A pattern all by itself has no meaning or function.
There are only three fundamental processes through which mechanisms of information-driven interactions can emerge [2] , involving processes at three vastly different time scales: (i) Darwinian evolution; (ii) adaptation or neural learning; (iii) as the result of human reasoning and long-term planning. In other words, they all involve living matter-indeed, information-driven interactions represent the defining property of life [6] . The first process is ultimately responsible for the emergence of the molecular ensembles of lipid membranes that allow encapsulated organic material to maintain a low-entropy state of quasi-equilibrium with the environment, and the appearance of information-bearing molecules like DNA and related molecular 'machines' like ribosomes to translate stored information into chemical action (for a detailed discussion of a fundamental informational operation in a cell, see [7] ). The second process above endows multicellular organisms with mechanisms to survive in a changing environment. The third process, uniquely human, represents the ultimate origin of planned and manufactured artefacts, and the development of arts and sciences.
Any information-driven interaction between inanimate complex systems must ultimately be life-generated or -designed, requiring at some stage goal-directed actions by a living system. Examples are the physical effects of a beaver dam on water flow; mechanical effects of a tool used by a corvid; flight path control by an autopilot; etc. Clearly, what distinguishes life systems from purely complex physical systems is that the former, in addition to force-driven interactions, are capable of information-driven interactions in which the relevant triggering factor is patterns in space and time.
Note that all information-driven interactions, whether purely biological or in a humancontrolled scientific experiment, affect the 'normal' non-biological course (related to the 'causal architecture' mentioned in Walker et al. [7] , at the molecular intracellular level) of physical and chemical events. Information-driven interactions all involve complex systems in the classical domain, with time sequences which fulfil the dictates of causality, locality, special relativity and thermodynamics. It is important to emphasize that information-driven interactions do function on the basis of force-driven interactions between their components-what counts is how these purely physical components are put together in the interaction mechanism (the 'informational architecture' of Walker et al.) . The concept of 'information' does not appear as an active, controlling agent in purely physical interaction processes in the Universe; it only appears there when a life system in general, or an observer in a laboratory, intervenes (see [2, ch. 5] ). In other words, 'the world out there' works without information processing-until a living system intervenes and changes the physical course. The above-mentioned beaver dam is an example. In physics, when we state that 'a system of mass points follows a path of least action', we do not mean that the system 'possesses the necessary information to choose a path of minimum action' from among infinite possibilities, but that it is we humans who have discovered how systems of mass points evolve and who developed a mathematical method applicable to all to predict or retrodict their motions. Similar arguments can be made when we describe black holes as 'swallowing information', or decoherence as 'carrying away information on a quantum system'. Further examples are found in the association between entropy and information, which arises from the way we scientists describe, analyse and manipulate nature, for instance, by counting molecules in a pre-parcelled phase space; coarse-graining (averaging over preconceived domains); looking for regularities versus disorder; predicting fluctuations; extracting mechanical work based on observed patterns in the system; or mentally tagging molecules according to their initial states.
In this latter context, let us discuss a concrete example, which also will be helpful later in a discussion of information in the quantum domain. We turn to Gibbs' paradox (for details see [2, §5.5]). Consider two vessels A and B of equal volume, joined by a tube with a closed valve, thermally isolated from the rest and filled with the same gas at the same pressure and temperature. If we open the valve, nothing will happen thermodynamically, but at the microscopic level, we can picture in our mind the molecules of A expanding into vessel B and the molecules of B expanding into A. Each process would represent an adiabatic expansion with an increase of the entropy by −kN ln 2 (where k is Boltzmann's constant and N is the number of molecules in A or B), so there should be a total increase of the entropy of the system by S = −2kN ln 2. 5 This of course is absurd and represents Gibbs' paradox. In most books, it is (somewhat lamely) explained away by saying that the formulae used here are indeed correct, but apply only if the gases in the two vessels are different-however little but physically distinguishable (e.g. different gases, or just left-handed and right-handed specimens of the same molecule).
So what is wrong with the conclusions of the above thought experiment? By invoking the concept of pragmatic information, when we say that 'we can picture in our mind the molecules in vessel A doing this or that . . .', we are labelling them so as to make them different from the others. In other words, we are assuming that there is a pre-established pattern ('this molecule is from A, that molecule is from B'). However, this pattern and any extractable information from it do not exist in reality-we just have shoe-horned them into our mental image! 6 In all examples above, the interactions involved are force-driven; but whenever we use the term information in their description, we really mean 'pragmatic information for us, the observers'. And when it is us who deliberately set the initial conditions of a classical mechanical system or prepare a quantum system, we are converting it into an information-driven system with a given purpose (to achieve a change that would not happen naturally without our intervention). All laboratory experiments, whether a simple classroom demonstration or a sophisticated table-top quantum experiment, fall into this category.
There is no such thing as a numerical measure of pragmatic information. Pragmatic information cannot be quantified-it represents a correspondence which either exists or not, or works as intended or not, but it cannot be assigned a magnitude. What can be quantified is the description of the patterns and interaction mechanisms involved (algorithmic and Shannon information) (see [8] uncertainty, disorder, expectancy, quality of information, number of binary steps to identify or describe something, or to activate an information processing mechanism, error distributions, noise. And here we are coming to another fundamental, inextricable link to biology, namely human brain function, pointing out that all these concepts are ultimately related to how the human brain reacts to external sensory input and creates internal mental images. In most cases, they relate to how the neural cognitive state changes from 'not-knowing to knowing', a transition which I venture to describe as the reduction of an initial brain state involving multiple expectancies to one of possible 'basis states', where each basis state represents the mental image of only one possible outcome of the expected alternatives (we might even call them 'preferred mental states'). Note that as a consequence, the concept of probability, usually defined mathematically as the result (limit) of a specific physical operation (e.g. a series of measurements under equal conditions, tossing of dice, playing roulette) has a very subjective foundation in human brain operation.
Physics, brain and information
Since the beginning of quantum mechanics, physicists have been arguing about whether the observer and his/her state of knowledge, even consciousness, play an active role in the quantum measurement process. However, they did not have the benefit of knowing what is known today about the biophysical mechanisms that control human brain function.
Recent studies with functional magnetic resonance imaging, positron emission tomography, diffusion tensor imaging and, at the neural network level, multi-microelectrode recordings, are confirming a hypothesis long in use by neurophysicists and computer scientists, namely that the information being processed in the brain is encoded in real time as a task-specific spatio-temporal distribution of neural activity in certain regions of the cerebral cortex (e.g. [9] ). For instance, given a 'shiny red apple', specific neural electrical impulse distributions arise in parts of the prefrontal lobes and in certain regions of the visual cortex and temporal and parietal lobes, that are nearly the same whether we see, hear about, think of, or just dream of that red apple-only the order in which they appear will depend on whether we are perceiving, imagining or remembering. In summary, if a certain specific pattern of neural activity distribution 'here' triggers, because of neural interconnectivity, a specific distribution 'there' and does so in a univocal way (within limits), we are in the presence of an information-based interaction between two cerebral regions; the pragmatic information involved represents that specific relationship, and we usually say that information has been transferred from one cerebral region to another.
When a scientist makes a measurement, the pragmatic information involved represents the correlation between an external pattern (e.g. the location in space of a rigid body, the position of the dial in an instrument, the dots on cast dice, the colour change of a solution) with a specific spatio-temporal pattern of neural activity in the prefrontal lobes, corresponding to the knowledge 'it is this particular state and not any other possible one'. The actual information-processing mechanisms in the brain linking one neural distribution with another are controlled by the actual synaptic wiring, which in certain regions, especially the hippocampus, has the ability to undergo specific changes as a function of use ('plasticity')-the physiological expression of stable stored pragmatic information or long-term memory.
Modern neurobiology has an answer to the common question: when does a specific distribution of neural firings actually become a mental image? This neural activity distribution does not become anything-it is the image! 7 In summary, the dynamic spatio-temporal distribution of neural impulses and the quasi-static spatial distribution of synapses and their efficiencies together are the physical realization of the global state of a functioning brain at any instant of time. 8 
Quite generally, animal brains handle pragmatic information in sequences of informationdriven interactions in which one specific spatio-temporal pattern of neural activity is mapped or transformed into another neural pattern-in its most basic form, from a physically triggered sensory or interoceptive stimulation pattern to a neural output pattern stimulating muscle and gland fibres, thus governing the animal's integral behaviour. These processes may change the interconnectivity (synaptic architecture) of participating neural networks, leading to long-term storage of information. A memory recall consists of the replay of the original neural activity distribution that had led to the synaptic changes during memory storage; the most important type is the associative recall, in which the replay is triggered by a cue embedded in the ongoing neural activity distribution (for some examples, see [2] ). Expressed in terms of pragmatic information: in the act of remembering or imagining a red apple, information on red apples stored in the synaptic architecture of the brain is retro-transferred, mostly through subcortical networks, to the visual cortex (and/or other sensory areas) in the form of neural activity specific to the actual perception of red apples. Neuroscientists call the specific microscopic distribution of neural activity responsible for any subjective experience a neural correlate.
Let us point out at this stage that in the definition of pragmatic information, it is often the case that different source patterns can lead to the same change in the recipient (e.g. different shapes, sizes and tones of red of an apple still trigger the neural pattern that defines the concept or image of 'red apple'). Likewise, the same source pattern can lead to different effects, depending on collateral information-processing activity of the system. All this is quite germane to the study of cognition in neuroscience.
The human brain can recall stored information at will as images or representations, manipulate them, discover overlooked correlations, 9 and re-store modified or amended versions thereof, without any concurrent external or somatic input-it can go 'off line' [12] . This is information generation par excellence and represents the human thinking process (e.g. [2, 4] ). Internally triggered human brain images, however abstract, are snippets (expressed as many different but distinct patterns of neural activity in specific regions of the cortex) derived from stored information acquired in earlier sensory or mental events, and pieced together in different ways under some central control (the 'main program') linked to human self-consciousness.
Whenever a physicist conceives or thinks about the model of a physical system or physical process, whether classical, relativistic or quantum, whether one-dimensional or multidimensional, his/her brain triggers, transforms and mutually correlates very specific and unique distributions of neural impulses. The fact that the brain is an eminently classical informationprocessing device 10 that evolved, and is continuously being trained, through information-driven interactions with the classical macroscopic world, is very germane to how we can imagine, describe and understand the behaviour of physical systems, either quantum, classical, molecular or biological. This even applies to mathematics, most notably probability theory [2, §1.6]. For instance, given a set of mental images of possible outcomes of a quantum measurement, all may be subjectively viewed as equiprobable by an unbiased observer. Only after personal experience with multiple measurements under identical conditions, or through information from others who already have undertaken this task, can the observer develop an objective sense of traditional probability. 
Information and fundamental transitions: quantum-classical, non-life-life, infrahuman-human
In the preceding sections, we have identified two categories of interactions between bodies or system components of the Universe as we know it: force-driven and information-driven. The first category is assumed to be operating in the entire spatio-temporal domain, from the Planck scale up. The second category leads to the definition of pragmatic information as representing a physical, causal and univocal correspondence between a pattern and a specific macroscopic change elicited by some complex interaction mechanism. By this very definition, the domain of validity of information-driven interactions, and therefore of the concept of pragmatic information per se, is limited to the classical macroscopic domain. The reason is that in the subatomic quantum domain patterns (both as spatial and temporal entities) cannot always be defined or identified. This, in turn, is related to fundamental and exclusive properties of quantum systems. At this point it seem opportune to present the following experiment-based 'quantum facts in a nutshell'. 11 Given a single quantum system that has been physically prepared in a certain way, it is impossible in principle to determine or verify its particular state by a single measurement. Having many similar quantum systems prepared in identical ways and subjecting each one to identical measurements, one will obtain a collection of measurement values from among a common (often discrete) set that only depends on the instrument and how it is used, 12 called the eigenvalues of the observable in question (the observable itself also being defined by the instrument 13 ). The set of probabilities of occurrence of eigenvalues is what characterizes the common state of each quantum system at the time of measurement (Born's rule). While it is impossible to predict the outcome of one measurement, the set of probabilities of obtaining the eigenvalues in a given measurement procedure is deterministic, depending only on preparation and history of the quantum system. This is not all: when a single quantum system is measured and one of the possible eigenvalues of the corresponding observable is obtained, the quantum system emerges in a special state such that repeated measurements of the same kind thereafter will always yield the same eigenvalue. 14 Such a state is therefore called an eigenstate (also 'basis state'), and one says that the initial state of the quantum system has collapsed into, or been reduced to, an eigenstate as the result of the first intervention.
These experimental facts allow the development of linear algebra algorithms in which the state of a quantum system is represented by a (unit) vector in a (complex) Hilbert space; interactions, measurements and transformations are represented by specific operators. The axes represent eigenstates or basis states, and the squares of the projections of the state vector onto the axes represent the probabilities of occurrence of the corresponding eigenvalues. A general quantum state (called a pure or superposed state) is thus represented as a linear superposition of basis states; a measurement is represented by the rotation of the state vector onto one of the axes. It is important to note that in this mathematical framework the concepts of state, eigenstates and outcome probabilities are all defined by specific preparation and measurement processes, conceived by a human being. All numbers involved in this quantitative framework represent algorithmic information [2] which does not describe one given system as happens in classical physics, but which pertain to a mathematical model representing sets of identical systems, and only has statistical meaning.
Let us consider an ensemble of several distinct but initially non-interacting quantum systems. to the observable(s) chosen). If these individual quantum systems are brought into mutual interaction at the quantum level (i.e. shielded from interactions with a macroscopic device), they will lose their independence: the ensemble must be treated as a single whole, described by just one overall state, no matter where its component parts are taken after the interaction. These components are then said to be entangled. The actual results of measurements on entangled components (unpredictable individually, except statistically) will be correlated, no matter how far away in space and time they are located from each other (there is no equivalent example of this in classical physics). It turns out that not just man-made laboratory measurements but any interaction with the natural macroscopic environment will break up the state of an ensemble of entangled quantum systems into independent, ultimately collapsed states of its components. This process is called decoherence (e.g. [13] ). As a matter of fact, it is impossible to completely shield a quantum system from unpredictable macroscopic influences of the environment, and superposed states are difficult to maintain in the laboratory.
A measurement apparatus is a human-built artefact in which a quantum system is deliberately made to interact with a macroscopic device. This device is constructed in such a way that in the special case when the quantum system is in an eigenstate of the observable which the apparatus is supposed to measure, the initial perturbation propagates through the instrument and is amplified to give an observable classical, macroscopic effect that depends on the initial eigenstate (e.g. the particular position of a pointer). When the quantum system to be measured is now in a superposed state, it gets entangled with the 'quantum end' of the apparatus-but as subsequent interactions propagate through the instrument, inevitable entanglement with the environment will eventually cause the single quantum state of the total system (measured system plus instrument) to break up into mutually correlated basis states: (i) the instrument signals a specific macroscopic change and (ii) the original quantum system emerges in a corresponding eigenstate. 15 Because of the human intention involved in the construction or use of a measurement apparatus, does a quantum measurement process represent an information-driven interaction? No, because there is no initial pattern to be univocally mapped into a macroscopic change (like the position of a pointer). The only information-driven interaction occurs between the 'classical end' of the instrument with the observer (sensory effect of the macroscopic change in the instrument on the observer's brain or a human-designed recorder).
The important fact for our discussion is that when an ensemble of initially entangled quantum systems has decohered, it will behave classically, furnishing the same results in an immediately following succession of identical measurements (neglecting experimental errors). Only then can we define patterns required for information-driven interactions-such interactions cannot occur at the non-decohered quantum level, and pragmatic information cannot exist and operate in, or be extracted from, the quantum domain. A logical consequence is the so-called no-cloning theorem: a single quantum system in a superposed state cannot be copied, unless the original is destroyed in the process. It is an experimental fact that macroscopic bodies are in decohered and reduced states (no Schrödinger cats!), but so are also the atomic nuclei of organic molecules. 16 The latter behave classically and can carry, transfer or respond to pragmatic information: a spatial pattern in some complex organic molecule triggering a specific change in some other molecular system, with some organelle responsible for the interaction mechanism, is possible! The above shows that in the physical Universe we can identify quantum and classical domains, separated by a fuzzy transition boundary controlled by the physical process of decoherence. We have shown that pragmatic information cannot be defined in the quantum domain, so its existence or validity, too, has a lower limit given by the quantum-classical transition. However, do the two limits really coincide? One condition for information-driven interactions is the possibility for the existence of defined patterns, but another sine qua non is the possibility for existence of mechanisms that establish a correspondence pattern → change. Taking into account what is known about the molecular constituents of life systems, that second limit must rather be related to the degree of complexity of the intervening molecules [7, 14] . We can extract pragmatic information from patterns in a molecule, but we need mechanisms to process it. Given the intimate relationship between life and information-driven interactions, this would mark a critical, not yet sufficiently explored chemical/molecular boundary between non-life and life systems, totally within the classical domain but not far (space-wise) from a quantum-classical transition.
For physicists, the recognition that pragmatic information does not operate in the quantum domain can help better understand the so-called quantum paradoxes. Whenever we model or imagine a single quantum system as if it was handling pragmatic information, the appearance of counterintuitive behaviour is inevitable. For instance, the puzzling aspect of one single photon apparently 'following two paths at the same time' after passing through a half-silvered mirror is the result of wanting to imagine the superposed state of a qubit (quantum system with only two eigenstates) in terms of pragmatic information. This is no different than wanting to imagine in the above-mentioned Gibbs' paradox the molecules from one container moving into the other as if they were carrying labels from which to extract pragmatic information-when in reality there is none. An equivalent puzzle arises with the measurement of a qubit in a superposed state, fully entangled with another one that has been taken far away. It is often stated: 'once the measurement has been made on one qubit, the other one will automatically collapse into the conjugate basis state'. Yet there is no information transfer involved in this process, no superluminous communication between the two! All we can determine (at the macroscopic level) is that the measurement results will be correlated-but correlation does not imply causation! More examples of why trying to shoe-horn in pragmatic information brings puzzlement into quantum superposition, teleportation, entanglement and non-interactive measurements are given in Roederer [15] .
So with all these provisos concerning interpretation, why does quantum mechanics work at all? Because from the informational point of view this discipline does not deal with quantum systems per se but with what happens to macroscopic systems in their interaction with quantum systems. A measurement on a single quantum system does not give information on the state of that individual system: rather, it only gives information on what the system did to the macrosopic apparatus after interacting with it. And the Schrödinger equation should not be viewed as describing the evolution of a quantum system per se, but as a mathematical tool to obtain statistical information on macroscopic effects of its interaction with the environment (natural as in a collision or decay process, artificial in a measurement).
The role of the observer or agent, so much the target of discussions since the time of Bohr, is: (1) to select and prepare the quantum system; (2) to select or construct the measuring apparatus (these two actions will define the Hilbert space for the mathematical description); (3) to register the pragmatic information from the macroscopic changes caused by the interaction system-apparatus; and (4) to eventually conduct a statistical study of these outcomes under identical conditions of (1) and (2) . Only when all this is done and said, is it legitimate to assign a mental image and quantitative mathematical representation of the 'state' of the quantum system. 17 And what is quantum information, so much in today's limelight of computer technology (e.g. [17] )? It is not information about the 'innards' of a quantum system at any given time 18 -rather, it is that pragmatic information which links some (classical) input configuration (the preparation paradigm) with some (classical) output configuration, result of measurements after the quantum system components have been allowed to interact unitarily among themselves and then been reduced to basis states.
Finally, there is a third boundary or transition, well in the classical domain, in which pragmatic information plays a fundamental role, having to do with the emergence of human self-consciousness [2] . As mentioned in the preceding section, self-consciousness is related to the cooperative mode of brain processing and the human brain's exclusive abilities of triggering mental images without any simultaneous sensory or somatic input and of making long-term predictions (creating images of future events). The question of whether this capability is just one of degree or one that is radically new in the evolution of a primate brain is highly contested by many anthropologists and animal psychologists. Certainly, biological evolution also creates new pragmatic information, but this happens stochastically and by a slow, environmentally driven, physical and chemical elimination of alternatives; it is retrospective, there is no planning involved-the resulting information-driven interactions are a natural outcome of the self-organizing evolutionary process. Compared with general animal brain function which mainly involves processing (piecing together) instantaneously perceived and stored (past) information, creating information in human thinking and long-term predicting and goal-setting must involve quite different processing mechanisms, requiring additional elements such as far more extensive intracerebral fibre networks and a number of interacting elements (neurons and their synapses) exceeding some critical threshold not surpassed by subhuman species or computing artefacts. If true, this could represent a threshold for any kind of networkeven electronic or social-of cooperatively interacting units to turn self-conscious. Could approximately 10 12 elements with approximately 10 14 to 10 15 mutual interconnections be the 'magic numbers'?
Let us summarize this section, as viewed by a human 'agent', in biological terms: (i) the quantum domain is defined as one in which pragmatic information does not and cannot operate; (ii) the classical domain is one from which pragmatic information can be extracted; (iii) the domain of life is one in which pragmatic information can be processed (information-driven interactions can take place); and (iv) the domain of human-like intelligence is where pragmatic information on past, present and future is created in real time. From the perspective of purely force-driven interactions (e.g. in a world devoid of life systems) there are no separable domains [6] .
