Abstract
Introduction
Research studies related to face recognition from 2-D frontal views may be shared in two main classes according to whether they refer to a feature based approach or to a pixel approach. The first class consists in extracting the position of several facial features in order to restrict the data space. Several statistical methods, generally classical algorithms of pattern recognition, are then used to identify faces using these measures [ 
131.
The pixel approach is a global one that requires few knowledge about face geometry. Some studies are linked to pattern matching: the measures used to identify faces are correlations between template re,' oions. Other methods use principal component analysis applied on pixel's grey level values [ 
121.
The application, described in this paper, is a system similar to an automatic cash machine withdrawal where the user identifies himself by using a credit card with a secret code.
It is possible to enhance the security of such a transaction by verifying that the observed face is identical to a stored We propose an identity check system using warping between faces as a measure of likeness. Knowing the assumed identity of a face (supposed by the secret code), the system compares this face with that one in the database corresponding to the same person. This is achieved by warping one face in order to fit the other one.
Since we have chosen to use the geometry and the locations of facial features (such as the mouth, nose and eyes) to achieve warping, each1 person of the database is represented by this information.
The face identification scheme consists of three main stages. In the first step, in section 2, facial features are located and the image is normalized so that features location match those of the face Corresponding to this person in the database. In section 3, the features boundaries are extracted using a specific active: contour model. This model is based on Fourier descriptors and is able to incorporate information about the global shape of each object. The last stage is described in section 4 and consists in measuring the warping between the normalizled face and the corresponding face in the database.
Face normalization
In the context of our application, the image acquisition is achieved with a fixed lightning and is acquired from a near frontal view throughout the temporal sequence. The normalization process, is based on this constraint.
The first step of our facial features localization process concerns the eyes. The nose and the mouth will be further detected using some facial geometry hypothesis.
The presence of specular spots (usually in the neighborhood of the irises) due to the direct lightning allows to locate the eyes using a "peak" morphological operator which has the effect of bringing out the local maxima of the grey level values function. A rough estimation of the eyes position is consequently obtained by looking for the two regions corresponding to the highest values of the "peak' image. Since the lightning used for the acquisition is frontal, these estimations correspond approximately to the irises positions.
In order to locate the nose and the mouth, we then use a spatio-temporal information by computing the sum of the spatio-temporal gradient norm over the sequence:
I
where I ( z , y: t) represents the grey level value, TC and y the spatial components, t the temporal component and N the number of images of the sequence. p is a normalization term depending on the temporal sampling of the sequence and on the motion of the different features during the sequence. As it is shown on figure 1, the image I,,, permits to pick up regions corresponding to a weak contrast but having a high deformation, like the mouth, and regions having a high contrast like the shade due to the nose relief. The localization of the nose and the mouth in the image I,,, consists in searching, along the mediatrix of the segment joining the two irises, the regions having the two higher values of the image I,,, . In order to minimize the computing time, the image I,,, is computed in small windows on both sides of the mediatrix between the two irises. Figure 2 shows the results obtained by this algorithm and it can be seen that the localization of the lower part of the nose is obtained with a good accuracy. The point corresponding to the position of the mouth depends on its motion during the sequence and is not always the same physical point. When the motion is important, this point is located within the mouth and otherwise it is generally located on the boundary of the lips.
In order to compute the image Isum, we use the first 30 images of the sequence (with a sampling rate of 25 hz). Using a shorter sequence leads to less accurate results for the temporal information will be less significant.
In next section we make use for the system of an active contour model to extract facial features boundaries: in order to use the same initialization and parameters for the active contour model with different images acquired from one face, we normalize the image. This is achieve by applying a similarity using the irises location as references. Since the active contour parameters and the curves used for initialization are not the same for different faces, these features will be stored in the database with the facial characteristics.
Facial feature extraction
An active contour model is an energy minimizing curve guided by internal constraints and influenced by image forces that pull it towards image edges. Since the global regularity constraints used by generic active contour models (such as "snakes" [ 8 ] [ 3 ] ) are included within the internal energy function, these models do not allow to refine the space of admissible curves to a specific shape class. In order to take into account the shape of facial features, several methods based on deformable templates have been developed.
Yuille, Cohen and Hallinan [ 131 proposed a set of deformable templates for this purpose. Each one of these templates is designed to extract a specific feature. For example the template used to extract the eye boundary consists of a circle bounded by two parabolas and possesses 11 parameters.
Craw, Tock and Bennett [6] described amodel which consists of a set of 40 landmark points, each one representing the position of a particular part of the structure to be located. Several algorithms are designed to deal with a particular feature using a statistical knowledge of the landmark positions.
A global algorithm controls the interaction between them. A similar method has been proposed by Cootes, Tailor and Lanitis [4] using statistically based models which iteratively move towards structures in images after a learning process on similar images.
In this section we propose a parametrical active contour model using Fourier descriptors. The aim is to design a model sufficiently general to extract the boundary of several facial features while taking into account the specific geometry of each feature. This model needs to tune few parameters. Actually, this model is able to extract facial features subjected to high deformation (in order to take lips motion into account) and having corners (like the mouth and the eyes).
Active contour model using Fourier descriptors
The use of Fourier descriptors for active contour models has been introduced by Staib and Duncan [ 111 in order to extract an object boundary. Their method is based on the use of probability distributions on the parameters. In order to be less sensitive to the initial parameter value, we propose a variational approach similar to the method used in the snake
An elliptic Fourier representation of a closed curve is a parametrical curve v defined by:
where AI, is a 2x2 matrix, N the number of harmonics used to describe the curve and 8 the angular parameterization index.
Such a class of curves does not permit to represent effectively the boundaries of objects having an irregularity point within a regular section, such as the corner of the mouth or eyes. Thus, the extraction of this kind of boundary requires the use of high frequency harmonics which have the effect of creating oscillations. In order to solve this problem we propose a new model made of two open curves joined at their ends:
where V A and V B respect the conditions:
V A ( O ) = vg(27r) andvA(7r) = V B (~) .
In order to use orthogonal bases on the interval [O, 7r] , an open curve can be defined by:
where a k and b k are the parameters model, N is the number of harmonics used to describe the curve and R,$, is the rotation matrix of angle 4. Thus, the phase shift between the two bases used for ~( 0 ) and ~( 0 )
permits to describe a half-ellipse with four parameters.
The curve modeling the boundary of the object, is obtained by minimizing a functional similar to the snake energy:
E(V) =

P ( U A ( 8 ) ) + x(v;)'d9
1;
The first term P inside each one of the integrals is an image potential equal to the opposite of the square of the image gradient ( P = -1VII') and the second one is an elasticity term associated to the curve tension. In order to extract boundaries of the mouth and eyes we use one harmonic to describe the lower boundary, V B and N harmonics for the upper boundary, V A . Thus V A has the form defined in equation ( 2 ) and V B is defined by:
To extract the loweir boundary of the nose, we use a single open curve described by equation (2).
Results
The algorithm used to extract features is a fine to coarse scheme (see figure 3) . Defining two half-ellipses as initialization, the convergence is first achieved using a single harmonic for the curve V A , then the first result is used as an initialization to get a curve with two harmonics until we obtain a curve VA described by N harmonics fitting the object boundary.
As the number of harmonics increases, the regularity constraints are smaller and the boundary can be described more precisely with a better stability.
Face Warping for identification
Several methods have been proposed to achieve face recognition using features location. Some studies use this information in order to calculate the correlation between the regions corresponlding to a same feature in two different images [ 11. The measure is then equal to the mean of the correlation values. Other methods utilize a more geometrical approach by defining a discriminating measure using physiological knowledge [7] , results of principal component analysis [5] or topological graphs 191.
In this paper, two faces are compared by a deformation measure. Given a set of landmark points on the face, the measure is a quantification of the bending that has to be applied to the face, so that its landmark points match the ones of the other face. To thisissue, we utilize a class of database we use a sequence of images of people uttering a particular sentence while blinking. Then, on each image of the sequence, the features boundaries are extracted on a normalized image (as it is shown in sections 2 and 3) and for each landmark point we calculate the distribution of its position. Normality tests showed that these distributions may be represented by Gaussian laws. Thus, a person is represented in the database by a set of 4 values:
where ( x 2 , yz) is the mean position of the ith landmark point and (gSz, nY3) its standard deviation on the horizontal 
Deformation measure
Bookstein [2] showed the interest of the thin plate splines for image registration purpose since they can be used to solve the problem of scattered data interpolation while minimizing the warping.
The total amount of bending of a surface (z, y, f(z, y)) (f being a twicely differentiable function f : IR2 -+ E ) , can be quantified by the value of the functional: deformations similar to the one used for normalization by Reisfeld [lo] . While his aim was to normalize faces in order to apply a classification on the image data, we propose to achieve the identification using the deformation measure value as the discriminating information.
Face characterization and database
The landmark points used to represent the face are located on the the features boundaries which have been extracted as described in section 3. Using all the points of the boundaries for the matching process will be useless since the information is redundant (like neighbor points on the same boundary) and some points cannot be easily extracted from the curves describing the boundaries (due to the parameterization which is not intrinsic). We made the choice of 15 points displayed on figure 4. These points characterize the position of the features as well as their global geometries.
Figure 4. points characterizing a face
However some of the chosen landmark points are mobile since they are located on a feature which is subject to temporal deformation, Therefore, in order to construct the coefficients a l , a2, a3, b l , bz, b3, w1 , . . . , WN and z1 . . . ZN can be calculated by solving a linear system as described in [2] [lo].
The quantity J ( T ) may be used to measure the likeness between two faces. The assumed identity will then be confirmed if this value is smaller than a given threshold. The threshold value is linked to the accuracy of the system that is wished for. If it is small, it can hapen that the identity of a person will be wrongly rejected; if it is large, the identification test will then be less restrictive. Lastely, the choice of the treshold value must take several parameters into account such as the image acquisition and the accuracy of the localization and extraction processes.
Conclusion
This paper presents a set of methods that are used to construct an identity check system. The localization of facial features (such as the eyes, nose and mouth) is achieved using a morphological operator as well as the spatio-temporal information. This method is robust provided that lightning is frontal. It is used to normalize the face image with regard to the corresponding face in the data base. The active contour model proposed for feature boundary extraction is a parametrically deformable model using Fourier descriptors. This model is designed so that few parameters are needed to extract irregular objects like the eyes or the mouth and the stability is increased by applying a coarse to fine scheme to the convergence process. A face is represented in the database by a set of landmark points belonging to the features boundaries as well as the standard deviations of the points calculated on a sequence of images. Finally the likeness between two faces is quantified using a deformation measure. This deformation corresponds to the bending to be applied on a face, so that its landmark points match the ones of the other face. To this issue, an enhancement of a standard method used to interpolate scattered data has been proposed which allows to associate a weight to each landmark point so that points having a small standard deviation have more effect on the bending.
