We provide a new framework for estimating the systematic and idiosyncratic jump tail risks in financial asset prices. Our estimates are based on in-fill asymptotics for directly identifying the jumps, together with Extreme Value Theory (EVT) approximations and methods-of-moments for assessing the tail decay parameters and tail dependencies. On implementing the procedures with a panel of intraday prices for a large cross-section of individual stocks and the S&P 500 market portfolio, we find that the distributions of the systematic and idiosyncratic jumps are both generally heavy-tailed and close to symmetric, and show how the jump tail dependencies deduced from the high-frequency data together with the day-today variation in the diffusive volatility account for the ''extreme'' joint dependencies observed at the daily level.
Introduction
Tail events and non-normal distributions are ubiquitous in finance. The earliest comprehensive empirical evidence for fattailed marginal return distributions dates back more than half a century to the influential work of Mandelbrot (1963) and Fama (1965) . It is now well recognized that the fat-tailed unconditional return distributions first documented in these, and numerous subsequent studies may result from time-varying volatility and/or jumps in the underlying stochastic process governing the asset price dynamics. Intuitively, periods of high-volatility can result in seemingly ''extreme'' price changes, even though the returns are drawn from a normal distribution with light tails, but one with an unusually large variance; see e.g., Bollerslev (1987) , Mikosch ✩ We would like to thank the Editor (Marc Paolella) and two anonymous referees for many helpful comments and suggestions. The research was supported by a grant from the NSF to the NBER, and CREATES funded by the Danish National Research Foundation (Bollerslev) .
Similarly, Starica (1999) documents much stronger dependencies for large currency moves compared to ''normal-sized'' changes, while Jondeau (2010) based on an explicit parametric model reports much stronger tail dependence on the downside for several different equity portfolios.
In parallel to the marginal effects discussed above, it is generally unclear whether these increased dependencies in the tails are coming from commonalities in time-varying volatilities across assets and/or common jumps. Poon et al. (2004) , for instance, report that ''devolatilizing'' the daily returns for a set of international stock markets significantly reduces the joint tail dependence, while Bae et al. (2003) find that time-varying volatility and GARCH effects cannot fully explain the counts of coincident ''extreme'' daily price moves observed across international equity markets. More closely related to the present paper, recent studies by Bollerslev et al. (2008) , Jacod and Todorov (2009) , and Gobbi and Mancini (2009) , based on high-frequency data and nonparametric methods, have all argued for the presence of common jump arrivals across different assets, thus possibly inducing stronger dependencies in the ''extreme''.
In light of these observations, one of the goals of the present paper is to separate jumps from volatility to more directly assess the ''extreme'' dependencies inherent in the jump tails. Motivated by the basic idea from asset pricing finance that only nondiversifiable systematic jump risks should be compensated, we further dissect the jumps into their systematic and idiosyncratic components. This decomposition in turn allows us to compare and contrast the behavior of the two different jump tails and how they impact the return distributions. 4 Our estimation methodology is based on the idea that even though jumps and time-varying volatility may have similar implications for the distribution of the returns over coarser sampling frequencies, the two features manifest themselves very differently in high-frequency returns. Intuitively, treating the volatility as locally constant over short time horizons, it is possible to perfectly separate jumps from the price moves associated with the slower temporally varying volatility through the use of increasingly finer sampled observations. Empirically, this allows us to focus directly on the high-frequency ''filtered'' jumps. Relying on the insight from Bollerslev and Todorov (2011a) that regardless of any temporal variation in the jump intensity, the jump compensator for the ''large'' jumps behaves like a probability measure, we non-parametrically estimate the decay parameters for the univariate jump tails using a variant of the Peaks-OverThreshold (POT) method. 5 Going one step further, we characterize the extreme joint behavior of the ''filtered'' jump tails through non-parametric estimates of Pickands (1981) dependence function as well as the residual tail dependence coefficient of Tawn (1996, 1997) . The Pickands dependence function succinctly characterizes the dependence of the limiting bivariate extreme value distribution. When the latter has independent marginals, the residual tail dependence coefficient further discriminates among the dependencies that disappear in the limit. 6 We implement several 4 In a related context, Barigozzi et al. (2010) have recently explored a factor structure for disentangling the total realized variation for a large panel of stocks into a single systematic component and remaining idiosyncratic components, while Todorov and Bollerslev (2010) propose a framework for the estimation of separate continuous and jump CAPM betas. 5 The POT method for characterizing extremes dates back to Fisher and Tippett (1928) . It has been formalized more recently by Balkema and deHaan (1974) and Pickands (1975) ; for general textbook discussions see also Embrechts et al. (2001) and Jondeau et al. (2007) . 6 In technical terms, the Pickands dependence function captures asymptotic tail dependence, while the residual tail dependence coefficient captures pre-asymptotic tail dependence.
different estimators for the Pickands dependence function and the residual tail dependence coefficient. Together with the estimated decay parameters for each of the underlying univariate extreme distributions, these summary measures effectively describe the key features of the bivariate joint tail behavior.
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Our actual empirical analysis is based on high-frequency observations for fifty large capitalization stocks and the S&P 500 aggregate market portfolio spanning the period from 1997 through 2010. We find that the number of ''filtered'' idiosyncratic jumps exceeds the number of systematic jumps for all of the stocks in the sample, and typically by quite a large margin. Nonetheless, the hypothesis of fully diversifiable individual jump risk is clearly not supported by the data, thus pointing to more complicated dependence structures in the tails than hitherto entertained in most of the existing asset pricing literature. 8 Even though the assumption of ''light'' Gaussian jump tails cannot necessarily be rejected for many of the individual estimates, the combined evidence for all of the stocks clearly supports the hypothesis of heavy jump tails. Our estimates for the individual jump tail decay parameters also suggest that the tails associated with the systematic jumps are slightly fatter than those for the idiosyncratic jumps, albeit not uniformly so. Somewhat surprisingly, we also find that the right tail decay parameters for both types of jumps in quite a few cases exceed those for the left tail.
Our estimates of various dependence measures reveal a strong degree of tail dependence between the market-wide jumps and the systematic jumps in the individual stocks. This therefore calls into question the assumption of normally distributed jumps previously used in the asset and derivatives pricing literature.
Further, comparing our high-frequency based estimation results with those obtained from daily returns, we find that the latter indicate much weaker tail dependencies. Intuitively, while the estimates based on the daily returns represent the tail dependence attributable to both systematic jumps and common volatility factors, both of which may naturally be expected to be associated with positive dependence, the idiosyncratic jumps when aggregated over time will tend to weaken the dependence. In contrast, by focusing directly on the high-frequency ''filtered'' systematic and idiosyncratic jumps, we are able to much more accurately assess the true extreme jump tail dependencies, and assess how the different effects impart the dependencies in the lower-frequency daily returns.
The rest of the paper is organized as follows. Section 2 introduces the formal setup and assumptions. Section 3 outlines the statistical methodology and econometric procedures, beginning in Section 3.1 with the way in which we disentangle jumps from continuous prices moves, followed by a discussion of our univariate tail estimation procedures in Section 3.2, and the framework that we rely on for assessing the joint jump tail dependencies in Section 3.3. Section 4 presents the results from an extensive Monte Carlo simulation study designed to assess the properties of the different estimators in an empirically realistic setting. Section 5 summarizes our main empirical results, starting in Section 5.1 with a brief description of the data, followed by our findings pertaining to the individual jump tails in Section 5.2, and the bivariate jump tail dependencies in Section 5.3. Section 6 concludes.
7 For a general textbook discussion of the relevant concepts, see, e.g., Coles (2001) and Beirlant et al. (2004) . Existing applications of these ideas have primarily been restricted to climatology and insurance. Steinkohl et al. (2010) , for instance, have recently employed this approach to characterize the asymptotic dependence for high-frequency wind speeds across separate geographical locations.
8 The mere existence of market-wide jumps, of course, refutes the hypothesis of fully diversifiable jump risk as in Merton (1976) . The estimates reported in, e.g., Eraker et al. (2003) , also suggest large risk premia for systematic jump risk.
Formal setup and assumptions
We will work with a total of M + 1 financial asset prices. The individual assets will be enumerated 1, . . . , M, while the aggregate market portfolio will be indexed by 0. 9 The dynamics for the log-price for the jth asset is assumed to follow the generic semimartingale process, dp Our main focus centers on the behavior of the jumps in the individual assets; i.e., the µ (j) (ds, dx) measures for j = 1, . . . , M.
We will further categorize these jumps as being either systematic or idiosyncratic depending upon their association with the marketwide jumps, or µ (0) (ds, dx). As we show below, as long as the systematic market factor is assumed to be directly observable, such a decomposition can easily be formally justified and implemented empirically.
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To more rigorously set out our procedures, let
where p
s− , denotes the set of jump times for asset j.
The T
(j)
[0,T ] sets may in theory be infinite, but countable, as the jump processes may be infinitely active.
12 Note that in a standard one- ] , although this need not be the case in general.
Further denote with µ (j,0) (ds, dx) the jump measure for asset j for the jumps that occur at the same time as the market-wide jumps; i.e., at times restricted to the intersection of T (j)
[0,T ] and ] . Similarly, let µ (j,j) (ds, dx) denote the jump measure for the asset j jumps that occur at times restricted to the set T (j)
In parallel, denote with µ (0,j) (ds, dx) the jump measure for the aggregate market jumps that arrive at the same time as the jumps in asset j; i.e., the counting measure for the systematic jumps restricted to the subset
. In addition, denote the compensators, or jump intensities, for
The M individual assets do not comprise the full market, so that p 10 Eq. (2.1) implicitly assumes that the jumps are of finite variation. This assumption only restricts the behavior of the very small jumps, and has no practical implications for our subsequent analysis of the jump tails. We also implicitly assume that α (j) t and σ (j) t both satisfy sufficient integrability conditions. 11 The current analysis could also quite easily be extended to situations with more than one observable systematic risk factor, including e.g., the popular Fama-French portfolios. 12 This has no practical implication for our statistical analysis, however, as we focus on the ''large'' jumps, of which there are always a finite number in a finite sample. and ν (0,j) t (dx) are some nonnegative measures satisfying the
for any t > 0. The main goal of the paper in essence amounts to characterizing the tail properties of ν (j,0)
Rather than doing so directly, for theoretical reasons explained in Bollerslev and Todorov (2011a) , we will do so for their images under the following mappings
This in effect transforms the logarithmic jumps p s into
, or functions thereof, akin to switching from discrete-time logarithmic returns to arithmetic returns. In practice, of course, for the actually observed jumps, the difference between p s and
For the implementation of our estimation strategy, we will further assume that the jump compensators ν
where ϕ ±(j,0) t and ϕ ±(j,j) t are nonnegative-valued stochastic processes with càdlàg paths. 13 The separability of the jump compensators into time and jump size in Eq. (2.3) is trivially satisfied for almost all of the parametric jump models hitherto analyzed in the literature, including the popular affine jump-diffusion class of models advocated by, e.g., Duffie et al. (2000) .
Next, denote the tail jump intensities by ν
, for x ∈ R + . We will then assume that for some (and hence any) x > 0 and u > 0, the ratio
is in the domain of attraction of an extreme value distribution and satisfies a second-order condition as in, e.g., Smith (1987) .
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Recall, see, e.g., Theorem 1.2.5 of deHaan and Ferreira (2006) , that a distribution function F is defined to be in the domain of attraction 13 Note that Eq. (2.3) implicitly assumes that the temporal variation in the jump intensities for asset j and the market portfolio constrained to the set T (0)
are the same. This restriction is unavoidable for the class of time-changed Lévy processes.
14 Note that although the jump intensity ν
is not a distribution function, the ratio is. 15 The condition effectively restricts the deviations from the power law tail behavior. It is well-known that second-order terms in the tails can generate finite sample biases in the estimation of tail parameters. Our estimation procedure, as explained in more detail in Section 3, is based on the Peaks-Over-Threshold method, which as shown in Smith (1987) 
where 1 + ξ x > 0, and x * denotes the endpoint of the distribution; i.e., x * = sup{x : F (x) < 1}. The case ξ > 0 corresponds to heavy-tailed distributions, ξ = 0 defines light tails with infinite end points (e.g., the normal), while ξ < 0 corresponds to shorttailed distributions with finite end points (e.g. the uniform). In the empirically most relevant heavy-tailed case, the extreme value approximation amounts to assuming that ν ±(j,d) ψ (x) are regularly varying at infinity functions; i.e., ν
slowly varying at infinity functions.
To facilitate the discussion of our assumptions needed for the systematic jump tail dependencies, we will let ν (j) 
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We will then assume that for some (and hence any) x ∈ R 2 \ (0, 0) and u ∈ R 2 + , the ratio
is in the domain of attraction of a mutlivariate extreme value distribution and satisfies certain second-order conditions as in, e.g., Einmahl et al. (1997) . Recall, see, e.g., Theorem 6.2.1 of deHaan and Ferreira (2006) , that a bivariate distribution function F , with marginals F i in the domain of attraction of exp(−(1 + ξ i x) −1/ξ i ) for i = 1, 2, is defined to be in the domain of attraction of a multivariate extreme value distribution G if and only if for every
where U i (·) for i = 1, 2 denote the inverse of the functions x → 1/(1 − F i (x)) that standardize the marginals to belong to the domain of attraction of exp(−1/x), and the distribution function Following Einmahl et al. (1997) , Φ(·) is commonly referred to as the spectral, or angular, measure of the extreme value distribution. It accounts for the tail dependence between the two components and together with the extreme value distributions for the marginals completely characterizes the bivariate extreme value distribution.
Rather than directly estimating and interpreting the angular extreme value measure, empirically it is more convenient to 16 Formally, this definition only pertains to the quadrants of R 2 for which the signs of the jumps coincide. It would be trivial, albeit notationally more cumbersome, to extend the analysis to jumps of opposite signs. However, those cases are practically irrelevant.
characterize the tail dependencies through Pickands (1981) dependence function. This function is formally defined from Φ(·)
The function A(u) is convex and restricted to lie in the unit triangle;
i.e., u ∨ (1 − u) ≤ A(u) ≤ 1, with endpoints A(0) = A(1) = 1. The lower bound of the triangle u ∨ (1 − u) corresponds to perfect dependence, while the upper bound of unity is obtained for asymptotically independent variables; see, e.g., the discussion in Coles (2001) and Beirlant et al. (2004) . In particular, as first pointed out by Sibuya (1960) , a bivariate normal distribution with correlation less than unity has asymptotically independent tails and implies A(u) = 1 for all u ∈ [0, 1].
Going one step further, the overall degree of asymptotic dependence may be conveniently summarized in terms of the single extreme tail-dependence coefficient,
originally proposed by Sibuya (1960) ; see also the more recent discussion in Coles et al. (1999) . Intuitively, this measure gives the probability of observing an ''extreme'' observation in one of the series given that the other series is also ''extreme''. For two asymptotically independent series with A(u) ≡ 1 it follows that χ = 0. More generally, it is possible to show that χ = 2

, so that the extreme tail-dependence coefficient is directly related to the value of Pickands dependence function at one-half.
The above characterization of the tail dependence via the limiting multivariate extreme-value distribution does not discriminate between distributions with asymptotically independent tails and χ = 0. Yet, in practice it might be interesting to further differentiate the dependencies depending upon the rate at which they disappear in the tails. To this end, we calculate the additional statistic proposed by Tawn (1996, 1997) ,
(2.10)
We will refer to η as the residual tail dependence coefficient. A value of η = 1 is associated with asymptotic dependence (i.e., a bivariate distribution with χ ̸ = 0), while η < 1 implies asymptotic independence (i.e., a bivariate distribution with χ = 0). Specifically, for a bivariate normal distribution χ = 0, while η = (1 + ρ)/2, where ρ denotes the standard correlation coefficient. More generally, taken together the χ and η coefficients succinctly summarize the characteristics of the dependencies in the tails.
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Before we discuss the actual inference procedures that we rely on in quantifying the different theoretical measures outlined above, it is important to stress that all of these pertain to ''large'' jumps and corresponding ''extreme'' dependencies. We have essentially nothing to say about the dependencies inherent in the ''smaller'' jumps related to the pathwise properties of the process and the degree of jump activity. An empirical study of these features would be interesting, but it would also necessitate the use of entirely different statistical techniques from the ones that we discuss next.
Jump tail estimation from high-frequency data
We will assume the availability of equidistant price observations for each of the M + 1 assets over the discrete time grid 0, 1 n , 2 n , . . . , T , where n ∈ N and T ∈ N. We will denote the logprice increments over the corresponding discrete time-intervals
. Our estimation procedures will rely on both increasing sampling frequency and time span; i.e., n → ∞ and T → ∞. Intuitively, we will use in-fill asymptotics, or n → ∞, to non-parametrically separate jumps from continuous price moves, and more conventional long-span asymptotics, or T → ∞, and Extreme Value Theory (EVT) for our inference about the jump tails. We begin with a discussion of the former.
Separating jumps from volatility
In our separation of the price increments into jumps and continuous price moves we take into account both the strongly persistent day-to-day variation and the intraday diurnal patterns in the volatility; see, e.g., Andersen and Bollerslev (1997) . In order to do so, for each day, t = 1, . . . , T , and each asset, j = 0, 1, . . . , M, in the sample, we first compute the Realized Variation (RV) and Bipower Variation (BV), defined by
respectively. Under weak regularity conditions and n → ∞, see e.g., Andersen et al. (2003a) and Shephard (2004, 2006) ,
Note that the Bipower Variation consistently estimates only the part of the total variation due to continuous prices moves, or the so-called daily integrated variance. Based on these daily realized variation measures, we subsequently estimate the Time-of-Day (TOD) volatility pattern for each of the stocks and the aggregate market by, measures the ratio of the diffusive variation over different parts of the day relative to its average value for the day. In the empirical analysis reported below we set τ = 2.5 and ϖ = 0.49 (the Monte Carlo simulation evidence reported in Section 4 further corroborates our choice of these truncation levels). Intuitively, this means that we classify as jumps all of the high-frequency price increments that are beyond two-and-a-half standard deviations of a local estimator of the
is merely a finite-sample adjustment.
corresponding stochastic volatility. The resulting TOD (j) i 's generally exhibit the well-known U-shaped pattern as a function of i over the trading day.
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Relying on a similar approach, we estimate the Continuous Variation over the whole day using a modification of the truncated variation measure originally proposed by Mancini (2009) , i that we actually use in separating the ''realized'' jumps from the continuous price moves is chosen adaptively based on our preliminary estimates of the stochastic volatility over the day together with the within-day volatility pattern. Specifically,
. . , nT , (3.5) with τ and ϖ set to the same values as discussed above. We rely on the difference between the continuous and previously defined realized variation measures,
for consistently estimating the total variation attributable to jumps. We also use the identical truncation approach to directly identify the sets of high-frequency jump increments for each of the assets,
Similarly, we define the sets of systematic and idiosyncratic jump times by,
(3.8)
Armed with these high-frequency based estimates for the times and actual ''realized'' jumps, we next show how to use these in our estimation of the jump tail characteristics. We begin with the univariate jump tails.
Univariate jump tails
To keep the notation simple, we will focus on the right tail and the systematic jumps. Our estimation of the parameters for the negative and/or idiosyncratic jumps proceed analogous.
The general assumptions about the jump tails set out in Section 2 imply that
19 Further details concerning our TOD (j) i estimates are available upon request. This same approach has also recently been used by Bollerslev and Todorov (2011b) , who do provide a plot of the estimated TOD where u > 0, x > 0 is some ''large'' value, and η +(j,0) > 0 20 ; for additional discussion of the approximating Generalized Pareto distribution, see, e.g., Embrechts et al. (2001) . Now, denote the (rescaled) scores associated with the log-likelihood function of the Generalized Pareto distribution by, 
behave approximately as martingales. Combined with our previously discussed procedures for directly ''filtering'' the ''large'' jumps from the high-frequency data, this in turn allows for the construction of a standard method-of-moments type estimators for the jump tail parameters. In particular, following Bollerslev and Todorov (2011a) the simple-to-implement moment conditions defined from the two martingales above and the jump sets defined in Eq. (3.8), given in Eq. (3.11) in Box I should both be arbitrarily close to zero asymptotically under the joint fill-in and long-span asympotics.
Moreover, the precision of the resulting estimator for ξ +(j,0) , determined by the asymptotic limiting variance of the moment conditions, may be conveniently expressed as,
where
denotes the actual number of jumps used in the estimation. In order to actually implement these estimating equations, we obviously need to specify the truncation level tr (j,0) T for each of the assets, j = 0, 1, . . . , M. This choice must balance the two opposing effects associated with the use of more jumps in the estimation generally resulting in smaller sampling error, versus the use of more, and hence smaller, jumps resulting in poorer approximation by the EVT distribution in Eq. (3.9). In the main empirical result reported on below, we set tr
corresponding to jumps of that size or larger occurring 5-6 times per year. according to the expression in Eq. (3.12). As noted below, we also experimented with the use of other truncation levels in the empirical analysis, resulting in qualitatively very similar point estimates.
Our calculations for the jumps in p
proceed in exactly the same fashion. Note, that in the following it is always the case that M
T . We next turn to a discussion of our multivariate estimation procedures and the empirical strategies that we use for assessing the ''extreme'' jump tail dependencies.
Jump tail dependencies
We will focus our discussion on the estimation of the tail dependencies between the jumps in the aggregate market and the systematic jumps in the individual stocks; i.e., the jumps in p (0) and p (j) that arrive at the same time corresponding to the set ] . However, the same basic estimation techniques may be applied to other bivariate series, and we do so for other pairs of returns and jump tails in the empirical section.
Following the discussion in Section 2, our main estimate for χ is derived from an estimate of Pickands dependence function,
A(·).
More specifically, we follow the approach of Einmahl et al. (1997) by first estimating the underlying spectral measure; see also Steinkohl et al. (2010) .
analogous way from the jumps 15) denote the sum of the two marginals. An initial estimator for Pickands dependence function is then naturally obtained by,
denotes the ith order statistics.
Following Beirlant et al. (2004) Section 9.4.1, we further modify this initial estimator,
so that it always stays within its lower asymptotic bound of max(1 − u, u) and the upper bound of unity. Using the relationship discussed in Section 2, our primary estimate for the extreme
tail-dependence coefficient is simply obtained by evaluating this function at one-half,
(3.17)
Turning next to the estimation of η. This can easily be accomplished by appealing to the regular variation result in (2.10) in conjunction with a Hill-type estimator (see, e.g., Ledford and Tawn, 1996; Draisma et al., 2004 for a discussion of the relevant ideas),
denotes the ith order statistics of T i , which in turn
The two nonparametric estimators for χ and η in Eqs. (3.17) and (3.18), respectively, serve as our main statistics for characterizing the tail dependencies in the empirical analysis. However, in an effort to further verify the robustness of our conclusions, we also implemented a few alternative estimators and additional summary type statistics.
In particular, following Davis and Mikosch (2009) , the χ coefficient may alternatively be estimated from the so-called extremogram,
The extreme tail-dependence coefficient may also be estimated by semiparametric techniques under the assumption of a logistic dependence structure for Pickands dependence function,
where total dependence corresponds to the limiting case θ → 0, while independence is obtained for θ = 1. 22 We denote the resulting estimate for χ, by
Lastly, we also calculate Kendall's tau τ k and Spearman's rho ρ s coefficients for the systematic jump pairs for which each of the individual elements are above the tr This completes our discussion of the different estimation procedures. Before turning to our discussion of the actual empirical 22 This is a semiparametric estimator, in the sense that it avoids parametric assumptions about the marginals. Our actual implementation is based on censored maximum likelihood techniques following Ledford and Tawn (1996) , and we refer to that paper for additional details.
findings based on high-frequency intraday data for a large crosssection of individual stocks, we first summarize the results from a Monte Carlo simulation study designed to assess the reliability of the different estimators and the choice of truncation levels.
Monte Carlo
The estimators discussed in the previous section are based on Extreme Value Theory (EVT) approximations, along with in-fill asymptotics, or n → ∞, to non-parametrically identify the jumps, and long-span asymptotics, or T → ∞, for estimating the jump tail dependence parameters. In practice, of course, we do not have access to continuous price records over an infinitely long sample, and it is instructive to consider how the estimators perform in a controlled simulation setting that more closely mimics that of the actual data.
The bivariate model that we use in our simulations of the theoretical market prices p (0) t , and the prices for the individual stock p
t , is based on the affine jump-diffusion model used extensively in the empirical asset pricing literature, 
The persistence of the square-root volatility process and the volatility-of-volatility parameter are both taken directly from Eraker et al. (2003) , with the mean parameter adjusted to reflect the median diffusive volatility of the individual stocks in our empirical application. As for the conditionally Poisson distributed jumps, we fix λ at 0 or 1, resulting in constant and time-varying jump intensities, respectively, both of which imply an average unconditional intensity corresponding to a jump every other day.
The distribution of the jump sizes, (Z (0)
where F (·) refers to the CDF of a truncated at 0.2 zero-mean normal variable with standard deviation equal to 0.91, 24 and the Gumbel-Hougard (logistic) copula,
23 This correlation closely matches the average correlation between the jumpadjusted five-minute returns of the individual stocks and the aggregate market in our panel data. 24 These parameters imply an expected squared jump size equal to 1.0, which again closely matches that of the actual data analyzed below. This jump specification is also similar to the one previously used by Jacod and Todorov (2009). 
i , we actually observe their ''contaminated'' counterparts . This implies that the noise accounts for 10% of the total return variation at the 5-min sampling frequency, which is generally in line with the numbers reported in the extensive empirical study of Hansen and Lunde (2006) .
The results of the Monte Carlo study are summarized in Table 1 The semiparametric estimator  χ l based on the known logistic tail dependence function and censored maximum likelihood, not surprisingly, tend to result in the smallest biases overall.
Turning to the residual tail dependence coefficient, all of the cases reported in the table formally imply η = 1. The estimates of η in the first three columns are indeed close to 1, albeit somewhat downward-biased, with the bias naturally being the most severe in column two for χ = 0.25. All in all, however, the pair of estimates for χ and η generally provide good and reliable diagnostic for gauging the tail dependence inherent the true systematic jumps.
The last two panels in the table report the results for Kendall's tau  τ k and Spearman's rho  ρ s . The true population values of these commonly used statistics are not known in the present setting, and as such it is more difficult to formally judge the results from the simulations. Nonetheless, it is comforting that the ranking of the median values of the estimates across the three different scenarios are in concert with the degree of extreme dependence implied by the values of χ. At the same time, however, the variation in the estimates for τ k and ρ s within each of the different scenarios is obviously much greater than the variation in the estimates for χ.
We turn next to a brief discussion of the empirically more realistic cases in columns 4-8, where we first need to ''filter'' the jumps from the high-frequency data. For ease of comparisons, we fix the logistic copula parameter such that χ = 0.5 in all of the cases.
25 Columns 4-6 compare the effect on the estimation from the use of different truncation levels in Eq. (3.5) equal to τ = 2.5, 2.0, 3.0, respectively. As seen from the table, there is generally very little difference in the estimates across the three different truncation levels. Intuitively, the actual estimates of the different tail parameters are only based on the relatively large sized jumps, while the tuning parameter τ mostly affects the inference about the smaller sized jumps. Indeed, comparing the feasible setups in columns 4-6 with the infeasible scenario in the first column, it is clear that the ''filtering'' of the jumps does not materially affect the estimation of the tail dependence measures. The only noticeable difference being the estimates for the residual tail dependence coefficient η, for which the downward bias does increase somewhat relative to its theoretical value of unity.
The results in column 7 for λ = 1, and jumps with time-varying jump intensity, are almost identical to the ones with constant jump intensity, or λ = 0, reported in column 4. Intuitively, since our estimates of the tail dependence are based directly on the jumps instead of first aggregating the jumps over time, any temporal dependencies in the jump arrivals should not affect the estimates.
Lastly, we report in column 8 the results based on the ''contaminated'' p prices. The differences between columns 4 and 8 are again negligible. Our estimates for the tail dependence measures are all based on the ''large'' jumps, and the presence of market microstructure ''noise'' does not materially affect our ability to separate the ''large'' jumps from the diffusive price moves and the smaller sized jumps.
Taken as a whole, the results in Table 1 confirm that the different estimators for χ all perform well and give rise to similar conclusions. In the empirical results discussed next we therefore only report detailed findings for  χ based on Pickands dependence function, coupled with shorter summaries for the other statistics, leaving detailed results for all of the different estimators to a supplementary Appendix.
Empirical results

Data
Our high-frequency data for the individual stocks was obtained from Price-data. It consists of 5-min transaction prices for the fifty largest capitalization stocks included in the S&P 100 index with continuous price records from mid 1997 until the end of 2010.
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The price records cover the trading hours from 9:35 EST to 16:00 EST, for a total of 76 intraday return observations per day. Our proxy for the aggregate market portfolio is based on comparable 5-min data for the S&P 500 futures index obtained from Tick Data Inc. Table 2 provides key summary statistics for each of the stocks included in the sample as well as the S&P 500 futures index (SPFU).
Not surprisingly, the average continuous variation (CV) for all of the individual stocks far exceeds that of the market. Similarly, the variation attributable to jumps (JV) is also numerically much larger for each of the individual stocks than it is for the market. In terms of the total variation, the share due to jumps ranges from a low of 19.6% to a high of 29.2%, with a median value across all fifty stocks of 21.5%. In contrast, the corresponding number for the aggregate market index equals 16.1%, so that jump risk appears to be relatively more important at the individual stock level.
The last two columns in the table, which report the total number of systematic and idiosyncratic jumps detected for each of the stocks, further corroborates this idea. For almost all of the stocks the total number of jumps exceed the number of market-wide jumps for the S&P 500. These numbers also suggest very high overall jump intensities ranging from slightly more than one jump per day to about one jump every other day. 27 The finding that the individual stocks contain more jumps than the market is consistent with the hypothesis of diversifiable individual jump risk originally put forth by Merton (1976) . Of course, the mere existence of jumps at the market level refutes the conjecture that jump risk is entirely firm specific.
Further to this effect, the number of so-called systematic jumps, or jumps in the individual stocks that occur at the same time the market jumps, are clearly non-trivial. Still, it is obviously not the case that when a ''large'' market jump occurs, it automatically triggers ''large'' jumps in all of the individual stocks. As such, a simple linear one-factor market model appears too simplistic to describe the relation between the individual and market-wide jumps, and in turn the joint dependencies in the jump tails.
In order to more clearly visualize the different types of jump sets, we plot in Fig. 1 the 5-min logarithmic prices for three separate days for IBM, as a representative stock, and the S&P 500 market portfolio. For ease of comparison, we normalize the logarithmic price at the beginning of the day to zero across all of the panels. The top panel shows the intraday prices on October 29, 2002, a day where the aggregate market jumped but IBM did not. The jump in the market obviously occurred at 10:00EST, and is readily associated with a disappointing reading of the Consumer Confidence Index released at that exact time. 28 The middle panel shows the prices on January 3, 2001, a day with a systematic jump in IBM. The timing of the systematic jumps is again readily associated with the surprise cut in the Federal Funds Rate announced at 13:10EST on that day. The final third panel shows February 26, 2008 , when the board of directors for IBM announced at 11:00EST that they had authorized $15 billion in additional funds for stock repurchases, resulting in an idiosyncratic jump in IBM, but no discernable discontinuities in the within-day prices for the aggregate market.
We continue next with a discussion of our estimation results pertaining to the idiosyncratic and systematic jump tail distributions.
Marginal jump tails
Our estimation results for the scalar tail decay parameter ξ for each of the marginal jump tail distributions are reported in Table 3 . The relevant truncation levels for the different tails are determined by the equivalent of 0.02 times the daily sample sizes, along with 27 With infinitely activity jumps, the total number of ''significant'' jumps will naturally be expected to increase to infinity for ever increasing sampling frequency, and these numbers need to be interpreted accordingly. 28 Andersen et al. (2003b) and Andersen et al. (2007a) , among many others, have previously studied the relationship between regularly scheduled macroeconomic news announcements and jumps and/or large price movements in asset prices. tails. Taken as a whole, however, the cross-sectional evidence clearly suggests that the systematic jumps are heavy-tailed. 30 At the same time, the dispersion in the estimates again suggests that the relationship between the individual and market-wide jumps is not well described by a simple one factor market model, which would imply identical systematic jump tail decay parameters across all of the stocks.
The estimates for the idiosyncratic jump tails are reported in the last two columns of the table. Almost all of the point estimates are again positive, and for many of the stocks are below those for the systematic jump tails. Also, in parallel to the systematic jump tails, the tail decay parameters for the right tails in quite a few cases dominate those for the left, indicative of greater upside potential than downside firm-specific risks.
Meanwhile, as previously noted, given the relatively short time span and limited number of ''tail'' observations underlying the estimation, all of the point estimates are admittedly somewhat imprecise. 31 To check the robustness of the results, we therefore redid the estimation for the idiosyncratic jump tails based on a truncation level equivalent to a total of 200 jump tail observations, implying a smaller asymptotic standard error under the null of His estimates, however, are based on coarser daily frequency returns and not the jump tails per se, and do not explicitly differentiate between the systematic and idiosyncratic parts of the tails. 31 Thirteen-and-a-half years might, of course, not seem like a short time span, but it leaves us with only 60-70 observations. As discussed above, this choice of truncation is essentially dictated by a usual bias-variance tradeoff, with the use of lower truncation levels resulting in more observations and, everything else equal, more accurate estimates on the one hand, but potentially larger deviations from the asymptotic approximations and therefore larger biases on the other. truncation level, with medium estimates of 0.177 and 0.212 for the right and left tail decay parameters, respectively, compared to the values of 0.187 and 0.214 reported in the table.
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To more directly illustrate the estimation results, we plot in Fig. 2 the relevant jump tail estimation for IBM together with the actually observed ''moderate'' to ''large'' sized jumps. To facilitate the visual comparisons, the tails are plotted on a double logarithmic scale. 33 As is evident from the figure, the overall magnitude of the idiosyncratic jump tails in the bottom two panels dominate the systematic ones depicted in the top two panels. At the same time, the corresponding estimates for ξ are all quite similar, except for the right systematic jump tail shown in the top right panel, which appears to decay at a somewhat slower rate. The generally excellent fits afforded by the estimated solid lines for the actually observed jump tails, also directly underscore the accuracy of the marginal EVT approximation underlying our estimation procedures. 34 32 Further details concerning these robustness checks are available upon request.
We also experimented with the use of lower truncation levels for the estimation of the systematic jump tails. However, the total number of systematic jumps for each of the stocks defined by the set in (3.8) and the relatively high threshold level in (3.5) naturally limit the total number of systematic jumps, as reported in Table 2 . As such, the jumps identified as systematic are truly ''large'' in a joint sense, and the jumps actually used in the estimation are much ''deeper'' in the tails than a naive comparison of their number relative to the total number of systematic jumps would suggest.
33 The flat lines for the actually observed jumps at −8.14 ≈ log(1/3413) correspond to the occurrence of one jump of that particular size in the sample. Similarly, for the other apparent lines at log(j/3413) for integer j. 34 Importantly, the new procedures would also allow us to meaningfully extrapolate the behavior of the jump tails and corresponding ''extreme'' jump quantiles to levels which would be impossible to accurately estimate with standard parametric approaches and lower-frequency, say daily, data; for further discussion along these lines see Bollerslev and Todorov (2011a) . Note: The estimated jump tail decay parameters are based on M = 0.02 * T jump observations extracted from 5-min returns spanning 1997 through 2010.
Systematic jump tail dependencies
High-frequency dependencies
Before we discuss the general set of estimation results pertaining to all of the fifty stocks, it is instructive to again consider the jump tail dependencies that we are after by looking at IBM as a representative stock. To this end, we plot in Fig. 3 the pairs of realized positive and negative systematic jumps for IBM and the S&P 500 market portfolio. The figure clearly reveals a strong positive association between the systematic jumps in the stock and the jumps in the market index. Visual inspection also suggests that for IBM this association might be slightly stronger for the negative than the positive jumps, albeit not overwhelmingly so.
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Of course, we are primarily interested in the ''extreme'' tail dependencies, and the probability/intensity of observing a ''large'' jump in one of the individual stocks given that the market jumped by a ''large'' amount. As discussed above, this probability follows directly from Pickands dependence function. Our estimates of that function for the negative (solid line) and positive (dashed line) systematic IBM and market-wide jumps are plotted in Fig. 4 . Both of the estimated curves are far below unity, as would be implied by independent tails, and much closer to the lower bound of perfect dependence as indicated by the triangle. Moreover, while simple visual inspection of the aforementioned scatter plot in Fig. 3 seemingly points to somewhat stronger dependencies for the negative jump tails, the non-parametrically estimated ''extreme'' dependence functions are fairly close throughout most of the support. The corresponding estimates for the tail-dependence coefficients obtained by evaluating the functions at one-half together with the formula for χ in Eq. (3.17) equal 0.625 and 0.655 for the right and left tails, respectively. Hence, counter to the naive impression from Fig. 3 and many stories in the popular financial press about various ''doomsday scenarios'', our formal high-frequency based estimates actually suggest very similar asymptotic tail dependencies during sharp market rallies, or positive jumps, and periods of steep market declines, or negative jumps.
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To further help gauge the magnitude of the estimated dependencies, we also include in Fig. 4 estimates of the Pickands dependence function based on the raw high-frequency 5-min returns. These functions are systematically higher, and the resulting tail dependencies lower, than the ones based on the systematic jump tails. Intuitively, the dependence in the raw returns manifests several features in the underlying latent bivariate semimartingale process that describes the joint dynamics of the two price series. On the one hand, the presence of common, or systematic, jumps tends to produce strong tail dependencies, as directly evidenced by the previously discussed estimates. On the other hand, the presence of idiosyncratic jumps tends to weaken the tail dependencies. Similarly, pure diffusive price moves formally imply asymptotic independence. At the same time, however, the presence of timevarying stochastic volatility will tend to generate tail dependence through periods of high volatility. As further discussed below, the joint influence of all of these separate effects in turn combine to account for the weaker tail dependencies observed with the raw high-frequency returns.
These specific results for IBM carry over to the rest of the stocks in the sample. In particular, turning to Table 4 , the first two columns in the table show the estimated asymptotic tail dependencies for the raw 5-min returns for each of the fifty stocks. These estimates are generally fairly low. The results also closely mirror those obtained by restricting the sample to only those 5-min returns that are classified as jumps, or the set  T (j) [0,T ] . By contrast, the estimated dependence coefficients for the systematic jump tails, or the returns in the set  ] , are all very high, ranging from 0.455 to 0.662. The estimates are also surprisingly 35 The simple linear correlations for the jump pairs depicted in the two panels equal 0.856 and 0.746 for the negative and positive jumps, respectively. 36 This, of course, also contrasts with many of the estimates reported in the existing empirical finance literature based on daily, or coarser frequency, data and standard correlation based measures, or parametric GARCH type models allowing for time-varying dynamic correlations, which typically point to stronger dependencies on the downside; see, e.g., Engle (2009) and the many references therein. We will try to reconcile these differences below by directly attributing the tail dependencies in daily returns to systematic jumps and commonalities in volatilities. close to symmetric for most of the stocks, and if anything slightly larger for the right tails.
These conclusions based on  χ are further corroborated by the summary results reported in Table 5 for the alternative statistics discussed in Section 3.3. 37 As seen from the the extreme tail-dependence coefficient χ using the extremogram and the semiparametric setting based on a logistic copula for the tail dependence lead to essentially the same results as the ones reported in Table 4 . For instance, the median values of  χ more difficult to interpret from a formal theoretical perspective, Kendall's tau  τ k and Spearman's rho  ρ s also both achieve their largest average values for the systematic jump tails. This again is in concert with the results from the simulations.
All in all, these results clearly support the notion that most of the ''extreme'' joint dependencies reside in the systematic jump tails. Building on this idea, we next show how to identify and isolate the effect of common time-varying stochastic volatility as another separate source of tail dependence in lower-frequency daily returns.
Daily dependencies
We continue to rely on the high-frequency data for explicitly ''filtering'' out the jumps in the daily returns and variation measures. In particular, for each asset, j = 0, 1, . . . , M, and day, t = 1, . . . , T , in the sample, the part of the daily returns associated with continuous price moves are naturally estimated by the sum of the intraday high-frequency returns that are not classified as jumps,
Under the assumption of finite variation jumps and weak additional regularity conditions, it follows readily from the expression for the general semimartingale process in Eq. (2.1) that for n → ∞,
( 5.2)
The first integrals on the right-hand-side associated with the drifts in the individual stock and aggregate market prices are both negligible, and will not affect the estimated daily tail dependencies. Further, assuming the diffusive volatilities to be constant and the Brownian motions not perfectly correlated, the terms associated with the second integrals would be jointly normally distributed and hence result in asymptotically independent tails. Consequently, any tail dependence between the two components in z (j) Note: The estimated tail-dependence coefficients for each of the stocks with the S&P 500 market portfolio reported in the three pairs of columns are based on: all of the 5-min returns; all of the jumps; and the systematic jumps only. The jumps are extracted from the 5-min returns spanning 1997 through 2010.
reveals the effect of the diffusive stochastic volatility on the overall tail dependence. As seen from the figure, this wedge is obviously non-trivial, and shows that time-varying volatility is indeed responsible for some of the asymptotic tail dependence between the daily individual stock returns and the return on the aggregate market portfolio. The figure also points to slightly stronger, albeit not by much, tail dependencies in the positive (dashed line) than the negative (solid line) jump-adjusted ''devolatilized'' returns. This slight difference and reversal vis-a-vis the results for the raw daily returns may in part be attributed to the within-day ''leverage effect''. Meanwhile, comparing the two panels in Fig. 4 Table 5 Alternative high-frequency tail dependence coefficients. and the magnitudes therein, the systematic jump tails are clearly associated with much stronger ''extreme'' dependencies than the ones induced by the more slowly moving daily diffusive volatility.
To further corroborate these specific results for IBM, we report in Table 6 the estimated tail dependence coefficients χ for the raw daily returns, the jump-adjusted returns z (j) t , and the jump-
t , for each of the fifty stocks in the sample. For comparison purposes, we also include the results where we ignore the temporal variation in the continuous covariation and only standardize the jump-adjusted returns by their respective univariate continuous variation measures; i.e., the series obtained by restricting the off-diagonal elements in the matrix in Eq. (5.3) to be zero.
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Looking first at the results for the raw daily returns, the estimated tail-dependence coefficients are generally quite close across all of the fifty stocks, with median values of 0.317 and 0.336 for the positive and negative tails, respectively. These numbers are, of course, somewhat larger than the median dependencies estimated with the raw 5-min returns, but they are still dwarfed by the estimates for the systematic jump tails. Removing all of the ''large'' jumps from the daily returns reduces slightly the average dependence-coefficient estimates. This is consistent with the aforementioned dependence coefficients for the highfrequency ''filtered'' jumps reported in Table 4 , which are slightly higher than those for the raw 5-min returns. The results for the univariate ''devolatilized'' returns reported in the next pair of columns, confirm that some of the extreme tail dependence may indeed be ascribed to time-varying volatility. Note: The estimated tail-dependence coefficients for each of the stocks with the S&P 500 market portfolio reported in the four pairs of columns are based on: the raw daily returns; the daily returns with the jumps removed denoted by z (j) t . 41 Meanwhile, standardizing the jump-adjusted returns by the full realized continuous covariation matrix to explicitly account for the temporal variation in the diffusive covariance risk as well, effectively eliminates all of the remaining dependencies, and results in asymptotically independent tails. 41 This is also consistent with the earlier empirical evidence in Poon et al. (2004) , who report that standardizing daily international equity index returns by simple univariate parametric GARCH models tends to reduce the estimated tail dependencies.
The results for the alternative tail dependence coefficients summarized in Table 7 again corroborate the more detailed results for all of the individual stocks and  ξ discussed above. In particular, the median values of  ξ l and  ξ E for the jump-adjusted bivariate ''devolatilized'' returns are all close to zero, as are the median values for  τ k and  ρ s . As noted above, the residual tail dependence coefficient for a bivariate normal distribution with correlation ρ = 0 equals η = (1 + ρ)/2. Hence, the values of  η close to 0.5 in the last two columns provide further evidence that the standardized returns are indeed i.i.d. bivariate normal distributed. These results also indirectly suggest that any within-day dynamic ''leverage effects'' must be fairly small. Taken as whole, the empirical results reported in Tables 6  and 7 show how the new high-frequency based procedures developed here allow us to ''dissect'' the generic semimartingale representation in Eq. (2.1), and effectively assess the role of the different components in generating tail dependencies.
Conclusion
We propose a new set of statistical procedures for dissecting the jumps in individual asset returns into idiosyncratic and systematic components, and for estimating the joint distributional features of the corresponding jump tails. Our estimation techniques are based on in-fill and long-span asymptotics, together with extreme value type approximations. On applying the estimation methods with a large panel of high-frequency data for fifty individual stocks and the S&P 500 market portfolio, we find that the idiosyncratic and systematic jumps are both generally heavy tailed. We also find strong evidence for asymptotic tail dependence between the individual stocks and the market index, with most of it directly attributable to the systematic jump tails, and strong dependencies between the sizes of the simultaneously occurring jumps. Further building on the same techniques, we document non-trivial joint tail dependencies in longer horizon daily returns, and show how that dependence may be ascribed to the high-frequency systematic jumps and commonalities in the interdaily temporally varying stochastic volatility.
As such, our empirical findings highlight the importance of the new estimation framework for better understanding and more accurately modeling tail and systemic risk events, like the ones experienced during the recent financial crises. The estimation techniques developed here could also be usefully applied to highfrequency data from different countries in the study of ''extreme'' international market linkages and contagion-type effects. We leave further empirical investigations along these lines for future work.
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