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Abstract. A classic graph coloring problem is to assign colors to vertices of
any graph so that distinct colors are assigned to adjacent vertices. Optimal
graph coloring colors a graph with a minimum number of colors, which is its
chromatic number. Finding out the chromatic number is a combinatorial opti-
mization problem proven to be computationally intractable, which implies that
no algorithm that computes large instances of the problem in a reasonable time
is known. For this reason, approximate methods and metaheuristics form a set
of techniques that do not guarantee optimality, but obtain good solutions in a
reasonable time. This paper reports a comparative study of the Hill-Climbing,
Simulated Annealing, Tabu Search, and Iterated Local Search metaheuristics for
the classic graph coloring problem considering its time efficiency for processing
the DSJC125 and DSJC250 instances of the DIMACS benchmark.
Resumo. Um problema cla´ssico de colorac¸a˜o de grafos consiste em atribuir-
se cores a ve´rtices de um grafo qualquer de forma que sejam atribuı´das cores
distintas a ve´rtices adjacentes. Uma colorac¸a˜o de grafo o´tima colore um grafo
com um nu´mero mı´nimo de cores, sendo este o seu nu´mero croma´tico. Desco-
brir o nu´mero croma´tico e´ um problema de otimizac¸a˜o combinato´ria provado
ser computacionalmente intrata´vel, o que implica na˜o ser conhecido qualquer
algoritmo que compute instaˆncias grandes do problema em tempo razoa´vel.
Por esta raza˜o, me´todos aproximados, heurı´sticas e meta-heurı´sticas formam
um conjunto de te´cnicas que na˜o garantem alcanc¸ar otimalidade, mas obte´m
boas soluc¸o˜es em tempo razoa´vel. Este artigo relata um estudo comparativo
entre as meta-heurı´sticas Hill-Climbing, Simulated Annealing, Tabu Search e
Iterated Local Search para o problema cla´ssico de colorac¸a˜o de grafos consi-
derando sua eficieˆncia de tempo para o processamento das instaˆncias DSJC125
e DSJC250 do benchmark DIMACS.
1. Introduc¸a˜o
Um grafo reu´ne um conjunto de elementos chamados de ve´rtices e outro conjunto cujos
elementos denominam-se arestas que formam pares na˜o ordenados de ve´rtices. A par-
tir desta estrutura combinato´ria simples e´ possı´vel modelar uma mirı´ade de aplicac¸o˜es
teo´ricas e pra´ticas em um amplo espectro de a´reas do conhecimento tais como biologia,
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linguı´stica, engenharias e computac¸a˜o. Um dos problemas cla´ssicos em teoria dos gra-
fos consiste em se colorir os ve´rtices de um grafo com um nu´mero mı´nimo de cores,
considerando a restric¸a˜o de que ve´rtices adjacentes (formando aresta) na˜o assumam uma
mesma cor. Problemas de colorac¸a˜o de grafos modelam relevantes problemas pra´ticos tais
como programac¸a˜o de hora´rios em universidades e escolas [10], alocac¸a˜o de canais em
redes de telecomunicac¸a˜o [21], projeto de armazenamento seguro de produtos quı´micos
incompatı´veis, programac¸a˜o de perı´odos de exames em universidades [2] e colorac¸a˜o de
mapas geopolı´ticos. Estes problemas sa˜o computacionalmente intrata´veis o que torna al-
tamente custoso a obtenc¸a˜o de soluc¸o˜es o´timas para instaˆncias reais (grandes), ainda que
se disponha de uma plataforma computacional robusta para a sua resoluc¸a˜o. Desta forma,
organizam-se dois conjuntos de te´cnicas para esta classe de problemas: as te´cnicas exatas
que garantem soluc¸o˜es o´timas, mas demandam um alto custo de recursos como tempo
de processamento e memo´ria, devido a` intratabilidade computacional; e, as te´cnicas
heurı´sticas que trocam a garantia de otimalidade pela obtenc¸a˜o de soluc¸o˜es de qualidade
aceita´vel, consumindo tempo ou espac¸o de forma razoa´vel. Dentre as te´cnicas heurı´sticas,
encontram-se as meta-heurı´sticas que se inspiram em modelos de sistemas biolo´gicos,
fı´sicos, naturais, entre outros, combinados com te´cnicas estoca´sticas. Isto confere algum
grau de na˜o determinismo aos procedimentos empregados por meta-heurı´sticas, o que re-
quer um trabalho empı´rico de ajustes de paraˆmetros destes procedimentos para se alcanc¸ar
soluc¸o˜es aceita´veis.
Este trabalho apresenta um estudo comparativo da eficieˆncia de tempo entre as
meta-heurı´sticas Hill-Climbing, Simulated Annealing, Tabu Search e Iterated Local Se-
arch para o problema cla´ssico de colorac¸a˜o de grafos.
2. Fundamentac¸a˜o teo´rica
Esta sec¸a˜o aborda conceitos relacionados a` colorac¸a˜o de grafos, complexidade computa-
cional, otimizac¸a˜o combinato´ria e apresenta as meta-heurı´sticas utilizadas neste trabalho.
2.1. Colorac¸a˜o de grafos
Um grafo simples (ou, apenas grafo) e´ um par ordenado G= (V,E), onde V e´ um conjunto
na˜o-vazio e E e´ um conjunto de pares na˜o-ordenados de elementos de V . Os conjuntos
V e E sa˜o finitos, disjuntos, e seus elementos sa˜o ve´rtices e arestas, respectivamente.
Considera-se n = |V | a ordem de um grafo e m = |E| seu tamanho. Uma aresta e =
{u,v} ∈ E une dois ve´rtices u,v ∈V que sa˜o seus extremos ou extremidades. Os ve´rtices
u e v de uma aresta sa˜o ditos adjacentes entre si [2].
Uma colorac¸a˜o de ve´rtices de um grafo G=(V,E) e´ uma func¸a˜o f :V →C que as-
socia cada ve´rtice de G a uma cor de um conjunto de cores C⊂ Z+. De outra forma, uma
colorac¸a˜o e´ uma atribuic¸a˜o de cores aos ve´rtices de um grafo G. Uma colorac¸a˜o e´ pro´pria
se f (u) 6= f (v) para qualquer aresta {u,v} ∈ E, isto e´, ve´rtices adjacentes devem ser as-
sinalados com cores distintas. Uma k-colorac¸a˜o e´ uma colorac¸a˜o f tal que f (v)≤ k para
cada v ∈ V , e um grafo e´ k-colorı´vel se tem uma k-colorac¸a˜o. O inteiro positivo mı´nimo
k para o qual um grafo G e´ k-colorı´vel e´ seu nu´mero croma´tico χ(G). Um grafo com
χ(G) = k e´ denominado k-croma´tico [7]. Denomina-se NU´MERO-CROMA´TICO o pro-
blema de se obter o nu´mero croma´tico de um grafo G qualquer. O conceito de colorac¸a˜o
pro´pria associado ao problema do NU´MERO-CROMA´TICO constitui a matriz de numero-
sas variac¸o˜es de colorac¸o˜es e problemas com as mais diversas aplicac¸o˜es. Colorac¸a˜o de
arestas, colorac¸a˜o total [1, 34], sum coloring [26], lista colorac¸a˜o [35, 15], T-colorac¸a˜o
[21], µ-colorac¸a˜o [3] e fractional coloring [32], sa˜o alguns exemplos de tipos de colorac¸a˜o
pesquisadas em teoria dos grafos
2.2. Complexidade computacional
Para apresentar a dificuldade computacional envolvida na resoluc¸a˜o do NU´MERO-
CROMA´TICO e´ necessa´rio a introduc¸a˜o de uma teoria denominada de complexidade com-
putacional que investiga: (a) a ana´lise da eficieˆncia de algoritmos, em geral, eficieˆncia
de tempo ou de espac¸o; (b) as te´cnicas de projeto de algoritmos mais adequadas ao tipo
de problema a ser tratado; (c) e, a classificac¸a˜o de problemas quanto a sua dificuldade
computacional [9, 33, 27].
Considere a definic¸a˜o de um problema computacional Π como consistindo de um
conjunto DΠ de elementos finitos denominados instaˆncias e, para qualquer instaˆncia I ∈
DΠ, um conjunto SΠ(I) de elementos finitos chamados de soluc¸o˜es de I [9]. Um problema
de decisa˜o e´ uma questa˜o do tipo SIM/NA˜O sobre a existeˆncia de um objeto que satisfac¸a
a um conjunto de paraˆmetros do problema. De outro modo, dada uma instaˆncia I ∈DΠ de
um problema de decisa˜o Π, SΠ(I) = {“SIM”} se existir tal objeto, ou SΠ(I) = {“NA˜O”},
em caso contra´rio. Um problema de localizac¸a˜o (ou de busca) solicita a apresentac¸a˜o de
um objeto que satisfac¸a a um conjunto de paraˆmetros do problema, caso tal objeto exista.
Dessa forma, se I ∈ DΠ e´ uma instaˆncia de um problema de localizac¸a˜o Π e Q e´ o objeto
solicitado pela instaˆncia do problema, enta˜o SΠ(I) = {Q}, se Q existir, ou SΠ(I) = /0, em
caso contra´rio. Embora possa existir um conjunto de objetos que satisfac¸am os paraˆmetros
do problema, qualquer um dos objetos e´ suficiente como soluc¸a˜o. Enfim, um problema de
otimizac¸a˜o solicita a apresentac¸a˜o de um objeto que satisfac¸a a um conjunto de paraˆmetros
do problema, e que atenda a algum crite´rio de maximizac¸a˜o ou de minimizac¸a˜o [9]. E´ fa´cil
perceber que um problema de otimizac¸a˜o embute um problema de localizac¸a˜o que, por
sua vez, embute um problema de decisa˜o. Por esse fato, um mesmo problema pode ser
tratado do ponto de vista de decisa˜o, de localizac¸a˜o ou de sua versa˜o de otimizac¸a˜o.
Diz-se que um algoritmo resolve um problema de decisa˜o Π se consegue mapear
uma instaˆncia qualquer de Π em uma soluc¸a˜o-SIM ou em uma soluc¸a˜o-NA˜O, e enta˜o
para. Um algoritmo resolve um problema em tempo O( f (n)), se para cada instaˆncia
I ∈DΠ de tamanho n do problema Π, produz uma soluc¸a˜o em um nu´mero proporcional a
f (n) passos de execuc¸a˜o. O algoritmo e´ polinomial se f (n) = nk, para algum inteiro na˜o
negativo k, isto e´, seu tempo pode ser expresso como um polinoˆmio p(n). Em contraste,
um algoritmo exponencial tem f (n) = kn. Um problema de decisa˜o Π esta´ na classe de
complexidade P (Π ∈ P) ou e´ dito ser trata´vel, se existe um algoritmo polinomial para Π
[9, 27].
Dada uma instaˆncia I de um problema de decisa˜o Π, um certificado para uma
soluc¸a˜o-SIM de I e´ uma soluc¸a˜o correspondente a` versa˜o de localizac¸a˜o de Π. Diz-se que
uma soluc¸a˜o-SIM da instaˆncia I e´ verificada (provada ser verdadeira), se existe um algo-
ritmo que toma como entrada o par (I, C), onde C e´ um certificado para SΠ(I) = {“SIM”},
e tem como saı´da um SIM, indicando que C, de fato, e´ uma soluc¸a˜o na˜o vazia da versa˜o
de localizac¸a˜o de Π. Desse modo, um problema de decisa˜o Π esta´ na classe de complexi-
dade NP (Π∈NP) ou e´ dito ser intrata´vel, se todas as suas soluc¸o˜es podem ser verificadas
em tempo polinomial. E´ importante notar que a verificac¸a˜o em tempo polinomial na˜o im-
plica na resoluc¸a˜o do problema em tempo polinomial1, embora o contra´rio seja verdadeiro
(resoluc¸a˜o polinomial implica em verificac¸a˜o polinomial). Um problema Π esta´ na classe
NP-completo se esta´ em NP e se todos os problemas em NP podem ser transformados em
Π em tempo polinomial [9].
No problema de decisa˜o chamado K-COLORIBILIDADE, pergunta-se: dado um
grafo qualquer G = (V,E), existe um inteiro positivo k ≤ |V | para o qual G e´ k-colorı´vel?
O NU´MERO-CROMA´TICO e´ a versa˜o de otimizac¸a˜o da K-COLORIBILIDADE, pois solicita
o k mı´nimo para o qual G e´ k-colorı´vel. Como a K-COLORIBILIDADE pertence a` classe
NP-completo [16], por consequeˆncia, o NU´MERO-CROMA´TICO e´ ta˜o difı´cil quanto a
K-COLORIBILIDADE. Desta forma, para um grafo qualquer o NU´MERO-CROMA´TICO
so´ pode ser computado deterministicamente por meio de um algoritmo exponencial (a
menos que se prove que P = NP [8]). Na pra´tica, isto significa que instaˆncias maiores
do problema tem um consumo de tempo proibitivo, pois para o crescimento linear do
tamanho da instaˆncia do problema, o tempo do algoritmo cresce exponencialmente. A
intratabilidade de problemas como o NU´MERO-CROMA´TICO conduziu a` investigac¸a˜o de
te´cnicas que na˜o garantem obter uma soluc¸a˜o o´tima para o problema, mas obte´m uma
soluc¸a˜o aproximadamente o´tima em tempo razoa´vel. Estas te´cnicas aproximativas se
reu´nem sob o nome de heurı´sticas e meta-heurı´sticas.
2.3. Otimizac¸a˜o combinato´ria e meta-heurı´sticas
Uma instaˆncia de um problema de otimizac¸a˜o combinato´ria e´ um par (F, f ), onde F e´ um
conjunto qualquer (domı´nio de pontos via´veis) e f : F −→ R e´ uma func¸a˜o objetivo (ou
de custo). A questa˜o e´ achar x∗ ∈ F tal que f (x∗) ≤ f (x), para todo x ∈ F . Diz-se que
x∗ e´ uma soluc¸a˜o o´tima global para a instaˆncia. Em geral, F e´ finito e muito grande, ou
infinito e conta´vel, e seus elementos sa˜o estruturas discretas tais como inteiros, conjuntos,
permutac¸o˜es e grafos. Um problema de otimizac¸a˜o combinato´ria (POC) e´ um conjunto
I de instaˆncias de problemas de otimizac¸a˜o [31]. De outra forma, em um problema de
otimizac¸a˜o combinato´ria busca-se um elemento de F cujo custo (mı´nimo ou ma´ximo)
satisfac¸a a func¸a˜o objetivo definida sobre o problema. Ha´ POCs cujas soluc¸o˜es sa˜o obtidas
por algoritmos polinomiais. Pore´m, ha´ POCs cujas verso˜es de decisa˜o sa˜o NP-completo.
O NU´MERO-CROMA´TICO tratado neste trabalho e´ um destes problemas.
Pode-se classificar as te´cnicas para resoluc¸a˜o de POCS em: me´todos exatos e
me´todos heurı´sticos2. Os me´todos exatos (programac¸a˜o dinaˆmica, programac¸a˜o inteira,
branch and bound, relaxac¸a˜o lagrangeana, etc) garantem obter soluc¸o˜es o´timas. Entre-
tanto, a intratabilidade de muitos POCs torna invia´vel o uso destes me´todos, a menos
que sejam aplicados a instaˆncias pequenas do problema em questa˜o. Por outro lado,
os me´todos heurı´sticos compreendem um conjunto de te´cnicas heurı´sticas que resolvem
POCs obtendo uma ou mais soluc¸o˜es de custo satisfato´rio e em tempo razoa´vel, pore´m,
sem garantir otimalidade [20]. Dentre os me´todos heurı´sticos, as meta-heurı´sticas (ou,
me´todos estoca´sticos) sa˜o estrate´gias generalizadas e estoca´sticas para POCs que partem
de uma soluc¸a˜o inicial aleato´ria e, por meio de um conjunto de operac¸o˜es que geram
novas soluc¸o˜es candidatas, obte´m uma soluc¸a˜o final de boa qualidade, na˜o necessaria-
mente o´tima [29]. Sa˜o exemplos de meta-heurı´sticas: Hill-climbing (escalada), Simulated
1Pore´m, obter um certificado a partir de uma instaˆncia do problema requer um algoritmo exponencial.
2Ha´, tambe´m, os algoritmos aproximados [6], programac¸a˜o semidefinida [17], entre outras te´cnicas.
Annealing [25] (recozimento simulado), Tabu search [19] (busca tabu), Iterated Local Se-
arch [28] (busca local iterada) e Genetic Algorithms [22, 30] (algoritmos gene´ticos), Ant
Colony Optimization [14] (otimizac¸a˜o por coloˆnia de formigas), Particle Swarm Optimi-
zation [24] (otimizac¸a˜o por enxame de partı´culas), entre outras [4, 18]. Neste trabalho,
as quatro primeiras meta-heurı´sticas citadas foram empregadas para resolver o NU´MERO-
CROMA´TICO.
Luke [29] classifica meta-heurı´sticas em me´todos de estado u´nico (single state
methods) e me´todos populacionais (population-based methods). Nos me´todos de estado
u´nico os algoritmos tratam uma u´nica soluc¸a˜o candidata a cada passo de otimizac¸a˜o. Este
e´ o caso das meta-heurı´sticas Hill-climbing, Simulated Annealing, Tabu search, Iterated
Local Search. Nos me´todos populacionais, diversas soluc¸o˜es candidatas sa˜o manipula-
das e transformadas a cada etapa de otimizac¸a˜o para alcanc¸ar a soluc¸a˜o final. Este e´ o
caso de Genetic Algorithms. Esta classificac¸a˜o foi utilizada para guiar a modelagem e a
codificac¸a˜o das meta-heurı´sticas.
3. Me´todo e procedimentos
Este trabalho se desenvolveu de acordo com as seguintes etapas e procedimentos:
(1) Estudo dos fundamentos de teoria de grafos, de problemas de colorac¸a˜o de grafos e
assuntos relacionados a estes problemas.
(2) Estudo das meta-heurı´sticas Hill-climbing (HC), Simulated Annealing (SA), Tabu se-
arch (TS) e Iterated Local Search (ILS).
(3) Projeto de experimentos por meio da coleta de instaˆncias de refereˆncia para os proble-
mas de colorac¸a˜o. Foram utilizadas as instaˆncias de colorac¸a˜o DSJC125 e DSJC250
do II Desafio DIMACS (Center for Discrete Mathematics and Theoretical Computer
Science - Rutgers University) de Implementac¸a˜o de Cliques, Colorac¸a˜o e Satisfatibili-
dade de 1993 [23]. Este conjunto de instaˆncias e´ refereˆncia na literatura de otimizac¸a˜o
combinato´ria e serviu tanto para testes de funcionalidade quanto para os experimen-
tos.
(4) Codificac¸a˜o das meta-heurı´sticas do passo (2) em uma linguagem de programac¸a˜o.
(5) Execuc¸a˜o de experimentos com as meta-heurı´sticas codificadas sobre as instaˆncias de
refereˆncia.
(6) Comparac¸a˜o das meta-heurı´sticas de acordo com os resultados obtidos nos experi-
mentos.
Os estudos citados nas etapas (1) e (2) foram realizados e apresentados na sec¸a˜o 2
deste artigo. O passo (3) foi executado obtendo-se as instaˆncias na Internet [11, 12, 13].
Os passos seguintes e seus procedimentos sa˜o discutidos nas sec¸o˜es seguintes.
3.1. Codificac¸a˜o das meta-heurı´sticas
As meta-heurı´sticas de estado u´nico HC, SA, TS e ILS foram modeladas conforme o
diagrama de classes da Figura 1 e codificadas na linguagem de programac¸a˜o Python 3.
Como a implementac¸a˜o trata, essencialmente, de algoritmos, a interface Algorithm de-
fine o me´todo polimo´rfico run() que e´ implementado em todas as subclasses concre-
tas de cada meta-heurı´stica. Essa interface e´ realizada diretamente pela classe abstrata
SingleStateMetaheuristic que reu´ne as operac¸o˜es comuns a`s meta-heurı´sticas de es-
tado u´nico e que utilizam o grafo (classe Graph) sobre o qual as colorac¸o˜es sera˜o aplica-
das. A classe SingleStateMetaheuristic utiliza as heurı´sticas de colorac¸a˜o aleato´ria
(classe Randomic) e Dsatur (classe Dsatur) da bilbioteca python NetworkX, por meio
da interface ColoringHeuristic. Bre´laz [5] propoˆs o algoritmo Dsatur que se baseia
no conceito de grau de saturac¸a˜o de um ve´rtice (nu´mero de cores distintas adjacentes
a este ve´rtice) para gerar uma colorac¸a˜o de qualidade superior a` colorac¸a˜o aleato´ria.
Na implementac¸a˜o, o Dsatur e´ utilizado para gerar uma colorac¸a˜o inicial para as meta-
heurı´sticas.
A classe Graph implementa o grafo e armazena sua colorac¸a˜o no atributo
coloring sob a forma de uma lista de cores [c1,c2, . . . ,cn]. Cada posic¸a˜o i (1 ≤ i ≤ n)
dessa lista corresponde a um ve´rtice do grafo e cada valor uma cor. O grafo e´ imple-
mentado sob a forma de uma lista de adjaceˆncias no atributo adj e conte´m as operac¸o˜es
ba´sicas de inserc¸a˜o de arestas, atribuic¸a˜o de cores a` ve´rtices, verificac¸a˜o se a colorac¸a˜o do
grafo e´ pro´pria, e me´todos auxiliares. A classe Graph utiliza o mo´dulo Python RGBColors
com a func¸a˜o get_colors_RBG() que retorna uma lista de 96 cores codificadas no padra˜o
RGB. Na classe Util o me´todo draw_graph() utiliza a biblioteca NetworkX para dese-
nhar o grafo com cores obtidas de RGBColor. E´ importante observar que draw_graph()
e´ empregado somente para validar visual a manualmente as soluc¸o˜es das meta-heurı´sticas
para instaˆncias pequenas do problema com ate´ 10 ve´rtices. O mo´dulo Util conte´m, ainda,
me´todos de conversa˜o entre a colorac¸a˜o no formato da biblioteca NetworkX e a colorac¸a˜o
no formato da classe Graph, e um me´todo para ler um grafo a partir de um arquivo.
As subclasses HillClimbing, SimulatedAnneling, IteratedLocalSearch
e TabuSearch implementam a interface SingleStateMetaheuristic, cada uma de
acordo com a meta-heurı´stica correspondente. A classe auxiliar Queue e´ utilizada por
IteratedLocalSearch e TabuSearch. O me´todo polimo´rfico run() e´ o u´nico me´todo
pu´blico destas subclasses e implementa o procedimento principal da meta-heurı´stica.
O co´digo completo das meta-heurı´sticas pode ser encontrado em
https://github.com/kaninchen-dev.
3.2. Experimentos
Os experimentos foram executados em uma ma´quina virtual com sistema operacional
Ubuntu 16.04 LTS (GNULinux 4.4.0-170-generic x86 64), 20Gb de disco, 16Gb de RAM
e quatro processadores, criada a partir de um servidor Dell PowerEdge R820, com 128Gb
RAM, 900Gb de HD e Processador Intel R© Xeon R© CPU E5-4617 com 2.90GHz. Utilizou-
se o interpretador Python, versa˜o 3.5.2, para a execuc¸a˜o dos programas. A Tabela 1 apre-
senta as instaˆncias de grafos utilizadas nos experimentos obtidas do II Desafio DIMACS
[23].
Inicialmente, cada meta-heurı´stica foi executada com um conjunto inicial de
paraˆmetros para cada uma das instaˆncias. Estes paraˆmetros foram empiricamente ajusta-
dos ate´ que se obtivesse um tempo razoa´vel de processamento, na˜o ultrapassando o limite
de 40h. Apo´s a etapa de ajustes de paraˆmetros, efetuou-se os experimentos definitivos
obtendo-se como resultados os nu´meros de cores apresentados na Tabela 2 e as respecti-
vas diferenc¸as percentuais entre cores obtidas e cores DIMACS. A Tabela 3 apresenta os
tempos de execuc¸a˜o dos experimentos e a Tabela 4 mostra os paraˆmetros empregados em
cada meta-heurı´stica.
A sec¸a˜o seguinte discute os resultados dos experimentos.
Figura 1. Diagrama de classes das meta-heurı´sticas de estado u´nico.
Ve´rtices Arestas Cores DIMACS
DSJC125.1 125 736 5
DSJC125.5 125 3891 17
DSJC125.9 125 6961 44
DSJC250.1 250 3218 8
DSJC250.5 250 15668 28
DSJC250.9 250 27897 72
Tabela 1. Instaˆncias DIMACS utilizadas nos experimentos.
HC Dif.% SA Dif.% TS Dif.% ILS Dif.%
DSJC125.1 6 20,00 6 20,00 6 20,00 6 20,00
DSJC125.5 20 17,65 21 23,53 21 23,53 21 23,53
DSJC125.9 46 4,55 47 6,82 47 6,82 46 4,55
DSJC250.1 10 25,00 10 25,00 10 25,00 10 25,00
DSJC250.5 35 25,00 36 28,57 36 28,57 36 28,57
DSJC250.9 81 12,50 83 15,28 83 15,28 83 15,28
Tabela 2. Nu´meros de cores obtidos e suas diferenc¸as percentuais relativas a`s cores
DIMACS.
HC SA TS ILS
DSJC125.1 4,55min 10,98s 2,95s 1,07h
DSJC125.5 1,19h 3,34min 54,73s 1,25h
DSJC125.9 3,71h 10,65min 2,92min 1,22h
DSJC250.1 50,17min 2,39min 53,52s 1,03h
DSJC250.5 11,53h 39,65min 17,49min 1,46h
DSJC250.9 31,36h 2,44h 59,49min 1,94h
Tabela 3. Tempos de execuc¸a˜o de cada meta-heurı´sticas.
Configurac¸o˜es
HC iterac¸o˜es = 5.000
SA iterac¸o˜es = 10.000
decre´scimo = 0.005
TS iterac¸o˜es = 10
compr. lista tabu = 20
nu´m. tweaks = 10
ILS start = 10s, stop = 100s
compr. fila = 70
Tabela 4. Configurac¸o˜es de paraˆmetros das meta-heurı´sticas.
4. Resultados
Os experimentos mostram que nenhum dos me´todos conseguiu superar os resultados da
literatura, dentro dos paraˆmetros utilizados e do limite de tempo estabelecido. Conside-
rando o fato das instaˆncias terem ordem e densidades crescentes, esperava-se tempos
crescentes de processamento para todas as meta-heurı´sticas. No entanto, a instaˆncia
DSJC250.1 processou em menor tempo do que DSJC125.9, e Iterated Local Search
consumiu tempo aproximadamente constante para todas as instaˆncias dos experimentos.
Ainda assim, o grupo de instaˆncias DSJC125 exigiu, em me´dia, menor tempo de pro-
cessamento do que o grupo de instaˆncias DSJC250. Hill Climbing obteve os melhores
resultados em nu´mero de cores, mas perdeu em tempo de execuc¸a˜o, chegando a 31,35h
de processamento. Na pra´tica, as demais meta-heurı´sticas obtiveram os mesmos valores
de nu´mero de cores (com excec¸a˜o de Iterated Local Search que obteve uma cor a me-
nos para DSJC125.9). Interessante notar que as menores diferenc¸as percentuais ocorrem
com as instaˆncias mais difı´ceis dos grupos DSJC125 e DSJC250. Hill Climbing e Iterated
Local Search obtiveram os nu´meros de cores mais pro´ximos dos valores DIMACS para
DSJC125.9, com diferenc¸a percentual de 4,55% em relac¸a˜o ao benchmark e Hill Clim-
bing obteve o melhor resultado para a instaˆncia DSJC250.9. Observando a Tabela 3, Hill
Climbing, Simulated Annealing e Tabu Search tem um tempo crescente de processamento
a` medida em que as instaˆncia se tornam maiores e mais densas, enquanto o tempo de
Iterated Local Search se mante´m aproximadamente constante.
5. Discussa˜o
Este trabalho apresentou um estudo comparativo da eficieˆncia de tempo das meta-
heurı´sticas Hill Climbing, Simulated Annealing e Tabu Search e Iterated Local Search.
Observa-se que as meta-heurı´sticas cumprem o seu papel em obter soluc¸o˜es aproximadas
cujos valores podem ser melhorados mediante: (1) ajustes em seus paraˆmetros; (2) maior
disponibilidade de tempo para processamento; (3) maior poder computacional da plata-
forma de execuc¸a˜o; (4) implementac¸a˜o de paralelismo. Os ajustes de paraˆmetros forc¸am
uma explorac¸a˜o mais ampla do espac¸o de busca, mas podem demandar uma quantidade
consideravelmente maior de tempo o que pode tornar invia´vel o uso da te´cnica, como de-
monstram as 31,35h de processamento de Hill Climbing (durante os testes, Tabu Search
processou por treˆs dias utilizando 100 iterac¸o˜es).
Os experimentos demonstram existir um grau de equivaleˆncia entre as te´cnicas
relativa ao seu potencial para obter boas soluc¸o˜es. Certamente, Hill Climbing destacou-se
por ter tido maior tempo de processamento, embora as demais te´cnicas possam ser confi-
guradas para, igualmente, alcanc¸ar melhores resultados. Iterated Local Search destacou-
se por seu desempenho constante, na˜o obstante a variac¸a˜o das instaˆncias do problema.
Este estudo verificou que estas quatro meta-heurı´sticas sa˜o boas alternativas quando na˜o
e´ possı´vel ou necessa´rio a obtenc¸a˜o de soluc¸o˜es o´timas para problemas intrata´veis.
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