It is shown that the number of irreducible quartic factors of the form g(x) = x 4 + ax 3 + (11a + 2)x 2 − ax + 1 which divide the Hasse invariant of the Tate normal form E 5 in characteristic l is a simple linear function of the class number h(−5l) of the field Q( √ −5l), when l ≡ 2, 3 modulo 5. A similar result holds for irreducible quadratic factors of g(x), when l ≡ 1, 4 modulo 5. This implies a formula for the number of linear factors over F p of the supersingular polynomial ss (5 * ) p (x) corresponding to the Fricke group Γ * 0 (5).
Introduction
Let E 5 (b) be the Tate normal form of an elliptic curve with a point of order 5:
and let H 5,l (b) denote its Hasse invariant in characteristic l, as in [15] and [21] :
Here, n l = [l/12], r = 1 2 (1 − (−3/l)), s = 1 2 (1 − (−4/l)); and J l (t) is the polynomial J l (t) ≡ n l k=0 2n l + s 2k + s 2n l − 2k n l − k (−432) n l −k (t − 1728) k (mod l).
Let ε = −1+ √ 5 2 andε = −1− √ 5 2 , and let h(−5l) denote the class number of the quadratic field K = Q( √ −5l), where l > 5 is a prime number. This paper is devoted to proving the following theorem, which was stated in [21] . Theorem 1.1. Let l > 5 be a prime.
A) Assume l ≡ 2, 3 mod 5. The number of irreducible quartics of the form g(x) = x 4 + ax 3 + (11a + 2)x 2 − ax + 1 dividingĤ 5,l (x) over F l is:
B) Furthermore, if l ≡ 4 mod 5, the number of irreducible quadratic factors k(x) = x 2 +rx+s dividingĤ 5,l (x) over F l , with r = ε 5 (s−1) or r =ε 5 (s−1) in F l is:
iii) 2h(−5l) − 3, if l ≡ 7 mod 8.
C) If l ≡ 1 mod 5, the number of irreducible quadratic factors k(x) = x 2 + rx + s dividingĤ 5,l (x) over F l , with r = ε 5 (s − 1) or r =ε 5 (s − 1) in F l is:
ii) h(−5l) − 1, if l ≡ 3 mod 8;
iii) 2h(−5l) − 1, if l ≡ 7 mod 8.
This theorem is a supplement to [15, Thm. 6.2] , which gives the possible degrees of irreducible factors ofĤ 5,l (x) (mod l), depending on the congruence class of l (mod 5). In Part A, the only possible irreducible factors of In the paper [21] I showed that the number of linear factors ofĤ 5,l (x) (mod l) is a function of the class number h(−l), for l ≡ 4 (mod 5), and that the same holds for the number of quadratic factors of the form x 2 + ax − 1, when l ≡ 1 (mod 5). Thus, both class numbers h(−l) and h(−5l) are encoded in the factorization ofĤ 5,l (x) over F l , at least when l ≡ ±1 (mod 5). I conjecture that the same is true for the Hasse invariantĤ p,l (x) of the Tate normal form E p for a point of order p, i.e., that its factorization encodes the class numbers h(−l), h(−pl), where p > 5 is any prime for which the coefficients of E p depend on a single parameter. Theorem 1.1 is an analogue for the Tate normal form E 5 of similar results for the Legendre normal form (or equivalently, the Tate normal form E 4 for a point of order 4, see [15, p. 255] ) and the Deuring normal form. The main theorems of [16] and [17] (and their proofs) show that the counts of certain irreducible quadratic factors of the Hasse invariants of these normal forms are functions of the class numbers h(−2p), h(−3p) of the imaginary quadratic fields Q( √ −2p) and Q( √ −3p), respectively.
The proof of Theorem 1.1 proceeds along similar lines as the proof of the corresponding result for the Deuring normal form in [17] and [18] , and is a combination of theoretical arguments and computational methods. In Section 2 I prove a congruence modulo l for the class equation K 5l (X) = H −20l (X) (for l ≡ 1 mod 4) or the product of class equations K 5l (X) = H −5l (X)H −20l (X) (for l ≡ 3 mod 4), using the method of [18] . This requires l to be a prime greater than 379 (or one of a set S of 22 specified primes less than 379; see Corollary 2.2). In Section 3 I show that each factor of the form g(x) or k(x) in Theorem 1.1 corresponds to an elliptic curve E 5 (b) for which µ = √ −5l injects into the endomorphism ring End(E 5 (b)), where b is a root of g(x) or k(x) over F l . The proof of this uses the formula in [19] for the nontrivial points of order 5 on E 5 (b).
This implies that all factors of H 5,l (x) of the form g(x) or k(x) in Theorem 1.1 arise from j-invariants which are roots of K 5l (X) over F l . In particular, the factors in Theorem 1.1 divide one of the polynomials is the j-invariant of E 5 (b).
In Section 4, I determine computationally how many factors in Theorem 1.1 arise from special factors H −d (X) of K 5l (X) in Theorem 2.1, where d equals 20 or is one of the integers in the set T = {4, 11, 16, 19, 24, 36, 51, 64, 84, 91, 96, 99}. For l > 379, the class equations corresponding to d ∈ T are the factors which occur to the 4-th power in K 5l (X) mod l, when their roots are supersingular. I show that each of the factors H −d , for d ∈ T and d = 4, yields deg(H −d (X)) factors of the form g(x), or twice that number of factors of the form k(x), dividingĤ 5,l (x) over F l , depending on the congruence class of l modulo 5, for l > 379 (or l ∈ S).
On the other hand, Theorem 2.1 shows that K 5l (X) is also exactly divisible over F l by a number of factors of the form (X 2 + a i X + b i ) 2 . I show in Sections 5 and 6 that each of these factors contributes only one factor of the form g(x), or two factors of the form k(x), to the factorization of H 5,l (x), depending on the congruence class of l modulo 5. These factors are reductions of irreducible quartic factors of H −5l (X) or H −20l (X) over the l-adic field Q l , because l = l 2 in the field K = Q( √ −5l), and l splits into primes p of residue class degree f p = 2 in the ring class field Ω f of K with conductor f = 1 or 2. These factors correspond therefore to unique prime divisors of l in the extension Ω f /K.
The verification of the facts mentioned in the last paragraph depends on finding an explicit generator for the ray class field Σ ℘ 5 with conductor ℘ 5 over K (or for Σ ℘ 5 Ω 2 /K), where ℘ 2 5 = (5) = 5R K in K; and whose minimal polynomial over the decomposition field L of l in the extension Ω f /K reduces to a polynomial of the form g(x) = x 4 + ax 3 + (11a + 2)x 2 − ax + 1 modulo prime divisors of l. Such a generator is provided by a suitable value of the modular function r(τ ) 5 , where r(τ ) is the Rogers-Ramanujan continued fraction. I show in Section 5, using this generator, that each factor (X 2 + a i X + b i ) 2 of K 5l (X) gives rise to at least one factor ofĤ 5,l (x) of the form g(x), or two factors of the form k(x), over F l . Then in Section 6 I show that no other factors of the appropriate form can occur, using the icosahedral group G 60 as in [21] , together with the fact that an additional factor would yield an additional solution of the equation
over F l 4 , or of the conjugate equation with ε replaced byε. (See [20] , [19] .) The proof is completed by the computations in Tables 4-8, which show that the formulas of Theorem 1.1 also hold for all primes l for which 7 ≤ l ≤ 379.
As was shown in [21, Theorem 7.1], the above theorem, together with the results of [21, Theorems 1.1 and 1.3], implies the following result, which was conjectured by Nakaya [22] (see his conjecture 5 for N = 5). This theorem gives a formula for the number of linear factors over F p of the supersingular polynomial ss (5 * ) p (X) corresponding to the Fricke group Γ * 0 (5), introduced by Koike and Sakai [23] , [24] , [22] . As in [22] , L(p) denotes the number of supersingular j-invariants of elliptic curves which lie in the prime field F p . This number was determined by Deuring [11] and is given by
where h(−p) is the class number of the field Q( √ −p 
This result is analogous to formulas proved by Nakaya [22] for the polynomials ss (2 * ) p (X) and ss (3 * ) p (X). Nakaya [22] has conjectured [22, Conjectures 1, 6] that the polynomial ss (5 * ) p (X) has degree given by deg(ss (5 * ) p (X)) =
I give a proof of this conjecture in Section 7, using a parametrization discussed in [21, Theorem 6.1] . A similar proof also establishes his conjecture for deg(ss (7 * ) p (X)).
Nakaya has also conjectured that ss 
Nakaya's Conjecture 2 (for N = 5) can be obtained from this formula using a standard estimate of the class numbers h(−p) and h(−5p), along with a straightforward, if tedious, calculation. (See Table 9 in Section 7.) As he has discussed in [22] in connection with a number of examples of the same phenomenon, this is an analogue of Ogg's observation that the 15 primes for which the supersingular polynomial ss p (X) is a product of linear factors over F p coincide with the prime factors of the order of the Monster group. See also [5] and the related papers [3] and [4] of H. Brandt.
d is defined by
, 36, 51, 64, 91, 99},
and the polynomials X 2 + a i X + b i in the product i are certain irreducible factors of the supersingular polynomial ss p (X) over F p which are distinct from the factors in the product over d ∈ T.
For the sake of completeness, I note here the discriminants of the quadratic factors H −d (X), for d ∈ T: disc(H −24 (X)) = (2 19 )3 6 13 2 19 2 , disc(H −36 (X)) = 2 20 (3 3 )7 4 19 2 31 2 , disc(H −51 (X)) = 2 30 3 6 7 4 (17)31 2 , disc(H −64 (X)) = (2 5 )3 14 7 4 11 4 19 2 59 2 , disc(H −91 (X)) = 2 32 3 12 7 2 11 4 (13)71 2 , disc(H −99 (X)) = 2 30 (3)7 4 (11 3 )13 2 19 4 79 2 .
Factors in parentheses indicate nontrivial contributions to the Legendre symbols in Theorem 2.1. Note that d ∈ T if and only if d ≡ ±1 (mod 5) and the prime ideal divisor
Proof of Theorem 2.1. This is proved by the method of [18] and an extended computer calculation. Here I will just indicate the main features of the proof. Let Φ 5 (X, Y ) = 0 denote the modular curve of level 5. This equation can be computed using the resultant
We have that
3) we know that for p > 20 the irreducible factors of K 5p (x) are the same as the supersingular factors which divide Φ 5 (x p , x), and their multiplicities are the same as their multiplicities in Φ 5 (x p , x) 2 : With Q(u, v) = Q 5 (u, v) let
denote the first partials of Q and Q ij the second partials. If
then in characteristic p,
For the roots t of the linear factors we have
The following values can be checked on Maple:
F (1728) = F (1728) = 0, F (1728) = 2 41 3 24 
F (−32 3 ) = F (−32 3 ) = 0, F (−32 3 ) = −2 63 · 5 · 7 8 11 2 13 4 17 2 19 3 43 2 ;
F (66 3 ) = F (66 3 ) = 0, F (66 3 ) = 2 21 3 26 · 5 · 7 8 11 3 19 3 · 31 · 43 2 67 2 · 71 · 79;
These values show that the multiplicity of 11, 16, 19} and p > 79, and therefore the multiplicities of the q i (x) = H −d (x) in K 5p (x) for these d are e i = 4, when they occur (for p > 79). Moreover, the linear factors corresponding to these values of d are distinct (mod p), for p > 67.
For d = 20, we use (1) to evaluate F (t) and its derivative at t = α = 632000 + 282880 √ 5, which is a root of H −20 (x). We find that F (α) = 0, but that F (α) = A + B √ 5, with A = − 2 56 · 3 · 5 5 · 7 · 11 7 · 13 5 · 17 3 · 19 4 · 31 3 · 79 2 · 919 B = − 2 54 · 5 · 11 6 · 13 5 · 17 3 · 19 4 · 29 · 31 2 · 79 2 · 467 · 543287, and A 2 − 5B 2 = −2 108 · 5 3 · 11 12 · 13 10 · 17 6 · 19 10 · 31 4 · 59 2 · 71 2 · 79 4 . 
This calculation shows that the linear factors
Recall that
For d = 24 we find gcd(D 1 , D 2 ) = 2 36 · 3 18 · 5 · 13 3 · 19 2 · 37 · 43 2 · 61 · 67 · 109.
For d = 36 we find gcd(D 1 , D 2 ) = 2 39 · 3 8 · 5 · 7 6 · 19 2 · 43 2 · 67 · 79 · 127 · 139 · 151 · 163.
For d = 51 we find gcd(D 1 , D 2 ) = 2 46 · 3 19 · 5 · 7 7 · 17 · 37 · 61 · 79 · 139 · 163 · 211.
For d = 64 we find gcd(D 1 , D 2 ) = 2 11 · 3 20 · 5 · 7 6 · 11 3 · 19 2 · 43 2 · 67 · 139 · 163 · 211 · 283 · 307.
For d = 91 we find gcd(D 1 , D 2 ) = 2 50 · 3 18 · 5 · 7 4 · 11 2 · 13 2 · 37 · 61 · 67 · 109 · 151 · 163 · 331 · 379.
For d = 99 we find
This shows that the quadratic polynomials H −d (x) divide K 5p (x) to exactly the fourth power (mod p), when they occur, for p > 379. Furthermore, factoring the coefficients of the differences H −d 1 (x) − H −d 2 (x) shows that these class polynomials are all distinct (mod p), when p > 307.
The only other quadratic factors that can occur in the factorization of K 5p (x) to a power higher than the second are quadratic factors of the quartic polynomials H −84 (x) and H −96 (x), by the formula for the discriminant of Φ 5 (x, y). (See the argument at the beginning of the proof of [18] , Prop. 2.4.) We start with the polynomial
whose discriminant is disc(H −84 (x)) = 2 116 3 44 7 14 13 12 29 4 43 2 53 2 61 2 67 2 73 2 79 2 .
With some calculation using the above expression, it is straightforward to check that the splitting field of
. If 3 p = +1 and 7 p = −1, where p > 79, then H −84 (x) factors into two irreducible quadratics over F p . One of these factors is
but Norm Q (Q(u, v)) = 2 108 3 62 7 12 13 12 29 6 43 2 47 2 53 4 61 3 73 2 97 3 × 157 · 181 · 229 · 241 · 313 · 349 · 397 · 409.
Hence, q 1 (x) and its conjugateq 1 (x) over Q(
where N (a) denotes the norm to Q, so q 1 (x) can occur only to the second power in K 5p (x) and can be absorbed into the final product of the theorem, when it orq 1 (x) occurs, for 97 < p ≤ 409.
Similarly, if 3 p = −1 and 7 p = +1, H −84 (x) has the factor
In this case Norm Q (Q(u, v)) = 2 108 3 36 7 15 13 12 29 4 43 2 47 2 · 53 · 59 2 61 4 73 4 83 2 × 113 · 131 · 137 · 149 · 197 · 233 2 · 281 · 317 · 389 · 401.
Hence, q 2 (x) andq 2 (x) do not divide Φ(x 5 , x) over F p , for p > 401. In this case, gcd(N (Q 1 ), N (Q 2 )) = 2 76 3 30 7 10 13 8 · 47 · 61 2 73 2 · 83, and so q 2 (x) andq 2 (x) occur only to the second power in K 5p (x), when either occurs, for 83 < p ≤ 401.
On the other hand, if 3 p = −1 and 7 p = −1, H −84 (x) has the factor
it follows that q 3 (x) and its conjugateq 3 (x) divide K 5p (x) over F p , with multiplicity 4, exactly when 84 = 1, for primes p > 379. Moreover, the largest prime factor of any resultant Res(H −84 (x), H −d (x)), for the values d ∈ {24, 36, 51, 64, 91, 99}, for which H −84 (x) (mod p) is a product of two irreducible quadratics, is 379, so the factors q 3 andq 3 are distinct from the quadratic factors found above, for p > 379. This establishes the contribution of H −84 (x) to the factorization of K 5p (x).
A similar analysis applies to the polynomial
whose discriminant is disc(H −96 (x)) = 2 56 3 46 13 12 17 12 19 6 23 2 37 2 41 4 43 2 61 4 67 2 89 2 .
For 2 p = +1 and 3 p = −1, the polynomial
Norm Q (Q(u, v)) =2 54 3 36 13 12 17 8 19 4 23 10 37 4 41 2 43 2 47 2 61 6 67 2 × 89 · 113 2 137 2 139 2 257 · 281 · 353 · 401 · 449.
Moreover, gcd(N (Q 1 ), N (Q 2 )) = 2 40 3 30 13 8 17 4 23 5 37 2 · 47 · 61 4 · 137.
Thus, the above factor only occurs to the second power in K 5p (x), when it or its conjugate occurs, for 137 < p ≤ 449, so it can be absorbed into the final product in the congruence of the theorem.
For 2 p = −1 and 3 p = +1, the polynomial
is a factor of H −96 (x) (mod p) and
Norm Q (Q(u, v)) = − 2 54 3 63 13 12 17 8 19 4 23 2 37 5 41 6 43 2 61 2 67 2 89 4 × 109 3 · 229 · 277 2 · 349 · 373 · 397 · 421.
In this case, gcd(N (Q 1 ), N (Q 2 )) = 2 40 3 49 13 8 17 4 37 2 41 4 · 71 · 89 2 · 109, so these factors occur only to the second power in K 5p (x) when they occur, for 109 < p ≤ 421. Finally, the polynomial
Thus, the factors of H −96 (x) divide K 5p (x) to the 4-th power when 96 = 1 and p > 379. The largest prime dividing a resultant Res(H −96 (x), H −d (x)), for d ∈ {24, 36, 51, 64, 84, 91, 99}, modulo which H −96 (x) factors as a product of two irreducible quadratics, is 379. This completes the discussion of the factors in the first product. [18] , Theorem 3.1, and their multiplicities in K 5p (x) are exactly 2. This completes the proof.
The remaining irreducible quadratic factors
For p = 379, the polynomials H −91 (x), H −84 (x), H −96 (x) all have the factor H −91 (x) ≡ x 2 + 114x + 51 in common (mod 379), and this factor occurs to the power 6 in the factorization of K 5p (x). Thus, the factorization formula in Theorem 2.1 does not hold for p = 379 (barely!). By factoring the supersingular polynomial ss 379 (x) (mod 379) and comparing with the factors and multiplicities of Φ 5 (x 379 , x) (mod 379), it can be checked that
This agrees with the fact that h(−5 · 379) = h(−20 · 379) = 48. Therefore, the condition p > 379 in Theorem 2.1 is sharp.
Moreover, there are 22 primes p < 379 which do not occur in any of the factorizations in the proof of Theorem 2.1, and which do not divide the differences For these primes all the arguments in the proof are valid. This implies the following.
Corollary 2.2. The assertion of Theorem 2.1 also holds for all 22 primes in the set S.
Equating degrees in the congruence of Theorem 2.1 yields the following formula. Let
so that a p = 1, 2, 4 according as p ≡ 1 mod 4, or p ≡ 3, 7 mod 8.
Theorem 2.3. For primes p ∈ S and for p > 379, the following formula holds:
The factors X 2 + a i X + b i of J p (X) in this theorem, whose count is N p , occur to only the first power in Φ 5 (X p , X) over F p . See [18, pp. 78, 83, 91, 92] . This yields an easy way of distinguishing them from the other factors
To prepare the next step in the proof, we solve the equation
algebraically, using the cubic resolvent for g(x − a 4 ):
The roots of this cubic are
where ε i = ±1 and an odd number of the ε i are +1.
Let the roots ρ i be numbered as follows:
Straightforward calculation shows that
We also note that ρ 3 = −1/ρ 1 and ρ 4 = −1/ρ 2 . Thus, the factors of the form k(x) in Theorem 1.1B and C come in pairs of factors, whose product has the form g(x). Note also that the roots of g(x) are invariant under
.
The calculations of [15] imply that E 5 (b) is isogenous to E 5 (τ (b)) by an isogeny φ of degree 5, for the following reason. By [15, p. 259] , there is an isogeny ψ :
) by an isomorphism ι, since these two curves have the same j-invariant, namely
Composing the isogeny ψ with this isomorphism ι gives the isogeny φ = ι • ψ.
) be the isogeny defined above, and let φ :
, where α ∈ Aut(E 5 (b)) and [5] is the multiplication-by-5 map on E 5 (b). Thus, if j(E 5 (b)) = 0, 1728, α = ±1 and φ = ±φ, whereφ is the dual isogeny of φ.
Proof. The following formula from [19] gives the X-coordinate on E 5 (b) for a point P of order 5, which does not lie in (0, 0) :
A calculation on Maple shows that
Then the above formula for ι gives X 2 = ι(X(ψ(P ))) = 0. Hence, the point [5] . Since this is also the kernel of the multiplication-by-5 map on Remark. The minimal polynomials of the only values of b, for which j(E 5 (b)) = 0, 1728, divide the respective polynomials
The quartic factor of c 6 (x) only has the form of g(x) in characteristic l > 5 if l = 7, and c 4 (x) never has the form of g(x), for characteristic l > 5. Note also that the discriminants of these quartic polynomials are only divisible by the primes 2, 3, 5, so neither can be the square of a factor of the form k(x), for p > 5.
Suppose that l ≡ 1, 4 mod 5 and g(x) factors into irreducible quadratics over F l of the form given in Theorem 1.1B or C, with r = ε 5 (s − 1). In this case λ ∈ F l 2 , so ψ is certainly defined over F l 2 . An easy calculation shows that τ permutes the roots of x 2 + rx + s and therefore τ (b) = b l over F l , since τ (b) = b are conjugates over F l . (The only exception to this is k(x) = x 2 + (11 + 5 √ 5)x − 1, whose roots are the fixed points of τ (x). The square k(x) 2 has the form of the polynomial g(x) when l ≡ ±1 mod 5; but
whereφ is the isogeny from Lemma 3.1, obtained by replacing b by τ (b) = b l in the formulas for φ (and leaving √ 5 fixed). By Lemma 3.1 and the above remark,φ • φ = ± [5] , so that µ 2 = ±5l in End(E 5 (b)) (using that E 5 (b) is supersingular; see [6, pp. 86-87] ). But End(E 5 (b)) is a definite quaternion algebra, so that µ = φ l satisfies µ 2 = −5l and µ = ± √ −5l. The same conclusion holds if r =ε 5 
On the other hand, suppose that l ≡ 2, 3 (mod 5), and assume g(x) is an irreducible factor ofĤ 5,l (X) = 0 over F l . In this case the isogeny φ is defined over
In the first case, the isogenyφ :
can be obtained by replacing b byτ (b) in the formulas forφ. If the coefficients c inφ are replaced by c l 3 , this doesn't result inφ, but in an isogenyφ taking
However, it is still the case that ker(φ) = (0, 0) in E 5 (τ (b)). Hence, if µ =φ l , we have that µ ∈ End(E 5 (b)), and the endomorphism µ 2 given by
still has the kernel E 5 (b) [5] . As in the proof of Lemma 3.1, we conclude that µ 2 = −5l in End(E 5 (b)) (in characteristic l > 7). A similar argument works ifτ (b) = b l . This proves the following. 
The factors k(x) = x 2 +(11±5 √ 5)x−1 mentioned above are also covered by the statements in these two theorems, since We start with the case l ≡ 2, 3 mod 5. Define
First, 20 = 0 for the prime l, so we can ignore F 20 (x) for these primes. For the linear class equations, we have
The factor (x 2 +1) 2 is a reducible polynomial of the form g(x), while the last three quartics are irreducible polynomials of the form g(x) in characteristic zero. These polynomials are denoted by Q d (x) in [20, Prop. 4.1] , and are irreducible factors of F d (x) of degree 4h(−d), for any d > 4 satisfying d ≡ ±1 (mod 5). The discriminants of these three quartics are, respectively, disc(Q 11 (x)) = 2 12 5 3 11 2 , disc(Q 16 (x)) = 2 6 3 4 5 3 11 4 , disc(Q 19 (x)) = 2 12 3 4 5 3 19 2 .
If d = 1 for a prime l > 19, then their reductions (mod l) must dividê H 5,l (x). But [15, Thm. 6.2] asserts thatĤ 5,l (x) can only have irreducible factors which are either quartic or x 2 + 1. If one of these factors were reducible (mod l), then it would have to factor as (x 2 + 1) 2 (mod l), which is impossible for l > 19. Hence, each of these quartics yields an irreducible g(x) mod l for any prime l for which the corresponding d = 1.
On the other hand, the remaining polynomials in the above factorizations are not divisible by polynomials over F l of the form g(x) for large enough primes, by the following argument. This is obvious for the quartic factor of F 4 (x), when l does not divide 11 · 18 + 2 − 74 = 2 · 3 2 · 7. If
is divisible (mod l) by a factor of the form g(x) = x 4 +tx 3 +(11t+2)x 2 −tx+1, then since x 8 f 11 (−1/x) = f 11 (x) and x 4 g(−1/x) = g(x), we can write
Then g(x) | f 11 (x) impliesg(x) |f 11 (x) (mod l). On the other hand, the remainder on dividingf 11 (x) byg(x) is
If this is 0 (mod l), then l must divide the resultant of the coefficients in t, which is
Res t (−t 3 +54t 2 −648t, −11t 3 +469t 2 −3128t−8624) = −2 17 7 3 ·11·13·19·43.
It follows that f 11 (x) contributes no irreducible factors of the form g(x) toĤ 5,l (x), for l > 43. The same argument works for the 8-th degree factors f 16 (x) and f 19 (x) in the above factorizations, since the corresponding resultants are
Res t (−t 3 + 40t 2 − 144t, −11t 3 + 315t 2 + 666t + 15876) = 2 6 3 9 7 3 · 19 · 43 · 67;
This proves that there is one irreducible factor of the form g(x) dividinĝ and its conjugate over Q. Since −3 l = +1, these two factors give two irreducible factors of the form g(x) mod l, when l > 19, the largest prime dividing disc(Q 24 (x)). On the other hand, transforming f 24 (x) as we did above to yield the 8-th degree polynomial
We compute that Res t (A 24 (t), B 24 (t)) = −2 47 3 23 13 4 17·19 5 23 3 37·41·43 2 47·61·67·71·89·109·113.
Hence, F 24 (x) contributes exactly 2 = deg(H −24 (x)) irreducible quadratics of the form g(x), for l > 113, when 24 = 1.
The same pattern of argument works for the remaining integers in the set {24, 36, 51, 64, 91, 99}. For each such d, F d (x) contributes exactly 2 = deg(H −d (x)) irreducible quadratics of the form g(x), for primes l greater than the largest of the primes dividing the corresponding resultants
is the remainder on dividing the corresponding 8-th degree polynomialf d (x) byg(x). The results are given in Tables 1 and 2 . Table 1 contains the quartic polynomials which are factors of each Q d (x) and reduce to polynomials of the form g(x) mod l, and Table 2 lists the factorizations of the resultants R(d). Table 3 contains the discriminants of the polynomials Q d (x).
A similar argument works for d = 84 and d = 96. The condition 84 = 1 implies that −84
hence l ≡ 3 (mod 4) and
Thus, the polynomial listed in Table 1 for d = 84 reduces to an irreducible g(x) (mod l), and for l > 79, taking its conjugates (over Q) gives four distinct quartic factors ofĤ 5,l (x) of this form. A similar argument applies for d = 96, since in this case
in order for 96 = 1, which implies once again that l ≡ 3 (mod 4) and
To complete the argument in these cases, we transform the cofactor f d (x) in the factorization F d (x) = Q d (x)f d (x), obtainingf d (x) of degree 16, and divide byg(x) to obtain the remainder r d = A d (t)x + B d (t), as before. Then 5 23 3 37 · 41 · 43 2 47 · 61 · 67 · 71 · 89 · 109 · 113 36 2 52 3 10 7 11 11 6 19 3 23 · 31 · 43 2 · 67 · 71 · 79 · 83 · 107 · 127 · 139 · 151 · 163 ·167 51 −2 75 3 24 7 11 17 2 · 31 · 37 · 47 2 53 · 59 · 61 · 79 · 83 · 139 · 163 · 179 · 211 64 2 14 3 34 7 12 11 3 19 5 · 23 · 31 2 43 2 · 59 · 67 · 79 · 127 · 139 · 151 · 163 · 167 · 211 ·223 · 283 · 307 91 2 74 3 37 7 7 11 3 13 4 · 17 · 37 · 61 2 · 67 · 71 · 103 · 109 · 139 · 151 · 163 · 283 · 331 ·379 99 2 75 7 11 11 · 13 4 17 · 19 3 29 3 41 2 43 2 · 61 · 79 · 83 2 · 107 2 · 109 · 127 · 139 · 211 ·227 · 283 · 307 · 347 84 2 192 3 84 7 24 13 22 29 10 43 8 47 5 53 · 59 5 61 3 67 3 73 2 79 2 83 5 97 3 · 113 · 127 · 131 2 · 137 ·149 · 151 · 157 · 163 · 167 2 · 181 · 197 · 211 2 · 227 · 229 · 233 2 · 241 · 281 · 311 ·313 · 317 · 331 · 349 · 379 · 383 · 389 · 397 · 401 · 409 96 −2 104 3 89 13 22 17 6 19 14 23 12 37 7 41 6 43 8 47 4 61 6 67 7 71 2 · 89 · 109 3 113 2 137 2 139 4 · 163 ·167 · 211 · 229 · 239 · 257 · 263 2 · 277 2 · 281 · 283 · 307 · 331 · 349 · 353 · 359 ·373 · 379 · 383 · 397 · 401 · 421 · 431 · 449 the resultant R(d) for these two cases is given in Table 2 . Moreover, we only need to exclude the primes in bold in Table 2 , since the non-bold primes have d = 0. Keeping Theorem 2.1 and Corollary 2.2 in mind, this proves the following. If we prove that each of the remaining factors (X 2 +a i X+b i ) 2 in Theorem 2.1 contributes only one irreducible factor of the form g(x), then this will prove Theorem 1.1A for l ∈ S or l > 379. Namely, the above discussion gives exactly N = 1 4 deg(K 5l (X)) = h(−5l) We turn now to the primes l ≡ 1, 4 (mod 5).
Proposition 4.2. If l ≡ ±1 (mod 5) and l > 79, then for d ∈ T, the polynomial g d (x) in Table 1 is a product of two irreducible polynomials over Proof. This follows from the computations at the beginning of Section 3, according to which the roots of g d (x) are linear combinations of the squareroots
Each of the Θ i lies in F l , for primes l ≡ ±1 (mod 5), and none is zero in F l , since the largest prime factor of any value N Q (a) in Table 4 is 19, and the largest prime factor of any value N Q (a 2 − 44a − 16) is 79. Moreover, the final column in Table 4 shows that in every case,
so that −Θ 1 is always a quadratic nonresidue (mod l). Hence, one of −Θ 2 and −Θ 3 is a quadratic residue, and one is a quadratic nonresidue. If −Θ 2 is a quadratic residue, then
are factors of g d (x) over F l with r =ε 5 (s − 1) and r =ε 5 (s − 1); while if −Θ 3 is a quadratic residue, then
are factors of g d (x) over F l with r = ε 5 (s − 1) and r = ε 5 (s − 1). These factors are irreducible over F l in every case, since the Pellet-Stickelberger-Voronoi Theorem (see [6, Appendix] ) implies that g d (x) has an even number of irreducible factors. This is because disc(g d (x)) = 125a 2 (a 2 − 44a − 16) 2 is always a square in F l , and the PSV Theorem says that
where r is the number of irreducible factors (mod l). We know that r ≥ 2. If r = 4, then all the roots ρ i ∈ F l , implying that all the numbers −Θ i would be squares (mod l), which is not the case. Therefore, r = 2 and we get two distinct factors of the form k(x) = x 2 + rx + s satisfying the required conditions, for each factor g d (x) in Table 1 . This proves the proposition.
When l ≡ 3 mod 4, the factor k(x) = x 2 + 1 divides F 4 (x), and is certainly a factor ofĤ 5,l (x). Moreover, in this case 20 = 1, and F 20 (x) is divisible by Q 20 (x) = x 4 + 22x 3 − 6x 2 − 22x + 1 = (x 2 + (11 + 5 √ 5)x − is the real subfield of the field Q(ζ 20 ) (see [21, p. 6] ). It corresponds by class field theory to the congruence subgroup H = {±1 mod 20} ⊂ (Z/20Z) × . If l ≡ 3 (mod 4) and l ≡ 4 (mod 5), then l ≡ 19 (mod 20) so the polynomial Q 20 (x) splits, and d = 20 yields no factors of the form k(x).
On the other hand, if l ≡ 3 (mod 4) and l ≡ 1 (mod 5), then l ≡ 11 (mod 20), and l has order 2 modulo H, implying that Q 20 (x) is a product of two irreducible polynomials (mod l). Thus, d = 20 yields two factors of the form k(x), when l ≡ 1 (mod 5).
Aside from the quadratic factors of Q 20 (x), the factor k(x) = x 2 + rx + s always occurs with its companionk(x) = 1 s x 2 k(−1/x) = x 2 − r s x + 1 s , such that k(x)k(x) = g(x) is a polynomial of the form g(x). Since the roots of each cofactor f d (x) are stable under the mapping x → −1/x, the previous calculation shows that none of these cofactors are divisible by a polynomial of the form k(x), for l ∈ S or l > 379. It is only necessary to check that f 20 (x) is also not divisible by a polynomial of the form g(x) modulo any of these primes, and this follows from the entry R(20) in Table 2 .
If we can show that each of the factors (X 2 + a i X + b i ) 2 in Theorem 2.1 yields two factors of the form k(x), then we can complete the proof of Theorems 1.1B and C as follows. For each of the factors H −d (X) 4 d with d = 4, we have 2deg(H −d (X)) factors of the form k(x). By the above comments, this gives a total of
factors of the form k(x), where δ l,1 = 1 if l ≡ 1 (mod 5) and is 0 otherwise. But this latter expression equals
where the last equality follows from 4 = 20 . This equals a l 2 h(−5l) if l ≡ 1 (mod 4); a l 2 h(−5l) − 3 if l ≡ 3 (mod 4) and l ≡ 4 (mod 5); and a l 2 h(−5l) − 1 if l ≡ 3 (mod 4) and l ≡ 1 (mod 5). This yields the formulas of Theorem 1.1B and C, for l ∈ S or l > 379. 5 Values of r(τ ) over Q( √ −5l)
In this section we prove that each factor (X 2 + a i X + b i ) 2 in Theorem 2.1 yields at least one factor of the form g(x), or two factors of the form k(x), for the appropriate congruence conditions on l. Let r(τ ) denote the Rogers-Ramanujan continued fraction:
See [1] , [2] , [13] .
Proposition 5.1. (a) If l ≡ 3 (mod 4) and
then ρ 1 = r(τ 1 ) 5 is a real algebraic number of degree 2h(−5l) over Q, contained in the ray class field Σ ℘ 5 , where ℘ 2 5 ∼ = 5 in K = Q( √ −5l). Moreover, Σ ℘ 5 = K(ρ 1 ).
(b) Let f = 1, if l ≡ 1 (mod 4); and f = 2, if l ≡ 3 (mod 4). If
then ρ 2 = r(τ 2 ) 5 is a real algebraic number of degree 2h(−20l) over Q, contained in the class field Σ ℘ 5 Ω f . Moreover, Σ ℘ 5 Ω f = K(ρ 2 ).
Proof. (a) We first recall the identity
where η(τ ) is the Dedekind η-function. From Schertz [25, p. 159 ], applied to the function η(w/5) η(w) 6 γ 3 (w) 2 , with w = 5τ 1 , we have that λ = η(τ 1 ) η(5τ 1 ) 6 ∈ Σ, the Hilbert class field of K, and q(r 5 (τ 1 ), λ) = r 10 (τ 1 ) + (11 + λ)r 5 (τ 1 ) − 1 = 0.
The discriminant of the quadratic q(x, λ) =
using the fact that λ ∼ = ℘ 3 5 from Deuring's treatise [12, p. 43 ] and that 125 = 5 3 ∼ = ℘ 6 5 . Now ℘ 5 is unramified in Σ/K, so is not the square of a divisor in Σ. It follows that q(x, λ) is irreducible over Σ, so that ρ 1 generates a quadratic extension of Σ. Also,
is real, so that r(τ 1 ) 5 ∈ R.
Now by Thm. 15.16 in [9] (a result of Cho [7] ), the fact that r 5 (τ ) lies in the field F 5 of modular functions for Γ(5) implies that r 5 (τ 1 ) ∈ L O K ,5 = Σ 5 , where Σ 5 is the ray class field for the conductor f = (5). On the other hand, [Σ 5 : Σ] = ϕ K (5) 2 = 10, and therefore ρ 1 generates the unique quadratic subfield of Σ 5 /Σ, which is Σ ℘ 5 . In particular, Q(ρ 1 ) ⊆ Σ + ℘ 5 , the real subfield of the normal extension Σ ℘ 5 /Q. Note that [Σ + ℘ 5 : Q] = 2h(−5l). Further, the quantity j(τ 1 ) is determined by the identity j(τ ) = (r 20 − 228r 15 + 494r 10 + 228r 5 + 1) 3 r 5 (1 − 11r 5 − r 10 ) 5 , r = r(τ ). (5.1)
Hence, j(τ 1 ) ∈ Q(r 5 (τ 1 )), so that ρ 1 = r 5 (τ 1 ) has degree h(−5l) or 2h(−5l) over Q. Since ρ 1 / ∈ Σ + = Q(j(τ 1 )), the latter must hold. Finally, the fact that ρ 1 is real implies that K(ρ 1 ) = KQ(ρ 1 ) = KΣ + ℘ 5 = Σ ℘ 5 . This completes the proof.
(b) The same arguments work for part (b), if Σ, Σ 5 and Σ ℘ 5 are replaced everywhere by Ω 2 , Σ 5 Ω 2 and Σ ℘ 5 Ω 2 , when l ≡ 3 (mod 4). In this case, L O K ,5 is also to be replaced by L O 2 ,5 , where O 2 = R −20l is the order of discriminant −20l in K and h(−20l) is its class number.
In the next lemma we use the following notation from [20, p. 1184 ]. Let
From [20, pp. 1180, 1184] we have and z 1 + 11 ∼ = ℘ 3 5 , and this value is
Proof. This is proved as in Lemma 2.2 in [20] . The proof here, in the situation that 5 | d, differs only in how the contradiction is obtained. In the proof given in [20] , I derived the equations t 5 + 5t 4 + 15t 3 + 25t 2 + 25t + 125 z 1 + 11 = 0, t 6 = 5 3 z 2 + 11
assuming that there is some value z 2 ∈ Ω f different from z 1 = z(τ ) σ −1 for which J(z 2 ) = J(z 1 ) and z 2 + 11 ∼ = z 1 + 11. In the present situation, 5 ∼ = ℘ 2 5 in the field K = Q( √ −5l), and ℘ 5 is unramified in the field Ω f (= Σ or Ω 2 ). The assumptions on z 2 imply that t 6 ∼ = ℘ 6 5 , and therefore t ∼ = ℘ 5 . Furthermore, if p is a prime divisor of ℘ 5 in Ω = Ω f (t), then p divides the algebraic integer t, which implies in turn that
But then p 5 | 125 3 5 , which implies that p 2 | ℘ 5 , so that ℘ 5 is ramified in Ω /K. Let e ≥ 2 denote the ramification index of p over ℘ 5 . Then p e ||t. But this implies that p 5e | θ, while p 3e exactly divides 125 z 1 +11 = −θ. This contradiction establishes that no such z 2 , distinct from z 1 , exists. ) with norm N (a) = 5+l 4 and ℘ 5 a with norm N (℘ 5 a) = 5 2 +5l 4 . In this case, we have that
When l ≡ 1 (mod 4) or l ≡ 3 (mod 4) and f = 2, −1
are basis quotients for the ideals l = (l, √ −5l) and ℘ 5 l = (5l, √ −5l) = ( √ −5l), respectively. Let a denote the ideal l in this case, so that ℘ 5 a ∼ 1 (mod f ). It is clear that l ∼ ℘ 5 in K, so we also have a ∼ l when l ≡ 3 (mod 4) and f = 1.
The same arguments as above show that the quantities r 5 (−1/(5τ k )) are quadratic over Ω f and lie in Σ ℘ 5 Ω f ; this also follows from the identity
and therefore also
Note that λ = λ −1 5τ k = 5 3 λ(τ k ) by the transformation formula η(−1/τ ) = τ i η(τ ). Thus, λ and λ are conjugate values over K and
where the modular function j * 5 (τ ) is defined by
as in [22] (see also [21] ). This, together with the proof of Proposition 5.1, implies that
divides the minimal polynomial of r 5 (τ k ) over K.
However, a ∼ ℘ 5 (mod f ) implies that σ a = σ ℘ 5 and σ a has order 2. Then
is the minimal polynomial of ρ k = r 5 (τ k ) over L. The fact that the coefficients of g(x) are linear expressions in j * 5 (τ k ) implies that L = K(j * 5 (τ k )) with σ ℘ 5 = Gal(Ω f /L). It follows from Artin Reciprocity that a prime ideal p of K splits in L if and only if p ∼ 1 or ℘ 5 (mod f ). In particular, l ∼ ℘ 5 (mod f ), so that: l splits in the field L.
If q is any prime divisor of l in L, then j * 5 (τ k ) (mod q) lies in the prime field F l , so that the coefficients of g(x) (mod q) also lie in F l .
If l ≡ 2, 3 (mod 5), then l 2 = (l) implies that l has order 4 in the ray class group C ℘ 5 modulo ℘ 5 in K. If l ≡ ±1 (mod 5), then l has order 2 in C ℘ 5 . In the first case, a prime divisor q of l in L is inert in Σ ℘ 5 Ω f , so that g(x) is irreducible over the completion L q , and therefore factors mod q as a power of an irreducible polynomial over R L /q ∼ = Z/lZ. In the second case, q splits into two primes of relative (and absolute) degree 2 in Σ ℘ 5 Ω f , so that g(x) splits into two irreducible quadratics over L q . (See [14, pp. 288-289, 292] .) Now consider the polynomial G(x, j) from [21, Section 2.2]:
Let j 1 = j(τ k ) σ and j 2 = j(τ k ) σ℘ 5 σ be two conjugate roots of H −d (X) (d = 5l or 20l) over the field L (for some σ ∈ Gal(Σ ℘ 5 Ω f /K)). Then ρ σ k has the minimal polynomial q(x, λ σ ) over Ω f from the proof of Proposition 5.1. The identity (5.1) implies that ρ σ k = r 5 (τ k ) σ is a root of G(x, j 1 ) = 0, so that
Let p be a prime divisor of l in Ω f , and q the prime below p in L. If j 1 ≡ j 2 (mod p), and neither j i is 0 or 1728 (mod p), then g(x) σ mod q ∈ F l [x] is a quartic dividingĤ 5,l (x) (mod q), since l | −d implies that the j-invariants j i reduce to supersingular j-invariants, which must be roots of J l (t) over F l . For this we are using [15, Prop. 5.5] , according to whichĤ 5,l (x) can be expressed as a product of factors G(x, j) over the roots j of J l (t), times certain factors corresponding to j = 0 and j = 1728. (See the argument in Section 6 below concerning the polynomials G(x, j) and F (x, j).)
If l ≡ 2, 3 (mod 5), then the irreducible factors ofĤ 5,l (x) (mod l) are either x 2 + 1 or quartic. Now, g(x) σ ∈ L q [x] is irreducible, and can only have a quadratic factor modulo q if it is congruent to (x 2 + 1) 2 . ButĤ 5,l (x) has no repeated factors, so g(x) σ must remain irreducible modulo q. Hence, g(x) σ ≡ x 4 + ax 3 + (11a + 2)x 2 − ax + 1 (mod q) is an irreducible factor of H 5,l (x) over F l .
In particular, this holds if j 1 and j 2 are two distinct roots mod p of the factor X 2 + a i X + b i of H −d (X) in Theorem 2.1. This is because this quadratic is irreducible (mod l), so it arises by reduction from roots j i which are conjugate over L, since L is the decomposition field of l in Ω f /K (l has order 2 in the class group mod f of K). It follows that the factor (X 2 + a i X + b i ) 2 contributes at least one irreducible factor of the form g(x) toĤ 5,l (x) over F l , when l ≡ 2, 3 (mod 5).
On the other hand, if l ≡ ±1 (mod 5), then the irreducible factors of H 5,l (x) are linear or quadratic. Since g(x) σ mod q dividesĤ 5,l (x), then g(x) σ splits either as a product of two distinct quadratics or four distinct linear polynomials (mod q), by the proof of Proposition 4.2. However, the latter cannot happen, by Hensel's Lemma, because g(x) σ is a product of irreducible quadratics over L q . Hence, g(x) σ factors as a product of two irreducible quadratics (mod q). Now setting λ 1 = λ σ and a = j * 5 (τ k ) σ = 22 + λ 1 + 5 3 λ −1
It follows that, in the notation of Section 3, −Θ 1 is not a square in L, because
Since σ l is the Frobenius automorphism for l in Ω f /K, this equation implies that the quadratic residue symbol
The terms on either side of (5.2) are nonzero (mod q), because a 2 − 44a − 16 is a factor of the discriminant of g(x) σ ; and we have shown above that g(x) σ has no multiple factor (mod q). Now the proof of Proposition 4.2 shows that g(x) σ ≡ k 1 (x)k 2 (x) (mod q) factors into two polynomials of the form k i (x) = x 2 + r i x + s i , where r i , s i satisfy the relation of that proposition.
Hence, when l ≡ ±1 (mod 5), there are at least two distinct factors of H 5,l (x) of the form k(x) arising from the factor (X 2 + a i X + b i ) 2 in Theorem 2.1.
Completion of the proof
It remains to show that there are no other factors of the form g(x) (l ≡ 2, 3 mod 5) or k(x) (l ≡ 1, 4 mod 5) arising from a given factor (X 2 + a i X + b i ) 2 of H −d (X) in the product of Theorem 2.1, for d = 5l or d = 20l. The same arguments as in [18, Lemma 4.2] show that H −5l (X) and H −20l (X) are both squares (mod l), in the case l ≡ 3 (mod 4), so that the factor (X 2 +a i X +b i ) 2 only divides one of these class equations (mod l). In this part of the proof we use the notation and remarks from [21, Section 2.2] . In particular, we use the linear fractional maps S(x) = ζx, T (x) = −(1+
x−1−ζ 4 from that paper (ζ a primitive 5-th root of unity). These are all elements of the icosahedral group G 60 .
We shall use the fact that a factor ofĤ 5,l (x) of the form k(x) = x 2 +rx+s, satisfying r = ε 5 (s−1), has (nonzero) roots α 5 and β 5 satisfying the equation
Since there is at least one such factor, we can choose a fixed α satisfying this equation, which is unique up to multiplication by a power of ζ. Since, moreover, (α, β) and (−1/α, −1/β) are also solutions of this equation, it is clear that for M in the group G 10 = S, U , the pairs (M (α), M (β)) are solutions of (6.1) for which M (α) 5 = α 5 or −1/α 5 , the latter quantity being a root of the companion polynomial
Since the roots of G(x, j) = 0 have the form M (α), for a single root α and M ∈ G 60 (the icosahedral group, see [21] ), a second factor of the form g(x) or k(x) (distinct fromk(x)) dividing G(x, j) would yield a solution (α , β ) of (6.1), where α = M 1 (α) is not in the orbit G 10 α and β = M 2 (β) ∈ G 10 β. This suffices to prove what we need, since any factor of the form g(x) or k(x) has roots that are invariant under τ (x) = −x+ε 5 ε 5 x+1 , and this map takes
Thus, any factor of the form g(x) or k(x) dividing
over F l will also divide G(x, j) (crucially, for the same value of j). See [21, Section 2.2].
The relations
along with the fact that the elements S i A j are coset representations for the left cosets of T, U in G 60 , implies that the right cosets of G 10 in G 60 are G 10 T i A j , for i = 0, 1 and j = 0, 1, 2. To prove that only one factor of the form g(x), or two factors of the form k(x), correspond to the factor (X 2 + a i X + b i ) 2 , we consider the equation
for pairs of elements of the form M = T i A j , where i, j are not both 0. We compute the resultants
where p d (x) is the polynomial defined in [20] (see Tables 1 and 2 in that paper) and p 4 (x) = x 2 + 1. From [20] , p d (x) divides
The factors x(x 2 + x − 1) divide x(x 10 + 11x 5 − 1) and can be ignored. Thus the solution (α, β) arises from one of the factors H −d (X) 4 d , for d ∈ T. If ε d = 1, this shows that no solution of (6.1) of the form (T (α), T (β)) can arise from the same factor (X 2 + a i X + b i ) 2 in Theorem 2.1 that (α, β) does, since they correspond to non-conjugate j-invariants over F l . If d = 84 and d = 0, then factors of H −84 (X) (mod l) can occur separately in the final product in Theorem 2.1. Considering the case d = 84 in the proof of Theorem 2.1 and the computations in Table 2 , we must show that these factors, so far as they occur for l ∈ {389, 397, 401, 409}, each yield only one factor of the form g(x) (or two of the form k(x)). (The prime 383 can be ignored for d = 84 in Table 2 , since it does not divide a N (Q(u, v)) in the proof of Theorem 2.1.) For example, the unique factors of the form g(x) coming from H −84 (X) corresponding to these four primes are: Each of these polynomials divides the cofactor f 84 (x) of Q 84 (x) in F 84 (x), in the notation of Section 4. In particular, this shows that only one of the quadratic factors of H −84 (X) over F l can divide K 5l (X) for these primes, since we know from Section 5 that each distinct quadratic factor would yield a different g(x) or pair of polynomials k(x) dividingĤ 5,l (x). (Note: the only primes in the set S which are listed for d = 84 in Table 2 so that these two products account for the remaining integers d in the set T. Furthermore, the resultant norms
coincide with N Q (R A,A ) above, while the resultant norms
coincide with N Q (R A,T A 2 ). This accounts for all 10 pairs.
Because the polynomials p 96 (x), q 96 (x) appear as factors of the above resultants, we also need to check that quadratic factors of H 96 (X) over F l yield at most one factor of the form g(x) or two of the form k(x) for the primes l = 383, 397, 401, 421, 431, 449 in Table 2 , since 96 = 0 for these primes. (The primes 383, 431 can be ignored, because H −96 (X) splits completely for them, as it does for the primes 167, 239, 263, 359. The latter are the primes in S listed in Table 2 for d = 96.) This is the same calculation that we performed above for d = 84. We find: This verifies what we need. We must also account for possible simultaneous solutions of α 5 + β 5 = ε 5 (1 − α 5 β 5 ),
and therefore must also consider the resultants R M 1 ,M 2 =Res y (x 5 + y 5 − ε 5 (1 − x 5 y 5 ), (c 1 x + d 1 ) 5 (c 2 y + d 2 ) 5 (M 1 (x) 5 + M 2 (y) 5 −ε 5 (1 − M 1 (x) 5 M 2 (y) 5 ))).
We check that this yields only the same solutions as before: 
When l ≡ ±1 (mod 5) we would need to do the same calculation for the polynomials k(x) = x 2 + rx + s with r =ε 5 (s − 1), and work with the conjugate equation α 5 + β 5 =ε 5 (1 − α 5 β 5 ). (6.2)
But these calculations follow from what we have already computed, since we can just apply the automorphism σ = (ζ → ζ 2 ) to the maps in G 60 , and this map switches (6.1) and (6.2) . This sends the group G 10 to itself, and replaces T by T σ = T 2 = U T and A by A σ = A −1 U = T A 2 . Since T σ A σ = T 2 A −1 U = T 2 A 2 U = T 2 T A 2 = U A 2 , and T 2 A j = U T A j , we obtain exactly the same polynomials on taking norms as before.
These calculations show that each of the factors (X 2 + a i X + b i ) 2 in Theorem 2.1 contributes exactly one factor of the form g(x) (respectively k 1 (x)k 2 (x)) to the factorization ofĤ 5,l (x) over F l , for l ∈ S or l > 379. This proves Theorem 1.1 for the primes l ∈ S ∪ {l : l > 379}.
The counts of quartic or quadratic factors for the primes satisfying 7 ≤ l ≤ 379 and l ∈ S are given in Tables 5-8 . The number N of such factors was counted by hand, after computingĤ 5,l (x) on Maple. In each case, N agrees with the formula of Theorem 1.1. This shows that Theorem 1.1 holds for all primes l > 5. 7 The degree of ss
The aim of this section is to prove Nakaya's conjecture [22, Conjecture 6] for N = 5, namely, that deg(ss (5 * ) p (X)) = 1 4 p − −1 p + 1 2 1 − −5 p , p > 5.
