The steel industry has great impacts on the economy and the environment of both developed and underdeveloped countries. The importance of this industry and these impacts have led many researchers to investigate the relationship between a country's steel consumption and its economic activity resulting in the so-called intensity of use model. This paper investigates the validity of the intensity of use model for the case of Iran's steel consumption and extends this hypothesis by using the indexes of economic activity to model the steel consumption. We use the proposed model to train support vector machines and predict the future values for Iran's steel consumption. The paper provides detailed correlation tests for the factors used in the model to check for their relationships with the steel consumption. The results indicate that Iran's steel consumption is strongly correlated with its economic activity following the same pattern as the economy has been in the last four decades.
Introduction
The steel industry has many impacts on the development of a country and its environment. The steel industry produces a great amount of CO2 emissions which has very harmful effects on the environment of the earth [1] , [2] . Steel is used for hard infrastructural building of countries, in a vast variety of industrial and household products, and in machinery and tools. According to the trends, since in the last few decades many countries tried to rebuild their infrastructure and economy after the vast destructions of the Second World War, the total metal consumption in the world including steel has increased significantly, from about 500 million tons in 1967 to about one and half billion tons in 2014 [3] , [4] . Due to this increase in steel production and consumption many researchers have recently studied its trends and the factors causing this intensification in steel consumption in different countries such as China [5] - [7] , United Kingdom's [8] , [9] , Korea [10] , Poland [11] , India [12] , Japan [13] , United States [14] and Australia [15] . As well as these trends being analyzed in each country individually, global steel demand has also been analyzed and conclusions have been made upon it [1] . Although many steel producing and consuming countries have been studied lately, some countries including Iran, have been disregarded and never studied.
Iran is one of the largest steel producers in the Middle East [3] with the annual steel production of about 25 million tons in 2018 (compare it to China, the world's largest producer and consumer, with 928 million tons per year) and the annual steel consumption of about 20 million tons in 2017 (compare it to China with 736 million tons per year). Iran has the goal of producing 55 million tons of steel by 2025 while it produced only 25 million tons in 2018. The most important fact beside these is that Iran is a developing country which has recently (about 4 decades) survived from a revolution and an 8-years of difficult war. During these years, Iran has been re-establishing and re-building its infrastructure. The steel production industry of Iran has an age about 4 decades and it is considered to be a young industry. In this paper we will focus on this country and its economy and see how these facts all contribute to the better understanding of the so-called intensity of use hypothesis first formulated and introduced by Malenbaum in 1978 [16] . According to the intensity of use hypothesis, there seems to be a relationship between steel consumption and economic activity of a country [8] , [10] , [11] . In another word, since metal intensive sectors of a country such as transportation, construction and manufacturing, consume steel in great proportions, the economic activity or the activity of these sectors has high impacts on the amount of steel consumed in the country [1] , [8] . Although these factors may vary from country to country, the basis of this hypothesis stays the same. According to the intensity of use hypothesis, the consumption of steel in a country is a function of the development of its industry, income of its population and the demand for the products produced by steel in that country [1] .
The validity of the intensity of use hypothesis has been tested for many countries in various studies. It is proved that the accuracy of the intensity of use hypothesis or the existence of relation between steel consumption and economic activity depends on characteristics of each country and the historical records (such as political and economic fluctuations or sudden cataclysms like wars or evolutions) of the period for which the hypothesis is being validated.
For the United Kingdom's, a long time stationary equilibrium relationship between economic activity and steel consumption is examined in [8] based on the intensity of use hypothesis with fractionally integrated and cointegrated processes which enable the possibility of fraction in the equilibrium at occasional points in time. The results of this analysis proved that such a long term relationship exists for UK. For Korea also this relationship both in the form of long term and short term is checked in [10] using vector error correction and vector autoregression models based on the intensity of use hypothesis. The study proves that a long term equilibrium relationship exists between GDP and total steel consumption. For Poland, a customized model of intensity of use is developed in [11] and based on that, using regression, forecasts for steel consumption for five years were made. For China, a model of steel consumption is developed based on four major factors such as saturation levels, lifetime distributions, GDP and urbanization rate in [5] and it is proved that these factors affect steel demands both in long term and short term. Based on this model, estimations for the changes in steel demands were made. Also in [6] China's demand for steel importation is modeled by a Cointegration procedure and the results show that demand for importation of steel products which is a subset of total steel demand is strongly correlated with China's economic activity. For India Cointegration and Granger causality between steel consumption and economic growth is examined in a bivariate vector autoregression format in [12] and it is shown that although there is no Cointegration, there is a unidirectional Granger causality from economic growth to steel consumption, the fact that has been proved in most of the papers discussed above. For Japan also the intensity of use model is utilized to forecast steel consumption in Japan in [7] where authors consider six steel consuming industries as the main industries affecting the steel demand in Japan. Based on the forecasts made for each of these industries, an aggregate forecast is made for total steel consumption in Japan. For the United States and Australia the same analyses are performed respectively in [14] and [15] based on the intensity of use model. According to these studies, it is deduced that the intensity of use hypothesis is not always a rule of thumb. We may not be able to apply it to every country for every period of time. Investigating such a hypothesis, a country-specific model should first be developed and then the hypothesis gets tested given the developed model. In this paper we first test the validity of the intensity of use hypothesis for Iran, then we develop a model for Iran's steel consumption based on its economic activity. Finally, we predict Iran's steel consumption for the next couple of years by using the proposed model. This paper continues as follows. In the next section, we provide a description of support vector machines and how they perform the task of classification or regression. Then in section 3, we review the so-called intensity of use model and we check its validity for the case of Iran's steel consumption. Then section 4, describes our proposed model for Iran's steel consumption and in section 5, we use the developed model to train support vector machines to predict future values for Iran's steel consumption. Finally, section 6 concludes the paper.
Support Vector Machines
Support Vector Machines (also called Support Vector Networks or SVMs) in the form which is used nowadays were first invented by Vladimir N. Vapnik and Corinna Cortes in 1995 [17] . Although the main goal and motivation of this method was to perform a linear classification [18] - [20] , later it was used also to do a non-linear classification, regression analysis [21] - [25] , clustering [26] - [28] , and prediction [29] , [30] , [39] , [40] , [31] - [38] . This method always provides the global optimum solution while being robust. The method results in a programming problem called quadratic programming which is solvable without using other methods while the dimension of the problem is not very high.
To classify the data points, support vector machines construct a hyperplane or a set of hyperplanes with the dimension equal to the dimension of the problem. The goal is to achieve the best or optimal plane ( ) + that has the largest distance or margin from the nearest data points. Sometimes the data points are not linearly separable and thus it is needed to use a non-linear separator. Consider = { , } =1 where is the total number of datapoints, is the input datapoints and ∈ {1, −1} is the corresponding class of each datapoint. The SVM has the following optimization problem adapted form [28] , [29] :
where (. ) is the mapping to the high dimensional feature space, > 0 is the parameter controlling the tradeoff between training errors and model complexity, are the slack variables. To solve the problem a dual problem is formulated with the use of Lagrange multipliers .
where k is the kernel function ( , ) = ( ) ( ) for which in this paper Gaussian/RBF Kernel function is selected as shown below:
Solving the dual quadratic programming problem, results in a decision function for each datapoint as follows:
Support vectors are those datapoints for which is nonzero. Thus, ( ( )) simply defines the class of each datapoint. But this type of SVM only works when the problem is a classification type and the classes are nominal. In our specific problem we are trying to predict a continuous real value using predictors. In this case we need to use the regression type of SVMs called SVR or support vector regression. The principles of this method are completely similar to SVMs while SVR finds the optimal trend line for a given set of datapoints.
The parameter
in SVM or SVR needs to be given a value. Thus, SVR should be tuned with respect to this parameter. We will do so in section 5 of the paper.
Intensity of Use Model for Iran's Steel Consumption
The economic activity and consumption of steel of a country are tightly related to each other [10] , [11] , [16] . Based on this relationship, we can model a country's steel consumption as a function of specific measures of its economic activity [8] , [10] . The intensity of use hypothesis was first formulated by Malenbaum in [16] . According to this hypothesis, the intensity of use is defined as the amount of steel consumed per a nation's output as formulated below:
= .
(5)
The relationship in Eq. (5) can also be represented in the following form [8] :
where is the steel consumption in the year t, is the output of the country in the year t and and are constants. To check whether this relationship in Eq. (6) exists between Iran' steel consumption and GDP (both plotted in Figure 1 ), we take the natural log of both sides of the equation to linearize the relationship between and . This results in:
ln( ) = ln( ) + ln( ).
The relationship between and in Eq. (7) has now a linear form which makes it easier to be tested using the various tests. We apply linear regression on both time series and to check for a meaningful relationship or correlation between these two variables and to see if the linear relationship in Eq. (7) exist between these two variables. Table 1 contains the results for the regression analysis on the Eq. (7). The results in Table 1 including the very small p-value indicate strong evidence against the null hypothesis, rejecting the hypothesis that the two variables are not related. Figure 2 also shows the linear regression between ln( ) and ln( ) in Eq. (7) as well as the 95% confidence intervals.
Figure 2 Linear regression between Iran's Steel consumption and GDP (intensity of use model)
Beside the results indicated in Table 1 and Figure 2 , it is obviously clear from Figure 1 that these two trends have been changing with a similar pattern over the past 50 years. According to Figure 1 , there exist some unusual changes both in steel consumption and GDP that interestingly happened to both of the trends at the same period of time, first in 1970s and second in 1980s. Looking back to the historical events happened in Iran, there are two distinct events that are of interest: the first in 1970s was the revolution resulted in a change in the governing regime and the second in 1980s was an 8-years devastative war, both hindering the country from developing and building the infrastructure, incurring huge costs on the economy and also requiring the country to rebuild some infrastructures in the attacked cities. The cause for the sudden reduction in both steel consumption and GDP about the end of the 1970s is the change of the regime as it can easily hinder many sections of the country's economy.
The cause for the sudden increase both in steel consumption and GDP right at the end of the 1980s was the need for rebuilding infrastructure in the country and the need to produce more to compensate for what had happened in the previous decade.
Proposed Model for Iran's Steel Consumption
We already showed using regression analysis that a long-term relationship exists between Iran's steel consumption and economic activity in the last 50 years. It also seems that this relationship is going to last for some time while Iran is still building its infrastructure and developing. In this paper we focus on developing a model for the Iran's steel consumption that not only incorporates the intensity of use hypothesis but also takes into account other economic activities of the country. We propose our model based on the fact that steel is mostly consumed in specific industries and economic sectors of a country such as construction, shipbuilding, transportation and railways, petroleum, manufacturing such as machinery and automobiles, and home appliances and consumer durables, all metal intensive sectors of a country's economy [5] , [8] , [10] . These sectors of the economy are incorporated in our model by implementing the following list of economic indexes: The largest common period of the mentioned indexes for which the data is available is from 1967 to 2017. Figure  3 to Figure 10 depicts each index individually along with steel consumption over this period (due to the different units, data has been standardized). Similar to the case of Iran's steel consumption and GDP, there seems to be a relationship between each of these indexes and Iran's steel consumption. Majority of them seems to be changing with a similar pattern as the steel consumption's. To check this, we performed three different correlation analyses on each of the indexes. The results of these tests are provided in Table 2 . The table provides correlation coefficient of each test along with the statistic of the test, and significance of it as provided under the p-value column. According to this column for all tests, the null hypothesis (no correlation between the two variables) is rejected and therefore a correlation exists between the variables. Among the indexes studied in this paper, according to the results of the tests, rail lines, manufacturing and industry sectors of the Iran's economy have the highest correlation with steel consumption. This was expected as these three sectors are the ones that highly demands steel in large volumes (metal intensive sectors). Rail lines are a major way of transportation and logistics in a country and also an indicator of how much the cities in a country are connected to each other. The results of all tests are almost consistent for these three indexes.
GDP is also highly correlated to steel consumption which contributes to the so-called intensity of use model studied earlier in the paper. The reason behind this can be the fact that GDP is a general index of economy accounting for many sectors of the economy of a country. Urban population also seems to be highly correlated with the steel industry. This is due to the fact that urbanization has a great impact on steel consumption in a country, i.e., the larger the urban population is the more need will be for the infrastructure in the cities. This demands more steel to be consumed. Iran is one of the largest producers of oil in world and in the middle east. This industry consumes steel not directly but for the building of its infrastructure. A large proportion of Iran's GDP is also coming from oil exportations. The energy production can also be a great indicator of steel consumption in a country specifically a country like Iran which is still under development. Building the infrastructure for producing energy such as power plants, dams, wind turbines and so on requires steel. Table 2 clearly indicates that these indexes are correlated with Iran's steel consumption. We here state that not only can the GDP be used to model the steel consumption, but also other factors including the ones introduced in this section can be great indicators of steel consumption. These indexes are all economic-activity-indicators the same as GDP but for more specific sectors of the economy. In our steel consumption model, we incorporate all these factors at the same time each for the reasons mentioned above. In the next section of the paper, we use SVR to train this model and later predict future values for Iran's steel consumption using the trained model.
Iran's Steel Consumption Prediction Using the Proposed Model
Using the model proposed in the previous section that implements 8 indicators of steel consumption, we develop an SVR (support vector regression) model and train the SVR using the data available from 1967 to 2017. The data used for this purpose are all in the form of time series. These data are depicted in Figure 3 to Figure 10 . The time series seem to be not stationary and have trends. We need to check for these characteristics in advance and make the necessary transformations to make the time series stationary and trendless.
Time series pre-processing
Time series data often requires some preprocessing prior to being modeled with machine learning algorithms [41] . Typical characteristics of this type of data is having trends, not being stationary, or having seasonality. Each of these characteristics should be removed to prior to processing, using appropriate transformations. The series shown in Figure 3 to Figure 10 seems to have trends. Also, the stationarity of these series needs to be checked using proper tests. We used Augmented Dickey-Fuller (ADF) test [42] to check for the stationarity of the time series. A p-value less than 0.05 indicates the time series are stationary. We also performed Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test [43] to check for the stationarity of the series. It seems the results of KPSS tests are consistent with the ADF test. A p-value above 0.05 indicates that the time series is stationary in a KPSS test. Table 3 contains the results for these two tests for each of the series. These results indicate that the respective time series are not stationary, and they need to be transformed by differencing. We also performed Canova-Hansen test [44] and Osborn-Chui-Smith-Birchenhall test [45] for seasonality and their results indicate that the series are not seasonal.
In order to make the time series stationary, we perform differencing on each one. Differencing is to subtract each data point in the series from its successor [41] . The minimum number of differences required to make the series stationary is returned by the ADF test. The result for just the steel consumption series is depicted in Figure 11 compared to the original time series.
Figure 11 Iran's steel consumption time series before and after differencing and detrending
Although this paper is basically dealing with lots of time series as the input data, and lots of preprocessing techniques are developed and available in the relative literature [46] - [53] , digging into these techniques and implementing them for such short time series as in this paper are avoided due to short lengths of the times series used.
Predicting using SVR
In order to predict using SVR we first need to train the SVR using part of the data. We randomly partition 70 percent of the data into train set and the rest into the test set. We then use the train set to train the SVR with a linear kernel. The training is done using repeated cross validation with 10 folds repeated 3 times with parameter = 1.
The training results in an RMSE of 0.0668, R-squared of 0.942, and MAE of 0.0576. The testing using the same model results in an RMSE of 0.119.
In order to tune the SVR with respect to parameter , we train the SVR using a range of values for . The results indicate that the best value for is 1.5 as demonstrated in Figure 12 since it has the lowest RMSE among the rest. Using = 1.5 we test the SVR again and the testing results in an RMSE of 0.118 which is slightly lower than using = 1. The comparison between the actual values and predicted values for the test set is demonstrated in Figure 13 .
Figure 12 RMSE values as a function of parameter
We can use the final SVR model to predict future values for the steel consumption. We estimate future values for each of the eight predictors using linear regression and then use the estimated values to predict the future values for the case of steel consumption. The predictions for the next 10 years starting from 2018 are provided in Table  4 . Table 4 show that Iran's steel consumption will not be increasing rapidly. This can be an indicator of a slow growth in Iran's economy which could be due to the economic sanctions. This affects the rate of infrastructure building and improvement, slowing it down by a great factor and consequently decreasing the rate of steel consumption in the country. 
Conclusion
We investigated the validity of the intensity of use hypothesis for the case of Iran's steel consumption. Based on the intensity of use hypothesis, a relationship exists between a country's steel production and economic activity. GDP is one of the most common indicators of a nations economic activity. Based on the intensity of use hypothesis, steel consumption can be strongly related to the GDP. We investigated this by formulating the hypothesis for Iran's steel consumption and checked if these two are related or not. The results of the regression analysis of these two variables indicate that these two are strongly related to each other. Thus, the intensity of use hypothesis seems to hold for the case of Iran's steel consumption. Given this, we expanded the model in a way that includes more indicators of a country's economic activity by incorporating indexes such as manufacturing value added, industry value added, oil production, energy production, and rail lines. We checked the correlation between each of these factors and Iran's steel consumption, and results of the tests indicate that all these factors are strongly correlated to steel consumption. We developed a model using all these factors as predictors for the Iran's steel consumption and trained the model with SVR, a specific kind of SVMs. The tuned SVR can predict the future values for Iran's steel consumption using the proposed model.
The steel consumption and economic activity seems to have a complex behavior in countries that are still developing including Iran. In these countries, infrastructure is still being built and steel is being consumed for that. But for the case of Iran, it is different as Iran has experienced tough situation during the past 4 decades, a revolution resulting in a change in regime, an eight-year war that devastated the country's economy at the end, and recently economic sanctions. These incidents have had high impacts on the economy of the country, and this is noticeable in the trends of economic activity. These sudden huge changes make it difficult to understand the hidden patterns of the Iran's steel consumption though their impact on the economy and steel consumption is very clear. Iran's economy is suffering these days from many sanctions and this affects the steel consumption trend and other economic activities of the country making it very difficult to predict what happens to steel consumption in this country. We predict that Iran's steel consumption will suffer a slow-down in the years coming and despite the fact that it is increasing, the rate of this increase would gradually decrease until the steel consumption decreases in the next decade. If the economy of the country stays in the same way, the steel consumption would most probably go down.
Future studies can investigate the exact effects of these sanctions on the economic activities of this country as well as its steel consumption. Future studies can focus on incorporating more economic factors that implement the effects of the sanctions in the economy. Also, since the energy price for the industry section of the country is cheaper compared to many other developed countries in the world, we believe that the production of steel might also affect its consumption in Iran. This can also be investigated in future studies. Future studies can also focus on using other methods of prediction and also on how to weight each factors in steel consumption model.
