This paper investigates the tracking performance of the normalized least mean square (LMS) based distributed adaptive filters, where a set of filters are designed to estimate the unknown time-varying parameters or signals using noisy measurements in a cooperative way. We show that under a general connected topology, the tracking error covariances of the distributed filters can be approximately described and calculated by a simple, linear and deterministic matrix difference equation. Different from most of the existing results, we do not require the regression vectors to satisfy stationarity or independency assumptions, which makes our theory applicable to stochastic systems with feedback.
Introduction
With the rapid development of the miniature sensing technology and the communication technology, sensor networks have exhibited the advantages of flexibility, fault tolerance, and ease of deployment [1] , and thus, have wide applications in many practical situations, such as industrial process monitoring and control, machine health monitoring, and so on. Parameter estimation or system identification is one of the most important topics in system and control areas, and the least mean square (LMS) method is a basic algorithm to track a sequence of unknown time-varying parameters; See [2] - [4] for algorithms and theoretical analysis. However, for many complex systems, a single sensor may not be able to accomplish the estimation or filtering tasks because of its limited sensing and observation capability. It is natural to cooperate multiple sensors to design the estimation algorithms. Limited by the communication ability, the distributed adaptive filters where the sensors use the local observations to design the estimation algorithms are widely adopted. In comparison with the centralized algorithms where a fusion center is required to receive and process the information from all sensors, the distributed adaptive filters have some advantages, e. g., reduction of the communication and computation costs, robustness to partial node failures.
Over the last decade, a lot of efforts have been paid on the design and performance analysis of the distributed filtering algorithms. Since the consensus scheme usually embodies the cooperation of the sensors over the network, the consensus-based algorithms are widely used. For the case where the regression vectors used in the filtering algorithms are deterministic, some theoretical analyse have been carried out, see, e.g., [5] - [8] . For the case of stochastic regression vectors, some theoretical results are also obtained, see [9] - [13] . However, in almost all existing results, the stationarity and independency assumptions of the regression vectors are used.
It is worth pointing out that the stationarity and independency assumption are idealizations of the regression vectors for the complicated practical systems. For feedback closed-loop stochastic control systems (cf., [14] ), the stationarity and independency assumptions of regression vectors are not satisfied because the input and output constitute the regression vectors, and the outputs are usually generated from a set of highly nonlinear and stochastic equations, and thus, are correlated.
In this paper, we focus on the normalized diffusion least mean-square algorithm (DLMS) introduced in [10] , and provide the performance approximation of the algorithms without imposing stationary and independent assumptions on the stochastic regression vectors. The difficulty lies in how to deal with the product of random matrices which are temporally noncommutative, non-independent and spatially coupled. Under a general connected topology, we establish the performance approximation formula of the tracking error covariances of the normalized LMS based distributed filters, which can be approximately described and calculated by a simple, linear and deterministic matrix difference equation. Our theory shows that the distributed filters can work well cooperatively, even if any individual sensor does not have the ability of tracking due to lack of necessary information. This desirable property for the distributed filters does not seem to have been established except the authors' companion work of [15] .
The remainder of this article is organized as follows. In Section 2, we introduce the DLMS algorithm as well as the the main results concerning the approximation of the tracking performance. In Section 3, we provide the proof of the main theorems. The concluding remarks are made in Section 4.
Problem statement and main results
Let us first introduce some notations used throughout the paper. For a matrix A, A ≥ 0 means that A is semi-positive definite, and A ≥ B means that A − B ≥ 0. The notations (A) τ , λ max (A) and λ min (A), respectively, denote the transpose, the largest eigenvalue and the smallest eigenvalue of the matrix A. The notation ⊗ denotes the Kronecker product of two matrices. I n denotes the identity matrix with order n. The operator diag(c 1 , c 2 , . . . , c n ) denotes the diagonal matrix with diagonal elements c 1 , c 2 , . . . , c n . The notation col(· · · ) stands for a vector by stacking the specified vectors. For a vector x, x represents the Euclidean norm of x, and for a matrix A, its norm is defined as
as the L p -norm of a random matrix A, where E is the mathematical expectation on the basic probability space (Ω, F, P ). Given a matrix sequence {A k , k = 1, 2, . . .} and a positive scalar sequence
we mean that there exists a positive constant M free of k such that for any k ≥ 0, we have A k ≤ Mb k .
Diffusion least mean square (DLMS) algorithm
Consider a network composed of n sensors. Each sensor is aimed at estimating a sequence of m−dimensional unknown time-varying parameter process {θ k }. In this paper, we assume that the observation of each sensor obeys the following stochastic linear regression model,
where y i k and v i k are, respectively, scalar observation and noise signal of the sensor i at discrete-time instant k, and ϕ i k is an m-dimensional stochastic regression vector. In order to give a performance analysis of the filtering algorithm to be given in this paper, it is natural to introduce some assumptions on the unknown parameters. In general, we may write θ k as the following equation,
where γ is a scaling constant and ω k is an unknown vector.
The communications between sensors are represented by a weighted graph G = {V, E, A}, where V is the set of sensors, E ⊆ V × V is the edge set, and the matrix A = Denote the estimate of the sensor i at time k asθ i k . In this paper, we adopt the following normalized DLMS algorithm where the Combine-thenAdapt diffusion strategy is used to estimate the unknown parameter θ k ,
where μ i ∈ (0, 1) is a step-size, and the initial estimatesθ i 0 (i = 1, 2, . . . , n) can be chosen arbitrarily.
The DLMS algorithm (3) without normalization appears to be first introduced in [10] . The advantage of the DLMS over the centralized algorithms is discussed in [12] . The stability theorem for the above DLMS algorithm has been established, and an upper bound for tracking error covariance has also been given; see [15] .
The objective of this paper is to refine the performance analysis of the above DLMS given in [15] , by providing a performance approximation formula for the estimation error covariance under a class of general regression signals. In order to proceed with our analysis, we introduce the following quantities which are similar to those used in [15] ,
Using the Kronecker product ⊗, the Equation (3) can be written as
where by (1), the observation Y k evolves according to the following equation
Subtracting Θ k from both sides of (4) and using the fact that AΘ k = Θ k , we obtain that the estimation error evolves according to the following equation,
where
Definitions and assumptions
In order to analyze the tracking performance of Θ k , some definitions and assumptions on the regression signals and observation noises are introduced, see [16] - [19] for more details. Throughout the sequel, the notation F k is employed to denote the σ-algebra generated by {ϕ
The exponential stability of the homogeneous part of the error equation (6) plays a key role for our analysis. We first present the definitions for exponential stability of random matrices.
Definition 2.
A scalar random sequence a = {a i , i ≥ 0} is called stably exciting if it belongs to the following set:
We may denote
Definition 3. We say that a random sequence
Remark 4. The widely used random sequences in the investigation of estimation or filtering algorithms, such as martingale difference sequence, the φ-mixing and α-mixing sequences, and the linear process driven by white noises, all belong to the set M p ; See [16] for details.
Assumption 5. (Connectivity) The graph G is undirected and connected, and contains a self-loop at each vertex, i.e., i ∈ N i for any i ∈ V .
By Assumption 5, it is easy to see that the weighted matrix A is ergodic. Furthermore, by the symmetry and stochastic property of the matrix A, we see that A has n real eigenvalues and 1 is one of the eigenvalues. Thus, we can arrange the eigenvalues of A in a non-decreasing order
Assumption 6. (Cooperative Excitation Condition) Let {ϕ
. . , n be n adapted sequences, and {ρ k , k ≥ 0} ∈ S o (λ) for some λ ∈ (0, 1), where
and λ gap max{|λ 2 (A)|, |λ n (A)|} with A being the weighted matrix.
Remark 7.
In order to analyze the tracking performance of Θ k , some assumptions on the regressors are needed. It is clear that Assumption 6 is more practical and more general than the previously used stationarity and independency assumptions; See [15] for more details. In this paper, we aim at providing an asymptotic formula for the estimation error covariance when the regression signals satisfy Assumption 6.
Under Assumptions 5, 6 and 8, we have derived an upper bound for the tracking performance of the DLMS algorithm; See [15] . To get more accurate results on the estimation error covariance than just upper bounds, we need more assumptions on the regression signals, observation noises, and the parameter drift.
Assumption 9. (Weak dependence) There is a bounded function φ( m, μ)
such that for any m, k and μ ∈ (0, 1),
where {F k } is defined in (6) .
where {V k } and {W k } are defined in (6) . Remark 11. Assumption 10 requires that the measurement noise V k and the parameter drift W k are of white noise character. We note that the martingale difference property of W k essentially means that the true parameters are assumed to be a random walk. As pointed out in [16] , in the context of slow adaptation (small μ), a random walk model captures the tracking behavior of the algorithm quite well. Furthermore, we note that time-varying covariances Q ω (k) and R v (k) are allowed, which may cover some special model drifts of interests. Finally, we remark that higher order moments are assumed, since more accurate performance than upper bounds are to be obtained in the paper (see Theorem 13 in the following).
The main theorems
Under some conditions on the regression vectors and measurement noises, a preliminary performance analysis is given for the estimation error covariance.
Lemma 12. [15] Assume that Λ = μI mn , where μ ∈ (0, 1/e), and that Assumptions 5-8 are satisfied. Then we have for all small μ > 0,
The above theorem provides an upper bound for the estimation error covariance. Based on this theorem and following the ideas of [16] , we further proceed to give an asymptotic formula for the tracking error covariance. To this end, we recursively define a linear and deterministic difference equation as follows:
,
Theorem 13. Suppose that Λ = μI mn , and that Assumptions 5-6 and 9-10 hold. Then for all small μ ∈ (0, 1/e) and k ≥ 1, we have
where c > 0 and α ∈ (0, 1) are constants, and σ(μ) is defined by
which tends to zero as μ approaches to zero.
The proof of Theorem 13 is given in Section 3. Remark 14. Theorem 13 implies that in a certain sense, the tracking error covariance of DLMS can be approximated by the solution of a simple linear deterministic difference equation (10), and the degree of the approximation can be characterized by σ(μ): the faster it tends to zero, the better the approximation can be obtained. 
then we have for all small μ ∈ (0, 1/e),
where the term o(1) tends to 0 exponentially fast as k → ∞, and R v,ϕ , R ω are two constant matrices depending on F, R v,ϕ and R ω . The explicit expressions can be found in Section 3.
Remark 16.
Note that σ(μ) tends to zero as μ approaches to zero. Thus, it follows from (12) that for all small μ and large k
Consequently, the "best" choice for μ is a tradeoff between the noise sensitivity and the parameter variation. In particular, we can choose μ = μ * = γ trR ω /trR v,ϕ , which minimizes the trace of the right-hand-side, and gives
Proof of Theorems 13 and 15.
In order to prove Theorems 13 and 15, we first present some preliminary results.
The following lemma plays a key role in the stability analysis of the homogeneous part of the DLMS algorithm, and will be used in the proof of the main theorems in this paper.
Lemma 17. [15] Suppose that Assumption 5 holds, and that {Φ
k = (Φ ij k ) ∈ R m×m , k = 1, . . . ,
n} is a sequence of symmetric matrices satisfying
In order to prove Theorem 13, we define a new sequence
, which is recursively defined by Equation (10) . We will show that the homogeneous part of (13) is exponentially stable; See the following lemma.
Lemma 18.
Let Assumptions 5 and 6 hold, then there exist positive constants M and β ∈ (0, 1) only depending on {F k }, such that for any μ ∈ (0, 1/e) and any k ≥ i ≥ 0, we have
To prove Lemma 18, we first introduce a lemma. 
Lemma 19. [19] For a sequence of scalars {a

Proof of Lemma 18. Denote
By the definition of ρ k , we have ρ k = λ min (A k ) ∈ (0, 1). Using Assumption 6, we know that there exist positive constants M and λ ∈ (0, 1) such that
Choosing an integer h 0 large enough such that the left hand side of (17) is smaller than 1 2 , i.e., for any i ≥ 0,
where the fact that ρ j ∈ (0, 1) is used. By (18), we have
Eρ j > σ, ∀i ≥ 0, (19) where σ = 1/ 2(2 h0 − 1) > 0. Note that (20) Combining this with (19), we have
By Lemma 17, we have
By (21) and Lemma 19 , we see that there exist positive constants M and β ∈ (0, 1) such that (14) holds. This completes the proof of the lemma.
In the the following lemma, we provide an estimation for the upper bound of the L 2 −norm of Θ k defined by (13) .
Lemma 20. Let Assumptions 5, 6 and 10 be satisfied. Then for
where α ∈ (0, 1) is a constant only depending on {F k , k ≥ 0}.
The proof of Lemma 20 is similar to that of Theorem 2.2 given in [15] . We omit it to save space.
The following property concerning the contraction property of the ergodic matrix will be used in the proof of Theorem 13.
Lemma 21. Assume that P = [P ij ] ∈ R n×n is an ergodic matrix, and Y
where 0 < τ(P ) < 1 is a constant only depending on P .
The above lemma can be obtained by following the proof of Theorem 3.1 in [20] , and the details are omitted.
By the above lemma, we can derive the following result. 
where τ (A) ∈ (0, 1) is determined by the matrix A.
Proof. By (6), we have for i = j,
Using Lemma 21, we have
Thus, we have
By Assumptions 5 we have τ (A) < 1. Combining this with Lemma 12, it can be seen that
We are now in a position to estimate the difference between Θ k+1 and Θ k+1 defined by (6) and (13), respectively.
Lemma 23. Under conditions of Theorem 13, the following equality holds:
In order to prove Lemma 23, we need to introduce the following two lemmas.
Lemma 24 ([16]).
Let α ∈ (0, 1) be a constant. Then ∀μ ∈ (0, 1),
Lemma 25. [22] Assume that {A t ∈ R N ×N , t = 1, 2, . . . , n} is a sequence of stochastic matrices, with a common stationary distribution
where σ 2 (A) is the second largest singular value of the matrix A and
Proof of Lemma 23. By (6) and (13), it is seen that
where m * = m * (μ) has been defined in (28). Thus,
which implies that for μ ∈ (0, 1/e),
holds for some positive constant c. Consequently, for any α ∈ (0, 1)
Hence, the function (1 − αμ) −m * (μ) is bounded for any α ∈ (0, 1). In the sequel, we will frequently use this fact without further explanations and will drop the variable μ from m * (μ) in what follows.
From Assumption 10, it can be deduced that {L k V k } and {γW k+1 } are two martingale difference sequences and then by Remark 4, we have
Using Lemma 12, we have Θ i L4 = O(ε i−1 (α)). Furthermore, using the inequality E[F i ] − F i ≤ 2 and Lemma 18, we obtain that
Now, we consider the last term of (30). Note that
By the Hölder inequality and (31), we have for any i ≥ m * and μ ∈ (0, 1),
where Lemma 22 is used in the inequality (34). Hence, by (35) we have for k ≥ m * and μ ∈ (0, 1/e)
where i) of Lemma 24 is used in the last relationship. Following the idea of [16] , we set for j ≥ 0 and i ≥ m *
Using the properties of the martingale difference sequence, we have for i = j, Ee i e j = 0. Thus, for
where L is an integer taken as L = log μ log σ2(A) + 1. By Lemma 25, it is clear
For the first term of (41), using Lemma 24, we have
For the second term of (41), using the same way as (25) in [15] , we have
where the boundedness of (1 − μα) −L is used. By i) of Lemma 24, we have
Thus,
For the third term, we have by (40)
Substituting (42), (44) and (45) into (41), we obtain that
Moreover, by Assumption 9 and Lemma 12(with p = 4), we have
where the boundedness of V k L8 + W k L8 is used to estimate Θ i−m * L4 . By (46) and (47), we have
which in conjunction with (36) and (32) yields Lemma 23.
Proof of Theorem 13. By (13) and Assumption 10 it is evident that
Hence by Schwarz inequality
By Lemma 12 and Lemma 20, we know that
This completes the proof of Theorem 13.
Proof of Theorem 15. By Lemma 18 and the conditions of Theorem 15, it can be deduced that both (I − μF )(A ⊗ I m ) and (I − μF ) are exponentially stable. Thus, Π k converges to some matrix Π with the exponentially rate and Π satisfies
Then we have
where A ave A ave ⊗ I m and A ave = lim k→∞ A k with (A ave ) ij = 1/n. By the assumption that Note that for any i = j, we have Combining (59) and (57) with Lemma 13, we complete the proof of Theorem 15.
Concluding remarks
In this paper, we investigated a class of DLMS algorithms, and evaluated the tracking performance without requiring the regression signals to satisfy the previously used stationarity and independency assumptions. Compared with the existing work, we presented an approximate formula for the tracking error covariance matrices of the DLMS algorithm, which can be described by a simple, linear and deterministic matrix equation. Of course, there are still many problems need to be further investigated, for example, how to analyze the distributed Kalman filtering-based algorithms? How to study the distributed control problem using distributed estimation or filtering algorithms?
