In an ocularly healthy population, decimal visual acuities range from 1 to 3. We wondered how this spread can be understood. Using a maximum likelihood adaptive procedure, ''visual acuity'' was measured in a healthy population with four stimulus sets: unblurred Landolt Cs and Cs blurred with a Gaussian of width r ¼ 2:12 0 , 4.24 0 and 8.48 0 . A simple model based on scale invariance of the visual system was applied. This model was tested by predicting the outcomes of the 2.12 0 measurements based on the other measurements. The minimum angle of resolution (MAR) values found are closely proportional to ''equivalent blur'' of the stimulus defined as the convolution of a value for intrinsic blur of the eye and added blur. The proportionality factor is different between individuals and is an important source for the spread in acuities found in a healthy population. The differences between the proportionality factors are interpreted as differences in the (neuronal) judgment capability between individuals. The total standard deviation of logðMARÞ found in our study was 0.11. This value can be subdivided in 0.06 for the (neuronal) judgment capability, 0.08 for the intrinsic retinal blur and a measurement accuracy of 0.04.
Introduction
The ability to resolve fine detail is one of the most important aspects of visual function. This ability is often expressed as visual acuity (VA), defined as the reciprocal of the minimum angle of resolution (MAR), corresponding to the smallest details visible in a set of high contrast shapes or optotypes. This angle is conveniently expressed in arcminutes, and a MAR of 1 0 corresponds to a VA of 1 arcminute À1 . As an alternative to the decimal Snellen notation the Snellen fraction may be used e.g. 20/20 corresponds to a MAR of 1 0 . A VA of 1 is considered ''normal''. However, in a young ocularly normal population best refracted VA values ranging from 1 to 3 can be found (Elliott, Yang, & Whitaker, 1995; Frisen & Frisen, 1981) . This is quite a large spread, and raises the question: How can these large differences be understood? The present study focuses on non-optically induced differences.
To discuss this question the signal flow has to be considered (Westheimer, 1972 ). An image enters the eye and is projected on the retina. The photons that reach the retina are converted by the photoreceptors into an electrochemical signal. In the retina this signal is modified in such a way that the image data can be transferred to the visual cortex efficiently. The brain subsequently interprets the data and responds to it in the context of the task. In the case of a VA measurement the task involves proper recognition of certain aspects of an optotype such as the Landolt C. VA can be measured by means of a chart with decreasing sizes of the C, where the direction of the opening or gap in the C can be oriented in four directions. The task is to identify the direction of the gap in the C. Possible causes of a spread in VA measurements might be due to differences in image quality on the retina, differences in the sampling by the photoreceptors in the retina, differences in signal processing in the retina and differences in the interpretation and response to the data in the brain.
The optical component of the signal flow has been researched thoroughly, especially with respect to refractive errors (Smith, 1991) . Even with best refractive correction of spherical and cylindrical errors, however, higher order aberrations impair vision (Charman, 1991) . In addition to refractive errors, scattering of light by the eye media affects the image formed on the retina (Ijspeert, de Waard, Van den Berg, & de Jong, 1990) . The combined optical properties of the retinal projection are characterized by the point spread function (PSF). Assuming that the PSF is space invariant, the image on the retina is given by the convolution of the stimulus with the PSF. These optics are not the only limiting factor to resolution (Campbell & Green, 1965) . The image formed on the retina is sampled by a discrete ''mosaic'' of photoreceptors that may limit resolution. Simple application of Shannon's theorem to this sampling mosaic, however, is not appropriate considering the existence of phenomena like vernier acuity (Westheimer, 1977) . The neuronal system has an important role in the chain of processing and may also contribute to limitations of resolution. Furthermore, regarding the subjective response of the observer, psychological circumstances, such as motivation, embarrassment for incorrect answers, experience, fatigue or emotional state, might influence the results of VA testing (Michaels, 1985) . Forced choice techniques have been developed to reduce the influence of these effects.
A preliminary study concerning the relationship between optical degradation through cataract and VA, provided the basis for the experiments described in this paper. Optical samples were made with various amounts of light scattering to serve as cataract models. The first step was to experimentally determine Landolt C VA values for each of these models in a number of young normal subjects. Surprisingly, results were highly dependent on the subject, and it was not straightforward to assign a specific VA value to each of the cataract models. We expected these models to override the differences that might exist between the eyes of these young normal individuals. The extremely low optical quality of a majority of the cataract models would have dominated the retinal projection of the Landolt C, and rendered receptor sampling irrelevant. Despite this very low optical quality differences in VA were found between individuals within the same cataract model sample. This result suggested the importance of other sources of variation.
We studied these other sources of variation using well defined blur instead of physical cataract models. The experiments described in this report are VA measurements with Landolt Cs blurred with a Gaussian profile. It must be noted that this approximation of the PSF of an eye constitutes a simplification. Actual PSFs can be very complex and very different between individuals. The Gaussian shape is used in this study as a kind of population average, and suited also because of its nice mathematical behavior. Fig. 1 shows a sample of the stimuli used in the experiments. 39 ocularly normal subjects in the age range 9-61 were tested using a forced choice technique to establish possible differences in their ability to resolve detail in patterns blurred beyond their eye's intrinsic blurcircle.
Methods

Model
A flexible and controlled means of altering the retinal image quality is the use of blurred stimuli. The image formed by an optical system is the convolution of the stimulus with the PSF of the optical system. Blurring by the optical system, therefore, is equivalent to blurring of the stimuli themselves by convolution. This has been experimentally confirmed (Smith, Jacobs, & Chan, 1989) . The shape of the blur was Gaussian, with a width defined by the parameter r. The test objects were Landolt Cs, non-blurred or blurred with either r ¼ 2:12 0 , 4.24 0 , 8.48 0 , or even wider Gaussians. The blurred stimuli were the convolution of a Landolt C with a Gaussian. These blurred stimuli are in turn convolved with the PSF of the respective eye. If a Gaussian is used to approximate the eye's PSF, then the combined retinal effect is also Gaussian. The width of the combined total blur is given by where r c represents the width of the combined retinal blur, r a the width of the artificial blur added to the stimuli, and r i the width of the intrinsic PSF of the eye approximated by an equivalent Gaussian. It is important to realize that this intrinsic blur of the eye may be a combination of the purely optical PSF of the eye media and the sampling of the retina. When the artificial blur is much larger than the intrinsic blur of the eye, Eq. (1) Note that the diagonals in the first three columns contain identical images except for their size. The model assumes that for the acuity task the behavior of the visual system is scale invariant. As a more basic consideration, note that the information content in the images along the diagonals is equal. Perhaps the visual system uses the information content only. Scale invariance implies that the ratio between the measured threshold (in this case the gapsize of the respective Landolt C), T b and the effective blur, r c , is a constant:
This constant R could be called resolving capacity of the respective eye. For r a > 4 0 the artificial blur is much larger than the intrinsic blur of the normal eye which is of the order of 1 0 or less. Therefore the assumption r c ¼ r a can be made in this case, and an estimate of R can be made. This estimate in turn can be used to summarize the intrinsic blurcircle of the eye in a single number, the equivalent Gaussian blur, r i , using
where T 0 is the threshold MAR measured with the sharp optotypes. For the 2.12 0 stimulus set the assumption r c ¼ r a is not necessarily valid. However using Eq. (1) a prediction of the measurement results can be given based on the r i found with Eq. (3):
with r a ¼ 2:12 0 , and T 2:12 the predicted threshold estimate for an eye when measured with the 2.12 0 stimulus set. This prediction was used as a test on the scale invariant model, and to give credence to R as a source of variation in VA.
Test setting
Stimuli were presented on a 21
00 Trinitron CRT effectively located at 12 m from the subject. A front surface optically flat mirror was used to reduce the space requirements of the setup. The large distance was chosen to ensure that the imaging properties of the CRT are far superior to the imaging quality of the eye optics (pixelsize ¼ 0.106 0 ). The Landolt C stimuli had sizes spaced by 0.05 log units, rounded to integer pixel gapwidths. An anti-aliasing algorithm ensured optimally defined edges of the Landolt Cs. The blurred stimulus sets were obtained by convolution of the sharp stimuli with a 2-dimensional Gaussian characterized by its width r a . The Gaussians were truncated at 2r a from the center and convolution was done in the frequency domain for practical reasons. Sets were generated with 80, 40, 20 and 0 pixel wide Gaussians, corresponding to a r a of 8.48 0 , 4.24 0 , 2.12 0 and 0 0 . The luminance code of the graphics card was calibrated to the luminance of the screen by means of a ColorTron display calibrator. This device generates an ICC profile that contains a codeluminance table for each color channel. During stimulus presentation, the inverse of this table is used to ensure that the displayed luminance closely matches the intended brightness in the image. The maximum luminance of the screen was 90 cd/m 2 . The adaptive procedure ML-PEST (Harvey, 1986 (Harvey, , 1997 was implemented in a Windows program for an automated test. This procedure is a maximum likelihood adaptive staircase method that efficiently finds the threshold stimulus value. The task in the trials was to indicate the direction of the gap in a four alternative forced choice (4AFC) setting. The threshold stimulus value represented the stimulus size for which the correct direction of the gap is indicated by a subject in 62.5% of the cases. This value is referred to as MAR. The percent correct score for stimuli larger than the MAR will be more than 62.5% and will approach 100% for very large stimuli. Stimuli smaller than MAR will give scores below 62.5% and will approach the guessing rate of 25% for very small stimuli. This behavior is described by a psychometric function, in this case approximated by a cumulative Gaussian,
ð5Þ where x is the stimulus level, c the guessing rate (25% for 4AFC), d the lapsing rate describing non-perfect performance (set to 3%) and b the steepness of the function at threshold (set to 10). The stimulus size, defined as the size of the gap of the C in arcminutes, is given by
where a is the threshold stimulus level in logðMARÞ. In other words, the shape of the psychometric curve is constant when a log scaling is used for stimulus size, as suggested by previous studies (Westheimer, 1979) . In the ML-PEST (Harvey, 1997) routine, an estimate of the threshold a is calculated after each trial based on all the obtained responses. The next trial is presented at this estimated threshold value, ensuring optimized efficiency of measurement. The first stimulus of the test has a gap size of 5 0 , which is normally well above the threshold, and will elicit a correct response. With a maximum allowable stepsize of 0.3 log units, the first three to four stimuli will halve in size until an incorrect answer is given. After this reversal a first useful MAR estimate becomes available. As stopping criterion for the test was used that the 95% confidence interval of MAR had to be narrowed down to 0.2 log units. The standard deviation of a threshold measurement, therefore, can be expected to be 0.05 log units. This stopping criterion in practice meant that the average number of trials in a test was around 30. This number of trials corresponds to a recommended ''rule of thumb'' for a 4AFC task (Treutwein, 1995) .
Subjects
A population of 39 healthy volunteers was recruited. Informed consent for study participation was obtained from each volunteer. The study was in adherence to the tenets of the Declaration of Helsinki. Average age was 35 years with a standard deviation of 14 years. Left and right eyes were tested twice with the four stimulus sets. To avoid influences of fatigue and boredom, the test was split over two days. Optimum refractive correction was given with trial lenses. Refraction was initially determined by an autorefractor, and then fine-tuned with subjective refraction. For best spherical correction, a red-green test was used. If in doubt, corrections were given to the hyperopic side to allow for accommodative correction during the tests. Cylindrical errors were minimized with the aid of a clock-dial chart. Every fourth stimulus was 0.3 log units larger than the threshold estimate. The idea of these ''bonus trials'' was adopted from the Freiburg acuity test (FAT) (Bach, 1997) to stimulate the subject's performance.
Results
All acuity measurements were repeated to allow analysis of the accuracy of the measurement procedure. The histogram of the differences between two comparable measurements is given in Fig. 2 and shows an approximately Gaussian distribution. The standard deviation of the differences is 0.054 log units for all the measurements, meaning that a standard deviation of 0.038 log units is the accuracy of a single measurement. No differences in this respect were found between the four stimulus sets. A histogram of the logðMARÞ of our healthy population is shown in Fig. 3 . In this histogram the measurements of left and right eye with the unblurred Cs are concatenated. The histogram shows that the average MAR is well below 1 0 . The spread in MAR values is larger than the measurement accuracy. Fig. 4 shows the relation between logðMARÞ and the blursize r a . The result is given separately for the right eye (OD) and the left eye (OS). In these figures the artificial blur is plotted on the horizontal axis, and the measured MAR on the vertical axis. The thick line represents precise proportionality between MAR and r a . The 8. 
From this equation, the equivalent intrinsic Gaussian blur of the eye was calculated:
where T 0 is the threshold MAR measured with the unblurred stimulus set. Results are plotted as the rightmost points in Fig. 5 . The retinal blur for the 2.12 0 stimulus set, r c;2:12 , was then calculated as
and also plotted in Fig. 5 . A predicted threshold at 2.12 0 blur can be derived from this for each individual as 
Discussion
VA determined in daily practice may vary considerably among healthy eyes. Test and procedural differences may be an important source of variation. To establish whether also true interindividual differences among young healthy eyes are present the ML-PEST adaptive procedure appeared to be very well suited. The accuracy of a measurement turned out to be 0.038 log units. This value is less than the 0.050 log units that was expected from the stopping criterion. This small difference probably originates from an underestimated slope, b, of the psychometric curve (Treutwein, 1995) . This difference is the subject of further study.
Thanks to the testing accuracy, systematic differences between individuals could be established. The resolving ability for the 8.48 0 and 4.24 0 blurred stimuli clearly proved to be dependent on the subject. Differences up to a factor of 2 were found. The contribution of the PSF of the eye to the retinal image of these stimuli is negligible. Therefore, the differences found with these stimuli have to be attributed to neuronal processing.
It seems logical to wonder whether these differences in neuronal processing may form part of the explanation for the large differences in VA between individuals. If such differences exist between the visual systems of individuals to judge these blurred stimuli, it seems reasonable to assume that individuals also differ on the same basis to judge sharp stimuli. Indeed, using this assumption, the response to stimuli of intermediate blursize could be predicted properly.
The third interesting finding was that of scale invariance. The ability to judge (blurred) stimuli depends only on the ratio between gapsize and blursize, for intrinsic and artificial blur alike. This constant ratio means that images at threshold are identical, except for their scale. So, a fixed amount of information has to be contained in the effective (retinal) stimulus for the acuity task. This constant information content and scale invariance are two expressions for the same phenomenon. The effect is that recognition properties of the stimuli are independent of viewing distance. Scale invariance has also been found in texture perception (Kingdom & Keeble, 1999) , and dot density grating perception (van Meeteren & Barlow, 1981) . A noted example where it is not found is the detection threshold for luminance sine-wave gratings, as used for the measurement of the contrast sensitivity function (CSF). The CSF is traditionally used to predict sensitivity to more general shapes by applying linear systems theory (Campbell & Robson, 1968; Patel, 1966) . If such an analysis would be applied to the blurred stimuli no scale invariance would be expected due to the spatial frequency dependency of the CSF. The contrast sensitivity drops for spatial frequencies below 3 cycles/deg. This would result in a systematical lowering of the resolving ability for the stimuli with more extended blursizes. No such lowering was found. Not even in the extended data set of Fig. 7 . It must be noted that the blurred stimuli were very well above (contrast) threshold, therefore the CSF analysis does not directly apply. Also, this may relate to the finding that contrast sensitivity for low frequency sinusoids is a function of the number of cycles rather than the spatial frequency (Savoy & McCann, 1975) . The limitations of the linear systems approach have to be kept in mind here.
One might wonder why individuals differ in their ability to extract information from the used stimuli. Maybe the differences found can be considered as differences in neuronal development of the visual system. Developmental differences occur as a result of differences in visual stimulation, leading to amblyopia in case of severe stimulus deprivation. Maybe the differences found in our ocularly normal population might be explained as subtle forms of subclinical amblyopia. Some preliminary data on amblyopic eyes however did not show amblyopes to behave consistently with Fig. 5 . This is the subject of further study.
Since the concept of neuronal resolving ability could be extended toward less blurred optotypes, it can be isolated as a source of variation in acuity measurements. After correction for this source of variation in VA the remainder of the acuity task relies on the intrinsic blurcircle or equivalent Gaussian blur of the eye. It is a single number descriptive for the complicated 2-dimensional PSF of an eye. It presumably comprises the optical part as well as the first stage of retinal processing, especially the receptor mosaic. The experiments described in this report support the usefulness of the concept of an intrinsic blurcircle. Equivalent intrinsic blur has also been used successfully for explanation of 2-line resolution and line detection (Levi & Klein, 1990) . True PSFs of real eyes can be very different from Gaussians, and to understand in detail how images projected on the retina are analyzed in the visual system will require much more study. Does the intrinsic blur of an eye combine optical and neuronal processing? This question can not be answered with the current study, but it seems reasonable that the intrinsic blur contains properties of the retinal signal processing as well. The precise relationship between the intrinsic blurcircle and the purely optical PSF of the eyemedia is a very interesting one. Instead of using stimuli blurred with a Gaussian, the complicated shape of PSF's of real eyes could be used to better understand how images projected on the retina are analyzed in the visual system. Such a study could reveal what properties of the PSF are relevant for a resolution task.
In conclusion: A neuronal component could be identified as important partial source for the spread in visual acuities found in a healthy population. This neuronal component can be characterized as the ability to extract information. It is scale invariant. These data support the use of intrinsic retinal blur as a measure of retinal image quality.
