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Capítulo 1
Introducción
En este texto se presentan aplicaciones del Análisis Intervalar Modal al estudio
de problemas diferenciales aplicados básicamente a la resolución de problemas del
ámbito de la ingenieria civil, precedidos de una sucinta revisión de la teoría bási-
ca del sistema de intervalos modales y un estudio exhaustivo de la optimalidad
parcial de las funciones racionales, incorporando los conceptos de optimalidad
equivalente y optimalidad condicionada, que representan una ampliación a la
teoría del Análisis Intervalar Modal ya existente.
Definiremos los intervalos identificándolos con el conjunto de predicados que acep-
tan o rechazan predicados sobre la recta real, hecho desde luego, que permite co-
rregir deficiencias estructurales y semánticas del Análisis Intervalar Clásico, pero
que sobretodo funda la teoría intervalar en la función básica de los intervalos
como referencias al sistema de los números reales compatibles con la inevitable
necesidad de truncación que acompaña a cualquier valor numérico experimental.
Sobre el conjunto de los intervalos podemos definir diversos sistemas de opera-
ciones obteniendo por ejemplo, el sistema de los intervalos modales dotados de
su aritmética fundamental, I∗(R), o bien dotados de una aritmética lineal, I◦(R).
Esta última aritmética se introduce en el cuarto capítulo del presente texto.
Los capítulos 5, 6, y 7 estudian distintos problemas que plantean las ecuaciones
en diferencias intervalares, distinguiendo las situaciones que se pueden resolver
en I∗(R) de las que necesitan un contexto lineal y en consecuencia el soporte
aritmético de los intervalos de marcas (comentados en el apéndice B).
En el apéndice A se presenta una biblioteca C++ que implementa la aritmética
intervalar modal soportada por los coprocesadores Intel.
1
2 Introducción
1.1. El análisis intervalar como una extensión del
sistema numérico
El sistema de los números naturales N = {1, 2, 3, ...} con las operaciones elemen-
tales de suma y producto formaliza esencialmente las operaciones de contar.
A partir del sistema de los números naturales se plantean diversas cuestiones cuya
solución hace necesaria la construcción de sistemas más complejos: La ecuación
a + x = b donde a, b ∈ N, tiene solución natural únicamente si b > a, lleva a la
construcción de los números enteros (Z).
El conjunto de los números enteros Z = {0,±1,±2,±3, ...} idealiza ya el sistema
aditivo completo que permite con toda generalidad las operaciones de añadir y
quitar valores enteros.
La necesidad de construcción de los números racionales Q = {0,±1
1
,±1
2
, ...} que-
da puesta de manifiesto al pretender resolver ecuaciones de la forma ax = b, con
a, b ∈ Z, a 6= 0, dado que si b no es un múltiplo de a, es imposible hallar un valor
entero x solución de aquella ecuación. La operación b
a
es pues inevitablemente
una operación parcial sobre Z× Z.
La introducción de los números racionales amplía los esquemas tradicionales de
contar e indexar propios de los números naturales y enteros e introduce los mo-
delos de subdivisión equiespaciada y de medición exacta. Sin embargo, el conjun-
to de los números racionales no puede acceder a todas las medidas geométricas
sintéticamente concebibles; por ejemplo no permite la resolución de ecuaciones
de la forma x2 = k, con k ≥ 0. Esta situación operativa lleva a la construcción de
los números reales, con los que se consigue idealizar todo el sistema de medidas
geométricas, accesibles o no al sistema de números racionales. De esta forma es
posible, por ejemplo, denotar numéricamente el valor de la diagonal de un cuadra-
do, aunque dicho valor no sea expresable por ningun valor racional.
Debemos ser conscientes de que cada paso de un sistema numérico a otro viene
motivado por una necesidad operativa y lógica, y que cada uno de estos pasos, si
bien aporta una mayor agilidad conceptual, supone asimismo un incremento en
la complejidad operativa del sistema respecto al anterior.
Para considerar matemáticamente aceptable cada una de estas extensiones, suele
exigirse que las operaciones básicas +,* y la relación ≤ mantengan en el nuevo
sistema numérico las mismas propiedades algebraicas que verificaba el sistema an-
terior, tanto como sea posible, y que cada sistema esté contenido formalmente en
el de nivel inmediatamente superior. Mediante estas dos condiciones conseguimos
que, en los sistemas obtenidos por extensión, podamos aplicar razonamientos al-
gebraicos comunes al sistema anterior y que, problemas surgidos en el contexto
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de uno de los sistemas, fácilmente puedan ser generalizables a cualquiera de los
sistemas vecinos.
Los números reales nos permiten trabajar con el modelo continuo de la recta real,
al identificar el conjunto R de los números reales con el conjunto de puntos de
la recta. Sin embargo, es una ley fáctica de la manipulación de símbolos la que
nos va a impedir que los números reales se comporten como su nombre parece
indicar: sólo es posible etiquetar valores numéricos mediante un número finito
de símbolos los cuales, finalmente, sólo podrán indicar valores numéricos aproxi-
mados a los valores reales denotados por cualquier sistema teórico. Al tratar un
problema teórico podemos admitir cualquier valor real, de acuerdo a su definición
o denotación teórica; pero al descender a su designación con un sistema numérico
que admita la ejecución mecánica de operaciones, dicho valor deberá plasmarse
en algun código cifrado finito.
Los sistemas de números codificados o escalas de marcas numéricas que se utilizan
en la práctica los denominamos “red digital”, “escala digital” o “escala numérica”
sobre R y sus valores correspondientes “valores digitales”.
En la referencia bibliográfica [68] podemos observar situaciones en las que se
ve claramente el problema que plantea la codificación digital. Así por ejemplo,
representemos por DI(0, 1) la escala digital formada por los números con una
única cifra decimal fraccionaria
DI(0, 1) = {−0.9,−0.8, ...,−0.1, 0, 0.1, ..., 0.8, 0.9}
o, de forma análoga, DI(1, 1) la escala digital formada por los números con una
cifra entera y una cifra decimal
DI(1, 1) = {−9.9,−9.8, ...,−0.1, 0, 0.1, ..., 9.8, 9.9}.
A nivel de razonamiento, los problemas que pueda plantear alguna de estas dos
escalas digitales son los mismos que plantearía cualquier otra. Con ello debemos
superar la fácil ingenuidad de creer que los problemas básicos que presentan estas
dos escalas se solventarían si tomásemos otra escala digital con un número más
elevado de cifras. Pensemos, por ejemplo, cual sería la mejor marca en las escalas
DI(0, 1) ó DI(1, 1) para representar el valor 1
4
, siendo conscientes de que el valor
representado no será exactamente el de 1
4
. Si además pretendemos representar en
estas mismas escalas el valor 1
3
podemos encontrarnos con el hecho de que 1
4
= 1
3
si “olvidamos” que estamos trabajando en la red digital y no en la recta real. Sea
cual sea la red digital en la que estemos trabajando, es evidente que no podremos
nunca establecer una biyección entre dicha red y el conjunto de los números reales.
La codificación de los números reales en cualquier escala digital no es una cuestión
trivial. Podría pensarse por ejemplo, que la marca digital 0.2 en el sistemaDI(0, 1)
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representa el conjunto de valores {x ∈ R : 0.15 ≤ x < 0.25} y, de la misma forma,
que 0.3 en dicha escala sería {x ∈ R : 0.25 ≤ x < 0.35}, pero observemos que al
efectuar la suma tendríamos:
0.2DI(0,1) + 0.3DI(0,1) = {x ∈ R : 0.4 ≤ x < 0.6} 6= 0.5DI(0,1)
Este mismo ejemplo nos muestra como el problema de codificar los números no
aparece únicamente cuando los valores que queremos codificar estén determinados
a través de definiciones independientes de la escala digital, sino que el problema
se mantiene cuando buscamos números reales resultado de aplicar operaciones
aritméticas a valores numéricos pertenecientes a la escala digital misma.
Así pues, somos conscientes de que no hay una correspondencia biunívoca entre
el conjunto de los números reales y el conjunto de los elementos de cualquier
escala digital y, tal como hemos visto, que no hay un criterio claro para asignar
a cada número real un número digital determinado. El análisis intervalar aparece
al intentar resolver esta cuestión ya que el hecho empírico es que todo número
real puede acotarse superior e inferiormente por medio de marcas de una escala
digital. Así, a cada número real x procedente de un proceso de medida o cál-
culo, admitimos que podemos asignarle dos valores digitales xd1, xd2 tales que
xd1 ≤ x ≤ xd2. Debemos destacar que, en general, ambas cotas xd1 y xd2 son
necesarias para poder calcular cada una de las cotas de un resultado.
Imaginemos, por ejemplo, que estamos trabajando en la escala digital DI(1, 1)
y que pretendemos calcular una cota superior del producto 1
3
∗ −1
3
. Las marcas
digitales determinadas por −1
3
son −0.4 y −0.3. Así mismo las marcas digitales
determinadas por 1
3
son 0.3 y 0.4. Notemos que es imposible calcular una cota
superior (respectivamente cota inferior) del producto 1
3
∗−1
3
utilizando únicamente
las cotas superiores (respectivamente inferiores) de cada uno de los factores. En
cambio sí podemos calcular una cota superior (respectivamente inferior) de dicho
producto utilizando ambas cotas de los dos factores. Comprobamos pues que la
información que necesitamos entre los números reales y los valores de una escala
digital es de la forma xd1 ≤ x ≤ xd2 siendo x ∈ R y xd1, xd2 elementos de la
escala digital utilizada. Otra forma de expresar esta relación es x ∈ [xd1, xd2].
Esta situación nos lleva inevitablemente al cálculo con intervalos si admitimos
que la información asociada a la acotación intervalar de un dato o un resultado
es la única consistente con el uso posible de la información numérica.
El análisis intervalar, una de las ramas de las matemáticas que se ha desarrollado
desde finales de 1950, elabora una aritmética intervalar garantizando que, si w es
una operación entre números reales y W su correspondiente operación intervalar,
x ∈ [a, b], y ∈ [c, d]→ xwy ∈ [a, b]W [c, d]
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El libro de R. E. Moore “Interval Analysis” [45] publicado en 1966 se considera la
referencia inicial del estudio de la matemática intervalar. Otras referencias desta-
cadas de esta teoría pueden encontrarse en [77], [81], [31], [1], [52], [42], [46], [39],
[53], [2], [36] y [3].
Denotaremos por I(R) el conjunto de los intervalos cuyos extremos sean valores
reales.
I(R) = {[x, x] : x ∈ R, x ∈ R, x ≤ x}
siendo [x, x] = {x ∈ R : x ≤ x ≤ x}.
Si pretendemos trabajar con intervalos cuyos extremos sean marcas de una de-
terminada escala digital DI, que representaremos por I(DI), deberemos tener en
cuenta las truncaciones adecuadas a los extremos que se calculen.
Así por ejemplo, veamos como sería en I(DI(1, 1)), el cálculo de 1
3
∗ −1
3
:
1
3
∗ −1
3
= [0.3, 0.4] ∗ [−0.4,−0.3] =
[−0.16,−0.09] ⊂ [do(−0.16), up(−0.09)] = [−0.2, 0.0],
siendo do(−0.16) la truncación interior de -0.16 en la escala digital DI(1, 1) y
up(−0.09) la truncación exterior de -0.09.
Es curiosa la diferencia entre la construcción de los intervalos reales I(R) a partir
de R y las distintas etapas de la construcción de R que habíamos mencionado
con anterioridad. Recordemos el proceso por el cual cada sistema numérico es
una extensión del sistema anterior; considerábamos correcta cada una de estas
extensiones si las operaciones básicas y la relación ≤ mantenían en gran parte
sus propiedades algebraicas. La extensión de R −→ I(R) es, en este sentido, una
buena extensión de R en un grado muy reducido.
1.2. Necesidad de una extensión estructural y semán-
tica de I(R)
Veamos a continuación algunas características del análisis intervalar clásico que
nos mostrarán claras deficiencias en el sistema I(R) y que impondrán la ela-
boración de una nueva estructura más compleja: el sistema I∗(R), (conjunto de
intervalos modales) significativamente más regular que I(R). Ver referencias [13],
[68], [23], [21], [2], [52], [53], [79].
6 Introducción al análisis intervalar modal
Si observamos las propiedades de la suma intervalar, vemos que la extensión I(R)
no posee la propiedad de grupo para la suma.
La definición conjuntista de las operaciones en I(R) lleva a la siguiente regla de
adición.
Si A = [a, a] ∈ I(R), B = [b, b] ∈ I(R),
[a, a] + [b, b] = [a+ b, a+ b]
Considerando Long([x, x]) = x− x ≥ 0 para X ∈ I(R), y puesto que
Long(A+B) = Long(A) + Long(B)
tenemos que la ecuación intervalar A+X = B no tiene solución cuando se cumpla
la condición Long(A) > Long(B). En particular la ecuación A + X = [0, 0] no
tiene solución cuando Long(A) 6= 0; en todo caso, según la regla de la adición en
I(R), el elemento opuesto al intervalo [2, 3] sería [−2,−3] que por definición no
es un intervalo ya que −2 > −3.
Luego, a diferencia de la estructura de los números reales (R,+) con la operación
suma, el sistema (I(R),+) de intervalos reales junto con la operación suma in-
tervalar, no es un grupo. Esta propiedad que se conservaba del sistema (Z,+) de
los números enteros al sistema de los números racionales (Q,+), y al sistema de
los números reales, (R,+), ahora se pierde en (I(R),+).
Si seguimos con las operaciones intervalares, cabe destacar que la operación in-
tervalar resta
[a, a]− [b, b] = [a− b, a− b]
no es la operación inversa de la operación intervalo suma (análogamente con las
operaciones * y /), es decir, si A,B y C son intervalos, las expresiones A+B = C,
A = C − B y B = C − A no son equivalentes. Para valorar la importancia de
esta propiedad consideremos el siguiente problema, trivial en R:
Para nivelar un terreno C es necesario aportar entre 95 y 100 toneladas de tierra
y para ello disponemos de dos camiones. El camión A tiene una carga de entre 20
y 30 toneladas y el camión B una carga de entre 70 y 75 toneladas. ¿ Es posible
nivelar el terreno?
Solución 1: A+ B = [20, 30] + [70, 75] = [90, 105] ⊇ [95, 100], por tanto no pode-
mos responder con certeza a la pregunta si interpretamos la relación ⊇ como una
incertidumbre mayor de A+B que la correspondiente a [95,100].
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Solución 2: La carga necesaria del camión A será
C −B = [95, 100]− [70, 75] = [20, 30],
que es justo el que tenemos, por tanto la respuesta parece afirmativa, si la igualdad
intervalar puede interpretarse como igualdad en la disponibilidad de los valores
acotados por ambos intervalos.
Solución 3: La carga necesaria del camión B será
C − A = [95, 100]− [20, 30] = [65, 80].
Como disponemos de [70,75] toneladas de tierra y [70, 75] ⊆ [65, 80], la respuesta
parece negativa, si los intervalos respectivos son interpretables como márgenes de
disponibilidad.
Las tres soluciones son inconclusivas. Aunque los tres planteos hubieran dado
respuestas correctas en R, no la dan en I(R) debido a la ambigüedad semántica
de I(R) respecto a los problemas precedentes en R.
Otra propiedad que se pierde al pasar de R a I(R) es la distributividad. Si A,
B y C son intervalos, la propiedad distributiva de la suma y el producto, váli-
da para los números enteros, racionales y reales, se debilita en la propiedad de
subdistributividad
A ∗ (B + C) ⊂ A ∗B + A ∗ C
Así por ejemplo,
[−1, 1] ∗ ([1, 1] + [−1,−1]) = [−1, 1] ∗ [0, 0] = [0, 0] ⊂
[−1, 1] ∗ [1, 1] + [−1, 1] ∗ [−1,−1] = [−1, 1] + [−1, 1] = [−2, 2]
Vemos pues, que la propiedad distributiva no se mantiene en general, aunque
sí existen algunos casos particulares en los que se verifica la igualdad [79]. Es-
ta pérdida de propiedades básicas nos podría hacer pensar que I(R) puede ser
contradictorio al dar conclusiones sobre R, sin embargo, esto no es así ya que
el subconjunto {[x, x] : x ∈ R} ⊂ I(R) de los intervalos puntuales sí cumple
todas las propiedades básicas. Esta compatibilidad hacia atrás de I(R) con R,
es sin embargo de muy poca ayuda ya que en principio prácticamente ningún
dato, y menos ningún resultado inspirado en modelos sobre R pertenecerán, una
vez llevado al contexto de las medidas y los cálculos efectivos, al subconjunto
{[x, x] : x ∈ R} de I(R).
La extensión de R a I(R) es ciertamente no contradictoria, pero la pérdida de
propiedades sobre todo I(R) significa que al trabajar con intervalos no podremos
razonar del mismo modo que sobre el conjunto de los números reales que, en todo
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caso, es el que define el contexto geométrico de los problemas numéricos sobre R.
Atendiendo exclusivamente a las propiedades algebraicas, la pérdida de las propie-
dades de grupo y distributiva, al extender R a I(R) tiene una trascendencia dis-
tinta. La propiedad de grupo respecto a la suma (y al producto en caso de in-
tervalos que no contengan al cero), se restablece por la inclusión de I(R) en la
estructura completada de IC(R) (Ver [38]), subrayando evidentemente el carácter
inacabado del sistema de los intervalos clásicos I(R). La pérdida de la propiedad
distributiva no se puede recuperar en IC(R) y esto hace que muchos problemas
intervalares sean más casuísticos que sus problemas reales análogos. Y significa,
principalmente, que el uso de intervalos (es decir, el uso correcto de la información
numérica digitalizada), es inevitablemente no trivial.
No es extraño pues, que el intento de traducir directamente algoritmos de R a
algoritmos en I(R) sea un fracaso, y el ejemplo más sobresaliente de esta afirma-
ción es posiblemente la aplicación directa a intervalos del método de eliminación
de Gauss para sistemas de ecuaciones lineales.
Los problemas planteados en R son de una naturaleza específica, y la extensión al
sistema intervalar no se resuelve simplemente por la completación algebraica de
I(R), sino que afecta a la semántica del uso implícito de I(R), que sigue siendo
indefinida en IC(R), y que debe enlazar resultados en I(R) o en IC(R) en su
caso, con relaciones sobre R. Este problema es resuelto por el sistema I∗(R), ver
[19], de los intervalos modales, cuyo conjunto básico es isomorfo al sistema IC(R).
Ciertamente, el interés de la teoría intervalar conjuntista se debe a la existencia
de ciertos algoritmos intervalares, tales como el método de Newton y la solución
de sistemas lineales por métodos iterativos, que en contraste con sus equivalentes
reales, ofrecen las ventajas de obtener convergencia global (en lugar de local) con
menos condiciones de convergencia y existencia de solución, aparte de una cierta
independencia respecto a los sistemas de redondeo de las operaciones digitales
empleadas.
Sin embargo existe la necesidad de extender I(R) semánticamente, lo que se
mostrará proponiendo algunos problemas intuitivos que en el contexto de I(R)
no son resolubles y que nos obligan a buscar solución en un contexto superior.
Vamos a considerar un primer problema crítico: sea la escala digital DI =
{...,−3,−1, 0, 1, 3, ...} constituida por los números impares y el cero, sin fijar
cotas inferiores ni superiores, pues no nos interesan en este caso particular.
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El problema consiste en realizar la siguiente suma en I(R):
[1, 3] + [5, 7] = [6, 10].
El resultado intervalar debe codificarse en la escala digital DI, luego si mante-
nemos las leyes intervalares de truncación exterior, tenemos:
[6, 10] −→ [do(6), up(10)] = [5, 11].
Observemos que la propiedad que nos permite atribuir validez al resultado [5,11]
es que, si para todo x ∈ [1, 3] y para todo y ∈ [5, 7] tenemos x+y ∈ [6, 10], entonces
para las mismas condiciones en x e y, debe cumplirse la relación x+ y ∈ [5, 11].
Desde luego, cualquier intervalo que contenga a [6,10] y cuyas cotas existan en la
escala digital D cumple la misma propiedad que el intervalo [5,11]; por ejemplo,
las truncaciones exteriores [3,15] o [-25,370] son igualmente consistentes desde el
punto de vista formal, y esto ya indica el precio que el cálculo intervalar tenderá
a pagar por su propiedad principal: la inclusividad.
Pero imaginemos ahora que para buscar la solución de la suma propuesta dentro
de la escala digital DI, nos centráramos en la propiedad de que para cualquier
z ∈ [6, 10], existe x ∈ [1, 3] y existe y ∈ [5, 7] tales que x+y = z. En este caso, los
intervalos de I(D) que pueden sustituir a [6,10] son los que estén contenidos en el
mismo. Así por ejemplo, el intervalo [7,9] mantiene la propiedad, pues para cada
valor z ∈ [7, 9] la relación z ∈ [6, 10] es cierta. Por consiguiente, los intervalos de
I(DI) que cumplen esta propiedad són [7,7],[7,9] y [9,9], siendo el que mantiene
la máxima información del intervalo [6,10] el intervalo [7, 9] = [up(6), do(10)], es
decir, la truncación interior del intervalo [6,10] en la escala digital impar.
No existe, pues, el concepto de solución digital correcta sin una especificación de
la semántica implicada por el problema.
Un problema crítico para aceptar la truncación intervalar interior sobre I(R) es
que la truncación interior de un intervalo de I(R) puede no existir: así por ejemplo,
no existe el intervalo truncación interior de [2,2] en la escala digital impar, pues
al realizar la operación
[2, 2] −→ [up(2), do(2)] = [3, 1]
y el intervalo [3,1] no pertenece a I(R), pues 3 ≥ 1.
Esta falta de solución general para este primer problema de truncación interior,
es crucial en I(R), no sólo porque este problema se plantea en términos de I(R) y
I(DI) y no puede solucionarse en el contexto de estos dos sistemas, sino especial-
mente porque la posibilidad de codificar sistemáticamente en una escala digital
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determinada es un punto irrenunciable para la aplicación de I(R).
Examinemos ahora algunos problemas que no implican la truncación intervalar,
y por tanto, son internos al sistema de intervalos clásicos I(R).
1.- Imaginemos que deseamos pintar una pared y para ello necesitamos entre
30 y 35 Kg. de pintura. Si disponemos de pintura determinada por el interva-
lo [10,20]. ¿Cuál debería ser el intervalo que nos cubra la pintura restante? La
solución intervalar sería resolver la ecuación [10, 20] + X = [30, 35], pero dicha
solución no existe en el contexto de I(R), por las razones que ya se han comentado.
2.- Supongamos que disponemos de una máquina de envasado de botellas tipo es-
trella que dosifica una capacidad de 1000 cm3 mediante dos emboladas de 500 cm3
cada una. Si la dosificación del émbolo A oscila entre 498 y 502 cm3 y la del ém-
bolo B oscila entre 495 y 505 cm3, ¿es posible que la dosificación C de la botella
esté entre 995 y 1010 cm3?
Si envasamos, A+B = [498, 502] + [495, 505] = [993, 1007] cm3. Observemos que
este resultado no nos permite responder con certeza, puesto que si admitimos
como posibles que las dosificaciones “reales” de cada uno fueran de 498 cm3 y de
495 cm3 la respuesta seria negativa.
Esta situación se debe a que en realidad estamos advirtiendo la relevancia del
conflicto entre las proposiciones “Existe un elemento de [993,1007]” y “Para todo
elemento de [993,1007]”, es decir, aunque trabajando en I(R) nos referimos al
mismo intervalo [993,1007], lo hacemos bajo dos puntos de vista distintos, lo que
hace imposible la consistencia de I(R) si tratamos de interpretarlo atribuyendo
a cada intervalo un sistema de casos definidos en R.
Estos problemas no se puede negar razonablemente de que tengan solución prácti-
ca no ambigua. Estamos por tanto obligados a extender el conjunto I(R) hacia un
sistema más amplio, el conjunto de los intervalos modales I∗(R), que nos resuel-
va estas situaciones provocadas por la admisión de una necesaria interpretación
sobre R para validar los cálculos que en principio operen dentro de un sistema
intervalar adecuado al uso conceptual de los intervalos.
Capítulo 2
Análisis intervalar modal
2.1. Intervalos clásicos
Referencias destacadas de la teoría el análisis intervalar clásico son [45], [31], [39],
[2], [52], [53], [46], [49], [32] y [3].
Si a y a son dos números reales, el intervalo ordinario [a, a]′ (la marca ′ distin-
guirá los intervalos ordinarios de los intervalos modales) viene definido de modo
conjuntista por
[a, a]′ = {x ∈ R| a ≤ x ≤ a}
obtenido extendiendo la interpretación de un número real x como el conjunto
unitario {x}. Sin embargo un resultado intervalar X ′ señala a un número re-
al x (o números) que verifica un determinado predicado P (x) y este hecho de
señalar requiere necesariamente una elección entre los cuantificadores existencial
y universal para construir una de las dos expresiones lógicas
E(x,X ′)(P (x)) : existe un elemento x de X ′ que verifica P (x)
y
U(x,X ′)(P (x)) : todo elemento x de X ′ verifica P (x).
Dentro del contexto de los intervalos ordinarios no existe ninguna indicación sobre
cuál de estas dos alternativas semánticas corresponde a cada valor intervalar,
puesto que su definición conjuntista agota la información que poseen. El efecto
de esta deficiencia de los intervalos clásicos puede ser ilustrado mediante las si-
guientes cuatro proposiciones referidas a la relación a + x = b entre números
reales, delimitados por las relaciones a ∈ [1, 2]′ y b ∈ [3, 7]′ :
1) U(a, [1, 2]′)U(x, [2, 5]′)E(b, [3, 7]′)(a+ x = b) (2.1)
2) U(a, [1, 2]′)U(b, [3, 7]′)E(x, [1, 6]′)(a+ x = b) (2.2)
3) U(x, [1, 6]′)E(a, [1, 2]′)E(b, [3, 7]′)(a+ x = b) (2.3)
4) U(b, [3, 7]′)E(a, [1, 2]′)E(x, [2, 5]′)(a+ x = b) (2.4)
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Tenemos que 1) y 4) son verdaderas para la solución X ′ = [2, 5]′ de la ecuación
intervalar [1, 2]′+X ′ = [3, 7]′, mientras que 2) y 3), a pesar de que son correctas,
están fuera del alcance de esta ecuación. Por otra parte, cuando la suma hay que
hacerla de forma digital la única truncación posible en general, para los intervalos
ordinarios es la truncación exterior, y la ecuación debe ser, por ejemplo,
[1, 2]′ +X ′ ⊆ [2.9, 7.1]′
en este caso 1) pasaría a ser
1′) U(a, [1, 2]′)U(x, [2, 5]′)E(b, [2.9, 7.1]′)(a+ x = b)
pero 4) dejaría de ser cierta, ya que la truncación exterior de [3, 7]′ sería incom-
patible con el cuantificador universal U . Más aún, en el caso de la proposición 1),
su solución no puede obtenerse mediante las operaciones internas al sistema de
los intervalos ordinarios.
Las limitaciones de la teoría intervalar clásica no pueden ser superadas mientras
se mantenga la idea de identificar un intervalo [a, a]′ con el conjunto de valores
reales x tales que a ≤ x ≤ a, ya que un intervalo puede representar también algún
valor desconocido entre a y a; por ejemplo, esto ocurre en cualquier proceso e
aproximaciones sucesivas a un valor real x que pertenece a todos los intervalos de
una sucesión de intervalos encajados.
2.2. Intervalos modales
Definiremos a continuación los principales conceptos del Análisis Intervalar Modal.
Esta teoría se inicia a principios de los años 70 en la Universidad de Barcelona
por un grupo de investigadores formado por Ernest Gardeñes, Honorino Mielgo,
Albert Trepat y José Maria Janer. Ver referencias [19], [20], [21] y [22].
A principios de los años 90 el grupo SIGLA/X formado por Remei Calm, M.
Rosa Estela, Ernest Gardeñes, Lambert Jorba, Honorino Mielgo, Miguel A. Sainz
y Albert Trepat continua estudiando la teoría de intervalos modales y obtiene
nuevos resultados que se encuentran publicados en las referencias [23], [66], [67],
[68], [69], [70], [71], [72], [74] y [75].
Definición 2.2.1. (Intervalos clásicos) Definimos el conjunto de intervalos clási-
cos sobre R como,
I(R) := {[a, a]′| a, a ∈ R, a ≤ a}
Definición 2.2.2. (Predicados clásicos) El conjunto de predicados clásicos en R
se define como,
Pred(R) := {P (.)| P (.) : R −→ {0, 1}}
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Como un valor real x tiene interés por los predicados que satisface, parece natural
sustituir la identificación x ↔ {x}, existente en la teoría intervalar clásica, por
x↔ Pred(x), siendo
Pred(x) := {P (.) ∈ Pred(R)| P (x) = 1}
que identifica a un número real con el conjunto de propiedades que verifica. Los
intervalos modales, que definimos a continuación, relacionan los intervalos con los
conjuntos Pred(x) correspondientes a los puntos del intervalo.
Definición 2.2.3. (Intervalo modal) Un intervalo modal A es un elemento del
producto cartesiano (I(R), {E,U}), A := (A′, QA) siendo QA uno de los cuan-
tificadores clásicos E o U.
Definición 2.2.4. (Intervalos modales) Definimos el conjunto de intervalos modales
sobre R como
I∗(R) := {(A′, QA)| A′ ∈ I(R), QA ∈ {E,U}}
Esta definición fundamental permite definir los siguientes subconjuntos:
Definición 2.2.5. (Intervalos existenciales, universales y puntuales) El conjunto
de intervalos existenciales se define como
Ie(R) := {(A′, E) ∈ I∗(R)}
Definimos como conjunto de intervalos universales a
Iu(R) := {(A′, U) ∈ I∗(R)}
y al conjunto
Ip(R) := {(A′, QA) ∈ I∗(R)| E(x,R) A′ = [x, x]′}
lo denominamos conjunto de intervalos puntuales.
Definición 2.2.6. (Dominio y modalidad) Para un intervalo modal A := (A′, QA),
al intervalo cerrado A′ le llamamos dominio
Dom((A′, QA)) := A′
y al cuantificador QA modalidad
Mod((A′, QA)) := QA
El concepto de cuantificador modal Q es básico en el análisis intervalar modal, y
asocia a cada predicado real P ∈ Pred(R) un predicado intervalar
P ∗(A) = (Q(x,A)P (x)) ∈ Pred(I∗(R))
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Definición 2.2.7. (Cuantificador modal) Para una variable x ∈ R y un intervalo
(A′, QA) ∈ I∗(R), definimos el cuantificador modal Q como
Q(x, (A′, QA)) := QA(x,A′)
Por ejemplo,
Q(x, ([−2, 1]′, E)) x ≥ 0 := E(x, [−2, 1]′) x ≥ 0
Q(x, ([1, 3]′, U)) x ≥ 0 := U(x, [1, 3]′) x ≥ 0
Asimismo, si consideramos el método de diferencias finitas para la resolución
de problemas diferenciales, en un problema unidimensional, la solución vendrá
representada en una malla del tipo
x
t
ii-1 i+1
n
n-1
n+1
[ ]
Fig. 2.1
donde el subíndice i denotará, por ejemplo, el espacio y el subíndice n denotará el
tiempo, luego un punto de la forma (i, n) corresponderá a la situación (xi, tn) en
el dominio solución D(x, t). Si el problema se estudia en el contexto del análisis
intervalar modal, un punto de la forma (i, n) corresponderá a la situación (Xi, tn)
en el dominio solución D(X, t). Observemos que fijado i ∈ N el intervalo Xi =
(X ′i, QXi) puede tener interpretaciones distintas:
Xi ∈ Ie(R)⇒ E(xi, X ′i)
Xi ∈ Iu(R)⇒ U(xi, X ′i)
Definición 2.2.8. (Conjunto de predicados de un intervalo modal) Dado un inter-
valo modal A = (A′, QA) denominamos conjunto de predicados de A al conjunto
de las funciones proposicionales aceptadas por A, es decir,
Pred(A′, QA) := {P (.) ∈ Pred(R) | Q(x, (A′, QA))P (x) = 1}
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Proposición 2.2.1. Dado un intervalo modal X = (X ′, QX), se cumple
1. Pred(X ′, E) = ∪(x,X ′)Pred(x)
2. Pred(X ′, U) = ∩(x,X ′)Pred(x)
donde “∪(x,X ′)” es el operador unión de una familia de conjuntos de índice x que
toma sus valores en X ′, y “∩ (x,X ′)” es el correspondiente operador intersección.
Demostración. Considerando la definición de conjunto de predicados tenemos,
1.
P ∈ Pred(X ′, E)⇔ E(x,X ′)(P (x))⇔
E(x,X ′)(P ∈ {P ∈ Pred(R)|P (x) = 1})⇔ P ∈ ∪(x,X ′)Pred(x)
2.
P ∈ Pred(X ′, U)⇔ U(x,X ′)(P (x))⇔
U(x,X ′)(P ∈ {P ∈ Pred(R)|P (x) = 1})⇔ P ∈ ∩(x,X ′)Pred(x)
De modo que un intervalo modal es un “aceptador” de predicados, a diferencia
del intervalo clásico que es en sí un predicado, pues A′ se puede identificar con el
predicado x ∈ A′, es decir, con el conjunto de puntos de la recta real pertenecientes
al dominio.
Definición 2.2.9. (Inclusión modal) Sean A, B ∈ I∗(R). Definimos la inclusión
modal como
A ⊆ B := Pred(A) ⊆ Pred(B)
Proposición 2.2.2. (Igualdad modal) Sean A, B ∈ I∗(R), entonces
A = B := (A ⊆ B, B ⊆ A)
Demostración.
A = B ⇔ (Pred(A) ⊆ Pred(B), P red(B) ⊆ Pred(A))
⇔ (A ⊆ B, B ⊆ A)
Proposición 2.2.3. Sean A, B ∈ I∗(R), entonces
A ⊆ B ⇔ (Dom(A) ⊆ Dom(B) si Mod(A) =Mod(B) = E
Dom(A) ⊇ Dom(B) si Mod(A) =Mod(B) = U
Dom(A) ∩Dom(B) 6= ∅ si (Mod(A) = U y Mod(B) = E)
Dom(A) = Dom(B) = [a, a]′ si (Mod(A) = E y Mod(B) = U))
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Proposición 2.2.4. Sean A, B ∈ I∗(R), A y B intervalos puntuales,
A = B ⇔ Dom(A) = Dom(B)
Si A y B no son puntuales
A = B ⇔ (Dom(A) = Dom(B), Mod(A) =Mod(B))
Demostración. Se deduce de 2.2.2 y 2.2.3
Definición 2.2.10. (Coordenadas canónicas de un intervalo modal ) Consideran-
do las notaciones
Min(A) := min(Dom(A)),
Max(A) := max(Dom(A)),
definimos como coordenadas canónicas de un intervalo modal A = (A′, QA)
Inf(A) :=
{
Min(A) si Mod(A) = E
Max(A) si Mod(A) = U
Sup(A) :=
{
Max(A) si Mod(A) = E
Min(A) si Mod(A) = U
Definición 2.2.11. (Notación canónica ) Si A = (A′, QA) ∈ I∗(R) definimos la
notación canónica del intervalo modal dado mediante sus extremos como
[a, a] :=

([a, a]′, E) si a ≤ a
([a, a]′, U) si a ≥ a
Proposición 2.2.5. (Designación canónica de los conjuntos de intervalos modales)
I∗(R) = {[a, a]| a ∈ R, a ∈ R}
Ie(R) = {[a, a] ∈ I∗(R)| a ≤ a}
Iu(R) = {[a, a] ∈ I∗(R)| a ≥ a}
Ip(R) = {[a, a] ∈ I∗(R)| a = a}
A un intervalo [a, a] ∈ Ie(R) le llamaremos intervalo propio, a un intervalo
[a, a] ∈ Iu(R) intervalo impropio y a un intervalo [a, a] ∈ Ip(R) intervalo pun-
tual o intervalo degenerado.
Gráficamente estos intervalos pueden representarse sobre el plano en el diagrama
de (Inf, Sup) también llamado diagrama de Moore, tal como indica la figura 2.2.
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Inf
Sup
C
A   propio
B impropio
puntual
Fig. 2.2
Proposición 2.2.6. (Notaciones canónicas para I∗(R))
Inf([a, a]) = a
Sup([a, a]) = a
Dom([a, a]) = [min{a, a},max{a, a}]′
Mod([a, a]) =
{
E si a ≤ a
U si a ≥ a
Q(x, [a, a]) =
{
E(x, [a, a]′) si a ≤ a
U(x, [a, a]′) si a ≥ a
Proposición 2.2.7. Sean A = [a, a] y B = [b, b], A,B ∈ I∗(R). Se cumple
[a, a] ⊆ [b, b]⇔ (a ≥ b, a ≤ b)
[a, a] = [b, b]⇔ (a = b, a = b)
Definición 2.2.12. (Relación menor o igual modal ) Para A = [a, a] y B = [b, b],
A,B ∈ I∗(R), definimos la relación menor o igual para los intervalos modales
como
A ≤ B := (a ≤ b, a ≤ b)
Es importante resaltar que definimos la relación menor o igual de éste modo para
tener la completación de la inclusión modal.
En el diagrama de Moore, la representación de las relaciones de “inclusión” y
“menor o igual” es la que se muestra en la figura 2.3.
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Inf
Sup
A
E       A
B        A
C      A
D      A
Fig. 2.3
Proposición 2.2.8. (Estructura de orden para (I∗(R),⊆,≤)) En I∗(R) las rela-
ciones ⊆ y ≤ son de orden parcial, y entre dos intervalos A y B siempre existe al
menos una de las siguientes situaciones
A ⊆ B o B ⊆ A o A ≤ B o B ≤ A
De la propiedad anterior se deduce que la teoría de intervalos no es una com-
pletación de los algoritmos numéricos, ya que entre números reales, para cua-
lesquiera a, b ∈ R la relación es
a ≤ b o b ≤ a
y esto hace que los algoritmos intervalares sean esencialmente más complejos que
los algoritmos numéricos en R.
2.3. Semántica dual
Para cualquier intervalo modal A = (A′, QA) podemos considerar el conjunto de
las funciones proposicionales rechazadas por A, estableciendo de este modo, una
semántica dual para I∗(R).
Definición 2.3.1. (Conjunto de copredicados rechazados por un intervalo modal)
Dado un intervalo modal A = (A′, QA), definimos el conjunto de las funciones
proposicionales rechazadas por A como:
Copred(A′, QA) := {P (.) ∈ Pred(R)|¬Q(x, (A′, QA))P (x)}
o de manera equivalente
Copred(A′, QA) := Pred(R)− Pred(A)
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Diremos que P (.) ∈ Copred(A) o que P (.) es covalidado o rechazado por A cuan-
do P (.) no pertenezca al conjunto de predicados aceptados por A.
Por ejemplo, (. ≥ 0) ∈ Copred([5, 3]) es equivalente a
¬((. ≥ 0) ∈ Pred([5, 3]))⇔ ¬Q(x, [5, 3]) x ≥ 0⇔
¬U(x, [3, 5]′)(x ≥ 0)⇔ E(x, [3, 5]′)(x < 0)
Definición 2.3.2. (Operador dual) Dado A = (A′, QA) ∈ I∗(R) un intervalo
modal, definimos el operador dual, que representamos por Dual(A) como
Dual(A) = Dual(A′, QA) := (A′, Dual(QA))
siendo Dual(QA) =
{
U si QA = E
E si QA = U
Definición 2.3.3. (Operadores propio e impropio) Dado A = (A′, QA) un inter-
valo modal, definimos sobre A los siguientes operadores
Operador propio Prop(A) = Prop(A′, QA) := (A′, E)
Operador impropio Impr(A) = Impr(A′, QA) := (A′, U)
Utilizando coordenadas canónicas,
Dual([a, a]) = [a, a]
Prop([a, a]) = [mı´n{a, a},ma´x{a, a}] ∈ Ie(R)
Impr([a, a]) = [ma´x{a, a},mı´n{a, a}] ∈ Iu(R)
Proposición 2.3.1. Para dos intervalos cualesquiera A,B ∈ I∗(R) se cumple
A ⊆ B ⇔ Dual(A) ⊇ Dual(B)⇔ Copred(A) ⊇ Copred(B)
Proposición 2.3.2. Para A ∈ I∗(R) se cumple:
¬Q(x,A)P (x)⇔ Q(x,Dual(A))¬P (x)
P (.) ∈ Copred(A)⇔ (¬P (.)) ∈ Pred(Dual(A))
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2.4. Retículos intervalares
A continuación se introducen las operaciones ínfimo y supremo para los retículos
definidos por las relaciones de orden parcial ≤ y ⊆ sobre I∗(R).
Definición 2.4.1. (Operadores Bottom (B) y Top (T ) en (I∗(R),≤)) Dada una
familia finita de intervalos modales A(I) := {A(i) ∈ I∗(R)| i ∈ I} con la relación
de orden ≤, definimos
Bi∈IA(i) = mı´n
i∈I
A(i) = A ∈ I∗(R) tal que (U(i, I) X ≤ A(i))⇔ (X ≤ A)
Ti∈IA(i) = ma´x
i∈I
A(i) = B ∈ I∗(R) tal que (U(i, I) X ≥ A(i))⇔ (X ≥ B)
Estos operadores dan a (I∗(R),≤) la estructura de retículo y su cálculo se puede
obtener en función de los extremos de los intervalos pertenecientes a la familia
dada, tal como indica la siguiente propiedad.
Proposición 2.4.1. Dada una familia finita A(I) ⊆ I∗(R), si A(i) = [a(i), a(i)],
se cumple que
Bi∈IA(i) = [mı´n
i∈I
a(i),mı´n
i∈I
a(i)]
Ti∈IA(i) = [ma´x
i∈I
a(i),ma´x
i∈I
a(i)]
En el conjunto de los intervalos clásicos para A = [a, a] y B = [b, b] está definida
las relación binaria ⊆ de la forma
[a, a] ⊆ [b, b]⇔ (a ≥ b, a ≤ b)
pero el sistema (I(R),⊆) no tiene estructura de retículo, es decir, dados dos
elementos A,B ∈ I(R), no tiene porqué existir dentro del mismo conjunto I(R)
el supremo y el ínfimo respecto a la relación ⊆. Cuando completamos el conjunto
de los intervalos clásicos con los intervalos impropios, obteniendo el conjunto
I∗(R), la misma relación binaria ⊆ que teníamos definida, sí da lugar al retículo
(I∗(R),⊆). Nos interesa destacar los elementos supremo e ínfimo por la relación ⊆
dado que serán de suma importancia en el estudio de las extensiones semánticas
f ∗ y f ∗∗ de una función continua f .
Definición 2.4.2. (Operadores Meet (∧) y Join(∨) en (I∗(R),⊆)) Dada una
familia finita de intervalos modales A(I) := {A(i) ∈ I∗(R)| i ∈ I} con la relación
de orden ⊆, definimos∧
i∈I
A(i) = A ∈ I∗(R) tal que (U(i, I) X ⊆ A(i))⇔ (X ⊆ A)
∨
i∈I
A(i) = B ∈ I∗(R) tal que (U(i, I) X ⊇ A(i))⇔ (X ⊇ B)
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∧
i∈I
A(i) es el ínfimo por la relación ⊆ de los elementos de la familia A(I) y ∨
i∈I
A(i)
es el supremo por la relación ⊆ de los elementos de la familia A(I).
El cálculo de los operadores Meet y Join puede obtenerse en función de los ex-
tremos de los intervalos que pertenecen a la familia dada, tal como indica la
siguiente propiedad.
Proposición 2.4.2. Dada una familia finita A(I) ⊆ I∗(R), si A(i) = [a(i), a(i)],
se cumple que∧
i∈I
A(i) = [ma´x
i∈I
a(i),mı´n
i∈I
a(i)]
∨
i∈I
A(i) = [mı´n
i∈I
a(i),ma´x
i∈I
a(i)]
En el diagrama de Moore, la representación de las operaciones reticulares Bottom,
Top, Meet y Join es la que indica la figura 2.4.
Inf
Sup
VA(i)
T A(i)
  A(i)B A(i)
A(1)
A(2)
A(4)
A(3)
Fig. 2.4
Definición 2.4.3. (Operador Meet-Join ) Si A ∈ I∗(R) definimos el operador
meet-join que representamos por Ω(a,A) como
Ω(a,A) :=

∧
a∈A′
si A es impropio
∨
a∈A′
si A es propio
Proposición 2.4.3. Si A ∈ I∗(R), se cumple
A = Ω(a,A)[a, a]
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Proposición 2.4.4. Si A,B ∈ I∗(R), se cumple
1. Pred(A ∧B) ⊆ Pred(A) ∩ Pred(B)
2. Pred(A ∨B) ⊇ Pred(A) ∪ Pred(B)
3. Copred(A ∧B) ⊇ Copred(A) ∪ Copred(B)
4. Copred(A ∨B) ⊆ Copred(A) ∩ Copred(B)
Observemos que no se cumple la igualdad ya que el meet de dos intervalos no
se identifica con la intersección, ni el el join de dos intervalos se identifica con la
unión.
2.5. Predicados y copredicados intervalares
Definición 2.5.1. (Conjunto de predicados intervalares) Definimos el conjunto
de predicados intervalares que representamos por Pred∗(R) a
Pred∗(R) := {P (.) ∈ Pred(R)| P (.) = (. ∈ X ′)}
Definición 2.5.2. (Conjunto de copredicados intervalares) Definimos el conjunto
de copredicados intervalares que representamos por Copred∗(R) a
Copred∗(R) := {P (.) ∈ Pred(R)| P (.) = (¬(. ∈ X ′))}
Definición 2.5.3. (Conjunto de predicados intervalares aceptados por A) Defi-
nimos el conjunto de predicados intervalares aceptados por A que representamos
por Pred∗(A) a
Pred∗(A) := {P (.) ∈ Pred∗(R)| P (.) ∈ Pred(A)}
Definición 2.5.4. (Conjunto de predicados intervalares rechazados por A) Defi-
nimos el conjunto de predicados intervalares rechazados por A que representamos
por Copred∗(A) a
Copred∗(A) := {P (.) ∈ Copred∗(R)| P (.) ∈ Copred(A)}
Proposición 2.5.1. Dado A ∈ I∗(R), se cumple
(. ∈ X ′) ∈ Pred∗(A)⇔ Impr(X ′) ⊆ A
(¬(. ∈ X ′)) ∈ Copred∗(A)⇔ Prop(X ′) ⊇ A
Proposición 2.5.2. Si A,B ∈ I∗(R), se cumple
1. Pred∗(A ∧B) = Pred∗(A) ∩ Pred∗(B)
2. Pred∗(A ∨B) ⊇ Pred∗(A) ∪ Pred∗(B)
3. Copred∗(A ∧B) ⊇ Copred∗(A) ∪ Copred∗(B)
4. Copred∗(A ∨B) = Copred∗(A) ∩ Copred∗(B)
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2.6. Intervalos digitales y truncaciones
Definición 2.6.1. (Intervalos modales digitales) En el análisis intervalar modal,
si DI ⊆ R es una escala digital de los números reales,
I∗(DI) := {[a, a] ∈ I∗(R)| a ∈ DI, a ∈ DI}
Definición 2.6.2. (Truncaciones intervalares modales) Si DI ⊆ R es una digita-
lización de los números reales, A = [a, a] ∈ I∗(R), definimos la truncación interna
y externa como
Inn([a, a]) = [Right(a), Left(a)] ∈ I∗(DI)
Out([a, a]) = [Left(a), Right(a)] ∈ I∗(DI)
siendo Left(x) y Right(x) elementos pertenecientes a la escala digital DI que
cumplen
Left(x) ≤ x, Right(x) ≥ x ∀x ∈ DI
Proposición 2.6.1. Si A ∈ I∗(R),
Inn(A) ⊆ A ⊆ Out(A)
Observemos que para los intervalos clásicos, no siempre se cumple la condición
Inn([a, a]) ⊆ [a, a] ⊆ Out([a, a])
Por ejemplo Inn[3.14, 3.15] en la escala DI(1, 1) formada por los números con
una cifra entera y una decimal, equivale a [3.2, 3.1] /∈ I∗(R)
Sin embargo, este mismo ejemplo en I∗(R) cumple
Inn[3.14, 3.15] = [3.2, 3.1] ⊆ [3.14, 3.15]
Teorema 2.6.1. Si A ∈ I∗(R),
Inn(A) = Dual(Out(Dual(A)))
Demostración. Este teorema se deduce de la propiedad
A ⊆ B ⇔ Dual(A) ⊇ Dual(B)
y hace innecesaria la implementación de la truncación interna.
Teorema 2.6.2. Si A ∈ I∗(R), se cumple
Pred(Inn(A)) ⊆ Pred(A) ⊆ Pred(Out(A))
Copred(Inn(A)) ⊇ Copred(A) ⊇ Copred(Out(A))
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2.7. Intervalos n-dimensionales
La teoría intervalar modal se extiende de forma natural a estructuras intervalares
n-dimensionales y en la referencia [22] se encuentra un desarrollo completo de la
teoría intervalar n-dimensional.
Las definiciones estudiadas anteriormente sobre intervalos modales se definen
componente a componente en los intervalos modales n-dimensionales.
Definición 2.7.1. (Conjunto de intervalos modales n-dimensionales)
I∗(Rn) := {A = (A1, ..., An) | A1 ∈ I∗(R), ..., An ∈ I∗(R)}
Definición 2.7.2. (Inclusión e igualdad n-dimensional) Si A = (A1, ..., An) y
B = (B1, ..., Bn) son intervalos modales n-dimensionales se define,
A ⊆ B := (A1 ⊆ B1, ..., An ⊆ Bn)
A = B := (A1 = B1, ..., An = Bn)
Definición 2.7.3. (Operadores propio e impropio) Si X = (X1, ..., Xn) ∈ I∗(Rn)
y X ′ = (X ′1, ..., X ′n) ∈ I(Rn) se definen
Prop(X) = Prop(X ′) := ((X ′1, E), ..., (X
′
n, E))
Impr(X) = Impr(X ′) := ((X ′1, U), ..., (X
′
n, U))
Definición 2.7.4. (Conjuntos de predicados y copredicados intervalares n-dimensionales)
Si A = (A1, ..., An) ∈ I∗(Rn), X ′ = (X ′1, ..., X ′n) ∈ I(Rn) y x = (x1, ..., xn) ∈ Rn
se definen
x ∈ X ′ := (x1 ∈ X ′1, ..., xn ∈ X ′n)
Pred∗(A) := {(x ∈ X ′) | (x1 ∈ X ′1) ∈ Pred∗(A1), ..., (xn ∈ X ′n) ∈ Pred∗(An)}
= {(x ∈ X ′) | Q(x1, A′1), ..., Q(xn, A′n)(x1 ∈ X ′1, ..., xn ∈ X ′n)}
Copred∗(A) := {(x 6∈ X ′) | (x1 6∈ X ′1) ∈ Pred∗(A1), ..., (xn 6∈ X ′n) ∈ Pred∗(An)}
= {(x 6∈ X ′) | ¬(Q(x1, A′1), ..., Q(xn, A′n)(x1 ∈ X ′1, ..., xn ∈ X ′n))}
Definición 2.7.5. SiA = (A1, ..., An) ∈ I∗(Rn),X ′ = (X ′1, ..., X ′n) ∈ I(Rn) y x =
(x1, ..., xn) ∈ Rn , análogamente al caso unidimensional se verifica que
(x ∈ X ′) ∈ Pred∗(A) ⇔ Impr(X ′) ⊆ A
(x 6∈ X ′) ∈ Copred∗(A) ⇔ Prop(X ′) ⊇ A
El estudio de los intervalos modales n-dimensionales nos permite construir la
teoría semántica de las funciones racionales modales.
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2.8. Extensiones semánticas de las funciones reales
continuas
La verdadera importancia del análisis intervalar modal la constituye la posibili-
dad de efectuar una interpretación útil, mediante los cuantificadores existencial y
universal, del cálculo de funciones cuyas variables operativas, así como su imagen,
sean valores intervalares.
En la mayoría de problemas cuantitativos que pretendemos estudiar, se nos pre-
sentará una o varias funciones reales de n-variables de las que intentaremos cono-
cer su comportamiento a partir de su cálculo cuando sus variables sean inter-
valares. Para que este cálculo sea posible y significativo, nuestra función inicial
f : Rn −→ R es extendida a una nueva función f˜ : I∗(Rn) −→ I∗(R), exigien-
do a esta extensión algunos requisitos que aseguren su utilidad. Estudiaremos
las extensiones de funciones continuas ya que el espacio real (n+ 1)-dimensional
Rn+1 está definido básicamente por las funciones continuas f : Rn −→ R que
representan las superficies n-dimensionales
{(x1, ..., xn, z) ∈ Rn+1 | z = f(x1, ..., xn)}
Una misma función puede tener diversas extensiones, según lo que a éstas les sea
exigido. Así por ejemplo, en el caso del Análisis Intervalar Clásico, si f : Rn −→ R
es continua, podemos condiderar la extensión conjuntista siguiente:
Definición 2.8.1. (Extensión unida) Si f : Rn −→ R es una función continua,
definimos para X ′ = (X ′1, ..., X ′n) ∈ I(Rn)
Rf : I(Rn) −→ I(R)
(X ′1, ..., X
′
n)→ Rf (X ′1, ..., X ′n) = {f(x1, ..., xn) | x1 ∈ X ′1, ..., xn ∈ X ′n}
que será el intervalo
[mı´n{f(x1, ..., xn) | x1 ∈ X ′1, ..., xn ∈ X ′n},ma´x{f(x1, ..., xn) | x1 ∈ X ′1, ..., xn ∈ X ′n}]
A esta extensión la denominaremos extensión unida de f .
La extensión unida de f , no considera nunca intervalos impropios, y es la extensión
intervalar utilizada básicamente por el análisis intervalar clásico. El hecho de que
la mayoría de las veces sea difícil efectuar su cálculo obliga, cuando f sea una
función racional continua, a trabajar con una nueva extensión que se denomina
extensión racional intervalar de f y que se define tal como vemos a continuación.
Definición 2.8.2. (Extensión racional intervalar) Si f : Rn −→ R es una fun-
ción continua, definimos la extensión racional intervalar de f y la representamos
por fR : I(Rn) −→ I(R) a la función definida por el propio programa de cálculo
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indicado por la función racional, substituyendo los valores reales por valores inter-
valares y los operandos reales por sus correspondientes operaciones intervalares,
considerando además independientes las variables que sean multiincidentes en la
formulación concreta de la función racional. En caso de tener que truncar los cál-
culos, situación común en cualquier aritmética actual, se considerará la truncación
exterior: X ′wY ′ ⊆ X ′wRY ′ := Out(X ′wY ′).
Estas dos extensiones de la misma función f cumplen
Rf (X
′
1, ..., X
′
n) ⊆ fR(X ′1, ..., X ′n)
con lo que fR(X ′1, ..., X ′n) que es calculable a partir de los extremos de X ′1, ...X ′n,
representa una sobreestimación de Rf (X ′1, ..., X ′n) que, en general, no es calcula-
ble.
Las funciones racionales intervalares tienen la propiedad, fundamental para todo
el Análisis Intervalar, de ser inclusivas, es decir, para
A′1 ⊆ B′1, ..., A′n ⊆ B′n
se mantiene la relación
fR(A′1, ..., A
′
n) ⊆ fR(B′1, ..., B′n)
considerando que no hay división de intervalos en caso de que éstos contengan al
cero.
Un hecho crítico es que la extensión unida de f a los intervalos X ′1, ...X ′n tiene
como única semántica compatible con el redondeo exterior
U(x1, X
′
1)...U(xn, X
′
n)E(z, Rf (X
′
1, ..., X
′
n))(z = f(x1, ..., xn))
y, en el caso en que Rf no fuera calculable y f fuera racional y continua,
U(x1, X
′
1)...U(xn, X
′
n)E(z, fR(X
′
1, ..., X
′
n))(z = f(x1, ..., xn))
Sin embargo, estas dos extensiones son validas únicamente en el contexto inter-
valar clásico. En el contexto de los Intervalos Modales cabe esperar que al igual
que el predicado real P (x) se transforma en el predicado intervalarQ(x,X)(P (x)),
la relación z = f(x1, ..., xn) se transforme en algún tipo de relación intervalar
Z = F (f)(X1, ..., Xn) garantizando algún predicado intervalar (n+1)-dimensional
del tipo
Q1(x1, X1)...Qn(xn, Xn)Qz(z, Z)z = f(x1, ..., xn)
donde evidentemente aparece un problema de orden ya que los prefijos cuantifi-
cadores no son, en general, conmutativos.
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Si pretendemos introducirnos en el contexto Intervalar Modal, debemos resolver
dos cuestiones importantes fundamentalmente ligadas entre sí: en primer lugar
¿cómo definimos las extensiones intervalares utilizando los intervalos modales? y
en segundo lugar ¿qué semántica es la que se obtiene al aplicar dichas extensiones?
Las funciones reales continuas f de Rn en R, en general no son accesibles desde
el punto de vista computacional, y tampoco lo son sus extensiones unidas f de
I(Rn) en I(R). El tipo más elemental de funciones calculables que extienden a
las funciones reales continuas f de Rn en R son las funciones F de DIn en
I(DI) (donde DI es un subconjunto digital de R) por lo que, dada una función
continua f de Rn en R, la extensión intervalar más simple sería la función para
la que dado un valor a retome dos valores, uno mayor y otro menor que f(a). Por
ello definimos en primer lugar la función que denominaremos extensión intervalar
pobre de f .
Definición 2.8.3. (Extensión intervalar pobre) Si f : Rn −→ R es una función
real continua, definimos la extensión intervalar pobre de f y la representamos por
F a la función
F : Rn −→ I(R)
a→ F (a)′ tal que f(a) ∈ F (a)′
La utilidad de esta definición para inducir a una extensión más general del tipo
F : I∗(Rn) −→ I∗(R) está en la siguiente proposición.
Proposición 2.8.1. (Formulación semántica de la extensión intervalar pobre)
Si F : Rn −→ I(R) es la extensión intervalar pobre de la función real continua
f : Rn −→ R, siempre que F (a)′ ∈ I(R) exista, la condición f(a) ∈ F (a)′ es
equivalente a:
U(X ′, I(Rn))((x ∈ X ′) ∈ Pred∗([a, a])⇒ (z ∈ f(X ′)) ∈ Pred∗(Prop(F (a)′)))
Tomando X ′ = [a, a] se obtiene
a ∈ [a, a]⇒ E(z, F (a))z ∈ f([a, a])⇒ E(z, F (a))(z = f(a))⇒ f(a) ∈ F (a)
Luego, la propiedad anterior, puede escribirse en la forma
U(X ′, I(Rn))((x ∈ X ′) ∈ Pred∗([a, a])⇒ (z ∈ f(X ′)) ∈ Pred∗(F (a)))
siendo esta relación equivalente a que F sea una extensión intervalar pobre.
Esta propiedad es la que de un modo natural nos conduce a la definición de la
extensión intervalar modal de f .
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Definición 2.8.4. (Extensión intervalar modal de funciones reales continuas) Si
f : Rn −→ R es una función real continua, definimos la extensión intervalar
modal de f sobre el intervalo A a cualquier función F de I∗(Rn) en I∗(R) que,
siempre que exista F (A), verifique la propiedad
U(X ′, I(Rn))((x ∈ X ′) ∈ Pred∗(A)⇒ (z ∈ f(X ′)) ∈ Pred∗(F (A)))
(en esta definición y en lo sucesivo, el dominio de f puede ser, en vez de Rn,
cualquier intervalo compacto C ⊆ Rn, con lo que el dominio de F pasa a ser
I∗(C)).
Observemos que la definición de extensión intervalar modal no es operativa.
A continuación definimos dos extensiones algebraicas intervalares de una función
continua f de Rn en R, que serán básicas para el estudio de la teoría intervalar
modal, porque están muy relacionadas con las extensiones intervalares modales y
darán significado a los cálculos intervalares.
Definición 2.8.5. (Función *-semántica) Si f : Rn −→ R es una función real
continua, X = (Xp, Xi) ∈ I∗(Rn) intervalo donde se han separado las compo-
nentes propias y las impropias, definimos la extensión intervalar f ∗ de f como:
f ∗ : I∗(Rn) −→ I∗(R)
X → f ∗(X) =
∨
xp∈X′p
∧
xi∈X′i
[f(xp, xi), f(xp, xi)]
Definición 2.8.6. (Función **-semántica) Si f : Rn −→ R es una función con-
tinua, X = (Xp, Xi) ∈ I∗(Rn) intervalo donde se han separado las componentes
propias y las impropias, definimos la extensión intervalar f ∗∗ de f como:
f ∗∗ : I∗(Rn) −→ I∗(R)
X → f ∗∗(X) =
∧
xi∈X′i
∨
xp∈X′p
[f(xp, xi), f(xp, xi)]
Evidentemente si Xp = ∅ o Xi = ∅ entonces f ∗(X) = f ∗∗(X).
Si Xi = ∅, entonces
f ∗(X) = f ∗∗(X) =
[mı´n{f(x1, ..., xn) | x1 ∈ X ′1, ..., xn ∈ X ′n},ma´x{f(x1, ..., xn) | x1 ∈ X ′1, ..., xn ∈ X ′n}]
que es el intervalo correspondiente a la extensión unida de f , Rf , del análisis
intervalar clásico.
Si Xp = ∅, entonces
f ∗(X) = f ∗∗(X) =
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[ma´x{f(x1, ..., xn) | x1 ∈ X ′1, ..., xn ∈ X ′n},mı´n{f(x1, ..., xn) | x1 ∈ X ′1, ..., xn ∈ X ′n}]
y es el dual de la extensión conjuntista Rf con modalidad existencial.
Ejemplo 2.8.1. Para la función
f : R2 −→ R
(x, y)→ f(x, y) = x2 + y2
las imágenes del intervalo X = ([−1, 1], [1,−1]) son
f ∗([−1, 1], [1,−1]) =
∨
x∈[−1,1]′
∧
y∈[−1,1]′
[x2 + y2, x2 + y2] =
∨
x∈[−1,1]′
[x2 + 1, x2] = [1, 1]
f ∗∗([−1, 1], [1,−1]) =
∧
y∈[−1,1]′
∨
x∈[−1,1]′
[x2 + y2, x2 + y2] =
∧
y∈[−1,1]′
[y2, y2 + 1] = [1, 1]
Para la función
g : R2 −→ R
(x, y)→ g(x, y) = (x+ y)2
las imágenes del mismo intervalo X = ([−1, 1], [1,−1]) son
g∗([−1, 1], [1,−1]) =
∨
x∈[−1,1]′
∧
y∈[−1,1]′
[(x+ y)2, (x+ y)2]
=
∨
{
∨
x∈[−1,0]′
[(x− 1)2, 0],
∨
x∈[0,1]′
[(x+ 1)2, 0]}
=
∨
{[1, 0], [1, 0]} = [1, 0]
g∗∗([−1, 1], [1,−1]) =
∧
y∈[−1,1]′
∨
x∈[−1,1]′
[(x+ y)2, (x+ y)2]
=
∧
{
∧
y∈[−1,0]′
[0, (y − 1)2],
∧
y∈[0,1]′
[0, (y + 1)2]}
=
∨
{[0, 1], [0, 1]} = [0, 1]
Las funciones f ∗ y f ∗∗ no siempre serán calculables, excepto para funciones sen-
cillas como las del ejemplo anterior.
Por otra parte, aunque para la función g(x, y) = (x+ y)2 obtengamos
g∗([−1, 1], [1,−1]) = [1, 0]
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y
g∗∗([−1, 1], [1,−1]) = [0, 1]
estos resultados, por el momento, no tienen ningún significado respecto a los posi-
bles valores que pueda tener g en el intervalo X = ([−1, 1], [1,−1]).
En I∗(R) las extensiones semánticas de los operadores aritméticos son las ex-
tensiones semánticas de las funciones continuas w(x, y) = xwy, siendo w =
{+,−, ∗, /}, y pueden calcularse mediante la extensión w∗ o bien w∗∗ ya que
en este caso, tal como se demostrará más adelante, coinciden.
Si A = [a, a] y B = [b, b],
A+B = [a+ b, a+ b]
A−B = [a− b, a− b]
A ∗B =

[ab, ab] si a ≥ 0, a ≥ 0, b ≥ 0, b ≥ 0
[ab, ab] si a ≥ 0, a ≥ 0, b ≥ 0, b < 0
[ab, ab] si a ≥ 0, a ≥ 0, b < 0, b ≥ 0
[ab, ab] si a ≥ 0, a ≥ 0, b < 0, b < 0
[ab, ab] si a ≥ 0, a < 0, b ≥ 0, b ≥ 0
[ma´x{ab, ab},mı´n{ab, ab}] si a ≥ 0, a < 0, b ≥ 0, b < 0
[0, 0] si a ≥ 0, a < 0, b < 0, b ≥ 0
[ab, ab] si a ≥ 0, a < 0, b < 0, b < 0
[ab, ab] si a < 0, a ≥ 0, b ≥ 0, b ≥ 0
[0, 0] si a < 0, a ≥ 0, b ≥ 0, b < 0
[mı´n{ab, ab},ma´x{ab, ab}] si a < 0, a ≥ 0, b < 0, b ≥ 0
[ab, ab] si a < 0, a ≥ 0, b < 0, b < 0
[ab, ab] si a < 0, a < 0, b ≥ 0, b ≥ 0
[ab, ab] si a < 0, a < 0, b ≥ 0, b < 0
[ab, ab] si a < 0, a < 0, b < 0, b ≥ 0
[ab, ab] si a < 0, a < 0, b < 0, b < 0
A/B =

[a/b, a/b] si a ≥ 0, a ≥ 0, b > 0, b > 0
[a/b, a/b] si a ≥ 0, a ≥ 0, b < 0, b < 0
[a/b, a/b] si a ≥ 0, a < 0, b > 0, b > 0
[a/b, a/b] si a ≥ 0, a < 0, b < 0, b < 0
[a/b, a/b] si a < 0, a ≥ 0, b > 0, b > 0
[a/b, a/b] si a < 0, a ≥ 0, b < 0, b < 0
[a/b, a/b] si a < 0, a < 0, b > 0, b > 0
[a/b, a/b] si a < 0, a < 0, b < 0, b < 0
Proposición 2.8.2. (Propiedades de las funciones semánticas f ∗ i f ∗∗) Si f :
Rn −→ R es una función continua, ∀X ∈ I∗(Rn) se cumple
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1. Dual(f ∗(X)) = f ∗∗(Dual(X))
2. f ∗(X) ⊆ f ∗∗(X)
Teorema 2.8.1. Si f : R −→ R es una función continua. Dados X, Y ∈ I∗(Rn)
se cumple
X ⊆ Y ⇔ (f ∗(X) ⊆ f ∗(Y ), f ∗∗(X) ⊆ f ∗∗(Y ))
Utilizando las dos definiciones que exponemos a continuación, podremos encon-
trar situaciones en las que f ∗(X) coincida con f ∗∗(X).
Definición 2.8.7. (Punto de silla) Si f : Rn −→ R es una función continua, para
X ∈ I∗(Rn) con X ′ = (X ′1, X ′2) ∈ I(Rn), definimos el conjunto de puntos de silla
de f en (X ′1, X ′2), y lo representamos por SDP (f,X ′1, X ′2) a
SDP (f,X ′1, X
′
2) := {(xm1 , xM2 )| U(x1, X ′1)U(x2, X ′2) (f(xm1 , x2) ≤ f(xm1 , xM2 ) ≤ f(x1, xM2 ))}
Definición 2.8.8. (SDV) Si f : Rn −→ R es una función continua, para X ∈
I∗(Rn) con X ′ = (X ′1, X ′2) ∈ I(Rn), definimos el valor que toma la función f en
los puntos de silla de (X ′1, X ′2), y lo representamos por SDV (f,X ′1, X ′2) a
SDV (f,X ′1, X
′
2) :=

f(xm1 , x
M
2 ) si (x
m
1 , x
M
2 ) ∈ SDP (f,X ′1, X ′2)
no definido si SDP (f,X ′1, X
′
2) = ∅
Proposición 2.8.3. Bajo las condiciones de las definiciones 2.8.7 y 2.8.8, si
(xm1 , x
M
2 ) es un punto de silla de f en (X ′1, X ′2), se cumple
SDV (f,X ′1, X
′
2) = f(x
m
1 , x
M
2 ) = mı´n
x1∈X′1
ma´x
x2∈X′2
f(x1, x2) = ma´x
x2∈X′2
mı´n
x1∈X′1
f(x1, x2)
Teorema 2.8.2. (Conmutatividad Join-Meet) Sea f : Rn −→ R una función con-
tinua. Dado X ∈ I∗(Rn), si separamos las componentes propias y las impropias,
de modo que X = (Xp, Xi), se cumple que
SDP (f,X ′p, X
′
i) 6= ∅
SDP (f,X ′i, X
′
p) 6= ∅
}
⇔ (f ∗(X) = f ∗∗(X))
En este caso se cumple,
f ∗(X) = f ∗∗(X) = [SDV (f,X ′p, X
′
i), SDV (f,X
′
i, X
′
p)]
y diremos que f es JM-conmutativa para X ∈ I∗(Rn).
Veamos a continuación los dos teoremas semánticos que dan pleno significado a
las dos extensiones intervalares f ∗ y f ∗∗ de una función continua.
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Teorema 2.8.3. (Teorema semántico para f ∗) Si f : Rn −→ R es una fun-
ción continua y f ∗ su extensión algebraica, A ∈ I∗(Rn), siempre que exista
F (A) ∈ I∗(Rn), las siguientes proposiciones son equivalentes:
a) U(X ′, I(Rn))((x ∈ X ′) ∈ Pred∗(A)⇒ (z ∈ f(X ′)) ∈ Pred∗(F (A)))
b) f ∗(A) ⊆ F (A)
c) U(ap, A′p)Q(z, F (A))E(ai, A′i) z = f(ap, ai)
Obsérvese que al ser F (A) un intervalo cualquiera, el teorema es cierto si, en
particular, F es la extensión intervalar modal de f sobre A. Obsérvese asimismo,
que de no existir F (A) el apartado c) puede tener sentido pero no es equivalente
a b).
Teorema 2.8.4. (Teorema semántico para f ∗∗) Si f : Rn −→ R es una fun-
ción continua y f ∗∗ su extensión algebraica, A ∈ I∗(Rn), siempre que exista
F (A) ∈ I∗(Rn), las siguientes proposiciones son equivalentes:
a) U(X ′, I(Rn))((x 6∈ X ′) ∈ Copred∗(A)⇒ (z 6∈ f(X ′)) ∈ Copred∗(F (A)))
b) F (A) ⊆ f ∗∗(A)
c) U(ai, A′i)Q(z,Dual(F (A)))E(ap, A′p) z = f(ap, ai)
Demostración. Este teorema puede probarse por dualidad, teniendo en cuenta
que,
Dual(f ∗(X)) = Dual(
∨
xp∈X′p
∧
xi∈X′i
[f(xp, xi), f(xp, xi)])
=
∧
xp∈X′p
∨
xi∈X′i
[f(xp, xi), f(xp, xi)]
= f ∗∗(Dual(X))
Luego, si aplicamos el teorema semántico para la función f ∗ al intervalo Dual(A)
obtenemos:
Dual(F (A)) ⊇ f ∗(Dual(A))⇒
F (A) ⊆ Dual(f ∗(Dual(A))) = f ∗∗(Dual(Dual(A))) = f ∗∗(A)
Observemos que este teorema es cierto, en particular, si F (A) es la extensión
intervalar modal de f sobre A.
Los dos teoremas semánticos proporcionan un completo significado a las exten-
siones algebraicas intervalares f ∗ y f ∗∗ de una función continua.
Extensiones racionales modales 33
2.9. Extensiones racionales modales
Las extensiones semánticas f ∗ y f ∗∗ de una función f : Rn −→ R continua son
bastante inaccesibles a los cálculos, a excepción de funciones reales muy simples.
Si f : Rn −→ R además de continua es una función racional, existe otra extensión
intervalar sintáctica (fR), resultante de sustituir las operaciones racionales del
árbol sintáctico por las correspondientes operaciones intervalares. Este nuevo tipo
de extensión es calculable, a diferencia de las funciones f ∗ y f ∗∗, pero no tienen
en principio, una semántica completa. El problema de interpretación de estas fun-
ciones racionales modales, que son realmente el centro de los cálculos numéricos,
consiste en relacionarlas con las correspondientes funciones semánticas.
Definición 2.9.1. (*-extensión racional modal) Si f : Rn −→ R es una función
continua, su *-extensión racional modal, que representaremos por fR∗, se define
como fR∗ : I∗(Rn) −→ I∗(R) donde cada operador intervalar del árbol sintáctico
que forma la función f , se sustituye por su *-extensión semántica.
Definición 2.9.2. (**-extensión racional modal) Si f : Rn −→ R es una función
continua, su **-extensión racional modal, que representaremos por fR∗∗, se define
como fR∗∗ : I∗(Rn) −→ I∗(R) donde cada operador intervalar del árbol sintáctico
que forma la función f , se sustituye por su **-extensión semántica.
Por ejemplo, para f : R2 −→ R definida por f(x, y) = xy + (x + y)2 los árboles
sintácticos (programas de cálculo) para f , fR∗ y fR∗∗, considerando g(x, y) =
(x+ y)2, son los que muestra la figura 2.5.
f
g
x y
x y
fR*
g*
( . )*
+
.
( +)*
X Y
X Y
fR**
g**
( . )**
( +)**
X Y
X Y
Fig. 2.5
Definición 2.9.3. (Cálculo de la truncación externa de fR∗(X)) Out(fR∗(X))
es la función definida mediante el programa de cálculo de fR∗ donde el valor
de cada componente X se sustituye por su truncación externa correspondiente y
el valor exacto de cada operador, se sustituye por su truncación externa corres-
pondiente. Es decir, Xi se sustituye por Out(Xi) ⊇ Xi y w∗(A) se sustituye por
Out(w∗(A)) ⊇ w∗(A).
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Definición 2.9.4. (Cálculo de la truncación interna de fR∗∗(X)) Inn(fR∗∗(X))
es la función definida mediante el programa de cálculo de fR∗∗ donde el valor
de cada componente X se sustituye por su truncación interna correspondiente y
el valor exacto de cada operador, se sustituye por su truncación interna corres-
pondiente. Es decir, Xi se sustituye por Inn(Xi) ⊆ Xi y w∗∗(A) se sustituye por
Inn(w∗∗(A)) ⊆ w∗∗(A).
Proposición 2.9.1. Si f : Rn −→ R es una función continua y fR∗ y fR∗∗ son
las * y ** extensiones racionales modales, entonces, ∀X ∈ I∗(Rn) se cumple
Dual(fR∗(X)) = fR∗∗(Dual(X))
Dual(Out(fR∗(X))) = Inn(fR∗∗(Dual(X)))
Definición 2.9.5. (Operadores racionales) Un operador racional es cualquier
función continua f : Rn −→ R que sea JM-conmutativa.
Definición 2.9.6. (Función racional modal) Una extensión racional modal fR
de una función f : Rn −→ R es una función definida análogamente a fR∗ o fR∗∗
tal que todos sus operadores son operadores racionales.
Observemos que la función g(x, y) = (x + y)2 no es una función racional modal
en ([-1,1],[1,-1]) porque
g∗([−1, 1], [1,−1]) = [1, 0] 6= [0, 1] = g∗∗([−1, 1], [1,−1])
Teorema 2.9.1. (Proceso dual) Si fR es una función racional modal, entonces
Inn(fR(X)) = Dual(Out(fR(Dual(X))))
Este teorema permite implementar únicamente la truncación externa en la arit-
mética intervalar modal.
Tal como hemos comentado anteriormente, las extensiones f ∗ y f ∗∗ son semán-
ticamente interpretables, pero no calculables en general y la extensión racional
modal fR es calculable pero no interpretable. Nos interesará pues, relacionar los
dos tipos de extensiones para poder obtener un cálculo interpretable.
La interpretabilidad de las funciones racionales modales ha sido estudiada exhaus-
tivamente por el grupo de investigación SIGLA/X y por el grupo de investigación
MiceLab de la Universitat de Girona, que aplica la teoría del análisis intervalar
modal a la simulación y al control. En las referencias [21], [19], [71], [75], [5] pode-
mos encontrar las demostraciones de las propiedades y teoremas que enunciamos
a continuación.
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Definición 2.9.7. (Uniincidencia y multiincidencia) Si f : Rn −→ R es una
función racional, diremos que la componente xi de x = (x1, . . . , xn) es uniincidente
en f si ocupa únicamente una hoja del árbol sintáctico de la función. En caso
contrario, diremos que xi es multiincidente en f .
Proposición 2.9.2. (Interpretabilidad de las operaciones racionales en una rama
del árbol sintáctico) Si Gi, X e Y ∈ Ie(R), Hj, U, V ∈ Iu(R), F ∈ I∗(R) y f, gi, hj
son funciones reales continuas tales que
f ∗(G,H) ⊆ F, g∗i (X,U) ⊆ Gi, h∗j(Y, V ) ⊆ Hj
y las componentes de u y v correspondientes a los vectores universales U y V no
tienen componentes comunes en gi y hj, si definimos
f ◦ (g, h)(x, y, u, v) := f(gi(x, u), hj(y, v))
se cumple
(f ◦ (g, h))∗(X, Y, U, V ) ⊆ F
Teorema 2.9.2. (*-interpretabilidad de las funciones racionales modales) Si f :
Rn −→ R es una función continua, y X ∈ I∗(R) es un intervalo modal en el
cuál todas las componentes impropias son uniincidentes en fR(X), y si existe
Out(fR(Prop(X)) entonces
f ∗(X) ⊆ Out(fR(X))
Teorema 2.9.3. (**-interpretabilidad de las funciones racionales modales) Si
f : Rn −→ R es una función continua, y X ∈ I∗(R) es un intervalo modal en
el cuál todas las componentes propias son uniincidentes en fR(X), y si existe
Inn(fR(Prop(X)) entonces
f ∗∗(X) ⊇ Inn(fR(X))
Teorema 2.9.4. (Interpretabilidad de las funciones racionales modales uniinci-
dentes) Si fR(X) es una función racional modal uniincidente en todas las com-
ponentes de X, entonces
f ∗(X) ⊆ fR(X) ⊆ f ∗∗(X)
Teorema 2.9.5. (Coerción a la *-interpretabilidad) Si la función racional modal
fR(X) tiene componentes impropias multiincidentes y si Xt∗ se obtiene de X,
sustituyendo cada componente impropia multiincidente por un intervalo puntual
definido por cualquiera de los puntos de su dominio, entonces
f ∗(X) ⊆ fR(Xt∗)
Teorema 2.9.6. (Coerción a la **-interpretabilidad) Si la función racional modal
fR(X) tiene componentes propias multiincidentes y si Xt∗∗ se obtiene de X,
sustituyendo cada componente propia multiincidente por un intervalo puntual
definido por cualquiera de los puntos de su dominio, entonces
fR(Xt∗∗) ⊆ f ∗∗(X)
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Capítulo 3
Optimalidad de funciones racionales
En el capítulo anterior hemos estudiado distintas extensiones intervalares asoci-
adas a una función continua f : Rn → R dada. La extensión fR es calculable pero
no siempre tiene interpretación semántica; por ejemplo si f(x, y) = x2+ xy, para
X = [2, 1], Y = [4, 5], la función fR([2, 1], [4, 5]) = [12, 6] no es *-interpretable.
Por otro lado, las extensiones f ∗ y f ∗∗ nos dan una interpretación semántica, pero
en general no son calculables.
A continuación, el estudio de las funciones optimales nos proporciona, en caso
de existir, el mejor cálculo interpretable de funciones intervalares. Las demostra-
ciones omitidas a continuación pueden encontrarse en las referencias [72] y [74]. En
dichas referencias se introduce el concepto de función árbol-optimal que nosotros
denominamos función sintácticamente conmutativa porque preferimos asociar el
adjetivo optimal a los cálculos en lugar de aplicarlo a las funciones.
3.1. Definición
Definición 3.1.1. (Función racional optimal) Si para cada X ∈ I∗(Rn) para el
que fR(Prop(X)) esté definida, se cumple la condición
f ∗(X) = fR(X) = f ∗∗(X)
entonces, diremos que fR es optimal.
En este caso, f ∗(X) y f ∗∗(X) son calculables a partir de fR(X) y fR(X) es
interpretable mediante los teoremas semánticos de f ∗(X) y f ∗∗(X).
3.2. Operadores optimales
Proposición 3.2.1. (Asociatividad monótona por la izquierda) Si g es un ope-
rador monótono de una variable y fR(X) es optimal, entonces la función racional
gR(fR(X)) también es optimal.
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Proposición 3.2.2. (Asociatividad monaria por la derecha) Si g1(x1), · · · gn(xn)
son operadores contínuos de una variable y fR(X) es optimal, entonces
fR(g1R(X1), · · · , gnR(Xn))
también es optimal.
Los operadores interesantes son los monótonos o bien operadores fácilmente pro-
gramables, como por ejemplo los siguientes:
Si X = [x1, x2] ∈ I∗(R)
lnX := [ln x1, ln x2] si X
′ > 0
expX := [exp(x1), exp(x2)]
|X| :=

[x1, x2] si x1 ≥ 0, x2 > 0
[|x2|, |x1|] si x1 < 0, x2 < 0
[0,ma´x(|x1|, |x2|)] si x1 < 0, x2 ≥ 0
[ma´x(|x1|, |x2|), 0] si x1 ≥ 0, x2 < 0
Xn := [xn1 , x
n
2 ] si n es impar
Si n es par:
Xn :=

[xn1 , x
n
2 ] si x1 ≥ 0, x2 ≥ 0
[xn2 , x
n
1 ] si x1 < 0, x2 < 0
[0,ma´x(|x1|n, |x2|)n] si x1 < 0, x2 ≥ 0
[ma´x(|x1|n, |x2|n), 0] si x1 ≥ 0, x2 < 0
Definición 3.2.1. (Función parcialmente monótona) Una función continua f(x, y)
es parcialmente monótona respecto x si para cada valor de y, la función es monó-
tona respecto x (aunque para algunos valores de y sea creciente respecto x, y
para otros valores de y sea decreciente respecto x).
Definición 3.2.2. (Función uniformemente monótona) Una función continua
f(x, y) es uniformemente monótona respecto x si f(x, y) es siempre creciente ( o
siempre decreciente) respecto x sea cual sea el valor de y.
Obviamente estas propiedades o la falta de ellas son relevantes sólo para el do-
minio intervalar implicado en cada cálculo.
Proposición 3.2.3. Cualquier función continua de dos variables f(x, y) que sea
parcialmente monótona en un dominio (X ′, Y ′) es JM-conmutativa en el corres-
pondiente intervalo (X, Y ).
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Operadores interesantes son f(x, y) = x + y, x − y, xy, x/y, xy, ma´x(x, y) y
mı´n(x, y).
Proposición 3.2.4. (Asociatividad uniforme por la izquierda) Si g(x1, · · · xn)
es un operador uniformemente monótono, y f1R(Y1), · · · , fnR(Yn) son funciones
racionales optimales, entonces gR(f1R(Y1), · · · , fnR(Yn)) también es optimal.
3.3. Conmutatividad sintáctica
El concepto de conmutatividad sintáctica es importante en el estudio de los inter-
valos modales ya que permite obtener buenos resultados en caso de que la función
tenga variables multiincidentes.
Definición 3.3.1. (Función sintácticamente conmutativa) Una función racional
modal fR(X) es sintácticamente conmutativa, si dada cualquiera de sus ramas
elementales no uniformemente monótonas es seguida inferiormente en el árbol fR
solamente por operadores de una variable.
Teorema 3.3.1. (Optimalidad de las funciones racionales sintácticamente con-
mutativas) Si fR(X) es sintácticamente conmutativa y X es uniincidente en
fR(X), entonces fR(X) es optimal.
Por ejemplo, fR(X) es sintácticamente conmutativa para la función f(x, y, z, u) =
xy + zu ∀(X,Y, Z, U), pero gR(X) no es sintácticamente conmutativa para la
función g(x, y, z, u) = (x + y)(z + u) en X = [−2, 2], Y = [1,−1], Z = [−1, 1],
U = [2,−2] y no es optimal ya que
g∗([−2, 2], [1,−1], [−1, 1], [2,−2]) = [1.5,−1.5]
g∗∗([−2, 2], [1,−1], [−1, 1], [2,−2]) = [−1.5, 1.5]
gR([−2, 2], [1,−1], [−1, 1], [2,−2]) = [0, 0]
Si la función racional modal es sintácticamente conmutativa pero X no es uni-
incidente, los siguientes teoremas permiten una interpretación del programa de
cálculo.
Teorema 3.3.2. (Coerción a la *-interpretabilidad para una función racional
sintácticamente conmutativa) Si la función racional modal fR(X) es sintácti-
camente conmutativa y tiene componentes impropias multiincidentes y si XT ∗
se obtiene de X, sustituyendo cada componente impropia multiincidente por su
dual, excepto una de ellas, entonces
f ∗(X) ⊆ fR(XT ∗)
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Teorema 3.3.3. (Coerción a la **-interpretabilidad para una función racional
sintácticamente conmutativa) Si la función racional modal fR(X) es sintáctica-
mente conmutativa y tiene componentes propias multiincidentes y si XT ∗∗ se
obtiene de X, sustituyendo cada componente propia multiincidente por su dual,
excepto una de ellas, entonces
fR(XT ∗∗) ⊆ f ∗∗(X)
Definición 3.3.2. (Función totalmente monótona) Una función real f(x) es to-
talmente monótona respecto x ∈ Rn, si es uniformemente monótona respecto de
x considerando como variables globales sus componentes multiincidentes, y uni-
formemente monótona para cada incidencia de cada componente multiincidente
de x.
Teorema 3.3.4. (Coerción a la *-optimalidad parcial) Sea X un vector intervalar
y fR definida en el dominio Prop(X) sintácticamente conmutativa y totalmente
monótona para un subconjunto Z de componentes multiincidentes. Sea XDT ∗ un
vector extensión deX, tal que cada incidencia de cada componente multiincidente
del subconjunto con monotonía total se incluye en XDT ∗ como una componente
independiente, pero transformada en su dual si el punto de incidencia correspon-
diente tiene un sentido de monotonía contrario al global de la correspondiente
componente Z; para las demás, las componentes impropias multiincidentes se
transforman en su dual en cada incidencia excepto en una. Entonces
f ∗(X) ⊆ fR(XDT ∗) ⊆ fR(XT ∗)
bajo la condición de que las componentes multiincidentes que no pertenezcan a
Z sufren en XT ∗ la misma transformación que en XDT ∗.
Si la función fR no es sintácticamente conmutativa, se obtiene
f ∗(X) ⊆ fR(XDt∗)
siendo XDt∗ el vector obtenido por ampliación de X tomando cada incidencia
de las componentes de Z como independiente y se transforma en su dual, si para
dicha incidencia f es monótona con sentido de monotonía contrario al global de la
correspondiente componente de Z. El resto de las incidencias de las componentes
multiincidentes impropias se transforman en cualquier otro punto de su dominio.
Teorema 3.3.5. (Coerción a la **-optimalidad parcial) Sea X un vector in-
tervalar y fR definida en el dominio Prop(X) sintácticamente conmutativa y
totalmente monótona para un subconjunto Z de componentes multiincidentes.
Sea XDT ∗∗ un vector extensión de X, tal que cada incidencia de cada compo-
nente multiincidente del subconjunto con monotonía total se incluye en XDT ∗∗
como una componente independiente, pero transformada en su dual si el punto
de incidencia correspondiente tiene un sentido de monotonía contrario al global
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de la correspondiente componente Z; para las demás, las componentes propias
multiincidentes se transforman en su dual en cada incidencia excepto en una.
Entonces
fR(XT ∗∗) ⊆ fR(XDT ∗∗) ⊆ f ∗∗(X)
bajo la condición de que las componentes multiincidentes que no pertenezcan a
Z sufren en XT ∗∗ la misma transformación que en XDT ∗∗.
Si la función fR no es sintácticamente conmutativa, se obtiene
fR(XDt∗∗) ⊆ f ∗∗(X)
siendo XDt∗∗ el vector obtenido por ampliación de X tomando cada incidencia
de las componentes de Z como independiente y se transforma en su dual, si para
dicha incidencia f es monótona con sentido de monotonía contrario al global de la
correspondiente componente de Z. El resto de las incidencias de las componentes
multiincidentes propias se transforman en cualquier otro punto de su dominio.
Teorema 3.3.6. (Coerción a la optimalidad) Sea X un vector intervalar y fR
definida y sintácticamente conmutativa en el dominio Prop(X) y totalmente
monótona para todas sus componentes multiincidentes. Sea XD el vector ex-
tensión de X, tal que cada incidencia de cada componente multiincidente del
conjunto con monotonía total está incluido en XD como una componente inde-
pendiente, pero transformada en su dual si el correspondiente punto de incidencia
tiene sentido de monotonía contrario a todas las X-componentes correspondi-
entes. Entonces
f ∗(X) = fR(XD) = f ∗∗(X)
Revisada la teoría básica del Análisis Intervalar Modal nos planteamos aplicarla
a la resolución de problemas del ámbito de la ingeniería. En primer lugar nos
planteamos estudiar un problema de propagación del calor en una dimensión.
Si empleamos el método de resolución más sencillo como es el método explícito,
aparecen problemas en la aplicación de la teoría debido a la restricciones que
exige a las funciones el concepto de optimalidad. Esta situación motiva el estudio
de la optimalidad condicionada que resolverá el problema de conducción del calor
tal como se demuestra más adelante en el capítulo 6, apartado 6.2.
En el árbol de una función racional sintácticamente conmutativa, los operadores
de n ≥ 1 variables sólo pueden tener ramas descendientes no-monarias cuando
ellos sean uniformemente monótonos en el dominio definido por sus argumen-
tos intervalares. A continuación veremos que algunas condiciones suplementarias
de los argumentos, permiten identificar casos en los que los operadores de dos
variables parcialmente monótonos, también pueden ocupar nodos generales de
una función racional sin cancelar las consecuencias de la optimalidad sintáctica
propias de los operadores uniformemente monótonos. Ver referencias [70], [74] y
[75].
42 Optimalidad de funciones racionales
3.4. Optimalidad equivalente
Definición 3.4.1. (Funciones racionales equivalentes) Diremos que la función
racional fR es una función racional equivalente a la función racional gR, cuando f
y g coincidan como funciones reales, independientemente de su expresión racional.
Teorema 3.4.1. (Teorema de optimalidad equivalente) Si fR es una función
racional uniincidente, con una función racional equivalente gR que tenga un cál-
culo optimal en un dominio de valores de su argumentoX, entonces fR es optimal
en el dominio dado.
Demostración. Por ser fR una función racional uniincidente se cumple (para
cualquier argumento X para el que la función fR(Prop(X)) exista) que f ∗(X) ⊆
fR(X) ⊆ f ∗∗(X). Como f y g son iguales como funciones, se cumple que f ∗(X) =
g∗(X) y que f ∗∗(X) = g∗∗(X). Si gR(X) tiene un cálculo optimal gRopt(X)
(aplicando de ser preciso el teorema de coerción a la optimalidad), como función
es optimal; es decir g∗(X) = gRopt(X) = g∗∗(X) y por tanto, f ∗(X) = fR(X) =
f ∗∗(X). Luego la función f es optimal y el cálculo fR es optimal.
En los ejemplos que seguirán consideramos la función racional f : R3 → R definida
por f(a, b, c) = a(b + c), que tiene la función racional equivalente g(a, b, c) =
ab+ ac que tiene a su vez cálculo optimal en ciertos dominios 1. Entonces, como
consecuencia del teorema de optimalidad equivalente 3.4.1, f será optimal en esos
dominios.
Ejemplo 3.4.1. Tomemos los valores A = [−1, 1], B = [1, 2] y C = [3, 1].
La función gR es sintácticamente optimal (como función racional es uniforme-
mente monótona respecto de a e isotónica para las dos incidencias de a); luego,
por el teorema de coerción, el cálculo gR(A,B,C) = A ∗ B + A ∗ C es optimal;
por tanto, según el teorema 3.4.1, también lo es fR(A,B,C) = A ∗ (B + C).
gR(A,B,C) = [−1, 1] ∗ [1, 2] + [−1, 1] ∗ [3, 1] = [−3, 3]
fR(A,B,C) = [−1, 1] ∗ ([1, 2] + [3, 1]) = [−1, 1] ∗ [4, 3] = [−3, 3]
Hagamos ahora como ilustración, el cálculo directo de f ∗(A,B,C) y f ∗∗(A,B,C).
f ∗(A,B,C) =
∨
a∈[−1,1]′
∨
b∈[1,2]′
∧
c∈[1,3]′
[a(b+ c), a(b+ c)]
utilizamos la
∨
-asociatividad y la a-antitonía o la a-isotonía
=
∨{ ∨
a∈[−1,0]′
∨
b∈[1,2]′
[a(b+ 1), a(b+ 3)],
∨
a∈[0,1]′
∨
b∈[1,2]′
[a(b+ 3), a(b+ 1)]}
=
∨{ ∨
a∈[−1,0]′
[3a, 4a],
∨
a∈[0,1]′
[4a, 3a]}
=
∨{[−3, 0], [0, 3]} = [−3, 3]
1cuando 0 ∈ interior(B′ + C ′)
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f ∗∗(A,B,C) =
∧
c∈[1,3]′
∨
b∈[1,2]′
∨
a∈[−1,1]′
[a(b+ c), a(b+ c)]
=
∧
c∈[1,3]′
∨
b∈[1,2]′
[−(b+ c), b+ c]
=
∧
c∈[1,3]′
[−(2 + c), 2 + c] = [−3, 3]
Observemos que en este ejemplo podemos asegurar la igualdad de las funciones
fR y gR a partir del hecho de que los intervalos B y C pertenecen a la misma
zona de distributividad respecto de A. Ver [79].
Ejemplo 3.4.2. Sean los valores A = [−1, 1], B = [3, 4] y C = [−1,−3]. La
función g es uniformemente monótona para a, isotónica para la primera inciden-
cia de a y antitónica para la segunda incidencia. En este caso la optimalidad no
está asociada a las regiones de distributividad determinadas por A, ya que B y C
no pertenecen a la misma región; aplicando sin embargo el teorema de coerción
optimal, obtendremos un cálculo racional optimal para la función g sustituyendo
la segunda incidencia de A por Dual(A).
gRopt(A,B,C) = A ∗B +Dual(A) ∗ C
= [−1, 1] ∗ [3, 4] + [1,−1] ∗ [−1,−3] = [−1, 1]
Observemos que
fR(A,B,C) = A ∗ (B + C)
= [−1, 1] ∗ ([3, 4] + [−1,−3]) = [−1, 1] ∗ [2, 1] = [−1, 1]
f ∗(A,B,C) =
∨
a∈[−1,1]′
∨
b∈[3,4]′
∧
c∈[−3,−1]′
[a(b+ c), a(b+ c)]
=
∨{ ∨
a∈[−1,0]′
∨
b∈[3,4]′
[a(b− 3), a(b− 1)], ∨
a∈[0,1]′
∨
b∈[3,4]′
[a(b− 1), a(b− 3)]}
=
∨{ ∨
a∈[−1,0]′
[a, 2a],
∨
a∈[0,1]′
[2a, a]}
=
∨{[−1, 0], [0, 1]} = [−1, 1]
f ∗∗(A,B,C) =
∧
c∈[−3,−1]′
∨
b∈[3,4]′
∨
a∈[−1,1]′
[a(b+ c), a(b+ c)]
=
∧
c∈[−3,−1]′
∨
b∈[3,4]′
[−(b+ c), b+ c]
=
∧
c∈[−3,−1]′
[−(4 + c), 4 + c] = [−1, 1]
Evidentemente, el cálculo racional
gR(A,B,C) = [−1, 1] ∗ [3, 4] + [−1, 1] ∗ [−1,−3] = [−5, 5]
no es optimal ya que no se tiene en cuenta el teorema de coerción a la optimalidad.
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Ejemplo 3.4.3. Sean A = [−1, 1], B = [1, 2] y C = [0,−4]. En este caso la
función g(a, b, c) = ab+ac sólo es parcialmente monótona respecto de a, es decir,
no es uniformemente monótona. No podemos encontrar un cálculo optimal porque
la función no es uniformemente monótona para la variable multiincidente, luego
no se cumplen las hipótesis del teorema de coerción a la optimalidad.
Observemos que en este caso
fR(A,B,C) = A ∗ (B + C)
= [−1, 1] ∗ ([1, 2] + [0,−4]) = [−1, 1] ∗ [1,−2] = [0, 0]
y
gR(A,B,C) = A ∗B + A ∗ C
= [−1, 1] ∗ [1, 2] + [−1, 1] ∗ [0,−4] = [−2, 2]
no coinciden, pero esto no es significativo, pues ésta situación ya se daba en el
ejemplo anterior. Lo característico de este ejemplo es la no existencia de un cál-
culo racional optimal para la función g.
Hagamos, para completar el ejemplo, el cálculo de f ∗ y f ∗∗:
f ∗(A,B,C) =
∨
a∈[−1,1]′
∨
b∈[1,2]′
∧
c∈[−4,0]′
[a(b+ c), a(b+ c)]
=
∨{ ∨
a∈[−1,0]′
∨
b∈[1,2]′
[a(b− 4), ab], ∨
a∈[0,1]′
∨
b∈[1,2]′
[ab, a(b− 4)]}
=
∨{ ∨
a∈[−1,0]′
[−2a, a], ∨
a∈[0,1]′
[a,−2a]}
=
∨{[0, 0], [0, 0]} = [0, 0]
Debido a la complejidad del cálculo para f ∗∗(A,B,C) estudiaremos separadamente
las cotas superior e inferior del intervalo.
inf(f ∗∗(A,B,C)) = ma´x
c∈[−4,0]′
mı´n
a∈[−1,1]′
mı´n
b∈[1,2]′
(a(b+ c))
= ma´x
c∈[−4,0]′
mı´n{ mı´n
a∈[−1,0]′
mı´n
b∈[1,2]′
a(b+ c), mı´n
a∈[0,1]′
mı´n
b∈[1,2]′
a(b+ c)}
= ma´x
c∈[−4,0]′
mı´n{ mı´n
a∈[−1,0]′
a(2 + c), mı´n
a∈[0,1]′
a(1 + c)}
= ma´x
c∈[−4,0]′
mı´n{−(2 + c) si c ≥ −2, 1 + c si c < −1} = −0,5
El cálculo de sup(f ∗∗(A,B,C)) puede obtenerse por simetria ya que
−f ∗∗(A,B,C) = − ∧
c∈[−4,0]′
∨
a∈[−1,1]′
∨
b∈[1,2]′
[a(b+ c), a(b+ c)]
=
∧
c∈[−4,0]′
∨
a∈[−1,1]′
∨
b∈[1,2]′
[(−a)(b+ c), (−a)(b+ c)]
=
∧
c∈[−4,0]′
∨
a′∈[−1,1]′
∨
b∈[1,2]′
[(a′)(b+ c), (a′)(b+ c)] siendo a′ = −a
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Resulta pues que f ∗∗(A,B,C) = [−0,5, 0,5] y por tanto como
f ∗(A,B,C) 6= f ∗∗(A,B,C)
3.5. Optimalidad condicionada
La optimalidad condicionada impone nuevas condiciones para estudiar la opti-
malidad sintáctica de funciones racionales que dependerán de las modalidades de
sus argumentos. Si las funciones racionales son unimodales, el cálculo racional es
optimal cuando sus argumentos son uniincidentes; si no existe unimodalidad de-
bilitaremos la condición de conmutatividad sintáctica. Esta nueva condición que
llamaremos condición de c-conmutatividad sintáctica nos permite considerar un
conjunto más amplio de funciones para las cuales puede asegurarse la optimalidad.
Es conveniente tener en cuenta las observaciones siguientes:
1. Diremos que x = (x1, ..., xn) es una lista uniincidente de vectores cuando
cada uno de ellos no tiene ninguna componente repetida, ni tienen tampoco
entre ellos ninguna componente común.
2. Notaremos f ∗(g1(X1), ..., gn(Xn)) a la función f ∗(X1, ...Xn) siendo
f := f0 ◦ (g1, ..., gn)(x1, ..., xn) y f0 el operador principal del árbol sintáctico
asociado a la función f . En principio, siempre se partirá de la hipótesis que
f0 es una función monótona parcial de dos variables. Las excepciones a esta
hipótesis se indicarán en cada caso.
Lema 3.5.1. (*-optimalidad de operadores parcialmente monótonos de dos vari-
ables) Si f(g(x), h(y, v)) es una función continua h-parcialmente monótona, uni-
incidente, y X es un vector propio, entonces
f ∗(g(X), h(Y, V )) = f0
∗(g∗(X), h∗(Y, V ))
siendo Y y V los argumentos propio e impropio de h. Diremos que fR es *-
optimal.
Demostración. Consideremos G′ = {g(x) : x ∈ X ′}
G′+ = {g : g ∈ G′ : f(g, h) es h-isotónico}
G′− = {g : g ∈ G′ : f(g, h) es h-antitónico}
f ∗(g(X), h(Y, V )) =
∨
x∈X′
∨
y∈Y ′
∧
v∈V ′
[f0(g(x), h(y, v)), f0(g(x), h(y, v))]
=
∨
g∈G′
∨
y∈Y ′
∧
v∈V ′
[f0(g, h(y, v)), f0(g, h(y, v))]
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Como los operadores reticulares son asociativos, se cumple
f ∗(g(X), h(Y, V )) =
∨{ ∨
g∈G′+
∨
y∈Y ′
∧
v∈V ′
[f0(g, h(y, v)), f0(g, h(y, v))],∨
g∈G′−
∨
y∈Y ′
∧
v∈V ′
[f0(g, h(y, v)), f0(g, h(y, v))]}
y dado que el operador f0(g, .) es monótono uniforme para g ∈ G′+ y para
g ∈ G′−, entonces
f ∗(g(X), h(Y, V )) =
∨{ ∨
g∈G′+
[f0(g,mı´n
y∈Y ′
ma´x
v∈V ′
{h(y, v)}, f0(g,ma´x
y∈Y ′
mı´n
v∈V ′
{h(y, v)}],∨
g∈G′−
[f0(g,ma´x
y∈Y ′
mı´n
v∈V ′
{h(y, v)}, f0(g,mı´n
y∈Y ′
ma´x
v∈V ′
{h(y, v)}]}
=
∨{ ∨
g∈G′+
f ∗0 (g, h
∗(Y, V )),
∨
g∈G′−
f ∗0 (g, h
∗(Y, V ))}
=
∨
g∈G′
f ∗0 (g, h
∗(Y, V )) = f0
∗(g∗(X), h∗(Y, V ))
Observemos que las únicas hipótesis sobre g(x) y h(y, v) es que son continuas y
además, puesto que son tratadas exclusivamente como funciones, la uniincidencia
supone exclusivamente la independencia de las componentes de x e (y, v).
Ejemplo 3.5.1. Sea la función f(x, y, v) = x(y + v) definida sobre el dominio
X = [−1, 1], Y = [1, 2] y V = [0,−4]. Podemos expresar f0(g, h) := gh donde
g(x) = x, y h(y, v) = y + v. Efectivamente f0 es h−parcialmente monótona ya
que f0 es un producto. Además, X es propio e Y, V son respectivamente propio e
impropio. Entonces el lema 3.5.1 se cumple:
f ∗(g([−1, 1]), h([1, 2], [0,−4])) = f0∗(g∗([−1, 1]), h∗([1, 2], [0,−4])) = [0, 0]
tal como se ha demostrado en el ejemplo 3.4.3 (En este caso f ∗ 6= f ∗∗).
Ejemplo 3.5.2. Observemos que la condición de ser X vector unimodal propio
es necesaria, ya que, por ejemplo, si consideramos la función
f(g(x), h(y, v)) = x(y + v)
definida sobre X = [1,−1], Y = [0, 4], V = [−2,−3] entonces el lema ya no se
cumple, pues
f ∗(g(X), h(Y, V )) = [0.5,−0.5]
mientras que
f0
∗(g∗(X), h∗(Y, V )) = [0, 0]
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tal como se demuestra a continuación.
Calculemos f ∗(g(X), h(Y, V )).
Debido a la complejidad del cálculo para f ∗(g(X), h(Y, V )) estudiaremos sepa-
radamente las cotas superior e inferior del intervalo.
inf(f ∗(g(X), h(Y, V ))) = mı´n
y∈[0,4]′
ma´x
x∈[−1,1]′
ma´x
v∈[−3,−2]′
(x(y + v))
= mı´n
y∈[0,4]′
ma´x{ ma´x
x∈[−1,0]′
ma´x
v∈[−3,−2]′
x(y + v), ma´x
x∈[0,1]′
ma´x
v∈[−3,−2]′
x(y + v)}
= mı´n
y∈[0,4]′
ma´x{ ma´x
x∈[−1,0]′
x(y − 3), ma´x
x∈[0,1]′
x(y − 2)}
= mı´n
y∈[0,4]′
ma´x{3− y si y ≤ 3, y − 2 si y > 2} = 0.5
Tal como vimos en el ejemplo 3.4.3 por simetria se obtiene
sup(f ∗(g(X), h(Y, V ))) = −0.5
luego
f ∗(g(X), h(Y, V )) = [0.5,−0.5].
Calculemos ahora f0∗(g∗(X), h∗(Y, V ))
g∗(X) =
∧
x∈[−1,1]′
[x, x] = [1,−1]
h∗(Y, V ) =
∨
y∈[0,4]′
∧
v∈[−3,−2]′
[y + v, y + v] =
∨
y∈[0,4]′
[y − 2, y − 3] = [−2, 1]
Luego
f0
∗(g∗(X), h∗(Y, V )) =
∨
h∈[−2,1]′
∧
g∈[−1,1]′
[g ∗ h, g ∗ h] =
∨
h∈[−2,1]′
[| h |,− | h |] = [0, 0]
y por tanto
f ∗(g(X), h(Y, V )) 6= f0∗(g∗(X), h∗(Y, V ))
Ejemplo 3.5.3. El ejemplo 3.5.1 ilustra un caso donde la función fR es *-
optimal sin ser optimal, ya que f ∗ 6= f ∗∗. En dicho ejemplo g∗(X) = [−1, 1] y
h∗(Y, V ) = [1,−2] tienen distinta modalidad, luego cabría preguntarnos si el he-
cho de que g∗(X) y h∗(Y, V ) tengan la misma modalidad (es decir, sean propios)
implica la optimalidad de la función objeto de estudio. En el presente ejemplo
se ilustra la no influencia de la modalidad de h∗(Y, V ) en la optimalidad de la
función f .
Tomemos X = [−3, 1], Y = [−1, 2] y V = [1,−1] para f0(g, h) := gh donde
g(x) = x y h(y, v) = y + v. En este caso, h∗(Y, V ) = [0, 1] luego propio y sin
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embargo, la función f no es optimal ya que como se demuestra a continuación
f ∗ 6= f ∗∗.
Como f0 es una función continua h-parcialmente monótona y X es un vector
propio, por el lema 3.5.1 sabemos que f es *-optimal, luego
f ∗(g(X), h(Y, V )) = f0
∗(g∗(X), h∗(Y, V )).
g∗(X) =
∨
x∈[−3,1]′
[x, x] = [−3, 1]
h∗(Y, V ) =
∨
y∈[−1,2]′
∧
v∈[−1,1]′
[y + v, y + v] =
∨
y∈[−1,2]′
[y + 1, y − 1] = [0, 1]
Luego
f0
∗(g∗(X), h∗(Y, V )) =
∨
g∈[−3,1]′
∧
h∈[0,1]′
[g ∗ h, g ∗ h]
=
∨{ ∨
g∈[−3,0]′
[g, 0],
∨
g∈[0,1]′
[0, g]} = ∨{[0, 1], [−3, 0]} = [−3, 1]
y por tanto f ∗(g(X), h(Y, V )) = [−3, 1], que observemos se puede determinar grá-
ficamente tal como indica la figura 3.1.
Tomando los valores X = [−3, 1], Y = [−1, 2] y V = [1,−1], X varía de -3 a 1 e
Y + V varía de -2 a 3. Representemos dichos valores sobre los ejes x e y + v.
Los dominios marcados con flechas son los dominios de parámetro (x, y) deter-
minados por la valoración de v ∈ [−1, 1]′. Los dos dominios así indicados están
situados de tal manera que nos proporcionan los valores de I∗ y S∗ (-3 y 1 res-
pectivamente).
-
6
y+v
x
-ﬀ
-ﬀ
I∗
S∗
-3
-2
1
3
Fig. 3.1
Determinemos ahora gráficamente f ∗∗(g(X), h(Y, V ))
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f ∗∗(g(X), h(Y, V )) =
(
mı´n
ma´x
)
v∈V ′
(
ma´x
mı´n
)
x∈X′
(
ma´x
mı´n
)
y∈Y ′
[
x(y + v)
x(y + v)
]
En el gráfico 3.2 se ilustra el dominio de valores (x, y + v). Los dominios rectan-
gulares marcados son los dominios de parámetro (x, y) que corresponden al valor
de v = −1, y son los que nos proporcionan los valores I∗∗ = −3 y S∗∗ = 2.25.
-
6
y+v
x
I∗∗
S∗∗
-3
-2
1
3
Fig. 3.2
f ∗∗(g(X), h(Y, V )) = [−3, 2.25]
luego f no es optimal.
Ejemplo 3.5.4. El lema 3.5.1 no supone la monotonía parcial de f0 respecto de
g. Este ejemplo ilustra la independencia del lema respecto a esta condición.
A la función f(x, y, v) = x2(y+v) le podemos asociar, por ejemplo, dos funciones
racionales. En primer lugar, consideremos g1(x) = x, h(y, v) = y + v y la fun-
ción f1(g1(x), h(y, v)) = x2(y+ v). Por otro lado, tomando g2(x) = x2 obtenemos
asímismo f2(g2(x), h(y, v)) = x2(y+ v). Observamos que la función f1 no es par-
cialmente monótona respecto de g mientras que la función f2 sí es parcialmente
monótona respecto de g.
Veamos que dados los valores X = [−1, 1], Y = [0, 2] y V = [0,−3] se cumple el
lema 3.5.1 tanto para la función f1 como para f2, es decir,
f1
∗(g1(X), h(Y, V )) = f10
∗(g1∗(X), h∗(Y, V ))
f2
∗(g2(X), h(Y, V )) = f20
∗(g2∗(X), h∗(Y, V ))
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Calculemos f ∗(X, Y, V ).
f ∗(X,Y, V ) = f1
∗(g(X), h(Y, V )) = f2
∗(g(X), h(Y, V ))
=
∨
x∈[−1,1]′
∨
y∈[0,2]′
∧
v∈[−3,0]′
[x2(y + v), x2(y + v)]
=
∨
x∈[−1,1]′
∨
y∈[0,2]′
[x2y, x2(y − 3)]
=
∨
x∈[−1,1]′
[0,−x2] = [0, 0]
Calculemos ahora f10∗(g1∗(X), h∗(Y, V ))
g1
∗(X) =
∨
x∈[−1,1]′
[x, x] = [−1, 1]
h∗(Y, V ) =
∨
y∈[0,2]′
∧
v∈[−3,0]′
[y + v, y + v] =
∨
y∈[0,2]′
[y, y − 3] = [0,−1]
Luego
f10
∗(g1∗(X), h∗(Y, V )) =
∨
x∈[−1,1]′
∧
h∈[0,−1]′
[x2 ∗ h, x2 ∗ h] =
∨
x∈[−1,1]′
[0,−x2] = [0, 0]
Análogamente
f20
∗(g2∗(X), h∗(Y, V )) = [0, 0]
Ejemplo 3.5.5. La condición de que la función f sea h-parcialmente monótona
es necesaria, ya que por ejemplo, si consideramos la función f(g, h) = g2h2 sien-
do g(x) = x y h(y, v) = y + v, tomando por ejemplo los argumentos X = [−1, 1],
Y = [1, 2] y V = [0,−4], entonces el lema 3.5.1 ya no se cumple. Observemos que
en este caso la función f no es parcialmente monótona ni respecto a g ni respecto
a h.
Calculemos f ∗(g(X), h(Y, V )).
f ∗(g(X), h(Y, V )) =
∨
x∈[−1,1]′
∨
y∈[1,2]′
∧
v∈[0,−4]′
[x2(y + v)2, x2(y + v)2]
=
∨
x∈[−1,1]′
∨
y∈[1,2]′
[x2(y − 4)2, x2y2] = ∨
x∈[−1,1]′
[4x2, 4x2] = [0, 4]
Calculemos ahora f0∗(g∗(X), h∗(Y, V ))
g∗(X) =
∨
x∈[−1,1]′
[x, x] = [−1, 1]
h∗(Y, V ) =
∨
y∈[1,2]′
∧
v∈[−4,0]′
[y + v, y + v] =
∨
y∈[1,2]′
[y, y − 4] = [1,−2]
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Luego
f0
∗(g∗(X), h∗(Y, V )) =
∨
g∈[−1,1]′
∧
h∈[−2,1]′
[g2 ∗ h2, g2 ∗ h2] =
∨
g∈[−1,1]′
[4g2, 0] = [0, 0]
y por tanto
f ∗(g(X), h(Y, V )) 6= f0∗(g∗(X), h∗(Y, V ))
Observación Evidentemente, si g∗(X) y h∗(Y, V ) tienen cálculos racionales *-
optimales, que notaremos por gR∗(X) y hR∗(Y, V ), entonces
f ∗0 (g
∗(X), h∗(Y, V )) = f ∗0 (gR
∗(X), hR∗(Y, V ))
que anotaremos por fR∗(X, Y, V ) o por fR∗(g(X), h(Y, V )).
Lema 3.5.2. ( **-optimalidad de operadores parcialmente monótonos de dos
variables) Si f(g(u), h(y, v)) es una función continua h-parcialmente monótona
uniincidente, y U es un vector impropio, entonces
f ∗∗(g(U), h(Y, V )) = f0
∗∗(g∗∗(U), h∗∗(Y, V ))
siendo Y y V los argumentos propio e impropio de h. Diremos que fR es **-
optimal.
Demostración. Dual del lema 3.5.1
Ejemplo 3.5.6. Tal como vimos en el ejemplo 3.5.2. la función f(g(u), h(y, v)) =
u(y + v) definida sobre U = [1,−1], Y = [0, 4] y V = [−2,−3] no es *-optimal.
Veamos que en este caso la función es **-optimal.
Calculemos f ∗∗(g(U), h(Y, V )).
f ∗∗(g(U), h(Y, V )) =
∧
u∈[−1,1]′
∧
v∈[−3,−2]′
∨
y∈[0,4]′
[u(y + v), u(y + v)]
=
∧{ ∧
u∈[−1,0]′
∧
v∈[−3,−2]′
[u(4 + v), uv],
∧
u∈[0,1]′
∧
v∈[−3,−2]′
[uv, u(4 + v)]}
=
∧{ ∧
u∈[−1,0]′
[u,−2u], ∧
u∈[0,1]′
[2u, u]}
=
∧{[0, 0], [0, 0]} = [0, 0]
Calculemos ahora f0∗∗(g∗∗(U), h∗∗(Y, V ))
g∗∗(U) =
∧
u∈[−1,1]′
[u, u] = [1,−1]
h∗∗(Y, V ) =
∧
v∈[−2,−3]′
∨
y∈[0,4]′
[y + v, y + v] =
∧
v∈[−2,−3]′
[v, 4 + v] = [−2, 1]
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Luego
f0
∗∗([1,−1], [−2, 1]) = [1,−1] ∗ [−2, 1] = [0, 0]
Así pues,
f ∗∗(g([1,−1]), h([0, 4], [−2,−3]) = f0∗∗(g∗∗([1,−1]), h∗∗([0, 4], [−2,−3]) = [0, 0]
Observación Evidentemente, si g∗∗(U) y h∗∗(Y, V ) tienen cálculos racionales
**-optimales, que notaremos por gR∗∗(U) y hR∗∗(Y, V ), entonces
f ∗∗(g(U), h(Y, V )) = f ∗∗0 (gR
∗∗(U), hR∗∗(Y, V ))
Definición 3.5.1. (Modalidad partida) Diremos que la función f(g(x), h(y))
cumple la condición de modalidad partida cuando f0 es (g, h)-parcialmente monótono,
X es un vector propio e Y es un vector impropio.
Teorema 3.5.1. (Primer teorema de la optimalidad condicionada. Optimalidad
de los operadores con modalidad partida) Dada una función continua f(g(x), h(y))
que cumple la condición de modalidad partida, entonces
f ∗(g(X), h(Y )) = f0
∗(g∗(X), h∗(Y )) =
= f0
∗∗(g∗∗(X), h∗∗(Y )) = f ∗∗(g(X), h(Y ))
Demostración. Se deduce del lema 3.5.1 y del lema 3.5.2 y del hecho que f0
es optimal (por ser un operador principal parcialmente monótono) y g y h son
funciones optimales (por ser unimodales).
Observación En las condiciones del teorema 3.5.1, y si g y h tienen cálculos
racionales optimales gR y hR, entonces f0(gR(X), hR(Y )) es optimal.
Teorema 3.5.2. (Optimalidad del producto n-dimensional) Si A1, ...An ∈ I∗(R),
entonces el producto n-dimensional A1 ∗ ... ∗ An es optimal.
Demostración. Supongamos A = (A1, ..., Ap, Ap+1, ..., An) con A1, ...Ap interva-
los propios y Ap+1, ...An intervalos impropios. Considerando f(A) definida por
f(A) = f(g(A1, ...Ap), h(Ap+1, ..., An)) = (A1 ∗ ... ∗ Ap) ∗ (Ap+1 ∗ ...An), observe-
mos que f cumple la condición de modalidad partida y g y h son optimales por
ser unimodales. Entonces estamos en las condiciones de teorema anterior y por
tanto f es optimal, así como cualquier reordenación.
Lema 3.5.3. (Primer lema de optimalidad condicionada) Sea f(g(u), h(y, v)) una
función continua
uniformemente monótona para h
g-parcialmente monótona
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U vector unimodal impropio
Y y V los subvectores de las componentes propia e impropia del argumento
h
h es optimal para (Y,V)
U y V sin argumentos comunes
entonces, f es *-optimal, es decir,
f ∗(g(U), h(Y, V )) = f0
∗(g∗(U), h∗(Y, V ))
Demostración. Sean G = g∗(U) y H = h∗(Y, V ). Por ser f0 parcialmente monó-
tona, g(U) optimal y h(Y, V ) optimal,
1. Por un lado tenemos
f0
∗(g∗(U), h∗(Y, V ))
como f es (g, h)-parcialmente monótona
= f0
∗∗(g∗(U), h∗(Y, V )) =M(g,G′)f ∗(g,H)
2. Por otro lado se cumple que
f ∗(g(U), h(Y, V ))
=
∨
y∈Y ′
∧
u∈U ′
∧
v∈V ′
[f(g(u), h(y, v)), f(g(u), h(y, v))]
Supongamos que f es h-(uniformemente) isotónica (*)
=
∨
y∈Y ′
∧
g∈G′
[f(g,ma´x
v∈V ′
h(y, v)), f(g,mı´n
v∈V ′
h(y, v))]
Dadas las funciones h1(y) = ma´x
v∈V ′
h(y, v) y h2(y) = mı´n
v∈V ′
h(y, v),
f(g, h1) y f(g, h2) son funciones de modalidad partida sobre (G,Y),
por tanto
f ∗(g(U), h(Y, V ))
=
∧
g∈G′
∨
y∈Y ′
[f(g,ma´x
v∈V ′
h(y, v)), f(g,mı´n
v∈V ′
h(y, v))]
=
∧
g∈G′
[f(g,mı´n
y∈Y ′
ma´x
v∈V ′
h(y, v)), f(g,ma´x
y∈Y ′
mı´n
v∈V ′
h(y, v))]
=
∧
g∈G′
f ∗(g,H)
Si f(g, h) es h-uniformemente antitónica después de (*) se seguiría:
=
∨
y∈Y ′
∧
g∈G′
[f(g,mı´n
v∈V ′
h(y, v)), f(g,ma´x
v∈V ′
h(y, v))]
=
∧
g∈G′
∨
y∈Y ′
[f(g,mı´n
v∈V ′
h(y, v)), f(g,ma´x
v∈V ′
h(y, v))]
=
∧
g∈G′
[f(g,ma´x
y∈Y ′
mı´n
v∈V ′
h(y, v)), f(g,mı´n
y∈Y ′
ma´x
v∈V ′
h(y, v))]
=
∧
g∈G′
f ∗(g,H)
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Ejemplo 3.5.7. Definimos la función f(g(u), h(y, v)) := u(y+v) sobre U = [1, 0],
Y = [−4, 0] y V = [2, 1]
Calculemos f ∗(g(U), h(Y, V ))
f ∗(g(U), h(Y, V ))
=
∨
y∈[−4,0]′
∧
u∈[0,1]′
∧
v∈[1,2]′
[u(y + v), u(y + v)]
=
∨
y∈[−4,0]′
∧
u∈[0,1]′
[u(y + 2), u(y + 1)]
=
∨
y∈[−4,0]′
[(y + 2 si y ≥ −2; 0 si y < −2), (0 si y ≥ −1; y + 1 si y < −1)]
= [0, 0]
Calculemos ahora f0∗(g∗(U), h∗(Y, V )).
g∗(U) =
∧
u∈[0,1]′
[u, u] = [1, 0]
h∗(Y, V ) =
∨
y∈[−4,0]′
∧
v∈[1,2]′
[y + v, y + v] =
∨
y∈[−4,0]′
[y + 2, y] = [−2, 0]
Luego
f0
∗([1, 0], [1,−2]) = [1, 0] ∗ [−2, 0] = [0, 0]
Así pues,
f ∗(g([1, 0]), h([1, 2], [0,−4])) = f0∗(g∗([1, 0]), h∗([1, 2], [0,−4])) = [0, 0]
Lema 3.5.4. (Segundo lema de optimalidad condicionada) Sea f(g(x), h(y, v))
una función continua
uniformemente monótona para h
g-parcialmente monótona
X vector unimodal propio
Y y V los subvectores de las componentes propia e impropia de h
h optimal para (Y,V)
X e Y sin componentes comunes
entonces, f es **-optimal, es decir,
f ∗∗(g(X), h(Y, V )) = f ∗∗0 (g
∗∗(X), h∗∗(Y, V ))
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Demostración. Dual del primer lema de optimalidad condicionada.
Teorema 3.5.3. (Segundo teorema de optimalidad condicionada) Dada una fun-
ción continua f(g(x), h(y, v)) tal que
f es h-uniformemente monótona
f es g-parcialmente monótona
X vector unimodal
Y y V los subvectores de las componentes propias e impropias de h
h(Y,V) optimal para Y y V
X, Y y V sin argumentos comunes
entonces, f tiene cálculo optimal, es decir,
f ∗(g(X), h(Y, V )) = f ∗0 (g
∗(X), h∗(Y, V )) = f ∗∗(g(X), h(Y, V ))
Demostración. Se deduce de los dos lemas de optimalidad condicionada.
Definición 3.5.2. (Operadores racionales c-optimales) Si fR es una función
racional diremos que es un operador racional c-optimal si f cumple una de las
siguientes condiciones:
a) f( ) es uniformemente monótona (propiamente optimal)
b) f( ) := f(g(x), h(y)) es (g, h)-parcialmente monótona y cumple la condi-
ción de modalidad partida para (X,Y )
c) f( ) := f(g(x), h(y, v)) es g-parcialmente monótona, h-uniformemente
monótona y h(Y,V) optimal para Y y V. X es unimodal e Y y V los sub-
vectores de las componentes propias e impropias de los argumentos de h y
X, Y y V no tienen componentes en común.
Definición 3.5.3. (Funciones racionales condicionalmente optimales) La función
fR(X) es sintácticamente c-conmutativa (sintácticamente condicionalmente con-
mutativa) sobre X, si cualesquiera de sus operadores no c-optimales está seguido
en el árbol sintáctico sólamente por operadores de una variable y precedido en
el árbol sintáctico sólamente por operadores c-optimales. Por tanto, fR no es
sintácticamente c-conmutativa en X si y sólo si, existe un operador no c-optimal,
seguido hacia abajo en el árbol sintáctico por un operador no monario.
Teorema 3.5.4. (Optimalidad condicionada) Si la función fR(X) es uniincidente
y es sintácticamente c-conmutativa, entonces fR(X) es optimal, es decir,
f ∗(X) = fR(X) = f ∗∗(X)
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Demostración. Se deduce de la definición y de los resultados anteriores.
Ejemplo 3.5.8. En el ejemplo 3.4.3 vimos que para A = [−1, 1], B = [1, 2] y
C = [0,−4] a la función g(a, b, c) = ab + ac no se le puede aplicar el teorema
de coerción a la optimalidad debido a que g tan sólo es parcialmente monótona
respecto de a (como variable global), es decir, no es uniformemente monótona
para la variable multiincidente. En este caso, por este motivo, tampoco podemos
aplicar el teorema de coerción optimal condicionada.
Tomemos la función f equivalente a g, y definida por f(a, b, c) = a(b + c) en el
mismo dominio. A la función f tampoco le podemos aplicar el teorema 3.5.4 de
optimalidad condicionada ya que f no es sintácticamente c-conmutativa.
Es importante observar que la monotonía global de una función respecto de las
variables sólamente depende de la función, y no del programa de cálculo, mientras
que las monotonías parciales o la multiincidencia sí que dependen de la expresión
particular de la función.
Ejemplo 3.5.9. En el ejemplo 3.5.7 estudiamos la función f(g(u), h(y, v)) =
u(y + v) para U = [1, 0], Y = [−4, 0] y V = [2, 1]. Esta función no es sintácti-
camente conmutativa si se prescinde de la c-optimalidad; sin embargo, es posible
aplicar el teorema de optimalidad condicionada ya que fR es una función sin-
tácticamente c-conmutativa ya que cumple la condición c) de la definición de
operador racional c-optimal. Observemos que f no cumple la condición de moda-
lidad partida.
Al ser fR(X) optimal se cumple
f ∗(g(U), h(Y, V )) = f ∗∗(g(U), h(Y, V )) = [1, 0] ∗ ([−4, 0] + [2, 1]) = [0, 0]
Teorema 3.5.5. (Coerción a la optimalidad condicionada) Si la función fR(XD)
es una función racional sintácticamente c-conmutativa en el dominio Prop(X),
totalmente monótona para cada componente multiincidente de X, siendo XD el
vector obtenido por ampliación de X considerando cada incidencia de las com-
ponentes de X como argumento independiente, transformada en su dual si en la
incidencia correspondiente f es monótona con sentido de monotonía contrario al
global de la correspondiente componente de X, entonces,
f ∗(X) = fR(XD) = f ∗∗(X)
Demostración. Teniendo en cuenta que todas las componentes multiincidentes
son totalmente monótonas, se deduce
f ∗(XD) = f ∗(X) ⊆ fR(XD) ⊆ f ∗∗(X) = f ∗∗(XD)
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Debido a la c-conmutatividad sintáctica de la función y a la independencia de las
componentes de XD, tenemos
f ∗(XD) = f ∗∗(XD)
luego
f ∗(X) = fR(XD) = f ∗∗(X)
Ejemplo 3.5.10. Consideremos la función f(x, y, z) = x(y+z)−y en el dominio
X = [1, 0], Y = [2, 3] y Z = [−3,−1]. Observemos que siendo f uniformemente
monótona respecto la variable multiincidente y, en principio no podemos aplicar
el teorema de coerción optimal porque la función fR no es sintácticamente con-
mutativa.
La función racional asociada a f es sintácticamente c-conmutativa ya que cumple
la condición c) de la definición de operador racional c-optimal, luego permite
aplicar el teorema 3.5.5 de coerción optimal condicionada. Así pues
fR(XD) = X ∗ (Dual(Y ) + Z)− Y
es optimal y el cálculo será
f([1, 0], [2, 3], [3, 2], [−3,−1]) = [1, 0] ∗ ([3, 2] + [−3,−1])− [2, 3] = [−3,−2]
Si consideramos la función racional g(x, y, z) = xy + xz − y equivalente a la
función f definida anteriormente, vemos que no tiene cálculo optimal ya que al
no ser g uniformemente monótona respecto a la variable multiincidente x, no
podemos aplicar los teoremas de optimalidad. La diferencia con la función f está
en que en la expresión de fR la variable x no es multiincidente; contrariamente
al caso de gR.
3.6. Interpretabilidad de cálculos n-dimensionales
Teorema 3.6.1. (*-interpretabilidad de cálculos n-dimensionales) SeaX = (Xp, Xi) ∈
I∗(Rm) y f : Rm −→ Rn una función continua en X ′ definida por f(x) =
(f1(x), ..., fn(x)). Sea (f1R(A1), ..., fnR(An)) ⊆ (B1, ..., Bn) un sistema de cál-
culos interpretables, con truncación externa interpretable de f ∗1 (X1), ..., f ∗n(Xn),
siendo (A1, ..., An) un vector definido a partir de X que tenga las mismas com-
ponentes propias que X, y con cada componente impropia de X tranformada en
su dual para todo Xj excepto una. En este caso,
U(xp, X
′
p)Q
∗(z, B)E(xi, X ′i) z = f(xp, xi)
siendo Q∗(z, B) la secuencia de Q(zj, Bj) (j = 1, ...n) con los cuantificadores
universales encabezando la secuencia.
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Observemos que los argumentos (A1, ..., An) deben modificarse de acuerdo con los
teoremas de coerción interpretables, dependiendo de si las funciones racionales
modales fiR son o no sintácticamente conmutativas.
Teorema 3.6.2. (**-interpretabilidad de cálculos n-dimensionales) Sea X =
(Xp, Xi) ∈ I∗(Rm) y f : Rm −→ Rn una función continua en X ′ definida por
f(x) = (f1(x), ..., fn(x)). Sea (f1R(A1), ..., fnR(An)) ⊇ (B1, ..., Bn) un sistema
de cálculos con truncación interna interpretable de f ∗∗1 (X1), ..., f ∗∗n (Xn), siendo
(A1, ..., An) un vector definido a partir de X que tenga las mismas componentes
impropias que X, y con cada componente propia de X tranformada en su dual
para todo Xj excepto una. En este caso,
U(xi, X
′
i)Q
∗(z,Dual(B))E(xp, X ′p) z = f(xp, xi)
Capítulo 4
Sistemas intervalares de ecuaciones
lineales
El producto aritmético definido para los intervalos modales tiene una estructura
que no es adecuada para resolver problemas cuya estructura sea esencialmente
distinta. Básicamente, las deficiencias de las operaciones aritméticas se reducen
a su falta de linealidad, sin embargo algunos problemas lineales se han estudiado
en el contexto habitual de I∗(R), como por ejemplo en [60] y [61]. Estudios ini-
ciales de este problema se encuentran planteados en las referencias [15], [16] y [17].
El problema de sistemas de ecuaciones lineales también se estudia en el contexto
del análisis intervalar clásico, siendo los trabajos de S. P. Shary (ver referencias
[63], [64] y [65]) los más próximos al análisis intervalar modal.
Para intentar solucionar el problema de la linealidad definiremos el producto
lineal, sin embargo el aspecto fundamental del problema es que exige un cambio
básico de la aritmética de soporte. Este segundo problema quedará resuelto a
partir de la utilización de intervalos de marcas estudiadas en [37].
4.1. Sistemas intervalares pseudo-lineales
Sobre I∗(R) nos planteamos estudiar la resolución de sistemas lineales inter-
valares, que se definen de forma natural a partir del concepto de sistema de
ecuaciones lineal real considerando las operaciones intervalares clásicas. Al no ser
lineales las operaciones intervalares hablaremos de sistemas intervalares pseudo-
lineales.
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Definición 4.1.1. (Sistema intervalar pseudo-lineal) Si n,m ∈ N, un sistema
intervalar pseudo-lineal de m ecuaciones y n incógnitas, es
A11 ∗X1 + · · ·+ A1n ∗Xn = B1
...
...
...
Am1 ∗X1 + · · ·+ Amn ∗Xn = Bm

donde ∀i ∈ {1, · · · ,m}, ∀j ∈ {1, · · · , n}, Aij ∈ I∗(R) son los coeficientes in-
tervalares del sistema; Bi ∈ I∗(R) son los términos independientes intervalares y
Xj ∈ I∗(R) son las incógnitas del sistema.
Definición 4.1.2. (Solución de un sistema intervalar pseudo-lineal) La solución
exacta de un sistema intervalar pseudo-lineal dado sería idealmente
A11 ∗X1 + · · ·+ A1n ∗Xn = B1
...
...
...
Am1 ∗X1 + · · ·+ Amn ∗Xn = Bm

y estaría formada por aquellos valores intervalares que sustituidos en todas las
ecuaciones cumplan todas las igualdades.
Para poder interpretar el sistema a partir de la semántica de f ∗, debemos calcular
intervalos Y1, . . . , Yn que cumplan
A11 ∗ Y1 + · · ·+ A1n ∗ Yn ⊆ B1
...
...
...
Am1 ∗ Y1 + · · ·+ Amn ∗ Yn ⊆ Bm

y diremos que son solución del sistema
A11 ∗X1 + · · ·+ A1n ∗Xn = B1
...
...
...
Am1 ∗X1 + · · ·+ Amn ∗Xn = Bm

Dicha solución no será en general ni exacta, ni óptima, ni única. En particular,
un sistema general de este tipo da lugar a problemas semánticos importantes si
se consideran valores impropios para Xi.
Proposición 4.1.1. (Propiedades algebraicas de los operadores aritméticos) Si
A,B,X ∈ I∗(R),
A+X = B tiene solución única X = B −Dual(A)
A ∗X = B tiene solución única X = B
Dual(A)
si 0 /∈ A′
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Las dos propiedades siguientes nos muestran la resolución de los dos casos más
simples que podemos plantearnos en una aritmética con truncación.
Proposición 4.1.2. Dados A,B ∈ I∗(R), las soluciones de la ecuación A+X ⊆ B
deberán cumplir la relación
X ⊆ B −Dual(A)
Demostración. Para resolver la ecuación A+X = B buscamos Y ∈ I∗(R) tal que
A+Out(Y ) ⊆ B
Out(Y ) ⊆ Inn(B −Dual(A))
porque
A+Out(Y ) ⊆ A+ Inn(B −Dual(A)) ⊆ A+ (B −Dual(A)) = B
Luego, en función de la aritmética, consideraremos
Out(Y ) = Inn(B −Dual(A))
La solución Y que buscamos cumplirá
Y ⊆ Inn(B −Dual(A))
porque si Y es solución, también los son todos los intervalos incluidos en Y . Luego
podemos considerar
Y = Inn(B −Dual(A))
Proposición 4.1.3. Dados A,B ∈ I∗(R), las soluciones de la ecuación A∗X = B
deberán cumplir
X ⊆ B
Dual(A)
Demostración. Para resolver la ecuación A ∗ X ⊆ B buscamos intervalos Y ∈
I∗(R) tales que
A ∗Out(Y ) ⊆ B
Siempre que 0 /∈ A′, se cumple
Out(Y ) ⊆ Inn
(
B
Dual(A)
)
porque
A+Out(Y ) ⊆ A ∗ Inn
(
B
Dual(A)
)
⊆ A ∗ B
Dual(A)
= B
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En general consideraremos
Out(Y ) = Inn
(
B
Dual(A)
)
La solución buscada en realidad cumplirá
Y ⊆ Inn
(
B
Dual(A)
)
porque si Y es solución, también los son todos los intervalos incluidos en Y . Luego
podemos considerar
Y = Inn
(
B
Dual(A)
)
Los teoremas semánticos del análisis intervalar modal dan una interpretación
lógica a las soluciones de las dos ecuaciones A +X ⊆ B y A ∗X ⊆ B, indepen-
dientemente de las modalidades de los intervalos A, B y X y compatible con la
truncación.
Para la resolución de un sistema de ecuaciones intervalar pseudo-lineal
A11 ∗X1 + · · ·+ A1n ∗Xn = B1
...
...
...
Am1 ∗X1 + · · ·+ Amn ∗Xn = Bm

aunque podemos aplicar distintos métodos ([37], [60] [61]), el producto aritmético
intervalar plantea el problema que estudiamos a continuación.
Consideremos el sistema pseudo-lineal
A11 ∗X1 + · · ·+ A1n ∗Xn = B1
...
...
...
Am1 ∗X1 + · · ·+ Amn ∗Xn = Bm

De acuerdo con el teorema semántico para funciones n-componentes, la inter-
pretación semántica del sistema intervalar pseudo-lineal dependerá de las moda-
lidades de los intervalos que lo forman, de modo que:
Si todas las incógnitas que sean intervalos impropios Xi tienen todas sus
multiincidencias convertidas en sus duales, menos una de ellas, la semántica
será
U(xp, Xp)U(ap, Ap)Q(b, B)E(xi, Xi)E(ai, Ai)(ax = b)
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en caso contrario, la única semántica cierta, aunque débil, es
U(xp, Xp)U(ap, Ap)Q(b, B)E(xi, Xi)E(ai, Ai)(ax ≤ b)
Dado un sistema intervalar pseudo-lineal
A11 ∗X1 + · · ·+ A1n ∗Xn = B1
...
...
...
Am1 ∗X1 + · · ·+ Amn ∗Xn = Bm

si la modalidad de alguna de las incógnitas es impropia, y si esta incógnita se
repite en más de una ecuación, el sistema no es directamente interpretable a par-
tir de la semántica de f ∗.
Consideremos por ejemplo, el sistema intervalar
X − 2 ∗ Y = [−4,−1]
X + 3 ∗ Y = [10, 15]
}
que en un cálculo efectivo se traduce en
X − 2 ∗ Y ⊆ [−4,−1]
X + 3 ∗ Y ⊆ [10, 15]
}
Si resolvemos el sistema obtenemos X = [4, 3] y Y = [2, 4] y utilizando el teorema
semántico
f ∗(A) ⊆ F (A)⇔ U(ap, A′p)Q(z, F (A))E(ai, A′i)(z = f(ap, ai))
deducimos de la
primera ecuación U(y, [2, 4])E(a, [−4,−1])E(x, [3, 4]) : x− 2y = a
segunda ecuación U(y, [2, 4])E(b, [10, 15])E(x, [3, 4]) : x+ 3y = b
Observemos que la semántica asociada a cada ecuación no da lugar a una semán-
tica del sistema, porque el valor x1 ∈ [3, 4] tal que x1− 2y = a puede no coincidir
con el valor x2 ∈ [3, 4] tal que x2 + 3y = b. Así pues, el sistema
X − 2 ∗ Y = [−4,−1]
X + 3 ∗ Y = [10, 15]
}
no es interpretable.
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Intentando solucionar este problema, consideramos el teorema de *-interpretabilidad
y estudiamos el sistema
X − 2 ∗ Y ⊆ [−4,−1]
Dual(X) + 3 ∗ Y ⊆ [9, 16]
}
observando que al sustituir X e Y por los valores obtenidos anteriormente X =
[4, 3] y Y = [2, 4] modificamos el término independiente de la segunda ecuación
del sistema.
Aplicando el teorema semántico para f ∗ (teorema 2.8.3.) obtenemos la siguiente
interpretación semántica
U(y, [2, 4])E(a, [−4,−1])E(x, [3, 4]) : x− 2y = a
U(y, [2, 4])U(x, [3, 4])E(b, [9, 16]) : x+ 3y = b
}
Luego el sistema modificado convenientemente con los intervalos duales es inter-
pretable, con la semántica
U(y, [2, 4])E(x, [3, 4])E(a, [−4,−1])E(b, [9, 16]) : x− 2y = a, x+ 3y = b
Observemos que los términos independientes de los dos sistemas cumplen
[−4,−1] ⊆ [−4,−1]
[9, 16] * [10, 15]
luego se mantiene el problema de interpretación del sistema original. Por ejemplo,
si y = 4, los valores que resuelven la interpretación semántica del sistema
X − 2 ∗ Y ⊆ [−4,−1]
Dual(X) + 3 ∗ Y ⊆ [9, 16]
}
son x = 4, a = −4, b = 16, y como 16 /∈ [10, 15] esta interpretación semántica no
es válida para el sistema
X − 2 ∗ Y ⊆ [−4,−1]
X + 3 ∗ Y ⊆ [10, 15]
}
Es importante remarcar que dado un sistema intervalar pseudo-lineal
A11 ∗X1 + · · ·+ A1n ∗Xn = B1
...
...
...
Am1 ∗X1 + · · ·+ Amn ∗Xn = Bm

la modalidad de las incógnitas queda determinada una vez se ha resuelto el sis-
tema.
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4.2. Estructura lineal de I∗(R)
Para intentar solucionar estos problemas de interpretación cuando aparecen mul-
tiincidencias impropias, definiremos el contexto intervalar lineal. Las operaciones
lineales solucionan esta dificultad con una semántica que, aunque aparentemente
pueda resultar más débil, será fundamental en la interpretación de sistemas de
ecuaciones lineales. Por otro lado, el contexto intervalar lineal verifica la propiedad
distributiva, deficiencia que presenta el producto aritmético intervalar.
A continuación definimos las distintas operaciones que dan a I∗(R) una estructura
lineal. Las demostraciones que se omiten en este apartado pueden encontrarse en
la referencia [37].
4.2.1. Operaciones lineales
Definición 4.2.1. (Suma lineal intervalar) Si A = [a, a¯] ∈ I∗(R) y B = [b, b¯] ∈
I∗(R) se define la suma lineal intervalar
A+B = [a, a¯] + [b, b¯] = [a+ b, a¯+ b¯]
Es importante observar que la suma lineal de dos intervalos coincide operativa-
mente con la suma aritmética intervalar.
Definición 4.2.2. (Diferencia lineal intervalar) Si A = [a, a¯] ∈ I∗(R) y B =
[b, b¯] ∈ I∗(R) representamos por ◦ la diferencia lineal intervalar y se define como
A ◦ B = [a, a¯] ◦ [b, b¯] = [a− b, a¯− b¯]
Proposición 4.2.1. (Relación entre diferencia aritmética y diferencia lineal) Si
A,B ∈ I∗(R), se cumple
A ◦ B = A−Dual(B)
Demostración. Si A = [a, a¯] y B = [b, b¯]
A ◦ B = [a− b, a¯− b¯] = [a, a¯]− [b, b¯] = A−Dual(B)
Definición 4.2.3. (Producto lineal intervalar) Si A = [a, a¯] ∈ I∗(R) y B =
[b, b¯] ∈ I∗(R), tales que 0 /∈ A′ y 0 /∈ B′, definimos el producto lineal de los
intervalos A y B que notaremos por A ◦B como
A ◦B = [a, a¯] ◦ [b, b¯] = [ab, a¯b¯]
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Definición 4.2.4. (Producto lineal extendido) Si A = [a, a¯] ∈ I∗(R) y B =
[b, b¯] ∈ I∗(R) definimos el producto lineal extendido de los intervalos A y B que
notaremos por A ◦B como
A ◦B = [a, a¯] ◦ [b, b¯] = [ab, a¯b¯]
Observemos que el producto lineal extendido coincide con el producto lineal cuan-
do ninguno de los operandos contiene a cero en su interior. La semántica que pro-
porciona el producto lineal extendido es poco útil en la mayoría de las situaciones
y es por este motivo que nuestro estudio se centrará en el producto lineal.
Proposición 4.2.2. (Relación entre producto aritmético y producto lineal) Si
A = [a, a¯] ∈ I∗(R) y B = [a, a¯] ∈ I∗(R) tales que 0 /∈ A′ y 0 /∈ B′ se cumple
A ◦B =

A ∗B si A ≥ 0 y B ≥ 0
Dual(A) ∗B si A ≥ 0 y B < 0
A ∗Dual(B) si A < 0 y B ≥ 0
Dual(A) ∗Dual(B) si A < 0 y B < 0
A ∗B =

A ◦B si A ≥ 0 y B ≥ 0
Dual(A) ◦B si A ≥ 0 y B < 0
A ◦Dual(B) si A < 0 y B ≥ 0
Dual(A) ◦Dual(B) si A < 0 y B < 0
Proposición 4.2.3. Si A ∈ I∗(R) y λ ∈ R se cumple
λ ◦ A =
{
λ ∗ A si λ ≥ 0
Dual(λ ∗ A) si λ < 0
Definición 4.2.5. (Cociente lineal intervalar) Si A = [a, a¯] ∈ I∗(R), B = [b, b¯] ∈
I∗(R) tales que B′ no contiene a 0, definimos el cociente lineal de los intervalos
A y B que notaremos por A/◦B como
A/◦B = [a, a¯] ◦
[
1
b
,
1
b¯
]
=
[
a
b
,
a¯
b¯
]
Proposición 4.2.4. (Estructuras algebraicas) Considerando en I∗(R) las ope-
raciones lineales anteriormente definidas, sistema que notaremos por I◦(R), se
cumplen las propiedades:
(I◦(R),+) tiene estructura de grupo conmutativo
(I◦(R),+, ◦) tiene estructura de anillo conmutativo con elemento unidad
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Observemos que el producto lineal no es inclusivo; es decir
A1 ⊆ B1
A2 ⊆ B2
}
; A1 ◦ A2 ⊆ B1 ◦B2
Por ejemplo, si A1 = [2, 4], B1 = [1, 4], A2 = [−2,−5] y B2 = [−3,−4]
A1 ⊆ B1
A2 ⊆ B2
y sin embargo
A1 ◦ A2 = [−4,−20] * [−3,−16] = B1 ◦B2
Así pues, al trabajar con las operaciones intervalares lineales que incluyan al
producto dentro de una aritmética con truncación, no queda determinada la
truncación de los operandos, mientras que si las operaciones se realizan con el
producto aritmético sí que están fijadas.
4.2.2. Semántica lineal
Proposición 4.2.5. (Semántica de la suma lineal) Si A = [a, a¯] ∈ I∗(R) y B =
[b, b¯] ∈ I∗(R), la suma lineal A+B cumple para cualquier α ∈ [0, 1],
((1− α)a+ αa¯) + ((1− α)b+ αb¯) = ((1− α)(a+ b) + α(a¯+ b¯))
Se deducen las siguientes interpretaciones:
U(a,A′)E(b, B′)E(c, (A+B)′) a+ b = c
U(b, B′)E(a,A′)E(c, (A+B)′) a+ b = c
U(c, (A+B)′)E(a,A′)E(b, B′) a+ b = c
Observemos que si calculamos con las operaciones intervalares aritméticas, las
modalidades de los operandos y del resultado son las que determinan la inter-
pretación semántica modal, mientras que al considerar la suma lineal, y análoga-
mente para todas las operaciones lineales, la semántica no depende de la moda-
lidad de los distintos intervalos.
Proposición 4.2.6. (Semántica de la diferencia lineal) Si A = [a, a¯] ∈ I∗(R) y
B = [b, b¯] ∈ I∗(R), la diferencia lineal A◦B cumple para cualquier α ∈ [0, 1],
((1− α)a+ αa¯)− ((1− α)b+ αb¯) = ((1− α)(a− b) + α(a¯− b¯))
Se deducen las siguientes interpretaciones:
U(a,A′)E(b, B′)E(c, (A◦B)′) a− b = c
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U(b, B′)E(a,A′)E(c, (A◦B)′) a− b = c
U(c, (A◦B)′)E(a,A′)E(b, B′) a− b = c
Proposición 4.2.7. (Semántica del producto lineal) Si A = [a, a¯] ∈ I∗(R) y
B = [b, b¯] ∈ I∗(R), tales que 0 /∈ interior A′ y 0 /∈ interior B′, el producto
lineal A ◦ B cumple la semántica
U(α, [0, 1])E(β, [0, 1])
((1− α)a+ αa¯)((1− β)b+ βb¯) = ((1− α)ab+ αa¯b¯)
Es decir, si A = [a, a¯] ∈ I∗(R) y B = [b, b¯] ∈ I∗(R), tales que 0 /∈ A′, 0 /∈ B′ y
α ∈ [0, 1] es un número real que define, simultáneamente, un punto del segmento
aa y un punto del segmento (ab)(ab), existe una función β(α) creciente, que ver-
ifica β(0) = 0 y β(1) = 1 y define un punto del segmento bb.
Un resultado análogo se obtiene si α ∈ [0, 1] define, simultáneamente, un punto del
segmento bb y un punto del segmento (ab)(ab); entonces existe una función β(α)
creciente que verifica β(0) = 0 y β(1) = 1 y define un punto del segmento aa. Por
tanto de la semántica del producto lineal se deducen las siguientes interpretaciones
equivalentes:
U(a,A′)E(b, B′)E(c, (A ◦B)′) ab = c
U(b, B′)E(a,A′)E(c, (A ◦B)′) ab = c
U(c, (A ◦B)′)E(a,A′)E(b, B′) ab = c
Si interpretamos A, B y A ◦ B como segmentos, los parámetros α y β que in-
tervienen en la semántica, definen trayectorias que asocian a cada par de puntos
de dos segmentos un punto del otro segmento. Por ello, la semántica que puede
obtenerse del producto lineal es distinta y más “débil” que la del producto arit-
mético.
Proposición 4.2.8. (Semántica del cociente lineal) Si A = [a, a¯] ∈ I∗(R) y
B = [b, b¯] ∈ I∗(R), tales que 0 /∈ interior A′ y 0 /∈ interior B′, el cociente lineal
A /◦ B cumple la semántica
U(α, [0, 1])E(β, [0, 1])
((1− α)a+ αa¯)((1− β)1
b
+ β
1
b¯
) =
(
(1− α)a
b
+ α
a¯
b¯
)
Si C = A /◦B se deducen las siguientes interpretaciones:
U(a,A′)E(b, B′)E(c, C ′) a/b = c
U(b, B′)E(a,A′)E(c, C ′) a/b = c
U(c, C ′)E(a,A′)E(b, B′) a/b = c
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4.2.3. Funciones racionales lineales
Definición 4.2.6. (Extensión racional lineal de una función racional) Dada una
función racional f : Rn −→ R llamamos extensión racional lineal de f y la
representamos por fL a la función intervalar fL : I∗(Rn) −→ I∗(R) que resulta
de sustituir en la función f cada una de las operaciones que la forman por su
operación lineal intervalar equivalente y cada una de las variables reales (x1, ..., xn)
por variables intervalares (X1, ..., Xn) ∈ I∗(Rn), siempre que
1. U(x1, X ′1), ..., U(xn, X ′n)(x1, ..., xn) ∈ Dom(f)
2. Esté definida la semántica de cada uno de los operadores para los intervalos
a los que se aplica
Proposición 4.2.9. (Cálculo de la extensión racional lineal a partir de las co-
ordenadas) Sea f : Rn −→ R una función racional y fL : I∗(Rn) −→ I∗(R) su
correspondiente extensión racional lineal sobre los intervalos X1, ..., Xn ∈ I∗(Rn).
Si Y = fL(X1, ..., Xn) y ∀i ∈ {1, ..., n} designamos Xi por [xi, xi], se cumplirá
(Y = [y, y])⇔ (y = f(x1, ..., xn), y = f(x1, ..., xn)
Proposición 4.2.10. (Semántica de extensiones racionales lineales respecto de
una variable uniincidente) Dada f : Rn −→ R una función racional uniincidente
respecto de la variable xi, si Y = fL(X1, ..., Xn) es la extensión racional lineal de
f sobre los intervalos (X1, ..., Xn) ∈ I∗(Rn), se cumple que
U(α, [0, 1])E((β1, ..., β̂i, ..., βn), [0, 1]
n−1)
f(x1(β1), ..., xi(α), ..., xn(βn)) = y(α)
Proposición 4.2.11. (Semántica de funciones racionales continuas) Dados los
intervalosX1, ..., Xn ∈ I∗(Rn) y f : Rn −→ R una función continua en Prop(X1, ..., Xn),
si Y = fL(X1, ..., Xn), entonces se cumple
U(y, Y ′)E(x1, X ′1)...E(xn, X
′
n) y = f(x1, ..., xn)
Definición 4.2.7. (Forma canónica de A1 ◦ B1 + ... + An ◦ Bn = C) Dados los
intervalos {Ai, Bi}i∈{1,...,n} ∈ I∗(R), diremos que la expresión
A1 ◦B1 + ...+ An ◦Bn = C
viene dada en forma canónica, cuando todas las sumas sean aritméticas; es decir,
si existiese alguna diferencia lineal se habría convertido en suma modificando el
término ◦Ak ◦Bk tal como indicamos
◦Ak ◦Bk = [−ak,−ak] ◦ [bk,−bk] = +[ak, ak] ◦ [−bk,−bk]
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Proposición 4.2.12. (Semántica de expresiones A1 ◦B1 + ...+An ◦Bn = C en
forma canónica) Dados los intervalos {Ai, Bi}i∈{1,...,n} ∈ I∗(R), si ∀i ∈ {1, ..., n}
0 /∈ A′i y 0 /∈ B′i, la expresión en forma canónica
A1 ◦B1 + ...+ An ◦Bn = C
verifica la semántica parametrizada siguiente
U(α, [0, 1])E((β1, ..., βn), [0, 1]
n)a1(α)b1(β1) + ...+ an(α)bn(βn) = c(α)
4.3. Sistemas intervalares lineales
Definición 4.3.1. (Sistema intervalar lineal) Si n,m ∈ N, un sistema intervalar
lineal de m ecuaciones y n incógnitas, es
A11 ◦X1 + · · ·+ A1n ◦Xn = B1
...
...
...
Am1 ◦X1 + · · ·+ Amn ◦Xn = Bm

donde ∀i ∈ {1, · · · ,m}, ∀j ∈ {1, · · · , n}, Aij ∈ I∗(R) son los coeficientes in-
tervalares del sistema; Bi ∈ I∗(R) son los términos independientes intervalares y
Xj ∈ I∗(R) son las incógnitas del sistema.
Definición 4.3.2. (Solución de un sistema intervalar lineal) La solución exacta
de un sistema intervalar lineal dado,
A11 ◦X1 + · · ·+ A1n ◦Xn = B1
...
...
...
Am1 ◦X1 + · · ·+ Amn ◦Xn = Bm

está formada por aquellos intervalos X1, ..., Xn ∈ I∗(R) que sustituidos en todas
las ecuaciones cumplan todas las igualdades.
Si
A11 ◦X1 + · · ·+ A1n ◦Xn = B1
...
...
...
Am1 ◦X1 + · · ·+ Amn ◦Xn = Bm

donde ninguno de los intervalos que intervienen en el sistema contiene a cero en
su interior, podemos resolver el sistema resolviendo los dos sistemas puntuales
construidos con los extremos de los intervalos que se obtienen al desarrollar los
productos lineales, es decir,
a11x1 + · · ·+ a1nxn = b1
...
...
...
am1x1 + · · ·+ amnxn = bm

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y
a11x1 + · · ·+ a1nxn = b1
...
...
...
am1x1 + · · ·+ amnxn = bm

Su interpretación semántica es independiente de las modalidades de los intervalos
que lo forman y se basa en la semántica del producto lineal. Es decir, fijado un
número real α ∈ [0, 1], que determina un punto en cada uno de los segmentos
X1, . . . , Xn, B1, . . . , Bm, entonces existen números reales
β1(X1, α), . . . , βn(Xn, α) ∈ [0, 1]
que definen puntos en los segmentos Aij de modo que
((1− β1)a11 + β1a11)((1− α)x1 + αx1) + . . .+ ((1− βn)a1n + βna1n)((1− α)xn + αxn) = ((1− α)b1 + αb1)
· · ·
((1− β1)am1 + β1am1)((1− α)x1 + αx1) + . . .+ ((1− βn)amn + βnamn)((1− α)xn + αxn) = ((1− α)bm + αbm)

Por ello la semántica del sistema es
U((x, b), (X,B)d)U(i, {1, ..., n})E(ai1, Ai1) . . . E(ain, Ain)(ai1x1+ . . .+ainxn = bi)
siendo
(X,B)d = {(x(α), b(α))|x(α) = (1− α)x+ αx, b(α) = (1− α)b+ αb}
es decir, dado α, que determina x y b, existen β1(X1, α), ..., βn(Xn, α) definidos
como se obtuvo para la semántica del producto lineal, que determinan respecti-
vamente ai1, ..., ain (i = 1, ...,m).
Dada la relación existente entre el producto lineal y el aritmético, si A′ij y B′i no
contienen a cero, las ecuaciones con el producto lineal pueden expresarse como
ecuaciones con el producto aritmético y, por tanto, participar de su semántica y
viceversa.
Ejemplo 4.3.1. La ecuación [−2,−5] ◦ X = [14, 10] tiene por solución X =
[−7,−2] y su semántica es
U(a, [−5,−2])E(b, [10, 14])E(x, [−7,−2])(ax = b)
Como [−2,−5] ◦ [−7,−2] = [14, 10] equivale a [−5,−2] ∗ [−2,−7] = [14, 10], el
teorema semántico permite afirmar
U(a, [−5,−2])U(b, [10, 14])E(x, [−7,−2])(ax = b)
que es una semántica más fuerte.
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El problema del producto lineal aparece al trabajar en cualquier contexto digi-
tal. El resultado de un cálculo se obtiene con un número determinado de cifras,
luego el proceso de cálculo intervalar debe resolver el problema inevitable de las
truncaciones, si queremos aplicar las semánticas estudiadas anteriormente.
El resultado de una operación aritmética intervalar siempre debe truncarse ex-
teriormente para poder aplicar correctamente el teorema *-semántico, sin em-
bargo con las operaciones lineales no hay una truncación prefijada. Si el inter-
valo X ∈ I∗(R) aparece en un cálculo lineal, en la semántica del cálculo apare-
cerá U(x,X ′) o bien E(x,X ′) siendo dichas interpretaciones independientes de la
modalidad del intervalo X.
Si X aparece con la expresión U(x,X ′) debemos truncar X de forma que
(Trunc(X))′ ⊆ X ′, luego
• si X es impropio, Trunc(X) = Out(X)
• si X es propio, Trunc(X) = Inn(X)
Si X aparece con la expresión E(x,X ′) debemos truncar X de forma que
X ′ ⊆ (Trunc(X))′, luego
• si X es impropio, Trunc(X) = Inn(X)
• si X es propio, Trunc(X) = Out(X)
El problema que hace inviable construir un proceso de truncación coherente con la
semántica a aplicar al efectuar cualquier cálculo intervalar fL(X1, ..., Xn) reside
en la dificultad que comporta conocer de forma previa a un cálculo la modalidad
del resultado de una operación lineal. Existen situaciones en las que podemos
conocer de antemano la modalidad de la solución de un cálculo lineal, sin em-
bargo, estas situaciones son muy limitadas y nos interesa abarcar el estudio de
sistemas con un planteamiento general. El problema queda resuelto con el estudio
de los intervalos de marcas, donde la truncación, formalmente no existe.
Así pues, si queremos estudiar el sistema lineal
A11 ◦X1 + · · ·+ A1n ◦Xn = B1
...
...
...
Am1 ◦X1 + · · ·+ Amn ◦Xn = Bm

donde ninguno de los intervalos que intervienen contiene a cero, consideramos el
sistema con intervalos de marcas
A11 ◦ X1 + · · ·+A1n ◦ Xn = B1
...
...
...
Am1 ◦ X1 + · · ·+Amn ◦ Xn = Bm

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siendo
Aij = 〈[aij, aij], gij〉 = [〈aij, gij〉, 〈aij, gij〉]
y
Bi = 〈[bi, bi], gi〉 = [〈bi, gi〉, 〈bi, gi〉]
si en el sistema inicial Aij = [aij, aij] y Bi = [bi, bi].
Si en el sistema
A11 ◦ X1 + · · ·+A1n ◦ Xn = B1
...
...
...
Am1 ◦ X1 + · · ·+Amn ◦ Xn = Bm

expresamos cada una de las incógnitas Xj como
Xj = 〈[xj, xj], gxj〉 = [〈xj, gxj〉, 〈xj, gxj〉]
reducimos el cálculo de dicho sistema a los dos sistemas de ecuaciones siguientes
〈a11, g11〉 ∗ 〈x1, gx1〉+ · · ·+ 〈a1n, g1n〉 ∗ 〈xn, gxn〉 = 〈b1, g1〉
...
...
...
〈am1, gm1〉 ∗ 〈x1, gx1〉+ · · ·+ 〈amn, gmn〉 ∗ 〈xn, gxn〉 = 〈bm, gm〉

〈a11, g11〉 ∗ 〈x1, gx1〉+ · · ·+ 〈a1n, g1n〉 ∗ 〈xn, gxn〉 = 〈b1, g1〉
...
...
...
〈am1, gm1〉 ∗ 〈x1, gx1〉+ · · ·+ 〈amn, gmn〉 ∗ 〈xn, gxn〉 = 〈bm, gm〉

La resolución de estos sistemas utilizando métodos reales con operaciones de mar-
cas determinará una solución que podemos suponer del tipo 〈y
1
, gy1〉, ...,〈yn, gyn〉
y 〈y1, gy1〉, ...,〈yn, gyn〉.
Para estas soluciones se cumplirá
〈a11, g11〉 ∗ 〈y1, gy1〉+ · · ·+ 〈a1n, g1n〉 ∗ 〈yn, gyn〉 ≈α 〈b1, g1〉... ... ...
〈am1, gm1〉 ∗ 〈y1, gy1〉+ · · ·+ 〈amn, gmn〉 ∗ 〈yn, gyn〉 ≈α 〈bm, gm〉

〈a11, g11〉 ∗ 〈y1, gy1〉+ · · ·+ 〈a1n, g1n〉 ∗ 〈yn, gyn〉 ≈α 〈b1, g1〉
...
...
...
〈am1, gm1〉 ∗ 〈y1, gy1〉+ · · ·+ 〈amn, gmn〉 ∗ 〈yn, gyn〉 ≈α 〈bm, gm〉

siempre que las granularidades resultantes sean compatibles con αt, α ∈]0, 1].
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Así pues, considerando los intervalos de marcas
Y1 = 〈[y1, y1], gy1〉 = [〈y1, gy1〉, 〈y1, gy1〉]
Yn = 〈[yn, yn], gyn〉 = [〈yn, gyn〉, 〈yn, gyn〉]
tenemos
A11 ◦ Y1 + · · ·+A1n ◦ Yn ≈α B1
...
...
...
Am1 ◦ Y1 + · · ·+Amn ◦ Yn ≈α Bm

Capítulo 5
Ecuaciones diferenciales ordinarias
intervalares
En este capítulo se abordará, desde el punto de vista del Análisis Intervalar
Modal, el estudio de ecuaciones en diferencias definidas como solución numérica
a ecuaciones diferenciales.
El modelo intervalar y los métodos de cálculo numérico son conceptualmente
distintos: mientras que el cálculo numérico calcula trayectorias singulares apro-
ximadas, el cálculo intervalar calcula haces de trayectorias asociadas a una es-
trategia determinada por las modalidades de los intervalos. Además, y esta es
una cuestión muy importante, el cálculo intervalar está basado en la inclusividad
de las soluciones intervalares y por ello da lugar esencialmente a modelos exactos
desde el punto de vista de las semánticas asociadas a la inclusión, frente al caso
del cálculo numérico que se apoya esencialmente en el concepto de aproximación.
5.1. Problemas de valor inicial
Nos planteamos encontrar la solución intervalar de problemas definidos como
problemas de valor inicial del tipo
y′ = f(x, y) y(a) = y0
sobre un intervalo [a, b], suponiendo que el problema considerado tenga solución
en R. Supondremos en concreto que f verifica la condición de Lipschitz respecto
a su variable y.
Un criterio de buena disciplina intervalar es que los modelos deben intervalizarse
lo mínimo posible, ya que, de lo contrario desaparece el sistema referencial del
problema sin que la solución gane una mayor adecuación empírica. Así pues, al
plantear el estudio de un problema intervalar en diferencias, se empezará por
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tomar la variable independiente como puntual (lo cual, y repetimos, no supone la
exigencia de una “exactitud” empírica particularmente alta, sinó la consistencia
del modelo respecto de las escalas de medida de los parámetros que intervengan
en él).
Así pues, de acuerdo con esta observación, consideraremos x ∈ R, y por tanto, el
cálculo intervalar F tendrá la forma general
F : R× I∗(Rm) −→ I∗(Rm)
Planteado el modelo de una situación experimental, inevitablemente debemos
considerar el aspecto formal (matemático) y el aspecto pragmático (es decir,
la consistencia con su aplicación). Nosotros nos planteamos estudiar el aspecto
matemático considerando la posibilidad de variables intervalares. Para ello, re-
solveremos el problema en tres etapas.
La primera etapa del modelo corresponde a la formalización analítica del pro-
blema. Esta etapa se complementa con la obtención de un método de cálculo
numérico digitalizando en principio el problema (segunda etapa). El tercer paso
será considerar los cálculos intervalares asociados al modelo numérico sobre los
reales, que en el caso más favorable, permitirá un cálculo intervalar interpretable
optimal.
Definición 5.1.1. (Problema de valor inicial intervalar 1) A una ecuación sobre
los reales de la forma {
y′(x) = f(x, y) x ∈ [a, b]
y(0) = y0
(5.1)
le corresponderá con las hipótesis oportunas, una ecuación en diferencias de la
forma
k∑
j=0
αjyn+j = hΦf (yn+k, yn+k−1, ...yn, xn;h)
yµ = ηµ(h), µ = 0, 1, ..., k − 1

Fijado pues un método de resolución digital que lo haga posible, plantearemos
un cálculo intervalar que se obtendrá mediante una intervalización del cálculo
digital.
Proposición 5.1.1. (Interpretación semántica del P.V.I.I.) La interpretación
semántica de un cálculo intervalar
FD(XD) ⊆ YD
1que abreviadamente escribiremos P.V.I.I.
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asociado a un método numérico fD determinado, tomará la forma lógica sistemáti-
ca
U(xdp, X
′
Dp)Q(yD, YD)E(xdi, X
′
Di)fD(xdp, xdi) = yD
cuya validez dependerá del método FD y de las variables intervalaresXD ∈ I∗(Rn)
que intervengan en las operaciones racionales que define la función FD.
Si el método fD es estable, las soluciones digitales puntuales a las que se refiere
el teorema semántico, cumplirán la condición
∀δ ∈ ∆ ∃ε > 0 : f(xd+ δ) = y + ε
Demostración. Es consecuencia de la aplicación del teorema semántico para f ∗D
y de que fD sea una aproximación estable a la función real y = f(x).
Para la resolución de ecuaciones diferenciales mediante métodos intervalares ten-
dremos siempre como referencia analítica del problema el desarrollo de Taylor de
la función que define la ecuación diferencial real.
Teorema 5.1.1. (Teorema de Taylor ) Supongamos que y(x) ∈ CN+1[a, b] y que
y(x) tiene el desarrollo de Taylor de orden N alrededor de un punto x = x0 ∈ [a, b]
dado por
y(x0 + h) = y(x0) + y
′(x0)h+
y′′(x0)
2!
h2 +
y(3)(x0)
3!
h3 + · · ·+ y
(N)(x0)
N !
hN + · · ·
donde y(j)(x) denota la derivada (j)−ésima de la función y(x) con respecto a x.
Observemos que las fórmulas de las derivadas sucesivas pueden calcularse recur-
sivamente usando la regla de la cadena y si estudiamos la resolución del problema
de ecuación y′ = f(x, y) obtenemos:
y′(x) = f
y′′(x) = fx + fyy′ = fx + fyf
y(3)(x) = fxx + 2fxyy
′ + fyy′′ + fyy(y′)2
= fxx + 2fxyf + fyyf
2 + fy(fx + fyf)
y(4)(x) = fxxx + 3fxxyy
′ + 3fxyy(y′)2 + 3fxyy′′ + fyy
′′′
+ 3fyyy
′y′′ + fyyy(y′)3
= (fxxx + 3fxxyf + 3fxyyf
2 + fyyyf
3) + fy(fxx + 2fxyf + fyyf
2)
= +3(fx + fyf)(fxy + fyyf) + f
2
y (fx + fyf)
y en general,
y(N)(x) = D(N−1)f(x, y(x))
donde D es el operador de derivación
D =
(
∂
∂x
+ f
∂
∂y
)
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Debido a la complejidad de los cálculos en las derivadas sucesivas, no es práctico
evaluar un número elevado de derivadas; en todo caso las series de Taylor efectivas
serán truncadas. Consideraremos pues, el error de un desarrollo de Taylor finito
de orden N que notaremos eN(x, h),
eN(x, h) =
y(N+1)(θ)
(N + 1)!
hN+1
siendo x0 ≤ θ ≤ x0 + h.
Las aproximaciones intervalares son exactas, en el sentido de que si
y(x0 + h) = tN(x0, h) + eN(x0, h)
siendo tN(x0, h) el desarrollo de Taylor finito de orden N de la función y(x). El
cálculo intervalar asociado
TN(x0, h) ⊆ T
es una ecuación exacta, es decir, contiene modalmente la solución del problema si
se cumplen las condiciones de los teoremas de programación asociados al teorema
semántico.
Observemos que el hecho de que las condiciones iniciales del problema sean inter-
valos propios o bien impropios condiciona la interpretación semántica. Se puede
dar cuenta del error de truncación del método mediante un cálculo intervalar de
eN(x, h) o introduciendo los valores asociados a la relación
(δ, ε) ⊆ (∆, E)
en el teorema semántico.
A continuación vamos a concretar en el ejemplo siguiente los tres niveles que
intervienen en la resolución de problemas de valor inicial intervalares.
Ejemplo 5.1.1. Resolución del problema de valor inicial{
y′(x) = x−y
2
x ∈ [0, 3]
y(0) = [0.9, 1.1]
(5.2)
La ecuación diferencial planteada considerando la condición inicial y(0) = 1 tiene
solución analítica en R
y(x) = 3e−
x
2 − 2 + x
así pues, compararemos los resultados intervalares con la solución analítica del
problema. Ver figura 5.1.
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Fig. 5.1
Estudiaremos el desarrollo de Taylor de la función real y(x), solución de la
ecuación diferencial, en el punto x0 = 0.
y(x) = y(0) + y′(0)x+
y′′(0)
2!
x2 +
y(3)(0)
3!
x3 + · · ·
imponiendo
y′(x) = x−y
2
y′′(x) = d
dx
(
x−y
2
)
= 1−y
′
2
=
1−x−y
2
2
= 2−x+y
4
y′′′(x) = d
dx
(
2−x+y
4
)
= −1+y
′
4
=
−1+x−y
2
4
= −2+x−y
8
y(4)(x) = d
dx
(−2+x−y
8
)
= 1−y
′
8
=
1−x−y
2
8
= 2−x+y
16
y obtenemos
y(x) = y(0)− y(0)
2
x+
1
4
x2 +
y(0)
8
x2 − 1
24
x3 − y(0)
48
x3 + · · ·
Consideremos a nivel de ejemplo, el desarrollo de Taylor de orden 3
y(x) = y(0)− y(0)
2
x+
1
4
x2 +
y(0)
8
x2 − 1
24
x3 − y(0)
48
x3
Esta es la expresión del método numérico fD que considerando condiciones ini-
ciales del problema valores intervalares, lleva a un cálculo intervalar FD de ex-
presión
Y (x) = Y (0)− Y (0)
2
∗ x+ 1
4
x2 +
Y (0)
8
∗ x2 − 1
24
x3 − Y (0)
48
∗ x3
Observamos que la variable intervalar Y (0) es multiincidente luego para obte-
ner un cálculo intervalar optimal debemos aplicar los teoremas de coerción a la
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optimalidad y estudiar la monotonía respecto a la variable Y (0). Es importante
destacar que el estudio intervalar del método de Taylor siempre implica una trun-
cación del desarrollo que permitirá estudiar la monotonía.
Generalmente, estudiaremos una estimación del error imponiendo una cota má-
xima, estudiando los errores de truncación Ei asociados al desarrollo de Taylor
de orden N , para 1 ≤ i ≤ N .
Consideremos pues, el desarrollo de Taylor de orden 3 y nuestro objetivo es en-
contrar un cálculo intervalar optimal de
Y (x) = Y (0)− Y (0)
2
∗ x+ 1
4
x2 +
Y (0)
8
∗ x2 − 1
24
x3 − Y (0)
48
∗ x3
Debemos estudiar el signo de
∂Y
∂Y (0)
= 1− x
2
+
x2
8
− x
3
48
y observamos que para valores de x dentro del intervalo [0, 3] este cociente siempre
es positivo, luego la expresión del cálculo intervalar optimal es
Y (x) = Y (0)− Dual(Y (0))
2
∗ x+ 1
4
x2 +
Y (0)
8
∗ x2 − 1
24
x3 − Dual(Y (0))
48
∗ x3
La figura 5.2 muestra la resolución del problema intervalar considerando el de-
sarrollo de Taylor de tercer orden.
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Fig. 5.2
En nuestro ejemplo, el error que se comete al considerar la aproximación del
desarrollo de Taylor viene dado por la expresión
y(4)(t)
4!
x4 0 ≤ t ≤ x
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Si la función y es conocida, como ocurre en nuestro ejemplo, podemos calcular el
valor máximo y mínimo de
e3 =
y(4)(t)
4!
x4
obteniendo la cota intervalar
E3 = [emı´n, ema´x]
que en nuestro caso corresponde a
E = [0, 0.6328]
La figura 5.3 muestra el cálculo considerando el término de error. Observamos
que en este caso, y como es lógico, la solución intervalar contiene a la solución
puntual de la ecuación diferencial.
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Fig. 5.3
Si normalizamos el problema, es decir, consideramos el cambio de variable
h =
x
3
obtenemos los resultados que muestra la gráfica 5.4
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Considerando el error asociado al desarrollo de Taylor,
E3 = [emı´n, ema´x]
que en nuestro ejemplo particular es, evidentemente, igual que si no normali-
zamos,
E3 = [0, 0.6328]
obtenemos los resultados que muestra la figura 5.5.
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Generalmente, la solución de la ecuación diferencial (5.1) será desconocida y en
este caso, para estudiar el intervalo de error EN consideraremos una aproximación
de y(x) aplicando el desarrollo de Taylor hasta el término que aconseje el modelo
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numérico. Por ejemplo, si y(0) y y′(0) son conocidos y y′′(c) es el valor absoluto
máximo conocido,
y(x) = y(0) + y′(0)x+ [−1, 1] ∗
[
y′′(c)
x2
2!
]
Aún siendo el método de Taylor exacto intervalarmente, normalmente debemos
calcular un desarrollo con muchos términos para obtener las aproximaciones de-
seadas. A continuación estudiaremos métodos numéricos en diferencias y su com-
portamiento intervalar.
Los métodos numéricos presuponen la discretización; por ejemplo, se sustituye un
intervalo [a, b] de x, por el conjunto discreto de puntos {xn} definidos por xn = a+
nh, n = 0, 1, 2, ..., N siendo N = b−a
h
. Al parámetro h lo denominaríamos en este
caso, longitud de paso y podría ser también variable según las conveniencias. En el
tipo de problemas que vamos a comentar ahora, notaremos yn a una aproximación
de la solución y(xn) de la ecuación
y′ = f(x, y) y(a) = y0, f : R× Rm −→ Rm (5.3)
para x = xn. Nuestro objetivo será encontrar una sucesión {yn} que aproxime la
solución de (5.2) en el conjunto discreto de puntos {xn}.
Un método numérico multipaso es una ecuación en diferencias que involucra a
unas aproximaciones yn+j, j = 0, 1, ..., k a partir de las que es posible calcular
yn+k y por último la secuencia completa {yn : n = 0, 1, 2...N}. Al valor k ∈ Z se le
denomina número de paso del método; si k = 1 hablaremos de métodos de un pa-
so, mientras que si k > 1 hablaremos de métodos multipaso o métodos de k-pasos.
Consideraremos la solución numérica del problema de valor inicial (5.3) obtenida
mediante un método general del tipo
k∑
j=0
αjyn+j = hΦf (yn+k, yn+k−1, ...yn, xn;h)
yµ = ηµ(h), µ = 0, 1, ..., k − 1

La presencia de yn+k en el segundo término de la ecuación dará lugar a ecua-
ciones implícitas que tendrán un estudio intervalar mucho más delicado que las
ecuaciones explícitas.
Definición 5.1.2. (Ecuación intervalar en diferencias) Una ecuación intervalar
en diferencias de un paso, explícita, en una hipotética aritmética exacta, tendría
la forma
Yn+1 = F (Xn, Yn) para n = 0, 1, ...
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pero en una aritmética intervalar efectiva, su forma es
Yn+1 ⊇ F (Xn, Yn) para n = 0, 1, ...
siendo Y0 conocido y F : I∗(R)×I∗(Rm) −→ I∗(Rm). Una solución de la ecuación
en diferencias será una sucesión de vectores {Yn+1 = F (Xn, Yn)} para un dominio
de Y0 dados.
Si la ecuación en lugar de ser explícita fuese implícita, Yn+1 estaría también en
el segundo término de la ecuación y suponiendo que la función F cumpla las
propiedades generales de las funciones intervalares racionales, la necesidad de la
truncación exterior para conservar las relaciones
Yn+1 ⊇ F (xn, Yn, Yn+1)
implicaría una solución de cada paso de la forma
Y
(2)
n+1 ⊇ F (xn, Y (2)n , Y (1)n+1)
en la que
Y
(2)
i ⊇ Y (1)i ⊇ Yi
donde Yi sería la solución ideal exacta, cuyo grado de aproximación a sus cálculos
Y
(2)
i e Y
(1)
i no estaría en principio determinado.
Con una aritmética de marcas, donde la truncación formalmente no existe, el
problema tendría también la forma
Yn+1 ⊇ F (xn, Yn, Yn+1)
pero la relación
Y
(2)
i ⊇ Y (1)i ⊇ Yi
tendría en cambio la forma
Y
(2)
i ≈ Y (1)i ≈ Yi
donde ≈ sería la relación empírica de marcas (ver apéndice B) evidentemente
sometida a la condición de ser significativa de acuerdo con el parámetro de con-
fusión de las marcas Y (2)i e Y
(1)
i .2
2Existe el riesgo de que el cálculo pueda no finalizar por perderse el significado de las marcas
prematuramente (g > kt siendo k < 1)
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5.1.1. Estabilidad y error de métodos en diferencias
En en análisis numérico clásico es indispensable conocer la estabilidad de los
métodos numéricos. Si la solución del problema es inestable, en el sentido que
cambios arbitrariamente pequeños en la condición inicial producen grandes cam-
bios en la solución para x suficientemente grande, deja de tener sentido la solución
numérica del problema. Los errores de redondeo y de truncación, de naturaleza
esencialmente caótica, causarán que la hipotética solución aproximada sea deter-
minada erráticamente.
La estabilidad afectará evidentemente cualquier cálculo intervalar. Aún en el ca-
so en que el cálculo intervalar sea “intervalarmente correcto”, la amplificación, y
quizás el comportamiento cualitativo de los sucesivos valores intervalares, pro-
ducirá un resultado que no guarde relación con la ecuación analítica exacta. En
este caso el esquema en diferencias asociado al problema será inadecuado.
Planteado un problema de valor inicial, consideraremos el estudio de la estabili-
dad del problema real asociado, y en caso de estabilidad del método en diferencias
determinado, consideraremos los cálculos intervalares imponiendo condiciones ini-
ciales intervalares. Observemos que el estudio intervalar es más complejo ya que
cada operación puede llevar a una amplificación de resultados.
Es importante resaltar que el estudio de la viabilidad dentro del Análisis Inter-
valar Modal raramente podrá aplicarse a métodos analíticos generales, puesto
que la estructura de las aproximaciones racionales efectivas de estos métodos es
decisiva para la validez de los cálculos asociados.
Los métodos clásicos del análisis numérico para la resolución de problemas de
ecuaciones diferenciales nos dan una aproximación de la solución analítica y como
cabe esperar, la solución aproximada tiene un error cuyo estudio es una cuestión
importante. Observemos que dentro del Análisis Intervalar esta situación es dis-
tinta. Tendremos dos métodos intervalares asociados a cada método numérico
real dependiendo de si introducimos o no el error de integración del método en el
cálculo de los intervalos sucesivos.
Si semánticamente interesa tener la solución exacta del problema objeto de estu-
dio, dado un método
yn+1 = cl(yn)
(siendo cl(yn) la expresión clásica de un método en diferencias del análisis numéri-
co real), debemos estudiar dentro del análisis intervalar modal, la optimalidad de
la función
Yn+1 = clR(Yn) + En+1
siendo En+1 el error asociado al método. En este caso aunque perdemos informa-
ción, técnicamente controlamos la solución del problema (tal como hemos visto
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en la proposición 5.1.1).
Observemos que el intervalo asociado al término de error del método, En+1, siem-
pre será un intervalo propio.
Si contrariamente, únicamente nos interesan las soluciones de la ecuación en dife-
rencias, y no la solución exacta del problema, debemos buscar la optimalidad
para la función
Yn+1 = clR(Yn)
5.1.2. Métodos de paso simple
Los métodos Runge-Kutta son métodos de paso simple para la resolución del
problemas del tipo
y′ = f(x, y) y(a) = y0, f : R× Rm −→ Rm
en los que se define la etapa s-ésima del método por
yn+1 = yn + h
s∑
i=1
biki
siendo
ki = f(xn + cih, yn + h
s∑
j=1
aijkj) i = 1, 2, ..., s
y
ci =
s∑
j=1
aij i = 1, ..., s
Mediante las fórmulas de Butcher se obtienen las expresiones de los diferentes
métodos Runge-Kutta, ver referencias [41], [62].
A continuación estudiaremos el comportamiento de estos métodos dentro del con-
texto del Análisis Intervalar Modal considerando los casos particulares
Método de Euler
yn+1 = yn + hf(xn, yn)
Método de Euler modificado
yn+1 = yn + hf(xn +
h
2
, yn +
h
2
f(xn, yn))
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Del estudio que abordamos seguidamente, se deduce que es posible aplicar méto-
dos Runge Kutta de orden superior para la resolución de ecuaciones diferenciales
intervalares pero evidentemente el estudio analítico del problema es más complejo
y es inherente a cada ejemplo particular. Esto es debido a que la obtención de
cualquier cálculo optimal en funciones intervalares con variables multiincidentes
conlleva un estudio de la monotonía de la función respecto a dichas variables.
La aplicación de métodos de paso simple a problemas intervalares se ha estudi-
ado en el contexto del análisis intervalar clásico. La aportación personal que se
presenta en esta tesis es el estudio en el contexto del análisis intervalar modal.
Proposición 5.1.2. (Optimalidad del método de Euler) Si f : R2 −→ R es una
función continua c-sintácticamente conmutativa, la expresión del método de Euler
sobre R
yn+1 = yn + hf(xn, yn)
tendrá cálculo optimal en I∗(R) si:
y es uniincidente para fR
1. Si 1 + h∂f
∂y
> 0 y ∂f
∂y
> 0 la expresión optimal del método es
Yn+1 ⊇ Yn + hfR(xn, Yn) + ∆
2. Si 1 + h∂f
∂y
> 0 y ∂f
∂y
< 0 la expresión optimal del método es
Yn+1 ⊇ Yn + hfR(xn, Dual(Yn)) + ∆
3. Si 1 + h∂f
∂y
< 0 y ∂f
∂y
< 0 la expresión optimal del método es
Yn+1 ⊇ Dual(Yn) + hfR(xn, Yn) + ∆
siendo ∆ una cota intervalar del error del método, que generalmente corres-
ponde a un intervalo propio.
Si y es multiincidente en la función fR, se estudiará cada caso concreto,
considerando los teoremas de optimalidad de funciones racionales expuestos
en el capítulo 3.
Demostración. Esta proposición es consecuencia del teorema de coerción optimal
condicionada (3.5.5).
Si el orden del método Runge-Kutta es mayor que 1, la optimalidad se estudiará
en cada caso concreto.
Veamos por ejemplo, el estudio del método de Euler modificado para f(x, y) =
x+y y para f(x, y) = xy. Ambas funciones son uniincidentes en y, y sin embargo
tienen distinto comportamiento, respecto a las incidencias, en la expresión del
método de Euler modificado.
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Ejemplo 5.1.2. Si consideramos el método de Euler modificado
yn+1 = yn + hf(xn +
h
2
, yn +
h
2
f(xn, yn))
para la resolución del problema
y′ = f(x, y) y(a) = y0
siendo f : R2 −→ R la función definida por f(x, y) = x + y obtenemos la
expresión
yn+1 = yn +
h2
2
+ h(1 +
h
2
)xn + h(1 +
h
2
)yn = g(xn, yn)
Estudiamos el árbol sintáctico asociado a la función g (ver figura 5.6).
 +
+
+ * *
h²
2
yn h 
2
h(1+     )
xn h 
2
h(1+     ) yn
Fig. 5.6
La linea discontinua en la figura 5.6 significa que la rama correspondiente no in-
fluye en la naturaleza del árbol intervalar.
Observemos que los valores reales, desde el punto de vista intervalar son cons-
tantes y por este motivo no forman parte de las variables del árbol.
Como la función gR(xn, Yn) es sintácticamente conmutativa, totalmente monó-
tona respecto a yn, por ser
∂g
∂yn
= 1 + h(1 +
h
2
) > 0
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y uniformemente monótona para cada incidencia de yn, del teorema de coerción
optimal condicionada se deduce que la expresión
Yn+1 ⊇ Yn + h
2
2
+ h(1 +
h
2
)xn + h(1 +
h
2
) ∗ Yn
es optimal.
Observemos que en este caso particular, fR será cálculo optimal independiente-
mente del valor de h.
Ejemplo 5.1.3. Si consideramos el método de Euler modificado (ver ejemplo
5.1.2) para la resolución del problema definido por f(x, y) = xy obtenemos la
expresión
yn+1 = yn + (h+
h3
4
)xnyn +
h2
2
xn
2yn +
h2
2
yn = g(xn, yn)
La función gR es sintácticamente conmutativa (ver figura 5.7),
 +
+*
* *
h³
4
yn h² x²n
yn
*
xn
yn
h+
2
+
yn h² 
2
Fig. 5.7
sin embargo, al ser
∂g
∂yn
= 1 + (h+
h3
4
)xn +
h2
2
xn
2 +
h2
2
la monotonía global respecto a las variables intervalares multiincidentes, y con-
secuentemente, el estudio de la optimalidad, dependerá del signo de xn y de los
valores de h.
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1. Si xn ≥ 0 entonces ∂g∂yn > 0 y del teorema de coerción optimal condicionada
se deduce que el cálculo intervalar optimal del método es
Yn+1 ⊇ Yn + (h+ h
3
4
)xn ∗ Yn + h
2
2
xn
2 ∗ Yn + h
2
2
∗ Yn
2. Si xn < 0 y | (h+ h34 )xn |<| 1+ h
2
2
xn
2+ h
2
2
| entonces ∂g
∂yn
> 0 y del teorema
de coerción optimal condicionada se deduce que el cálculo intervalar optimal
del método es
Yn+1 ⊇ Yn + (h+ h
3
4
)xn ∗Dual(Yn) + h
2
2
xn
2 ∗ Yn + h
2
2
∗ Yn
3. Si xn < 0 y | (h + h34 )xn |>| 1 + h
2
2
xn
2 + h
2
2
| entonces ∂g
∂yn
< 0 y el cálculo
intervalar optimal es
Yn+1 ⊇ Dual(Yn) + (h+ h
3
4
)xn ∗ Yn + h
2
2
xn
2 ∗Dual(Yn) + h
2
2
∗Dual(Yn)
En el ejemplo 5.1.3 y tal como hemos comentado al introducir el estudio de
los problemas en diferencias intervalares, estamos considerando x ∈ R. Si con-
sideramos X ∈ I∗(R) y consideramos las variables intervalares X = [−1, 1] y
Y = [−1, 1] la función g es sintácticamente conmutativa, pero no coercionable a
un cálculo optimal (por no cumplir el teorema 3.3.4 al no ser totalmente monótona
para todas sus componentes multiincidentes). Al tratarse de un esquema de un
método iterativo existiría una amplificación enorme de los cálculos, luego en este
caso, el cálculo optimal no existe. Se podría considerar un cálculo coercionado a
la interpretabilidad, pero como daría lugar a un cálculo intervalar divergente, no
tiene sentido.
Ejemplo 5.1.4. Aplicación del método de Euler modificado a la resolución del
problema intervalar de valor inicial
y′ = −xy
en [0,3] con Y (0) = [0.9, 1.1]
La ecuación diferencial planteada considerando la condición inicial y(0) = 1 tiene
solución analítica en R
y(x) = e−
x2
2
así pues, compararemos los resultados intervalares con la solución analítica del
problema. Ver figura 5.8.
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Fig. 5.8
Consideramos la expresión del método de Euler modificado
yn+1 = yn + hf(xn +
h
2
, yn +
h
2
f(xn, yn))
para f(x, y) = −xy y obtenemos
Yn+1 ⊇
(
1− h
2
2
)
∗ Yn +
(
h3
4
− h
)
xn ∗ Yn + h
2
2
x2n ∗ Yn
Si no optimizamos los cálculos intervalares el problema no se resuelve ya que las
operaciones amplifican mucho la amplitud de los intervalos. Así por ejemplo, para
h = 0.125 y tal como muestra la figura 5.9,
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Fig. 5.9
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El cálculo intervalar optimal del problema se obtiene al aplicar los teoremas de op-
timalidad del análisis intervalar modal. Estudiaremos pues, la monotonía respecto
de la variable intervalar multiincidente yn en la función
yn+1 =
(
1− h
2
2
)
yn +
(
h3
4
− h
)
xnyn +
h2
2
x2nyn = g(h, xn, yn)
Al ser h > 0, xn ≥ 0 y yn > 0 ∀n ∈ N, deducimos la expresión del cálculo
intervalar optimal, que tendrá dos cálculos distintos, dependiendo del signo de
∂g
∂yn
= 1− h
2
2
+
(
h3
4
− h
)
xn +
h2
2
x2n
Observemos que en los cálculos optimales intervalares no aplicaremos la propiedad
distributiva porque el cálculo optimal depende del valor de h.
Si
∂g
∂yn
> 0
Yn+1 ⊇ Yn − h
2
2
∗Dual(Yn) + h
3
4
xn ∗ Yn − hxn ∗Dual(Yn) + h
2
2
x2n ∗ Yn
Si
∂g
∂yn
< 0
Yn+1 ⊇ Dual(Yn)− h
2
2
∗Yn+ h
3
4
xn ∗Dual(Yn)−hxn ∗Yn+ h
2
2
x2n ∗Dual(Yn)
En nuestro caso concreto, obtenemos los siguientes resultados.
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Fig. 5.10
Para h = 0.5
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Fig. 5.11
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Para h = 0.125
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Fig. 5.13
Si los datos del problema plantean una condición inicial impropia el problema se
resuelve de manera análoga.
Ejemplo 5.1.5. Aplicación del método de Euler modificado a la resolución del
problema intervalar de valor inicial
y′ = −xy
en [0,3] con Y (0) = [1.1, 0.9]
En el caso particular h = 0.125 tenemos los resultados que muestra la figura 5.14,
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Fig. 5.14
Para cualquier valor de h, aparecen prácticamente los mismos resultados que en
el ejemplo anterior si descontamos el distinto comportamiento respecto a la trun-
cación que en este caso quedaría neutralizado por la estabilidad del problema, pero
los intervalos son impropios.
94 Ecuaciones diferenciales ordinarias
Ejemplo 5.1.6. Estudiaremos la estabilidad del problema de valor inicial{
y′(x) = −10y x ∈ [0, 1]
y(0) = [0.9, 1.1]
(5.4)
aplicando el método de Euler y estudiando el comportamiento del método para
distintos valores de h.
El método de Euler asociado al problema real considerando la condición inicial
y(0) = 1, es absolutamente estable si
|1− 10h| < 1⇔ 0 < h < 0.2
La ecuación diferencial planteada considerando la condición inicial y(0) = 1 tiene
solución analítica en R
y(x) = e−10x
así pues, compararemos los resultados intervalares con la solución analítica del
problema. Ver figura 5.15.
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Fig. 5.15
Aplicando el método de Euler para la resolución del problema intervalar obte-
nemos la expresión
yn+1 = yn + h(−10yn) = yn − 10hyn
Al ser la variable yn multiincidente, debemos estudiar la monotonía respecto de
yn y para ello estudiamos el signo de
∂yn+1
∂yn
= 1− 10h
Así pues,
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Si 1− 10h > 0 la expresión de cálculo intervalar optimal del método es
Yn+1 ⊇ Yn − 10h ∗Dual(Yn)
Si 1− 10h < 0 la expresión de cálculo intervalar optimal del método es
Yn+1 ⊇ Dual(Yn)− 10h ∗ Yn
Para distintos valores de h obtenemos los siguientes resultados
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Si h = 0.01, h = 0.05 el método es estable, y observamos que para h = 0.25 y
h = 0.5 el método es inestable tal como ocurre en el caso puntual.
Así pues, este caso es integrable intervalarmente, es decir, intervalarmente cal-
culable, para cualquier valor de h, sin embargo solo es fuertemente integrable
intervalarmente si el esquema es analíticamente estable.
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Al aplicar el método de Euler en el ejemplo 5.1.6, obtenemos
yn+1 = yn − 10hyn
Observemos que en este ejemplo particular, podemos evitar la multiincidencia, y
consecuentemente el estudio de monotonía, considerando
yn+1 = (1− 10h)yn
Los dos métodos de cálculo intervalar asociados son optimales, pero si conside-
ramos la diferencia de los intervalos Y (1) y D(1), que notaremos
R(1) = Y (1)−Dual(D(1))
siendo D el cálculo asociativo
Dn+1 = (1− 10h) ∗Dn
obtenemos para
h = 0.5 R(1) = [−3.5527e−15, 7.1054e−15]
h = 0.01 R(1) = [−5.421e−20,−1.185e−19]
Vemos que al aplicar los dos esquemas en diferencias la diferencia es muy pe-
queña, pero favorable al cálculo asociativo, luego siempre que podamos evitar las
multiincidencias lo tendremos en cuenta.
Ejemplo 5.1.7. A continuación estudiaremos en el contexto del análisis inter-
valar modal la estabilidad del problema{
y′(x) = −10y x ∈ [0, 1]
y(0) = [0.9, 1.1]
(5.5)
aplicando el método de diferencias centradas, inestable ∀h ∈ R en el análisis
numérico real.
El esquema completo del método de diferencias centradas es
y0 = y(0)
y1 = y0 + hf(x0, y0)
yi+1 = yi−1 + 2hf(xi, yi) i = 1, ...,m− 1
(5.6)
que en nuestro ejemplo concreto se convierte en
Y0 = [0.9, 1.1]
Y1 ⊇ (1− 10h) ∗ Y0
Yi+1 ⊇ Yi−1 − 20h ∗ Yi i = 1, ...,m− 1
(5.7)
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Para distintos valores de h obtenemos los siguientes resultados
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Observamos que el método es inestable en cualquier caso y más inestable al dis-
minuir el valor de h tal como ocurre en R.
Ejemplo 5.1.8. A continuación estudiaremos el mismo problema que en el ejem-
plo anterior pero considerando la condición inicial impropia.{
y′(x) = −10y x ∈ [0, 1]
y(0) = [1.1, 0.9]
(5.8)
Aplicando el método de diferencias centradas en nuestro ejemplo concreto se con-
vierte en 
Y0 = [1.1, 0.9]
Y1 ⊇ (1− 10h) ∗ Y0
Yi+1 ⊇ Yi−1 − 20h ∗ Yi i = 1, ...,m− 1
(5.9)
Para distintos valores de h obtenemos los siguientes resultados
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Observamos que el método es inestable en cualquier caso, sin embargo el resultado
no es exactamente el mismo debido a la truncación.
5.1.3. Error de los métodos Runge-Kutta intervalares
A continuación estudiaremos el error de discretización para los métodos de dife-
rencias comentados anteriormente.
Teorema 5.1.2. (Precisión del método de Euler en R ) Sea y(x) la solución del
problema de valor inicial
y′ = f(x, y)
en [x0, xM ] con y(x0) = y0. Si y(x) ∈ C2[x0, b] y {(xk, yk)}Mk=0 es la sucesión de
aproximaciones generada por el método de Euler, entonces
el error de truncamiento global o error de discretización global ek cumple
|ek| = |y(xk)− yk| = O(h)
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el error de truncamiento local o error de discretización local εk+1 cumple
|εk+1| = |y(xk+1)− yk − hf(xk, yk)| = O(h2)
Al aplicar el método de Euler, el término que se desprecia en cada paso es
y′′(ck)
h2
2
El error al final del intervalo se llama error global final y viene dado por
E(y(b), h) = |y(b)− yM | = O(h)
Si y′′(ck)(h2/2) fuera el único error que se comete en cada paso de la discretización,
entonces en el otro extremo del intervalo, una vez dados M pasos, el error acu-
mulado sería
M∑
k=1
y′′(ck)
h2
2
≈My′′(c)
h2
2
=
hM
2
y′(c)h =
b− a
2
y′′(c)h
y aunque podría haber otros errores, esta estimación es la que predomina.
Del teorema 5.1.2 se deduce que
E
(
y(b),
h
2
)
≈
1
2
E(y(b), h)
es decir, si reducimos a la mitad el tamaño de paso en el método de Euler, en-
tonces cabe esperar que el error final global se reduzca también a la mitad.
Estudiemos a continuación si esta propiedad se mantiene al aplicar la teoria del
análisis intervalar modal a problemas intervalares.
Ejemplo 5.1.9. Estudiaremos la resolución del problema de valor inicial{
y′(x) = x−y
2
x ∈ [0, 3]
y(0) = [0.9, 1.1]
(5.10)
La ecuación diferencial planteada considerando la condición inicial y(0) = 1 tiene
solución analítica en R
y(x) = 3e−
x
2 − 2 + x
así pues, compararemos los resultados intervalares con la solución analítica del
problema. Ver figura 5.28.
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Consideremos el método de Euler para la resolución del problema y obtenemos la
expresión
yn+1 = yn + h
xn − yn
2
Al ser la variable yn multiincidente, debemos estudiar la monotonía respecto de
yn y para ello estudiamos el signo de
∂yn+1
∂yn
= 1− h
2
Así pues,
Si 1− h
2
> 0 la expresión de cálculo intervalar optimal del método es
Yn+1 ⊇ Yn + h
2
xn − h
2
∗Dual(Yn)
Si 1− h
2
< 0 la expresión de cálculo intervalar optimal del método es
Yn+1 ⊇ Dual(Yn) + h
2
xn − h
2
∗ Yn
Observemos que 1− h
2
< 0⇔ h > 2, luego como normalmente h < 2 la expresión
optimal del cálculo intervalar es
Yn+1 ⊇ Yn + h
2
xn − h
2
∗Dual(Yn)
Para elegir un valor de h es interesante imponer la condición de que la amplitud
añadida debida al error sea menor que un cierto valor que nosotros controlemos.
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Si por ejemplo tomamos h = 1 y consideramos y(xn) la solución exacta del proble-
ma escalar con y(0) = 1; yn es el resultado de aplicar el método de Euler escalar,
e Yn la solución al problema intervalar considerando el método de Euler, tenemos:
xn y(xn) yn Yn
0 1.0 1.0 [0.9,1.1]
1 0.819592 0.5 [0.449999,0.550000]
2 1.103638 0.75 [0.724999,0.775000]
3 1.669390 1.375 [1.362499,1.387501]
Observemos que Y (3) = [1.362499, 1.387501] contiene a la solución que obtiene el
método de Euler en el caso del cálculo numérico clásico, 1.375, pero no contiene a
la solución exacta del problema puntual, en caso de considerar y(0) = 1, 1.669390.
Si estudiamos el problema para h = 0,5 tenemos:
xn y(xn) yn Yn
0 1.0 1.0 [0.9,1.1]
0.5 0.836402 0.75 [0.674999,0.825000]
1 0.819592 0.6875 [0.631249,0.743750]
1.5 0.917100 0.765625 [0.723437,0.807813]
2 1.103638 0.949219 [0.917578,0.980859]
2.5 1.359514 1.211914 [1.188183,1.235645]
3 1.669390 1.533936 [1.516137,1.551734]
Observemos que Y (3) = [1.516137, 1.551734] contiene a la solución que obtiene el
método de Euler en el caso del cálculo numérico clásico , 1.533936, pero no con-
tiene a la solución exacta del problema puntual, en caso de considerar y(0) = 1,
1.669390.
Si reducimos el valor de h estas consideraciones anteriores se mantienen. Por
ejemplo,
Si h = 0.25 el problema intervalar modal obtiene Y (3) = [1.584109, 1.624394],
y y(3) = 1.604252, valor obtenido al aplicar el cálculo numérico clásico cor-
respondiente está incluido en dicho resultado.
Si h = 0.125 el problema intervalar modal obtiene Y (3) = [1.616181, 1.658678],
y y(3) = 1.637429, valor obtenido al aplicar el cálculo numérico clásico cor-
respondiente está incluido en dicho resultado.
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Una de las futuras aportaciones previstas, es analizar cuál es el valor de h que
hace que la solución intervalar contenga a la solución puntual.
La representación gráfica de los resultados de nuestro problema intervalar son los
siguientes:
Para h = 1
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Fig. 5.29
Para h = 0.5
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Fig. 5.30
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Fig. 5.32
Una técnica que estudiaremos para controlar el error de truncamiento local para
métodos explícitos Runge-Kutta es la extrapolación de Richardson (Ver [41], [30],
[76]); técnica que se puede aplicar a cualquier método numérico.
Supongamos que hemos usado un método Runge-Kutta de orden p para obtener
la solución numérica yn+1 en el punto xn+1. Si y(xn+1) representa el valor exacto,
el error de truncamiento local Tn+1 puede escribirse como
Tn+1 = y(xn+1)− yn+1 = Ψ(y(xn))hp+1 +O(hp+2) (5.11)
siendo Ψ(y(xn)) una función de las diferenciales de orden p+1 evaluadas en y(xn).
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Calculemos ahora una segunda solución numérica en xn+1 usando dos veces el
mismo método Runge-Kutta de orden p con paso h
2
y empezando desde xn. A la
solución que obtenemos la notaremos zn+1. Así pues, podemos escribir
y(xn+1)− zn+1 = 2Ψ(y(xn))(h
2
)p+1 +O(hp+2) (5.12)
Despreciando los términos O(hp+2) de (5.11) y (5.12) podemos eliminar la cons-
tante desconocida Ψ(y(xn)) y extrapolar una mejor aproximación para y(xn+1),
de donde se deduce que el error estimado para la truncación local es:
Tn+1 =
yn+1 − zn+1
2p − 1
A continuación estudiaremos la solución del mismo problema intervalar 5.1.9 aña-
diendo el error de truncamiento local utilizando la técnica de extrapolación de
Richardson.
Tn+1 = Yn+1 − Zn+1
siendo en nuestro caso particular,
Yn+1 = Yn + h ∗ xn − Yn
2
y Zn+1 una segunda solución numérica obtenida usando dos veces el mismo méto-
do de Euler con paso h
2
y empezando desde xn
Zn+1 = Yn +
h
2
xn − h
2
∗ Yn − h
2
16
xn +
h2
16
∗ Yn
Así pues,
Tn+1 = Yn+1 − Zn+1 = h
2
16
xn − h
2
16
∗ Yn
Estudiemos pues, la optimalidad de la función
Yn+1 = clR(Yn) + Tn+1 = Yn + h ∗ xn − Yn
2
+
h2
16
xn − h
2
16
∗ Yn
Si 1− h
2
− h2
16
> 0 la expresión optimal del cálculo es
Yn+1 = Yn +
h
2
xn − h
2
∗Dual(Yn) + h
2
16
xn − h
2
16
∗Dual(Yn)
Si 1− h
2
− h2
16
< 0 la expresión optimal del cálculo es
Yn+1 = Dual(Yn) +
h
2
xn − h
2
∗ Yn + h
2
16
xn − h
2
16
∗ Yn
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Observamos que 1− h
2
− h2
16
< 0⇔ h ∈ (−∞,−9.65) ∪ (1.65685,+∞), luego este
caso no será habitual.
Estudiemos pues el problema para h = 1, h = 0.5, h = 0.25 y h = 0.125 con-
siderando el cálculo intervalar
Yn+1 = Yn +
h
2
xn − h
2
∗Dual(Yn) + h
2
16
xn − h
2
16
∗Dual(Yn)
Para h = 1 obtenemos Y (3) = [1.446459, 1.463209]
Para h = 0.125 obtenemos Y (3) = [1.625351, 1.666801]
Observamos que la solución intervalar se aproxima mejor a la solución exacta del
problema y(3) = 1.669390 pero no la contiene.
Como una aportación futura pensamos en el estudio de otros métodos para obte-
ner estimaciones del error.
5.2. Problemas de contorno
Cuando las condiciones adicionales que determinan una única solución de una
ecuación diferencial de orden n están dadas en varios puntos del intervalo de re-
solución [a, b], generalmente en los extremos, se habla de condiciones de contorno
y dan lugar a los problemas de contorno.
En particular, un problema de contorno de segundo orden consiste en encontrar
una solución y(x) de una ecuación diferencial de la forma
y′′ = f(x, y, y′)
para a ≤ x ≤ b con la condición de contorno y(a) = α y y(b) = β.
5.2.1. Método del disparo
Un problema de contorno lineal puede transformarse en un problema de valor
inicial y aplicar los mismos métodos numéricos que se utilizan para la resolución
de problemas de valor inicial. La técnica que permite esta reformulación del pro-
blema es el llamado método del disparo.
Esta técnica no siempre se podrá aplicar en problemas intervalares pues depen-
derá de los valores de los intervalos que intervengan en el problema. Nosotros co-
mentaremos a continuación un problema sencillo que da lugar a interpretaciones
semánticas distintas, dependiendo de si las condiciones iniciales del problema son
intervalos propios o bien impropios.
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Normalmente el estudio intervalar de estos problemas aplicando el método de
diferencias finitas, implicará un estudio en I◦(R), sin embargo, en problemas
sencillos el producto aritmético es equivalente al producto lineal.
Ejemplo 5.2.1. Resolver el problema intervalar de valores en la frontera
y′′ = 1 + y, x ∈ [0, 1], y(0) = [0.9, 1.1] y y(1) = [1.9, 2.1] (5.13)
usando el método del disparo con el método de Euler con paso h = 1
4
.
Para resolver la ecuación y′′ = 1 + y consideramos el cambio de variable y′ = z,
luego z′ = 1 + y y las condiciones iniciales son y(0) = [0.9, 1.1] z(0) = y′(0) =
S = [s1, s2].
Así pues, el método de Euler se reduce a solucionar el sistema:(
y
z
)
n+1
=
(
y
z
)
n
+ h
(
z
1 + y
)
n
Observemos que el valor h siempre es un número positivo, luego en este ejemplo,
el producto aritmético coincide con el producto lineal.
Considerando variables intervalares y en una supuesta aritmética exacta, el sis-
tema
Yn+1 = Yn + hZn
Zn+1 = Zn + h(1 + Yn)
}
tiene cálculo optimal, luego
Y (1
4
) = Y (0) + 1
4
Z(0) = [0.9 + s1
4
, 1.1 + s2
4
]
Z(1
4
) = Z(0) + 1
4
(1 + Y (0)) = [s1 +
1.9
4
, s2 +
2.1
4
]
}
Y (1
2
) = Y (1
4
) + 1
4
Z(1
4
) = [1.01875 + s1
2
, 1.23125 + s2
2
]
Z(1
2
) = Z(1
4
) + 1
4
(1 + Y (1
4
)) = [3.8
4
+ 17
16
s1,
4.2
4
+ 17
16
s2]
}
Y (3
4
) = Y (1
2
) + 1
4
Z(1
2
) = [1.25625 + 0.765625s1, 1.49375 + 0.765625s2]
Z(3
4
) = Z(1
2
) + 1
4
(1 + Y (1
2
)) = [1.4546875 + 1.1875s1, 1.6078125 + 1.1875s2]
}
Y (1) = Y (
3
4
)+
1
4
Z(
3
4
) = [1.6199219+1.0625s1, 1.8957031+1.0625s2] = [1.9, 2.1]
De donde
s1 = 0.004044
s2 = 0.451838
}
Luego
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x y
0 [0.9,1.1]
1
4
[0.901011,1.2129595]
1
2
[1.020772,1.457169]
3
4
[1.2593462,1.8396884]
1 [1.9,2.1]
La interpretación semántica considerando cada paso del método es,
U(y0, [0.9, 1.1])U(s, [0.004044, 0.451838])E(y 1
4
, [0.9, 1.1]) : y0 +
1
4
s = y 1
4
U(s, [0.004044, 0.451838])U(y0, [0.9, 1.1])E(z 1
4
, [0.479044, 0.976838]) : s+
1
4
(1+y0) = z 1
4
U(y 1
4
, [0.9, 1.1])U(z 1
4
, [0.479044, 0.976838])E(y 1
2
, [1.020772, 1.457169]) : y 1
4
+
1
4
z 1
4
= y 1
2
U(z 1
4
, [0.479044, 0.976838])U(y 1
4
, [0.9, 1.1])E(z 1
2
, [0.95429675, 1.530077]) : z 1
4
+
1
4
(1+y 1
4
) = z 1
2
U(y 1
2
, [1.020772, 1.457169])U(z 1
2
, [0.95429675, 1.530077])E(y 3
4
, [1.2593462, 1.8396884]) : y 1
2
+
1
4
z 1
2
= y 3
4
U(z 1
2
, [0.95429675, 1.530077])U(y 1
2
, [1.020772, 1.457169])E(z 3
4
, [1.459489, 2.144370]) : z 1
2
+
1
4
(1+y 1
2
) = z 3
4
U(y 3
4
, [1.2593462, 1.8396884])U(z 3
4
, [1.459489, 2.144370])E(y1, [1.9, 2.1]) : y 3
4
+
1
4
z 3
4
= y1
De donde se obtiene la semántica global
U(y0, [0.9, 1.1])U(s, [0.004044, 0.451838])E(y 1
4
, [0.9, 1.1])E(z 1
4
, [0.479044, 0.976838])
E(y 1
2
, [1.020772, 1.457169])E(z 1
2
, [0.95429675, 1.530077])E(y 3
4
, [1.2593462, 1.8396884])
E(z 3
4
, [1.459489, 2.144370])E(y1, [1.9, 2.1]) : y0 +
1
4
s = y 1
4
, s+
1
4
(1 + y0) = z 1
4
,
y 1
4
+
1
4
z 1
4
= y 1
2
, z 1
4
+
1
4
(1+y 1
4
) = z 1
2
, y 1
2
+
1
4
z 1
2
= y 3
4
, z 1
2
+
1
4
(1+y 1
2
) = z 3
4
, y 3
4
+
1
4
z 3
4
= y1
Estudiamos a continuación, el mismo problema pero considerando las condiciones
iniciales como intervalos impropios.
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Ejemplo 5.2.2. Resolver el problema intervalar de valores en la frontera
y′′ = 1 + y, x ∈ [0, 1], y(0) = [1.1, 0.9] y y(1) = [2.1, 1.9]
usando el método del disparo con el método de Euler con paso h = 1
4
.
Para resolver la ecuación y′′ = 1 + y consideramos el cambio de variable y′ = z,
luego z′ = 1 + y y las condiciones iniciales son y(0) = [1.1, 0.9] z(0) = y′(0) =
S = [s1, s2].
El método de Euler nos lleva a solucionar el sistema:(
Y
Z
)
n+1
=
(
Y
Z
)
n
+ h
(
Z
1 + Y
)
n
El sistema
Yn+1 = Yn + hZn
Zn+1 = Zn + h(1 + Yn)
}
tiene cálculo optimal, sin embargo, al considerar intervalos impropios la inter-
pretación semántica es distinta de la del ejemplo anterior.
Y (1
4
) = Y (0) + 1
4
Z(0) = [1.1 + s1
4
, 0.9 + s2
4
]
Z(1
4
) = Z(0) + 1
4
(1 + Y (0)) = [s1 +
2.1
4
, s2 +
1.9
4
]
}
Y (1
2
) = Y (1
4
) + 1
4
Z(1
4
) = [1.23125 + s1
2
, 1.01875 + s2
2
]
Z(1
2
) = Z(1
4
) + 1
4
(1 + Y (1
4
)) = [1.05 + 1.0625s1, 0.95 + 1.0625s2]
}
Y (3
4
) = Y (1
2
) + 1
4
Z(1
2
) = [1.49375 + 0.765625s1, 1.25625 + 0.765625s2]
Z(3
4
) = Z(1
2
) + 1
4
(1 + Y (1
2
)) = [1.6078125 + 1.1875s1, 1.4546875 + 1.1875s2]
}
Y (1) = Y (
3
4
)+
1
4
Z(
3
4
) = [1.8957031+1.0625s1, 1.6199219+1.0625s2] = [2.1, 1.9]
De donde
s1 = 0.451838
s2 = 0.004044
}
Luego
x y
0 [1.1,0.9]
1
4
[1.2129595,0.901011]
1
2
[1.457169,1.020772]
3
4
[1.8396884,1.2593462]
1 [2.1,1.9]
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Considerando cada paso del método, obtenemos la interpretación semántica,
E(y0, [0.9, 1.1])E(s, [0.004044, 0.451838])U(y 1
4
, [0.901011, 1.2129595]) : y0 +
1
4
s = y 1
4
E(s, [0.004044, 0.451838])E(y0, [0.9, 1.1])U(z 1
4
, [0.479044, 0.976838]) : s+
1
4
(1+y0) = z 1
4
E(y 1
4
, [0.901011, 1.2129595])E(z 1
4
, [0.479044, 0.976838])U(y 1
2
, [1.020772, 1.457169]) : y 1
4
+
1
4
z 1
4
= y 1
2
E(z 1
4
, [0.479044, 0.976838])E(y 1
4
, [0.901011, 1.2129595])U(z 1
2
, [0.9542967, 1.5300778]) : z 1
4
+
1
4
(1+y 1
4
) = z 1
2
E(y 1
2
, [1.020772, 1.457169])E(z 1
2
, [0.9542967, 1.5300778])U(y 3
4
, [1.2593462, 1.8396884]) : y 1
2
+
1
4
z 1
2
= y 3
4
E(z 1
2
, [0.9542967, 1.5300778])E(y 1
2
, [1.020772, 1.457169])U(z 3
4
, [1.4594897, 2.1443701]) : z 1
2
+
1
4
(1+y 1
2
) = z 3
4
E(y 3
4
, [1.2593462, 1.8396884])E(z 3
4
, [1.4594897, 2.1443701])U(y1, [1.9, 2.1]) : y 3
4
+
1
4
z 3
4
= y1
de donde se deduce la semántica global,
U(y1, [1.9, 2.1])E(y0, [0.9, 1.1])E(s, [0.004044, 0.451838])E(y 1
4
, [0.901011, 1.2129595])
E(z 1
4
, [0.479044, 0.976838])E(y 1
2
, [1.020772, 1.457169])E(z 1
2
, [0.9542967, 1.5300778])
E(y 3
4
, [1.2593462, 1.8396884])E(z 3
4
, [1.4594897, 2.1443701]) : y0 +
1
4
s = y 1
4
,
s+
1
4
(1 + y0) = z 1
4
, y 1
4
+
1
4
z 1
4
= y 1
2
, z 1
4
+
1
4
(1 + y 1
4
) = z 1
2
,
y 1
2
+
1
4
z 1
2
= y 3
4
, z 1
2
+
1
4
(1 + y 1
2
) = z 3
4
, y 3
4
+
1
4
z 3
4
= y1
5.2.2. Resolución de ecuaciones no lineales
Como hemos visto anteriormente, los problemas de contorno pueden resolverse
reformulando el problema mediante el método del disparo y transformándolo en
un problema de valor inicial. El problema se reduce a determinar unas condiciones
iniciales de manera que la solución numérica de la ecuación diferencial cumpla
las condiciones de contorno. Estas condiciones de contorno son generalmente, la
solución de ecuaciones no lineales que no tienen expresión analítica conocida, y
se resuelven aplicando métodos numéricos de resolución de ecuaciones no lineales.
Uno de los métodos más conocido en el análisis numérico es el método de Newton,
a veces llamado, método de Newton-Raphson.
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Definición 5.2.1. (Amplitud de un intervalo) Si A = [a, a], definimos la amplitud
del intervalo A y notaremos span(A) a
span(A) = a− a
De la definición anterior se deduce que la amplitud de la suma y diferencia de
intervalos cumple las relaciones
span(A+B) = span(A) + span(B)
span(A−B) = span(A) + span(B)
Teorema 5.2.1. (Método de Newton-Raphson) Supongamos que la función f ∈
C2([a, b]) y que existe un número s ∈ [a, b] tal que f(s) = 0. Si f ′(s) 6= 0, entonces
existe δ > 0 tal que la sucesión {sn}∞n=0 definida por el proceso iterativo
sn+1 = sn − f(sn)
f ′(sn)
converge a s para cualquier aproximación inicial s0 ∈ [s− δ, s+ δ].
Observemos que en el contexto intervalar, aunque podamos definir los conceptos
que intervienen en el algoritmo real del método de Newton, el método no es
directamente extrapolable a valores intervalares, ya que la expresión
Xn+1 = Xn − G(Xn)
G′(Xn)
no converge debido a que
span(Xn+1) = span(Xn) + span
(
G(Xn)
G′(Xn)
)
de donde se deduce que span(Xn+1) ≥ span(Xn) y tenemos un sucesión de inter-
valos de amplitud creciente, luego el método no converge.
El algoritmo de Newton para la resolución de ecuaciones no lineales, se ha estudi-
ado en el análisis intervalar clásico, como puede verse en las referencias [46], [79]
y [32], siendo la principal dificultad el cálculo de G′(Xn), intervalo que no puede
contener al cero.
Proposición 5.2.1. (Método de Newton intervalar) Sea f : R −→ R continua-
mente diferenciable, f ′ su derivada, x∗ un cero de f , F y F ′ extensiones de f y f ′
con las propiedades de extensión, inclusión y continuidad. Definimos el operador
de Newton
N(x,X) = x− f(x)
F ′(X)
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donde x es cualquier elemento x ∈ X.
Sea X0 tal que x∗ ∈ X0 y xn ∈ Xn arbitrario. Si definimos el método
Xn+1 = Xn ∩N(xn, Xn)
entonces se cumple:
1. x∗ ∈ Xn
2. Xn −→ x∗ y xn −→ x∗
3. span(Xn) ≤ qnspan(Xn−1), qn = 1− χ(F (Xn))
siendo χ : I(R) −→ [−1, 1], tal que si A = [a1, a2]
χ(A) =

a1
a2
si |a1| ≤ |a2| 6= 0
a2
a1
si |a2| ≤ |a1| 6= 0
0 en otro caso
Es conveniente y eficiente considerar xn como el punto medio del intervalo Xn,
luego normalmente, se considera de este modo.
En la versión original del método de Newton intervalar, Moore suponía que
0 6∈ F ′(x0). Independientemente, Alefeld y Hansen en estudios posteriores, ex-
tendieron el algoritmo e incluyeron el caso 0 ∈ F ′(x0). Si 0 ∈ F ′(x0) la intersec-
ción Xn+1 ∩N(xn, Xn) es finita aunque N(xn, Xn) no es finita, ver [32].
Existen estudios más recientes del Método de Newton intervalar [59], sin embar-
go, este método supone un coste computacional importante y normalmente el
método de la secante (con menor coste computacional), es una buena alternativa
al método de Newton.
Si f ′(xn) no es conocida (o no se puede calcular), siendo f una función que cumple
las hipótesis del teorema 5.2.1, podemos utilizar
f ′(xn) ' f(xn)− f(xn−1)
xn − xn−1
y sustituir en el método de Newton, obteniendo el método de la secante:
xn+1 = xn − f(xn)
f(xn)− f(xn−1)(xn − xn−1)
Planteamos el método de la secante como un método de tanteo y su eficacia de-
penderá de si la ecuación está bien condicionada.
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Siendo el método de la secante un método geométrico, podríamos pensar en I◦(R),
sin embargo como la importancia de los intervalos lineales está en la interpretación
semántica y en nuestro caso la ecuación no tendrá interpretación ya que simple-
mente tanteamos un valor que en este caso será intervalar, consideraremos las
operaciones aritméticas que dan al conjunto de intervalos la estructura intervalar
modal I∗(R).
Del mismo modo, no consideramos el problema de la truncación ya que estamos
buscando un valor aproximado.
Si A,B ∈ I∗(R), A−B es el intervalo de diferencias y A−Dual(B) da la diferencia
de los intervalos A y B, luego en nuestro caso debemos considerar
Xn+1 = Xn −Dual( F (Xn)
Dual(F (Xn)−Dual(F (Xn−1))) ∗ (Xn −Dual(Xn−1)))
Al aparecer el operador Dual en el denominador de esta expresión, la ecuación
asociada al método de la secante, no corresponde a un operador racional, luego
la ecuación no tiene interpretación semántica; simplemente estamos buscando un
valor intervalar.
Las operaciones intervalares modales que identifican el método de la secante im-
plican el cálculo de ínfimos y supremos de los intervalos que intervienen en la
ecuación, luego el resultado será el mismo que si consideramos la aritmética li-
neal de I◦(R) siempre que la función que define la ecuación diferencial originaria
del problema y los intervalos que consideremos cumplan las condiciones nece-
sarias.
5.3. Diferenciación y estructura lineal
5.3.1. Discretización intervalar
La discretización de un modelo considerando paso intervalar impone considerar
la estructura lineal de los intervalos modales, es decir, I∗(R) con las operaciones
lineales, conjunto que denominamos I◦(R).
Las operaciones aritméticas no son operaciones lineales, luego no serán las opera-
ciones adecuadas para modelos que tengan linealidad macroscópica. La aritmética
lineal permite cálculos adecuados a problemas con propiedades lineales globales,
sin embargo, al realizar cálculos en una aritmética efectiva, es decir en una arit-
mética con truncaciones, existirán problemas asociados a un concepto fundamen-
tal en la teoria intervalar; la inclusión de intervalos. Este problema se resolverá
considerando los intervalos de marcas, donde formalmente, la truncación no existe.
112 Ecuaciones diferenciales ordinarias
Discutimos esta situación con un ejemplo concreto.
Consideremos una ecuación en diferencias determinada por una función F , y los
intervalos D = [0, 1] y F (0) = [5, 7]. Si F suma un incremento D, se obtiene
F (1) = F (0) +D = [5, 7] + [0, 1] = [5, 8]
De F (1) podemos obtener F (2),
F (2) = F (1) +D = [5, 8] + [0, 1] = [5, 9]
pero si queremos obtener F (0) a partir de F (1) observamos que
F (1)−D = [5, 8]− [0, 1] = [4, 8] 6= F (0)
Obtendremos el cálculo adecuado si a F (1) le sumamos el intervalo opuesto de
D, concepto que definimos a continuación.
Definición 5.3.1. (Opuesto de un intervalo) Si A = [a, a] ∈ I∗(R) definimos el
intervalo opuesto de A, que notaremos Opp(A), a
Opp(A) = [−a,−a] = −Dual(A)
Observemos que
F (1) +Opp(D) = [5, 8] + [0,−1] = [5, 7] = F (0)
Si consideramos las operaciones lineales en I∗(R), es decir, I◦(R), la diferencia
lineal es una operación consistente con el problema que estamos planteando, en
el sentido de que
F (1)◦D = [5, 8]◦[0, 1] = [5, 7] = F (0)
Estudiemos ahora el cálculo en una aritmética efectiva.
Consideremos una truncación externa De del intervalo D; por ejemplo D ⊆ De =
[−1, 2].
Fe(2) = F (1) +De = [5, 8] + [−1, 2] = [4, 10]
y se cumple
F (2) ⊆ Fe(2)
Para calcular Fe(0) debemos considerar, igual que en el caso anterior, el intervalo
opuesto.
Fe(0) = F (1) +Opp(De) = [5, 8] + [1,−2] = [6, 6]
y en este caso
[6, 6] = Fe(0) + F (0) = [5, 7]
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sino que se cumple
Fe(0) ⊆ F (0)
Así pues, la truncación externa de F (0) no puede obtenerse de una truncación
externa directa De de D.
En este caso, si consideramos las operaciones intervalares lineales,
Fe(0) = F (1)◦De = [5, 8]◦[−1, 2] = [6, 6]
luego continua existiendo el mismo problema de inclusión respecto a la truncación
externa.
5.3.2. Diferenciación de funciones intervalares
Para estudiar la diferenciabilidad de funciones intervalares debemos considerar la
estructura lineal de los intervalos modales, es decir, I∗(R) con las operaciones li-
neales, puesto que ésta estructura es la que conserva globalmente las propiedades
geométricas del problema.
Existen ejemplos sencillos, por ejemplo, la función constante F (X) = [1, 2] que
muestran la problemática que existe al considerar las operaciones aritméticas al
intentar generalizar el concepto real de derivada.
l´ım
∆t→0
F (X +∆t)− F (X)
∆t
= l´ım
∆t→0
[1, 2]− [1, 2]
∆t
= l´ım
∆t→0
[−1, 1]
∆t
= (−∞,+∞)
l´ım
∆t→0
F (X +∆t)◦F (X)
∆t
= l´ım
∆t→0
[1, 2]◦[1, 2]
∆t
= l´ım
∆t→0
[0, 0]
∆t
= 0
Un primer análisis del estudio en I∗(R) de derivadas de funciones intervalares se
encuentra en las referencias [16] y [18].
Definición 5.3.2. (Derivada de una función intervalar) DadosX ∈ I∗(R), h ∈ R
y una función F : I∗(R) → I∗(R). Supongamos que en un entorno de h = 0
podemos considerar
F (X + h) = [F (X + h), F (X + h)] = [f(h), f(h)]
siendo f y f funciones derivables con derivada continua. En estas condiciones,
definimos la derivada intervalar de F en X como
F ′(X) = l´ım
h→0
((F (X + h)−Dual(F (X))) ◦ 1
h
)
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Proposición 5.3.1. En las condiciones de la definición anterior, se cumple
F ′(X) = [f ′(0), f
′
(0)]
Demostración.
F ′(X) = l´ım
h→0
((F (X + h)−Dual(F (X))) ◦ 1
h
= l´ım
h→0
([f(h), f(h)]−Dual(F (X))) ◦ 1
h
= [f ′(0), f
′
(0)]
Definición 5.3.3. En las condiciones de la definición 5.3.2 si ∆X ∈ I∗(R),
∆X 6= 0. Dado f(x+ h), definimos F (X +∆X) como
f ∗(X +∆X) = Ω∗x∈X′,h∈∆X′f(x+ h)
siendo Ω∗ :=
∨∧
es decir, la secuencia de operadores meet y join, con las opera-
ciones join encabezando la secuencia. Entonces,
F ′(X) = l´ım
∆X→0
((F (X +∆X)−Dual(F (X))) ◦ 1
∆X
)
Proposición 5.3.2. (Propiedades de la derivada intervalar) Si A, X ∈ I∗(R),
F y G son funciones del tipo F : I∗(R)→ I∗(R), se cumple
1. (F (X) +G(X))′ = F ′(X) +G′(X)
2. (A ◦X)′ = A
3. (X ◦ A)′ =

A si X ≥ 0
Dual(A) si X ≤ 0
Sup(A) si X ⊇ 0
Inf(A) si X ⊆ 0
4. (−F (X))′ = −F ′(X)
5. (Dual(F (X)))′ = Dual(F ′(X))
Proposición 5.3.3. Si F (X) = [f(X), f(X)], G(X) = [g(X), g(X)] y en un
entorno de X, h(X) = mı´n(f, g), h(X) = ma´x(f, g), entonces
(F (X) ∨G(X))′ = [h′(X), h′(X)]
y se puede obtener de forma análoga para las demás operaciones reticulares.
Considerando las relaciones entre el producto lineal y el producto aritmético,
podemos demostrar la siguiente propiedad.
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Proposición 5.3.4. Si A = [a, a] ∈ I∗(R), X ∈ Di(A) i = 1 ÷ 4, siendo Di(A)
los dominios de distributividad asociados al coeficiente A (ver [79]),
(A ∗X)′
cumple
D1 D2 D3 D4
A ≥ 0 A Dual(A) sup(A) inf(A)
A ≤ 0 A Dual(A) inf(A) sup(A)
A ⊇ 0 A Dual(A) σ(A) 0
A ⊆ 0 A Dual(A) 0 σ(A)
siendo
σ(A) =

a si a = a
a si a = −a
a si |a| < |a|
a si |a| > |a|
Definición 5.3.4. Dados X ∈ I∗(R), ∆X ∈ I∗(R) y una función F : I∗(R) →
I∗(R), definimos
F (X,∆X) := Ω(h,∆X)F (X + h)
Proposición 5.3.5. Dados X ∈ I∗(R), ∆X ∈ I∗(R) y una función F : I∗(R)→
I∗(R), se cumple
a) Si ∆X es propio F (X,∆X) = F (X +∆X)
b) Si ∆X es impropio F (X,∆X) ⊇ F (X +∆X)
Demostración.
a) F (X,∆X) =
∨
h∈∆X′
F (X + h) =
∨
h∈∆X′
[f(h), f(h)] = F (X +∆X)
b) F (X,∆X) =
∧
h∈∆X′
F (X + h) =
∧
h∈∆X′
[f(h), f(h)] ⊇ F (X +∆X)
Ejemplo 5.3.1. Consideremos el operador F (X) = X2, ∆X = [0,−1], X = [0, 1]
F (X,∆X) =
∧
h∈∆[−1,0]
F ([0, 1] + h) = [0,
1
4
]
F (X +∆X) = [0, 0]
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En general, F (X,∆X) y F (X +∆X) no coinciden en los puntos en que X +∆X
sea un extremo de la función F , consecuencia de la propiedad 5.3.5 y del hecho
que los operadores meet y join no son conmutativos.
Proposición 5.3.6.
F (X,∆X) = F (X) + F ′(X) ◦∆X +O(mag2(∆X))
Demostración. Se deduce de la definición 5.3.3 y de las propiedades de los ope-
radores meet y join. Ver las referencias [16], [79].
De la propiedad 5.3.6 se deduce que el término principal de la derivada es
F (X,∆X)◦F (X)
∆X
que no es equivalente a
F (X +∆X)◦F (X)
∆X
a no ser que ∆X sea un intervalo puntual, y es debido a que, en general,
F (X +∆X) 6= F (X,∆X)
F ′(X) es un coeficiente diferencial obtenible por aproximación exterior, que coin-
cide con la derivada en caso de que ésta exista.
Es importante destacar que, en general,
F (X) + F ′(X) ◦∆X ⊇ F (X +∆X)
(se cumple la igualdad si ∆X es un intervalo propio).
Luego si en un problema en diferencias consideramos el planteamiento intervalar
desde un principio, es decir, la estructura lineal de los intervalos modales, en este
caso, en lugar de considerar la truncación interior debemos aplicar la truncación
exterior. Esta relación, no está relacionada con el término de error sino que es
consustancial con la estructura de los intervalos.
De los resultados comentados en este apartado, se deduce un método de cálculo
para F (X,∆X), como una aproximación exterior de F (X +∆X).
Consideremos un problema intervalar discreto dado por un sistema de valores
intervalares
{(Xi, Fi)}i∈I
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siendo Xi = i ∗ h+ [0, 1], por ejemplo, h = 110 . Si nos preguntamos la posibilidad
de recuperar el valor puntual F (i ∗h), la respuesta es afirmativa en caso de tener
{(Xi, Fi, FDi )}i∈I
siendo FDi una estimación de la derivada, siempre que no estemos alrededor de
puntos en los que la función alcance algún extremo, y el modelo sea insensible a
las derivadas de orden superior, del mismo modo que lo es la experiencia.
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Capítulo 6
Ecuaciones diferenciales parciales
parabólicas intervalares
Estudiaremos el prototipo de las ecuaciones parabólicas, la ecuación del calor en
una dimensión
ft = kfxx (k constante)
que suele considerarse para x en algún intervalo fijo, por ejemplo 0 ≤ x ≤ L y
el tiempo t ≥ 0, con las condiciones iniciales f(x, 0) = u(x) y las condiciones de
frontera en x = 0 y x = L para todo t ≥ 0.
Planteamos el problema intervalar modal
Tt = KTxx K ∈ I∗(R)
siendo T la temperatura en grados C y K la difusión termal (cm2/s). Conside-
ramos una barra de longitud 1 cm y buscamos una función intervalar T (x, t) que
cumpla la distribución inicial de temperatura
T (x, 0) = 200x 0 ≤ x ≤ 0.5
T (x, 0) = 200(1− x) 0.5 ≤ x ≤ 1
y que la temperatura en los dos extremos de la barra sea nula en cualquier mo-
mento, es decir
T (0, t) = T (1, t) = 0
6.1. Diferencias finitas
Para un problema de propagación unidimensional consideramos una malla bidi-
mensional en el espacio xt. Usaremos el subíndice i para representar el espacio
(es decir, xi = x0 + i∆x i = 0, ..., N + 1) y el superíndice n para representar el
tiempo (i.e. tn = n∆t n = 0, ...). Así pues, el punto (i, n) corresponde al lugar
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(xi, t
n) en el dominio solución D(x, t).
La variable dependiente en un punto de la malla se representará con la misma
notación de subíndice y superíndice. Así pues, la función f(x, t) en el punto (i, n)
se representa por
f(xi, t
n) = fni
y si las funciones son intervalares
T (xi, t
n) = T ni
De forma similar, las derivadas se representan como
∂f(xi, t
n)
∂t
=
∂f
∂t
|ni = ft|ni
∂2f(xi, t
n)
∂x2
=
∂2f
∂x2
|ni = fxx|ni
En nuestro caso, planteamos la resolución intervalar del problema
Tt = KTxx
siendo 0 ≤ x ≤ L y t ≥ 0, luego x0 = 0 y t0 = 0.
Las condiciones iniciales del problema se representan por
T 0i = 200
i
N+1
0 ≤ i ≤ N+1
2
T 0i = 200(1− iN+1) N+12 ≤ i ≤ N + 1
y las condiciones de contorno por T n0 = 0, T nN+1 = 0 n = 0, ....
Observemos que si la longitud de la barra es 1 cm,
T n0 = T (x0, t
n) = T (0, tn)
T nN+1 = T (xN+1, t
n) = T (1, tn)
6.2. Método explícito
En primer lugar, estudiaremos la resolución numérica de la ecuación
ft = kfxx (k constante)
mediante una aproximación en diferencias finitas centradas hacia adelante, es
decir,
fn+1i − fni
∆t
= k
fni+1 − 2fni + fni−1
(∆x)2
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de donde se deduce
fn+1i = f
n
i + d(f
n
i+1 − 2fni + fni−1)
siendo d = k ∆t
(∆x)2
la constante de difusión.
Considerando K ∈ I∗(R) y condiciones iniciales y de contorno intervalares nos
planteamos el problema en diferencias intervalar asociado a
fn+1i = g(f
n
i , f
n
i+1, f
n
i−1, d)
siendo gR el árbol sintáctico que muestra la figura 6.1.
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Fig. 6.1
La interpretación semántica del cálculo intervalar
G(T ni , T
n
i+1, T
n
i−1, D) ⊆ T n+1i
asociado al método explícito y diferencias centradas hacia adelante,
T n+1i = T
n
i +D ∗ (T ni+1 − 2T ni + T ni−1)
tomará la lógica
U(xdp, X
′
Dp)Q(t
n+1
i , T
n+1
i )E(xdi, X
′
Di)g(xdp, xdi) = t
n+1
i
cuya validez dependerá de las variables intervalares XD = (T ni , T ni+1, T ni−1, D) ∈
I∗(Rn) que intervengan en las operaciones racionales que define la función g.
La convergencia de este método está demostrada [34] para d ≤ 1
2
luego, si el
método g es estable, las soluciones digitales puntuales a las que se refiere el
teorema semántico, cumplirán la condición
∀δ ∈ ∆ ∃ε > 0 : g(xd+ δ) = tn+1i + ε
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Así pues, considerando K ∈ I∗(R), D = K ∆t
(∆x)2
∈ I∗(R) obtenemos el cálculo
T n+1i = T
n
i +D ∗ (T ni+1 − 2T ni + T ni−1)
que intentaremos optimizar aplicando los teoremas de optimalidad y optimalidad
condicionada expuestos en el tercer capítulo de este texto.
En nuestro caso, la función gR no es sintácticamente conmutativa porque exis-
ten operadores no uniformemente monótonos seguidos inferiormente en el árbol
sintáctico por operadores no monarios. Estudiaremos la condición de conmuta-
tividad c-sintáctica intentando aplicar el teorema de coerción a la optimalidad
condicionada ya que en este caso tenemos la variable fni como multiincidente.
Consideremos f(g, h) = gh siendo g(d) = d y
h(fni+1, f
n
i , f
n
i−1) = f
n
i+1 − 2fni + fni−1
Se cumple
f es h-uniformemente monótona
f es g-parcialmente monótona
h es optimal para (T ni+1, T ni , T ni−1) ya que h es uniformemente monótona
respecto cada una de las variables, isotónica respecto fni+1 y fni−1 y antitónica
respecto fni .
D es unimodal
D y (T ni+1, T ni , T ni−1) no tienen componentes en común
luego la función es c-sintácticamente conmutativa.
Veamos si se cumple la condición de monotonía global para la variable fni multi-
incidente,
∂fn+1i
∂fni
= 1− 2d > 0 (⇔ d < 1
2
)
condición de convergencia del método, luego gR es totalmente monótona respecto
de fni , isotónica para la primera incidencia y antitónica para la segunda.
Aplicando pues, el teorema 3.5.5. de coerción a la optimalidad condicionada, el
cálculo intervalar optimal es
T n+1i = T
n
i +D ∗ (T ni+1 − 2Dual(T ni ) + T ni−1)
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Veamos a continuación, a nivel de ejemplo, una situación concreta para ilustrar
el comportamiento intervalar de este tipo de problemas.
Supongamos que la longitud de la barra es L = 1.0 cm y el coeficiente de difusión
térmica k = 0.01 cm2/s. La distribución inicial de temperatura en la barra se
especifica por
T (x, 0) = 200x 0.0 ≤ x ≤ 0.5
T (x, 0) = 200(1− x) 0.5 ≤ x ≤ 1.0
siendo T la temperatura en grados centígrados (C). La temperatura en los dos
extremos de la barra es de 0.0 C para cualquier instante de tiempo, luego
T (0.0, t) = T (1.0, t) = 0.0
En estas condiciones, la solución del problema considerando ∆x = 0.1 cm, ∆t =
0.1 s. para n = 10 es la que ilustra la figura 6.2.
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Fig. 6.2
Supongamos que debido a la composición material de la barra no conocemos el
valor exacto del coeficiente de difusión térmica k. Por ejemplo, para
hormigón 1600 Kg/m3, k = 0.004596 cm2/s
hormigón 2080 Kg/m3, k = 0.006585 cm2/s
hormigón 2400 Kg/m3, k = 0.009839 cm2/s
Consideremos pues K = [0.004, 0.01]
Observemos que
D = K ∗ ∆t
(∆x)2
= [0.004, 0.01] ∗ 0.1
(0.1)2
= [0.04, 0.1] < [0.5, 0.5]
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luego se mantiene la condición de convergencia del método explícito, que tal como
vimos anteriormente, coincide con la condición de monotonía global para fni que
exige el teorema de coerción a la optimalidad condicionada.
Las figuras 6.3 y 6.4 muestran los resultados intervalares considerando el cálculo
intervalar
T n+1i = T
n
i +D ∗ (T ni+1 − 2T ni + T ni−1)
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Fig. 6.3 n = 10, t = 5
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Fig. 6.4 n = 10, t = 10
mientras que las figuras 6.5. y 6.6 corresponden al cálculo intervalar optimal
T n+1i = T
n
i +D ∗ (T ni+1 − 2Dual(T ni ) + T ni−1)
que como observamos reduce la amplitud de los intervalos solución.
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Fig. 6.5 n = 10, t = 5
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Fig. 6.6 n = 10, t = 10
De la misma manera que en el capítulo de ecuaciones diferenciales ordinarias, la
inestabilidad de los métodos puntuales también se ve reflejada en los problemas in-
tervalares. Por ejemplo, si no se cumple la condición de estabilidad, D < [0.5, 0.5]
el método intervalar tampoco es estable, coherentemente con la situación análoga
en R.
Métodos implícitos 125
Las gráficas 6.7 y 6.8 muestran los cálculos obtenidos al considerarK = [0.009, 0.1].
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Fig. 6.7 n = 10, t = 0
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Fig. 6.8 n = 10, t = 1
que cumple
D = K ∗ ∆t
(∆x)2
= [0.009, 0.1] ∗ 0.1
(0.1)2
= [0.09, 1] ≮ [0.5, 0.5]
6.3. Métodos implícitos
Los métodos explícitos de diferencias finitas presentan un gran inconveniente, y
es que son condicionalmente estables o incluso en ciertas ocasiones, no son con-
sistentes con la ecuación diferencial en derivadas parciales. Este problema no se
presenta en los métodos implícitos de diferencias finitas, que son incondicional-
mente estables, aunque presentan mayor dificultad de cálculo.
El método implícito intervalar provoca el estudio de los intervalos en su contexto
lineal I◦(R) porque el producto aritmético intervalar no es lineal en el sentido
de no conservación de las propiedades geométricas globales de un determinado
problema.
6.3.1. Método de Crank-Nicolson
La condición de convergencia del método explícito tiene desventajas ya que para
alcanzar una exactitud suficiente es necesario elegir ∆x pequeños, lo cual hace
que, ∆t sea muy pequeño. El método de Crank-Nicolson que estudiaremos a con-
tinuación es incondicionalmente estable. Ver [34].
La aproximación en diferencias propuesta por Crank y Nicolson (1947) consiste
en aproximar en el punto (i, n+ 1
2
) por
∂f
∂t
(xi, t
n+ 1
2 ) =
f(xi, t
n+1)− f(xi, tn)
∆t
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∂2f
∂x2
(xi, t
n+ 1
2 ) =
1
2
(
∂2f
∂x2
(xi, t
n+1) +
∂2f
∂x2
(xi, t
n)
)
de donde se deduce la aproximación en diferencias finitas de la ecuación ft = kfxx,
fn+1i − fni
∆t
= k
1
2
(
fn+1i+1 − 2fn+1i + fn+1i−1
(∆x)2
+
fni+1 − 2fni + fni−1
(∆x)2
)
que reordenando términos equivale a
−dfn+1i−1 + 2(1− d)fn+1i − dfn+1i+1 = dfni−1 + 2(1− d)fni + dfni+1 (6.1)
siendo d = k ∆t
(∆x)2
la constante de difusión.
Si consideramos la malla de diferencias finitas que permite obtener la solución
del nivel n+ 1 a partir de la solución del nivel n, la ecuación 6.1 se aplica direc-
tamente del punto 2 hasta el punto N − 1 (siendo N + 1 el último punto de la
malla respecto a la coordenada x). En los puntos 1 y N modificamos la ecuación
6.1 considerando los valores conocidos f(0, t) y f(L, t) (condiciones de frontera
del problema).
De este modo obtenemos el sistema
2(1 + d) −d 0 0 · · · 0
−d 2(1 + d) −d 0 · · · 0
0 −d 2(1 + d) −d · · · 0
· · · · · · · · · · · · · · · · · ·
0 0 0 0 −d 2(1 + d)


fn+11
fn+12
fn+13
...
fn+1N
 =

b1
b2
b3
...
bN

siendo
b1 = df(0, t
n) + 2(1− d)fn1 + dfn2 + df(0, tn+1)
b2 = df
n
1 + 2(1− d)fn2 + dfn3
b3 = df
n
2 + 2(1− d)fn3 + dfn4
...
bN = df
n
N−1 + 2(1− d)fnN + df(L, tn) + df(L, tn+1)
Este problema puede resolverse en el contexto de I∗(R) aplicando el método pro-
puesto en las referencias [60] [61], tal como se ha escrito en el apéndice C de este
texto.
Sin embargo, existen problemas con la interpretación semántica del sistema si
la modalidad de alguna de las incógnitas es impropia, tal como se ha estudiado
el el capítulo 4. Además, estamos encubriendo un problema en la resolución del
sistema que comentaremos a continuación en el caso más simple, considerando
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N = 2.
(
2(1 +D) −D
−D 2(1 +D)
)(
F1
F2
)
=
(
B1
B2
)
Si consideramos el producto aritmético,(
2(1 +D) −D
−D 2(1 +D)
)
∗
(
F1
F2
)
=
(
B1
B2
)
pasamos a estudiar un problema macroscópicamente no lineal cuando en realidad,
el sistema planteado corresponde a un problema lineal. Considerando en I∗(R) las
operaciones aritméticas, dos puntos no definen una recta, sin embargo en I◦(R)
sí se mantiene esta propiedad geométrica de R. Esto es debido a que (I∗(R),+, ◦)
tiene estructura de anillo conmutativo con elemento unidad, mientras que las ope-
raciones aritméticas de I∗(R) están definidas mediante la estructura reticular.
Observemos por ejemplo, que
[1, 2] ∗ [−2, 3] = [−4, 6]
luego no se mantiene el producto de ínfimos y supremos, propiedad que sí conserva
el producto lineal estudiado en el capítulo 4,
[1, 2] ◦ [−2, 3] = [−2, 6]
Es importante observar que la resolución del sistema es distinta considerando el
producto aritmético, o bien el producto lineal.
Por ejemplo, si D = [0.1, 0.1], F1 = F2 = [1, 1.1],(
2(1 +D) −D
−D 2(1 +D)
)(
F1
F2
)
=
(
B1
B2
)
si consideramos en una supuesta aritmética exacta, las operaciones aritméticas se
cumple,
(
[2.2, 2.2] [−0.1,−0.1]
[−0.1,−0.1] [2.2, 2.2]
)
∗
(
[1, 1.1]
[1, 1.1]
)
=
(
[2.09, 2.32]
[2.09, 2.32]
)
y si consideramos las operaciones lineales
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(
[2.2, 2.2] [−0.1,−0.1]
[−0.1,−0.1] [2.2, 2.2]
)
◦
(
[1, 1.1]
[1, 1.1]
)
=
(
[2.1, 2.31]
[2.1, 2.31]
)
Consideremos el valorD ∈ I∗(R) correspondiente al problema del calor que hemos
estudiado para K = [0.004, 0.01].
D = K ∗ ∆t
(∆x)2
= [0.004, 0.01] ∗ 0.1
(0.1)2
= [0.04, 0.1]
Si la semántica está referida a las relaciones entre los números reales, es decir una
visión microscópica del problema, debemos considerar el producto aritmético, y
obtenemos(
[2.08, 2.2] −[0.04, 0.1]
−[0.04, 0.1] [2.08, 2.2]
)
∗
(
[1, 1.1]
[1, 1.1]
)
=
(
[1.97, 2.38]
[1.97, 2.38]
)
Si el sistema intervalar refleja una linealidad macroscópica debemos considerar el
modelo lineal con planteamiento lineal, es decir, considerar el producto lineal y
la diferencia lineal,(
[2.08, 2.2] ◦[0.04, 0.1]
◦[0.04, 0.1] [2.08, 2.2]
)
◦
(
[1, 1.1]
[1, 1.1]
)
=
(
[2.04, 2.31]
[2.04, 2.31]
)
Observemos que las diferencias entre las soluciones se acentúan y tanto si F1 y
F2 son intervalos propios como impropios, los intervalos B1 y B2 obtenidos al
considerar las operaciones aritméticas en I∗(R) siempre contienen a los intervalos
B1 y B2 obtenidos al considerar las operaciones lineales en I◦(R). Sin embargo, la
cuestión realmente importante es que las soluciones son distintas al considerar las
distintas operaciones intervalares, tanto si consideramos intervalos propios como
impropios.
(
[2.08, 2.2] −[0.04, 0.1]
−[0.04, 0.1] [2.08, 2.2]
)
∗
(
[1.1, 1]
[1.1, 1]
)
=
(
[2.18, 2.16]
[2.18, 2.16]
)
(
[2.08, 2.2] ◦[0.04, 0.1]
◦[0.04, 0.1] [2.08, 2.2]
)
◦
(
[1.1, 1]
[1.1, 1]
)
=
(
[2.24, 2.1]
[2.24, 2.1]
)
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Existe un tercer caso que consiste en considerar el producto lineal y la diferen-
cia aritmética. La elección de considerar unas operaciones u otras dependerá del
modelo que estemos considerando en cada ejemplo concreto.
El estudio de sistemas intervalares en una aritmética con truncación, plantea
problemas que ilustraremos en el siguiente ejemplo.
Consideremos el sistema
2(1 + d) ∗X − d ∗Dual(Y ) = A
−d ∗Dual(X) + 2(1 + d) ∗ Y = B
}
para los valores d = 0.5, A = [5, 2.5] y B = [5, 2.5].
En una aritmética exacta obtenemos X = Y = [2, 1] porque
3 ∗ [2, 1]− 0.5 ∗ [1, 2] = [5, 2.5]
−0.5 ∗ [1, 2] + 3 ∗ [2, 1] = [5, 2.5]
}
y la interpretación semántica del sistema es
U(y, [1, 2]′)U(a, [2.5, 5]′)E(x, [1, 2]′) : a = 3x− 0.5y
U(x, [1, 2]′)U(b, [2.5, 5]′)E(y, [1, 2]′) : b = −0.5x+ 3y
Supongamos que en una aritmética con truncación obtuviéramos el resultado
X = [2.1, 0.9], truncación m-interior (modalmente interior), es decir
[2.1, 0.9] ⊆ [2, 1]
para garantizar la semántica correcta de f ∗.
Consideramos el sistema,
3 ∗ [2.1, 0.9]− 0.5 ∗ [1, 2] = [5.3, 2.2] ⊆ [5, 2.5]
−0.5 ∗ [0.9, 2.1] + 3 ∗ [2, 1] = [4.95, 2.55] ⊇ [5, 2.5]
}
y observamos que una truncación interior de las variables no implica que el sis-
tema mantenga la propiedad inclusiva. Luego la truncación es incoherente con la
lógica del sistema pues la segunda ecuación no sería interpretable de acuerdo con
la semántica deseada.
Si en lugar de considerar las operaciones aritméticas en I∗(R) consideramos I◦(R)
veremos a continuación que el problema de la truncación se mantiene.
Supongamos ahora que en el sistema
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(
2(1 +D) −D
−D 2(1 +D)
)
◦
(
F1
F2
)
=
(
B1
B2
)
los valores F1 y F2 son las incógnitas y B1 = B2 = [2.04, 2.31] dados, siendo
D = [0.04, 0.1]. Como en una aritmética con truncación no podemos pretender
obtener una solución exacta obtendremos una solución truncada.
Al no existir ningún algoritmo que nos de la solución, impondremos que la solu-
ción sea inclusiva, es decir
(
[2.08, 2.2] [−0.04,−0.1]
[−0.04,−0.1] [2.08, 2.2]
)
◦
(
F1
F2
)
⊆
(
[2.04, 2.31]
[2.04, 2.31]
)
Considerando F1, F2 ≥ 0, de la primera ecuación del sistema
[2.08, 2.2] ◦ F1 + [−0.04,−0.1] ◦ F2 ⊆ [2.04, 2.31]
equivalente a
[2.08, 2.2] ∗ F1 + [−0.04,−0.1] ∗Dual(F2) ⊆ [2.04, 2.31]
se deduce que F1 debe truncarse interiormente porque si F ′1 es una aproximación
de F1, debe cumplirse
[2.08, 2.2] ∗ F ′1 + [−0.04,−0.1] ∗Dual(F2) ⊆ [2.04, 2.31]
luego
F ′1 ⊆ F1
De la segunda ecuación del sistema
[−0.04,−0.1] ◦ F1 + [2.08, 2.2] ◦ F2 ⊆ [2.04, 2.31]
equivalente a
[−0.04,−0.1] ∗Dual(F1) + [2.08, 2.2] ∗ F2 ⊆ [2.04, 2.31]
se deduce que F1 debe truncarse exteriormente, porque si F ′1 es una aproximación
de F1 debe cumplirse
[−0.04,−0.1] ∗Dual(F ′1) + [2.08, 2.2] ∗ F2 ⊆ [2.04, 2.31]
luego
Dual(F ′1) ⊆ Dual(F1)⇒ F ′1 ⊇ F1
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Luego existe una incoherencia que hace inviable construir un proceso de trun-
cación coherente con la semántica a aplicar.
Observemos que la suposición F1, F2 ≥ 0 es totalmente prescindible para el ra-
zonamiento referente al problema de la truncación. En este caso hacemos ésta
suposición, porque F1 y F2 eran conocidos a priori.
Al considerar un modelo lineal completo, la truncación no tiene sentido y la única
manera de prescindir de la truncación es calcular con marcas en lugar de con-
siderar cotas, luego la solución de este problema se encuentra en los intervalos
de marcas. Sin embargo, el hecho de considerar intervalos de marcas no significa
que se pueda resolver cualquier problema. Podremos calcular sistemas de ínfimos
y supremos pero siempre que no consideremos intervalos que contengan al cero;
existe la posibilidad de que un sistema iterativo no tenga solución y/o que su
interpretación semántica sea incoherente con el sistema.
La base de esta problemática radica en que no podemos deducir de un algoritmo
en R un algoritmo en I∗(R) porque de las relaciones ≤ y ≥ de R pasamos a
las relaciones ≤, ≥, ⊆ y ⊇ en I∗(R). No tiene sentido plantear las relaciones de
inclusividad en el conjunto de los números reales y no tiene sentido prescindir de
ellas en el conjunto de los intervalos.
Luego en I∗(R) no existe un único modelo derivado de un modelo real y estamos
en la misma situación que por ejemplo si pretendiéramos deducir la geometría
en el plano de la geometría de la recta real. Así pues, un modelo asociado a
un problema intervalar debe plantearse desde su inicio desde el punto de vista
intervalar.
6.3.2. Backward-Time-Centered-Space method
Planteamos a continuación, la resolución numérica de la ecuación
ft = kfxx (k constante)
mediante una aproximación en diferencias finitas centradas hacia atrás, es decir,
fn+1i − fni
∆t
= k
fn+1i+1 − 2fn+1i + fn+1i−1
(∆x)2
que reordenando términos equivale a
−dfn+1i−1 + (1 + 2d)fn+1i − dfn+1i+1 = fni (6.2)
siendo d = k ∆t
(∆x)2
la constante de difusión.
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Si consideramos la malla de diferencias finitas que permite obtener la solución
del nivel n+ 1 a partir de la solución del nivel n, la ecuación 6.2 se aplica direc-
tamente del punto 2 hasta el punto N − 1 (siendo N + 1 el último punto de la
malla respecto a la coordenada x). En los puntos 1 y N modificamos la ecuación
6.2 considerando los valores conocidos f(0, t) y f(L, t) (condiciones de frontera
del problema).
De este modo obtenemos el sistema
(1 + 2d) −d 0 0 · · · 0
−d (1 + 2d) −d 0 · · · 0
0 −d (1 + 2d) −d · · · 0
· · · · · · · · · · · · · · · · · ·
0 0 0 0 −d (1 + 2d)


fn+11
fn+12
fn+13
...
fn+1N
 =

b1
b2
b3
...
bN

siendo
b1 = f
n
1 + df(0, t
n+1)
b2 = f
n
2
b3 = f
n
3
...
bN = f
n
N + df(L, t
n+1)
que prescindiendo de la notación matricial, podemos escribir como:
(1 + 2d)fn+11 − dfn+12 − fn1 − dfn+10 = 0
−dfn+11 + (1 + 2d)fn+12 − dfn+13 − fn2 = 0
−dfn+12 + (1 + 2d)fn+13 − dfn+14 − fn3 = 0
· · ·
−dfn+1N−1 + (1 + 2d)fn+1N − fnN − dfn+1N+1 = 0
 (6.3)
Planteamos a continuación el problema intervalar
Tt = KTxx K ∈ I∗(R)
y estudiamos su resolución aplicando el método de diferencias centradas hacia
detrás, luego nuestro objetivo es resolver el siguiente sistema intervalar:
(1 + 2D) ∗ T n+11 −D ∗ T n+12 − T n1 −D ∗ T n+10 = 0
−D ∗ T n+11 + (1 + 2D) ∗ T n+12 −D ∗ T n+13 − T n2 = 0
−D ∗ T n+12 + (1 + 2D) ∗ T n+13 −D ∗ T n+14 − T n3 = 0
· · ·
−D ∗ T n+1N−1 + (1 + 2D) ∗ T n+1N − T nN −D ∗ T n+1N+1 = 0

siendo D = K ∆t
(∆x)2
.
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Si intentamos aplicar los teoremas de optimalidad del análisis intervalar modal
para resolver el sistema, encontramos que la variable D (la única multiincidente)
no tiene monotonía definida independientemente de cada caso particular, tal co-
mo se demuestra a continuación.
Definimos
F1 = (1 + 2d)f
n+1
1 − dfn+12 − fn1 − dfn+10
F2 = −dfn+11 + (1 + 2d)fn+12 − dfn+13 − fn2
F3 = −dfn+12 + (1 + 2d)fn+13 − dfn+14 − fn3
· · ·
FN = −dfn+1N−1 + (1 + 2d)fn+1N − fnN − dfn+1N+1

luego
∂Fi
∂d
= − fn+1i−1 + 2fn+1i − fn+1i+1 (i = 1, ..., N)
y al no tener signo definido no permite aplicar los teoremas de optimalidad.
Este inconveniente se puede resolver reordenando los términos del sistema 6.3
tal como estudiamos para el método de Crank-Nicolson; obtendremos soluciones
microscópicamente correctas, pero sigue existiendo el mismo problema de inter-
pretación que en el método anterior, implícito a cualquier problema que técni-
camente se plantea en términos de sistemas lineales. Necesitamos mantener la
linealidad macroscópica del problema y por ello debemos recurrir a I◦(R) que se
digitaliza en I◦M(R), es decir debemos recurrir a los intervalos de marcas.
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Capítulo 7
Aplicación al estudio de pilotes
sometidos a cargas laterales
En el ejemplo que abordamos a continuación, se trata de determinar los desplaza-
mientos horizontales que experimentan pilotes sometidos a la acción de una carga
lateral. Resolvemos el problema aplicando la teoría del Análisis Intervalar Modal
ya que se considerarán como datos del problema valores intervalares modales.
En el dimensionamiento de pilotes frente a cargas horizontales el criterio fun-
damental de diseño no suele ser el criterio resistente, sino la flecha máxima ad-
misible. Así como en cierto tipo de estructuras (provisionales) se puede admitir
que su cimentación pueda tener movimientos relativamente importantes, no es
el caso de los puentes o edificios de gran altura en los que es imprescindible
limitar al máximo los movimientos admisibles en sus cimentaciones. Tradicional-
mente se ha hecho uso de datos experimentales obtenidos de ensayos a gran
escala para estimar los movimientos horizontales del pilote en función del tipo de
suelo en que se ejecute. Más recientemente se han desarrollado aproximaciones
teóricas que permiten predecir correctamente estos corrimientos laterales. Una
de las teorías más comúnmente empleadas ha sido la aproximación de Winkler
(“subgrade-reaction”). En ella no se considera la continuidad del suelo y se consi-
dera que el esfuerzo en un punto del pilote es directamente proporcional a la flecha
en ese punto. El planteamiento de la teoría de Winkler conduce a la resolución
de una ecuación diferencial ordinaria lineal de cuarto orden, con condiciones de
contorno en ambos extremos del pilote.
Para describir el comportamiento estructural del pilote frente a la acción de la
carga lateralQH , se recurre a la teoría clásica de vigas (teoría de Euler-Bernouilli).
Teniendo en cuenta que el pilote está sujeto, adicionalmente, a la presión de
confinamiento del terreno, e ignorando el efecto de cargas axiales, puede escribirse
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la ecuación de flexión de vigas,
EpIp
d4ω(z)
dz4
= −p(z)
donde Ep es el módulo de Young del pilote; Ip el momento de inercia de su sec-
ción; ω(z) el desplazamiento horizontal de un punto del pilote a profundidad z y
p(z) la reacción del terreno por unidad de longitud.
Observemos que para un pilote de sección cilíndrica
Ip = pi
D4
64
La teoría de Winkler asume que la relación entre la reacción p del terreno por
unidad de longitud y el desplazamiento horizontal ω de un punto del pilote viene
dada por
p(z) = kh(z)Dω(z)
relación lineal, donde D es el diámetro del pilote y kh, el módulo de reacción del
suelo.
Combinando la ecuación de flexión de vigas con la hipótesis de Winkler, la
ecuación de gobierno para el problema de desplazamientos verticales en un pilote
sometido a carga lateral, resulta ser
EpIp
d4ω(z)
dz4
+ kh(z)Dω(z) = 0
para 0 < z < L, siendo L la longitud total del pilote.
Para resolver la ecuación diferencial planteada es necesario llegar a establecer has-
ta cuatro condiciones de contorno en el pilote. Se deberán establecer dos condi-
ciones en la cabeza del pilote y dos condiciones en su frontera.
Para establecer las condiciones de contorno correspondientes a la cabeza del pi-
lote, se pueden plantear dos posibles situaciones.
1. Cabeza libre: en este caso se supone que no existe ningún tipo de elemento
que impida los movimientos (horizontal y giro) de la cabeza. Al no poder
establecer condiciones sobre los movimientos se deberán imponer las condi-
ciones sobre los esfuerzos. En particular se deberá establecer que el valor
del cortante y el momento en z = 0 son iguales a las cargas transmitidas
por la estructura al pilote.
Cortante EpIp
d3ω
dz3
∣∣∣∣
z=0
= QH
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Momento EpIp
d2ω
dz2
∣∣∣∣
z=0
=M
2. Cabeza empotrada: esta situación corresponde a una cimentación con en-
cepado. La restricción de empotramiento se impone únicamente sobre el
giro, puesto que con este tipo de cimentación no queda restringido el movi-
miento horizontal de la cabeza del pilote. Así, además de la condición so-
bre el giro, se deberá establecer una condición sobre los esfuerzos. Esta
condición se debe establecer sobre el valor del esfuerzo cortante.
Giro EpIp
dω
dz
∣∣∣∣
z=0
= 0
Cortante EpIp
d3ω
dz3
∣∣∣∣
z=0
= QH
Para establecer las condiciones de contorno en la puntera del pilote también se
deben considerar dos posibles situaciones.
1. Pilote flotante: en esta situación se considera que la puntera del pilote no
tiene coaccionado ninguno de sus movimientos, por lo que la situación es
análoga a la planteada para la situación de cabeza libre.
Cortante EpIp
d3ω
dz3
∣∣∣∣
z=L
= 0
Momento EpIp
d2ω
dz2
∣∣∣∣
z=L
= 0
2. Pilote empotrado en roca: en esta situación se impide cualquier tipo de
movimiento en la puntera del pilote, por lo que se deberá imponer que
tanto el desplazamiento horizontal como el giro en la puntera sean nulos.
Desplazamiento ω(z = L) = 0
Giro EpIp
dω
dz
∣∣∣∣
z=L
= 0
Para completar la formulación del problema es necesario hacer una hipótesis
adicional sobre la variación del módulo de reacción del suelo a lo largo del contacto
suelo-pilote. La distribución más aceptada es la propuesta por Palmer y Thomson
en 1948, dada por
kh(z) = kL
( z
L
)γ
donde kL es el valor de kh en la punta del pilote (z = L) y γ ≥ 0 es un índice
empírico.
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Habitualmente, se acepta para arcillas γ = 0 (es decir, kh constante con la profun-
didad). Esta aproximación proporciona buenos resultados para el caso de suelos
granulares poco cohesivos (arenas) tomando como valor de γ la unidad (γ = 1)
es decir, módulo variable linealmente con la profundidad.
Por otra parte, en el caso γ = 1, es costumbre escribir
kh(z) = nh
( z
D
)
donde nh es un nuevo coeficiente de balasto.
Davisson y Prakash sugieren en 1963, γ = 0.15 para arcillas, (presumiblemente
en condiciones no drenadas) argumentando que de este modo se contempla la
posibilidad de un comportamiento plástico del suelo en superficie.
7.1. Pilote flotante y cabeza empotrada
Se considera un pilote de hormigón, de geometría cilíndrica, ejecutado en un estra-
to de suelo de espesor H, por debajo del cual se encuentra terreno competente. El
pilote se considera aislado y la profundidad de su punta es inferior a la del estrato
rígido (pilote flotante). La cabeza del pilote se supone empotrada y sometida a
una carga horizontal QH .
El estudio de pilotes sometidos a cargas laterales recorriendo a la teoría clási-
ca de vigas (teoría de Euler-Bernouilli) y a la teoría de Winkler anteriormente
comentada, hemos visto que conduce a la resolución de la ecuación diferencial
EpIp
d4ω(z)
dz4
+ kh(z)Dω(z) = 0 0 < z < L
En la situación particular de pilote flotante y cabeza empotrada, las condiciones
de contorno del problema son:
EpIp
dω
dz
∣∣∣∣
z=0
= 0
EpIp
d3ω
dz3
∣∣∣∣
z=0
= QH
EpIp
d3ω
dz3
∣∣∣∣
z=L
= 0
EpIp
d2ω
dz2
∣∣∣∣
z=L
= 0
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Q
H
Fig. 7.1 Pilote flotante y cabeza empotrada
considerando la reacción del suelo (contacto suelo-pilote)
kh(z) = kL
( z
L
)γ
γ ≥ 0
es decir,
ω(4)(z) = −k
( z
L
)γ
ω(z)
siendo
k =
kL
EpIp
D
Consideraremos suelo de arcillas para el cual, y tal como hemos comentado ante-
riormente, se acepta γ = 0. En este caso obtenemos la ecuación diferencial
ω(4)(z) = −kω(z) 0 < z < L
con las condiciones de contorno
ω′(0) = 0, ω′′′(0) =
QH
EpIp
, ω′′(L) = 0, ω′′′(L) = 0
Si kh = Cte. el problema admite solución analítica (ver [56]). La solución analítica
obtenida por Hetenyi en 1946, puede expresarse como
w =
2QHβ
khD
KwH(z)− 2M0β
2
khD
KwM(z)
donde los parámetros β y M0 vienen dados por
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β =
(
khD
4EpIp
) 1
4
M0 = −QH
2β
[
sinh2(βL) + sin2(βL)
sinh(βL) cosh(βL) + sin(βL) cos(βL)
]
mientras que las funciones KwH(z) y KwM(z) se definen como
KwH(z) =
[
K1(z) sinh(βL)−K2(z) sin(βL)
sinh2(βL)− sin2(βL)
]
KwM(z) =
[
K3(z) sinh(βL) +K4(z) sin(βL)
sinh2(βL)− sin2(βL)
]
siendo
K1(z) = cos(βz) cosh(β(L− z))
K2(z) = cosh(βz) cos(β(L− z))
K3(z) = cosh(β(L− z)) sin(βz)− sinh(β(L− z)) cos(βz)
K4(z) = cos(β(L− z)) sinh(βz)− sin(β(L− z)) cosh(βz)
La figura 7.2 visualiza la solución analítica considerando como datos fundamen-
tales del problema QH = 50 kN, L = 12 m, D = 0.6 m, Ep = 2.1 · 107 kN/m2,
kL = 67
cu
D
kN/m3 y cu = 200 kN/m2.
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Fig. 7.2
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Nuestro objetivo es estudiar este problema considerando K ∈ I∗(R) y por ello
hacemos un estudio previo del problema real, considerando como técnica numéri-
ca base el método de diferencias finitas.
El problema real, se puede resolver aplicando cambios de variable y reduciendo
la ecuación diferencial a la resolución del sistema
ω′
ω′1
ω′2
ω′3
 =

ω1
ω2
ω3
−kω

considerando las condiciones iniciales
ω(0) = u, ω1(0) = 0, ω2(0) = v, ω3(0) =
QH
EpIp
Apliquemos, por ejemplo, el método de Euler, con las condiciones ω2(L) = 0,
ω3(L) = 0. 
ω
ω1
ω2
ω3

k+1
=

ω
ω1
ω2
ω3

k
+ h

ω1
ω2
ω3
−kω

k
El problema consiste en encontrar valores u, v tales que ω2(L) = 0, ω3(L) = 0.
Una forma de solucionar este problema es aplicar el método de Newton(
u
v
)
k+1
=
(
u
v
)
k
− ( J−1 )( ω2(L, uk, vk)
ω3(L, uk, vk)
)
que puede escribirse de manera equivalente como
(
J
)( uk+1 − uk
vk+1 − vk
)
= −
(
ω2(L, uk, vk)
ω3(L, uk, vk)
)
y se resuelve, por ejemplo, aplicando el método de Cramer siendo J la matriz
(
J
)
=
(
∂ω2
∂u
∂ω2
∂v
∂ω3
∂u
∂ω3
∂v
)
=
(
ω2(u+ε,v)−ω2(u,v)
ε
ω2(u,v+ε)−ω2(u,v)
ε
ω3(u+ε,v)−ω3(u,v)
ε
ω3(u,v+ε)−ω3(u,v)
ε
)
Imponiendo uk+1− uk < τ , vk+1− vk < τ , siendo τ un coeficiente de error prede-
terminado, obtenemos u y v y de este modo el desplazamiento ω.
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La figura 7.3 muestra el resultado obtenido al considerar h = 0.25 y los mismos
valores para QH , L, D, Ep, kL y cu que en la figura 7.2. Observamos que la apro-
ximación es muy buena.
Nos planteamos el problema intervalar y consideramos por ejemplo, cu = [100, 300]
y los mismos valores Ep, Ip, QH , L y D que para el caso real. Con estos datos
obtenemos K = [0.0498, 0.1495].
El método de resolución originado en contexto del cálculo numérico no funciona
al trasladar el problema al contexto intervalar, es decir al considerar K ∈ I∗(R),
debido a que los elementos de la matriz que aproxima las derivadas contiene va-
lores singulares del determinante.
Es un ejemplo más de que en I∗(R) no podemos utilizar los mismos algoritmos
de resolución que en el contexto numérico clásico. Siempre debemos situarnos en
I∗(R) desde el planteo mismo del problema.
Nos planteamos la resolución del sistema que resulta al aplicar el método de
Newton considerando un método alternativo a la regla de Cramer, sin embargo,
considerando las observaciones que se han discutido en el capítulo anterior, la
mejor solución del problema es la que considera los intervalos de marcas.
Otro método alternativo al que hemos acudido para tener un planteo compatible
con el contexto intervalar, sin tener que involucrar el estudio de sistemas lineales,
es el método del desarrollo de Taylor.
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Consideremos pues el estudio de la ecuación diferencial
ω(4)(z) = −kω(z), 0 < z < L, ω′(0) = 0, ω′′(L) = 0, ω′′′(0) = QH
EpIP
, ω′′′(L) = 0
y estudiaremos el caso k ∈ I∗(R).
Resolvemos esta ecuación diferencial considerando el desarrollo de Taylor de orden
4 de ω alrededor de z = 0, orden mínimo para que el desarrollo sea significativo.
ω(z) = ω(0) + ω′(0)z +
ω
′′
(0)
2
z2 +
ω
′′′
(0)
6
z3 +
ω(4)(0)
24
z4
Imponiendo las condiciones iniciales obtenemos,
ω(z) =
QH
EpIp
(
1
L ∗ k −
L
4
z2 +
1
6
z3 − 1
24L
z4
)
ConsiderandoK valor intervalar y aplicando la teoria de optimalidad de funciones
intervalares, estudiada en el tercer capítulo de este texto, al ser
∂ω
∂k
=
QH
EpIp
(
− 1
Lk2
)
< 0
la expresión que nos da un cálculo intervalar optimal de ω(z) no varia, es decir,
W (z) =
QH
EpIp
(
1
L ∗K −
L
4
z2 +
1
6
z3 − 1
24L
z4
)
Considerando como datos fundamentales del problema QH = 50 kN, L = 12 m,
D = 0.6 m, Ep = 2.1 · 107 kN/m2, kL = 67cu
D
kN/m3 y cu = [100, 300] kN/m2 ,
obtenemos los resultados que visualiza la figura 7.4.
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La gràfica 7.4 visualiza los resultados obtenidos. Es importante resaltar que el
desarrollo de Taylor es una aproximación local.
7.2. Pilote empotrado en roca y cabeza libre
Consideremos un pilote de hormigón de geometría cilíndrica empotrado en roca,
es decir, se impide cualquier tipo de movimiento en la puntera del pilote; y de
cabeza libre, es decir, en este caso se supone que no existe ningún tipo de ele-
mento que impida los movimientos (horizontal y giro) de la cabeza.
Así pues, planteado el problema, resolvemos la ecuación
EpIp
d4ω(z)
dz4
+ kh(z)Dω(z) = 0 0 < z < L
considerando el pilote empotrado en roca y cabeza libre, es decir,
EpIp
d3ω
dz3
∣∣∣∣
z=0
= QH
EpIp
d2ω
dz2
∣∣∣∣
z=0
=M
ω(z = L) = 0
EpIp
dω
dz
∣∣∣∣
z=L
= 0
Q
H
M
Fig. 7.5
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y considerando la reacción del suelo
kh(z) = kL
( z
L
)γ
γ ≥ 0
A continuación, proponemos la resolución del problema para γ = 1.
EpIp
d4ω(z)
dz4
+ kh(z)Dω(z) = 0 0 < z < L
kh(z) = kL
( z
L
)
EpIp
d4ω(z)
dz4
= −kL
( z
L
)
Dω(z) 0 < z < L
Consideremos pues el estudio de la ecuación diferencial
ω(4)(z) = −kzω(z), 0 < z < L, ω′′′(0) = QH
EpIp
, ω
′′
(0) =
QH
EpIp
, ω(L) = 0, ω′(L) = 0
siendo
k =
kLD
LEpIp
y estudiaremos el caso kL ∈ I∗(R).
Debido a los problemas que hemos comentado anteriormente en el apartado 6.1,
no utilizaremos los métodos de resolución habituales del cálculo numérico, sino
que normalizamos el pilote y resolvemos la ecuación diferencial considerando el
desarrollo de Taylor de ω alrededor de z = 0.
Imponiendo las condiciones iniciales:
ω(1) = 0
ω′(1) = 0
ω
′′
(0) = M̂
ω′′′(0) = Q̂N
siendo Q̂N = QHL3EpIp , M̂ =
M
L2EpIp
.
Para que las condiciones iniciales del problema sean significativas, es decir, para
que tengan sentido las condiciones de contorno, debemos considerar como mínimo
el desarrollo de Taylor de orden 5 de ω alrededor de z = 0.
Observamos que si consideramos como origen del pilote el punto donde está
empotrado, e imponiendo las condiciones de contorno, que en este caso serán
ω(0) = ω′(0) = 0, ω′′(1) = M̂ y ω′′′(1) = Q̂, siendo Q̂ = −Q̂N .
De ω(4)(z) = kzω(z) se deduce
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ω(5)(0) = ω(6)(0) = 0
y el desarrollo de Taylor de ω de orden 6 es
ω(z) =
M̂ − Q̂
2
z2 +
Q̂
6
z3
Considerando M̂ y Q̂ valores intervalares y aplicando la teoría de optimalidad de
funciones intervalares, estudiada en el tercer capítulo de este texto, al ser
∂ω
∂Q̂
= −z
2
2
+
z3
6
= z2
(
−1
2
+
z
6
)
< 0 si 0 < z < 1
la expresión que proporciona un cálculo optimal es
W (z) =
M̂ − Q̂
2
z2 +
Dual(Q̂)
6
z3
Considerando los valores QH = 50 kN, L = 12 m, D = 0.6 m, Ep = 2.1 · 107
kN/m2, kL = 67
cu
D
kN/m3 y cu = 200 kN/m2, M = 100 kN, obtenemos los
resultados de la figura 7.6.
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Para que el valor K ∈ I∗(R) (consecuencia de tomar como dato del problema,
por ejemplo, cu = [100, 300] kN/m2) sea significativo, debemos considerar como
mínimo el desarrollo de Taylor de orden 7 de ω alrededor de z = 0.
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La aproximación a la solución de la ecuación diferencial que estamos estudiando
utilizando el desarrollo de Taylor de grado 7 es,
ω(z) =
1
10− k∗
(
5(M̂ − Q̂)z2 + 4Q̂ ∗ (10− k)− 5k ∗ (M̂ − Q̂)
24
z3 +
k
168
∗ (M̂ − Q̂)z7
)
Estudiaremos la posibilidad de cálculos optimales aplicando la teoría de optima-
lidad.
Para simplificar el estudio, observemos que si M̂ = 0
ωQ̂ =
Q̂
10− k ∗
(
−5z2 + 4(10− k) + 5k
24
z3 − k
168
z7
)
y si Q̂ = 0
ωM̂ =
M̂
10− k ∗
(
5z2 − 5k
24
z3 +
k
168
z7
)
Luego podemos escribir el desplazamiento como
ω = ωQ̂ + ωM̂
Si consideramos la expresión general del desarrollo de Taylor
ω(z) = ω(0) + ω′(0)z +
ω
′′
(0)
2
z2 +
ω
′′′
(0)
3!
z3 +
ω(4)(0)
4!
z4 +
ω(5)(0)
5!
z5+
+
ω(6)(0)
6!
z6 +
ω(7)(0)
7!
z7 +
ω(8)(0)
8!
z8 + · · ·
De ω(8)(z) = 4kω′′′(z) + kzω(4)(z) se deduce ω(8)(0) = 4kω′′′(0), y para z = 1
ω(7)(1)
7!
z7 +
ω(8)(1)
8!
z8 =
3kω′′(1)
7!
+
4kω′′′(1)
8!
< k
ma´x(|w′′(1)|, |w′′′(1)|)
6!
Supongamos que esta cota es menor que 10−3 y que podemos despreciarla en el
desarrollo de ω hasta z = 1.
Teniendo como objetivo estudiar el comportamiento del pilote considerando va-
riables intervalares, aproximamos ω por
ω(z) =
ω′′(0)
2
z2 +
ω′′′(0)
6
z3
y consideramos las dos situaciones siguientes;
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A) w(1) = D w′(1) = 0
B) w(1) = 0 w′(1) = T
siendo D,T ∈ I∗(R).
Caso A)
Imponiendo las condiciones iniciales obtenemos el sistema
w′′(0)
2
+ w
′′′(0)
6
= D
w′′(0) + w
′′′(0)
2
= 0

De donde se deduce ω′′(0) = 6D, ω′′′(0) = −12D, luego
ωD(z) = 3Dz
2 − 2Dz3 = Dz2(3− 2z)
La gráfica de ωD(z) en este caso corresponde a la que muestra la figura 7.7.
Z
ω0
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1/2
D
Fig. 7.7
Caso B)
Inponiendo las condiciones iniciales obtenemos el sistema
w′′(0)
2
+ w
′′′(0)
6
= 0
w′′(0) + w
′′′(0)
2
= T

De donde se deduce ω′′(0) = −2T , ω′′′(0) = 6T , luego
ωT (z) = Tz
2(z − 1)
La gráfica de ωT (z) en este caso corresponde a la que muestra la figura 7.8.
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En una situación general, cualquier solución es combinación lineal de ωD y ωT con
D y T distintos de cero, determinados. Como un caso particular de combinación
lineal, consideramos la suma.
ω(z) = ωD(z) + ωT (z) = (3D − T )z2 + (T − 2D)z3
Estudiamos a continuación, la relación existente entre Q̂, M̂ , T y D.
De la igualdad
ω(z) =
M̂ − Q̂
2
z2 +
Q̂
6
z3 = (3D − T )z2 + (T − 2D)z3
obtenemos el sistema
M̂−Q̂
2
= 3D − T
Q̂
6
= T − 2D

De donde se deducen las relaciones
Q̂ = 6T − 12D
M̂ = 4T − 6D
D =
M̂ − Q̂
2
+
Q̂
6
T = M̂ − Q̂
2
y por tanto
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ωD(z) =
(
M̂ − Q̂
2
+
Q̂
6
)
z2(3− 2z)
ωT (z) =
(
M̂ − Q̂
2
)
z2(z − 1)
Aplicando los teoremas de optimalidad obtenemos que el cálculo optimal de ωD
es
ωD(z) =
(
M̂ − Q̂
2
+
Dual(Q̂)
6
)
z2(3− 2z)
debido a que
∂ω
∂Q̂
= −1
3
z2(3− 2z) < 0
para z ∈ [0, 1]; y el cálculo optimal de ωT es
ωT (z) =
(
M̂ − Q̂
2
)
z2(z − 1)
al no haber variables multiincidentes.
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En nuestro ejemplo particular, el cálculo optimal de ω será la suma de los cálculos
optimales de ωD y ωT . Es importante remarcar que esto no siempre será de este
modo.
La figura 7.11 corresponde a la gráfica de ω(z) y es coherente con el desplaza-
miento del pilote que mostrábamos en la figura 7.5.
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Considerando los mismos valores para L, D y Ep, pero con QH = [45, 55] kN y
M = [100, 200] kN, obtenemos los resultados que muestra la figura 7.12.
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Capítulo 8
Conclusiones y Futuras
aportaciones
8.1. Conclusiones
Esta tesis explora la perspectiva que pueden presentar algunos problemas en dife-
rencias típicos de la ingeniería civil, al plantearlos y resolverlos desde el marco
del Análisis intervalar modal.
Revisada la teoría básica del Análisis intervalar modal, nos proponemos aplicarla
a la resolución de problemas del ámbito de la ingeniería. Así, al plantearnos la
resolución de problemas incluso elementales, como el de propagación del calor en
una dimensión, nos encontramos con problemas de planteo en la aplicación de la
teoría intervalar debido a las restricciones que impone la posibilidad de cálculos
optimales. Esta situación lleva al estudio de la optimalidad condicionada que se
ha presentado en el tercer capítulo de este texto.
Admitiendo restricciones sobre las modalidades de los argumentos de las fun-
ciones racionales se obtienen conceptos nuevos como el de modalidad partida o el
de optimalidad lateral, que finalmente permiten introducir el concepto de función
racional sintácticamente c-conmutativa, que permite obtener un conjunto más
amplio de funciones a las que se les puede asociar un cálculo optimal.
Desde el punto de vista del análisis intervalar modal hemos estudiado ecuaciones
en diferencias definidas como solución numérica a ecuaciones diferenciales. El
modelo intervalar y los métodos de cálculo numérico son objetivamente distintos:
mientras que el cálculo numérico calcula trayectorias singulares aproximadas, el
cálculo intervalar calcula haces de trayectorias asociadas a una estrategia deter-
minadas por las modalidades de los intervalos. Además, y esta es una cuestión
muy importante, el cálculo intervalar está basado en la inclusividad de las solu-
ciones intervalares y por ello da lugar esencialmente a modelos exactos desde el
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punto de vista de las semánticas asociadas a la inclusión; frente al caso del cálculo
numérico que se apoya esencialmente en el concepto de aproximación.
Una propiedad estructuralmente básica del Análisis intervalar es que no es posi-
ble aprovechar los algoritmos de los métodos numéricos en R como algoritmos en
I∗(R) puesto que la estructura de I∗(R) es esencialmente “mayor” que la de R y
por lo tanto debemos plantear cada problema intervalar siempre ab initio, en el
interior del propio contexto intervalar. Fundamentalmente esto está determinado
por el hecho de que de las relaciones ≤ y ≥ en R pasamos en I∗(R) a las rela-
ciones ≤, ≥, ⊆ y ⊇. (No tiene sentido plantear las relaciones de inclusividad en
el conjunto de los números reales, por reducirse a la identidad, y no tiene sentido
prescindir de ellas en I∗(R); por ello las bifurcaciones que en los algoritmos sobre
R son binarias, pasan a ser cuaternarias sobre I∗(R)).
Se han estudiado también problemas de contorno que se plantean en el cálculo
numérico clásico, esencialmente sobre un contexto geométrico lineal. Dado que las
operaciones aritméticas básicas de los intervalos modales no son operaciones line-
ales, no serán las operaciones adecuadas para modelos que pidan linealidad global
o “macroscópica”. Los sistemas con operaciones lineales obligarán a un uso más
elaborado de la modalidad, pero mantienen la geometría lineal que usualmente
está exigida por el planteo experimental del problema. En la misma consideración
de un modelo lineal, sin embargo, y tal como se ha estudiado en el capítulo 6,
aparece un problema lógico con la truncación de los intervalos, cuya solución lleva
inevitablemente a la aritmética de marcas.
La conclusión final que se desprende de esta tesis es que el Análisis intervalar
modal introduce una capacidad adicional de análisis de los problemas en dife-
rencias propios de la ingeniería, y asimismo una nueva capacidad de cálculo. Por
otro lado, el aspecto inacabado del Análisis intervalar modal se ha visto que es
una limitación efectiva a la resolución de problemas en este campo.
8.2. Futuras aportaciones
Tal como se ha comentado en esta tesis, el análisis intervalar admite su planteo
definitivo al introducir la aritmética de marcas. Para desarrollar algunos de los
problemas comentados en este texto es imprescindible implementar la aritmética
de marcas y profundizar en la teoría de intervalos de marcas.
Profundizar en el contexto lineal intervalar. El sistema de marcas permite hacer
operativas las operaciones lineales y permite estudiar problemas geométricos que
eran intocables en el análisis intervalar modal disponiendo únicamente de las ope-
raciones aritméticas modales básicas.
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La lógica de los intervalos modales permite una interpretación de los proble-
mas que consideran haces de soluciones aproximadas. Consideramos interesante
replantear los grandes temas del cálculo numérico desde el punto de vista del
análisis intervalar modal y profundizar en el estudio de las consecuencias de su
aplicación a los cálculos técnicos.
Por ejemplo, el estudio de los métodos multipaso para la resolución de ecuaciones
diferenciales ordinarias deberá apoyarse en un replanteo modal soportado por la
aritmética de marcas, dado el carácter fuertemente geométrico de su planteo.
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Apéndice A
Implementación de la aritmética
intervalar modal
La primera implementación de la aritmética intervalar modal se realizó en 1978
con el diseño del sistema SIGLA ([12], [14], [15], [18], [17]), y estaba basado en
el lenguaje PL/I sobre máquinas IBM. Posteriormente se construyó la versión
SIGLADEF ([47]) y a finales de los años 80 la simulación de sistemas condujo a
la implementación de un nuevo paquete llamado SIMSIGLA ([80]).
Hacia el año 1995 deja de estar disponible el entorno informático que en su dia
condicionó la implementación del sistema SIGLA y consideramos la posibilidad
de construir una aritmética intervalar en el entorno C++. Como miembro del
grupo SIGLA/X he contribuido en el desarrollo de la implementación de la arit-
mética de intervalos modales en el entorno operativo Windows bajo procesador
Intel con compilador Borland C++. Ver referencias [69], [11].
El objetivo de dicha implementación es construir una biblioteca donde los ob-
jetos sean intervalos y las operaciones aritméticas sean las definidas entre inter-
valos, considerando un control de la truncación en las operaciones intervalares
para obtener resultados que contengan modalmente al resultado exacto. Además
de controlar la truncación, realizamos un control de las excepciones en punto
flotante, tales como por ejemplo, dividir por cero, infinito,...
Hemos estructurado la implementación de la aritmética intervalar modal en dos
librerias: flbicd (float binary code) y ivalt; la primera para el control de las ope-
raciones en punto flotante y la segunda para la aritmética intervalar.
A continuación se presentan dichas librerias.
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//
// flbicd.h
//
//
#include <stdlib.h>
#include <math.h>
#include <limits.h>
#include <float.h>
#include <ctype.h>
#include <conio.h>
#include <string.h>
#include <iomanip.h>
#include <fstream.h>
#include <process.h>
//
//
#ifndef _FLBICD_
#define _FLBICD_
//
// COUT/CIN TEXT-FILE SUPPORT:
extern char CHBUFFER[80]; //String auxiliar que permite la salida
//hexadecimal no standard del punto flotante.
// *****
// AUXILIARY ITEMS
//
float max(const float,const float);
double max(const double,const double);
long double max(const long double,const long double);
//
float min(const float,const float);
double min(const double,const double);
long double min(const long double,const long double);
//
// *****
// ROUNDING CONTROL MACROS.
//
#define RCD _control87( RC_DOWN, MCW_RC ) //Left rounding.
#define RCU _control87( RC_UP , MCW_RC ) //Right rounding.
#define RCN _control87( RC_NEAR, MCW_RC ) //Near rounding.
//
// Coprocessor’s Rounding Control masks in float.h:
//
// MCW_RC 0x0c00 /* Rounding Control */
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// RC_CHOP 0x0c00 /* chop */
// RC_UP 0x0800 /* up */
// RC_DOWN 0x0400 /* down */
// RC_NEAR 0x0000 /* near */
//
// *****
// COPROCESSOR’S EXCEPTION MANAGING FUNCTIONS.
//
unsigned GetCE();
unsigned ResetCE();
unsigned MaskCE();
void SetCE(const unsigned ce);
//
// Coprocessor’s Exception Managing masks in float.h:
//
// MCW_EM 0x003f /* interrupt Exception Masks*/
// EM_INVALID 0x0001 /* invalid */
// EM_DENORMAL 0x0002 /* denormal */
// EM_ZERODIVIDE 0x0004 /* zero divide */
// EM_OVERFLOW 0x0008 /* overflow */
// EM_UNDERFLOW 0x0010 /* underflow */
// EM_INEXACT 0x0020 /* inexact (precision) *///
//
//
// *****
// CONSTANTS
//
extern int const FLDEMND; // Fl.Dec.Exp. Max.Numb. of Digs.
extern unsigned const FLXMMND; //Fl.heX.Mant. Max.Numb. of Digs.
extern float const FLZERO;
//
extern int const DBDEMND; // DB.DEc.Exp. Max.Numb. of Digs.
extern unsigned const DBXMMND1; //DB.heX.Mant. M.N. of D.1.
extern unsigned const DBXMMND2;
extern double const DBZERO;
//
extern int const LDDEMND; // DB.DEc.Exp. Max.Numb. of Digs.
extern unsigned const LDXMMND; //DB.heX.Mant. M.N. of D.1.
extern long double const LDZERO;
//
extern float const FLNODEF;
extern float const FLINFP;
extern float const FLINFN;
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//
extern double const DBNODEF;
extern double const DBINFP;
extern double const DBINFN;
//
extern long double const LDNODEF;
extern long double const LDINFP;
extern long double const LDINFN;
//
// *****
// NODEF’S RECOGNITION AND COUT’S READERS.
//
unsigned isNoDef( const float& fl);
unsigned isInfP( const float& fl);
unsigned isInfN( const float& fl);
unsigned isInf( const float& fl);
float BFloat(const char* bf);
//
unsigned isNodef( const double& db);
unsigned isInfP( const double& db);
unsigned isInfN( const double& db);
unsigned isInf( const double& db);
double BDouble(const char* bf);
//
unsigned isNodef( const long double& ld);
unsigned isInfP( const long double& ld);
unsigned isInfN( const long double& ld);
unsigned isInf( const long double& ld);
long double BLongD(const char* bf);
//
// *****
// FLOAT TYPES’ BINARY CODE FOR STREAM OUTPUT.
//
class FBCode
{
private:
unsigned sz;
float fl;
double db;
long double ld;
public:
~FBCode();
FBCode();
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FBCode(const FBCode&);
FBCode(const float xx);
FBCode(const double xx);
FBCode(const long double xx);
friend ostream& operator<<(ostream& out, const FBCode& xx);
friend ostream& flBCode(ostream& out, const float fl);
friend ostream& dbBCode(ostream& out, const double db);
friend ostream& ldBCode(ostream& out, const long double ld);
};
//
// *****
// CORRECTED DIVISION ( for the cases of finite/zero).
//
float CDiv(const float a, const float b);
double CDiv(const double a, const double b);
long double CDiv(const long double a, const long double b);
//
// *****
// CORRECTED MULTIPLICATION ( for the cases of zero*infinite).
//
#endif
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//
// flbicd.cpp
//
#include "flbicd.h"
//
// *****
// AUXILIARY ITEMS.
//
char CHBUFFER[80]= {’\0’};
//
template< class T >
T max( const T a, const T b ) { return ( a>= b )? a : b ; }
//
template< class T >
T min( const T a, const T b ) { return ( a<= b )? a : b ; }
//
// *****
// COPROCESSOR’S EXCEPTION MANAGING FUNCTIONS.
//
unsigned GetCE()
{ return (MCW_EM & _control87( 0, 0 )); }
//
/*unsigned ResetCE()
{ _fpreset(); return _control87( 0, 0 );} */
//
unsigned MaskCE()
{ _control87( MCW_EM, MCW_EM );
return (MCW_EM & _control87( 0, 0 )); }
void SetCE(const unsigned ce)
{ _control87(ce, MCW_EM); }
//
// *****
// CONSTANTS
//
int const FLDEMND=3; // Fl.Dec.Exp. Max.Numb. of Digs.
unsigned const FLXMMND=6; //Fl.heX.Mant. Max.Numb. of Digs.
float const FLZERO= 0.0;
//
int const DBDEMND=4; // DB.DEc.Exp. Max.Numb. of Digs.
unsigned const DBXMMND1=5; //DB.heX.Mant. M.N. of D.1.
unsigned const DBXMMND2=8;
double const DBZERO= (double)0.0;
//
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int const LDDEMND=5; // DB.DEc.Exp. Max.Numb. of Digs.
unsigned const LDXMMND=8; //DB.heX.Mant. M.N. of D.1.
long double const LDZERO= (long double)0.0;;
//
// *****
// FLOAT PARAMETERS AND ANOMALOUS VALUES
//
union FLcd{ unsigned long cd; float fl;};
static FLcd FLNODEFcd= {0xffc00000UL};
extern float const FLNODEF= FLNODEFcd.fl;
//
static FLcd FLINFPS= {0x7f800000UL};
extern float const FLINFP= FLINFPS.fl;
static FLcd FLINFNS= {0xff800000UL};
extern float const FLINFN= FLINFNS.fl;
//
//
unsigned isInfP(const float& x)
{
return (x== FLINFP);
}
//
unsigned isInfN(const float& x)
{
return (x== FLINFN);
}
//
unsigned isInf(const float& x)
{
return ((x== FLINFP)||(x== FLINFN));
}
//
unsigned isNodef( const float& fl)
{
union{float fl; unsigned long nt;} x;
x.fl= fl;
if((x.nt & 0x7f800000UL)== 0x7f800000UL)
{if((x.nt & 0x007fffffUL)!= 0UL) return 1U;}
// False Infinites.
return 0U;
}
//
// *****
170 Implementación de la aritmética intervalar modal
//
float BFloat(const char* bf)
{
union{float fl; unsigned long cd;};
unsigned long sg, mnhead, mn;
int xp, xpsg(+1); // The exponent’s sign may be implicit.
unsigned cn, bnd; // bf-counter and digits bound.
cn=0;
if(bf[cn]!=’(’) return FLNODEF;
//
cn=1;
if(bf[cn]==’+’) sg= 0UL;
else if(bf[cn]==’-’) sg=1UL;
else return FLNODEF; // The global sign must be explicit.
//
cn=2;
if(bf[cn]!=’B’)return FLNODEF;
//
cn=3;
if(bf[cn]==’+’){xpsg=+1; ++cn;}
else if(bf[cn]==’-’){xpsg=-1; ++cn;}
else xpsg=+1;
//
bnd=0; // Controlling the number of the xp’s dec. digits.
xp=0;
while (isdigit(bf[cn])&&(bnd< FLDEMND))
{xp= xp*10+ (int(bf[cn])- int(’0’));
++cn; ++bnd;}
xp*= xpsg;
if((xp<-126)|(xp>128)) return FLNODEF;
//
if(bf[cn]!=’,’)return FLNODEF;
++cn;
if(bf[cn]!=’H’)return FLNODEF;
++cn;
if(bf[cn]==’1’) mnhead=1;
else if(bf[cn]==’0’) mnhead=0;
else return FLNODEF;
++cn;
if(bf[cn]!=’.’) return FLNODEF;
++cn;
bnd=0;
mn=0;
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while((isxdigit(bf[cn]))&&(bnd< FLXMMND))
{
if(isdigit(bf[cn]))
{mn= (mn<<4)+ (unsigned(bf[cn])-unsigned(’0’));
++cn; ++bnd;}
else if( (unsigned(’a’)<= unsigned(bf[cn]))
&&(unsigned(bf[cn])<= unsigned(’f’)) )
{mn= (mn<<4)+ (10+ unsigned(bf[cn])-unsigned(’a’));
++cn; ++bnd;}
else
{mn= (mn<<4)+ (10+ unsigned(bf[cn])-unsigned(’A’));
++cn; ++bnd;}
}
while(bnd< FLXMMND)
{mn= mn<<4; ++bnd;}
//
if(bf[cn]!=’)’) return FLNODEF;
//
if((mn & 1UL)!= 0UL) return FLNODEF;
if(xp==128) // 0x80.
if((mnhead!=1UL)||(mn!=0UL)) return FLNODEF; // Infinites.
if(xp==-126) // -0x7e.
if(mnhead==0UL) xp=-127; // -0x7f.
//Denormals and Zeroes.
if((xp>-126)&&(xp<128)&&(mnhead==0UL)) return FLNODEF;
//
mn>>=1;
//
cd= 0|((sg<<31)
|(((unsigned long)(xp+127))<<23)
|mn);
return fl;
}
// "float BFloat(char* bf)".
//
// *****
// DOUBLE TYPE PARAMETERS AND ANOMALOUS VALUES
//
union DBcd{unsigned long cd[2]; double db;};
static DBcd DBNODEFcd= {{0x0UL, 0xfff80000UL}};
extern double const DBNODEF= DBNODEFcd.db;
static DBcd DBINFPcd= {{0x0UL, 0x7ff00000UL}};
extern double const DBINFP= DBINFPcd.db;
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static DBcd DBINFNcd= {{0x0UL, 0xfff00000UL}};
extern double const DBINFN= DBINFNcd.db;
//
//
unsigned isInfP(const double& x)
{
return (x== DBINFP);
}
//
unsigned isInfN(const double& x)
{
return (x== DBINFN);
}
//
unsigned isInf(const double& x)
{
return ((x== DBINFP)||(x== DBINFN));
}
//
unsigned isNodef( const double& db)
{
union{double fl; unsigned long nt[2];} x;
x.fl= db;
if((x.nt[1]& 0x7ff00000UL)== 0x7ff00000UL)
{if(((x.nt[1]& 0x000fffffUL)!= 0UL)||(x.nt[0]!= 0UL))
// False Infinites.
return 1U;
}
return 0U;
}
// "unsigned isNodef( double db)"
//
double BDouble(const char* bf)
{
union{unsigned long cd[2]; double db;};
// "static" is needed to keep "cd[2]" contiguous.
unsigned long sg, mn[2];
int xp, xpsg(+1), xdig2(0), mnhead;
// The exponent’s sign may be implicit.
unsigned cn, bnd; // bf-counter and digits bound.
cn=0;
if(bf[cn]!=’(’) return DBNODEF;
//
C++ 173
cn=1;
if(bf[cn]==’+’) sg= 0UL;
else if(bf[cn]==’-’) sg=1UL;
else return DBNODEF; // The global sign must be explicit.
//
cn=2;
if(bf[cn]!=’B’)return DBNODEF;
cn=3;
if(bf[cn]==’+’){xpsg=+1; ++cn;}
else if(bf[cn]==’-’){xpsg=-1; ++cn;}
else xpsg=+1;
//
bnd=0; // Controlling the number of the xp’s dec. digits.
xp=0;
while (isdigit(bf[cn])&&(bnd< DBDEMND))
{xp= xp*10+ (int(bf[cn])- int(’0’));
++cn; ++bnd;}
xp*= xpsg;
if((xp<-1022)|(xp>1024)) return DBNODEF;
//
if(bf[cn]!=’,’)return DBNODEF;
++cn;
if(bf[cn]!=’H’)return DBNODEF;
++cn;
if(bf[cn]==’1’) {mnhead=1; ++cn;}
else if(bf[cn]==’0’){mnhead=0; ++cn;}
else return DBNODEF;
//
if(bf[cn]!=’.’) return DBNODEF;
++cn;
//
bnd=0;
mn[1]=0;
while((isxdigit(bf[cn]))&&(bnd< DBXMMND1))
{
if(isdigit(bf[cn]))
{mn[1]= (mn[1]<<4)+ (unsigned(bf[cn])-unsigned(’0’));
++cn; ++bnd;}
else if( (unsigned(’a’)<= unsigned(bf[cn]))
&&(unsigned(bf[cn])<= unsigned(’f’)) )
{mn[1]= (mn[1]<<4)+ (10+ unsigned(bf[cn])-unsigned(’a’));
++cn; ++bnd;}
else
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{mn[1]= (mn[1]<<4)+ (10+ unsigned(bf[cn])-unsigned(’A’));
++cn; ++bnd;}
}
if(bnd< DBXMMND1)
{ xdig2=1;
while(bnd< DBXMMND1){mn[1]= mn[1]<<4; ++bnd;}
}
//
bnd=0;
mn[0]=0;
if(xdig2==0)
{ while((isxdigit(bf[cn]))&&(bnd< DBXMMND2))
{
if(isdigit(bf[cn]))
{mn[0]= (mn[0]<<4)+ (unsigned(bf[cn])-unsigned(’0’));
++cn; ++bnd;}
else if( (unsigned(’a’)<= unsigned(bf[cn]))
&&(unsigned(bf[cn])<= unsigned(’f’)) )
{mn[0]= (mn[0]<<4)+ (10+ unsigned(bf[cn])-unsigned(’a’));
++cn; ++bnd;}
else
{mn[0]= (mn[0]<<4)+ (10+ unsigned(bf[cn])-unsigned(’A’));
++cn; ++bnd;}
}
}
while(bnd< DBXMMND2){mn[0]= mn[0]<<4; ++bnd;}
//
if(bf[cn]!=’)’) return DBNODEF;
//
if(xp==1024) // xp==0x400.
if((mnhead!=1UL)||(mn[1]!=0UL)||(mn[0]!=0UL))
return DBNODEF; // Infinites.
if(xp==-1022) // xp==-0x3fe.
if(mnhead==0UL) xp=-1023; // Denormals and Zeroes.
// xp=-0x3ff.
if((xp>-1022)&&(xp<1024)&&(mnhead!=1UL)) return DBNODEF;
//
cd[1]= 0|(sg<<31)
|(((unsigned long)(xp+1023))<<20)
|mn[1];
cd[0]= mn[0];
return db;
}
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// "double BDouble(char* bf)"
//
//
// *****
// LONG DOUBLE PARAMETERS AND ANOMALOUS VALUES
//
union LDcd{unsigned long cd[3]; long double ld;};
static LDcd LDNODEFcd= {{ 0x0UL,0xc0000000UL,0xffffUL,}};
extern long double const LDNODEF= LDNODEFcd.ld;
static LDcd LDINFPcd= {{ 0x0UL,0x80000000UL,0x7fffUL,}};
extern long double const LDINFP= LDINFPcd.ld;
static LDcd LDINFNcd= {{ 0x0UL,0x80000000UL,0xffffUL,}};
extern long double const LDINFN= LDINFNcd.ld;
//
//
unsigned isInfP(const long double& x)
{
return (x== LDINFP);
}
//
unsigned isInfN(const long double& x)
{
return (x== LDINFN);
}
//
unsigned isInf(const long double& x)
{
return ((x== LDINFP)||(x== LDINFN));
}
//
unsigned isNodef( const long double& ld)
{
union{long double fl; unsigned nt[5];} x;
x.fl= ld;
if((x.nt[4]& 0x7fff)== 0x7fff)
{if((x.nt[3]!= 0x8000U)||(x.nt[2]!= 0U)
||(x.nt[1]!= 0U)||(x.nt[0]!= 0U)) // False Infinites.
return 1U;
}
if((x.nt[4]& 0x7fff)== 0U)
{if((x.nt[3]& 0x8000)!= 0U) // False Denormals.
return 1U;
}
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if((x.nt[4]& 0x7fff)!= 0U)
{if((x.nt[3]& 0x8000)== 0U) // False Normals.
return 1U;
}
return 0U;
}
// "unsigned isNodef( long double ld)"
//
long double BLongD(const char* bf)
{
union{unsigned long cd[3]; long double ld;};
// "static" is needed to keep "cd[2]" contiguous.
unsigned long sg, mnhead, mn[2];
int xp, xpsg(+1), xdig2(0);
// The exponent’s sign may be implicit.
unsigned cn, bnd; // bf-counter and digits bound.
cn=0;
if(bf[cn]!=’(’) return LDNODEF;
//
cn=1;
if(bf[cn]==’+’) sg= 0UL;
else if(bf[cn]==’-’) sg=1UL;
else return LDNODEF; // The global sign must be explicit.
//
cn=2;
if(bf[cn]!=’B’)return LDNODEF;
cn=3;
if(bf[cn]==’+’){xpsg=+1; ++cn;}
else if(bf[cn]==’-’){xpsg=-1; ++cn;}
else xpsg=+1;
//
bnd=0; // Controlling the number of the xp’s dec. digits.
xp=0;
while (isdigit(bf[cn])&&(bnd< LDDEMND))
{xp= xp*10+ (int(bf[cn])- int(’0’));
++cn; ++bnd;}
xp*= xpsg;
if((xp<-16382)|(xp>16384)) return LDNODEF;
//
if(bf[cn]!=’,’)return LDNODEF;
++cn;
if(bf[cn]!=’H’)return LDNODEF;
++cn;
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if(bf[cn]==’1’) {mnhead=1; ++cn;}
else if(bf[cn]==’0’){mnhead=0; ++cn;}
else return LDNODEF;
//
if(bf[cn]!=’.’) return LDNODEF;
++cn;
//
bnd=0;
mn[1]=0UL;
while((isxdigit(bf[cn]))&&(bnd< LDXMMND))
{
if(isdigit(bf[cn]))
{mn[1]= (mn[1]<<4)+ (unsigned(bf[cn])-unsigned(’0’));
++cn; ++bnd;}
else if( (unsigned(’a’)<= unsigned(bf[cn]))
&&(unsigned(bf[cn])<= unsigned(’f’)) )
{mn[1]= (mn[1]<<4)+ (10+ unsigned(bf[cn])-unsigned(’a’));
++cn; ++bnd;}
else
{mn[1]= (mn[1]<<4)+ (10+ unsigned(bf[cn])-unsigned(’A’));
++cn; ++bnd;}
}
if(bnd< LDXMMND)
{ xdig2=1;
while(bnd< LDXMMND){mn[1]= mn[1]<<4; ++bnd;}
}
//
bnd=0;
mn[0]=0UL;
if(xdig2==0)
{ while((isxdigit(bf[cn]))&&(bnd< LDXMMND))
{
if(isdigit(bf[cn]))
{mn[0]= (mn[0]<<4)+ (unsigned(bf[cn])-unsigned(’0’));
++cn; ++bnd;}
else if( (unsigned(’a’)<= unsigned(bf[cn]))
&&(unsigned(bf[cn])<= unsigned(’f’)) )
{mn[0]= (mn[0]<<4)+ (10+ unsigned(bf[cn])-unsigned(’a’));
++cn; ++bnd;}
else
{mn[0]= (mn[0]<<4)+ (10+ unsigned(bf[cn])-unsigned(’A’));
++cn; ++bnd;}
}
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}
while(bnd< LDXMMND){mn[0]= mn[0]<<4; ++bnd;}
if((1UL & mn[0])!= 0UL) return LDNODEF;
//
if(bf[cn]!=’)’) return LDNODEF;
//
if(xp==16384) // 0x4000.
if((mnhead!=1UL)||(mn[1]!=0UL)||(mn[0]!=0UL))
return LDNODEF;
// Infinites.
if(xp==-16382) // -0x3ffe.
if(mnhead==0UL) xp=-16383; // -0x3fff.
//Denormals and Zeroes.
if((xp>-16382)&&(xp<16384)&&(mnhead!=1UL)) return LDNODEF;
//
cd[2]= 0|(sg<<15)|((unsigned long)(xp+16383));
cd[1]= 0|(mn[1]>>1)|(mnhead<<31);
cd[0]= 0|((mn[0]>>1)|(mn[1]<<31));
return ld;
}
// "long double BLongD(char* bf)"
//
// *****
// FLOAT TYPES’ BINARY CODE FOR STREAM OUTPUT.
// *****
//
// Constructors:
//
FBCode::~FBCode(){}
FBCode::FBCode()
{ sz=0; }
FBCode::FBCode(const FBCode& xx)
{ sz= xx.sz;
if(sz== 0);
else if(sz== sizeof(float)) fl= xx.fl;
else if(sz== sizeof(double)) db= xx.db;
else if(sz== sizeof(long double)) ld= xx.ld;
}
FBCode::FBCode(const float xx)
{ sz= sizeof(xx); fl= xx; }
FBCode::FBCode(const double xx)
{ sz= sizeof(xx); db= xx; }
FBCode::FBCode(const long double xx)
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{ sz= sizeof(xx); ld= xx; }
//
// Insertion operator:
//
ostream& operator<<(ostream& out, const FBCode& xx)
{
if(xx.sz==sizeof(float)) return flBCode(out, xx.fl);
else
if(xx.sz==sizeof(double)) return dbBCode(out, xx.db);
else
if(xx.sz==sizeof(long double)) return ldBCode(out, xx.ld);
return out;
}
//
// FLOAT TYPE BINARY INSERTION:
//
ostream& flBCode(ostream& out, const float fl)
{
if(isNodef(fl))
{out<< "(*B,FLNODEF*)"; return out;}
else if(fl== FLINFP)
{out<< "(*B,FLINFP*)"; return out;}
else if(fl== FLINFN)
{out<< "(*B,FLINFN*)"; return out;}
else
{
union{float fl; unsigned long nt;} x;
x.fl= fl;
unsigned long sg;
int xp;
unsigned hxd[6];
unsigned long lft;
unsigned dnorm= 0;
//
sg= x.nt>>31;
if(sg==0) out<< "(+B";
else out<< "(-B";
//
lft= x.nt<<1;
xp= ((int)(lft>>24))-127;
if(xp==-127) {xp= -126; dnorm= 1;}
out<< dec<< xp;
//
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if(dnorm==1) out<< ",H0.";
else out<< ",H1.";
//
for(int i=0; i<6; ++i)
{hxd[i]= (unsigned)(lft & 0x0000000fL);
lft>>=4;}
for(i=5; i>=0; --i){out<< hex<< hxd[i];}
out<< ")"<< flush;
return out;
}
}
//
// DOUBLE TYPE BINARY INSERTION.
//
ostream& dbBCode(ostream& out, const double db)
{
//
if(isNodef(db))
{out<< "(*B,DBNODEF*)"; return out;}
else if(db== DBINFP)
{out<< "(*B,DBINFP*)"; return out;}
else if(db== DBINFN)
{out<< "(*B,DBINFN*)"; return out;}
else
{
union{double fl; unsigned long nt[2];} x;
x.fl= db;
unsigned long sg;
int xp;
unsigned dnorm= 0;
unsigned hxd[13];
sg= x.nt[1] & 0x80000000L;
//
if(sg==0) out<< "(+B"; else out<< "(-B";
//
xp= ((int)((x.nt[1]<<1)>>21))-1023;
if(xp==-1023) {xp= -1022; dnorm= 1;}
out<< dec<< xp;
if(dnorm==1) out<< ",H0.";
else out<< ",H1.";
//
for(int i=0; i<8; ++i)
{hxd[i]= (unsigned)(x.nt[0] & 0x0000000fL);
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x.nt[0]>>=4;}
for(i=8; i<13; ++i)
{hxd[i]= (unsigned)(x.nt[1] & 0x0000000fL);
x.nt[1]>>=4;}
//
for(i=12; i>=0; --i){out<< hex<< hxd[i];}
//
out<< ")"<< flush;
return out;
}
}// "ostream& FBCode::dbBCode(ostream& out, double db)"
//
// LONG DOUBLE’S TYPE BINARY INSERTION.
//
ostream& ldBCode(ostream& out, const long double ld)
{
//
if(isNodef(ld))
{out<< "(*B,LDNODEF*)"; return out;}
else if(ld== LDINFP)
{out<< "(*B,LDINFP*)"; return out;}
else if(ld== LDINFN)
{out<< "(*B,LDINFN*)"; return out;}
else
{
union{long double fl; unsigned nt[5];} x;
x.fl= ld;
unsigned int sg;
int xp;
unsigned hxd[17];
//
sg= x.nt[4] & 0x8000;
if(sg==0) out<< "(+B"; else out<< "(-B";
//
xp= ((int)((x.nt[4]<<1)>>1))-16383;
if(xp== -16383) xp=-16382; // Denormals and Zeroes.
// The mantissa’s head is the leftmost bit
// of x.nt[3].
out<< dec<< xp<< ",";
//
hxd[16]= ((x.nt[3]&0x8000)>>15);
out<< "H"<< hex<< hxd[16]<< ".";
for(int k=4; k>=1; --k)
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{x.nt[k]= x.nt[k]|((x.nt[k-1]&0x8000)>>15);
x.nt[k-1]= x.nt[k-1]<<1;}
for(k=0; k<4; ++k)
{for(int i=0; i<4; ++i)
{hxd[4*k+i]= x.nt[k]&0x000f; x.nt[k]>>=4;}}
for(int i=15; i>=0; --i){out<< hex<< hxd[i];}
out<< ")"<< flush;
return out;
}
} // "ostream& FBCode::ldFBCode(ostream& out, long double ld)"
//
// *****
// CORRECTED DIVISION.
//
template <class FL>
FL CDiv(const FL a, const FL b)
{
static FL z;
static unsigned szFL= sizeof(FL);
if((a!= (FL)0)&&(b== (FL)0))
{ if(szFL== sizeof(float)) z= FLNODEF;
else if(szFL== sizeof(double)) z= DBNODEF;
else if(szFL== sizeof(long double)) z= LDNODEF;
}
else z= a/b;
return z;
}
//
// end "flbicd.cpp"
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//
// "ivalt.h"
//
#ifndef _IVALT_H
#define _IVALT_H
//
#include "flbicd.h"
//
//
// *****
// IVAL CLASS DECLARATION.
//
class YBCode;
//
template<class FL>
class Ival
{
friend class Ival<float>;
friend class Ival<double>;
friend class Ival<long double>;
private:
FL ii; //Infimum.
FL ss; //Supremum.
public:
//Constructors.
~Ival(){}
Ival();
Ival( const char* x, const char* y , const char cdchar= ’B’);
//Binary coded parameters for cdchar== ’B’, and
// atof() parameters for cdchar= ’D’.
Ival( const char* x, const char cdchar= ’B’);
//Idem.
Ival( const FL x, const FL y ); /*When used with literal float constants
the correct truncation is not guaranteed.*/
Ival( const FL x ); //Idem.
// YNodef’s functions.
friend unsigned isNodef(const Ival<FL> a);
friend unsigned isNull(const Ival<FL> a);
friend void toYNodef(FL& a, FL& b);
friend unsigned upYNodef(FL& a, FL& b);
friend Ival<FL> upY2Nodef(const Ival<FL>& a, const Ival<FL>& b);
// Assignment and Copy Constructor.
Ival<FL>& Ival<FL>::operator=( const Ival<FL> x );
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Ival( const Ival<FL>& x );
operator Ival<float>();
operator Ival<double>();
operator Ival<long double>();
// Monary operators.
friend Ival<FL> operator-( const Ival<FL> );
friend Ival<FL> Inf(const Ival<FL> a);
friend Ival<FL> Sup(const Ival<FL> a);
friend Ival<FL> Du( const Ival<FL> );
friend Ival<FL> Pro( const Ival<FL> );
friend Ival<FL> Impr( const Ival<FL> );
// Relational.
friend unsigned operator<=( const Ival<FL>, const Ival<FL> );
friend unsigned operator>=( const Ival<FL>, const Ival<FL> );
friend unsigned operator<<( const Ival<FL>, const Ival<FL> );
friend unsigned operator>>( const Ival<FL>, const Ival<FL> );
friend unsigned operator==( const Ival<FL>, const Ival<FL> );
// Binary inner operators.
friend Ival<FL> operator+( const Ival<FL>, const Ival<FL> );
friend Ival<FL> operator-( const Ival<FL>, const Ival<FL> );
friend Ival<FL> operator*( const Ival<FL>, const Ival<FL> );
friend Ival<FL> operator/( const Ival<FL>, const Ival<FL> );
friend Ival<FL> operator&&( const Ival<FL>, const Ival<FL> ); //Meet.
friend Ival<FL> operator||( const Ival<FL>, const Ival<FL> ); //Join.
//Ival<FL>s’ I/O.
//char* Str(int pr=MXPREC ); //Returns the string value of the qualified
//interval with precision pr.
friend istream& operator >> (istream& os, Ival<FL>& a);
friend ostream& operator << (ostream& os, const Ival<FL> a);
friend ostream& operator << (ostream& out, const YBCode xx);
friend unsigned isNodef(const Ival<FL> x);
};
//
// *****
// CONSTANTS
//
extern Ival<float> YFLNODEF;
extern Ival<double> YDBNODEF;
extern Ival<long double> YLDNODEF;
//
// *****
// YBCode:
//
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class YBCode
{
public:
unsigned sz;
Ival<float>* yfl;
Ival<double>* ydb;
Ival<long double>* yld;
//
~YBCode();
YBCode();
YBCode(const YBCode&);
YBCode(const Ival<float> xx);
YBCode(const Ival<double> xx);
YBCode(const Ival<long double> xx);
};
//
ostream& operator<<(ostream& out, const YBCode xx);
//
#endif
// Ival.h end!
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//
//IVALT.CPP
//
#include "ivalt.h"
#include <stdlib.h>
#include <float.h>
//
//
// *****
// CONSTANTS.
//
Ival<float> YFLNODEF(FLNODEF, (float)0);
Ival<double> YDBNODEF(DBNODEF, (double)0);
Ival<long double> YLDNODEF(LDNODEF, (long double)0);
//
// *****
// YNODEF’s CONTROL FUNCTIONS.
//
template<class FL>
unsigned isNodef(const Ival<FL> a)
{
return(isNodef(a.ii)&& (a.ss>= 0));
}
//
template<class FL>
unsigned isNull(const Ival<FL> a)
{
// Meaningless answer if isNodef(a).
static Ival<FL> z;
if(isNodef(a)) return 0;
else
{
z.ii= min(a.ii, a.ss); z.ss= max(a.ii, a.ss);
if( ((z.ii<= 0)&&(z.ss>= 0))
||((z.ii<= 0)&&(z.ss>= 0)) )return 1;
else return 0;
}
}
//
template<class FL>
void toYNodef(FL& a, FL& b)
{
static unsigned szFL= sizeof(FL);
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if(szFL== sizeof(float))
{a= FLNODEF; b= 0;}
else if(szFL== sizeof(double))
{a= DBNODEF; b= 0;}
else if(szFL== sizeof(long double))
{a= LDNODEF; b= 0;}
}
//
//
template<class FL>
unsigned upYNodef(FL& a, FL& b)
{
static unsigned isND;
isND= isNodef(a)&&(b>=0);
if(isND) b= b+1;
return isND;
}
//
//
template<class FL>
Ival<FL> upY2Nodef(const Ival<FL>& x, const Ival<FL>& y)
{
static Ival<FL> z;
if(isNodef(x))
{ if(isNodef(y))
{ z.ii= x.ii; z.ss= 1+max(x.ss, y.ss); }
else
{ z.ii= x.ii; z.ss= 1+ x.ss ; }
}
else
{
if(isNodef(y)) {z.ii= y.ii; z.ss= 1+y.ss; }
else z.ii= z.ss= (FL)0.;
}
return z;
}
//
// *****
// Ival<FL> Constructors.
//
template<class FL>
Ival<FL>::Ival()
{
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ii= (FL)0.; ss= (FL)0.;
}
//
//
template<class FL>
Ival<FL>::Ival(const char* x, const char* y, const char cdchar)
{
unsigned szFL=sizeof(FL);
if(cdchar== ’B’)
{if(szFL== sizeof(float))
{ii= BFloat(x); ss= BFloat(y);}
else if(szFL== sizeof(double))
{ii= BDouble(x); ss= BDouble(y);}
else if(szFL== sizeof(long double))
{ii= BLongD(x); ss= BLongD(y);}
if(isNodef(ii)|| isNodef(ss)) toYNodef(ii,ss);
}
else if(cdchar== ’D’)
{RCD;ii= (FL)atof(x);
RCU;ss= (FL)atof(y);
RCN;
if(isNodef(ii)|| isNodef(ss)) toYNodef(ii,ss);
}
else toYNodef(ii,ss);
} // "Ival<FL>::Ival( char* x, char* y, char cdchar )"
//
//
template<class FL>
Ival<FL>::Ival( const char* x , const char cdchar)
{
unsigned szFL= sizeof(FL);
if(cdchar== ’B’)
{if(szFL== sizeof(float))
{ii= ss= BFloat(x);}
else if(szFL== sizeof(double))
{ii= ss= BDouble(x);}
else if(szFL== sizeof(long double))
{ii= ss= BLongD(x);}
if(isNodef(ss)) toYNodef(ii,ss);
}
else if(cdchar== ’D’)
{unsigned cew= GetCE();
RCD;ii= (FL)atof(x);
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RCU;ss= (FL)atof(x);
SetCE(cew);
if(isNodef(ss)) toYNodef(ii,ss);
}
else toYNodef(ii,ss);
}
//
//
template<class FL>
Ival<FL>::Ival( const FL x, const FL y )
{
ii= x; ss= y;
if(isNodef(ii) || isNodef(ss)) toYNodef(ii, ss);
}
//
//
template<class FL>
Ival<FL>::Ival( const FL x )
{
ii= ss= x;
if(isNodef(ii)) toYNodef(ii, ss);
}
//
// *****
// Assignment operator and Copy-constructor.
//
template<class FL>
Ival<FL>& Ival<FL>::operator=( const Ival<FL> x )
{
ii= x.ii; ss= x.ss;
// No "upYnodef(ii,ss)"!
return *this;
}
//
//
template<class FL>
Ival<FL>::Ival( const Ival<FL>& x )
{
ii= x.ii; ss= x.ss;
// No "upYNodef(ii,ss)"!
}
//
// *****
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// CASTING OPERATOR
//
template<class FL>
Ival<FL>::operator Ival<float>()
{
static Ival<float> z;
if(isNodef(*this))
{z.ii= FLNODEF; z.ss= (float)(1.+ ss);}
else
{
if(ii>=0) {RCD; z.ii= (float)ii;}
else {RCU; z.ii= -(float)(-ii);}
if(ss>=0) {RCU; z.ss= (float)ss;}
else {RCD; z.ss= -(float)(-ss);}
}
RCN;
return z;
}
//
template<class FL>
Ival<FL>::operator Ival<double>()
{
static Ival<double> z;
if(isNodef(*this))
{z.ii= DBNODEF; z.ss= (double)(1.+ ss);}
else
{
if(ii>=0) {RCD; z.ii= (double)ii;}
else {RCU; z.ii= -(double)(-ii);}
if(ss>=0) {RCU; z.ss= (double)ss;}
else {RCD; z.ss= -(double)(-ss);}
}
RCN;
return z;
}
//
template<class FL>
Ival<FL>::operator Ival<long double>()
{
static Ival<long double> z;
if(isNodef(*this))
{z.ii= LDNODEF; z.ss= (long double)(1.+ ss);}
else
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{
if(ii>=0) {RCD; z.ii= (long double)ii;}
else {RCU; z.ii= -(long double)(-ii);}
if(ss>=0) {RCU; z.ss= (long double)ss;}
else {RCD; z.ss= -(long double)(-ss);}
}
RCN;
return z;
}
//
// *****
// MONARY OPERATORS AND FUNCTIONS.
//
template<class FL>
Ival<FL> Inf(const Ival<FL> x)
{
static Ival<FL> z;
z= x;
if(!upYNodef(z.ii, z.ss)) z.ss= x.ii;
return z;
}
//
//
template<class FL>
Ival<FL> Sup(const Ival<FL> x)
{
static Ival<FL> z;
z= x;
if(!upYNodef(z.ii, z.ss)) z.ii= x.ss;
return z;
}
//
//
template<class FL>
Ival<FL> Du(const Ival<FL> x)
{
static Ival<FL> z;
z= x;
if(!upYNodef(z.ii, z.ss)) { z.ii= x.ss; z.ss= x.ii; }
return z;
}
//
//
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template<class FL>
Ival<FL> operator-(const Ival<FL> x)
{
static Ival<FL> z;
z= x;
if(!upYNodef(z.ii, z.ss)) { z.ii= -x.ss; z.ss= -x.ii; }
return z;
}
//
// *****
// RELATIONAL OPERATORS.
//
template<class FL>
unsigned operator<=(const Ival<FL> x, const Ival<FL> y)
{
if(isNodef(x)|| isNodef(y)) return 0;
else return((x.ii<= y.ii)&& (x.ss<= y.ss));
}
//
//
template<class FL>
unsigned operator>=(const Ival<FL> x, const Ival<FL> y)
{
if(isNodef(x)|| isNodef(y)) return 0;
else return((x.ii>= y.ii)&& (x.ss>= y.ss));
}
//
//
template<class FL>
unsigned operator<<(const Ival<FL> x, const Ival<FL> y)
{
if(isNodef(x)|| isNodef(y)) return 0;
else return((x.ii>= y.ii)&& (x.ss<= y.ss));
}
//
//
template<class FL>
unsigned operator>>(const Ival<FL> x, const Ival<FL> y)
{
if(isNodef(x)|| isNodef(y)) return 0;
else return((x.ii<= y.ii)&& (x.ss>= y.ss));
}
//
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//
template<class FL>
unsigned operator==(const Ival<FL> x, const Ival<FL> y)
{
if(isNodef(x)|| isNodef(y)) return 0;
else return((x.ii== y.ii)&& (x.ss== y.ss));
}
//
// *****
// SIMPLE BINARY OPERATORS.
//
// *****
// Meet
//
template<class FL>
Ival<FL> operator&&(const Ival<FL> x, const Ival<FL> y)
{
static Ival<FL> z;
z= upY2Nodef(x,y);
if(isNodef(z));
else
{ z.ii= max(x.ii, y.ii);
z.ss= min(x.ss, y.ss);
}
return z;
}
//
// *****
// Join
//
template<class FL>
Ival<FL> operator||(const Ival<FL> x, const Ival<FL> y)
{
static Ival<FL> z;
z= upY2Nodef(x,y);
if(isNodef(z));
else
{ z.ii= min(x.ii, y.ii);
z.ss= max(x.ss, y.ss);
}
return z;
}
//
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// *****
// Suma
//
template<class FL>
Ival<FL> operator+(const Ival<FL> x, const Ival<FL> y)
{
static Ival<FL> z;
z= upY2Nodef(x,y);
if(isNodef(z));
else
{ if( (isInf(x.ii)&&(y.ii==-x.ii))
||(isInf(x.ss)&&(y.ss==-x.ss)))
toYNodef(z.ii, z.ss);
else
{ RCD; z.ii= x.ii + y.ii;
RCU; z.ss= x.ss + y.ss;
RCN; }
}
return z;
}
//
// *****
// Diferencia
//
template<class FL>
Ival<FL> operator-(const Ival<FL> x, const Ival<FL> y)
{
static Ival<FL> z;
z= upY2Nodef(x,y);
if(isNodef(z));
else
{ if( (isInf(x.ii)&&(y.ss==x.ii))
||(isInf(x.ss)&&(y.ii==x.ss)))
toYNodef(z.ii, z.ss);
else
{ RCD; z.ii= x.ii - y.ss;
RCU; z.ss= x.ss - y.ii;
RCN; }
}
return z;
}
//
// *****
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// Multiplication.
//
template<class FL>
Ival<FL> operator*(const Ival<FL> x, const Ival<FL> y)
{
static Ival<FL> z;
z= upY2Nodef(x,y);
if(isNodef(z)) ;
else if( (isNull(x)&&(isInf(y.ii)||isInf(y.ss)))
||(isNull(y)&&(isInf(x.ii)||isInf(x.ss))) )
toYNodef(z.ii, z.ss);
else
{
if( x.ss>= 0 )
{ if( x.ii>= 0 )
{ if( y.ss>= 0 )
{ if( y.ii>= 0 )
// x.ss>=0, x.ii>=0, y.ss>=0, y.ii>=0.
{ RCD; z.ii= x.ii* y.ii;
RCU; z.ss= x.ss* y.ss;
RCN; }
else
// x.ss>=0, x.ii>=0, y.ss>=0, y.ii< 0.
{ RCD; z.ii= x.ss* y.ii;
RCU; z.ss= x.ss* y.ss;
RCN; }
}
else
{ if( y.ii>= 0 )
// x.ss>=0, x.ii>=0, y.ss< 0, y.ii>=0.
{ RCD; z.ii= x.ii* y.ii;
RCU; z.ss= x.ii* y.ss;
RCN; }
else
// x.ss>=0, x.ii>=0, y.ss<0 , y.ii< 0.
{ RCD; z.ii= x.ss* y.ii;
RCU; z.ss= x.ii* y.ss;
RCN; }
}
}
else
{ if( y.ss>= 0 )
{ if( y.ii>= 0 )
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// x.ss>=0, x.ii< 0, y.ss>=0, y.ii>=0.
{ RCD; z.ii= x.ii* y.ss;
RCU; z.ss= x.ss* y.ss;
RCN; }
else
// x.ss>=0, x.ii< 0, y.ss>=0, y.ii< 0.
{ RCD; z.ii=
min(x.ss* y.ii, x.ii*y.ss);
RCU; z.ss=
max(x.ss* y.ss, x.ii* y.ii);
RCN; }
}
else
{ if( y.ii>= 0 )
// x.ss>=0, x.ii< 0, y.ss< 0, y.ii>=0.
{ RCD; z.ii= 0.0;
RCU; z.ss= 0.0;
RCN; }
else
// x.ss>=0, x.ii< 0, y.ss< 0, y.ii< 0.
{ RCD; z.ii= x.ss* y.ii;
RCU; z.ss= x.ii* y.ii;
RCN; }
}
}
}
else
{ if( x.ii>= 0 )
{ if( y.ss>= 0 )
{ if( y.ii>= 0 )
// x.ss< 0, x.ii>=0, y.ss>=0, y.ii>=0.
{ RCD; z.ii= x.ii* y.ii;
RCU; z.ss= x.ss* y.ii;
RCN; }
else
// x.ss< 0, x.ii>=0, y.ss>=0, y.ii< 0.
{ RCD; z.ii= 0.0;
RCU; z.ss= 0.0;
RCN; }
}
else
{ if( y.ii>= 0 )
// x.ss< 0, x.ii>=0, y.ss< 0, y.ii>=0.
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{ RCD; z.ii=
max(x.ii* y.ii, x.ss* y.ss);
RCU; z.ss=
min(x.ss* y.ii, x.ii* y.ss);
RCN; }
else
// x.ss< 0, x.ii>=0, y.ss< 0, y.ii< 0.
{ RCD; z.ii= x.ss* y.ss;
RCU; z.ss= x.ii* y.ss;
RCN; }
}
}
else
{ if( y.ss>= 0 )
{ if( y.ii>= 0 )
// x.ss< 0, x.ii< 0, y.ss>=0, y.ii>=0.
{ RCD; z.ii= x.ii* y.ss;
RCU; z.ss= x.ss* y.ii;
RCN; }
else
// x.ss< 0, x.ii< 0, y.ss>=0, y.ii< 0.
{ RCD; z.ii= x.ii* y.ss;
RCU; z.ss= x.ii* y.ii;
RCN; }
}
else
{ if( y.ii>= 0 )
// x.ss< 0, x.ii< 0, y.ss< 0, y.ii>=0.
{ RCD; z.ii= x.ss* y.ss;
RCU; z.ss= x.ss* y.ii;
RCN; }
else
// x.ss< 0, x.ii< 0, y.ss< 0, y.ii< 0.
{ RCD; z.ii= x.ss* y.ss;
RCU; z.ss= x.ii* y.ii;
RCN; }
}
}
}
if(isNodef(z.ii)||isNodef(z.ss))
toYNodef(z.ii,z.ss) ;
}
return z;
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}
//
// *****
// Division.
//
template<class FL>
Ival<FL> operator/( const Ival<FL> x, const Ival<FL> y )
{
static Ival<FL> z;
z= upY2Nodef(x,y);
if(isNodef(z)) ;
else if
( isNull(y)
||((isInf(y.ii)||isInf(y.ss))&&(isInf(x.ii)||isInf(x.ss)))
)
toYNodef(z.ii, z.ss);
else
{
if( x.ss>= 0 )
{ if( x.ii>= 0 )
{ if( y.ss>= 0 )
{ if( y.ii>= 0 )
// x.ss>=0, x.ii>=0, y.ss>=0, y.ii>=0.
{ RCD; z.ii= x.ii/ y.ss;
RCU; z.ss= x.ss/ y.ii;
RCN; }
else
// x.ss>=0, x.ii>=0, y.ss>=0, y.ii< 0.
;
}
else
{ if( y.ii>= 0 )
// x.ss>=0, x.ii>=0, y.ss< 0, y.ii>=0.
;
else
// x.ss>=0, x.ii>=0, y.ss<0 , y.ii< 0.
{ RCD; z.ii= x.ss/ y.ss;
RCU; z.ss= x.ii/ y.ii;
RCN; }
}
}
else
{ if( y.ss>= 0 )
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{ if( y.ii>= 0 )
// x.ss>=0, x.ii< 0, y.ss>=0, y.ii>=0.
{ RCD; z.ii= x.ii/ y.ii;
RCU; z.ss= x.ss/ y.ii;
RCN; }
else
// x.ss>=0, x.ii< 0, y.ss>=0, y.ii< 0.
;
}
else
{ if( y.ii>= 0 )
// x.ss>=0, x.ii< 0, y.ss< 0, y.ii>=0.
;
else
// x.ss>=0, x.ii< 0, y.ss< 0, y.ii< 0.
{ RCD; z.ii= x.ss/ y.ss;
RCU; z.ss= x.ii/ y.ss;
RCN; }
}
}
}
else
{ if( x.ii>= 0 )
{ if( y.ss>= 0 )
{ if( y.ii>= 0 )
// x.ss< 0, x.ii>=0, y.ss>=0, y.ii>=0.
{ RCD; z.ii= x.ii/ y.ss;
RCU; z.ss= x.ss/ y.ss;
RCN; }
else
// x.ss< 0, x.ii>=0, y.ss>=0, y.ii< 0.
;
}
else
{ if( y.ii>= 0 )
// x.ss< 0, x.ii>=0, y.ss< 0, y.ii>=0.
;
else
// x.ss< 0, x.ii>=0, y.ss< 0, y.ii< 0.
{ RCD; z.ii= x.ss/ y.ii;
RCU; z.ss= x.ii/ y.ii;
RCN; }
}
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}
else
{ if( y.ss>= 0 )
{ if( y.ii>= 0 )
// x.ss< 0, x.ii< 0, y.ss>=0, y.ii>=0.
{ RCD; z.ii= x.ii/ y.ii;
RCU; z.ss= x.ss/ y.ss;
RCN; }
else
// x.ss< 0, x.ii< 0, y.ss>=0, y.ii< 0.
;
}
else
{ if( y.ii>= 0 )
// x.ss< 0, x.ii< 0, y.ss< 0, y.ii>=0.
;
else
// x.ss< 0, x.ii< 0, y.ss< 0, y.ii< 0.
{ RCD; z.ii= x.ss/ y.ii;
RCU; z.ss= x.ii/ y.ss;
RCN; }
}
}
}
if(isNodef(z.ii)||isNodef(z.ss))
toYNodef(z.ii,z.ss) ;
}
return z;
}
//
// *****
// STREAM OPERATORS.
//
template<class FL>
istream& operator >> (istream& is, Ival<FL>& a)
{
unsigned szFL= sizeof(FL);
FL x=0, y=0;
char c=0;
char str[27]= {’\0’};
if(is)
{
is >> c;
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if(c == ’[’)
{ is >> c;
if(c == ’(’)
{ unsigned i=0;
str[i]= c;
while((c != ’)’)&&(i<27))
{++i; is >> c; str[i]= c;}
if(szFL== sizeof(float))
x= BFloat(str);
else if(szFL== sizeof(double))
x= BDouble(str);
else if(szFL== sizeof(long double))
x= BLongD(str);
is >> c;
if(c == ’,’)
{ is >> c; i=0; str[i]= c;
while((c != ’)’)&&(i<27))
{++i; is >> c; str[i]= c;}
if(szFL== sizeof(float))
y= BFloat(str);
else if(szFL== sizeof(double))
y= BDouble(str);
else if(szFL== sizeof(long double))
y= BLongD(str);
is >> c;
}
if (c != ’]’) is.clear(ios::badbit);
}
else
{ is.putback(c);
is >> x >> c;
if (c == ’,’) is >> y >> c;
if (c != ’]’) is.clear(ios::badbit);
}
}
else
{ if(c == ’(’)
{ unsigned i=0;
str[i]= c;
while((c != ’)’)&&(i<27))
{++i; is >> c; str[i]= c;}
if(szFL== sizeof(float))
x= BFloat(str);
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else if(szFL== sizeof(double))
x= BDouble(str);
else if(szFL== sizeof(long double))
x= BLongD(str);
y= x;
}
else {is.putback(c); is >> x; y= x;}
}
if(isNodef(x) || isNodef(y)) toYNodef(x,y);
}
else toYNodef(x,y);
a = Ival<FL>(x,y);
return(is);
}
//
//
/*
ostream& operator << (ostream& os, const Ival<float> a)
{
double b,c;
os << "[";
if (a.ii != 0.0) {
b=log10(fabs(a.ii));
modf(b,&c);
c=pow(10.0,6.0-(c+1.0));
b=a.ii*c;
b=floor(b);
b=b/c;
os << gcvt(b,6,CHBUFFER) << ","; }
else
os << gcvt(a.ii,6,CHBUFFER) << ",";
if (a.ss != 0.0) {
b=log10(fabs(a.ss));
modf(b,&c);
c=pow(10.0,6.0-(c+1.0));
b=a.ss*c;
b=ceil(b);
b=b/c;
os << gcvt(b,6,CHBUFFER)<< "]";}
else
os << gcvt(a.ss,6,CHBUFFER) << ",";
return os;
}
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*/
/*
template<class FL>
ostream& operator << (ostream& os, const Ival<FL> a)
{
return os << "[" << a.ii << "," << a.ss << "]";
}
*/
ostream& operator << (ostream& os, const Ival<float> a)
{
os << "[";
if(a.ii >= (float)0.)
{ RCD; os << gcvt(a.ii,7,CHBUFFER)<< ","; }
else
{ RCU; os << "-"<< gcvt(-a.ii,7,CHBUFFER)<< ","; }
if(a.ss >= (float)0.)
{ RCU; os << gcvt(a.ss,7,CHBUFFER)<< "]"; }
else
{ RCD; os << "-"<< gcvt(-a.ss,7,CHBUFFER)<< "]"; }
RCN;
return os;
// The pair (a.ii, a.ss) with no further filtering.
}
//
template<class FL>
ostream& operator << (ostream& os, const Ival<FL> a)
{
os << "[";
if(a.ii >= (FL)0.)
{ RCD; os << gcvt((double)a.ii,16,CHBUFFER)<< ","; }
else
{ RCU; os << "-"<< gcvt((double)(-a.ii),16,CHBUFFER)<< ","; }
if(a.ss >= (FL)0.)
{ RCU; os << gcvt((double)a.ss,16,CHBUFFER)<< "]"; }
else
{ RCD; os << "-"<< gcvt((double)(-a.ss),16,CHBUFFER)<< "]"; }
RCN;
return os;
// The pair (a.ii, a.ss) with no further filtering.
}
/*#if 0
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//
//
//char aa[1+3+2*(7+MXPREC)];
char aa[1+3+2*(7+MXPREC)];
char*a=aa;
char*Ivfloat::Str(int pr)
{
//char axbf[MXPREC+7];
char axbf[MXPREC+7];
int whts;
if( pr< 1 ) pr= 1; if( pr> MXPREC ) pr= MXPREC;
strcpy(aa, "[");
ii>=0 ? RCD : RCU;
// gcvt( ii, pr, axbf ); whts= MXPREC+7 - strlen( axbf );
gcvt( ii, pr, axbf ); whts= MXPREC+7 - strlen( axbf );
for( int j=0; j<whts ; ++j ) strcat( aa," " );
strcat( aa, axbf );
strcat( aa, "," );
ss>=0 ? RCU : RCD;
// gcvt( ss, pr, axbf ); whts= MXPREC+7 - strlen( axbf );
gcvt( ss, pr, axbf ); whts= MXPREC+7 - strlen( axbf );
for( j=0; j<whts ; ++j ) strcat( aa," " );
strcat( aa, axbf );
strcat( aa, "]" );
RCN; return a;
}
//
#endif
*/
//
// *****
// YBCode:
//
YBCode::~YBCode()
{ if(sz== 0);
else if(sz== sizeof(Ival<float>)) delete yfl;
else if(sz== sizeof(Ival<double>)) delete ydb;
else if(sz== sizeof(Ival<long double>)) delete yld;
}
//
YBCode::YBCode()
{ sz=0; yfl=0; ydb=0; yld=0; }
//
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YBCode::YBCode(const YBCode& xx)
{ sz= xx.sz;
if(sz== 0)
{ yfl=0; ydb=0; yld=0; }
else if(sz== sizeof(Ival<float>))
yfl= new Ival<float>(*(xx.yfl));
else if(sz== sizeof(Ival<double>))
ydb= new Ival<double>(*(xx.ydb));
else if(sz== sizeof(Ival<long double>))
yld= new Ival<long double>(*(xx.yld));
}
//
YBCode::YBCode(const Ival<float> xx)
{ sz= sizeof(Ival<float>);
yfl= new Ival<float>(xx);
}
//
YBCode::YBCode(const Ival<double> xx)
{ sz= sizeof(Ival<double>);
ydb= new Ival<double>(xx);
}
//
YBCode::YBCode(const Ival<long double> xx)
{ sz= sizeof(Ival<long double>);
yld= new Ival<long double>(xx);
}
//
ostream& operator<<(ostream& out, const YBCode xx)
{
if(xx.sz== sizeof(Ival<float>))
{out<< ’[’<< FBCode(xx.yfl->ii);
out<< ’,’<< FBCode(xx.yfl->ss)<< ’]’;}
else if(xx.sz== sizeof(Ival<double>))
{out<< ’[’<< FBCode(xx.ydb->ii);
out<< ’,’<< FBCode(xx.ydb->ss)<< ’]’;}
else if(xx.sz== sizeof(Ival<long double>))
{out<< ’[’<< FBCode(xx.yld->ii);
out<< ’,’<< FBCode(xx.yld->ss)<< ’]’;}
return out;
}
//
//IVAL.CPP’s end!
//
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//
// coutfile.h
//
#ifndef _COUTFILE_
#define _COUTFILE_
//
#include <iostream.h>
#include <fstream.h>
//
class doubleio
{
public:
ofstream* file;
//
doubleio(char* fname, unsigned md=0);
doubleio(doubleio&);
~doubleio();
};
//
template<class CIOARG>
doubleio& operator<<(doubleio &os, CIOARG tt)
{ ::cout << tt;
*(os.file) << tt;
return os;
}
//
template<class CIOARG>
doubleio& operator>>(doubleio &is, CIOARG& tt)
{
::cin >> tt;
*(is.file) << tt;
return is;
}
//
// *****
// COUT/CIN TEXT-FILE MACRO.
//
#define COUTFILE(FNAME); \
doubleio cout(FNAME); \
doubleio& cin(cout); \
cout<< "***** COUTFILE IS INSTALLED! *****" \
<< endl<< endl
//
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// *****
// NEW SCREEN( heading) MACRO
//
extern char NewScrMessage;
#define NEWSCR(HEADING) \
cout<< \
" ******* Enter ANY CHARACTER for a new page!! **[ ";\
cin>> NewScrMessage; \
cout<< " ]**"<< endl<< endl; \
clrscr(); \
cout<< HEADING<< endl<< endl
//
#endif
// END OF "coutfile.h"
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//
// "coutfile.cpp"
//
#include "coutfile.h"
//
// *****
// COUTFILE and NEWSCREEN support.
//
doubleio::doubleio(char* fname, unsigned md)
{ file= new ofstream(fname,md); }
//
doubleio::doubleio(doubleio& dio)
{ file= dio.file; }
//
doubleio::~doubleio()
{ delete file; }
//
//
char NewScrMessage;
//
// END OF "coutfile.cpp"
Apéndice B
Marcas e intervalos de marcas
Las escalas numéricas, tanto de lectura/escritura como las de cálculo, presentan
una ambiguedad morfológica debido a que obligan a considerar exactos, es decir
puntuales, valores que en realidad no lo son. A la vez, como su número de cifras es
siempre limitado, acostumbra a suceder que el valor que representamos en ellas,
no coincide con el hipotético valor exacto al que queremos señalar.
Al trabajar con escalas numéricas sería más correcto referirnos a zonas de puntos
en las que los números reales que pertenecen a dicha zona son indiscernibles entre
ellos respecto de la escala en la que trabajamos. Son precisamente estas zonas
de indiscernibilidad las que nos conducen al concepto de marca numérica en una
escala digital.
La marca es un concepto que lleva asociado un intervalo impropio, pero su defini-
ción irá más allá de la pura noción intervalar. Así pues, hablaremos de tolerancia,
granularidad y también de los elementos que determinan la escala numérica, como
son el número de digitos y la base en la que los expresamos. Una teoría completa
de marcas se encuentra en la referencia [37].
B.1. Marcas
Definición B.1.1. (Marca sobre una escala digital) La marca sobre una escala
digital DIn es un objeto que representaremos por 〈c, t, g, n, b〉 donde
c ∈ DIn es el centro de la marca
t ∈]0, 1[ es la tolerancia técnica, valor que nos indica la mayor separación
relativa entre puntos indiscernibles de la marca y su centro
g ∈]0, 1[ es la granularidad técnica, número que es admisible como unidad
de medida de la tolerancia
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n ∈ N es el número de digitos fraccionarios de la mantisa de la escala DIn
b es la base de la escala digital DIn
Observemos que es conveniente exigir 1 > t > g ≥ b−n para que la marca sea
coherente.
El conjunto de las marcas con tolerancia t y paso digital b−n sobre una escala
digitalDIn lo simbolizamos porM(t, n, b), donde los elementos t, n y b constituyen
el tipo de la marca. Conocido el tipo de una marca, ésta queda determinada
indicando solamente el centro y la granularidad.
Definición B.1.2. (Intervalos asociados a la marca) Dada la marca X = 〈c, g〉 ∈
M(t, n, b), definimos
intervalo asociado a X al intervalo Iv(X) = c ∗ (1± t) = c ∗ [1 + t, 1− t]
sombra externa de X al intervalo Exsh(X) = Iv(X) ∗ prop(1± g)
Proposición B.1.1. Dada la marca X = 〈c, g〉 ∈M(t, n, b) se cumple
Exsh′(X) ⊆ Iv′(X)
Aunque toda marca lleva asociado el intervalo impropio Iv(X), cuando consi-
deremos el intervalo prop(c∗ (1± t)) hablaremos del intervalo de indiscernibilidad
de X y lo representaremos por Ind(X). Al referirnos a puntos reales de Ind(X)
lo haremos como a lecturas de X.
El cociente g
t
es el índice de imprecisión de la marca y su complemento a uno es
lo que llamaríamos índice de validez.
La construcción de este nuevo concepto comporta que debamos construir también
las correspondientes relaciones entre marcas y además queremos que coincidan con
las relaciones entre números reales. Así pues, tendrá sentido hablar de relaciones
de igualdad y de desigualdad entre marcas, pero no de relaciones de inclusión.
Las relaciones entre marcas se definirán cuando las marcas a relacionar sean
comparables (tengan la misma tolerancia y vengan expresadas en la misma base).
Bajo este supuesto, si X1 = 〈c1, g1〉 y X2 = 〈c2, g2〉 definiremos
Definición B.1.3. (Relaciones de igualdad)
Igualdad material: X1 = X2 ⇔ c1 = c2
Igualdad débil o paramétrica respecto de α ∈]0, 1]
X1 ≈α X2 ⇔

c2 ∈ Ind〈c1, αt, g1, n1, b〉
o
c1 ∈ Ind〈c2, αt, g2, n2, b〉
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La relación de igualdad débil cumple las propiedades reflexiva, simétrica y (α +
β)− transitiva.
Definición B.1.4. (Relaciones de desigualdad)
Desigualdad material: X1 ≤ X2 ⇔ c1 ≤ c2
Desigualdad débil o paramétrica respecto de α ∈]0, 1]
X1 ¹α X2 ⇔ X1 ≤ X2 o X1 ≈α X2
La relación de desigualdad débil es reflexiva, antisimétrica y (α+ β)− transitiva.
Definición B.1.5. (Relaciones de desigualdad estricta)
Desigualdad estricta material: X1 < X2 ⇔ Iv(X1) < Iv(X2)
Desigualdad estricta débil o paramétrica respecto de α ∈]0, 1]
X1 ≺α X2 ⇔ (¬(X1 ≈α X2)), c1 < c2
En cualquier cálculo entre marcas acostumbra a haber una pérdida de signifi-
cación que se refleja sobre la granularidad del resultado. Para dar homogeneidad
al sistema, datos y resultados deberán pertenecer al mismo tipo. Deberemos recon-
vertir los valores puntuales a marcas y esta reconversión representaria la operación
de medida que deberíamos hacer para obtener un valor efectivo experimental a
partir de un valor analítico.
Definición B.1.6. (Operador de marcas con valores intervalares) Si f : R2 −→ R
es una función continua, el operador de marcas con valores intervalares asociado
a f es cualquier función de la forma
fMI :M(t, n, b)×M(t, n, b) −→ I∗(R)
tal que si X1 y X2 son marcas del tipo M(t, n, b) entonces
fMI(X1, X2) := f(x
0
1, x
0
2) + (1± t)
donde (x01, x02) ∈ Iv′(X1, X2).
Un operador de este tipo se llama racional o centrado cuando
fR(Iv(X1), Iv(X2)) ⊆ f(c1, c2) ∗ (1± t)
donde fR es la función intervalar asociada a f y c1, c2 son los centros de las
marcas X1 y X2 respectivamente.
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Definición B.1.7. (Operadores de marcas con valores en M(t, n, b)) Representa-
mos por fM(t,n) :M(t, n, b)×M(t, n, b) −→M(t, n, b) el operador de marcas sobre
M(t, n, b) asociado a la función continua f : R2 −→ R y si X1, X2 ∈ M(t, n, b)
siendo X1 = 〈c1, g1〉 y X2 = 〈c2, g2〉 entonces
fM(t,n)(X1, X2) = 〈dif(c1, c2), t, gz, n, b〉
donde
dif(c1, c2) es el cálculo digital de f en (c1, c2) sobre la escala DIn.
La granularidad resultante gz la expresamos como gz = γ1,2+b−n admitiendo
que hay desplazamiento relativo en el cálculo de dif(c1, c2) respecto del valor
exacto y éste desplazamiento es mínimo; es decir, menor o igual que el valor
de la granularidad digital b−n.
Al valor γ1,2 le denominamos término principal de la granularidad imagen.
Exigimos siempre que γ1,2 ≥ gM1,2 siendo gM1,2 = ma´x{g1, g2}. Para determinar
este valor γ1,2 en la referencia [37] se ha estudiado el criterio minimalista,
en el que se piden las dos condiciones siguientes:
f(c1, c2) ∗ (1± γ1,2) ⊆ fR(c1 ∗ (1± g1), c2)
f(c1, c2) ∗ (1± γ1,2) ⊆ fR(c1, c2 ∗ (1± g2)
El estudio de los operadores aritméticos lleva a que si X1 = 〈c1, g1〉 y X2 = 〈c2, g2〉
son marcas del mismo tipo, X1, X2 ∈M(t, n, b), entonces
1. X1 ∗X2 =
〈
di(c1 ∗ c2), t, gM1,2 + b−n, n, b
〉
2.
X1
X2
=
〈
di
(
c1
c2
)
, t,ma´x
{
g1,
g2
1− g2
}
+ b−n, n, b
〉
siempre que 0 /∈ Ind(X2)
3. ma´x{X1, X2} =
〈
ma´x{c1, c2}, t, gM1,2, n, b
〉
4. mı´n{X1, X2} =
〈
mı´n{c1, c2}, t, gM1,2, n, b
〉
5. Si signo(c1)=signo(c2), X1 +X2 =
〈
di(c1 + c2), t, g
M
1,2 + b
−n, n, b
〉
6. Si signo(c1) 6= signo(c2),
X1+X2 =
〈
di(c1 + c2), t,ma´x
{
gM1,2,
∣∣∣∣ |c1|g1|c1| − |c2|
∣∣∣∣ , ∣∣∣∣ |c2|g2|c1| − |c2|
∣∣∣∣}+ b−n, n, b〉
Ya estudiados los operadores elementales, si f : Rk −→ R es una función racional
continua y X1, ..., Xk ∈M(t, n, b), la función de marcas asociada a f sobre los ar-
gumentos X1, ..., Xk la representamos por fM(t,n)(X1, ...., Xk) y es aquella función
en la que
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Cada variable xi de la función f es sustituida por la marca Xi correspon-
diente, considerando independientes las incidencias de las variables multi-
incidentes, si las hubiera
Cada operador de los que constituyen el árbol sintáctico de f es sustituido
por el operador de marcas correspondiente.
La semántica del cálculo Z = 〈cz, gz〉 = fM(t,n)(X1, ..., Xk) es
(∀z ∈ Iv′(Z˜))(∃(x1, ..., xk) ∈ Iv′(X1)× · · · × Iv′(Xk)) z = f(x1, ..., xk)
donde Z˜ es la marca asociada a la sombra de Z, es decir,
Z˜ = 〈cz, t− g(1 + t), b−n, n, b〉
B.2. Intervalos de marcas
La construcción de los intervalos de marcas es paralela a la construcción de los
intervalos modales.
Definición B.2.1. (Intervalo de marcas) Dadas las marcas A,A ∈ M(t, n, b),
designadas por 〈a, g〉 y 〈a, g〉 respectivamente, si A ≤ A, el intervalo ordinario de
marcas de extremos A y A es
A′ = [A,A]′ := {A ∈M(t,∞, b)| A = 〈a, g′〉, a ∈ R, g′ ∈ [0, 1[, A ≤ A ≤ A}
Al conjunto de intervalos ordinarios de marcas lo denotaremos I(M(t, n, b)) aunque
para simplificar la notación escribiremos I(M).
Definición B.2.2. (Intervalo modal de marcas) Un intervalo modal de marcas
del tipo M(t, n, b) está formado por un intervalo ordinario de marcas y un cuan-
tificador, la modalidad, es decir
A = ((A′, QA), A′ ∈ I(M), QA ∈ {E,U})
Al conjunto de intervalos de marcas del tipo t, n, b lo notaremos I∗(M).
Definición B.2.3. (Infimo y supremo de una marca) Si A es ([A,A]′, QA) defi-
nimos
ínfimo de A
inf(A) =
{
mı´n{A,A} si mod(A) = E
ma´x{A,A} si mod(A) = U
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supremo de A
sup(A) =
{
ma´x{A,A} si mod(A) = E
mı´n{A,A} si mod(A) = U
Observemos que la definición de ínfimo y supremo implica que los extremos de
A tengan la misma granularidad ya que los operadores mínimo y máximo sobre
marcas consideran la mayor de las granularidades de los operandos.
Proposición B.2.1. (Relaciones de inclusión, igualdad y desigualdad)
A está incluido en B cuando Pred(A) ⊆ Pred(B)
A es igual a B cuando Pred(A) = Pred(B)
A está débilmente incluido en B respecto de α cuando A ºα B, A ¹α B
A es débilmente igual a B respecto de α cuando A ≈α B, A ≈α B
A partir de las propiedades de las relaciones de desigualdad débil entre marcas
se deduce que la inclusión débil de intervalos de marcas cumple las propiedades
reflexiva, antisimétrica y (α+β)− transitiva (siempre que las granularidades sean
correctas).
También a partir de las propiedades de la igualdad débil entre marcas se deducen
las propiedades de la relación de igualdad débil entre intervalos de marcas; re-
flexiva, antisimétrica y (α+ β)− transitiva (suponiendo la compatibilidad de las
granularidades con αt, βt i/o (α + β)t, según sea necesario).
Definición B.2.4. (Relaciones de menor o igual)
A es menor o igual que B cuando A ≤ B, A ≤ B
A es débilmente menor o igual que B respecto de α cuando A ¹α B, A ¹α B
Análogamente a como se define para el análisis intervalar modal definimos la
extensión *-semántica.
Definición B.2.5. (Función *-semántica) La función *-semántica asociada a
fM(t,n) se representa por
f ∗M(t,∞) : I
∗(M(t, n)k) ⊆ I∗(M(t,∞)k)→ I∗(M(t,∞))
y si X ∈ I∗(M(t, n)k), se define como
f ∗M(t,∞)(X ) := 〈f ∗(ProjReal(X )), t, gf (X ),∞, b〉
siendo gf (X ) la máxima de las granularidades que se obtendrían en el cálculo de
los extremos de f ∗(ProjReal(X )).
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La semántica que verificará esta extensión en términos de intervalos de marcas
queda reflejada en el siguiente teorema.
Teorema B.2.1. (Teorema semántico) Sea fM(t,n) : M(t, n)k → M(t, n). Dado
A ∈ I∗(M(t, n)k), si FM(t,∞) : I∗(M(t, n)k)→ I∗(M(t,∞)) es una función tal que
existe FM(t,∞)(A) ∈ I∗(M(t,∞)), entonces, si todas las marcas que intervienen
son válidas, las siguientes afirmaciones son equivalentes,
f ∗M(t,∞)(A) ⊆ FM(t,∞)(A)
U(X ′, I(M(t, n)k))(. ∈ X ′) ∈ Pred ∗ (A) ⇒ (. ∈ DfM(X ′)) ∈ Pred ∗
(FM(t,∞)(A))
U(Ap,A′p)Q(Z, FM(t,∞)(A))E(Ai,A′i) Z = fM(t,∞)(Ap, Ai)
La construcción de los intervalos de marcas sigue un camino paralelo al de los
intervalos modales, por tanto los resultados que obtenemos en I∗(M) serán básica-
mente equivalentes a los resultados en I∗(R), si bien el carácter fundamentalmente
“fuzzy” del parámetro de validez de las marcas introduce efectivamente un nivel
adicional de complejidad.
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Apéndice C
Crank-Nicolson
El sistema
2(1 + d) −d 0 0 · · · 0
−d 2(1 + d) −d 0 · · · 0
0 −d 2(1 + d) −d · · · 0
· · · · · · · · · · · · · · · · · ·
0 0 0 0 −d 2(1 + d)


fn+11
fn+12
fn+13
...
fn+1N
 =

b1
b2
b3
...
bN

siendo
b1 = df(0, t
n) + 2(1− d)fn1 + dfn2 + df(0, tn+1)
b2 = df
n
1 + 2(1− d)fn2 + dfn3
b3 = df
n
2 + 2(1− d)fn3 + dfn4
...
bN = df
n
N−1 + 2(1− d)fnN + df(L, tn) + df(L, tn+1)
puede escribirse, prescindiendo de la notación matricial, de la forma
2(1 + d)fn+11 − dfn+12 − 2(1− d)fn1 − dfn2 − d(fn+10 + fn0 ) = 0
−dfn+11 + 2(1 + d)fn+12 − dfn+13 − dfn1 − 2(1− d)fn2 − dfn3 = 0
−dfn+12 + 2(1 + d)fn+13 − dfn+14 − dfn2 − 2(1− d)fn3 − dfn4 = 0
· · ·
−dfn+1N−1 + 2(1 + d)fn+1N − dfnN−1 − 2(1− d)fnN − d(fn+1N+1 + fnN+1) = 0

Si dividimos por d y consideramos el cambio de variable c = 1
d
en cada ecuación
del sistema, obtenemos:
2(1 + c)fn+11 − fn+12 + 2(1− c)fn1 − fn2 − (fn+10 + fn0 ) = 0
−fn+11 + 2(1 + c)fn+12 − fn+13 − fn1 + 2(1− c)fn2 − fn3 = 0
−fn+12 + 2(1 + c)fn+13 − fn+14 − fn2 + 2(1− c)fn3 − fn4 = 0
· · ·
−fn+1N−1 + 2(1 + c)fn+1N − fnN−1 + 2(1− c)fnN − (fn+1N+1 + fnN+1) = 0
 (C.1)
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Planteamos a continuación el problema intervalar
Tt = KTxx K ∈ I∗(R)
y estudiamos su resolución aplicando el método de Crank-Nicolson, luego nuestro
objetivo es resolver el siguiente sistema intervalar:
2(1 + C) ∗ T n+11 − T n+12 + 2(1− C) ∗ T n1 − T n2 − (T n+10 + T n0 ) = 0
−T n+11 + 2(1 + C) ∗ T n+12 − T n+13 − T n1 + 2(1− C) ∗ T n2 − T n3 = 0
−T n+12 + 2(1 + C) ∗ T n+13 − T n+14 − T n2 + 2(1− C) ∗ T n3 − T n4 = 0
· · ·
−T n+1N−1 + 2(1 + C) ∗ T n+1N − T nN−1 + 2(1− C) ∗ T nN − (T n+1N+1 + T nN+1) = 0

Este sistema no permite aplicar los teoremas de optimalidad del análisis intervalar
modal, ya que si estudiamos la monotonía respecto a la variable multiincidente
C se comprueba, tal como veremos a continuación, que no hay monotonía.
Consideremos
F1 = 2(1 + c)f
n+1
1 − fn+12 + 2(1− c)fn1 − fn2 − (fn+10 + fn0 )
F2 = −fn+11 + 2(1 + c)fn+12 − fn+13 − fn1 + 2(1− c)fn2 − fn3
F3 = −fn+12 + 2(1 + c)fn+13 − fn+14 − fn2 + 2(1− c)fn3 − fn4
· · ·
FN = −fn+1N−1 + 2(1 + c)fn+1N − fnN−1 + 2(1− c)fnN − (fn+1N+1 + fnN+1)

Estudiamos la posible monotonía respecto a la variable multiincidente
∂Fi
∂c
= 2fn+1i − 2fni (i = 1, ..., N)
y como vemos, no tiene signo definido.
Sin embargo, observemos que reordenando términos, podemos escribir el sistema
C.1 en la forma
2(1 + c)(fn+11 − fn1 )− (fn+12 − fn2 ) + 4fn1 − 2fn2 − (fn+10 + fn0 ) = 0
−(fn+11 − fn1 ) + 2(1 + c)(fn+12 − fn2 )− (fn+13 − fn3 )− 2fn1 + 4fn2 − 2fn3 = 0
−(fn+12 − fn2 ) + 2(1 + c)(fn+13 − fn3 )− (fn+14 − fn4 )− 2fn2 + 4fn3 − 2fn4 = 0
· · ·
−(fn+1N−1 − fnN−1) + 2(1 + c)(fn+1N − fnN)− 2fnN−1 + 4fnN − (fn+1N+1 + fnN+1) = 0

cuyo problema intervalar asociado
2(1 + C) ∗ (T n+11 − T n1 )− (T n+12 − T n2 ) + 4T n1 − 2T n2 − (T n+10 + T n0 ) = 0
−(T n+11 − T n1 ) + 2(1 + C) ∗ (T n+12 − T n2 )− (T n+13 − T n3 )− 2T n1 + 4T n2 − 2T n3 = 0
−(T n+12 − T n2 ) + 2(1 + C) ∗ (T n+13 − T n3 )− (T n+14 − T n4 )− 2T n2 + 4T n3 − 2T n4 = 0
· · ·
−(T n+1N−1 − T nN−1) + 2(1 + C) ∗ (T n+1N − T nN)− 2T nN−1 + 4T nN − (T n+1N+1 + T nN+1) = 0

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sí nos da una solución intervalar optimal interpretable, tal como se demuestra a
continuación.
Definimos
F1 = 2(1 + c)(f
n+1
1 − fn1 )− (fn+12 − fn2 ) + 4fn1 − 2fn2 − (fn+10 + fn0 )
F2 = −(fn+11 − fn1 ) + 2(1 + c)(fn+12 − fn2 )− (fn+13 − fn3 )− 2fn1 + 4fn2 − 2fn3
F3 = −(fn+12 − fn2 ) + 2(1 + c)(fn+13 − fn3 )− (fn+14 − fn4 )− 2fn2 + 4fn3 − 2fn4
· · ·
FN = −(fn+1N−1 − fnN−1) + 2(1 + c)(fn+1N − fnN)− 2fnN−1 + 4fnN − (fn+1N+1 + fnN+1)

Si calculamos las derivadas parciales de las funciones Fi (i = 1, ..., N) respecto a
sus variables multiincidentes obtenemos:
∂Fi
∂fni−1
= − 1 (i = 2, ..., N)
∂Fi
∂fni
= − 2(1 + c) + 4 < 0⇔ c > 1⇔ ∆t < (∆x)
2
k
(c =
(∆x)2
k∆t
) (i = 1, ..., N)
∂Fi
∂fni+1
= − 1 (i = 1, ..., N − 1)
Aplicando los teoremas de optimalidad se deduce que el cálculo optimal para
dicho sistema es:
2(1 + C) ∗ (T n+11 − T n1 )−Dual(T n+12 − T n2 ) = B1
−Dual(T n+11 − T n1 ) + 2(1 + C) ∗ (T n+12 − T n2 )−Dual(T n+13 − T n3 ) = B2
−Dual(T n+12 − T n2 ) + 2(1 + C) ∗ (T n+13 − T n3 )−Dual(T n+14 − T n4 ) = B3
· · ·
−Dual(T n+1N−1 − T nN−1) + 2(1 + C) ∗ (T n+1N − T nN) = BN

siendo
B1 = −4T n1 + 2Dual(T n2 ) +Dual(T n+10 + T n0 )
B2 = 2Dual(T
n
1 )− 4T n2 + 2Dual(T n3 )
B3 = 2Dual(T
n
2 )− 4T n3 + 2Dual(T n4 )
· · ·
BN = 2Dual(T
n
N−1)− 4T nN +Dual(T n+1N+1 + T nN+1)

Resolvemos este sistema considerando las variables Ii = T n+1i − T ni , y por tanto
T n+1i = Ii +Dual(T
n
i )
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Para resolver el sistema
2(1 + C) ∗ I1 −Dual(I2) = B1
−Dual(I1) + 2(1 + C) ∗ I2 −Dual(I3) = B2
−Dual(I2) + 2(1 + C) ∗ I3 −Dual(I4) = B3
· · ·
−Dual(IN−1) + 2(1 + C) ∗ IN = BN

utilizamos el método propuesto en las referencias [60] [61] y que adaptado a nue-
stro sistema particular es el siguiente:
Consideremos (i1, ..., iN) una solución real del sistema
2(1 + c)i1 − i2 = b1
−i1 + 2(1 + c)i2 − i3 = b2
−i2 + 2(1 + c)i3 − i4 = b3
· · ·
−iN−1 + 2(1 + c)iN = bN

siendo 2(1 + c) cualquier número real perteneciente al conjunto 2(1 + C)′ y
bi cualquier número real del conjunto B′i (i = 1, ..., N) y consideremos I0 =
([i1, i1], ..., [iN , iN ]) = (I
0
1 , ..., I
0
N).
I0 es solución del sistema
Impr(2(1 + C)) ∗ I1 − I2 ⊆ Prop(B1)
−I1 + Impr(2(1 + C)) ∗ I2 − I3 ⊆ Prop(B2)
−I2 + Impr(2(1 + C)) ∗ I3 − I4 ⊆ Prop(B3)
· · ·
−IN−1 + Impr(2(1 + C)) ∗ IN ⊆ Prop(BN)

Utilizando el operador intervalar Jacobi asociado a este sistema obtenemos
I11 = J(I
0
1 ) =
Prop(B1) +Dual(I
0
2 )
Dual(Impr(2(1 + C)))
I1i = J(I
0
i ) =
Prop(Bi) +Dual(I
0
i−1) +Dual(I
0
i+1)
Dual(Impr(2(1 + C)))
i = 2, ..., N − 1
I1N = J(I
0
N) =
Prop(BN) +Dual(I
0
N−1)
Dual(Impr(2(1 + C)))
suponiendo que 0 6∈ 2(1 + C).
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A continuación definimos Y0 = (Y 01 , ..., Y 0N) := (I11 , ..., I1N) que es solución inicial
del sistema
2(1 + C) ∗ I1 − I2 ⊇ B1
−I1 + 2(1 + C) ∗ I2 − I3 ⊇ B2
−I2 + 2(1 + C) ∗ I3 − I4 ⊇ B3
· · ·
−IN−1 + 2(1 + C) ∗ IN ⊇ BN

Si Y 0 es una solución propia del sistema (por ejemplo, cualquier aproximación
interior del conjunto de soluciones del sistema)
2(1 + C) ∗ I1 − I2 ⊆ B1
−I1 + 2(1 + C) ∗ I2 − I3 ⊆ B2
−I2 + 2(1 + C) ∗ I3 − I4 ⊆ B3
· · ·
−IN−1 + 2(1 + C) ∗ IN ⊆ BN

entonces Y 0 también es solución del sistema
2(1 + C) ∗ I1 −Dual(I2) ⊆ B1
−Dual(I1) + 2(1 + C) ∗ I2 −Dual(I3) ⊆ B2
−Dual(I2) + 2(1 + C) ∗ I3 −Dual(I4) ⊆ B3
· · ·
−Dual(IN−1) + 2(1 + C) ∗ IN ⊆ BN

Si consideramos el operador intervalar Jacobi asociado a este sistema
J(I1) =
B1 + I2
Dual(2(1 + C))
J(Ii) =
Bi + Ii−1 + Ii+1
Dual(2(1 + C))
i = 2, ..., N − 1
J(IN) =
BN + IN−1
Dual(2(1 + C))
suponiendo que 0 6∈ 2(1 + C) podemos obtener una secuencia de vectores inter-
valares Y 0, Y 1 = J(Y 0), Y 2 = J(Y 1), ... que cumple
Y 0 ⊆ Y 1 ⊆ Y 2 ⊆ Y 3 ⊆ Y 4 ⊆ Y 5 ⊆ ...
y cualquier Y t es solución de
2(1 + C) ∗ I1 −Dual(I2) ⊆ B1
−Dual(I1) + 2(1 + C) ∗ I2 −Dual(I3) ⊆ B2
−Dual(I2) + 2(1 + C) ∗ I3 −Dual(I4) ⊆ B3
· · ·
−Dual(IN−1) + 2(1 + C) ∗ IN ⊆ BN

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La condición suficiente de convergencia es que Prop(A) sea una matriz intervalar
estrictamente diagonal dominante.
Aplicando este método al ejemplo particular que hemos estudiado anteriormente
en el apartado 6.2, y considerando K = [0.004, 0.01] obtiene resultados parecidos
a los que obtiene el método explícito tal como muestra la figura C.1.
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Fig. C.1 n = 10, t = 10
