Abstract. We present a higher order Godunov method for hyperbolic systems of conservation laws with sti , relaxing source terms. Our goal is to develop a Godunov method which produces higher order accurate solutions using time and space increments governed solely by the non-sti part of the system, i.e., without fully resolving the e ect of the sti source terms. We assume that the system satis es a certain \subcharacteristic" condition. The method is a semi-implicit form of a method developed by Colella for hyperbolic conservation laws with non-sti source terms. In addition to being semi-implicit, our method di ers from the method for non-sti systems in its treatment of the characteristic form of the equations. We apply the method to a model system of equations and to a system of equations for gas ow with heat transfer. Our analytical and numerical results show that the modi cations to the non-sti method are necessary for obtaining second order accuracy as the relaxation time tends to zero. Our numerical results also suggest that certain modi cations to the Riemann solver used by the Godunov method would help reduce numerical oscillations produced by the scheme near discontinuities. The development of a modi ed Riemann solver is a topic of future work.
of physical phenomena, for example in the modeling of thermally and chemically nonequilibrium uid ows. The term hyperbolic system of conservation laws with relaxation is used here in the sense of Whitham 42 , 43] and Liu 27 ] to denote a hyperbolic system of N partial di erential equations in conservation form with source terms which has as a limit a hyperbolic system of M equations, M < N, called the equilibrium system as N ? M relaxation time parameters i ! 0. We call the system of N equations the nonequilibrium system. The characteristic speeds of the nonequilibrium system are called frozen characteristic speeds, while those of the equilibrium system are called equilibrium characteristic speeds. We say that a system of conservation laws with relaxation is sti when at least one of its relaxation times is small compared to the time scale determined by the frozen characteristic speeds of the system and some appropriate length scale. In this paper we present a higher order Godunov method for hyperbolic systems of conservation laws with sti , relaxing source terms. Our goal is to develop a second order Godunov method which produces higher order accurate solutions using time and space increments governed solely by the non-sti part of the system, i.e., without fully resolving the e ect of the sti source terms. We base our development on the higher order Godunov method for hyperbolic conservation laws with non-sti source terms presented by Colella 11] . We assume that the system of conservation laws with relaxation contains a single rate equation,
i.e., M = N ? 1. We also assume that the frozen and the equilibrium characteristic speeds of the system alternate in a particular way 27, 43] . Speci cally, suppose that the dependent variables of the nonequilibrium system are u1; :::; uN, and that uN is the dependent variable governed by a rate equation, i.e. the N-th equation of the system has a source term which acts to restore uN to equilibrium. The equilibrium system is then found by substituting the equilibrium value of uN, u (u1; :::; uM), in the rst M equations of the nonequilibrium system. We then say that the frozen characteristic speeds i and the equilibrium characteristic speeds i satisfy the subcharacteristic condition if they satisfy the inequality 1 < 1 < 2 < 2 < M < N (1.1) where the i are evaluated at the equilibrium state (u1; :::; uM; u (u1; :::; uM)). Hyperbolic systems of equations with relaxation whose frozen and equilibrium characteristic speeds satisfy (1.1) include the equations describing gas ow with vibrational nonequilibrium and with nonequilibrium due to chemical dissociation 39] .
There are a number of theoretical results in the literature based on the subcharacteristic condition. Whitham 42, 43] shows that the condition is necessary for stability in the case of linearized systems with relaxation. Liu 27] shows for N = 2 that if the frozen and the equilibrium characteristic speeds always satisfy the subcharacteristic condition, then the corresponding equilibrium equation is stable under small perturbations and the time-asymptotic solutions of the system are completely determined by the equilibrium equation. Chen, Levermore, and Liu 8] show that if the subcharacteristic condition is always satis ed, then solutions of the system tend to solutions of the equilibrium equation as the relaxation time tends to zero.
In this paper we develop a higher order Godunov method for solving hyperbolic systems of conservation laws with sti relaxation under the assumption that the frozen and the equilibrium characteristic speeds of the system satisfy (1.1). Our results in an earlier paper 31] show that under this assumption one can always obtain rst order accurate solutions of these systems with a Godunov-type method which does not fully account for the e ect of the sti source terms. Four new issues must be addressed, however, in the development of a higher order accurate Godunov method for hyperbolic conservation laws with sti relaxation which incorporates the methodology in 11]. Two of the issues are relevant to other shock-capturing methods. (See the discussion by Yee and Shinn 46] .) One issue is whether the method should be fully implicit or semi-implicit, i.e., implicit only with respect to the sti source term. The second issue is if the method can use Strang splitting 33] to integrate the source term and the conservation laws in separate, fractional steps and still produce higher order accurate results. A third issue is relevant to all Godunov-type methods. Godunov's original method 18] and subsequent Godunov-type methods (see 38, 44, 45] for overviews) use either the exact or the approximate solution of Riemann problems to calculate numerical uxes. The issue, then, is if the \Riemann solver" needs to account for the equilibrium equation and/or the presence of source terms. The fourth issue is speci c to the higher order Godunov method of Colella 11] . In this method the higher order accuracy results from a step which uses the characteristic form of the equations. The step discards certain components of these equations depending on the signs of the characteristic speeds. The last issue, then, is if one needs to modify this step (and, if so, how) to account for the presence of sti source terms and for the fact that waves propagate at the equilibrium characteristic speeds as the relaxation time approaches zero.
(Remark. The issue of whether to use a fractional step or an unsplit approach is not actually an issue per se in applying the methodology in 11]; the approach there is an unsplit one. We address this issue because there is a lack of consensus in the literature on this issue; see discussions in 16, 23, 46] . ) We resolve the rst of these four issues by assuming that the sti ness in the equations is due entirely to the source term. Hence, a fully implicit method is unnecessary for stability 46], and we choose to use a semi-implicit approach for computational simplicity. In the remainder of this paper we address the other issues with analytical and numerical results. We present evidence in support of the following conclusions:
(1) The method must use an unsplit approach which couples the source term and the conservation laws in order to achieve higher order accuracy for sti systems.
(2) The Riemann solver does not have to account for the equilibrium equation nor for the presence of source terms for the purpose of accuracy. Nevertheless, the method should use a Riemann solver which satis es the following:
A) The Riemann solver reduces to a Riemann solver for the equilibrium equation in the limit as relaxation time tends to zero.
B) The numerical ux determined by the Riemann solver implies that the method is an upwind scheme 21] for all positive values of the relaxation time. A Riemann solver satisfying (1.2) ensures that the method reduces to an upwind-centered di erence scheme 35] for the equilibrium equation in the limit as the relaxation time approaches zero. If the Riemann solver does not satisfy (1.2), the method is more likely to produce oscillations at discontinuities 35, 40, 41] when the system is sti .
(3) The step of the higher order Godunov method which uses the characteristic form of the equations does not have to account directly for the characteristic form of the equilibrium equations. However, the test for determining which components of the characteristic form of the nonequilibrium equations to discard must be modi ed in order to achieve higher order accuracy for sti systems. This change in turn requires a modi cation to the portion of the algorithm which helps preserve monotonicity 37].
In this paper we present a higher order Godunov method that uses an unsplit approach and that implements a new test for determining which components of the characteristic form of the nonequilibrium equations to discard. Both of these features are needed to ensure that the method reduces to a second order method for the equilibrium system as the relaxation time tends to zero.
Our method, however, does not actually use a Riemann solver which satis es (1.2). We believe that the development of a such a Riemann solver for a general hyperbolic conservation law with relaxation is an open problem. Bolstad et al. 4 ] discuss a semi-implicit, unsplit second order Godunov method for a sti system of equations modeling gas dynamics with heat sources and sinks. The Riemann solver in their method uses shock jump conditions which are correct for zero and in nite relaxation times, and which vary in a continuous way for intermediate values of the relaxation time. We are uncertain, however, whether their method is an upwind scheme for all intermediate values of the relaxation time.
The remainder of the paper is organized as follows:
In x2 we review the second order Godunov method 1, 11] for hyperbolic conservation laws with non-sti source terms in one space dimension. In x3 we discuss how to modify the method in 11] in order to obtain a second order Godunov method for hyperbolic conservation laws with sti , relaxing source terms. We refer to the methods in x2 and x3 as the non-sti method and the frozen method, respectively. In x4, we brie y present three variant methods. We present these methods not as potential alternatives to the frozen method but as aids in the analysis of the frozen method.
In x5 we develop a model system of equations and two speci c test problems. In x6, we analyze the frozen method and the three variant methods presented in x4. We show that the frozen method is second order accurate for smooth solutions in the limit as the relaxation time approaches zero. We also demonstrate that two of its features, the coupling of the source term and its modi ed treatment of the characteristic form of the equations, are necessary for obtaining higher order accurate solutions when the model system is sti . We also show that the method does not reduce to an upwind method 3 for the equilibrium equation as the model system becomes increasingly sti . In x7 we show numerical results which validate the analysis in x6.
In x8 we apply the frozen method and the three variant methods to the equations describing one dimensional inviscid gas ow coupled to a constant temperature heat sink. We solve two test problems, an isothermal shock and an isothermal rarefaction. The results are consistent with the results discussed in x6 and x7 for the the model system. The results in x8 also show that the frozen method may produce numerical oscillations near shocks. We conclude that the numerical oscillations produced by the frozen method may be reduced if its Riemann solver were replaced by one which satis es (1.2). In x9, we discuss some considerations in the development of a Riemann solver with the property in (1.2). We also discuss extending the method to the equations of gas ow with chemical and vibrational nonequilibrium.
Remark. The method introduced in x3 addresses the problem of obtaining higher order accuracy for sti hyperbolic conservation laws with relaxation for which the frozen and the equilibrium characteristic speeds satisfy some form of a subcharacteristic condition. The method does not solve the problem of spurious solutions of hyperbolic systems with relaxation for which the subcharacteristic condition is violated 31], or, more generally, of hyperbolic systems with sti source terms for which the limits of vanishing viscosity and vanishing relaxation time do not commute. In particular, the method does not alleviate the problem of spurious solutions arising in the numerical approximation of the equations of reacting gas dynamics 13] or any of the model systems for reacting ow 26, 29] . In 31], we conjecture that there are inherent problems in using a purely shock capturing nite di erence scheme to solve a system of hyperbolic conservation laws with sti source terms for which the limits of vanishing viscosity and vanishing relaxation do not commute. We consider a hyperbolic system of conservation laws with non-sti source terms in one space dimension, i.e., a system of the form where for all U under consideration the Jacobian of F; A(U) = @F=@U, has N real eigenvalues 1 2 N , called the characteristic speeds of the system, corresponding to N linearly independent right eigenvectors r k ; k = 1; . . . ; N. We assume that the ordering of the characteristic speeds is global, and that all N characteristic elds are either genuinely nonlinear or linearly degenerate.We also assume that the Riemann problem for (2.1) with S(U; x) 0, U(x; 0) = UL x < 0 = UR x > 0, has a unique solution for all UL; UR under consideration. To aid in the description of the algorithm, we de ne the matrix of right eigenvectors of A(U) by R = (r1 rN) and the matrix of left eigenvectors by L = R ?1 = (l1 lN) T , where R and L have been normalized so that LR = I. 4 We now describe the second order Godunov method for (2.1). We pick a xed spatial grid with cell width x indexed over j. To advance the solution at time tn, we use a time step t which satis es the Courant-Friedrichs-Lewy (CFL) stability condition, t = x max k;j j n k;j j ;
where n k;j is the k-th eigenvalue of A(U n j ) and is a constant called the Courant number, < 1. We assume that the largest eigenvalue of the Jacobian matrix @S(U; x)=@U is signi cantly smaller in magnitude than (max k;j j n k;j j)= x, i.e., the system is not sti with respect to the source term.
The algorithm consists of four general steps: (1) the calculation of limited central di erence approximations of U in each cell j, where U= x is an approximation of @U=@x at the cell center;
(2) the calculation of time-centered left and right states, U ; j + 1 2 x : We refer to this step as the conservative di erencing step. A dissipative ux term can be added to the numerical ux when strong shocks are present; see 11, 14] .
Step (4) is self-explanatory. We refer the reader to the literature for the details of step (3). Exact Riemann problem solvers exist for very few hyperbolic systems. Riemann solvers for gas dynamics 9, 12] and for gas dynamics with combustion 10, 34] have been developed. There are also a number of algorithms 1, 30, 32] for approximating the solution of the Riemann problem for general hyperbolic systems. We describe the details of the other two steps below. Throughout the description we often omit the superscript n to simplify the notation.
Remark.
Steps (1)- (3) of the algorithm can be applied to any W which is related to U by an invertible map, U = U(W). For example, in the case of Eulerian gas dynamics in one space dimension where U = ( ; u; E) one can use W = ( ; u; p).
Remark. We want to stress here that there is no reason for the purpose of accuracy to include the e ect of the source term in the solution of the Riemann problem. The left and right values calculated in the characteristic tracing step at a given edge are locally second order accurate estimates of the solution at that edge at the half time level. The purpose of solving the Riemann problem is simply to resolve the instantaneous wave interactions of the left and right states in order to obtain an upwind state at the cell edge. where Lj is the matrix of left eigenvectors of A(U n j ). k;j is then given by
We call the values k;j expansion coe cients. In a given cell j, the expansion coe cients are the slopes of the linear pro les of the solution in the space of the right eigenvectors of A(U n j ). We refer to (2.3) as the slope limiting procedure because it generally sets k;j = C k unless there are nearby local extrema or large gradients in U.
Remark. The slope limiting procedure is an attempt to preserve monotonicity in each characteristic eld 37]. Additional dissipation can be added near strong shocks by a slope attening algorithm 11, 14]. In computing the left state, however, we use a characteristic projection operator that discards those components in the @U=@x term corresponding to characteristics which do not originate in the cell to the left of the cell edge, i.e., only characteristics with positive speeds are used in the calculation of the left state. A similar procedure is followed for the right state. This procedure has no e ect for problems in which F(U) = AU where A is a constant matrix, since the discarded components do not a ect the solution of the Riemann problem in that case. However, using the characteristic projection operators results in a more robust algorithm for strongly nonlinear problems 11].
We rst look at the calculation of the left state. ( k;j ; l k;j ; and r k;j are the k-th eigenvalue, left eigenvector, and right eigenvector, respectively, of A(U n j ).) From Taylor's theorem, we have U Remark. The slope limiting procedure and the characteristic projection operators together guarantee that the following is true in the calculation of each left and right state at each edge: the origin of the characteristic in each characteristic eld used in computing the value of the state is in the cell in which the linear pro le corresponding to that eld cannot contain new local extrema.
3. Second Order Godunov Method for Sti Relaxation. We now modify the non-sti method to obtain a second order Godunov method which computes higher order accurate solutions of a sti hyperbolic system of conservation laws with relaxation without fully resolving the e ects of the sti source terms. We refer to this method as the frozen method because its Riemann solver does not account for the equilibrium equation.
We consider a hyperbolic system of conservation laws with relaxation for which there is a single rate equation, i.e., a a system of the form @U @t + @F(U) @x = S(U; x) + H(U); t 0; ?1 < x < 1 U = U(x; t); F(U); S(U; x); H(U) 2 R N (3.1)
where @U @t + @F(U) @x = S(U; x) is a hyperbolic conservation law with non-sti source terms. H(U) has the form (0; 0; ; 0; h(U)) T .
De ne M = N ? 1 and UM to be a vector of the rst M components of U. We assume that a function uN = f(UM) is de ned implicitly by h(U) = c for all values of c. The equilibrium value of uN equals u (UM), where u (UM) satis es the equation h(UM; u (UM)) = 0. We refer to (3.1) as the nonequilibrium system. The equilibrium system corresponding to (3.1) is
where F (UM) = F(UM; u (UM)). We assume that the characteristic speeds of (3.1) and (3.2) are all distinct and that they satisfy the subcharacteristic condition (1.1). for all UM. We also assumethat all M characteristic elds of the equilibrium equation are either genuinely nonlinear or linearly degenerate. We nally assume that @h(U)
for all U. The reciprocal of the absolute value of the left hand side of this inequality is the relaxation time, (U). In our second order Godunov method for (3.1), we want to use the time step given by (2.2) to advance the solution at time tn even though the system may be sti , i.e., max k;j ( x= (U n j ))=j n k;j j 1. We therefore make the algorithm in x2 semi-implicit with respect to H(U) by modifying the second and the fourth steps of the non-sti method. We also make modi cations to the characteristic projection operator used in the characteristic tracing step and to the limiting procedure (2.3) of the central di erence approximation step. The rst of these two changes ensures that the method is second order accurate for sti problems with smooth solutions. The second change helps the characteristic tracing step maintain some of the same properties as the tracing step in the non-sti method.
The third step of the non-sti method, the Riemann solver, does not have to be modi ed for the purpose of accuracy. On the other hand, the Riemann solver should satisfy (1.2) so that the overall method is an upwind-centered di erence scheme for all non-negative values of the relaxation time. At the present time, we believe that the development of a Riemann solver that satis es (1.2) for a general hyperbolic conservation law with sti relaxation is an open problem. Bolstad et al. 4 ] have made some progress in this area for a particular system. (See the comments in x1 for further discussion). In the method presented here, we solve the same Riemann problem as in the non-sti method in x2, i.e., assuming H(U) 0. In all our applications of the method in this paper, we use an exact Riemann solver.
In our presentation of the frozen method, we discuss the characteristic tracing step before the central di erence approximation step in order to motivate the changes we make to the limiting procedure.
3.1. Characteristic Tracing. We now modify the characteristic tracing step of the method in x2. This step requires two modi cations. The rst one is simply that the sti source term H(U) be treated semi-implicitly in the Taylor expansions, i.e., in the case of a left edge, H must be evaluated at U ? U n j+1 ; j x + H U n+ 1 2 j+ 1 2 ;r : The second modi cation is in the de nitions of the characteristic projection operators PL and PR de ned in (2.4) and (2.5). This change is needed to maintain second order accuracy when the source term is sti . The numerical method should essentially reduce to a second order method for the equilibrium equation as (U) ! 0. The method, then, should not \discard" any components of @U=@x used by such a method. If the k-th eld of the equilibrium equation is needed for a second order accurate solution of the equilibrium equation, the method should use the components of @U=@x corresponding to the k-th or the (k+1)-st characteristic elds of (3.1) as (U) ! 0, since disturbances carried by the k-th eld of the equilibrium equation must be present in the disturbances carried by the two elds of (3.1) 27, 43] . If the projection operators as de ned in 11] are used, however, the method may \discard" some components of @U=@x which are needed for second order accuracy.
For example, suppose that the k-th equilibrium characteristic speed in the j-th cell is positive. The method should then use the k-th and the (k + 1)-st characteristic elds of (3.1) in computing U n+ 1 2 j+ 1 2 ;l . Since the subcharacteristic condition is satis ed, the component of @U=@x corresponding to (k + 1)-st characteristic eld is not discarded by the projection operator PL in the non-sti method. However, the k-th characteristic speed can be positive or negative. If it is negative, the component of @U=@x corresponding to k-th characteristic eld is discarded, and accuracy is lost as (U) ! 0.
We therefore modify the characteristic projection operators in order to avoid a loss of accuracy as the relaxation time tends to zero. We use the following criteria so that a direct calculation of the equilibrium characteristic speeds is unnecessary:
1) Use the k-th characteristic eld in the computation of U n+ 1 2 j+ 1 2 ;l if k = N and k;j > 0 or k < N and k+1;j > 0:
2) Use the k-th characteristic eld in the computation of U n+ 1 2 j+ 1 2 ;r if k = 1 and k;j+1 < 0 or k > 1 and k?1;j+1 < 0:
These criteria are conservative in the sense that more components of @U=@x may be kept than are necessary for second order accuracy.
One result of using these criteria is that additional limiting may be needed in some of the expansion coe cients k;j , i.e., the magnitude of k;j may have to be smaller than the magnitude calculated in (2.3). In order to minimize the additional amount of limiting, we nd two sets of expansion coe cients in the central di erence approximation step. We compute coe cients l k;j which are used in the calculation of U 3.2. Limited Central Di erence Approximations. Our method for sti relaxation may generate unacceptable oscillations in the numerical solution of a non-sti strong shock problem if it uses the same central di erence approximation step as the non-sti method. This possibility arises because of the characteristic tracing algorithm, (3.3) and (3.4). Suppose, for example, that a characteristic eld corresponding to a characteristic with a negative speed is used in the calculation of a left state at a cell edge. The origin of that characteristic is in the cell to the right of the cell edge. In that cell, the linear pro le corresponding to that eld which originates in the cell to left of the edge may contain new local extrema; the slope limiting procedure (2.3) prohibits the introduction of new local extrema only within the cell where the pro le originates 36].
To eliminate the introduction of new extrema, our method uses a more restrictive slope limiting procedure to calculate two sets of expansion coe cients. One set is used in the calculation of left edge states (3.3); the other is used in the calculation of right edge states (3.4). Although we could use a single set of expansion coe cients for both cell edges, we use two sets to minimize the dissipative e ect 37] of the additional slope limiting. We now show the details of calculating l k;j , the expansion coe cient for the k-th characteristic eld used in calculating U We see from this discussion that ideally we want to incorporate a second order, single-step, Lstable method into the fourth step of the Godunov method to account for the contribution of H(U). The condition that the method be single step requires us to use an L-stable, implicit R-stage RungeKutta method, R 2. These methods, however, can be computationally expensive since each stage requires the solution of a nonlinear equation. Yee 45] discusses alternatives to using a second order, single-step, L-stable method.
In this paper we defer the issue of a second order L-stable method because our main concern is with maintaining second order accuracy as the relaxation time approaches zero. Hence, for the purpose of this paper, it is su cient to use any L-stable method, since any such method would set u n+1 N;j to u (U n+1 M;j ) in the limit of ! 0. This expression is explicit for UM but implicit for uN. uN is updated by solving the equation for u n+1 N;j de ned by (3.8) .
We note that the method used in calculating the results in this paper is second order accurate only in the limit (U) ! 0. For long relaxation times, the method is only rst order accurate because a second order L-stable method is not incorporated in its conservative di erencing step.
4. Three Variant Methods. We now brie y present three variants of the method in x3.
These methods should not be considered potential alternatives to the method in the previous section. We introduce these variants solely to help us analyze and illustrate through numerical results certain features of the frozen method.
The rst variant is a fractional step method which uses Strang splitting. In the rst and third fractional steps, a second order L-stable method is used to integrate @U @t = H(U) for time steps of t=2. In the second step, the second order Godunov method for non-sti source terms is used to integrate @U @t + @F(U) @x = S(U; x) for a time step of t: The time step is governed by the CFL condition (2.2). We will refer to this variant as the fractional step method. We will use the method to demonstrate that a operator split treatment of the sti source term is insu cient for obtaining higher order accuracy.
The second variant is nearly identical to the method presented in the previous section. The only di erence is that the characteristic projection operators PL and PR are identical to the ones used in the non-sti method. We will refer to this variant as the non-sti projection method. We will use the method to demonstrate that the characteristic projection operators in the frozen method must di er from the operators of the non-sti method to obtain higher order accuracy.
The third variant is also nearly identical to the method presented in the previous section. The only di erence is that a Riemann solver for the equilibrium equation . We note that this variant is strictly applicable only in the limit (U) ! 0. We will refer to this variant as the equilibrium method. We will use the method to demonstrate that the method in x3 may be improved if its Riemann solver satis es (1.2). 5. Formulation of Model System and Test Problems. In this section, we formulate a model hyperbolic system of conservation laws with relaxation. We then formulate two speci c test problems. The model system is derived from the system in 31] by applying the following change of coordinates to that system: x X + aT t T: Our model is a example of the system examined by Liu 27] . It is also similar to the combustion model considered by Majda 29] ; see the discussion in 31]. We observe that when u > 0, the frozen and the equilibrium characteristic satisfy the subcharacteristic condition.
Two Test Problems.
We now formulate and solve two problems of the model system. Both problems consist of nding the limit as K ! 1 of the solution of an initial value problem of (5.1). The problems are formulated so that the initial values are in equilibrium and u (w) > 0 for all x; t. We assume the results of Liu 28] and calculate these limits indirectly by nding solutions of the equilibrium equation. The solution of the rst problem is a rarefaction wave of the equilibrium equation; the solution of the second is a shock wave.
The rst test problem is to nd limK!1 w(x; t) where (w; z)(x; 0) = (w l ; z (w l )) x < x0 = (wr; z (wr)) x > x0 and 0 < u l = w l ? q0z (w l ) < ur = wr ? q0z (wr). The solution of this problem is otherwise. We will refer to this problem as the rarefaction test problem.
The second test problem is to nd limK!1 w(x; t) where (w; z)(x; 0) = (w l ; z (w l )) x < x0 = (wr; z (wr)) x > x0 and u l = w l ? q0z (w l ) > ur = wr ? q0z (wr) > 0: The solution of this problem is
w(x; t) = w l x < x0 + st = wr x > x0 + st where s = 1 6. Analysis of Numerical Methods for Sti Problems. In this section we analyze how well the methods in x3 and the variant methods in x4 approximate solutions of the model equations (5.1) as K ! 1. There are two main goals of this analysis. The rst is to show that two of the features of the method in x3, the coupling of the source term in the Godunov method and the modi ed characteristic tracing step, are in some sense necessary features of a second order Godunov method for sti relaxation. The other goal is to show that the method in x3 may be more robust for sti problems if the Riemann solver is modi ed so that the solver satis es the property in (1.2). We accomplish the rst goal by showing that the method in x3 is a second order accurate method while the fractional step method and the non-sti projection method in x4 are rst order accurate methods. The second goal is achieved by showing that the method in x3 does not reduce to an upwind method for the equilibrium equation as the relaxation time tends to zero. The equilibrium method, on the other hand, is an upwind method for the equilibrium equation by construction.
The analysis in this section is based on an observation and an assumption. The observation is that for the model equations in x5, the method in x3 and the three variants in x4 can be expressed in the following form as K ! 1: The only di erence among the methods in this limit is in the calculations of w . The assumption is that Liu's conjecture 28] is true for the model system, i.e., solutions of (5.1) tend to solutions of (5.2) as K ! 1. The analysis then reduces to examining how well the four methods calculate solutions of the equilibrium equation in the limit K ! 1:
In the analysis of accuracy we use the fact that all four methods are upwind-centered di erence schemes. Any one of these methods, then, is a globally second order accurate method (i.e., a locally third order accurate method) in the limit K ! 1 if and only if the local truncation errors in the calculation of w where ( ) n j denotes evaluation at tn; j x. Most of this analysis consists of examining the truncation error of the characteristic tracing step in each method. We assume that w= x and z= x are rst order approximations to @w=@x and @z=@x, i.e., we do not attempt to include the e ect of slope limiting, (2.3) or (3.5 Since the di erence between (6.2) and the last expression on the right is O( x), the fractional step method is only rst order accurate.
6.2. Characteristic Tracing: Non-Sti Projection Method. We demonstrate that the characteristic projection operators in the tracing step of the frozen method must di er from those operators in the non-sti method. The characteristic projection operators must be di erent in order for the frozen method to produce second order accurate solutions of the model system as K ! 1. We verify this by showing that the non-sti projection method in x4 is only rst order accurate as K ! 1 when the frozen and the equilibrium characteristic speeds of the model system do not have the same sign. It is su cient to consider the case a < 0 < u+a for all u under consideration. When a < 0 < u+a for all u, the Riemann solver calculates w Since the di erence between the expression on the right and (6.1) is O( x), the non-sti projection method is only rst order accurate. Remark. We emphasize that the rst order accuracy of the non-sti projection method does not depend in any way on the order of the L-stable method incorporated into the conservative di erencing step. In the analysis above, we examined the non-sti projection method in the limit K ! 1. In this limit, the method performs in the same manner regardless of the choice of L-stable scheme. Hence, the method is second order accurate in the limit K ! 1. 6.4. Riemann Solvers: Frozen vs. Equilibrium. We now compare the Riemann solvers in the frozen method in x3 and in the equilibrium method in x4 in order to show that the frozen method does not reduce to an upwind scheme for the equilibrium equation (5.2) 2 ;r . Consequently, the method in x3 does not reduce to an upwind method for the equilibrium equation. As a result, the method in x3 is more likely than the equilibrium method to generate numerical oscillations or overshoots at shocks 35] as K ! 1 when solving problems in which the frozen and the equilibrium characteristic speeds do not all have the same sign. By the same reasoning, however, the equilibrium method is more likely to generate oscillations for non-sti problems. The equilibrium method is thus not suitable for long relaxation times.
7. Numerical Results: Model System. In this section we use the numerical method developed in x3 and the three variant methods presented in x4 to solve examples of the test problems formulated in x5 in order to verify the analysis of the methods in x6. We look at three sets of numerical solutions of rarefaction and shock test problems. The rst set of solutions are generated by the fractional step method in x4 and by the frozen method in x3. The results show that the fractional step method produces less accurate solutions than the frozen method as K ! 1. The second set are generated by the non-sti projection method in x4 and by the frozen method. The results show that the non-sti projection method also produces less accurate solutions for sti problems. The last set of solutions are generated by the frozen method. The results are consistent with the method being second order accurate for smooth solutions as K ! 1. Further, the results for the shock problems in which the frozen and equilibrium characteristic speeds are not all of the same sign contain no oscillations or overshoots at the shocks. Hence, there is no degradation in the numerical solution due to the fact that the Riemann solver does not satisfy (1.2).
In every problem discussed in this section, we de ne the parameters (except a) of the model system in x5 as follows: The value of a is set in each problem; we use di erent values in di erent problems in order to illustrate certain numerical properties of the methods. We de ne the initial conditions of the rarefaction problems by: We de ne the initial conditions of the shock problems by reversing the roles of the left and right states.
In each rarefaction problem, we set the position of the initial discontinuity, x0, according to the value of a so that the solutions of all the rarefaction problems are identical at t = :3:
u(x; t = :3) = 2 x :7 = 2 + (x ? :7)=(:85 ? :7) :7 < x < :85 = 3 x :85:
In each shock problem, we set x0 in a similar fashion so that u(x; t = :3) = 3 x < :775 = 2 x > :775:
We use a grid spacing of x = :0025 and a Courant number of = :9 in each run. We also use the following measure of error so that we can compare the numerical results of the di erent methods:
ueq(xj; tn) ? u n j :
ueq(xj; tn) is the exact solution of the equilibrium equation (5.2) given by (7.1) or (7.2), while u n j is the numerical approximation to the solution at (xj; tn). m is the number of computational cells.
Frozen Method vs. Fractional
Step Method. In this set of problems, we set a = 1:0. We use the fractional step method in x4 and the method in x3 to solve a shock test problem and a rarefaction test problem. The values of the numerical solutions at t = :3 are displayed in the graphs in g. ??. We can see from the gure that the results generated by the fractional step method are less accurate than those generated by the frozen method. Speci cally, in the numerical solutions produced by the the fractional step method, the representations of the trailing and leading edges of the rarefaction and the representation of the shock are more smeared than those in the solutions produced by the frozen method. The errors at t = :3, as given by (7. 7.2. Frozen Method vs. Non-Sti Projection Method. In this set of problems, we set a = ?:9 so that the frozen and the equilibrium characteristic speeds do not all have the same sign.
We expect in this case that the numerical solutions generated by the non-sti projection method will be less accurate. We use the non-sti projection method in x4 and the frozen method in x3 to solve a shock test problem and a rarefaction test problem. The values of the numerical solutions at t = :3 are displayed in the graphs in g. ??. We can see from the gure that the results generated by the nonsti projection method are less accurate than those generated by the frozen method. Speci cally, we see that the representations of the trailing and leading edges of the rarefaction and the representation of the shock are more smeared in the solutions produced by the non-sti projection method than in those produced by the frozen method. The errors at t = :3, as given by (7. 8. Numerical Results: Eulerian Gas Dynamics with Heat Transfer. In this section we investigate using the method in x3 and the three variant methods in x4 to solve the Euler equations for gas dynamics, coupled with a simpli ed heat transfer rate equation, in one space dimension. The corresponding equilibrium equations are the Eulerian equations for isothermal ow. We formulate two initial value problems of the system whose time-asymptotic solutions are simple waves, an isothermal rarefaction and an isothermal shock. We then look at three sets of numerical solutions of these two problems. The numerical results are consistent with the conclusions of the analysis in x6 for the model system. In this system, is the density, u the velocity, E = e + u 2 =2 the energy per unit mass, e the internal energy, T the temperature, and p the pressure. Away from equilibrium we assume that the gas is a -law gas, i.e., p = ( ? 1) e. We choose units of temperature so that T = e. K and T0 are positive The frozen and the equilibrium characteristic speeds thus satisfy the subcharacteristic condition (1.1).
Formulation of
We now formulate two general initial value problems of (8.1). Under the assumption that Liu's conjecture 28] extends to (8.1), the solutions of these two problems tend to simple wave solutions of (8.2) as K ! 1. We specify the solution at t = 0 in terms of the primitive variables , u, and p as follows:
( ; u; p) (x; 0) = ( l ; u l ; p ( l )) x < x0 = ( r; ur; p ( l )) x > x0: (8. For a given value of u l , we set the location x0 of the initial discontinuity so that the rarefaction wave extends from x = :664 to x = :904 at t = :4. We use a grid spacing of x = :0025 and a Courant number of = :9 in each run. We also use the following measure of error for the rarefaction problems so that we can compare the numerical results of the di erent methods:
u iso (xj; tn) ? u n j :
u iso (xj; tn) is the value of u, the uid velocity, in the exact solution of the equations of isothermal ow (8.2) for the initial value problem given by (8.3) and (8.7), while u n j is the numerical approximation to the value of u in the solution at (xj; tn). m is the number of computational cells. Remark. We need to make two statements about our claim that, given our particular choice of parameters, a solution of (8.1) whose initial conditions satisfy (8.3) rapidly tends to a time asymptotic solution of (8.1) which closely approximates a solution of (8.2). First, there is an assumption that the spatial scale (and, by the CFL condition, the time scale as well) on which we want to resolve the solution is too small to fully resolve the relaxation process. We are assuming, then, not that K itself is large but that K x is large compared to the magnitudes of the sound speeds and the uid velocities, where x is the desired spatial resolution. Our second remark is that there are at this time 20 
Fractional
Step and Non-Sti Projection Methods. We use the fractional step and the non-sti projection methods of x4 to solve two of the isothermal rarefaction problems discussed in x8.2. The initial conditions of the rarefaction problems are given by (8.3), (8.7), and u l =-.8 and -. 3 . The values of u in the numerical solutions at t = :4 are displayed in the graphs in g. ??. We can see by comparing this gure with g. ?? that the results generated by the two methods are less accurate than those generated by the frozen method of x3. In particular, the positions of the trailing and leading edges of the rarefactions calculated by the fractional step method correspondingly trail and lead the same positions as calculated by the frozen method. The lower accuracy of the non-sti projection method is even more apparent. We see that there are numerical \kinks" in the two solutions produced by this method. These appear where one of the frozen characteristic speeds u or u+c equals 0. The errors at t = :4, as given by (8.8) 9. Additional Considerations and Extensions. In this section we discuss some considerations in developing a Riemann solver which satis es (1.2). We also propose how to extend the methodology in x3 to the equations of gas ow with vibrational and chemical nonequilibrium, and, more generally, to systems in which one or more of the frozen characteristic speeds coincide. 9.1. Riemann Solver. The numerical results in x8 demonstrate that a Riemann solver which satis es (1.2) is a desirable component of a higher order Godunov method for hyperbolic conservation laws with sti relaxation. We now brie y evaluate ve possible approaches to the development of such a Riemann solver.
One approach is simply to switch from a frozen Riemann solver to an equilibrium Riemann solver when = x drops below a some threshold. We performed a numerical experiment to test this approach. We consider a traveling wave problem of (8.1) for which the states at 1 satisfy the isothermal shock relations (8.4). We numerically solve a series of traveling wave problems of this type in which K alone is varied. We use the frozen method of x3 and the equilibrium method of x4 to obtain solutions for K = 50, 400, and 10 8 . The results are displayed in g. ??. For K = 50, the frozen method produces a reasonable numerical solution while the equilibrium method does not. (Note that the exact solution at K = 50 is a traveling wave consisting of a shock followed by a smooth compression wave.) For K = 10 8 , the equilibrium method produces a non-oscillatory representation of an isothermal shock, while the frozen method does not. However, for K = 400, both methods produce oscillatory results. Hence, it appears that a Riemann solver that simply switches between a frozen and an equilibrium Riemann solver depending on the size of the relaxation time would not signi cantly reduce the problem of numerical oscillations at shocks for non-zero, nite relaxation times. Further, for a certain range of relaxation times, it appears that the Riemann solver must do something other than simply solve the frozen or the equilibrium Riemann problems.
The next three approaches also have shortcomings. One approach is to nd the solution of the nonequilibrium system (3.1) for the initial value problem U(x; 0) = U .) We do not actually gain anything by this approach over the approach used in x3, however, because in e ect its results are the same as a Riemann solver for the system with S(U; x) H(U) 0 except at equilibrium. Another approach is to nd the time asymptotic solution of the nonequilibrium system for the initial value problem (9.1) and evaluate that solution at t = 0. This approach has the opposite problem of always solving the Riemann problem for the equilibrium equation except when the relaxation time is in nite. A third approach is to somehow average the solutions of Riemann problems for the nonequilibrium equations and the equilibrium equations according to the value of the relaxation time. Although this approach works for zero and in nite relaxation times, it is unclear whether this technique is appropriate for intermediate values.
Another possible approach to this development could be based on rede ning what is meant by an upwind method for a hyperbolic conservation law with relaxation. In particular, it may be the case that speeds other than the characteristic speeds should be used in determining upwind states. Linear 6, 22, 25, 39, 43] and nonlinear 8, 27] analyses suggest that this might be the case. In general, these analyses show that although wave fronts move with speeds determined by the frozen characteristic speeds, the overall signal carried by a wave moves at a speed intermediate to the frozen and the equilibrium characteristic speeds. Perhaps one could apply these results in developing a numerical ux function which is appropriate for hyperbolic conservation laws with relaxation.
9.2. Flow with Chemical and Vibrational Nonequilibrium. We assumed in developing the method in x3 that the frozen and the equilibrium characteristic speeds were all distinct. This assumption is often not met by hyperbolic conservation laws with relaxation that are based on physical systems. In these systems, two or more of the frozen characteristic speeds often coincide. We now brie y examine one such system and show how to extend the method to that system.
We consider the equations describing gas ow with chemical and vibrational nonequilibrium. (See 39] for a more complete description.) For the sake of a simple exposition, we assume that the internal energy has two components, a translational component that is a function of temperature, e tr , and a nonequilibrium component, q, i.e., e = e tr + q. We assume q is governed by a rate equation which takes the following form in Lagrangian coordinates: @q @t = h( ; s; q) = q ( ; s) ? q ( ;s; q) : s, q , and are the entropy, the equilibrium value of q, and the relaxation time, respectively. The Eulerian equations of motion are then given by the following: , where s is the entropy of the gas. We assume that c < c.
We now modify the method in x3 for the system of equations (9.2). Speci cally, we modify the characteristic projection operators in the characteristic tracing step. We use the following criteria to determine which characteristic elds to include in the computation of U 2) Use the two u characteristic elds if uj + cj > 0: 3) Use the u + c characteristic eld if uj + cj > 0: Remark. The above methodology is easily extended to cases in which there are any number of nonequilibrium components of the internal energy, as long as the frozen and the equilibrium speeds of sound c and c satisfy c < c for all possible states. However, if this inequality is not always satis ed (and, in particular, if any of the relaxation process involved are exothermic in nature, such as in the case of chemically reacting ow), then it is necessary to resolve the time scales of the relaxation processes which contribute to the violation of the subcharacteristic condition. Otherwise, the numerical solution may contain non-physical waves. See the remark at the end of x1.
10. Discussion and Conclusions. We have completed the initial stage of development of a second order Godunov method for sti hyperbolic systems of conservation laws with relaxation. Our method produces higher order accurate solutions using time and space increments governed solely by the non-sti part of the system, i.e., without fully resolving the e ect of the sti source terms. The method (x3) is a semi-implicit version of a second order Godunov method 1, 11] for hyperbolic conservation laws with non-sti source terms. Our method, which we refer to as the frozen method, di ers from the non-sti method in the three ways. These di erences are needed to ensure that the method is stable and second order accurate for sti problems: 1) In the monotonized central di erence calculation, two sets of expansion coe cients are calculated. One set is used in the calculation of left edge states in the characteristic tracing step; the other is used in nding the right edge states. The slope limiting procedure is modi ed to account for the characteristic projection operator.
2) In the characteristic tracing step, the sti source term is treated in a semi-implicit fashion. Further, the characteristic projection operators allow certain characteristic elds corresponding to 23 negative frozen characteristic speeds to contribute to the value of left edge states, and certain elds corresponding to positive speeds to contribute to the value of right edge states.
3) In the conservative di erencing step, the sti source term is treated in a semi-implicit fashion. We note that these key components | the slope limiting procedure, the characteristic projection operator, and the implicit di erencing in the tracing and the conservative di erencing steps | can be readily incorporated into the two-dimensional method described in 11].
The reasons for the modi cations to the non-sti method are easily stated. The sti source term is treated semi-implicitly for stability. The modi cations to the characteristic projection operators are necessary for the method to reduce to a second order method for the equilibrium equation as the relaxation time tends to zero. As this limit is approached, disturbances carried by a given characteristic eld of the equilibrium equation must be present in the two corresponding characteristic elds of the nonequilibrium system 27, 43]. Hence, the projection operator must take into account the signs of the equilibrium characteristic speeds as well as the signs of the frozen speeds. Given the modi ed projection operators, the modi ed slope limiting procedure helps minimize oscillations at discontinuities in strongly nonlinear problems.
We have analyzed the method as applied to a simple model system and used the method to produce numerical solutions of the model system and of the Euler equations for gas dynamics with heat transfer. Our analysis shows that the method is second order accurate for smooth solutions. Further, analytical and numerical results show that the unsplit nature of the method and the modi ed characteristic projection operators are necessary for second order accuracy as the relaxation time approaches zero.
Our method lacks one key desirable feature, namely, that it reduce to an upwind method for the equilibrium equation as the relaxation time tends to zero. We have shown that as ! 0, the numerical results obtained with a method using a Riemann solver for the equilibrium equation are better than the results obtained with the frozen method in that the former are less oscillatory at shocks. These results suggest the method in x3 would be improved if its Riemann solver satis ed the following: that it reduce to a Riemann solver for the equilibrium equation as ! 0, and that the numerical method using the solver be an upwind scheme for all non-zero relaxation times. The development of such a Riemann solver is a topic for future work.
