Abstract. This study applies a simple yet effective methodology to validate a general circulation model parameterization of cirrus ice water path. The methodology combines large-scale dynamic and thermodynamic fields from operational analyses with prescribed occurrence of cirrus clouds from satellite observations to simulate a global distribution of ice water path. The predicted cloud properties are then compared with the corresponding satellite measurements of visible optical depth and infrared cloud emissivity to evaluate the reliability of the parameterization. This methodology enables the validation to focus strictly on the water loading side of the parameterization by eliminating uncertainties involved in predicting the occurrence of cirrus internally within the parameterization. Overall the parameterization performs remarkably well in capturing the observed spatial patterns of cirrus optical properties. Spatial correlations between the observed and the predicted optical depths are typically greater than 0.7 for the tropics and northern hemisphere midlatitudes. The good spatial agreement largely stems from the strong dependence of the ice water path upon the temperature of the environment in which the clouds form. Poorer correlations (r ---0.3) are noted over the southern hemisphere midlatitudes, suggesting that additional processes not accounted for by the parameterization may be important there. Quantitative evaluation of the parameterization is hindered by the present uncertainty in the size distribution of cirrus ice particles. Consequently, it is difficult to determine if discrepancies between the observed and the predicted optical properties are attributable to errors in the parameterized ice water path or to geographic variations in effective radii.
Introduction
The importance of clouds in regulating the Earth's radiative energy balance is widely recognized. However, despite this importance, a clear understanding of the interactions among clouds, radiation, and climate has not been achieved. 2. ECMWF operational analyses are utilized rather than GCM simulations in an attempt to provide reliable input variables for the parameterization and reduce errors in the simulated cloud properties due to deficiencies in the input parameters.
The contemporaneous input variables and satellite
observations enable the occurrence of cirrus clouds within a given analysis grid box to be prescribed, while the ice water content is calculated based upon the corresponding dynamic and thermodynamic variables for that grid box. This eliminates the uncertainty of predicting the occurrence of the cirrus clouds internally within the parameterization and enables the evaluation to focus strictly on the parameterization of cirrus optical properties. Finally, although this study investigates a specific cloud parameterization, it also serves the more general purpose of illustrating a methodology for combining operational analyses and satellite observations to evaluate a variety of physical parameterizations (e.g., cloud, convective, precipitation).
Specifically, this study simulates the distribution of the vertically integrated ice water content, or ice water path (IWP), using the ice water content parameterization of HD and the corresponding cloud thickness parameterization. Section 2 describes the ice water content, cloud thickness, and optical depth parameterizations. A discussion of the model and satellite data utilized in this study is provided in section 3. In section 4 the parameterized IWP is compared with satellite measurements of visible optical depth and effective cloud emissivity, and the physical mechanisms responsible for the agreement between the parameterizations and the observations are discussed. Finally, the results of this study are recapitulated in section 5. 
Parameterization of Cirrus Optical Properties
2
Calculation of Optical Depth
The key parameter which determines the radiative properties of a cloud is the optical depth (r) which is related to the IWP according to r• -3Q• IWP/4rePic e where r e is effective radius and Pice is the density of ice (780 kg/m3). Q•is the effective extinction efficiency at wavelength A which is calculated via application of van de Hulst's anomalous diffraction theory [Ackerman and Stephens, 1987; Stephens et al., 1990] . For calculating visible optical depth, A = 0.6/.rm; for infrared optical depth, A = 15/.rm. Spherical ice particles with r e = 10 tzm have been assumed in calculating all optical depths to simplify the interpretation of r in terms of IWP and to provide consistency with the International Satellite Cloud Climatology Project (ISCCP) optical depths used to evaluate the parameterization. However, in reality, ice particles may occupy a variety of crystal habits. Recent studies [Minnis et al., 1990; Wielicki et al., 1990; Takano et al., 1992] have indicated that the treatment of ice crystals in radiative transfer models as nonspherical particles provides better agreement with observations of reflected solar radiation than spherically shaped particles. A recognized difference between the optical properties of spherical and nonspherical particles is that the asymmetry parameter, 9, which measures the ratio of forward to backscattered radiation, is systematically smaller for nonspherical particles (9 "' 0.7) than for spherical particles (9 "' 0.9). Unfortunately, little is known concerning the relative frequency of various crystal habits, their size distributions, and the dependence of these quantities upon the environment in which the cloud forms. Indeed, estimates of the effective radius of cirrus particle size distributions quoted in recent literature vary by over an order of magnitude (e.g., 5-10/am, Prabhakara et al. [1988] ; 200 /am, Wielicki et al. [1990] ). From a cloud parameterization perspective this range of uncertainty contributes directly to an equally large range of uncertainty in determining r from model predictions of IWP. Furthermore, in the visible spectrum the extinction efficiency for this range of size parameters is approximately 2, for both spherically and nonspherically shaped particles [Ebert and Curry, 1992] . Thus for a given IWP the fundamental difference in r between spherical and nonspherical ice particles is due to the differing ratios of particle mass to particle cross section for these two shapes. For nonspherical particles this is crucially dependent upon the aspect ratio of the particles and the orientation of the particles with respect to the radiation flow. Our current knowledge of these properties is preliminary at best. Hence to avoid the complications surrounding these issues and to clarify the assumptions involved in parameterizing the optical depth, spherically shaped particles are selected.
Data
The input profiles of T, w, and F required for parameterizing the IWP are prescribed using ECMWF uninitialized analyses. This study uses the TOGA/basic level III archive for two 1-month periods: July 1-31, 1987, and January 1-31, 1988. The ECMWF forecast model is a 19-level spectral model with horizontal resolution truncated at wavenumber 106. The analysis system is a three-dimensional optimal interpolation scheme which combines model forecasts based on 6-hour prior analyses with current observations from a network of surface, radiosonde, and satellite-based platforms. The analyzed fields are assimilated 4 times per day (0000, 0600, 1200, 1800 UT) and transformed onto a reducedresolution (2.5 ø latitude by 2.5 ø longitude) rectangular grid. Vertically, the fields are interpolated from the model tr levels to 11 standard pressure levels (1000, 850, 700, 500, 400, 300, 250,200, 150, 100, 50 mbar) used in this study. One objective of using the ECMWF analyses as the source of the input parameters is to help provide reliable variables for the parameterization and reduce errors in the predicted cloud properties due to deficiencies in the input parameters. However, it is noted that the operational analyses over the tropics and data-sparse regions of the southern hemisphere depend heavily on the forecast model used for determining the first guess [e.g., Trenberth and Olson, 1988; Tiedtke et al., 1988] . This must be kept in mind when interpreting the performance of the parameterization over these regions.
The satellite measurements of cirrus optical depth used to evaluate the parameterization are derived from the ISCCP data set. The ISCCP platform consists of four geostationary satellites and two polar-orbiting satellites which provide near-global coverage with a temporal resolution of 3 hours. Each satellite measures the upwelling radiation in one visible (0.6/am) and one infrared (11 /am) spectral channel. These measurements are combined with auxiliary information regarding the optical properties of the atmosphere and surface to estimate cloud top pressure and visible optical depth based upon an a priori set of radiative-transfer calculations. The derived cloud properties from each satellite pixel are It should be noted that a slight modification to the cloud optical-property retrieval algorithm is being planned in which particles comprising cold clouds (T < -260 K) will be modeled as nonspherical ice crystals rather than as water spheres. This modification will not significantly affect all retrievals, only those performed under certain viewing and illumination geometries. In these situations the impact of the modification upon the retrieved cloud properties is expected to be most significant for thin cirrus (• < 3), with a smaller effect on thicker cirrus (3 < r < 10). Based upon studies by Wielicki et al. focuses primarily on comparing the geographic patterns of cirrus optical thickness and their relation to atmospheric parameters. Since these features are not sensitive to changes in the ISCCP retrieval algorithm, the proposed modification should not affect the results of this study.
Evaluation of the Parameterization

Procedure
The objective of this section is to evaluate the ability of the paramctcrization to predict the IWP for large-scale cirrus clouds. Since the HD paramctcrization is designed for cab culating the IWP rather than predicting the occurrence of cirrus, ISCCP observations arc utilized to identify grid boxes which contain cirrus clouds as a means of prescribing their occurrence for the paramctcrization. The identification of cirrus is based upon the daily optical depth and cloud top pressure observations from ISCCP. In this study, cirrus clouds arc defined as those cloudy pixels with optical depths less than 9.4 and cloud top pressure less than 440 mbar (scc Figure 1 ). Since the paramctcrization is intended to capture cirrus associated with large-scale lifting rather than cirrus resulting from dccp convection, ISCCP observations arc also used to exclude grid boxes containing deep-convective cloud cover, defined as clouds with optical depths greater than 22.6 and cloud top pressure less than 440 mbar. As a means of imposing these constraints, this study focuses on those 2.5 ø x 2.5 ø grid boxes for which the cirrus cloud amount is greater than 20% and the deep-convective cloud amount is less than 5%. Although the selection of these thresholds is somewhat arbitrary, the results of the comparison arc not sensitive to their precise values. For each time, the weighted average, cloud top pressure of the cirrus pixels Pc•d is used to identify the vertical level of the cloud within each grid box. The values of T, w, p, and F taken from the corresponding grid box and vertical level of the ECMWF analyses arc input into the paramctcrization to compute an IWP. The predicted IWP is then transformed into an optical depth, as described in section 2, and compared with the observed cirrus optical depth from ISCCP. Results arc presented in terms of monthly averages. To remove high spatial noise and focus on larger-scale patterns, both the observed and the simulated optical depths arc smoothed using a 1-2-1 spatial filter in both the zonal and the mcridional directions. Since both the predicted IWP and the ISCCP optical depths represent average values for the overcast portion of the grid box, the comparison procedure is insensitive to the actual amount of cirrus present. Finally, since this procedure requires estimates of the visible optical depth, comparison is only possible from daytime observations. Therefore in performing the comparison, the ISCCP observations and ECMWF analyses corresponding to 0000, 0600, 1200, and 1800 UT for each day are merged (see Figure 2) to provide a global, daytime grid for both data sets.
Monthly Mean Optical Depth
Plate 1 displays the geographic distribution of the predicted (top) and ISCCP (bottom) cirrus optical depths averaged over the period July 1-31, 1987. The scale ranges from 0 (blue) to 1 (red). Maxima in both the predicted and the observed optical depth are present over the tropics, highlighting the presence of the ITCZ. Within the tropics the optically thickest clouds occur over the western half of the Pacific, west of Indonesia, and over much of Central America and the northern tip of South America. Over these areas the magnitude of the predicted optical depth is in good agreement with that observed. Maxima are also noted over central Africa, however the predicted values for these regions are as much as 25-50% lower than those observed. Minima are evident over the subtropical high-pressure systems of the southern hemisphere and parts of the northern hemisphere where few cirrus clouds occur. Secondary maxima in the cirrus optical depth occur over the midlatitudes in both the northern and the southern hemispheres. The location of these maxima closely correspond to the climatological position of the midlatitude storm tracks and are likely associated with midlatitude jet streams which play an important role in the formation of cirrus [Menzel et al., 1992] . Although the basic features are evident in both the observed and the predicted visible optical depths, the predicted values are frequently 25-50% smaller than those observed. This is particularly noticeable over the southern hemisphere midlatitudes where the monthly mean observed optical depths range from 0.4 to 0.7, while those predicted are typically less than 0.3.
Given the uncertainty in effective radius, the geographic differences between the observed and predicted optical depth may stem from a geographic dependence in the ice particle size distributions. The results shown here assumed an effective radius of 10/am; however, present estimates of the effective radius for cirrus clouds vary by over an order of magnitude. Since the optical depth is inversely related to the effective radius, this makes quantitative validation of the parameterization difficult. Further discussion of the potential impact of spatial variations in effective radius upon the evaluation of the parameterized optical depths is given in section 4.5.
Conditionally Averaged Optical Depth
Additional insight into the behavior of the parameterization and into issues surrounding its validation can be gained by examining the monthly mean optical depth averaged from only those occasions in which cirrus were present. These values are referred to as the "conditionally averaged" optical depth, since the temporal averaging is conditional upon the presence of cirrus for that time and grid box. If cirrus were not present at a given time, then that data point was not included in determining the temporal average; i.e., -30øN, 30ø-0øN, 0ø-30øS, and 30ø- Table  1 , which examines the predicted optical depth corresponding to three broad categories of the observed optical depth: thin (0.2 < r < 1.27), moderate (1.27 < r < 3.55), or thick (3.55 < r < 9.38). To calculate these values, the predicted optical depths are binned into one of the three categories based upon the corresponding observed optical depth for each day and grid box. The values in each bin are then averaged to yield the quantities in Table 1 . The results shown here are for July 1987 only. To examine regional dependencies, the spatial averaging was done both globally and for selected latitude belts. The results illustrate a clear trend of increasing predicted optical depth as the observed optical depth category progresses from thin to moderate to thick. This pattern is evident both globally and for all four latitude belts. Since the categorization was performed on a daily basis, this provides a crude indication of the parameterization's ability to capture temporal variations in optical depth as well as geographic variations. The numbers also illustrate that with the general exception of the southern hemisphere midlatitudes the mean predicted optical depths lie near the central value of the observed category for the thin and moderate cirrus. However, for thick cirrus the predicted values tend to be systematically underestimated. The greater discrepancy for thicker cirrus may stem from difficulties in excluding cirrus associated with convective systems in the observed optical depths. Over the southern hemisphere midlatitudes the optical depths are systematically lower for all three categories, again revealing a latitudinal dependence in the discrepancies between the observed and the parameterized optical depths.
Cirrus Emissivity
To examine the optical properties of cirrus in the infrared (IR) spectral region, Plate 3 illustrates a map of the predicted monthly mean cirrus emissivity for July. The scale ranges from 0 (blue) to 1 (red). The predicted emissivity is approximated as e = 1 -e-•, where ris the IR optical depth determined from the parameterized IWP using a Qx calculated for ice spheres at A = 15 /am (see section 2). To evaluate the parameterization, observations of effective emissivity for clouds above 500 mbar are overlain as contours in Plate 3. The effective emissivity is calculated from GOES-VAS observations for the period July 1-31, 1987, using the CO2-slicing technique [Wylie and Menzel, 1989 ]. This technique uses IR spectral observations in the CO2 vibration band to derive cloud top pressures. A linear dependence of the radiance upon cloud amount is then used to derive an effective emissivity for the cloud. The ability of the CO2-slicing technique to identify partially transmissive clouds makes it particularly useful for observing cirrus which are frequently nonopaque and hence often go undetected or are categorized as opaque clouds at lower levels. The observed effective emissivities represent the product of cloud amount and emissivity. Since the variations in cloud amount are not included in the parameterization, this figure provides only a qualitative comparison of IR properties of cirrus clouds. It is noted, however, that most of the variations in effective emissivity are due to changes in cloud emissivity rather than cloud amount (W. P. Menzel, personal communication, 1994) . Although there are some differences in detail between the distributions, generally speaking both the observed and the predicted emissivities exhibit very similar patterns. The chief features in both the observed and the predicted distributions are a minima over the west coast of the U.S. followed by a maxima extending along the eastward flank of the Rocky Mountains. Continuing eastward, a distinct minima over the central plains is observed followed by maxima which stretches along the Appalachians and then extends off east coast into the North Atlantic.
Although quantitative statements regarding the accuracy of the parameterized emissivities are difficult due to uncertainties surrounding both the effective radius and the actual cloud amount, the qualitative agreement between the spatial patterns of the predicted and observed cirrus IR emissivity is encouraging and is consistent with the good spatial agreement noted for visible optical depths (sections 4.2-4.3).
Required Effective Radius
The comparison of the conditionally averaged optical depth clearly reveals regions of significantly differing magnitudes between the observed and the predicted optical depths. However, as discussed previously, the relationship between optical depth and IWP depends upon the effective radius ( Figure 6a shows a scatterplot of the conditionally averaged ISCCP optical depth versus the corresponding cloud layer temperature (from ECMWF) using all data points between 60øN and 30øS latitude for July. An increase in optical thickness with increasing temperature is evident with a correlation of 0.771 between the two variables. The observed relationship is also much more linear than that noted for the predicted optical depth. A possible explanation for this linearity could be a systematic increase in effective radius with temperature as has been noted in previous observational studies [Platt and Harshvardan, 1988; Heymsfield and Platt, 1984] . This would reduce the rate of increase of optical depth with temperature, resulting in a more linear relationship. When data from the southern hemisphere midlatitudes, 30ø-60øS, are included in the plot (Figure 6b) , the scatter increases markedly. To further illustrate this point, the data in Figure 6b are categorized into two groups: (1) 60øN to 30øS, denoted by "dots" and (2) 30ø-60øS, denoted by "asterisks." This plot reveals that for a given temperature the optical depth from 30 ø to 60øS are up to a factor of 2 larger than those from the other regions. This indicates that the optical depth-temperature relation observed for the tropics and northern hemisphere midlatitudes breaks down over the southern hemisphere midlatitudes, suggesting a fundamental difference in the processes which The following possible causes of the large discrepancies between the predicted and the optical depths in the southern hemisphere are presented. tion of cirrus optical properties and not on the parameterization of cirrus occurrence. Although this investigation focuses on a specific cloud parameterization, it also serves a more general purpose of outlining the utility of combining operational analyses and satellite observations for evaluating cloud parameterizations in general. Overall, the HD parameterization is quite successful in capturing many of the observed spatial patterns of cirrus optical properties. This is true when compared with both visible optical depths and IR effective cloud emissivities. Spatial correlations between the observed and the predicted visible optical depths are typically greater than 0.7 for the tropics and midlatitudes. Much of the success of the parameterization stems from the strong temperature dependence evident in both the predicted and the observed optical properties which is largely attributable to the exponential dependence of the saturation vapor pressure of water on temperature. However, for much of the southern hemisphere storm tracks, both the predicted IWP and spatial agreement of the parameterization are systematically lower. This suggests that other mechanisms in addition to temperature are important in determining the optical thickness for these regions and that these mechanisms either are not represented accurately in the ECMWF analysis or are not modeled accurately in the parameterization. Additional factors such as systematic geographic variations in effective radius or errors in the optical-depth retrieval could also contribute to the discrepancy. Despite the qualitative success of the parameterization in reproducing the observed geographic patterns of cirrus optical depth, a more quantitative assessment of the parameterization is not possible due to uncertainties in the effective radius of cirrus particles. Present estimates of re range over an order of magnitude. From a cloud-parameterization perspective this uncertainty translates into an equally large range of uncertainty in determining the optical depth from model predictions of IWP. Thus it is difficult to evaluate the significance of the differences between the observed and the predicted optical depths until more reliable estimates of cirrus effective radius become available. This poses problems not only for future evaluation studies but also for the implementation of physically based cirrus parameterizations in GCMs and therefore represents an area where future observations are needed.
