Slow electrostatic fluctuations generated by beam-plasma interaction by Pommois, Karen et al.
ar
X
iv
:1
61
0.
05
96
6v
1 
 [p
hy
sic
s.p
las
m-
ph
]  
19
 O
ct 
20
16
Slow electrostatic fluctuations generated by beam-plasma
interaction
Karen Pommois, Francesco Valentini, Oreste Pezzi and Pierluigi Veltri
Dipartimento di Fisica, Universita` della Calabria, 87036 Rende (CS), Italy
(Dated: November 13, 2018)
Abstract
Eulerian simulations of the Vlasov-Poisson equations have been employed to analyze the exci-
tation of slow electrostatic fluctuations (with phase speed close to the electron thermal speed),
due to a beam-plasma interaction, and their propagation in linear and nonlinear regime. In 1968,
O’Neil and Malmberg [Phys. Fluids 11, 1754 (1968)] dubbed these waves “beam modes”. In the
present paper, it is shown that, in the presence of a cold and low density electron beam, these
beam modes can become unstable and then survive Landau damping unlike the Langmuir waves.
When an electron beam is launched in a plasma of Maxwellian electrons and motionless protons
and this initial equilibrium is perturbed by a monochromatic density disturbance, the electric field
amplitude grows exponentially in time and then undergoes nonlinear saturation, associated with
the kinetic effects of particle trapping and phase space vortex generation. Moreover, if the initial
density perturbation is setup in the form of a low amplitude random phase noise, once the most
unstable mode has reached its nonlinear saturation amplitude after the linear growth, the whole
Fourier spectrum of wavenumbers is excited. As a result, the electric field profile appears as a
train of isolated pulses, each of them being associated with a phase space vortex in the electron
distribution function. At later times, these vortical structures tend to merge and, correspondingly,
the electric pulses collapse, showing the tendency towards a time asymptotic configuration with
a single phase space structure associated to an electric soliton-like pulse. This dynamical evolu-
tion is driven by purely kinetic processes, possibly at work in many space and laboratory plasma
environments.
PACS numbers:
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I. INTRODUCTION
In 1946, Landau [2] discussed the propagation of waves in unmagnetized plasmas and
demonstrated that electrostatic oscillations (Langmuir waves) of low amplitude can be
damped in time, even in absence of collisional dissipation. The wave damping process
is triggered by the resonant interaction of the wave with particles moving with speed close
to the wave phase velocity vφ. Almost twenty years later, the Landau theory has been
extended to the nonlinear regime by O’Neil [3], who showed that the nonlinear process of
particle trapping in the wave potential can saturate Landau damping by flattening the par-
ticle velocity distribution in the velocity range close to vφ: a Langmuir wave can survive
Landau damping in the case its amplitude is large enough that nonlinear effects come into
play in a time much shorter than the Landau damping time. The predictions by O’Neil have
been confirmed in several numerical works [4–9] and also in laboratory plasma experiments
(see, for example, Ref. [10]).
In 1991, Holloway and Dorning [11] noted that certain nonlinear electrostatic waves can
propagate in a plasma at a speed comparable to the electron thermal speed vth,e, namely in
a velocity range where they would be heavily Landau damped in linear regime. They called
these waves Electron Acoustic Waves (EAW), as their dispersion relation is of the acoustic
form, and showed that the presence of a population of electrons trapped in the wave trough
turns off Landau damping. The excitation process of the EAWs has been analyzed in
numerical studies [12], where it has been shown that an EAW is a Bernstein-Green-Kruskal
(BGK) [13] nonlinear mode, and in laboratory experiments with nonneutral plasmas [14–
16]. In these works, the excitation of the EAW has been realized through an external
driver electric field of relatively low amplitude which, if applied for several nonlinear times,
traps resonant electrons and flattens the velocity distribution at vth,e. Moreover, motivated
by suggestions that EAWs might be launched in laser-plasma interaction experiments [17],
Jonhston et al. [18] focused on relatively large driver amplitudes. They found novel BGK
waves that they called Kinetic Electrostatic Electron Nonlinear (KEEN) Waves. These waves
are comprised of four or five significant phase-locked harmonics, persist only when driven
hard enough, and are driven by a wide range of frequencies.
Recently, it has been shown [19] by means of kinetic numerical simulations that a slight
deviation of the particle velocity distribution, consisting of a small plateau of the width of
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a very small fraction of vth,e, can give rise to new undamped modes, named corner modes,
that are the small amplitude limit of the nonlinear EAWs and can exist in a wide region of
the k−ωR plane (ωR being the real part of the wave frequency and k the wavenumber). The
corner modes are intrinsically similar to the so-called beam modes, i. e. the electrostatic
acoustic branch of waves arising from the interaction of a background Maxwellian plasma
and a relatively low density electron beam. The beam modes have been introduced in 1968
by O’Neil and Malmberg, who analyzed the nature of the roots of the plasma dielectric
function in presence of a beam [1]. The electron beam population, in fact, produces a slight
deviation of the velocity distribution from Maxwellian, as for the corner modes, this allowing
for the existence of an acoustic-like branch of electrostatic waves.
The interaction of a plasma with a particle beam is a physical phenomenon frequently
observed in both space and laboratory plasmas and it is responsible for several dynamical
processes, like, for example, the excitation of waves through instability mechanisms. In
particular, in the solar wind, where the velocity distributions are routinely observed to
deviate from the configuration of thermodynamic equilibrium [20] (with the appearance, for
instance, of beams of accelerated particles), the presence of electrostatic slow waves with
acoustic-like dispersion relation has been recently detected [21–24].
In this paper, we employ Eulerian simulations of the Vlasov-Poisson equations to investi-
gate the linear and nonlinear regime of propagation of the beam modes, in an unmagnetized
plasma, composed of electrons and motionless protons. Firstly, we revisit the linear results
discussed in Ref. [1], by using a linear kinetic solver which computes numerically the elec-
trostatic roots of the plasma dielectric function. Afterwards, we employ the fully nonlinear
Vlasov-Poisson code to study the nonlinear regime of the interaction of an electron beam,
streaming at a speed close to vth,e, with a background Maxwellian plasma.
This paper is organized as follows. In Section II, we revisit the analytical, linear results
described in Ref. [1]. Therefore, in Section III we present the numerical Vlasov-Poisson
code used to investigate the nonlinear system dynamics and discuss the numerical results.
We finally summarize and conclude in Section IV.
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II. LINEAR DISPERSION RELATION OF THE BEAM MODES
As discussed above, the presence of a beam in the equilibrium distribution function influ-
ences the linear dispersion relation, as a new branch of acoustic modes, called beam modes, is
generated. In this Section, by following Ref. [1], we revisit the linear dispersion theory of the
beam modes. We focus on a collisionless plasma composed of kinetic electrons and a back-
ground of neutralizing protons, in electrostatic approximation. Under these assumptions,
the Vlasov-Maxwell set of equations can be reduced to the 1D–1V (one dimension in phys-
ical space, one dimension in velocity space) Vlasov-Poisson (VP) system. In dimensionless
units, the VP equations read:
∂f
∂t
+ v
∂f
∂x
− E∂f
∂v
= 0 (1)
∂E
∂x
= 1−
∫
f dv (2)
where f = f(x, v, t) is the electron distribution function and E = E(x, t) is the electric
field. In Eqs. (1–2), time, lengths and velocities are scaled to the inverse electron plasma
frequency ω−1pe , to the electron Debye length λDe and to the electron thermal velocity vth,e =
λDe ωpe, respectively. Moreover the electric field and the electron distribution function are
respectively normalized by mevth,eωpe/e and n0/vth,e, me, n0 and e being the electron mass,
equilibrium density and electric charge, respectively. For the sake of simplicity, from now
on, all quantities are scaled using the characteristic parameters listed above.
The equilibrium electron distribution function, which is spatially homogeneous, has the
following form:
f(x, v, t = 0) = f0(v) = fM(v) + fb(v) (3)
where
fM(v) =
ne√
2piTe
exp
[
−(v − Ve)
2
2Te
]
(4)
fb(v) =
nb√
2piTb
exp
[
−(v − Vb)
2
2Tb
]
(5)
Here, ne(b), Ve(b) and Te(b) are the density, bulk speed and temperature of the main (beam)
electron population and ne + nb = n0 = 1. Moreover, in order to avoid a net electron
current density which could, in principle, break the electrostatic approximation, we imposed
neVe + nbVb = 0. Typical parameters for the main and beam populations used for our
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numerical study are: nb = 5 × 10−4, Te = 1 and Tb = 3 × 10−4, while Vb has been varied in
the range 0.7 ≤ Vb ≤ 1.9. The velocity profile of the equilibrium distribution function f0(v),
zoomed in the velocity range around the beam speed, is shown in Fig. 1 for Vb = 1.5; here,
a small bump generated by the low density cold electron beam is visible at v = Vb.
In order to analyze the linear regime of wave propagation in presence of an electron beam,
we employed a linear kinetic solver, which computes numerically the Landau integral in the
complex plane and solves for the roots of the dielectric function [1], when the equilibrium
distribution function is chosen to be f0(v) in Eq. (3). Figure 2 shows the dependence of the
real part ωR (top) and the imaginary part ωI (bottom) of the wave frequency as a function
of the wavenumber k, for several values of Vb (Vb increases going from the bottom to the top
curve). As a reference, the dashed curve in Fig. 2 (top) indicates the dispersion relation of
Langmuir waves, which co-exist with beam modes for the equilibrium distribution function
f0(v).
In agreement with O’Neil and Malmberg [1], the beam modes have an acoustic-like dis-
persion relation (see the top panel of Fig. 2), with phase speed vφ . Vb. Moreover, by
looking at the bottom panel of Figure 2, it is evident that the beam modes are damped for
small values of Vb and can become unstable as Vb increases.
In Figure 3, we report the contour plot of ωI in the k − Vb plane. The white-solid line
in Fig. 3 represents the curve ωI (k, Vb)=0, which marks the transition between stable and
unstable regions. It is clear from this plot that a large portion of the k−Vb space is dominated
by unstable solutions.
III. NUMERICAL RESULTS
For studying the nonlinear regime of the interaction between the plasma and the electron
beam, we numerically integrated Eqs. (1–2) through an Eulerian code based on an explicit
finite difference method for the evaluation of spatial and velocity derivatives of the distri-
bution function and on the well-known splitting scheme [25] for the temporal evolution of
f (see Refs. [26, 27] for details about the numerical algorithm). The numerical phase space
domain [0, L]× [−vmax, vmax] is discretized with Nx and Nv grid points; here, L is the spatial
length of the numerical box and vmax = 6vth,e. Periodic boundary conditions are imposed
in physical space, while, in velocity space, we set f (x, |v| > vmax, t) = 0. Since periodic
5
boundary conditions are implemented in physical space, Poisson equation is solved through
a standard Fast Fourier Transform routine. Finally, the time step ∆t has been chosen in
such a way to satisfy the Courant-Friedrichs-Levy [28] condition for the numerical stability
of time explicit finite difference schemes. In each numerical run described in the following,
the initial equilibrium distribution function is f0(v) in Eq. (3) with Vb = 1.5.
In this Section we discuss the results of two simulation runs: i) the propagation of a
monochromatic beam wave in both linear and nonlinear regimes and ii) the generation of
isolated electrostatic structures produced by the nonlinear interaction of beam-modes and
associated with the coalescence of phase space vortices.
A. Propagation of monochromatic beam modes in linear and nonlinear regime
We perturb the initial equilibrium configuration described in the previous Section through
a density perturbation of the form δn(x) = A0 sin(k0x), where A0 = 10
−4, k0 = 2pi/L = 0.452
and L = 13.89. We follow the system evolution up to a time tmax = 4000. The number of
grid points in physical and velocity domain is Nx = 256 and Nv = 4001, respectively.
To compare with the linear expectations for the beam-modes described in Ref. [1] and
revisited in Section II, we report, in Fig. 4, the time evolution of the fundamental electric
field spectral component Ek(m = 1) (corresponding to wavenumber k0).
In the early stage of the simulation (left panel), one observes the exponential damping of
the Langmuir oscillations initially excited by the density perturbation. The red-dashed line
in Fig. 4 represents the theoretical prediction for the Landau damping rate ωLI = −0.101
for Langmuir waves, computed through the linear kinetic solver discussed previously. A
very good agreement can be seen here between the theoretical expectation and the observed
damping.
At t ≃ 50, when the amplitude of the Langmuir oscillations has been decreased by about
two orders of magnitude, the wave damping effect saturates. In the middle panel of Fig.
4, reporting the electric signal evolution zoomed in the time interval t ∈ [20, 120], a clear
frequency shift can be noticed; from this time on, the electric oscillations occur with the
frequency of the beam mode, as predicted by the linear kinetic solver.
When looking at the complete time evolution of Ek(m = 1, t), reported in the right panel
of Fig. 4, it is evident that, once the initial Langmuir oscillations have been completely
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dissipated, the amplitude of the remaining beam mode increases exponentially. This is due
to the fact that, with the parameters chosen for this simulation, the excited beam mode
is unstable (see Figure 3 for Vb = 1.5 and k = 0.452). In fact, the red-dot-dashed line
in this panel indicates the theoretical prediction for the growth rate of the beam mode
ωbI = 0.0032, as obtained through the linear kinetic solver; a very good agreement between
theoretical expectation and numerical results can be again appreciated here. Finally, in the
late time regime, the exponential growth of Ek(m = 1, t) saturates due to nonlinear effects
and the wave amplitude oscillates around a nearly constant value.
In Figure 5 we display the dependence of the spectral electric energy |Ek(m = 1, ωR)|2
on the real part of the wave frequency ωR (resonance curve). As the spectral energy has
been computed by Fourier transforming the electric signal over the entire spatio-temporal
domain of the simulation, two peaks are visible in the resonance curve: the first dominant
peak at low frequency corresponds to the beam mode with ωbR ≃ 0.665 (vbφ ≃ 1.47), while the
second one is associated with the Langmuir oscillations, with ωLR = 1.354 (v
L
φ ≃ 2.99), which
are damped in the early stage of the system evolution. The vertical red dot-dashed lines
in this figure represent the frequencies of beam and Langmuir waves respectively, computed
through the linear kinetic solver.
We move, now, to the analysis of the nonlinear evolution of the beam-mode instability
observed in Fig. 4, by focusing in particular on the nonlinear dynamics responsible for the
saturation of the linear exponential growth. As demonstrated by O’Neil in 1965 [3], nonlinear
effects come into play in the process of resonant wave-particle interaction at a time of the
order of the so-called trapping time τtrap ≈ (me/ekE)1/2, namely the oscillation period of a
charge in the wave potential well. Following O’Neil, in nonlinear regime, due to the presence
of a population of trapped particles, the amplitude of an electrostatic wave oscillates in time
over a period ≃ τtrap. Therefore, we performed several simulations, by varying the amplitude
of the initial density perturbation in the range 2.5× 10−3 ≤ A0 ≤ 2.5× 10−2, and computed
the characteristic oscillation time τ of the electric wave envelope (see right panel of Fig. 4
for t > 2000). In Fig. 6 (left) we report as dots the dependence of log τ on logAs, As being
the saturation amplitude of the electric oscillations in the nonlinear phase, evaluated as
the average amplitude of the electric envelope oscillations after the saturation of the linear
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instability. The black solid line in this panel represents the best fit curve:
log(τ) = −(0.50± 0.03) log(As) + (2.10± 0.26) (6)
As it is clear from this plot, the numerical dots show a clear linear trend, with a significantly
high linear correlation coefficient (r = 0.994); the angular coefficient of the linear trend is
α = −0.50± 0.03, this meaning that τ is inversely proportional to the square root of As, in
good agreement with O’Neil’s predictions.
The above considerations suggest that particle trapping is at play in the nonlinear phase
of the system evolution. To further confirm the existence of a population of trapped particles,
in the middle panel of Fig. 6 we show the phase space contours of the electron distribution
function at the end of the simulation and in the velocity range around Vb, for the simulation
with A0 = 10
−2. The contour lines of the electron distribution function display a vortical
structure, typical signature of particle trapping. Moreover, the blue-dashed lines in this
panel represent the separatrix curves defined as v±(x) = vφ±
√
2(φmax + φ(x, tmax)), where
φmax = maxx (−φ(x, tmax)), which separate the phase space region with closed lines (trapped
particles) from those with open lines (free particles).
Finally, in the right panel of Fig. 6 we plot the distribution function f at the end of the
run as a function of the energy in the wave frame W (x, v) = (v − vφ)2/2− φ(x, tmax). That
is, for each (x, v) in the simulation domain, we plot f(x, v) vsW (x, v), resulting in the single
curve shown in Fig. 6. The fact that the points in this scatter plot fall on a single curve
shows that the electron distribution f is a function of the energy W alone, as expected for
solutions of the BGK type [13]. From this evidence, we conclude that the final nonlinear
state reached after the saturation of the linear instability is, in fact, a BGK state.
B. Nonlinear generation of isolated electrostatic pulses from the coalescence of
phase space vortices
In this Section we discuss the results of an additional simulation in which we impose a low
amplitude random phase density noise on the equilibrium distribution function in Eq. (3),
with Vb = 1.5. The system evolution is followed up to a much longer time with respect to
the previous run (tmax = 65000). The parameters of this simulation are ne = 0.995, Te = 1,
nb = 5 × 10−3, Tb = 8 × 10−4; in particular, we increased the beam density and decreased
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its temperature with respect to the previous run. Moreover, L = 500 (k0 = 2pi/L = 0.013),
Nx = 2048 and Nv = 4001.
The random phase density disturbance is composed of 128 Fourier modes and has the
form δn(x) = A0 g(x)/maxx[g(x)], where A0 = 10
−6 and
g(x) =
128∑
j=1
sin(jk0x+ ϕj) , (7)
being {ϕj} random phases in [0, 2pi].
Fig. 7 reports the time evolution of Ek(m, t), in the time interval t ≤ 2000, for several
spectral components (1 ≤ m ≤ 20 and m = 45). The most unstable Fourier component,
m = 45, is plotted in red. The time evolution of this component shows a preliminary
damping of the initial Langmuir wave, as discussed in previous Section, and then a linear
instability phase, followed by a saturation in nonlinear regime. It is worth noting from this
plot that the other Fourier components start growing in amplitude once the most unstable
mode has reached its saturation level, this suggesting that a nonlinear secondary instability
took place to excite the whole Fourier spectrum.
To analyze the characteristic of the wave signals shown above, in Fig. 8 we report the
ωR − k Fourier spectrum of the electric field. As shown in this plot, an acoustic branch has
been excited, whose phase speed is vφ = 1.40, in good agreement with the prediction of the
linear kinetic solver for the beam mode branch with the parameters used in this simulation.
It is interesting to note in this plot that: (i) since the Fourier spectrum has been taken
over a long time interval (t < 5000), no signature of Langmuir activity is recovered, as
Langmuir fluctuations have been rapidly Landau damped after few wave cycles in the early
stage of the system evolution; (ii) the beam fluctuations propagate only along the positive
x direction (positive values of the wavenumber), accordingly to the direction of propagation
of the electron beam in the equilibrium distribution function [see Eq. (3)].
At this point, it is interesting to look at the evolution of the phase space distribution
function, as the linear instability develops, with the most unstable mode growing, and later
on once the nonlinear regime has been reached and a significant energy has been transferred
to high wavenumber spectral components. In Fig. 9 we report the electric field signals (left
column) at different times in the simulation and the corresponding phase space portraits of
the electron distribution function (right column). At t = 300 (top panels), in the middle
of the linear instability phase, the electric field has the form of a small amplitude localized
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wave packet, corresponding to the most unstable wavenumber (m = 45); here, the amplitude
of the electric field is too small to produce any significant deformation of the distribution
function, whose level lines appear indeed unperturbed.
At t = 900, after the nonlinear saturation of the instability, many spectral components
gained significant energy and the electric field amplitude has rapidly increased of many orders
of magnitude; now, particles are trapped in the wave potential and vortical structures appear
in phase space. At later times (t = 4049), the whole Fourier spectrum has been excited, high
wavenumber components have energy comparable to the linearly most unstable mode and the
electric field signal appears as a train of solitary structures, propagating along the positive
x direction; to each electric field pulse corresponds a phase space vortex in the electron
distribution function. These phase space vortices tend to merge and coalesce and, as a
consequence, the number of electric pulses decrease in time (t = 32500). Finally, in the large-
time regime (t = 63750), the last couple of phase space structures are coalescing, showing a
tendency towards the formation of a single phase space vortex with a corresponding soliton-
like electric field signal. We point out that the process of vortex merging occur on very
slow time scales, whose final time asymptotic configuration is presumably reached in times
beyond the maximum time of our simulation.
IV. SUMMARY AND CONCLUSIONS
In this paper we analyzed through a numerical approach the interaction of a beam of
electrons with a background globally neutral plasma, both in linear and nonlinear regime.
This problem has been already analytically approached by O’Neil and Malmberg in 1968 [1]
in linear regime. These authors pointed out that the presence of the electron beam generates
an additional wave branch of the electrostatic dielectric function, with acoustic dispersion
relation, that they named beam modes.
In the first part of the present work, we revisited the results in Ref. [1] by means
of a linear kinetic solver, which computes numerically the roots of the plasma dielectric
function. The results of this preliminary linear analysis are in good agreement with Ref.
[1], confirming that the so-called beam modes have linear dependence of their frequency
on the wavenumber and phase speed close to the beam speed. We also pointed out that,
depending on the characteristics of the electron beam (density, temperature and speed), the
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beam modes can become unstable. As summarized in Fig. 3, it is possible to excite beam
modes in a large portion of the k−Vb space and most of the time the beam mode oscillations
are unstable. We decided, therefore, to study in detail the excitation process of these beam
modes, as well as the linear and nonlinear phase of their instability, since the interaction of
a plasma with a beam is a relevant physical situation, frequently encountered both in space
and laboratory plasma systems.
To do so, we employed a numerical Vlasov-Poisson solver, which allows to follow the evolu-
tion of the electron distribution function in 1D-1V phase space. We performed two different
numerical experiments, in which the equilibrium configuration, consisting in a background
of Maxwellian electrons and the electron beam (plus motionless neutralizing protons) is per-
turbed by small amplitude density disturbances; in both simulations the typical parameters
of the electron beam and of the initial perturbation are chosen in such a way to trigger the
beam mode instability.
In the first simulation, we perturbed the equilibrium configuration with a monochromatic
density perturbation. This simple situation allowed us to analyze in detail first of all the
linear regime of the system evolution, making contact with the predictions of the linear
kinetic solver: very good agreement has been found between numerical results and predic-
tions of the linear solver concerning both real and imaginary part of the wave frequency.
Furthermore, we focused on the nonlinear saturation of the beam-mode instability, showing
that the nonlinear regime of wave propagation is associated with the generation of a trapped
particle population and, in general, to a phase space distribution function of the BGK type.
For the second simulation, we launched the electron beam in an initially Maxwellian
plasma with random density noise. By looking at the time evolution of several electric
field Fourier components, we observed the exponential growth of the amplitude of the most
unstable one and then its nonlinear saturation, as in the previous run. However, once this
mode has reached its nonlinear saturation amplitude, other Fourier components start gaining
energy, until the whole Fourier spectrum is excited, following the acoustic-like dispersion
relation of the beam modes. In the late time regime, the resulting spatial profile of the
electric field appears as a train of isolated pulses; a phase space vortex in the electron
distribution function is associated with each of these pulses. These vortices in phase space
tend to merge and the electric pulses to collapse correspondingly: this dynamical evolution
is expected to result in a single long-lived phase space structure, which propagates in time
11
keeping unchanged its speed and shape (the corresponding electric signal displaying a soliton-
like profile [29–31]).
We emphasize that the generation of these electrostatic pulses is a pure nonlinear kinetic
effect, as it is related to the kinetic processes of phase space vortex generation and merging.
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FIG. 1: Velocity profile of the equilibrium electron distribution function f0(v) around the beam
speed Vb, for the case Vb = 1.5.
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FIG. 2: Real part ωR (top) and imaginary part ωI (bottom) of the wave frequency as a function
of the wave number k, for different values of the beam speed Vb (Vb increasing from bottom to top
curves). The red dot-dashed line in the top plot indicates the curve for Langmuir waves.
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FIG. 3: Contour plot of ωI in the k − Vb plane. The white solid line corresponds to the curve
ωI(k, Vb) = 0.
FIG. 4: On the left, semi-log plot of the time evolution of the electric Fourier component m = 1
|Ek(m = 1, t)|, in the early times of the simulation. The red dot-dashed line represents the
theoretical damping rate for Langmuir oscillations ωLI = −0.101. In the middle, time evolution
of Ek(m = 1, t) in the time interval 20 ≤ t ≤ 120: a clear frequency shift is observed here from
the Langmuir frequency toward the frequency of the beam mode. On the right, time evolution of
|Ek(m = 1, t)| in semi-log plot for the total duration of the run. The red dot-dashed line represents
the theoretical prediction for the growth rate of the beam mode.
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FIG. 5: Spectral electric energy |Ek(m = 1, ωR)|2 as a function of ωR. The red dot-dashed vertical
lines indicate the frequency of the beam-mode ωbR = 0.665 and of the Langmuir wave ω
L
R = 1.354,
respectively.
FIG. 6: On the left, logarithm of the characteristic oscillation period log (τ) of the electric wave
envelope in the nonlinear phase (see right panel of Fig. 4) plotted versus the logarithm of the
saturation amplitude log (As). The dots are the numerical results, while the straight black line
refers to the linear fit (r = 0.994) given by Eq. (6). In the middle, phase space contour plot
(and level lines) of the electron distribution function at t = tmax = 4000 and for A0 = 10
−2. The
blue dot-dashed curves are the separatrices v±(x) = vφ ±
√
2(φmax + φ(x, tmax)), where φmax =
maxx (−φ(x, tmax)). On the right, scatter plot of the electron distribution function, at t = tmax =
4000 and for A0 = 10
−2, as a function of the energy in the wave frame.
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FIG. 7: Time evolution of the electric field spectral components 1 ≤ m ≤ 20,m = 45, in semi-log
plot. The red solid curve represents the most unstable mode, m = 45.
FIG. 8: ωR− k Fourier spectrum of the electric signal, taken over the whole spatial domain and in
the time interval 0 ≤ t ≤ 5000.
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FIG. 9: Spatial profile of the electric field at different time instants in the simulation (left column)
and the corresponding phase space contour plot of the electron distribution function (right column),
in a velocity range around the drift velocity of the beam Vb.
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