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Quantum simulators have the exciting prospect of giving access to real-time dynamics of lattice
gauge theories, in particular in regimes that are difficult to compute on classical computers. Future
progress towards scalable quantum simulation of lattice gauge theories, however, hinges crucially
on the efficient use of experimental resources. As we argue in this work, due to the fundamental
non-uniqueness of discretizing the relativistic Dirac Hamiltonian, the lattice representation of gauge
theories allows for an optimization that up to now has been left unexplored. We exemplify our
discussion with lattice quantum electrodynamics in two-dimensional space-time, where we show that
the formulation through Wilson fermions provides several advantages over the previously considered
staggered fermions. Notably, it enables a strongly simplified optical lattice setup and it reduces the
number of degrees of freedom required to simulate dynamical gauge fields. Exploiting the optimal
representation, we propose an experiment based on a mixture of ultracold atoms trapped in a tilted
optical lattice. Using numerical benchmark simulations, we demonstrate that a state-of-the-art
quantum simulator may access the Schwinger mechanism and map out its non-perturbative onset.
I. INTRODUCTION
Recent years have seen considerable progress towards
quantum simulations of gauge theories that describe the
fundamental interplay of fermionic matter with dynam-
ical gauge fields [1–3]. By building on dramatic experi-
mental advances, proposals have been presented for op-
tical lattices [4–7], ion chains [8, 9], and superconduct-
ing qubits [10, 11]. These proposals aim to implement
the sophisticated framework of lattice gauge theory in
table-top experiments, which has enabled numerical cal-
culations for theories such as quantum electrodynamics
(QED) or quantum chromodynamics (QCD) [12]. While
the sign problem restricts these classical computer calcu-
lations mainly to static properties at rather low fermion
densities (except for specific limiting cases or under var-
ious degrees of approximation), quantum simulators do
not suffer from such limitations [13]. This prospect has
motivated a first proof-of-principle implementation on a
trapped-ion quantum computer [14], which has observed
the out-of-equilibrium dynamics of a gauge theory, but
restricted to an Abelian symmetry, one spatial dimen-
sion, rather short times, and few qubits.
Further progress hinges crucially on efficient imple-
mentations, such that present state-of-the-art experimen-
tal resources become sufficient to quantum simulate rel-
evant physical processes, such as Schwinger pair pro-
duction of fermions and anti-fermions in the presence
of strong electric fields [15, 16] or string breaking due
to confinement [17–19]. In view of finding optimal im-
plementations, the Nielsen-Ninomiya no-go-theorem [20]
becomes particularly important: it states that it is not
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FIG. 1: Sketch of the proposed implementation of lattice QED
in one spatial dimension. Fermions trapped on the lattice
sites (blue circles) are coupled via a correlated interaction
with the Bose condensates residing on the links (red ellipses).
The zoom schematically shows how the gauge-invariant cou-
pling can be realized via spin-changing collisions between the
fermions (blue) and bosons (orange) in a tilted optical lat-
tice. This process involves two internal states per species as
indicated by the blue and red bars.
possible to discretize relativistic fermions while retaining
the relevant symmetries of the continuum theory. Be-
ing forced to make a choice between discretizations with
different symmetry properties, one should be guided by
the requirements of the task at hand, e.g, by conceptual
advantages, numerical efficiency, or — as in our work —
ease of experimental implementation. So far, however,
most proposals for the engineering of quantum simula-
tors for lattice gauge theories employ one specific dis-
cretization procedure via the so-called staggered fermion
formulation [21].
In this work, we propose the use of an alternative dis-
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2cretization based on Wilson fermions [22]. As we dis-
cuss below, Wilson fermions have conceptual advantages
over staggered fermions when going to higher dimensions.
Moreover, we show that Wilson fermions can provide a
very efficient framework for the experimental implemen-
tation of gauge theories using ultracold atoms in opti-
cal lattices. As an example, we discuss QED in 1 + 1
space-time dimensions implemented with a two-species
mixture. Radiofrequency-dressed 6Li atoms act as the
fermionic matter, while small condensates of bosonic
23Na atoms represent the dynamical gauge fields. Inter-
species spin-changing collisions generate the dynamics of
an interacting gauge theory, where local gauge invariance
is ensured by angular momentum and energy conserva-
tion, see Fig. 1. Strikingly, the use of Wilson fermions
enables an implementation through tilted optical lattices,
instead of the more involved superlattices employed for
staggered fermions [4]. We benchmark our proposal by a
theoretical analysis, and show that the non-perturbative
onset of Schwinger pair production may be observed in
realistic experimental settings.
Wilson fermions have been considered previously in a
cold-atom context for the quantum simulation of topolog-
ical insulators [23–25]. In contrast, we are interested here
in the full, interacting quantum theory with dynamical
gauge fields.
The paper is organized as follows. In Sec. II, we present
the lattice Hamiltonian of Wilson fermions. We show
that an optimal choice of parameters significantly sim-
plifies the resulting setup, and we compare it to the
staggered-fermion formulation. In Sec. III, we discuss
how the theory is promoted to a gauge theory by the
introduction of dynamical gauge fields. Moreover, we re-
formulate the gauge theory to match it with the degrees
of freedom available in cold atomic gases and propose
a possible implementation in a Bose-Fermi mixture in
an optical lattice. We give an intuitive interpretation of
various processes appearing in the proposed experimen-
tal setup, describe the envisioned experimental protocol,
and discuss possible limitations. In Sec. IV, we bench-
mark the proposed experiment with the example of the
Schwinger mechanism. In particular, we show that an ex-
periment with realistic parameters may extract the rate
of particle–anti-particle production. Section V presents
our conclusions. Three appendices give details on exper-
imental implementation and parameters as well as nu-
merical benchmark simulations.
II. WILSON FERMIONS
Before turning to dynamical gauge theories describ-
ing the Lorentz-invariant interaction of fermionic matter
with gauge bosons, we momentarily drop the gauge de-
grees of freedom for clarity. The non-interacting fermion
part of the theory is described in the continuum in d
FIG. 2: Comparison of the continuum and lattice dispersion
relations, plotted within the first lattice Brillouin zone for
lattice spacing a = 0.1/m and d = 1 spatial dimension. The
black, dashed line is the continuum result given by the Dirac
Hamiltonian (1), the low-energy behavior of which we aim
at reproducing. Discretizing the continuum kinetic energy
by a nearest-neighbor hopping yields the blue, dashed-dotted
dispersion relation, which has spurious low-energy states. The
addition of a Wilson term, see Eq. (3), removes the minima at
the edge of the Brillouin zone, and thus effectively eliminates
the fermion doublers (red, solid line; plotted here for r = 1).
spatial dimensions by the Dirac Hamiltonian
HD =
∫
ddxψ†(x)γ0
[
iγj∂j +m
]
ψ(x) , (1)
where ψ(x) is a fermionic Dirac spinor with 2d/2 compo-
nents for d even and 2(d+1)/2 components for d odd. The
γ0 and γj denote the gamma matrices in d+1 space-time
dimensions [26] and ∂j is a partial derivative in the spa-
tial direction j = 1, . . . , d. This Hamiltonian describes
the kinetic energy and rest mass m of Dirac fermions
and leads to the dispersion relation of relativistic parti-
cles with energy
√
m2 + p2.
A. The doubling problem
For simulations on classical computers as well as on
quantum devices consisting of sites in optical lattices or
arrays of qubits, the continuum theory has to be dis-
cretized on a lattice. In view of quantum simulation,
we work here in the Hamiltonian lattice formalism, with
spatial lattice spacing a and continuous real time t.
The simplest discretization of fermions replaces the
kinetic energy in Eq. (1) with a nearest-neighbor hop-
ping term. This naive procedure, however, leads to a
discretized model with an additional “doubling symme-
try” [27]. Its physical consequence is the appearance of
spurious states, where each fermion in the continuum the-
ory leads to 2d fermion species for d discretized dimen-
sions, see Fig. 2. These additional degrees of freedom
affect the extrapolation to the continuum limit such that
the correct continuum results are not recovered.
3The Nielsen–Ninomiya theorem [20] implies that, in or-
der to remove these doublers, one has to sacrifice at least
one of several fundamental characteristics of the con-
tinuum derivative: hermiticity, locality, discrete transla-
tional symmetry or chiral symmetry. The choice, which
of these characteristics to sacrifice, gives room for vari-
ous strategies, with the staggered fermion [21] and Wil-
son fermion [28] prescriptions being among the ones most
commonly known.
B. Non-interacting Wilson fermions
Wilson fermions sacrifice chiral symmetry to decou-
ple the doublers from the low-energy degrees of freedom
that describe the continuum theory. Despite the lack of
chiral symmetry, relevant real-time phenomena can be ef-
ficiently simulated with Wilson fermions, with accuracy
comparable to alternative implementations that respect
chiral symmetry [29].
Wilson fermions can be understood as the addition of
a second-order derivative, which is discretized as
−a
2
∫
ddx
∑
j
ψ†(x)γ0∂2jψ(x) (2)
→ −a
2
∑
n
ad
ψ1n†γ0∑
j
ψn+ej − 2ψn + ψn+ej
a2
 .
Here and in the following, the fermionic Dirac spinor ψn
is located at lattice site n = (nj)j=1,...,d and ej denotes a
translation by a single site along the spatial direction j.
This so-called Wilson term together with a hermitian dis-
cretization of the Dirac Hamiltonian (1) yields the lattice
Hamiltonian of Wilson fermions,
HW =
∑
n
adψ†nγ
0
(
m+
d r
a
)
ψn (3)
− a
d−1
2
∑
n
ψ†nγ0∑
j
[
iγj + r
]
ψn+ej + h.c.
 .
The Wilson term is proportional to the lattice spacing
a and thus does not contribute in the continuum limit
a → 0. Nevertheless, for any a > 0 it suppresses the
fermion doublers as low-energy degrees of freedom, which
is illustrated in Fig. 2. This assures the recovery of the
relevant continuum theory in the limit a → 0. The
strength of the Wilson term, given by the Wilson pa-
rameter r, can be adjusted in the range 0 < |r| ≤ 1 while
still describing the same continuum theory [30]. In the
following, we will exploit this freedom to optimize the
implementation in a cold-atom quantum simulator.
C. Optimized Hamiltonian
In principle, the matrices iγ0γj + rγ0 in Eq. (3) cou-
ple all components of the spinors on neighbouring lat-
tice sites. In an optical-lattice implementation, each of
these couplings needs to be realized by a separate hop-
ping process, which in the full gauge theory discussed
below will moreover require the correct interactions with
the gauge fields. With regard to experimental feasibil-
ity, it is thus highly desirable to minimize the number of
coupling terms. In view of our application to Schwinger
pair production below, we consider the case of one spa-
tial dimension, d = 1, where the gamma matrices can be
represented with the three Pauli matrices σα, α = x, y, z,
γ0 = σα , γ1 = iσβ , (α 6= β) . (4)
In the following, we choose α = x and β = z. In the
Hamiltonian (3), the second term then takes a particu-
larly simple form by adjusting the Wilson parameter to
r = 1, such that
γ0 =
(
0 1
1 0
)
, γ1 =
(
i 0
0 −i
)
, iγ0γ1 + rγ0 =
(
0 2
0 0
)
(5)
These choices lead to the Hamiltonian
HW =
(
m+
1
a
)∑
n
(
ψ†n,1ψn,2 + h.c.
)
+
1
a
∑
n
(
ψ†n,1ψn+1,2 + h.c.
)
, (6)
where we have substituted ψn →
√
a (−1)n ψn and writ-
ten out the components, ψn = (ψn,1, ψn,2), which fulfill
the anti-commutation relations{
ψn,α, ψ
†
n′,β
}
= δαβδnn′ . (7)
The above choice of the γ-matrix representation and Wil-
son parameter is optimal in the sense that only one out
of four possible terms that couple neighbouring lattice
sites remains.
Though the striking simplicity of (6) is special for
one spatial dimension, in higher dimensions one can ap-
ply the same strategy of choosing different values of r,
representations of γµ, and canonical transformations to
ψn → Cnψn to optimize for experimental needs.
D. Comparison to staggered fermions
It is instructive to compare the above Wilson Hamil-
tonian to the lattice Hamiltonian of staggered fermions
as it has been used in previous proposals for quantum
simulators of lattice gauge theories. Staggered fermions
sacrifice the discrete translational invariance on the lat-
tice. They give a particularly simple formulation in one
spatial dimension, where they enable one to analytically
remove the fermion doublers [31]. The Hamiltonian for
non-interacting fermions reads in this case
Hst =
∑
n
{
m (−1)n c†ncn −
i
2a
[
c†ncn+1 − h.c.
]}
. (8)
4FIG. 3: Sketch of a cold-atom implementation of lattice
fermions in one spatial dimension. (a) Optimized Wilson for-
mulation; (b) staggered formulation. The levels (blue) repre-
senting fermionic atoms are coupled as indicated with arrows.
The grey curves represent optical potentials. Wilson fermions
can be implemented in a tilted lattice, while proposals with
staggered fermions typically require an optical superlattice,
e.g. [4].
Here, the Dirac spinor is decomposed onto neighboring
lattice sites such that there is only one fermionic degree
of freedom cn living on each site.
In contrast, the Wilson formulation contains two com-
ponents ψn,1 and ψn,2 at each lattice site, and thus real-
izes the same number of degrees of freedom in only half
the space. Moreover, as discussed in the next section,
gauge fields enter only on links connecting different lat-
tice sites, such that Wilson fermions require only about
half the gauge degrees of freedom.
A prominent difference of Eq. (8) with respect to the
optimized Wilson formulation (6) concerns the sign fac-
tors appearing in the staggered mass term, which are also
present in the interacting Hamiltonian that takes gauge
fields into account. The experimental realization of the
alternating on-site energy typically requires an optical
superlattice [4], while the Wilson formulation suggests a
tilted potential as illustrated in Fig. 3. The tilted po-
tential could be less demanding experimentally and can
be used to suppress unwanted tunneling processes as dis-
cussed in detail in Section III.
Moreover, the decoupling of fermion doublers in the
staggered formulation is special to 1 + 1 space-time di-
mensions [30]. The theory becomes considerably more
involved in higher dimensions where multiple, coupled
fermion species have to be simulated. The resulting
theory involves several coupled fermion species called
“tastes”, and the computation of physical observables
requires a correction scheme by taking roots of the stag-
gered fermion determinant. This “rooting procedure” is
sometimes discussed controversially, but in practice many
complications come from the multi-parameter fitting pro-
cedures that are required because of (“taste”) symmetry
violations involving the spurious degrees of freedom in
staggered formulations [30].
In comparison, the Wilson decoupling of spurious dou-
blers proceeds along the same lines in one or more spatial
dimensions. On the other hand, while the low-energy sec-
tor of staggered fermions produces the correct dispersion
relation up to order a2, the usual Wilson Hamiltonian
is only accurate to first order in the lattice spacing a.
Nevertheless, as it has been recently shown, relatively
simple (“tree-level”) improvements enable a remarkably
good scaling towards the continuum limit of relevant
real-time processes of QED and QCD in three spatial
dimensions [32–34]. These include not only Schwinger
pair production but also, e.g. the important phenomenon
of anomalous currents due to the presence of quantum
anomalies in QED and QCD. The latter depend cru-
cially on the chiral characteristics of the system, showing
that the explicit breaking of chiral symmetry by Wilson
fermions is no fundamental roadblock.
E. Coupling to gauge fields
The strong potential of Wilson fermions for atomic
quantum simulations becomes fully apparent when con-
sidering interacting gauge theories, as we will discuss
now. Prominent examples for interacting gauge the-
ories include QED based on the Abelian U(1) gauge
group, and QCD with underlying non-Abelian SU(3)
gauge group. [30].
To illustrate the use of Wilson fermions, we proceed
by focusing on the relatively simple example of the gauge
group G = U(1) as realized in QED, where the fermionic
matter fields ψn represent single-flavor Dirac spinors. In
this case, since the U(1) gauge group is local, gauge trans-
formations amount to multiplication of the fermion fields
with a potentially site-dependent phase αn,
ψn → eiαnψn . (9)
Hopping terms such as ψ†nψn+ej appearing in the non-
interacting fermion Hamiltonian (3) are not invariant
under this local gauge transformation for arbitrary non-
constant αn 6= αn+ej .
In the interacting gauge theory, gauge invariance is
obtained by coupling to operators Un,j , which reside on
the links between two neighbouring lattice sites n and
n + ej , and which transform as
Un,j → eiαnUn,je−iαn+ej . (10)
The transformations (9) and (10) can be realized by the
unitary operator V = exp
[
iad+1
∑
n αnGn
]
with the her-
mitian generator Gn =
∑
j
(
En,j − En−ej ,j
)
+ eψ†nψn.
Here, En,j is the conjugate field to Un,j , which fulfills
the commutation relation
[En,j , Um,k] = eδjkδn,mUm,k . (11)
Gauge invariance corresponds to [Gn, H] = 0. Thus, the
full Hilbert space can be decomposed into sectors cor-
responding to different eigenvalues qn of Gn, and the
physical Hilbert space is defined by picking a suitable
subspace. Physically, the qn are interpreted as the con-
served charges of the group G = U(1), i.e. the electric
charge. The restriction of the accessible Hilbert space
to a single eigensector of the generator Gn is the lattice
analogue of the familiar Gauss’ law, which states that
the electric charge is locally conserved, i.e. ∇E = ρ. To
5fulfill the requirement of gauge invariance, in the interact-
ing theory the hopping terms in the lattice Hamiltonian
(3) are replaced by the combination ψ†nUn,jψn+ej , which
couples the dynamics of the fermions to that of the gauge
fields.
With the presence of the gauge fields is associated an
energy cost, governed by the electric Hamiltonian
HE =
a
2
∑
n,j
E2n,j . (12)
This Hamiltonian is gauge invariant and implements the
equations of motion for U that give rise to the correct
continuum limit as a → 0 [35]. In spatial dimensions
higher than d = 1, the gauge fields also have a mag-
netic contribution HB , for details on which we refer to
Refs. [35]. In total, we end up with the lattice Hamilo-
nian of QED with Wilson fermions as
HQED = HE +HB +
∑
n
adψ†nγ
0
(
m+
r
a
)
ψn (13)
− a
d−1
2
∑
n
ψ†nγ0∑
j
[
iγj + r
]
Un,jψn+ej + h.c.
 .
As far as the fermion sector is concerned, it is straight-
forward to generalize the above construction also to non-
Abelian gauge theories. In the fundamental representa-
tion of SU(N), the fermion spinors carry an additional
group index and the link variables require a different for-
mulation, but the structure of the gauge-matter interac-
tions as given by Eqs. (9) and (10) remains the same [30].
For staggered fermions, implementations of non-Abelian
gauge theories with cold atoms have been discussed in
Refs. [36–38].
III. COLD-ATOM QED
The lattice gauge theory written in Eq. (13) consists
of fermions interacting with gauge fields. We now refor-
mulate the theory in a way that matches the degrees of
freedom available in cold atomic gases, using the simplest
case of QED in one spatial dimension, also known as the
massive Schwinger model [39]. In this case, Eq. (13) sim-
plifies due to the absence of the magnetic field term HB
and we can adopt the compact form of Eq. (6).
A. Optimized cold-atom Wilson Hamiltonian
Using the same optimization choices as led to Eq. (6),
Eq. (13) yields the quantum many-body Hamiltonian
HQED =
∑
n
{
a
2
E2n +
(
m+
1
a
)
ψ†n
(
0 1
1 0
)
ψn
}
+
1
a
∑
n
{
ψ†n
(
0 1
0 0
)
Unψn+1 + h.c.
}
. (14)
To alleviate notation, we label the gauge fields for d = 1
only with the site to the left, i.e. En = En,j=1 and anal-
ogously for U . Here, n = 1 . . . N is the number of lattice
sites. Thanks to the choices of the previous section, the
number of links carrying the gauge–matter interactions is
only half that of staggered fermions for the same number
of quantum simulated fermionic degrees of freedom.
The generators of the gauge transformations are now
given by
Gn = En − En−1 − e
∑
α=1,2
ψ†n,αψn,α . (15)
We choose our physical states from the zero-charge sector
Gn|phys〉 = 0.
The remaining procedure is similar to previous imple-
mentations with staggered fermions [40, 41]. The com-
mutation relation (11), together with the requirements of
E being hermitian and U being unitary, can only be ful-
filled in an infinite-dimensional Hilbert space. Since the
quantum control of infinitely many degrees of freedom is
in practice impossible, we adopt the so-called quantum
link [42] formalism as a regularization, which replaces the
gauge operators on each link by spin operators,
En → eLz,n , Un → [`(`+ 1)]−1/2 L+,n , (16)
with [Ln,α, Lm,β ] = iδnmαβγLm,γ , α, β, γ ∈ {x, y, z}
and L±,n = Lx,n ± iLy,n. This regularization leaves
gauge invariance and the commutation relation (11)
intact, but sacrifices unitarity of the link operators,
which now fulfill the commutation relation
[
Un, U
†
m
]
=
2δnmEm/ [e`(`+ 1)]. Already for small representations
of the quantum spin, quantum link models share salient
features with QED, such as confinement and string break-
ing [36]. Moreover, in the limit of large spins (` → ∞),
which we are focussing on, one recovers full QED. Fi-
nally, we represent the spin operators with two Schwinger
bosons,
Lz,n =
1
2
(
b†nbn − d†ndn
)
, L+,n = b
†
ndn , (17)
which fulfill the constraint
2` = b†nbn + d
†
ndn . (18)
This yields the final Hamiltonian that may be realized
with cold atoms in an optical lattice,
HCA =
ae2
4
∑
n
(
b†nb
†
nbnbn + d
†
nd
†
ndndn
)
+
(
m+
1
a
)∑
n
(
ψ†n,1ψn,2 + h.c.
)
(19)
+
1
a
√
`(`+ 1)
∑
n
(
ψ†n,1b
†
ndnψn+1,2 + h.c.
)
,
where we have dropped an irrelevant constant after us-
ing that L2z,n =
(
b†nbn − `
)2
/2 +
(
`− d†ndn
)2
/2. As it
becomes apparent in this formulation, gauge degrees of
freedom only enter in couplings between matter fields at
different sites, but not in the on-site terms ∼ ψ†n,1ψn,2.
6FIG. 4: Sketch of the proposed implementation. Fermions
and bosons (blue and red bars, respectively) can occupy two
hyperfine states each and are trapped in a tilted optical lat-
tice potential (grey line). The gauge-invariant dynamics of
1+1D QED is realized by three processes: (i) local oscillation
between the fermionic species [see Eq. (20)]; (ii) local bosonic
self-interaction [see Eq. (21)]; (iii) correlated hopping of both
species due to spin changing collisions [see Eq. (22)].
B. Experimental Implementation
We propose to realize the Hamiltonian (19) with a
Bose-Fermi mixture in a tilted optical lattice as sketched
in Fig. 4. Transverse motion is frozen out by a strong
radial confinement, rendering the system effectively one-
dimensional. The mixture is additionally subjected to
an optical lattice potential that is attractive (repulsive)
for the fermions (bosons), such that the atomic species
are allocated in an alternating fashion. In the following,
we will refer to the positions of the fermions (bosons) as
sites (links). For a sufficiently deep lattice, the atoms
will occupy localized Wannier states, such that tunnel-
ing beyond neighboring sites (links) can be neglected.
Tilting the optical potential suppresses this direct tun-
neling and effectively localizes the atoms on single sites
(links). Moreover, the species are prepared in two se-
lected hyperfine states each (denoted by annihilation op-
erators ψ1,n, ψ2,n respectively bn, dn). The desired dy-
namics governed by Eq. (19) can now be realized by im-
plementing the following three interactions among these
states (angular momentum and energy conservation en-
sure that the dynamics accesses no other states [41, 43]).
(i) We propose to drive resonant oscillations with Rabi
frequency Ω between the two fermionic states on
each site using radiofrequency radiation. This re-
alizes the second line of Hamiltonian (19), i.e. the
electron mass plus the on-site part of the Wilson
term,
Ω↔ m+ 1
a
. (20)
(ii) We assume 2` Bose condensed atoms on each link.
In the trapping potential, the atomic cloud feels an
effective interaction constant gB given by the scat-
tering length, the boson mass, and overlap integrals
over localized Wannier functions, see Eq. (A22).
These interactions set the energy scale for the sim-
ulated electric field, the first line of Hamiltonian
(19),
gB ↔ ae
2
2
. (21)
(iii) The gauge-invariant interactions in the third line
of Hamiltonian (19) are implemented using spin
changing collisions (SCC) between the fermions
and bosons [41, 43, 44]. For this purpose, one has
to choose appropriate hyperfine states to ensure an-
gular momentum conservation and then apply an
external magnetic field in order to tune the SCC
into resonance. These lead to a correlated hop-
ping of the bosons and fermions with an effective
interaction gBF , see Eq. (A20). These interactions
set the lattice-spacing parameter of the quantum-
simulated gauge theory,
gBF ↔ 1
a
√
`(`+ 1)
. (22)
For further details on a possible realization, we refer to
the appendix A. Equations (20-22) define the two rel-
evant dimensionless parameters of the simulated theory,
am and e/m. Note that the value of a is not equivalent to
the optical-lattice spacing alat imposed in the quantum
simulator [see Eq. (A1)].
C. Interpretation of the cold atom Hamiltonian
The individual processes contributing to Eq. (19) per-
mit of physical interpretations in simplified limits, which
are useful to gain some intuition.
1. Free fermion Hamiltonian
The fermionic part of Hamiltonian (19) becomes par-
ticularly simple in the absence of interactions with the
gauge fields. Referring to the single-particle states of ψn,1
and ψn,2 as |↑〉n and |↓〉n, respectively, we start by consid-
ering the local, purely fermionic part in the second line of
(19), which dominates in the heavy-mass limit m → ∞.
It is diagonal in the basis |←〉n = 1√2 (|↑〉n − |↓〉n) and
|→〉n = 1√2 (|↑〉n + |↓〉n), with eigenvalues −m and +m,
respectively. In this basis the local fermionic Hilbert
space is given by
Hn = {|0←0→〉n, |1←0→〉n, |0←1→〉n, |1←1→〉n} , (23)
where |j→k←〉n denotes a state with j fermions in the
state |→〉n and k fermions in |←〉n. We can there-
fore identify the fermionic vacuum and electron/positron
7states according to
vacuum (“Dirac sea”) : |Ω〉n ↔ |1←0→〉n , (24a)
electron : |e−〉n ↔ |1←1→〉n , (24b)
positron : |e+〉n ↔ |0←0→〉n , (24c)
electron + positron : |e−e+〉n ↔ |0←1→〉n . (24d)
Intuitively, an electron corresponds to the presence of
a fermion in |→〉n, while a positron corresponds to the
absence of a fermion in |←〉n.
For a finite fermion mass m, we have to take into ac-
count the fermionic hopping terms in (19). The decompo-
sition of the vacuum state into the local fermionic states
is then formally given by a Slater determinant involv-
ing all lattice sites. In this case, it is more convenient
to describe the quantum system in terms of correlation
functions. In absence of interactions with the gauge field,
the matter fields form a free theory. An initial vacuum
of non-interacting fermions can thus be completely de-
scribed in terms of the equal-time statistical propagators
Fαβmn =
1
2
〈[
ψm,α, ψ
†
n,β
]〉
. In momentum space, this non-
interacting vacuum is characterized by the correlations
(see also appendix C)
F 11kk = 0 , F
22
kk = 0 , F
21
kk =
ωk
2zk
(25)
and Fαβkk′ = 0 for k 6= k′. Here, zk = m +
1
a
(
1 + exp
(
2piik
N
))
and the dispersion ωk = |zk|, k =
0, 1, . . . , N − 1.
2. Gauge-field energy
In the experiment, the gauge part corresponds to an
array of trapped spinor BECs in two hyperfine states. For
the semi-classical limit of large occupation numbers, ev-
ery local BEC can be pictured by a collective spin Bloch
sphere. Since the simulated electric field corresponds to
an occupation imbalance between the two states, it can
be associated with the azimuthal angle measuring the
distance from the equator of the Bloch sphere. Thus,
the electric energy, which arises from the bosonic self-
interactions in Eq. (19) corresponds to the so-called one-
axis twisting Hamiltonian [45]. This clarifies the contri-
bution from (21): It generates a rotation of the polar
angle, whose frequency depends on the azimuthal angle.
This corresponds to a phase rotation of U in the gauge
theory. However, this simple dynamics that happens lo-
cally on every link is modified by the correlated hopping
of bosons and fermions.
3. Correlated hopping
In the heavy-mass limit underlying the identifications
of equation (24), one can also easily visualize the effect of
the correlated hopping (22). For example, the elementary
process for the local production of a single e+e− pair is
composed of the hopping and simultaneous flipping of a
single (fermionic) spin from one site to the next, while
decreasing the (bosonic) imbalance on the link joining
the two sites.
As for the free-fermion part discussed above, the sim-
plified interpretation in terms of local single-particle
states is convenient to gain a basic understanding of the
cold-atom system, but in order to describe the full com-
plexity of the many-particle quantum dynamics it be-
comes necessary to consider many-body correlation func-
tions. Indeed, for a finite fermion mass, pair production
happens non-locally and can only be detected by mea-
suring correlation functions. In fact, even the concept
of a particle is ill-defined in the generic interacting non-
equilibrium situation [46]. As a measure for the total
fermion particle number density n = 1L
∑
k n˜k, we employ
a typical definition following from the instantaneous di-
agonalization of the purely fermionic contribution to the
full Hamiltonian. Then, n can be expressed in terms of
the energy density ˜k, which is a function of the statistical
propagator, and the dispersion ω˜k,
n˜k =
˜k
ω˜k
+ 1 , ˜k = −
(
z˜kF
21
kk +
[
z˜kF
21
kk
]∗)
, (26)
where the tilde indicates that all quantities have to be
calculated on the background of the gauge fields.
D. Experimental limitations
There are a number of experimental limitations that
set bounds on the implementation of (19). The most im-
portant ones limit the accessible time-scales in the exper-
iment as follows [for further details, see the appendices
A and B].
First of all, we have replaced the gauge fields by finite
spin operators (16). To quantitatively approach QED
predictions, we would thus like to employ BECs with
large atom numbers corresponding to `→∞. The large
boson density will lead to considerable three-body losses
[47], which depend on the precise lattice structure. These
losses set a limiting time T3 for the validity of the quan-
tum simulation.
A second restriction comes from the need to suppress
direct hopping terms of the two species and to conserve
the boson number locally on each link to ensure the con-
straint (18). Wilson fermions naturally favour a tilted
lattice, which conveniently suppresses direct tunneling.
On the downside, the tilt renders states localized on sin-
gle lattice sites unstable [48]. After a time TLZ , they
decay due to Landau-Zener transitions, which is the sec-
ond main limitation of our proposed setup.
Finally, experiments will implement a set of lattice
QED parameters a,m, e with a resulting Brillouin zone
of finite size ∼ 1/a. Since we are interested in Schwinger
pair production in strong electric fields, the creation and
8subsequent acceleration of particles becomes unphysical
when the energy of these particles reaches the cutoff
∼ 1/a. This gives a third time-scale Tlat that limits the
accessible dynamics.
An experimental implementation will have to carefully
balance between these different imperfections. Neverthe-
less, as we will show in the remainder of this paper, the
observation of relevant phenomena is achievable in state-
of-the art experiments. Moreover, T3 and Tlat can be
mitigated if we do not require quantitative agreement
with continuum QED. For any finite a, the experiment
will implement a valid lattice gauge theory. Similarly, by
settling for finite representations l <∞, one implements
quantum links models, which are valid gauge theories in
their own right. Already for extremely small represen-
tations, these share the most salient qualitative features
with usual QED, such as string-breaking dynamics [4].
IV. BENCHMARK: ONSET OF SCHWINGER
PAIR PRODUCTION
Having shown how to use Wilson fermions in order
to realize a particularly compact formulation of 1+1D
QED in optical lattices, we now turn to making quanti-
tative predictions for the proposed experiment. To this
end, we perform numerical simulations of an important
effect that occurs in 1+1D QED: pair production via the
Schwinger mechanism [15, 16]. The mechanism describes
how a strong external electric field transfers energy to
vacuum fluctuations and turns them into pairs of real
particles and anti-particles. In the present case of 1+1
dimensions, one can analytically compute the particle-
production rate in the continuum
n˙
m2
=
E
piEc
exp
(
−piEc
E
)
, (27)
which is valid for a constant background field that was
turned on in the infinite past [16]. Most importantly, the
exponential factor induces a dramatic increase of parti-
cle production above a critical field Ec = m
2/e. In this
regime, the particle production is non-perturbative and
thus constitutes an excellent non-trivial target for quan-
tum simulation. Moreover, there is no known analytic
prediction for the fully interacting theory including the
back-reaction of the produced particles onto the gauge
fields [46].
In the following, we show that the proposed imple-
mentation strategy, using a mixture of fermionic 6Li
and bosonic 23Na based on current technology, allows
one to simulate the Schwinger mechanism and the non-
perturbative particle-production rate. For benchmark-
ing purposes, we consider the limit of weak gauge cou-
pling, where powerful functional-integral methods pro-
vide quantitatively reliable results [49, 50] (see appendix
C for a summary of the simulation procedure). Beyond
this weak-coupling benchmark regime, the experiment
should be able to proceed also into the regime of strong
coupling, where these functional-integral methods are ex-
pected to fail.
A. Proposed experimental protocol
To quantum simulate the Schwinger mechanism, we
propose the following experimental protocol. First, the
bosonic and fermionic atoms are loaded into the tilted op-
tical lattice structure. At sufficiently low temperatures,
we will have single fermions per lattice site in the state
|↓〉n and single-component condensates with average par-
ticle number 〈d†ndn〉 on the links. Initially, the imbal-
ance δNn = 〈b†nbn − d†ndn〉 of the two hyperfine states,
which defines the electric field, is tuned to δNn = 0.
This can be achieved with a linear coupling between the
two states, e.g. via radiofrequency radiation. This initial
state, where the electric field is prepared in a product of
coherent states, is only approximately restricted to a sin-
gle gauge sector. However, as it has been shown numeri-
cally [49], in the limit of large boson number and for the
present scenario the small fluctuations of the electric field
are too insignificant to compromise the gauge-invariant
dynamics.
As described in the previous section, in the heavy-mass
limit, the fermionic vacuum is given by the local super-
positions |←〉n = 1√2 (|↑〉n − |↓〉n). This state can be
easily generated from a polarized gas by a pi/2 radiofre-
quency pulse (with a phase shift of pi/2 with respect to
the radiofrequency pulse ∝ Ω that drives the dynamics).
Together with the gauge fields, this realizes the ground
state at infinite fermion mass. Alternatively, one may
adiabatically prepare the ground state at a finite value
of the fermion rest mass, e.g. by adiabatically ramping
down the optical lattice such that the correlated hopping
is gradually turned on.
With either choice of the fermion initial state, the dy-
namics can be started by quenching the bosonic imbal-
ance δNn from zero to a desired initial electric field. For
the experimentally less demanding case of the infinite-
mass ground state, this will realize a combination of the
targeted Schwinger mechanism with a mass quench from
infinity to a desired, finite value. Below, we demonstrate
that both initialization procedures yield comparable re-
sults for the particle production rate, at least for the pa-
rameter regimes studied in this work (i.e. weak coupling
and relatively coarse lattices).
After the initialization procedure, the system evolves
for a desired time under Hamiltonian (19), after which we
extract the relevant observables. In particular, we are in-
terested in the volume-averaged electric field and the to-
tal fermion particle number. The first is easily achieved
by reading out the bosonic imbalance via standard ab-
sorption imaging. Current experimental techniques allow
for single-site resolution, such that one can also access the
local electric fields and their spatial correlations.
The total fermion particle number can be measured in
a number of ways. First, the definition of the particle
9number given in Eq. (26) can be measured by adiabati-
cally transferring the system to the limit of infinite mass
by increasing Ω, see Eq. (20). A subsequent pi/2 radiofre-
quency pulse around the y axis on the fermion Bloch
sphere maps fermions in the upper (lower) band onto
the pseudo-spin state |↑〉 (|↓〉). Through a Stern-Gerlach
measurement, one can thus detect the produced particle–
anti-particle pairs. In addition, their momentum depen-
dence can be resolved by time-of-flight imaging. Since the
increase of m amounts to an increase of the critical field
Ec = m
2/e, this scheme effectively turns the Schwinger
mechanism off smoothly, in a similar spirit as for the
so-called Sauter pulses that are often used to model the
Schwinger mechanism in time-dependent (classical) back-
ground fields [46]. Second, one can map out the full
band structure by adapting the tomography scheme de-
veloped in Ref. [51] and first demonstrated experimen-
tally in Ref. [52]. The particle number is obtained by
comparison to the tomography for the ground state at the
mass parameter targeted in the dynamics. Third, the full
information about the fermionic part of the theory can
be reconstructed by measuring spin-dependent and spa-
tially resolved fermion correlation functions, either via
quantum-gas microscopy [53–55] or, since we are inter-
ested in the spatial continuum limit, on coarse grained
length scales larger than the lattice spacing.
B. Simulated real-time dynamics of fermion
density and electric field
While lattice-QED has only two free parameters am
and e/m, one can change various ingredients on the ex-
perimental side. Different choices can drastically affect
the various time scales governing the quantum simulator.
In appendix B, we outline a simple optimization proce-
dure. It leads us to two examples of realistic parameter
sets, which translate to
(i): am = 0.45 , e/m = 0.45 , E0/Ec = 7 .
(ii): am = 0.94 , e/m = 0.22 , E0/Ec = 3 ,
As these values illustrate, if working at finer lattice spac-
ing am, experimental restrictions of the present proposal
require an increase of the coupling e/m. This combi-
nation limits the numerical technique employed here to
coarse lattices, as it is quantitatively reliable only at
small e/m. However, in the experiment it will allow one
to reach exactly the most interesting regime, namely close
to the continuum limit and with strong coupling.
Since the results for these parameter sets are qualita-
tively very similar, we discuss in the following only the
set (i) and delegate the results of set (ii) to the appendix
(Fig. 9). For both choices, the initial electric field E0
exceeds the critical value in Eq. (27), and thus we expect
an enhanced production of electron-positron pairs. We
simulate the real-time evolution of the particle number
as well as the decay of the initial electric field and com-
pare them to an idealized implementation with `,N →∞
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FIG. 5: Benchmarking simulations (e/m = 0.45, am = 0.45,
N = 20, and ` = 1500; blue solid line) qualitatively recover
the ideal continuum Schwinger rate (the limit of small am as
well as large N and `; black dash-dotted). As the interpo-
lating lines for different am at fixed volume L = aN = 9/m
show, the benchmark simulations are converged with respect
to ` and smoothly approach the continuum prediction (dashed
lines from dark to light blue am = 0.3, 0.225, and 0.1).
and a → 0. For the presented realistic parameter sets,
though quantitative deviations from the expected QED
behaviour occur, the observed particle production shows
good qualitative agreement. It is also possible to observe
the onset of the decay of the electric field due to the back-
reaction of the fermions. Observed deviations are mainly
due to the large lattice spacings and do not result from
the finite ` < ∞ (see interpolating curves with differ-
ent a). The quantum simulator will thus be capable of
simulating a dynamical lattice gauge theory, though the
realistically reachable lattice parameters a still lead to
quantitative deviations from the spatial continuum limit,
at least for the weak coupling regime.
C. Non-perturbative particle production rate
Even with lattice artifacts, the dependence of the par-
ticle production rate on the initial value of the electric
field is highly non-trivial. In Fig. 6, we present the nu-
merically extracted particle production rate after divid-
ing out the ‘trivial’ linear dependence on E, for both
initialization procedures outlined above and compare it
to the analytical prediction (27). Our simulations in-
dicate that the proposed implementation can reproduce
quantitatively the non-perturbative suppression of parti-
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FIG. 6: The proposed quantum simulator can quantita-
tively predict the non-perturbative behavior of the particle-
production rate due to Schwinger [16]. Blue squares (red dia-
monds) are extracted from linear fits to results of our bench-
mark simulations without (with) initial mass quench. The
rightmost squares corresponds to the set of realistic parame-
ters used in Fig. 5 (and 11) and the others only differ in the
initial electric field. The black dashed-dotted line is the an-
alytic prediction. For the parameters chosen in this work,
the results for both initialization procedures agree within
the estimated experimental accuracy (see appendix C). Main
panel: particle-production rate, rescaled by the linear factor
E/ (piEc). Inset: full rate in doubly-logarithmic scale.
cle production for weak fields E < piEc. For larger fields
E > piEc, we furthermore observe the expected satura-
tion of the rescaled rate, though quantitative agreement
is not achieved due to deviations from the continuum
limit. Nevertheless, the full rate, plotted in the inset
of Fig. 6 is remarkably close to the analytic prediction
over two orders of magnitude for our simulations both
with and without initial mass quench. (The excellent
agreement for weak fields should be taken with a grain
of salt since the rate will be very challenging to extract
in a realistic experiment in this region.) For a detailed
description of the fitting procedure to obtain the rate,
the experimental accessibility of the weak-field regime,
and the simulations with initial mass quench we refer to
the appendix C. As these results indicate, non-trivial ef-
fects of lattice gauge theories are within reach of current
optical-lattice technology.
V. DISCUSSION AND CONCLUSIONS
To summarize, exploiting the freedom in discretizing
relativistic fermions on a lattice opens up a hitherto
unexplored possibility for optimizing quantum simula-
tors in view of experimental implementations. We have
exemplified this for the Wilson formulation of lattice
fermions, where it enables an elegant implementation of
1+1D QED. Our numerical benchmark calculations in-
dicate that available experimental resources may access
the Schwinger mechanism of particle-anti-particle pro-
duction, and in particular extract the non-perturbative
onset of the production rate. The performance of the
quantum simulator may even be further improved by re-
sorting to mixtures with enhanced spin-changing colli-
sions, such as sodium–potassium.
As a final aim of a cold-atom quantum simulator, it
stands to advance into parameter regimes that are not
accessible to computer simulations. For the optimized
parameters in the experimental implementation proposed
in this work, the dimensionless coupling e/m and the lat-
tice spacing am cannot be tuned independently. Rather,
as one is increased, the other one has to be decreased and
vice versa, which can be exploited as follows. First, one
can use the particle-production rate in the regime of small
e/m (and thus large am) to benchmark the quantum sim-
ulator using numerical methods. The experiment may
then proceed into the relevant regime of strong coupling,
which for the optimized parameters permits us also to re-
duce the lattice spacing. This regime of strong coupling is
not accessible within current numerical simulations such
as the functional integral method employed here. The
proposed experiment involves 20 × 2 = 40 fermionic de-
grees of freedom interacting with 20 BECs of O(1000)
atoms each, resulting in a Hilbert space size that is also
beyond the capability of exact simulation methods.
Our work also opens an interesting pathway for future
theoretical investigations. By casting Wilson fermions
in the compact form of the Hamiltonian in Eq. (6), the
free lattice theory becomes manifestly equivalent to the
Su-Schrieffer-Heeger model, one of the simplest mod-
els displaying non-trivial topological properties [56]. In-
deed, the topological properties of free Wilson fermions
have been considered in Ref. [23] and, very recently, in
Ref. [25]. It will be exciting to study these topological
properties in the context of interacting gauge theories.
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Appendix A: Details of the experimental
implementation
As outlined in the main text, we propose to implement
(19) with a mixture of fermions and bosons trapped in an
optical lattice. In the following, we discuss some details
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and subtleties that arise in this implementation. Though
we keep the discussion general, when giving numerical es-
timates we assume a mixture of fermionic 6Li and bosonic
23Na. For the most part, we assume transverse degrees
of freedom to be frozen out and consider the mixture to
be effectively one-dimensional.
1. Single-particle Hamiltonian
In accordance with the structure of Wilson fermions
(see Fig. 3), we propose to employ a tilted optical lattice
of the form
V (lat)χ (x) = Fχx+
Vχ cos
2
(
pix
alat
)
, χ = B
Vχ sin
2
(
pix
alat
)
, χ = F
, (A1)
where the species index χ = F,B refers to either fermions
on the lattice sites or bosons on the links. The depth Vχ,
the spacing alat, and the tilt strength Fχ of the optical
lattice may be tuned independently. Additionally, we
apply a constant magnetic field B perpendicular to the x-
direction, which we assume to give rise to a linear Zeeman
shift,
V (Z)χ,s = −mχ,sg(B)χ,sµBB . (A2)
Here, s =↑, ↓ denotes the selected two hyperfine states
for each species to which the relevant dynamics of the
system is restricted; mχ,s is the corresponding magnetic
quantum number, µB denotes the Bohr magneton, and
g
(B)
χ,s is the Lande´ g-factor. Neglecting interactions for a
moment, the quadratic part of the full Hamiltonian is
given by
H0 =
∑
χ,s
∫
dx χ†s(x)H0(χ, s)χs(x) (A3)
H0(χ, s) = −~
2∂2x
2Mχ
+ V (lat)χ (x) + V
(Z)
χ,s , (A4)
where Mχ is the atomic mass and we assumed the lat-
tice potential to be species-dependent, but the same for
different hyperfine states. The fields, which we denote
by χs, obey canonical commutation or anti-commutation
relations according to their statistics, i.e.[
χs(x), χ
†
r(y)
]
ζ(χ)
= δ(x− y) , (A5)
where we abbreviate [X,Y ]± = XY ±Y X with ζ(B) = −
and ζ(F ) = +.
2. Suppression of direct tunneling in a tilted lattice
Additionally to its matching the natural structure of
Wilson fermions, we employ the tilt to suppress direct
tunneling of the fermions. This is crucial to ensure gauge
invariance, because the fermions must only hop between
different lattice sites due to interactions with the bosons.
In the untilted case (Fχ = 0), the one-particle Bloch
waves for the potential in Eq. (A4) without external mag-
netic field (B = 0) are Mathieu functions. In this case,
the ground band has the dispersion relation
χ(k) =
ωχ
2
− 2Jχ cos(kalat) , k ∈
[
− pi
alat
,
pi
alat
)
,
(A6)
with the mean energy ωχ = 2
√
VχErec,χ. Here Erec,χ =
~2/
[
2Mχ(alat/pi)
2
]
is the recoil energy and the ratio ξχ =
2
√
Vχ/Erec,χ controls the lattice depth. In the limit of a
deep lattice (ξχ  1) the hopping element is given by
Jχ =
√
2
pi
Erec,χ (ξχ)
3/2
e−ξχ [1 +O(1/ξχ)] , (A7)
which can be obtained exactly from analytic properties
of the Mathieu functions.
We can suppress direct tunneling for both species by
choosing a sufficiently strong tilt, i.e.
alatFχ  Jχ . (A8)
In the presence of the tilt, the states in the ground band
are modified into resonances of a Wannier-Stark ladder
(see e.g. Ref. [48]). Including non-vanishing B 6= 0, the
energy levels are
EF,s(l) = 1
2
ωF + lalatFF −mF,sg(B)F,sµBB , (A9)
EB,s(l) = 1
2
ωB +
(
l +
1
2
)
alatFB −mB,sg(B)B,sµBB .
(A10)
The states of the Wannier-Stark ladder have a finite
lifetime which can be estimated from the decay rate Γχ
due to Landau-Zener transitions [48],
Γχ =
alatFχ
2pi~
exp
(
− pi
2∆2χ
8EχalatFχ
)
≤ alatFχ
2pi~
, (A11)
where ∆χ ≈ ωχ is the gap between the ground band and
the first excited band. This lifetime is one of the relevant
experimental restrictions.
3. Choice of the magnetic field
Under the above condition (A8), we may neglect di-
rect tunneling. Then the quadratic part (A3) of the full
Hamiltonian amounts to a Wannier-Stark ladder of long-
lived resonances. These are coupled by a correlated hop-
ping of the fermions and bosons as in Ref. [41], which
induces the gauge-invariant matter–gauge-field interac-
tion. For this purpose, the spin-changing collisions for
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the chosen hyperfine levels s =↑, ↓ need to be tuned into
resonance, i.e. we demand
EF↑ (l)− EF↓ (l + 1) != EB↑ (l)− EB↓ (l) ∀l . (A12)
If the two components ↑, ↓ are chosen from the same hy-
perfine manifold for each species, the g-factors are spin-
independent, g
(B)
χ,s = g
(B)
χ . Then the resonance conditions
can be rewritten as
alatFF
µBB
!
= g
(B)
B ∆
(B)
B − g(B)F ∆(B)F , (A13)
where we introduced the abbreviation ∆
(B)
χ = mχ↑−mχ↓.
For a mixture of bosonic 23Na and fermionic 6Li, re-
spectively, we choose the following levels from the ground
hyperfine manifold:
mB↑ = 0 , mB↓ = −1 , mF↑ = 1
2
, mF↓ = −1
2
.
(A14)
The corresponding Lande´ factors are g
(B)
F = − 23 and
g
(B)
B = − 12 .
4. Effective interaction constants from overlap
integrals in the tilted lattice
In order to match the coefficients of Hamiltonian (19)
with experimental parameters, we need to calculate over-
lap integrals involving Wannier-Stark functions Ψl,χ(x).
In our case, they are built from the Wannier func-
tions ψl,χ(x) located at lattice sites (respectively links)
l = 1 . . . N of the untilted lattice. The Wannier-Stark
functions can be written as superpositions
Ψl,χ(x) =
∑
m
Jm−l
(
2Jχ
alatFχ
)
ψm,χ(x) , (A15)
where Jm(. . . ) denote Bessel functions of the first kind.
We only consider the ground band here. For sufficiently
deep lattices, to estimate the relevant overlap integrals,
we may approximate the Wannier functions appearing in
the series (A15) as harmonic oscillator eigenfunctions,
ψl,χ(x) =
(
piaHOχ
)−1/4
exp
[
−1
2
(
x− xl,χ
aHOχ
)2]
, (A16)
where xl,χ denote the minima of the tilted potentials
and the harmonic oscillator lengths should be determined
from a Taylor expansion of the tilted potentials around
their minima. The minima are shifted from the untilted
case to the positions
xl,B =
(
l +
1
2
)
alat − δB , xl,F = lalat − δF ,
(A17)
δχ =
alat
2pi
arcsin
(
alatFχ
piVχ
)
≈ alat
2pi
alatFχ
piVχ
. (A18)
The oscillator length, aHOχ =
√
~/
(
mχωHOχ
)
, is deter-
mined from the condition
mχ
(
ωHOχ
)2 !
= 2Vχ
(
pi
alat
)2√
1−
(
alatFχ
piVχ
)2
. (A19)
Using the approximation (A16), we can calculate the
effective interaction constants that enter the quantum
simulation. For clarity, we first present estimates based
on single-particle wavefunctions. For the bosonic conden-
sates, we subsequently use a more appropriate estimate
to take their high occupation into account.
The effective boson-fermion interspecies interaction
generating the matter-field hopping is given by the 3D
overlap integral
gBF =
g
(3D)
BF
2
∫
dy
∫
dz |ΦB(y, z)|2 |ΦF (y, z)|2
×
∫
dx (Ψl+1,F (x))
∗ |Ψl,B(x)|2 Ψl,F (x) , (A20)
where g
(3D)
BF =
(√
2/3
)
2pi~2aBF /Mred is the rele-
vant three-dimensional interaction constant with scat-
tering length aBF ≈ 0.9a0 and reduced mass Mred =
MFMB/ (MF +MB). The Clebsch-Gordon coefficient√
2/3 is the same as for the previous proposal [41]. For
simplicity, we assume a symmetrically harmonic trans-
verse confinement with the same trapping frequency ω⊥
for B and F , i.e.
Φχ(y, z) =
(
pia2⊥,χ
)−1/2
exp
(
−y
2 + z2
2a2⊥,χ
)
(A21)
and a⊥,χ =
√
~/ (Mχω⊥) .
Furthermore, we need to calculate the effective bosonic
intraspecies interaction
gB =
g
(3D)
B
2
∫
dy
∫
dz |ΦB(y, z)|4
∫
dx |Ψl,B(x)|4 ,
(A22)
where g
(3D)
B = (1/6) 4pi~2aB/MB is the relevant interac-
tion strength with aB ≈ 5a0. For the Clebsch-Gordon
coefficient, we again refer to [41]. At the large boson
occupation numbers that we are interested in, the effec-
tive interaction constant is modified due to deviations of
the bosonic wave-function from the harmonic-oscillator
shape. In a first approximation, we may treat this effect
in a Thomas-Fermi limit, i.e. we consider the bosonic
mean-field wavefunction as
ΦTF(x) =
√
µ˜
g˜
[
1− x
2
x2TF
]
Θ (|x| − xTF) (A23)
with the Thomas-Fermi radius xTF =√
2µ˜/
[
MB
(
ωHOB
)2]
and the effective chemical po-
tential µ˜ is determined by the number of bosons on
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each link as NB = 4xTFµ˜/ (3g˜). Thus, in terms of the
experimental parameters,
xTF =
 4VB3g˜NB
(pi
a
)2√
1−
(
alatFB
piVB
)2
−1/3
, (A24)
where g˜ is the effective 1D interbosonic coupling given
by
g˜ =
g
(3D)
B
2
∫
dy
∫
dz |ΦB(y, z)|4 . (A25)
Due to the vastly different trapping frequencies (few Hz
compared to several kHz, see below), it is justified to
treat the bosons in the radial direction in the harmonic
approximation, while taking into account the Thomas-
Fermi profile in the longitudinal direction. The results of
the main section are obtained with the effective interac-
tion constants calculated within this approximation.
We note that for a general choice of fermion species,
on-site density-density interactions can yield unwanted
effects. However, for the present choice of Lithium, these
are absent due to a zero of the relevant scattering length
at low magnetic fields [57].
5. Three-body losses
One of the leading limitations of our proposal is the
instability of the local BECs due to three-body collisions.
On a mean-field level, these three-body losses may be
modelled as
N˙B
NB
= −K3
NB
∫
d3x |ψB(x, y, z)|6 , (A26)
with the total particle number per link NB =∫
d3x |ψB(x, y, z)|2 and the specied-dependent constant
K3, commonly referred to as the three-body loss rate
coefficient. We estimate the typical time-scale for three-
body losses, T3, as the inverse of the right-hand side of
equation (A26). Demanding this time to be much larger
than any other time scale in the experiment sets a limit
on the boson particle number NB per link.
Appendix B: Choice of experimental parameters
In the implementation proposed above, several imper-
fections arise that limit accessible time scales. In this
section, we discuss the main limitations and an optimiza-
tion procedure to maximize the time simulatable in the
experiment.
1. Experimental limitations
A first limitation appears through the three-body loss
time of the bosonic condensates, T3. Second, the localised
Wannier-Stark states in the tilted periodic potential have
a finite life-time. For the choice of a mixture between
6Li and 23Na, due to the smaller mass of the fermionic
atoms the limiting factor will be the fermion life time,
which we denote by TLZ . Third, the proposed lattice
QED implementation will have a finite lattice spacing
a. Deviations from the continuum limit will appear at a
time scale Tlat, which is defined below.
One can balance between these three effects by adapt-
ing the following experimental parameters:
1. The number of bosons per link NB ,
2. the number of lattice sites N ,
3. the optical lattice spacing alat,
4. the lattice depth Vχ,
5. the radial confinement ω⊥,χ,
6. the tilt of the lattice alatFχ.
Allowing different parameters for the bosons and
fermions, the three time-scales depend on 9 different ex-
perimental parameters. We are looking for a set of pa-
rameters for which the minimum of (T3, TLZ , Tlat) be-
comes maximal. This optimization is constrained by ex-
perimental restrictions, e.g. the achievable number of lat-
tice sites.
In addition, each parameter set corresponds to two di-
mensionless parameters on the lattice QED side, namely
the lattice spacing am and the coupling constant e/m in
units of the fermion mass m. We wish to obtain relevant
results for continuum QED and thus seek small values of
am . 1. On the other hand, we want to perform bench-
marking simulations employing an approximation which
relies on e/m < 1. These different desiderata generate a
rather complicated optimization problem.
2. Simplified optimization procedure
Relying on physical intuition, we simplify the problem
by considering the limiting time-scales as a function of
alat in the range 5 − 10µm. Since one of the main com-
plications consists of realizing strong spin-changing col-
lisions, we choose rather shallow lattices, VB = 2Erec,B
and VF = Erec,F and fix the tilts alatFχ = 10Jχ such that
direct tunneling in the shallow lattice is suppressed. We
further fix a strong radial confinement ω⊥,χ = 2pi×10 kHz
that renders the system effectively one-dimensional. Now
we can tune NB , such that T3 and TLZ lie approximately
in the same range. We choose NB = 3000, i.e. ` = 1500,
which is sufficiently large for the quantum link regular-
isation to approximate QED. Finally, the total number
of lattice sites is irrelevant for the determination of three
time-scales, but enters as the IR-cutoff after having de-
termined the simulation parameter am. We will come
back to this point later.
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FIG. 7: The limiting time-scales T3(alat) (blue, solid),
TLZ(alat) (red, dashed), and Tlat(alat,Ω) (green, dotted; top
to bottom for Ω = 2pi×4−7 Hz in steps of 0.5 Hz). An optimal
choice of experimental parameters maximizes the minimum of
these three time scales, conditioned on the desired set of sim-
ulation parameters, see 8. Note the logarithmic scale of the
ordinate.
FIG. 8: Dimensionless parameters entering the lattice QED
simulation, am (Ω) (red diamonds, dashed), and e/m (Ω)
(blue squares, dotted). The horizontal grey dashed-dotted
line indicates the limiting unity. The inverse behaviour
favours strong coupling at small lattice spacing.
We can now calculate the effective bosonic interac-
tion constant (gB) and the effective interaction constant
for correlated hopping between the fermions and bosons
(gBF ) as functions of alat. Finally, we may adjust the lo-
cal oscillation frequency between the two fermionic states
(Ω). Then, we can make the connection to lattice QED
according to Eqs. (20), (21), and (22). On the QED
side, we choose to measure energies and times in units
of m, which in experimental parameters corresponds to
m ↔ Ω − 2√`(`+ 1)gB . As a bound for the validity of
the lattice simulation, we take Tlatm = 2pi/ (am), which
is the time when the momentum plat = eETlat of particles
accelerated by a constant electric field E = m2/e reaches
the cutoff ∼ 2pi/a. Within this framework, we consider a
two-step procedure choosing first alat and subsequently
Ω in order to optimize the functions T3(alat), TLZ(alat)
and Tlat(alat,Ω), am(alat,Ω), e/m(alat,Ω).
Figure 7 shows the limiting time-scales for different
values of Ω in the range of 2pi × (4 − 7)Hz. As this plot
shows, large values of alat are favourable if we adjust
Ω accordingly. Consequently, we choose a rather large
alat = 10µm and plot the remaining Ω dependence of the
lattice QED parameters in Fig. 8. The observed converse
behaviour of am and e/m restrains us from choosing an
arbitrarily small lattice spacing a for the benchmarking
simulations. Note that this should not be seen as a prob-
lem of the implementation, but rather getting close to
the continuum limit means studying the strong-coupling
regime of QED. This regime is notoriously difficult for
numerical simulations and thus a non-trivial target for
quantum simulation. For benchmarking, however, we
choose the following two possibilities:
Ω = 2pi × 4.5 Hz : am = 0.45 , e/m = 0.45 (B1)
Ω = 2pi × 6 Hz : am = 0.94 , e/m = 0.22 (B2)
Finally, we choose the number of lattice sites to be
N = 20, which corresponds to a reasonable size of
the optical lattice. The corresponding IR-cutoff on the
QED side in units of the fermion mass is given by
1/ (N × am) ∼ O(0.1). Thus, we should be able to re-
solve sufficiently many modes at small momenta to ob-
serve the phenomenon of Schwinger pair production.
Appendix C: Details of the numerical simulation
For our numerical simulations, we employ a functional-
integral approach that was also used to benchmark a pre-
vious implementation with staggered fermions [40, 41].
The main idea of this method is to map the full quan-
tum theory onto a classical-statistical ensemble, which is
achieved by a semi-classical expansion around the intial
state. Observables are then obtained by solving classical
equations of motion and sampling over fluctuating initial
values. This results in a non-perturbative approximation
of the quantum dynamics, which is valid for sufficiently
large electric fields E and weak coupling e/m. In the con-
text of cold atomic gases, the method is related to the
well-known truncated Wigner approximation and can be
derived by integrating out the fermionic degrees of free-
dom. The validity to benchmark the proposed quantum
simulator relies on the fact that the dynamics is domi-
nated by the Bose condensates and that direct interac-
tions between the fermions are absent.
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1. Classical equations of motion
In order to calculate the equations of motions for the classical-statistical approach to Bose-Fermi mixtures, we
consider the Weyl symbol of the cold atom Hamiltonian (19), which is given by
H =
ae2
4
∑
n
(|bn|4 + |dn|4)+ (m+ 1
a
)∑
n
(
ψ†n,1ψn,2 + ψ
†
n,2ψn,1
)
+
1
a
√
` (`+ 1)
∑
n
(
ψ†n−1,1b
∗
n−1dn−1ψn,2 + h.c.
)
.
(C1)
In this expression, bn, dn are c-numbers and ψn,α are fermionic operators at site n and hyperfine state α. Thus, we
can decompose the Hamiltonian to H = HB +HF , with the pure c-number part HB =
ae2
4
∑
n
(|bn|4 + |dn|4) and the
fermionic part HF =
∑
mn,αβ ψ
†
m,α (hF )
αβ
mn ψn,β , where we abbreviated
(hF )
αβ
mn =
(
m+
1
a
)
δmnσ
αβ
x +
1
a
√
` (`+ 1)
(
b∗mdmδm,n−1σ
αβ
+ + d
∗
m−1bm−1δm−1,nσ
αβ
−
)
(C2)
with the Pauli matrices
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σ± =
1
2
(σx ± iσy) . (C3)
In terms of the equal-time two-point function Dαβmn =
〈
ψ†m,αψn,β
〉
, where 〈. . . 〉 denotes a quantum expectation value,
the explicit equations of motion for the classical-statistical theory are derived from
i∂tcn =
∂HA
∂c∗n
+ Tr
[
∂ (hF )
∂c∗n
D
]
, i∂tD
αβ
mn = [hF , D]
αβ
mn , (C4)
where c ∈ {b, d} and the trace runs over spatial and fermionic species indices m,n and α, β, respectively. Rewriting
Dαβmn =
1
2δmnδ
αβ − F βαnm with the statistical propagator Fαβmn = 12
〈[
ψm,α, ψ
†
n,β
]〉
, the full set of equations of motion
can be reduced to
i∂tbn =
ae2
2
|bn|2 bn − dn
a
√
`(`+ 1)
[
F 21n+1,n
]∗
, (C5a)
i∂tdn =
ae2
2
|dn|2 dn − bn
a
√
`(`+ 1)
F 21n+1,n , (C5b)
i∂tF
21
nm =
(
m+
1
a
)(
F 22nm − F 11nm
)
+
1
a
√
`(`+ 1)
(
b∗mdmF
22
n,m+1 − b∗n−1dn−1F 11n−1,m
)
, (C5c)
i∂tF
11
nm =
(
m+
1
a
)([
F 21mn
]∗ − F 21nm)+ 1
a
√
`(`+ 1)
(
b∗mdm
[
F 21m+1,n
]∗ − d∗nbnF 21n+1,m) , (C5d)
i∂tF
22
nm =
(
m+
1
a
)(
F 21nm −
[
F 21mn
]∗)
+
1
a
√
`(`+ 1)
(
d∗m−1bm−1F
21
n,m−1 − b∗n−1dn−1
[
F 21m,n−1
]∗)
. (C5e)
Solving these equations numerically for the initial values specified in the next subsection allows us to benchmark our
proposed implementation with Wilson fermions. Since the dynamics is dominated by the coherent electric field, a
single run with given initial conditions already gives a good approximation. For the purpose of this paper, we therefore
omit the statistical sampling of fluctuating initial values, similar to what was done in Refs. [40, 41].
2. Initial values
As discussed in the main text, we consider Schwinger
pair production as a test of the proposed implementation
of cold-atom QED. Accordingly, we initialize a fermionic
vacuum state in the presence of a strong electric field
that exceeds the critical value Ec = m
2/e.
a. Gauge sector
In the gauge sector, we initialise a coherent electric
field as a coherent spin state with expectation value L
(0)
z,n.
The constraint 2` = b†nbn + d
†
ndn is Wigner transformed
to the c-number expression 2` = |bn|2 + |dn|2 − 1, which
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allows for solving the Weyl symbol of the spin operator,
Lz,n =
1
2
(
|bn|2 − |dn|2
)
, for b or d as |bn|2 =
(
`+ 12
)
+
(Lz,n)W , |dn|2 =
(
`+ 12
) − (Lz,n)W . Thus, we choose
the initial values
bn(t0) =
√(
`+
1
2
)
+ L
(0)
z,n , (C6)
dn(t0) =
√(
`+
1
2
)
− L(0)z,n , (C7)
where L
(0)
z,n ∈ [−`, `]. We choose a homogeneous ini-
tial value L
(0)
z,n = E0/e with electric field E0 = 7Ec and
E0 = 3Ec, respectively, for the two sets of optimized ex-
perimental parameters. These values are related to the
initial bosonic imbalance as ∆N = 2E0/e ∼ O(100) `.
To ensure that three-particle losses are not only irrelevant
for the absolute number of NB atoms but also for their
relative distribution among the two hyperfine states, we
stop the simulations at O(100 ms) instead of O(1 s).
b. Fermion sector
We want to initialize the fermion sector in a vac-
uum state, i.e. a ground state of the fermionic part
Hψ without electric fields. To this end, we diagonalize
Hψ =
∑
k ωk
(
a†kak + c
†
kck − 1
)
, by the canonical trans-
formation (
ak
c†k
)
=
1√
2
(
ψk,1 +
zk
ωk
ψk,2
ψk,1 − zkωkψk,2
)
(C8)
in Fourier space, ψk,α =
1√
N
∑N−1
n=0 e
−2piink/Nψn,α, with
the dispersion relation ωk = |zk|, where zk = m +
1
a
(
1 + exp
(
2piik
N
))
. The ground state |Ω〉 is defined by
ak|Ω〉 = ck|Ω〉 = 0, which translates into the following
initial conditions for the fermionic propagator in momen-
tum space,
F 11kk (t0) = 0 , F
22
kk (t0) = 0 , F
21
kk (t0) =
ωk
2zk
, (C9)
and Fαβkk′(t0) = 0 for k 6= k′. These correlators are related
to position space via Fαβkk′ =
1
N
∑
nm e
− 2piiN (mk′−nk)Fαβmn.
c. Gauge invariance
The chosen initial conditions fulfill the Gauß law
〈Gn〉 = 1
2
(|bn|2 − |dn|2)
− 1
2
(|bn−1|2 − |dn−1|2)+ F 11nn + F 22nn = 0 .
(C10)
This constraint is satisfied during the time evolution by
construction, which can also be verified explicitly by ap-
plying the equations of motion.
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FIG. 9: Benchmarking simulations at e/m = 0.22. For the
experimentally relevant value of am = 0.94, stronger devia-
tions from the continuum limit can be observed than in Fig. 5.
Nevertheless, the results connect smoothly to the spatial con-
tinuum limit, as it can be seen by varying a for fixed vol-
ume L = aN = 18.8/m (from dark to light blue {am,N} =
{0.94, 20} , {0.5875, 32} , {0.376, 50} , {0.2, 94}; each with ` =
1500). Cold-atom QED stands for the idealized parameters
am = 0.05 with N = 376 and ` = 5000, for which the data
are converged to `→∞ and the spatial continuum limit.
3. Observables
We extract the total electric field as
E
Ec
=
e2
m2
1
2N
∑
n
(
|bn|2 − |dn|2
)
. (C11)
The total fermionic particle number density is
n =
1
L
∑
k
n˜k , (C12)
where n˜k = 〈a˜†ka˜k + c˜†k c˜k〉 = ˜kω˜k + 1 and the tilde denotes
quantities derived from the instantaneous diagonalization
of the fermionic part of the Hamiltonian in the homoge-
neous background of b, d. Then
˜k = −
(
z˜kF
21
kk +
[
z˜kF
21
kk
]∗)
(C13)
with z˜k(b, d) = M+
1
a
(
1 + d∗b exp
(
2piik
N
))
and ω˜k = |z˜k|.
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FIG. 10: Examples of two linear fits underlying Fig. 6. Left:
E0/Ec = 1 with the fit in the linear regime after the initial
quench. Right: E0/Ec = 7 with the fit at early times before
the occurrence of lattice artifacts. The time interval for the
fit is fixed to the constant value of δt = 1/m.
4. Numerical results for an alternative parameter
set
For comparison with Fig. 5, we show in Fig. 9 the
results for the second parameter set
am = 0.94 , e/m = 0.22 , E0/Ec = 3 ,
Qualitatively, the behaviour is very similar to what we
found in Fig. 5, indicating that in this regime of weak
coupling the slightly different values of e/m do not qual-
itatively affect the physics of the Schwinger mechanism.
However, due to the relatively large lattice spacing, the
electric field and the fermion density start to deviate
more strongly from the expected continuum behaviour
at about t ≈ 70 ms.
5. Details concerning Fig. 6, particle production
rate
We extract the particle production rate by fitting a
linear function with an offset to the simulated particle
number. The final and initial points for this fit have to
be adjusted due to the following two reasons. First, the
initial value problem considered here can be understood
as a quench of the electric field. Therefore, the very early
time dynamics is dominated by this quench and not by
the Schwinger mechanism, which is a many-body phe-
nomenon appearing in the long-time limit. Second, the
simulation is limited by lattice artifacts as we already
pointed out in appendix B. The reason is that the pro-
duced particles are accelarated and invalidate the simula-
tion as soon as they reach the boundary of the Brillouin
zone. We empirically find that we can avoid both com-
plications if we take δt = 1/m as a constant window
length for the fit and adjust the initial point accordingly.
In Fig. 10, we show the fits for the largest and smallest
values of E0 that we considered.
In order to estimate the experimental error of the
rescaled rate, we tentatively assume that the bosonic
particle number imbalance 〈b†nbn − d†ndn〉 can be mea-
sured with an absolute accuracy of 10 particles on each
site. Then the electric field E/Ec has an uncertainty
of ∆ (E/Ec) ≈ 0.07, see Eq. (C11). We have further in-
cluded the standard deviation of the fits in the calculation
of the errors, although it is negligibly small compared to
the uncertainty of the electric field. Though both er-
rors are barely visible in total rate (inset of Fig. 6), they
lead to significant uncertainties of the rescaled rate for
larger fields (main panel of Fig. 6). Nevertheless, the
non-perturbative behavior of the Schwinger rate can be
clearly seen, and the qualitative agreement with the an-
alytical predictions are satisfactory, in particular in light
of the fact that the latter are derived for the limit of
infinitely large times.
To close this section, let us comment on the exper-
imental challenges to extract the rate. The total par-
ticle number corresponding to the density n/m = 1 is
n/m×L = 9, thus on average O(10) respectively O(0.1)
particles are produced over the whole lattice for the ini-
tial value E = 7Ec respectively E = 1Ec. Consequently,
while the large-field case seems reasonably accessible,
in the weak-field case the precise detection of the pro-
duced particles is very challenging with current technol-
ogy. Moreover, the measurement of the rate requires an
even higher accuracy as compared to the total particle
number. This is more relevant for the weak-field regime,
where the initial quench dynamics dominates the total
particle number production at the short times accessible
in the experiment. Concerning the time-scales, we finally
note that the fits for E < 7Ec require an observation time
of up to ∼ 400 ms. This may limit the observability of
rates at small fields, since then three body losses become
increasingly important, see Sec. B 1.
6. Results for the initial infinite-mass vacuum
In this subsection, we present results for the experi-
mentally more feasible initialization of the free fermion
vacuum for infinite mass m. Therefore we initialize the
numerical simulation according to the fermion correla-
tors (C9) with m → ∞ and solve the same equations of
motions as before (with finite m). This corresponds to
an additional quench of the fermion mass that is absent
in the adiabatic preparation of the fermion vacuum. Fig-
ure 11 compares the extracted particle number density
and the electric field for this initial condition to the data
already shown in the main part. Due to the additional
mass quench, the initial state is not the true vacuum of
free fermions and thus the system starts at non-vanishing
fermion density. Even though the quantitative behaviour
of the particle-production is quite different, the produc-
tion rate is very similar to the previously shown result.
At the short times presented here, the electric field also
shows qualitatively the same behaviour as for the simu-
lations without mass quench. For comparison, we have
included the simulations with mass quench in the analysis
of the production rate of electron-positron pairs shown in
figure 6.
The consistence of the results leads us to conclude
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FIG. 11: The mass-quenched simulation (e/m = 0.45, am =
0.45, N = 20, and ` = 1500; red dashed line) shows a similiar
growth of the fermion density as the simulation without an
initial mass quench (same lattice parameters; blue solid line).
The main qualitative difference for this parameter regime is
the non-vanishing initial fermion density, which is due to the
mass quench not realizing the vacuum of the free fermions.
Both experimentally relevant simulations yield a growth rate
comparable to the ideal continuum result (the limit of small
am as well as large N and `; black dash-dotted).
that the quantum simulator could also be benchmarked
following the experimentally simpler initialization proce-
dure, at least for the experimental and resulting lattice
parameters that we have chosen in this work.
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