We present a high-performance tool for the computation of ambient seismic noise correlations on central processing unit (CPU) and graphic processing unit (GPU) clusters. This is intended to address emerging challenges in noise correlation studies with increasingly large data volumes. We propose a parallelization scheme and strategies to efficiently harness modern supercomputing resources, and we demonstrate that the use of GPUs can accelerate the computation of noise correlations by one order of magnitude or more compared with a homogeneous implementation on CPUs. In addition to reducing wall-clock time, our tool enables on-the-fly computations of large noise correlation datasets, thereby eliminating the need for mass storage to archive results.
INTRODUCTION
The ambient seismic field contains valuable information on Earth structure and noise generation mechanisms that can be extracted from interstation cross correlations (e.g., Sabra et al., 2005; Shapiro et al., 2005; Stehly et al., 2006 Stehly et al., , 2009 Yang and Ritzwoller, 2008; Saygin and Kennett, 2012; Ye and Ritzwoller, 2015; Bowden et al., 2016; Ermert et al., 2016; Fichtner et al., 2017) . To obtain useful noise correlations, various processing steps are needed to accelerate convergence and suppress earthquakes and other impulsive signals. Typical processing includes the averaging of causal and acausal correlation branches, spectral whitening, time-domain running averages, frequency-domain normalization (e.g., Bensen et al., 2007; Groos et al., 2012) , 1-bit normalization (e.g., Cupillard et al., 2011; Hanasoge and Branicki, 2013) , phase-weighted stacking (Schimmel and Paulssen, 1997) , directional balancing (Curtis and Halliday, 2010) , and various selection and suppression filters (Nakata et al., 2015) . The wealth of suggested processing schemes already indicates that general rules for noise processing do not exist. Each dataset has its own characteristics and requires significant trial and error to determine a suitable sequence of processing steps.
The volume of seismic data to which noise correlation can be applied is large, and it grows exponentially. For instance, the data archive of Incorporated Research Institutions for Seismology currently holds several hundred terabytes of waveform data, gaining around 25% per year (see Data and Resources). Rapidly growing data volumes combined with increasingly demanding processing techniques are challenging developments for ambient noise correlation studies, where computational intensity scales to the square of the available waveform data. The computation of a large noise correlation dataset and the trial-and-error experimentation needed to find a good processing setup become increasingly difficult.
Emerging applications in time-dependent seismology that monitor reservoirs, fault zones or volcanoes further increase the computational requirements (e.g., Brenguier et al., 2008; Obermann et al., 2013 Obermann et al., , 2015 de Ridder et al., 2014; Mordret et al., 2014; Delaney et al., 2017) . Large noise correlation datasets will need to be computed frequently-for example, every few hours or days-to achieve the desired temporal resolution.
To address these challenges, we developed the ambient noise correlation toolbox Mirmex, which implements common processing methods and operates on large central processing unit (CPU) and graphic processing unit (GPU) clusters. Mirmex complements noise correlation tools developed earlier using the high-level programming language Python; for example, Whisper (Briand et al., 2013) and MSNoise (Lecocq et al., 2014) . Although Python eases development and is therefore suitable for working on new seismological concepts, a compiled language is clearly more suitable to harness the computational resources of current heterogeneous supercomputers.
The description and illustration of Mirmex is the objective of this article, which is organized as follows: we start with a review of software engineering difficulties on heterogeneous supercomputers, and of the algorithms and workflows typically needed in noise correlation studies. This will be followed by a detailed description of the homogeneous (CPU only) and heterogeneous (CPU + GPU) implementations of Mirmex, including the parallelization scheme. Finally, we illustrate the capabilities of Mirmex using an example large waveform dataset that was recorded globally at 188 stations during one year with a sampling rate of 1 Hz.
PROGRAMMING REQUIREMENTS AND CONCEPTS
Heterogeneous supercomputing systems introduced in recent years provide numerous computing nodes interconnected via high throughput networks. Every node contains processing elements of different architectures. Typically, several sequential processor cores are combined with one or a few GPUs serving as accelerators to form one node. Heterogeneous supercomputers provide the opportunity for manifold application performance enhancement and are more energy-efficient. However, their hardware is considerably more complex than that of homogeneous systems and an appropriate engineering approach is crucial to efficiently utilize the potential of this hardware. (Our definition of heterogeneous excludes Beowulf systems of different CPU processor type and architecture.)
The noise correlation application uses a wide range of common signal processing methods. These include several infinite impulse response filter designs, amplitude and instantaneous phase correlation, computing the analytic signal, and discrete Fourier transform. Furthermore, various processing methods specific to seismology, such as rotation of seismic traces, are used. Efficient implementation of all these methods on the heterogeneous massively parallel systems represents several challenges. In particular, it requires a careful distribution of work between the sequential processors and accelerators. Furthermore, because the application is designed to process very large volumes of data, special attention has to be paid to the efficient use of the available memory and networking hardware resources to reduce intensity of data input and output.
We address these challenges by the detailed study and engineering of parallelization schemes at two principal levels: (1) coarse-grained, aimed at work distribution between the parallel computing nodes and (2) fine-grained, exploiting the inherent data-level parallelism of signal processing algorithms on the GPU accelerators.
ALGORITHMS AND WORKFLOW
Mirmex is designed to perform a series of tasks that translate raw seismic waveform data into interstation cross correlations that may then be used for further analyses. The processing workflow includes two principal stages: preprocessing and correlation.
In the preprocessing stage, Mirmex converts raw observed seismograms into a format suitable for cross correlation. Preprocessing includes operations such as band-pass filtering, downsampling, and the removal of linear trends and the instrument response. Processing schemes that require communication between different components or stations are technically possible, but currently not implemented. The preprocesses data are then stored on the hard disk, which usually does not constitute a limitation because the downsampling operation considerably reduces the data volume in most applications.
The correlation stage starts with building a set of correlation time windows for each preprocessed trace. Traces are split into windows of user-defined length and the data in each individual window undergo further processing. At this stage, various noise processing schemes can be applied to suppress large-amplitude earthquake signals in an automatic fashion. These include 1-bit normalization, clipping above a given amplitude threshold, and various others.
Finally, Mirmex determines possible correlation pairs and computes classical correlations or phase correlations (Schimmel et al., 2011) for each pair. Correlations are computed separately for individual time windows; results are then averaged using either linear stacks or phase-weighted stacks (Schimmel and Paulssen, 1997) . The length of the stacks can be adjusted by the user.
These tasks have been implemented for homogeneous and for heterogeneous systems, as described in the following sections.
HOMOGENEOUS IMPLEMENTATION
We started with the purely homogeneous implementation of the algorithm intended to run on a CPU cluster. A reference prototype was coded in Python, primarily for use in ambient noise source imaging (Ermert et al., 2016) . This is based on open-source packages including ObsPy (Beyreuther et al., 2010; Megies et al., 2011; Krischer et al., 2015) . In the next step, the code has been fully re-engineered as a C++ library. For the assessment of new ideas and data processing schemes, the Python research code continues to serve as a valuable testing platform. Based on this, modifications can then be made in the C++ production code.
The parallelization of the correlation procedure at coarsegrained level aims at the balanced distribution of work among the available computing nodes. For this purpose, we partition the entire set of seismic traces into a group of square-shaped tiles, as illustrated in Figure 1 . These tiles represent units of work, which are scheduled between the computing nodes. Scheduling is static; that is, each node determines which tiles belong to it and then processes them one by one. Seismic traces are loaded once per tile and remain resident in memory during the tile processing.
Testing of the homogeneous implementation revealed that the vast majority of computing time is consumed by just two signal processing methods: correlation itself and the Hilbert transform needed to compute phase correlations and phaseweighted stacks (Schimmel and Paulssen, 1997; Schimmel et al., 2011) . In contrast, reading the seismic data takes a modest amount of time and does not require any further optimization.
HETEROGENEOUS IMPLEMENTATION
The homogeneous implementation enabled us to identify the Hilbert transform and the cross correlation itself as obvious candidates for implementation on GPU. The Hilbert transform is implemented as a convolution in the frequency domain, and its computation is dominated by the forward and inverse fast Fourier transform (FFT). We implemented it on GPU in a simple and straightforward way using the NVIDIA cuFFT library. The implementation of correlations was more complex. The generic N-point discrete, classical correlation for two evenly sampled traces u 1 and u 2 , E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 ; 5 2 ; 3 8 8 c 12 i X N−i k0 u 1 ku 2 k i 1 reveals a great degree of data-level parallelism that can be exploited with GPU. GPU accelerators are specialized in parallel processing of large numbers of independent threads, executing a similar computation pattern. The sum in equation (1) represents a very suitable candidate for a single thread of work. With this approach, each thread will compute a correlation value for a single shift i. However, it is easy to see that in the course of computations the same data elements are repeatedly accessed. These memory accesses represent a bottleneck that can substantially decrease the GPU performance.
We address this problem using the GPU-shared memory. This is a special kind of very fast memory, which has, however, a rather limited size. We partition the entire data domain into a set of tiles in such a way that each tile can stay resident in the shared memory during the respective computations. Each tile is assigned to an individual GPU thread block for processing.
In our case, the problem domain can be represented as a rectangular matrix with rows corresponding to time samples and columns corresponding to shift values. A tile will therefore correspond to an interval of points and interval of shift values. A respective thread block will compute partial correlation sums corresponding to these intervals. To obtain full correlation values, these sums will be added at the second pass. Partitioning parameters depend on the architecture of the GPU device used.
A schematic illustration of our GPU parallelization approach is shown in Figure 2 . It shows a fine-grained parallelization scheme for a simplified model of computations with the window length of 10,240 samples, maximum correlation lag of 2048, and CUDA thread block size of 1024 threads. CUDA threads in a single block process 1024 time shifts and compute partial sums for 2048 (out of 10,240) samples for each shift value. Therefore, the processing of 10,240 samples for 2048 time shifts requires five partial sums for each sample as well as two thread blocks for each partial sum, and all shifts must yield a total of ten tiles.
For phase correlations (Schimmel et al., 2011) , the same approach can be used because its computation involves a sum very similar to equation (1) for the classical correlation.
EXAMPLE
We illustrate the performance of Mirmex using a waveform dataset that has been recorded continuously for one year, from 1 January 2014 to 1 January 2015, on the LHZ channel of 188 globally distributed stations shown in Figure 3 . Excluding autocorrelations, we thus consider a total of 188 × 187=2 17; 578 verticalvertical station pairs. Using a sampling rate of 1 Hz, we organize the one-year-long recordings of each station into time windows with 2 15 32; 768 samples and an overlap of 6000 s (∼1:7 hrs). The maximum correlation lag is 12; 000 s (∼3:3 hrs).
To process data and compute correlations, we used the massively parallel heterogeneous high-performance computing system Piz Daint, a supercomputer of the Cray XC 30 family operated by the Swiss National Supercomputing Center. We performed our tests prior to a recent upgrade, when it featured 5272 computing nodes, each equipped with an 8-core 64-bit Intel Sandy Bridge CPU (Intel Xeon E5-2670), an NVIDIA Tesla K20x GPU accelerator with 6 GB GDDR5 memory, and 32 GB of host memory. The nodes were connected by the proprietary Aries interconnect from Cray.
Using a single CPU of Piz Daint, the wall-clock time per station pair is 803.6 s for classical correlation and 6359.5 s for phase correlation. Nearly all of this time, more than 99%, are needed to compute Fourier transforms and sums in the correlations themselves. The time needed to read and preprocess the traces is practically negligible. Additionally, exploiting the GPU accelerator available on each Piz Daint node reduces these wallclock times to 3.39 and 17.82 s, respectively. The wall-clock times are thus reduced by factors of 237 for the classical and 357 for the phase correlation.
The significance of these wall-clock time reductions becomes apparent when the complete dataset with 17,578 station pairs is considered. On one CPU, 163 days would be needed for classical correlation, and 1293 days for phase correlation. This illustrates, for instance, that our phase correlation dataset is not computable on one CPU within the time limits of a typical research project. With the help of the GPU accelerator, wall-clock times are translated to tractable time scales of 0.68 days (16 hrs) and 3.62 days (87 hrs), respectively. Further reduction in wall-clock time can be achieved using multiple nodes. Because the parallel noise correlation does not involve any significant internode communication, scaling is perfect by design. Thus, using for instance 32 nodes allows us to compute the complete phase correlation dataset in less than 3 hrs. This allows us to efficiently test the impact of different processing schemes and their impact on inferences of Earth structure or noise sources. A selection of 420 classical interstation correlations filtered in the 3-5 mHz frequency range is shown in Figure 4 .
CONCLUSIONS
Using a heterogeneous supercomputing platform, we achieved a speedup by an order of magnitude or higher compared, on a socket to socket basis, to the purely homogeneous system. Our solution enables the cross correlation of a large number of seismic stations, and at high resolution, thus making practical use of large volumes of accumulated seismic data. Furthermore, the availability of Mirmex permits the computation of large correlation datasets onthe-fly, thus eliminating the need for large mass storage to archive noise correlation results. This is of particular relevance when multiple combinations of processing parameters need to be independently applied to the same large set of source data.
Mirmex includes a modular library of software components that can be reused for a wide class of seismology applications, thus reducing the programming effort required for their implementation on massively parallel heterogeneous computing platforms.
As directions for future research, we consider (1) the automated classification of correlation results using machine learning, (2) the development of a platform for monitoring the seasonal migration of noise sources, and (3) the application of Mirmex to full waveform inversion projects.
DATA AND RESOURCES
Seismograms used in this study were obtained from the Incorporated Research Institutions for Seismology (IRIS) Data Management Center at www.iris.edu (last accessed August ▴ Figure 3 . Geographic distribution of the broadband stations that provided data for the performance test. The color version of this figure is available only in the electronic edition.
▴ Figure 4 . Selection of 420 classical interstation correlations computed during the performance tests. The period range is 3-5 mHz.
