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Abstract
One of the key limitations in conventional deep learning based image reconstruction is the need for
registered pairs of training images containing a set of high-quality groundtruth images. This paper ad-
dresses this limitation by proposing a novel unsupervised deep registration-augmented reconstruction method
(U-Dream) for training deep neural nets to reconstruct high-quality images by directly mapping pairs of
unregistered and artifact-corrupted images. The ability of U-Dream to circumvent the need for accurately
registered data makes it widely applicable to many biomedical image reconstruction tasks. We validate it in
accelerated magnetic resonance imaging (MRI) by training an image reconstruction model directly on pairs
of undersampled measurements from images that have undergone nonrigid deformations.
1 Introduction
The reconstruction of a high-quality image x ∈ Cn from a set of noisy measurements y ∈ Cm is fundamental
in biomedical imaging. For instance, it is essential in compressive sensing magnetic resonance imaging (CS-
MRI) [1], which aims to shorten the acquisition time by obtaining diagnostic-quality images from severely
undersampled k-space measurements.
Deep learning (DL) has gained significant popularity in addressing the problem of image reconstruction
in biomedical imaging [2, 3]. A widely used strategy in this context trains a convolutional neural networks
(CNN) to learn a mapping from the corrupted image to the desired high-quality image. Despite its success,
the application of supervised DL can be challenging when it is difficult to collect a large number of high-
quality training images. This limitation has motivated the research on unsupervised DL schemes that rely
exclusively on the information available in the corrupted data [4, 5, 6]. One widely used such technique is
Noise2Noise [4] that trains a CNN by mapping pairs of observations of the same image containing different
noise realizations.
Obtaining multiple accurately calibrated measurements from the same subject is a significant practical
limitation. Subject motion during acquisition leads to unexpected structural deformations in the image.
Failure to accommodate for such deformations complicates the training of DL methods. In this paper, we
address this issue by proposing a novel unsupervised deep registration-augmented reconstruction method (U-
DREAM)1. The novelty of our method is two-fold: (a) U-DREAM is an unsupervised DL scheme inspired
from Noise2Noise that learns directly from undersampled and noisy measurements y. By mapping the recon-
structed image back to the measurement domain, the method is trained to minimize the difference between
the predicted measurements and the actual raw data, without using any fully-sampled groundtruth data.
(b) U-DREAM simultaneously addresses the problems of registration and reconstruction by intergrating two
1We use the term unsupervised to indicate the fact that groundtruth targets are not required during training.
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Figure 1: U-DREAM jointly trains two CNN modules: hθ for image reconstruction and gϕ for image registration, respec-
tively. Inputs are unregistered measurement pairs from the same subject. Their zero-filled images are passed through hθ
to remove artifacts due to noise and undersampling. The output images are then used in gϕ to obtain the motion field
characterizing the directional mapping between their coordinates. We implement the wrapping operator as the Spatial
Transform Network to register one of the reconstructed images to the other.
separate CNN modules with different functionarities (See Fig. 1). The two CNNs are trained jointly by using
pairs of unregistered measurements.
2 Background
Consider a problem of recovering an unknown image x from its linear measurements y = Hx + e, where
e ∈ Cm is the noise vector and H ∈ Cm×n is the measurement operator. In traditional supervised DL,
one learns a CNN model hθ that computes an inverse mapping from y to x by mitigating imaging artifacts
and noise. It is common to perform this learning in the image domain by first computing an approximate
inverse H† of the measurement operator: x̂ = hθ(H†y) [2, 3]. For example, the measurement operator in
CS-MRI can be represented as H = SF , where F is the Fourier transform and S is the k-space sampling
operator. The mapping to the image space is performed by applying the zero-filled inverse Fourier transform:
H† = F−1.
Noise2Noise (N2N) [4] is a recent technique for reducing the dependence of DL on high-quality ground-
truth. It considers a group of registered noisy images {x̂ij} where j indexes different realizations of the
same underlying image i. For example, ij might denote the jth MRI acquisition of the Subject i, with each
acquisition consisting of an independent sampling pattern and noise realizations. The CNN in N2N can be
trained via the following minimization
argmin
θ
∑
i,j,j′
L
(
hθ(x̂ij), x̂ij′
)
, (1)
where hθ is the CNN parametrized by θ ∈ Rp and L is the loss function. While it is possible to acquire
multiple independent views of the same subject, it is difficult to ensure the alignment of images across scans
due to motion. Methods such as Noise2Void (N2V) [5] enable training on a single noisy image, but require
structural incoherence of noise, which is not possible in some applications (see Fig. 2).
DL has also gained significant attention in the context of image registration [7]. Let r represent the ref-
erence image and m its deformed counterpart. Image registration aims to obtain the registration field φˆm2r
that maps the coordinates ofm to those of r by comparing the imaging content. Recently, [8] has introduced
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Ground-Truth Zero-Filled Unregistered N2N Total Variation SyN + N2N U-DREAM
PSNR / SSIM 25.6927 / 0.7074 30.8430 / 0.9251 31.8624 / 0.9111 32.3350 / 0.9441 33.2625 / 0.9615
Figure 2: Illustration of several reconstruction methods on undersampled brain MRI data with an undersampling rate of
25% and the deformation parameter of σ = 10. The top-right corner of each image provides the PSNR and SSIM values
with respect to the groundtruth image. Unregistered N2N is directly trained on unregistered data, while SyN+N2N trains
the CNN on pre-registered but artifact-corrupted images. U-DREAM achieves a significant improvement relative to both
methods by jointly addressing the reconstruction and the registration.
an unsupervised deep learning framework for deformable medical image registration. It formulates the reg-
istration as a CNN gϕ with parameters ϕ ∈ Rk mapping an input image pair {m, r} to a deformation field
φˆm2r = gϕ(m, r) used for registration. The CNN is trained on a set of image pairs
{
mi, ri
}
by minimizing
the loss
argmin
ϕ
∑
i
Ld(mi ◦ φˆm2ri , ri) + Lr(φˆm2ri ), (2)
where ◦ denotes the wrapping operator that transforms the coordinates ofmi based on the registration field
φˆm2ri . The term Ld penalizes discrepancy between mi after transformation and its reference ri, while Lr
regularizes the local spatial variations in the estimated registration field.
3 Proposed Method
Consider a pair of unregistered measurements yr and ym acquired from the same subject. We will refer to
these images as the reference and the moving measurement, respectively
yr =Hrxr + er, ym =Hm
(
xr ◦ φr2m)+ em, (3)
Here, the subject motion is mathematically characterized as a non-rigid transformation field φr2m in ref-
erence to xr. One can then generate corrupted image pairs by simply applying the pseudoinverse of the
respective forward operators
x̂m = (Hm)
†
ym, x̂r = (Hr)
†
yr. (4)
As illustrated in Fig. 1, the proposed framework consists of two CNN modules, namely one reconstruc-
tion module hθ and one registration module gϕ. hθ is a residual CNN [9] trained for reconstructing
two clean images, hθ(x̂r) and hθ(x̂m), from x̂r and x̂m, respectively. gϕ is a CNN inspired from the
widely-used UNet [10] and trained to generate a motion field given the reconstructed image pair from
hθ: φˆm2r = gϕ
(
hθ(x̂
m), hθ(x̂
r)
)
. Note that the input to gϕ is order-sensitive and φˆm2r characterizes a
directional mapping from the coordinate of hθ(x̂m) to the coordinate of hθ(x̂r). U-DREAM implements the
differentiable wrapping operator ◦ as the Spatial Transform Network [11] to transform the coordinate of
hθ(x̂
m) and obtain a registered image hθ(x̂m) ◦ φˆm2r with respect to hθ(x̂r).
The two CNNs are trained on a set of uncalibrated measurement pairs
{
yri ,y
m
i
}
i
. Additionally, we
augment the training dataset by reversing the order of input pairs of gϕ to obtain registration fields also in
the opposite direction φˆr2m = gϕ
(
hθ(x̂
r), hθ(x̂
m)
)
.
The loss function of the registration module consists of two components. The first component Ld penal-
izes difference of similarity based on local cross-correlation [8] and Lr = λ LTV imposes the total variation
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prior on the deformation field with parameter λ > 0
Lreg =
∑
i
Ld
(
hθ(x̂
r
i ), hθ(x̂
m
i ) ◦ φˆm2ri
)
+ Lr(φˆ
m2r
i ) + Ld
(
hθ(x̂
m
i ), hθ(x̂
r
i ) ◦ φˆr2mi
)
+ Lr(φˆ
r2m
i ). (5)
On the other hand, the loss function of the reconstruction module is formulated in the measurement
domain. It applies the forward operator on the reconstructed images after the alignment and penalizing the
difference between the estimated and the measured k-space data:
Lrec =
∑
i
H
(
yri −Hri
(
hθ(x̂
m
i ) ◦ φˆm2ri
))
+ H
(
ymi −Hmi
(
hθ(x̂
r
i ) ◦ φˆr2mi
))
, (6)
where H is the Huber loss (or smoothed `1 loss) defined as
H(x) =
{
0.5x2 if |x| < 1
|x| − 0.5 otherwise , (7)
which offers robustness to outliers.
Our training procedure alternatively minimizes the two loss functions by fixing the parameters of one
CNN while training the other.
4 Experiment
Setup. The proposed method was quantitatively evaluated on accelerated MRI given 2D measurement pairs
with non-rigid deformation. We used clean T1-weighted MR brain images from the open dataset OASIS-
3 [12] by splitting the 60 subjects into 48, 6, and 6 for training, validation, and testing, respectively. For
each subject, we extracted the middle 50 to 70 (depending on the shape of the brain) of the 256 slices on
the transverse plane, containing the most relevant regions of the brain. We generated synthetic registeration
fields by using the method in [13] and used them to deform the groundturth MR images. Three pre-defined
parameters of the generation were the number of points randomly selected in the zero vector field p = 2000,
the range of random values assigned to those points δ = [−10, 10], and the standard deviations of smoothing
Gaussian kernel for the vector field σ ∈ {10, 18}. Thus, σ is inversely related to the strength of deformation
in the image. In order to obtain corrupted measurements, we simulated a single-coil MRI setting with a
Cartesian under-sampling pattern (see Fig. 2). We set the sampling rate to correspond to the 25% of the
complete k-space data and added the measurements noise corresponding to the input signal-to-noise ratio
(SNR) of 40dB.
Comparisons. We compared U-DREAM with four image reconstruction methods. The first method is the
traditional total variation (TV) regularized image reconstruction [14, 15]. The regularization parameter of
TV was optimized for the best PSNR performance using the grid-search strategy. The second method, called
Unregistered N2N, corresponds to the CNN trained by directly mapping the measurement pairs from unreg-
istered images to one another. The third method, called Syn + N2N, trains the CNN on the measurement
pairs from pre-registered images. The images were registered by using Symmetric Normalization (SyN) [16],
which is one of the top-performing registration algorithms. Finally, N2V [5] was used to train the CNN on
individual images without any registration. We used the peak signal-to-noise ratio (PSNR) and structural
similarity index (SSIM) as image quality metrics.
Results. Fig. 2 shows visual results of image reconstruction for the deformation parameter σ = 10. Among
these results, zero-filled images contain ghosting and blurring artifacts. We have omitted the results of N2V
due to its poor performance (comparable to ZF), which is expected as the artifacts in ZF are highly stru-
cured. All other methods yield significant improvements over ZF. While Total Variation shows considerable
reduction in the aliasing artifacts, it leads to a loss of details due to the well-known “staircasing effect.” Un-
registered N2N method leads to a reasonable result even without registration in training, but it also contains a
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Table 1: Quantitative evaluation of the reconstruction quality
Schemes PSNR SSIM
σ 10 18 10 18
Zero-Filled (ZF) 26.07 26.02 0.717 0.715
Unregistered N2N 29.03 30.37 0.903 0.926
Total Variation 29.78 29.79 0.893 0.893
SyN + N2N 30.31 30.35 0.929 0.932
U-DREAM 31.60 31.67 0.945 0.947
noticeable amount of blur, especially along the edges. While SyN + N2N leads to a significant improvements
over the traditional N2N and TV, it still suffers from smoothing in the region highlighted by the red arrow.
U-DREAM outperforms all of these baselines methods in term of sharpness, contrast, and artifact-removal,
which we attribute to its ability to jointly address registration and reconstruction. The quantitative results
over the whole testing set is summarized in Table 1, which highlights the significant quality improvements
achieved by U-DREAM.
5 Conclusion
U-DREAM addresses an important problem of training a deep CNN directly from a set of unregistered
artifact-contaminated images. It performs image reconstruction from unregistered measurements without
any groundtruth by jointly performing reconstruction and registration. We validated the method on under-
sampled MR measurement pairs corresponding to image pairs with non-rigid deformation. We observed
that U-DREAM leads to significant improvements compared to several baseline algorithms. Future work will
further investigate U-DREAM for other imaging modalities and datasets.
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