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Adapting building heating and cooling power need models at the district scale
Abstract
District-scale building energy models are generally simplified to cope with a lack of
data and to reduce computational cost. However, the impacts of these simplifica-
tions on model accuracy are not systematically studied, particularly when consider-
ing power demand.
The present manuscript introduces a methodology to determine the suitability
of any simplifications, notably those at the district scale, and considering the power
demand. This methodology was applied to usual simplifications of the building en-
velope model thanks to a specific platform developed in the frame of this thesis. This
platform enables automatically generating and simulating building energy models
with different modelling levels of detail from geographical information systems. The
parallelisation of the building energy simulations was notably implemented at the
district scale in order to benefit from the model structure and to efficiently reduce
the computational duration.
The definition of indicators related to specific simulation objectives appears to
be a necessary step when focusing on power demand. The results show a higher
sensitivity to simplifications of the power demand than the annual energy consump-
tion. These effects are quantified and physically analysed. The district-scale ability
to attenuate the impacts of simplifications and to integrate statistical sources of data
were demonstrated. The resulting quantification of the impacts of the simplifications
made it possible to guide the adaptations of models to the simulation objectives and
to the technical constraints. Such contribution aims to increase the efficiency and
to favour the development of city-scale energy simulations, which are particularly
needed to cope with future challenges.
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Résumé
Les modèles énergétiques des bâtiments à l’échelle du quartier sont généralement
simplifiés pour faire face au manque de données et pour réduire le coût de calcul.
Cependant, l’impact de ces simplifications sur la validité des modèles n’est pas sys-
tématiquement analysée, en particulier lorsqu’on s’intéresse à la courbe de charge.
Pour combler ce manque, une méthodologie permettant de quantifier la valid-
ité des simplifications, notamment vis-à-vis de la courbe de charge, est proposée.
Cette méthodologie est appliquée aux simplifications couramment utilisée pour les
modèles thermiques d’enveloppe de bâtiments grâce à une plateforme numérique
développée dans le cadre de cette thèse. Cette plateforme permet de générer et
simuler automatiquement des modèles énergétiques de bâtiments, avec différents
niveaux de détails, à partir de données issues de systèmes d’information géo-
graphique. La parallélisation des simulations énergétiques des bâtiments est utilisée
à l’échelle du quartier, afin de tirer avantage de la structure du modèle global et de
réduire les temps de calculs.
La définition d’indicateurs spécifiques selon l’objectif de simulation apparait
clairement comme l’étape essentielle lorsque l’on s’intéresse à la courbe de charge.
Les résultats indiquent que la puissance est plus sensible aux simplifications que
la consommation annuelle d’énergie. Les différents effets induits sont quantifiés et
analysés physiquement. La capacité de l’échelle du quartier à atténuer les impacts
des simplifications et d’intégrer les données statistiques est démontrée. La quantifi-
cation des impacts des simplifications permet de guider l’adaptation des modèles
vis-à-vis des objectifs de simulation et vis-à-vis des contraintes techniques. Cette
contribution a pour objectif d’améliorer la performance des simulations énergé-
tiques à l’échelle de la ville, et de favoriser leur développement, afin de répondre
aux enjeux futurs.
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Q air flow rate m3 s−1
S area m2
U U-value W m−2 K−1
V volume m3
v (wind) velocity m s−1
x distance m
α absorption coefficient -
ε emissivity -
η (heat exchanger) efficiency -
θ transmission coefficient -
κ diversity factor -
λ thermal conductivity W m−1 K−1
ρ density kg m−3
% reflection coefficient -
σ Stefan-Boltzmann constant W m−2 K−4
τ characteristic time s
Φ (heat) power W
φ (heat) flux W m−2
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1.1 Urban buildings and district energy models
1.1.1 Context
The energy behaviour of buildings plays many key roles in the major challenges
of the future. These roles are emphasized by the considerable global increase in
urbanisation.
Importance of cities According to the UN (2014), approximately 3.9 billion people
lived in cities in 2014 (66 % of the total population), more than 5 times greater than
that in 1950 (30 %). The urban population is expected to increase by 66 % until
2050. As a consequence, the number of cities and their size will increase. This urban
sprawl has many harmful consequences, such as the worrying loss of biodiversity
(IPBES, 2016) and the exacerbation of natural disasters, notably via the increase of
the exposure (GFDRR, 2016), as such flooding and heat waves. These consequences
impact the environment and public health. Heat waves are particularly related to
urban physics and building energy behaviour, because of the urban heat island effect
(Oke, 1982).
Energy issues Issues directly related to energy are particularly crucial with respect
to global warming mitigation specification. Indeed, in 2015, more than 80 % of the
world primary source of energy relies on combustion of fossil fuels (IEA, 2017), con-
tributing to 65 % of the greenhouse gases (GHG) emissions (IPCC, 2014).
To cope with global warming, the international community had committed to
the Paris agreements to ’[hold] the increase in the global average temperature to well below
2 ◦C above pre-industrial levels’ (UN, 2015). Concretely, this commitment implies not
emitting more than about 1.000 Gteq.CO2 of greenhouse gases during the following
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years (IPCC, 2014). Such constraint notably implies to drastically change the whole
global energy paradigm, and more generally our behaviour, because of their depen-
dency on fossil fuels. To highlight the importance of the necessary changes and their
urgency, today, the annual GHG emissions rate, continuously increasing over the
time, is approximately 50 Gteq.CO2/year. Hence, at constant emissions, the budget
will be entirely consumed within only 20 years. This situation is even more urgent
given that the increase of the GHG emissions is historically linked to the population
growth (IPCC, 2014). Mitigation of global warming is hence clearly a daunting task,
and even more worrying that global warming exacerbates previous issues. How-
ever, it can be seen as a motivating opportunity to built and reinvent a sustainable
and responsible world.
The key role of the building sector The building sector is concerned by both ur-
banisation and energy issues. It has been particularly identified as a priority target
for mitigation strategies as it belongs to the major contributor to GHG emissions,
with 19 % of the worldwide energy GHG emissions1, and even more in developed
countries (in Europe for instance), whereas this emissions may be strongly and effi-
ciently reduced (IPCC, 2014).
The main source of reduction, which is particularly economically interesting and
currently available, may be reached thanks to building insulation. The use of effi-
cient energy systems, and the optimisation of their design, in concert with optimal
building design also belong to final energy reduction mitigation measures.
Reductions of GHG emissions may also be achieved thanks to switch the energy
used in buildings to low-carbon energy carriers coming from renewable sources of en-
ergy. District scale implementation offers advantages for the integration of these
sources. Indeed, energy production may be shared via networks. Furthermore, shar-
ing generally makes it possible to reduce the size of the global system, potentially
including energy storage, compared to individual distributed systems and to opti-
mize operation. Moreover, it is suitable to integrate intermittent renewable energy
with smart grids. Smart grids aim to manage energy consumption and production
from one building to other.
Need for tools In order to support these changes, tools are expected by city deci-
sions makers and urban and building planners to guide their choices and their prac-
tices consistent with previous issues. As these issues are related to urban buildings
and district-level energy behaviour, their modelling is crucial.
1.1.2 State of the art
The increasing need for urban buildings and district energy models is highlighted
by Keirstead, Jennings, and Sivakumar (2012). They identified 219 research papers
concerning urban energy models within the past 30 years. Heating and cooling en-
ergy demand models for urban buildings were reviewed by the author (Frayssinet et
al., 2018b). Main outlines of this article, available in Appendix D, are briefly summa-
rized below. Heating and cooling were addressed as the issues previously identified
are mainly related to these energy uses.
1It includes direct, produced within the building, and indirect, produced out of the building, emis-
sions, related to electricity and heat used in buildings. Emissions associated to the material embodied
energy (cement and steel productions for example) are also target of reduction, but are accounted in
the industry sector.
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Among the different existing approaches, only the micro-simulation category, be-
longing to engineering bottom-up approaches, is retained. Engineering models are
based on physical phenomena. As a consequence, only this approach is able to test
different scenarios, with changes in the envelope (refurbishment) or of the energy
system, for example. Moreover, possible technological breakthroughs may be mod-
elled. In contrast with statistical or data-driven models, which are based on historical
data. Furthermore, district micro-simulations explicitly model all buildings in the dis-
trict. This approach make it possible to spatially analyse the results.
In this approach, 3 main simulation objective categories were identified (Fig. 1.1):
(A) Studying the interactions of buildings with the urban environment;
(B) Estimating the energy consumption of buildings;
(C) Simulating the power demand.
FIGURE 1.1: Comparison of the domains of availability of the differ-
ent categories of energy simulation of urban buildings
(From (Frayssinet et al., 2018b))
These simulation objectives effectively aim to answer building issues introduced
hereafter. For instance, for some representative tools, belong these identified in
(Frayssinet et al., 2018b), their objectives are:
(A) ’[to quantify] the influences of outdoor configurations and surface materials on indoor
and outdoor environments’ (He, Hoyano, and Asawa, 2009) or ’to evaluate the mi-
croscale urban planning elements impact on the energy behaviour of target buildings’
(Bouyer, Inard, and Musy, 2011)–related to the consequences of the urban de-
velopment on the indoor and outdoor conditions for energy, comfort and pub-
lic health considerations.
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(B) ’to predict the heating energy demand of urban districts and analyze strategies for
improving building standard’ (Strzalka et al., 2011) or ’to obtain a city-wide en-
ergy mapping of the (residential) built environment’ (Agugiaro, 2015)–related to
the identification of building energy saving potential.
(C) ’to help short-term grid balance’ with respect to ’demand response strategies imple-
mented on residential buildings in a smart grid context’ (Berthou et al., 2015) or
to consider ’local energy system for heating, cooling and domestic hot water prepara-
tion, thermal networks as well as local and/or central energy production and storage’ of
buildings (Riederer et al., 2015)–related to the integration of renewable sources
of energy.
1.1.3 Issues
However, micro-simulations face the 2 main following technical issues:
• First, as all buildings of the district are explicitly modelled, numerous simula-
tions have to be run, leading to a high computational cost, which is potentially
prohibitive.
• Second, large amounts of data are needed to feed the models, but the data
availability is often limited (numerous unknowns) or incoherent (i.e., statistical
data for deterministic models).
These issues particularly concern the C-category as these models have a high spatial
and temporal resolution (detailed models), a large spatial domain and often a long
simulation period.
To cope with these limitations, the solution is generally to simplify the model, in
order to reduce the computational cost and the needed data (as for the A-category).
This strategy is evidenced by the numerous simplifications, specifically developed
for district energy models, proposed in the literature. As identified in (Frayssinet et
al., 2018b), these simplifications mainly concern radiation modelling, urban climate
modelling and envelope modelling. The development of statistical models (Swan
and Ugursal, 2009) is an alternative but is not compatible with micro-simulations.
1.2 Field of study
1.2.1 Main issues
As seen before, current city energy models, regardless of approach, necessarily rely
on different kinds of simplifications. However, are the simplifications suitable? This
question is particularly crucial for the C-category, as the need of simplifications is
high, due to identified technical issues, simultaneously with the expected level of
detail (Fig. 1.1). The main objective of this work is to study the simplifications suitabil-
ity.
The main simplifications of building and district models are first identified in
Chapter 2, thanks to a detailed review of the modelling process. Then, the method-
ology developed to analyse the suitability of these simplifications is introduced in
Chapter 3. The tool chain developed to test the suitability of the main simplifica-
tions is detailed in Chapter 4, and is then applied to case studies in Chapter 5, first at
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the building scale and then at the district scale. The final chapter discusses the main
results and open perspectives2.
District scale energy 
simulations tools
Technical issues:
 Few data available
 Limited computation cost
⇒
Simplifications
Scientific issue:
Which ones are suitable?
Ch. 1 - Context
Ch. 2 - Identification
What are the usual simplifications?
Ch. 3 - Methodology
How to quantify suitability?
Ch. 4 - Platform
How to test the suitability?
Ch. 5 - Application
What are the suitability of usual 
simplifications?
How to adapt models
o to a simulation objective?
o to available data?
FIGURE 1.2: Contents sketch
These steps aim to answer the following scientific issue: how to build a district
energy model given technical issues? This issue is further analysed during the method-
ology definition, notably in Sec. 3.1.2. Answering such issue may guide the devel-
opment of district energy micro-simulations, for the C-category in particular, which
is critical with respect to technical issues.
1.2.2 Scope of the study
As building thermal behaviour is the most expensive part of energy simulations and
hence the main target of simplification (see Chap. 2), only envelope modelling and
directly related phenomena are addressed in the present work (Fig. 1.3). As a re-
sult, only the building energy consumption related to the envelope is considered,
which corresponds to heating and cooling (and excludes others energy uses such
as domestic hot water, lighting and others electric appliances). More precisely, this
consumption corresponds to energy needs, as no energy system is modelled (see
Chap. 2). In reality, the needs differ from consumption due to system energy be-
haviour (regulation, inertia, yield, etc.).
As a consequence, as the models used focus only on envelope modelling, the
simulation results probably deviate from reality as occupant and energy system in-
teractions are not accounted for. However, in the frame of this work, the objective is
first to better model the envelopes to then integrate them in a comprehensive model.
1.2.3 Glossary
The district scale is addressed rather than the city scale. There is no common defi-
nition of the district scale. In the present manuscript, the district scale is considered
starting when a certain representativeness appears (see Sec. 3.2.4). The city scale is then
simply a assembly of districts.
2The chapters are quite independent. Readers can directly go to the chapter that concerns their
interest (methodology, modelling, platform, results). Prerequisites are clearly identified and referenced
to the corresponding section.
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City energy
Building
energy
Building energy
Heating
and cooling
Transportation
Electrical
appliances
Hot water
Cooking
Envelope
Occupant
Energy 
system
Industry
etc.
Heating and cooling
FIGURE 1.3: Scope of the study
The term power corresponds to the instant energy variation. In order to simplify
the writing, the term power is voluntary improperly used to indicate mean power
when it is estimated during the shortest time-steps (usually an hour), whereas it not
corresponds to the real definition of the word which is the instant energy variation.
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In order to identify the common simplifications used in building and district en-
ergy models, this chapter introduces the modelling principles and details retained in
the developed modelling platform (Chap. 4). In the following, the different variants
of these modelling assumption are identified and associated with a specific label
written in blue in square brackets: [label]. These assumptions are summarized in
Appendix B to ease later references.
2.1 Building energy model
The basic principle of a building energy model1 (BEM) relies on the separation of the
building into different type of elements, essentially, air volumes and walls (Fig. 2.1).
These elements are then associated with specific equations that describe their energy
behaviour, including the related energy transfers with other adjacent elements. The
whole BEM simply consists of the assembly of the sets of equations, as described in
this chapter.
1Based on engineering model, also called white-box model.
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Modelling separation
Air volume
Wall
FIGURE 2.1: Example of building energy model separation
Zoning The separation of the building depends of the desired level of detail, the
simulation objective and the data availability, but it is advised to differentiate air
volumes, called thermal zones, having different thermal behaviour. The thermal be-
haviour of a zone notably depends on the setpoint temperature and its internal heat
gains (including solar heat gains that depend on the zone orientation of window
positions). The coarsest BEM may consider a unique volume for the whole building
and these are called monozone models in contrast with multizone models. Because of a
general lack of detailed data at the city scale, the default BEM is monozone [Zoning-
0]. The following arbitrary zoning configurations are also considered (Fig. 2.2):
• Floor zoning: each level is associated to a thermal zone [Zoning-lvl];
• Orientation zoning: each wall orientation is associated to an adjacent thermal
zone [Zoning-ori];
• Combined zoning: a combination of the two previous zoning [Zoning-cmb].
In the first case, the zone interface walls are the floors; if unknown, the number of
stories is deduced based on the usual ceiling height. In the second case, the orienta-
tion zoning is defined according to the ASHRAE 90.1 appendix G as used by Dogan,
Reinhart, and Michalatos (2014), and the interface walls are fictional partitions.
(A) Zoning-0 (B) Zoning-lvl (C) Zoning-ori (D) Zoning-cmb
FIGURE 2.2: Zoning variants
Facade The walls, defined during the building separation, are partitions or interior
floors, possibly fictional, when they separate thermal zones, and are roofs, exterior
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floors or part of the facade when they separate a zone from the exterior. In this last
case, a facade may contain 2 different elements, namely, opaque and transparent
walls (i.e., walls and windows). Consequently, in the modelling process, the facade
element is split into 2 parts, walls and windows, depending on their respective di-
mensions (Fig. 2.3). In the following, the term wall refers to the global category (wall
and windows), but the modelling specificities of windows are specifically detailed
later (Sec. 2.1.2).
⇒
FIGURE 2.3: Separation of a facade containing walls and windows
Note concerning the description of heat transfers.
In order to make this formal part more accessible, in the figures and in the text, we
choose to consider the heating period to describe the common direction of the heat transfers
as it is well experienced by many people, where energy consumption related to building air
conditioning is dominant, notably in Europe. During this period, buildings lose heat: it
goes from inside (hot) to outside (cold). In some configurations, the heat flow can be in
the reverse side. This case occurs when wall interior temperature becomes higher than the
air temperature. For example, if an inside face of a wall is overheated by transmitted solar
flux or for internal walls, when the air temperature decreases as these walls have higher
thermal inertia. However, this fact does not change the equations introduced hereafter, and
the flow simply becomes negative. Therefore, for the sake of simplicity, and in order to avoid
redundancies, the behaviour in these particular periods and in summer are not detailed.
2.1.1 Air volume energy balance
Let us start with a thermal zone of the building decomposition. It is assumed that
the properties of the air volume (Vair [m3]) are spatially homogeneous, in particu-
lar the temperature (Tair.in [K]) . This assumption is relevant if the volume is well
mixed, which is the case in a usual room, notably because of the activities of inner
occupants2. Note that only sensible heat transfers are modelled, and moisture and
related latent heat transfers are neglected, hence, following energy balances only
concerns the sensible part. This assumption is often used in BEM but may causes
non-negligible biases, in particular in humid climate, for cooling, and for hygro-
scopic materials (Mendes et al., 2003).
In winter, it is clear that heating is necessary to keep the indoor temperature
within comfort range as the temperature otherwise tends to decrease because of heat
loss.
Internal convective heat transfer In most existing buildings (which are not ener-
getically efficient), the majority of the heat loss is due to envelope losses. The heat of
the air volume is released towards the surrounding walls through convection. The
2However, this assumption may be inappropriate in cases with high ceiling heights because of
temperature stratification. In these cases, which are not considered here, detailed models using zonal
approaches or computational fluid dynamics methods are needed.
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resulting heat flow between the air volume and any surrounding wall i (Φ(i)cv.in [W])
are modelled using Newton’s law:
Φ
(i)
cv.in = hcv.in · S(i) · (Tair.in − T
(i)
S.in) (2.1)
where hcv.in [W m−2 K−1] is the internal convective heat transfer coefficient (CHTC)
and S(i) [m2] and T (i)S.in [K] represent the inside area and the inside wall surface
temperature of the wall i, respectively .
Air renewal Heat loss also comes from air renewal caused by controlled ventilation
and infiltration. The resulting heat flux induced by ventilation (Φvent [W]) is:
Φvent = ρair ·Qair · cair · (Tair.in − Tinlet) (2.2)
whereQair [m3 s−1] is the air flow rate generated by the venting system; ρair [kg m−3]
and cair [J kg−1 K−1] represent the air density and specific heat capacity, respec-
tively; and Tinlet [K] represents the inlet air temperature. In our model, air flows
between thermal zones are not considered. As a consequence, the inlet tempera-
ture is equal to the outdoor air temperature (Tair,out [K]) in the case of infiltrations
and simple mechanical ventilation3. In case of a cross-flow ventilation the inlet air
temperature is warmed up by the exhaust air, leading to the following relations:
Tair.out < Tinlet < Tair.in. Knowing the efficiency of the heat exchanger system
(η = Tinlet−Tair.outTair.in−Tair.out ), it is possible to write the following:
Φvent = (1− η) · ρair ·Qair · cair · (Tair.in − Tair.out) (2.3)
In most BEMs, infiltration is not modelled [Infil-0] or coarsely considered with an
arbitrary constant flow rate, whereas infiltration strongly depends on external wind
conditions. Their flow rate can be estimated using a mass balance of the indoor
volume [Infil-1]. For a thermal zone surrounded by N walls, numbered from 1 to N ,
we get:
N∑
i=1
Q
(i)
infil =
N∑
i=1
K(i) ·∆p(i)2/3 = 0 (2.4)
where Q(i)infil [m
3 s−1] is the infiltration flow rate through the wall i, K(i)
[m3 s−1 Pa−2/3] is its permeability, and ∆p(i) [Pa] is the pressure difference between
its outside and inside faces. In order to compute the air pressures, it is necessary to
consider aeraulic variables and specific related models, which can strongly increase
the computational cost. Possible methods are indicated in Sec. 5.1.4 as this section
concerns environmental variables modelling.
Similarly than previously (Eg. 2.2), the corresponding heat losses are (Φinfil [W]):
Φinfil = ρair ·Qinfil ·cair ·(Tair.in−Tair.out) = ρair ·cair ·(Tair.in−Tair.out) ·
1
2
N∑
i=1
|Q(i)infil|
(2.5)
The 12 factor indicates that half of the infiltration enters the air volume while the
other part leaves because of dry air mass conservation.
3Complementary, it is assumed that thermal zones are not lower than a housing to avoid case were
the exhausted air flow of a room comes from surroundings.
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(A) Infil-0 (B) Infil-1
FIGURE 2.4: Infiltration model variants
Heat gains In contrast to heat losses, the air volume is heated by the convective
part of the energy system (P [W]) and internal heat gains (Φhg [W]). These heat
gains notably come from human metabolism and various indoor uses and are often
linked with occupant behaviour (cooking, electrical appliances, etc.). The temporal
dynamics of these heat flows are usually modelled using standard schedules or a
specific occupant model in more advanced approaches (detailed in Sec. 4.2.1). As
envelope behaviour is focused on in this work, and to prevent internal heat gains
’perturbations’, these heat gains were coarsely accounted for with a constant mean
value (excepted in the specific analysis in Sec. 5.2.4).
Energy balance Finally, the air volume energy balance of a thermal zone sur-
rounded by N walls is as follows:
P + Φhg − Φvent − Φinfil −
N∑
i
Φ
(i)
cv.in = ρair · Vair · cair ·
∂Tair.in
∂t
(2.6)
Note that all flows and temperatures are implicitly time dependant and charac-
teristics constant, except if otherwise specified. The right part of the equation cor-
responds to the variation of the stored thermal energy within the zone air volume,
which buffers the variation of the indoor air temperature (inertia). As its character-
istic time is generally much lower than the time-step, this element is often neglected.
Φ𝑖𝑛𝑓𝑖𝑙
Φ𝑣𝑒𝑛𝑡
𝑇𝑎𝑖𝑟.𝑖𝑛
𝑇𝑎𝑖𝑟.𝑜𝑢𝑡
𝑇𝑆.𝑖𝑛
(𝑖)
Φ𝑐𝑣.𝑖𝑛
(𝑖)
Wall 𝑖Air volume
𝑃
Φℎ𝑔
𝑇𝑆.𝑖𝑛
(𝑗)
Φ𝑐𝑣.𝑖𝑛
(𝑗)
Wall 𝑗
FIGURE 2.5: Air volume energy balance
Two solution strategies are available for the previous equation:
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(1) Either Tair.in is fixed, and consequently, P is unknown – conditioned mode.
(2) Either P is known, and consequently, Tair.in is unknown – free floating mode.
During heating periods, the objective of the heating system is to keep the con-
trolled temperature (Tctr.in) to a specific setpoint (Tctr.in = Tsetpoint), which consists
of the first possibility. Hence, P corresponds to the power that completes the inter-
nal heat gains in order to counter balance the losses and consequently keeps Tctr.in
at the setpoint. This case refers to the ideal energy needs of the building. In reality,
the energy system is regulated, and the regulation is not perfect: rather, the indoor
air temperature moves around the setpoint. Furthermore, the controlled tempera-
ture is generally assumed to be Tair.in [Control-0], but in real energy systems, this
controlled temperature is much more closer to the operative temperature (Top.in [K])
[Control-1], which is approximated by the mean of the air and the averaged inside
surface temperatures (defined more precisely in the following). Moreover, comfort
considerations are more related to the operative temperature than the air tempera-
ture.
(A) Control-0 (B) Control-1
FIGURE 2.6: Controlled temperature variants
With the first solving strategy, as regulation is not modelled when considering
ideal needs, only the heating needs related to the thermal behaviour of the envelope
are considered via P . However, the second strategy notably occurs during floating
temperature periods, when the indoor air temperature is lower than the setpoint,
and consequently P is null.
In order to prevent changes in the solving strategy during simulation depend-
ing on the indoor air temperature value, in practice, P is always known and Tair.in
unknown. Indeed, a (proportional-integral) estimator, knowing the past tempera-
ture variations, estimates the ideal needs so that the resulting indoor temperature
equals the setpoint during heating periods. The indoor air temperature is deduced
by solving Eq. 2.6 with the power estimated by the estimator. If well parametrised
the regulator leads to negligible residuals, i.e., the regulator accurately estimates the
heating needs. During floating temperature periods, the power is simply set to zero.
A useful representation of the equations is to use the following general matrix
form:
C · Ṫ = A · T + B ·U (2.7)
where T is the unknown vector, U is the solicitation vector, C is the capacitance
matrix, A is the conductance matrix and B is the command matrix.
For the considered air volume energy balance (Eq. 2.6), and similarly for any
thermal zones:
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


T =


Tair.in
T
(1)
S.in
...
T
(N)
S.in


,U =


Tair.out
Φhg
P


C =
(
ρair · Vair · cair 0 · · · 0
)
A =
( ∑N
i hcv.in · S(i) + ρair · ((1− η) ·Qair +Qinfil) · cair −hcv.in · S(1)
· · · −hcv.in · S(N)
)
B =
(
−ρair · ((1− η) ·Qair +Qinfil) · cair 1 1
)
The variables of the solicitation vector are respectively known from the weather
file, the occupant behaviour model and the power estimator. This set of equations
contains N+1 unknowns (T) and only one equation, which is clearly not enough to
solve it. The energy balances of the walls represent the next step in completing the
mathematical problem, notably regarding the inside surface temperatures.
2.1.2 Wall energy balance
Additional equations are needed to determine the wall inside surface temperatures
and hence the convective heat losses through them. Let us consider the wall i that
encloses, among others, the previous considered air volume.
Inside wall surface
The inside surface temperature T (i)S.in results from the balance of the received and lost
heat fluxes.
Internal convective heat transfer As seen previously, the inside surface of the wall
i receives the internal convective heat transfer Φ(i)cv.in from the air volume (Eq. 2.1).
Absorbed solar flow The inside surface can received and absorbed a part of the
solar heat flow transmitted by windows into the thermal zone4 (Φ(i)tr.sol [W]) either
directly or after reflections on the other internal surfaces. As floors usually receive
the greatest part of the transmitted solar heat flow, it is commonly assumed that the
whole flow is absorbed by the floors [trSol-0]. Otherwise, part of this flow could be
allocated to all internal surfaces according to specific ratios. Most advanced tech-
niques use sun patch tracking methods. For the sake of simplicity, and in order to
test the previous assumption, a modelling variant using allocation proportional to
respective wall areas is also used [trSol-1].
Internal long-wave radiation Wall inside surfaces can receive long-wave (LW) ra-
diation from the radiative part of the indoor heat gains (not accounted for except in
the parameter sensitivity analysis in Sec. 5.1.3) or from other surrounding surfaces.
Indeed, a surface j, assumed as a grey body, diffusely emits a flow Φ(j)LW [W] equal
to:
Φ
(j)
LW = σ · ε
(j)
in · S(j) · T
(j)4
S.in (2.8)
4The dependence of the glass transmission coefficient with the solar angle is accounted for.
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(A) trSol-0 (B) trSol-1
FIGURE 2.7: Transmitted solar flux allocation variants
where σ is the Stefan-Boltzmann constant (' 5.67 W m−2 K−4) and ε(j)in is the emissiv-
ity of inside face of the surface j. Only a fraction Fj,i, called the view factor, is directly
received by the surface i. As the surfaces are assumed to be grey bodies, they reflect
a part of the LW radiation they receive. Hence, an additional part is received due
to multiple reflections. Nonetheless, the amount of energy emitted depends on the
surface temperature, itself depending on the amount of energy received. In order
to solve this intertwining multiple reflections problem, the radiosity formulation is
used. The radiosity J (j) [W] is defined as the total flow that comes from the surface
j (the sum of the emitted and reflected flows):
J (j) = σ · ε(j)in · S(j) · T
(j)4
S.in + %
(j)
LW · I
(j)
LW (2.9)
where %(j)LW is the LW reflection coefficient and I
(j)
LW [W] is the (unknown) total LW
flow received by the surface j (including all reflections).
𝑇𝑆.𝑖𝑛
(𝑗)
Φ𝐿𝑊
(𝑗)
𝐼𝐿𝑊
(𝑗)
𝜚𝐿𝑊
(𝑗)
∙ 𝐼𝐿𝑊
(𝑗)
𝐽(𝑗)
FIGURE 2.8: Radiosity
Therefore, the net radiation exchanged by the surface i surrounded byN surfaces
(Φ(i)rad.in [W]) is as follows:
Φ
(i)
rad.in =
N∑
j=1
S(j) · Fj,i · J (j) − S(i) · J (i) (2.10)
This multi-reflection problem can be solved using matrix solving or ray-tracing
methods, both of which require a detailed knowledge of the geometry of the internal
walls inside thermal zones. As this information is generally unknown during the
first building design stages or at the city scale, we use the following assumptions:
• First, it is assumed that the surface LW properties are the same for each surface
(εin, %LW ).
• Second, there is no reflection (%LW = 0), and hence, as the building materials
are opaque to LW radiation, the received flow is entirely absorbed. This last
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assumption is justified by the fact that building material properties are close
to black body (ε ' 1). However, even if this last assumption implies ε = 1
according to the Kirchhoff’s law, we choose to keep a ε value close but not
equal to 1 but an absorption coefficient equal to 1.
With these assumptions, and according to the view factor reciprocity relationship
(S(j) ·Fj,i = S(i) ·Fi,j) and complementarity relationship (
∑N
i Fi,j = 1), the previous
equation can be rewritten as follows:
Φ
(i)
rad.in = S
(i)·εin·σ·
N∑
j
Fi,j ·(T (j)4S.in−T
(i)4
S.in) = S
(i)·
N∑
j
Fi,j ·hi,jrad.in·(T
(j)
S.in−T
(i)
S.in) (2.11)
where hi,jrad.in = εin · σ · (T
(j)2
S.in + T
(i)2
S.in) · (T
(j)
S.in + T
(i)
S.in) [W m
−2 K−1] is the internal
radiative heat transfer coefficient, which is assumed to be constant5 (hrad.in).
Last, because of a lack of knowledge, the view factors are approximated6 by
Fi,j =
S(j)∑N
k S
k
. The resulting equation is as follows:
Φ
(i)
rad.in = hrad.in · S(i) · (Trad.in − T
(i)
S.in) (2.12)
where Trad.in =
∑N
k S
(k)·T (k)S.in∑N
k S
k
is the zone radiant temperature (the average inside
surface temperatures).
This formulation is deliberately similar to the equation of the internal convective
heat transfer (Eq. 2.1). It is typical to approximate Trad.in with Tair.in [intLW-0]. Then
it is possible to merge Eq. 2.1 and Eq. 2.12:
Φ
(i)
rad.in + Φ
(i)
cv.in = hg.in · S(i) · (Tair.in − T
(i)
S.in) (2.13)
where hg.in is the global transfer coefficient and is equal to hcv.in + hrad.in.
This approximation is quite coarse as surface temperatures are noticeably differ-
ent from the air temperature. To account for surface temperatures, Eq. 2.13 can be
rewritten [intLW-1] as follows:
Φ
(i)
rad.in + Φ
(i)
cv.in = hg.in · S(i) · (Top.in − T
(i)
S.in) (2.14)
where Top.in [K] is the operative temperature and is equal to Tair.in+Trad.in2 . This for-
mulation implicitly assumed hcv.in = hrad.in =
hg.in
2 . In this formulation, in contrast
to the previous one, the surface temperatures are coupled via Top.in.
(A) intLW-0 (B) intLW-1
FIGURE 2.9: Internal LW radiation modelling variants
5For the usual range of building inside surface temperature, hrad.in ∈ [4.5, 6.5] Wm−2 K−1.
6With this assumption, Fi,i = 0 is lost for convex surfaces.
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16 Chapter 2. Building to district energy model
Conduction The heat losses are diffused by conduction through the wall. Accord-
ing to Fourier’s law, assuming a unidimensional flow7, the heat flow diffused by
conduction through the wall i at its inside interface (Φ(i)cd.in [W]) is:
Φ
(i)
cd.in = −λ(i,1) · S(i) ·
∂T (i)(x)
∂x
|x=0 (2.15)
where λ(i,1) [W m−1 K−1] is the conductivity of the wall at the interface, T (i)(x) [K]
is the temperature through the wall, and x is the spatial dimension perpendicular to
the wall such that the position of the inside surface is x = 0 and x increases when
going toward the outside (see Fig. 2.11). Hence, T (i)(x = 0) = T (i)S.in.
Multi-dimensional conduction that occurs at materials junctions, called thermal
bridges, cannot be accounted for because of the unidimensional assumption. Usu-
ally, static thermal bridge coefficients are used to prevent this drawback. However,
in our model, for the sake of generality and because of a lack of detailed knowledge,
we choose to slightly overestimate the wall material thermal conductivity (in ac-
cordance with the TABULA methodology (Rochard et al., 2015), making it possible
to roughly account for the supplementary heat losses due to thermal bridges with
dynamic behaviour (linked to the overall material).
Energy balance Finally, the balance at the inside wall surface is as follows:
Φ
(i)
tr.sol + Φ
(i)
cv.in + Φ
(i)
rad.in = Φ
(i)
cd.in (2.16)
At the inner interface, the heat losses through the wall (Φ(i)cd.in) are equal to the heat
flux given by the air volume (Φ(i)cv.in) and the surrounding surfaces (Φ
(i)
rad.in) plus the
gains due to the transmitted solar flux (Φ(i)tr.sol). This last flow indirectly acts as heat
gains for the air volume as it reduces (or inverts) the convective heat transfer by
warming up the inside surface temperature but depends on the dynamics of the
conductive heat transfer. Precisely, this phenomenon is studied in the next subsec-
tion.
𝑇𝑎𝑖𝑟.𝑖𝑛
𝑇𝑆.𝑖𝑛
(𝑖)
Φ𝑐𝑣.𝑖𝑛
(𝑖)
Wall 𝑖Air volume
𝑇𝑆.𝑖𝑛
(𝑗)
Wall 𝑗
Φ𝑡𝑟.𝑠𝑜𝑙
(𝑖)
Φ𝑐𝑑.𝑖𝑛
(𝑖)
Φ𝑟𝑎𝑑.𝑖𝑛
(𝑖,𝑗)
FIGURE 2.10: Wall i inside surface energy balance
7As the wall thickness is significantly lower than the other spatial dimensions
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
2.1. Building energy model 17
In modelling terms, this step adds N equations (one per wall) to the the global
set of equations but generates N new unknowns: the Φ(i)cd.in. Before writing it in
the previous general matrix form (Eq. 2.7), it is preferable to differently formulate
these new unknowns. This is also the aim of the next subsection. As a consequence,
the general matrix formulation can only be found in the following paragraph (with
Eq. 2.20).
Within the material
Let us still focus on the wall i. In the following, for the sake of clarity, as no confusion
is possible, the subscript (i) is not written but is implicit.
Conduction The unidimensional conduction through a homogeneous layer m of
the wall i (see Fig. 2.11) is described by the following heat equation:
∂T
∂t
− λ
(m)
ρ(m) · c(m) ·
∂2T
∂x2
= 0 (2.17)
where λ(m) [W m−1 K−1], ρ(m) [kg m−3] and c(m) [J kg−1 K−1] are the thermal con-
ductivity, the density and the specific heat capacity of the layer m, respectively (and
are assumed constant in the temperature range considered and over time). For the
whole wall fabric made ofM layers, this equation is associated with each layer. Sim-
ilarly, continuity relationships in terms of temperatures (T ) and fluxes (−λ · ∂T∂x ) are
imposed on the layer interfaces to link all heat equations.
𝛿𝑥(𝑚)
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𝑥=0 𝑥=L
wall (𝑖)
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𝐾 𝑚 = 𝐾 𝑚1 2
…
…𝑘 = 𝑘1 𝐾𝐾
-1
L
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er
 𝑀
𝑒(𝑚)
FIGURE 2.11: Wall notations
Solving these equations usually relies on numerical methods based on spatial
discretisation of the domain (Fig. 2.11). We choose to discretised each layer m in a
finite number K(m) of equidistant mesh elements. For analysis purposes, and for
physical considerations, this number is defined as a function of the layer thermal
penetration depth length and hence as a function of the inherent thermal properties
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of the material8 as follows:
K(m) = max
({
1,
⌊
e(m)√
a(m) · τ
⌋})
=
e(m)
δx(m)
(2.18)
where b·c is the floor function, e(m) [m] is the layer thickness, a(m) = λ(m)
ρ(m)·c(m) [m
2 s−1]
is the material diffusivity, and δx(m)[m] is the mesh element thickness. With this
definition, the meshing resolution is controlled by the parameter τ [s].
If wall i is a window, as the characteristic time of its material is very low ( e
(m)2
a(m)
<
30 s) compared to usual time steps and τ values used (see Sec. 5.1.1), the whole
window is modelled with 1 layer discretised in only 1 element (K(m) = 1) without
thermal mass (c(m) = 0).
We choose the finite volume formulation to model the conduction: each discrete
element k is assumed to have a homogeneous mean temperature T (k), which cor-
responds to the temperature at the centre of the element. With this method, the
discrete form of the Eq. 2.17 but for the whole multi-layered wall becomes:



∀k ∈
[
1,
∑M
m K
(m) = K
]
,
ρ(k) · c(k) · δx(k) · Ṫ (k) =
(
T (k−1)−T (k)
δx(k−1)
2·λ(k−1)
+ δx
(k)
2·λ(k)
+ T
(k+1)−T (k)
δx(k+1)
2·λ(k+1)
+ δx
(k)
2·λ(k)
)
ρ(1) · c(1) · δx(1) · Ṫ (1) =
(
T (0)−T (1)
δx(1)
2·λ(1)
+ T
(2)−T (1)
δx(2)
2·λ(2)
+ δx
(1)
2·λ(1)
)
ρ(K) · c(K) · δx(K) · Ṫ (K) =
(
T (K−1)−T (K)
δx(K−1)
2·λ(K−1)
+ δx
(K)
2·λ(K)
+ T
(K+1)−T (K)
δx(K)
2·λ(K)
)
(2.19)
with the boundary temperatures T (0) and T (K+1) for the inside and outside wall
surface temperatures (TS.in and TS.ext), respectively.
The continuity relationships are intrinsically included in this discrete formula-
tion. With this formulation, each equation can be seen as the energy balance of an
element k using resistance-capacitance analogy, as illustrated in Fig. 2.12. It can eas-
ily be rewritten with the general matrix formulation (Eq. 2.7) with the following:
8In practice, the number of elements is chosen arbitrarily or according to rule of thumb but rarely
depending on the material thermal properties.
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


T =


TS.in
T (1)
...
T (k)
...
T (K)
TS.out


,U =
(
0
)
C =


0 C(1)
. . .
C(k)
. . .
C(K) 0


A =


K(1,0) −K̄(1) K(1,2)
. . . . . . . . .
K(k,k−1) −K̄(k) K(k,k+1)
. . . . . . . . .
K(K,K−1) −K̄(K) K(K,K+1)


B =
(
0 · · · 0
)>
with: 


C(k) = ρ(k) · c(k) · δx(k)
K(k,l) =



2·λ(k)
δx(k)
if l = 0 or l = K + 1;(
δx(l)
2·λ(l) +
δx(k)
2·λ(k)
)−1
else.
K̄(k) = K(k,k−1) +K(k,k+1)
𝑇𝑆.𝑖𝑛
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FIGURE 2.12: Wall discrete element energy balance
Finally, the energy balance of the wall i adds K equations, depending on the
level of discretisation. This step has to be repeated for every wall of the BEM sepa-
ration. It clearly appears that the conduction into the envelope generates the highest
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part of the BEM equations. As a consequence, conduction is the main target of the
adaptations, notably towards the level of discretisation (Frayssinet et al., 2018b), via
τ in our case [Cond-τ ].
(A) Cond-τ1 (B) Cond-τ2 < τ1
FIGURE 2.13: Conduction discretisation variants
Flashback to inside surface balance Thanks to the discretisation defined above,
the previous energy balance of the inside surface (Eq. 2.16) can now be expanded.
Indeed:
Φcd,in = −λ(1) · S ·
∂T
∂x
|x=0= −2 · λ(1) · S ·
T (1) − TS.in
δx(1)
(2.20)
In the general matrix form (Eq. 2.7), the terms of the inside surface energy balance
are as follows:



T =


TS.in
T (1)
Tair.in
Trad.in

 ,U =
(
Φtr.sol
)
C =
(
0 0 0 0
)
A =
(
−
(
hcv.in + hrad.in +
2·λ(1)
δx(1)
)
2·λ(1)
δx(1)
hcv.in hrad.in
)
B =
(
1
S(i)
)
As C = (0 0 0 0), this equation is algebraic. Note that depending on the assump-
tion [intLW], Trad.in may be a combination of all the inside surface temperatures and
consequently leading to couplings between them.
Assessment This step makes it possible to add equations in order to complete the
whole problem. TS.in is now expressed as a function of new unknowns: the wall
temperatures T (k). However, an equation is associated to each T (k). Nonetheless, a
equation is missing for TS.out. The next part aims to introduce this equation.
In case of internal walls, this surface temperature is adjacent to the same or an-
other thermal zone and is therefore included in its energy balance. Otherwise, the
wall outside face is facing outdoor, and this case is studied in the following part.
Concerning the internal walls within a thermal zone (partitions or floors, de-
pending on the zoning), they are often not modelled [Inertia-1]. The default variant
used in our BEM accounts for them [Inertia-0].
Outside wall surface
At the outside surface of the walls, the envelope losses are dissipated to outdoors by
convection and radiation. Losses can also be reduced or reversed by absorbed solar
flows.
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(A) Inertia-0 (B) Inertia-1
FIGURE 2.14: Internal inertia modelling variants
External convective heat transfer The external convection is expressed similar to
the internal convective heat transfer (Eq. 2.1), as follows:
Φ
(i)
cv.ext = hcv.ext · S(i) · (T
(i)
S.ext − Tair.out) (2.21)
where hcv.ext [W m−2 K−1] is the external CHTC, S(i) [m2] is the outside wall area
(usually assumed equal to the inside one, hence not differentiated) and Tair.out [K] is
the outdoor air temperature.
(A) extConv-0 (B) extConv-1
FIGURE 2.15: External CHTC modelling variants
The external CHTC could be assumed to be constant [extConv-0], indoor, or
wind dependant [extConv-1]. Indeed, the range of variation of the external wind-
speed is larger than that indoors and significantly affects the CHTC. In this last case,
the wind dependancy relation defined in the French thermal regulation (RT 2012) is
used, hcv.ext = 4 + 4 · v, where v [m s−1] is, in our model, the wall normal projected
wind velocity.
External long-wave radiation As well as for the internal LW radiations exchanges,
following the same first assumptions (Eq. 2.11), we can write the following:
Φ
(i)
rad.ext = S
(i) ·ε(i)ext ·σ ·
N∑
j=1
Fi,j ·(T (i)4S.ext−T
(j)4
S.ext) = S
(i) ·
N∑
j=1
Fi,j ·h(i,j)rad.ext ·(T
(j)
S.ext−T
(i)
S.ext)
(2.22)
where ε(i)ext is the emissivity of the outside wall surface.
The default assumption, which is valid for buildings isolated in open areas, as-
sumes that the external environment is made of 2 elements, namely, the soil and the
sky. Hence, we get the following:
Φ
(i)
rad.ext = S
(i)·svf ·h(i,sky)rad.ext·(T
(i)
S.ext−Tsky)+S(i)·(1−svf)·h
(i,soil)
rad.ext·(T
(i)
S.ext−Tsoil) (2.23)
where svf is the sky-view factor (Fi,sky), Tsky [K] is the sky vault temperature and
Tsoil [K] is the soil surface temperature. The sky vault temperature is either directly
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available in the weather data or is estimated according to other weather data. The
soil temperature is usually unknown as specific soil thermal models are needed but
almost never implemented. The soil temperature is generally approximated by the
outdoor air temperature Tair.out.
Two modelling variants are considered. Either the external heat transfer radia-
tive coefficient hrad.ext is linearised as in Eq. 2.11 [extLW-0] or kept detailed [extLW-
1].
(A) extLW-0 (B) extLW-1
FIGURE 2.16: External radiative LW heat transfer coefficient mod-
elling variants
Absorbed solar flow The external wall receives on its outside face direct solar flux
from the sun, diffuse solar flux from the atmosphere, and diffuse reflection from the
surrounding environment. The weather file generally gives direct normal (φdrn.sol
[W m−2]) and diffuse horizontal solar fluxes (φdfh.sol [W m−2]). The solar flow ab-
sorbed by the wall i is:
Φ
(i)
abs.sol = α
(i) ·S(i) ·
(
φdrn.sol · 〈~n(i), ~γ〉+ + svf ·φdfh.sol + (1− svf) · %sol.gnd ·φsol→gnd
)
(2.24)
where α(i) is the solar absorption coefficient of the wall i, 〈~n(i), ~γ〉+ is the positive
value of the scalar product between the wall normal and the solar angle, %sol.gnd is
the solar reflection coefficient of the environment, and φsol→gnd is the flux coming
from the sky received by the ground. Details of the calculation of the reflected part,
the last term, are given in Appendix A.1.
The same formulation is used for the solar flow transmitted by windows
(Φtr.win.sol [W]) but replacing α(i) with θ(i), the solar transmission coefficient (the
model used considers a transmission coefficient that depends on the solar inci-
dent angle). According to previous definitions, for a given zone:
∑N
i=1 Φ
(i)
tr.win.sol =∑N
i=1 Φ
(i)
tr.sol.
Energy balance Finally, the balance at the outside wall surface is as follows:
Φ
(i)
cd.ext + Φ
(i)
abs.sol = Φ
(i)
cv.ext + Φ
(i)
rad.ext (2.25)
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𝑇𝑆.𝑒𝑥𝑡
(𝑖)
Φ𝑐𝑣.𝑒𝑥𝑡
(𝑖)
Wall 𝑖
Φ𝑐𝑑.𝑒𝑥𝑡
(𝑖)
Φ𝑟𝑎𝑑.𝑒𝑥𝑡
(𝑖)
Φ𝑎𝑏𝑠.𝑠𝑜𝑙
(𝑖)
𝑇𝑎𝑖𝑟.𝑜𝑢𝑡
FIGURE 2.17: Wall i outside surface energy balance
Using the general matrix formulation9 (Eq. 2.7), we get again an algebraic set of
equations, as follows:



T =
(
TS.ext
T (N)
)
,U =


Tair.out
Tsky
Φabs.sol


C =
(
0 0
)
A =
(
−(hcv.ext + hrad.ext + 2·λ
(K)
δx(K)
) −2·λ(K)
δx(K)
)
B =
(
hcv.ext + (1− svf) · hrad.ext svf · hrad.ext 1S(i)
)
Floor specificity If the wall i is a floor exposed to the soil or a buffer space (such
as a car park or a crawl space), clearly no solar flow is absorbed. Furthermore, it is
assumed that the net radiation exchange is null and that the outside temperature for
the convective heat transfer is equal to b · Tair.out + (1 − b) · Tair.in, with b being a
reduction coefficient as defined in the French thermal regulation.
2.1.3 Overall building energy balance
Following the heat looses, and thanks to the 4 successive energy balances (air vol-
ume, inside wall face, within the wall, and outside wall face; Fig. 2.19) for each ele-
ment of the building separation, it is possible to link the indoor air temperatures and
consequently the building needs, to the outdoor weather variables. According to
previous energy balances, the appearance of an overall building energy model in its
general matrix form is given in Fig. 2.20, 2.21 and 2.22 (non-zero terms are coloured
as a function of the energy balance they coming from). The envelope clearly appears
as a filter between outdoor and indoor conditions (Fig. 2.19).
Once can note that the matrix problem is nearly diagonal, but any equation is
independent. Terms related to the unidimensional conduction only concerns direct
neighbour temperatures. In contrast, terms not directly adjacent to the diagonal gen-
erally indicate coupling between non-adjacent temperatures. In general, the more
the diagonal the matrix problem, the more easy it is to solve. In practice, for solving
9With [extLW-0] and Tgnd = Tair.out.
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FIGURE 2.18: Whole building energy balance
Internal 
convection
Internal 
convection
Wall energy balance
Air heat energy balance
Inside wall surface energy balance
Outside wall surface energy balance
Air renewal Heat gains
Power
Transmitted 
Solar 
radiations
Internal LW 
radiations
External 
solar 
radiations
External 
LW 
radiations
External 
convection
Internal 
convection
Conduction
BEM
External
conditions
Internal
Conditions
or
Power
Parameters
(regulation, 
occupancy, 
etc.)
FIGURE 2.19: Building energy model overview
such a matrix problem, the algebraic equations are split from the others in a sepa-
rated system to make the remaining system invertible. The tools used in our work
to create and simulate BEM are introduced in Chapter 4.
2.1.4 Reducing the matrix problem size
As seen previously, and as notably illustrated in Fig. 2.21, the majority of the equa-
tions in the overall BEM comes from the conductive heat transfer problem, and this
number is even greater if the level of discretisation is high (Eq. 2.19). As they are
partial derivative equations, they contribute the most to the numerical cost of the
simulations because of the solving process. In order to limit the computational cost,
a common method consists of reducing the discretisation, notably by the resistance-
capacitance (RC) method. This method consists of discretising the wall into few
nodes (generally 1 to 3), which are associated with resistances and capacitances and
parametrized, as in Fig. 2.12. The number of nodes may be reduced even more
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FIGURE 2.20: BEM capacitance matrix
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FIGURE 2.21: BEM conductance matrix
by simplifying the geometry of a mono-zone building to only one equivalent ex-
ternal wall. Such a modelling approach is not detailed further (see specific models
developed by Bouyer, Inard, and Musy (2011), Lauster et al. (2014) and Fonseca
and Schlueter (2015) for instance), except the reduction of the geometric complexity.
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FIGURE 2.22: BEM command matrix
However, the impact of RC models is partially analysed in Sec. 5.1.1. The parametri-
sation of the resistances and the capacitances is analytically non-trivial (Roux, 1984;
Fraisse et al., 2002) and is often parametrised thanks to identification methods (see
works of Berthou et al. (2014), Raillon and Ghiaus (2017) and Thebault (2017) for
instance).
FIGURE 2.23: Example of RC model for a building zone
(From (Lauster et al., 2014))
Equivalent wall
Without using an RC analogy, Kim et al. (2014), developed a method to model only
one equivalent wall per building model. It is assumed that the whole envelope is
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made of the same material. Hence, the area of this equivalent wall is the sum of
the area of the different building walls (Fig. 2.24a). Furthermore, as solar fluxes are
orientation dependant, it is necessary to aggregate the individual transmitted and
absorbed solar flux in order to determine the equivalent incoming solar flux of the
equivalent wall (Fig. 2.24b).
This method makes it possible to reduce the matrix size thanks to the use of only
1 wall energy balance rather than as much as the number of walls (N ) defined in the
geometry.
(A) Equivalent envelope principle (B) Equivalent solar fluxes associated
FIGURE 2.24: Equivalent envelope method
(From (Kim et al., 2014))
This method is considered in our study with some improvements [EqEnv-1] in
order to consider buildings with various wall materials (notably with respect to the
roof and the floor) and different surface properties:
• The initial thermo-physical parameters of the equivalent wall (referred to as eq)
are those of the wall type having the greatest area (same materials and same
number of layers).
• The conductivity of each layer of the equivalent wall is corrected as follows in
order to get the same overall U-value (U [W m−2 K−1]):
λeq → λeq ·
∑N
i S
(i) · U (i)
Seq · Ueq
(2.26)
with U (i) =
(∑K(i)
k
δx(k)
λ(k)
)−1
.
• The capacitance of each layer of the equivalent wall is corrected as follows to
get the same overall thermal mass:
ceq → ceq ·
∑N
i S
(i) · C(i)
Seq · Ceq
(2.27)
with C(i) =
∑K(i)
k δx
(k) · ρ(k) · c(k).
• The equivalent sky view factor and emissivity are computed as follows:
εext.eq =
N∑
i
S(i) · ε(i)ext
Seq
(2.28)
svfeq =
N∑
i
S(i) · ε(i)ext · svf (i)
Seq · εeq
(2.29)
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The justification for these last formulations is given in Appendix A.2.
The default model, without an equivalent envelope, corresponds to the modelling
variant [EqEnv-0].
(A) EqEnv-0 (B) EqEnv-1
FIGURE 2.25: Equivalent envelope modelling
Mathematical reduction
Apart from modelling reduction methods, mathematical reduction methods based
on the state-space formulation (Eq. 2.7) exist. This formulation may be rewritten as
follows:
Ṫ = A′ · T + B′ ·U (2.30)
with A′ = C−1 ·A and B′ = C−1 ·B. This matrix problem can be diagonalised via
the change of the basis matrix P, as follows:
Ẋ = D ·X + B′′ ·U (2.31)
with T = P ·X, D = P−1 ·A′ ·P, B′′ = P−1 ·B′ and such that D is diagonal. The di-
agonal terms (λd) of D are called eigenvalues. P is chosen so that these eigenvalues
are sorted from the lowest to highest values. P contains the so-called eigenvectors.
With this formulation, T is expressed as a linear combination of independent eigen-
vectors, which are also called modes.
As the mathematical reduction methods need constant and time-invariant matrix
coefficients, only the state-space matrix describing the wall energy balance (Eq. 2.1.2)
is considered (which is precisely the major source of equations). Necessarily, the
term B′ ·U has to be rewritten so that the non-constant and time-invariant terms are
all included in U.
The reduction of the problem relies on the decomposition of the modes into the
2 following categories: non-dominant (Xs) and dominant modes (Xl). Eq. 2.31 be-
comes: (
Ẋs
Ẋl
)
=
(
Ds
Dl
)
·
(
Xs
Xl
)
+
(
B′′s
B′′l
)
·U
It is then considered that between the observational time step, Ẋs = 0 as these
modes are non dominant. Consequently:
{
0 = Ds ·Xs + B′′s ·U
Ẋl = Dl ·Xl + B′′l ·U
(2.32)
Therefore, the reduction makes it possible to reduce the number of partial deriva-
tive equations (for which solving is costly) to algebraic ones (for which solving is
immediate).
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Depending on the method, the dominant modes are selected with respect to
their respective eigenvalues (Marshall method), to their influence on the output (Litz
method), to their ’energy’ (linear aggregation method) or to the notion of ’command-
ability’ and ’controllability’ (Moore method, notably used by Kim et al. (2014)) but
using diagonalisation in a specific balanced basis. Reduction method comparison
may be found in (Palomo, Bonnefous, and Déqué, 1997). For a given output error
tolerance, the last methods generally make it possible to further reduce the num-
ber of dominant modes. Hence, in contrast to the equivalent envelope adaptation
of the RC analogy, the mathematical reduction methods makes it possible to reduce
the number of the most solving-expensive equations while making the modelling
detailed without simplifying the geometry or the conductive problem description.
In our work, we use the usual diagonalisation, as a physical meaning is asso-
ciated. Indeed, the opposite and inverse value of the eigenvalue is homogeneous
to a time (called characteristic time, and written τd = − 1λd ). The modes with the
shortest characteristic time quickly reach their stationary state and hence are cate-
gorised as non-dominant (their dynamics are negligible). The criterion of separation
between short (non-dominant) and long (dominant) modes is generally defined to
δt
4 , where δt is the observational time-step (Marshall method, see more explanations
in Appendix A.3).
In order to determine the effect of the mathematical reduction, the number of re-
duced modes is modifiable: if π modes are reduced, the reduced modes correspond
to the π modes with the shortest characteristic times [Red-π].
 X =
0
⋮
0
 X𝜋+1
⋮
 X𝜈
(A) Red-π
FIGURE 2.26: Envelope reduction
2.2 District energy model
A district is made of numerous buildings, and therefore, in micro-simulation, a dis-
trict energy model (DEM) is simply an assembly of BEM (Fig. 2.27). However, in-
teractions between buildings exist but are not accounted for in the BEM. Indeed, by
default, the buildings are assumed to be isolated in a open area. Within a district,
interactions come from the following:
• solar shadings and reflections caused by surrounding buildings;
• inter-buildings LW radiative exchanges;
• coupling between adjoining buildings.
Another source of building interactions is via local microclimates. Indeed, build-
ings modify the local microclimate due to their thermal behaviour and their mor-
phology (globally, increases in temperature, decreases in wind velocity, etc.), and
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FIGURE 2.27: DEM conductance matrix
reciprocally, the microclimate modifies the building thermal behaviour. This micro-
climate impact is studied in a specific part (Sec. 5.1.4) and is not modelled in our
approach because of the generally prohibitive computational cost associated.
At the district scale, the modelling variants consist of both considering and not
considering these couplings.
Note about the reduction. At the district scale, the following different strategies
may be considered:
(I) reducing the global model at the district scale;
(II) reducing the model at the building scale, and assembling the reduced models
at the district scale.
As the numerical cost of the reduction of a matrix problem increase with a power
higher than 1 with the matrix size, it is probably less costly to individually reduce the
building models (strategy II) and even more if parallelising the processes. However,
the level of reduction may be higher with the district model as the whole problem is
considered. This issue, notably studied by Kim et al. (2015), is not analysed further.
2.2.1 Solar shadings and reflections
In urban areas, the solar flux reaching a building depends on the surrounding build-
ings because of shade (decrease) and reflections (increase). These effects depend on
the urban environment of each building, and consequently, the received flux has to
be computed specifically for each building facade and cannot be directly deduced
from the weather data, unlike in Eq. 2.24 [Solar-0]. The size of the solicitation vector
U is consequently increased (a term for each facade element).
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
2.2. District energy model 31
When considering solar shadings and reflections, the incoming solar flow of each
wall is modified [Solar-1]:
{
Φ
(i)
abs.sol → r
(i)
abs · Φ
(i)
abs.sol
Φ
(i)
tr.win.sol → r
(i)
tr.win · Φ
(i)
tr.win.sol
where the rs are the computed coefficients accounting for the modifications induced
by the urban environment. If the diffuse solar flux is assumed to be isotropic, the
corresponding coefficient is constant and corresponds to the sky view factor. Other-
wise, the effect is dependent of the solar angle and hence has to be estimated at each
time-step.
(A) Solar-0 (B) Solar-1
FIGURE 2.28: Shadings and reflections modelling variants
This building interaction is not a coupling as it is independent of the thermal be-
haviours of buildings; rather, it only depends on the district geometry. The compu-
tation of the resulting flow is consequently a pre-process. In our case, it is computed
thanks to a ray-tracing method (tool used detailed in Sec. 4.2.2).
Note that these coefficients are averaged over the whole facade without specific
distinctions between walls and windows. This modelling choice is due to the lack
of information about the window positions in our input data. Their areas are only
deduced from the window-to-wall ratio. Furthermore, the number of facades is de-
fined according to the different orientations and zonings. In order to be coherent
with the zone separation, no more detailed spatial resolution are considered to ac-
count more accurately the spatial variations of the incoming solar flux.
2.2.2 Inter-building long-wave radiative exchanges
At the building scale, without thermal information about the surroundings, the
soil and the urban surface temperature are approximated by the air temperature
[LWRad-0]. However, at the district scale, all the surface temperatures of all build-
ings are known (but not for the soil in our case, which is still approximated). As a
consequence, the complete formulation of the Eq. 2.22 may be used [LWRad-1]. In
the DEM, the view factors are also computed with a ray-tracing method (detailed in
Sec. 4.2.2).
With this last modelling variant, each facade i seeing a facade j generates a cou-
pling between the respective surface temperatures T (i)S.ext and T
(j)
S.ext and hence possi-
bly between different BEMs (see Fig. 2.27).
Nonetheless, as for the solar flux, wall (wall) and window (win) surfaces are not
differentiated from whole facades in the view factor computation. Hence, a facade
equivalent radiant surface temperature (TS.ext.rad−eq [K]) is defined as follows:
(Swin+Swall)·T 4S.ext.rad−eq = Swin ·εext.win ·T 4S.ext.win+Swall ·εext.wall ·T 4S.ext.wall (2.33)
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where wall and win refer to wall and windows characteristics, respectively.
(A) LWRad-0 (B) LWRad-1
FIGURE 2.29: Inter-building LW radiative exchanges modelling vari-
ants
2.2.3 Coupling between adjoining building
In case of adjoining buildings, there is a direct coupling at the party wall interface
[Adjoin-1]. Let us consider a party wall between building A and B, respectively
numbered iA and jB . One half of this party wall is modelled in the respective BEMs,
and the 2 continuity relationships are imposed at the interface, as follows:
{
Φ
(iA)
cd.ext + Φ
(jB)
cd.ext = 0
T
(iA)
S.ext = T
(jB)
S.ext
⇐⇒ T (iA)S.ext = T
(jB)
S.ext =
T (iA,KiA ) + T (jB ,KjB )
2
As previously indicated, this modelling variant creates couplings in the DEM
between adjoining BEMs.
The modelling of adjoining walls is often problematic as the building division
of a district bloc is generally unknown or is very uncertain (see building division
improvements of Pedrinis (2017) for example). As a consequence, in addition to
the assumption that this coupling is negligible, the coupling can be not considered
[Adjoin-0]. Concretely, the half party walls are assumed adiabatic at their outer face.
(A) Adjoin-0 (B) Adjoin-1
FIGURE 2.30: Adjoining wall modelling variants
2.3 Chapter conclusions
The main principles of building and district energy models were introduced in this
chapter, focusing on the envelope modelling. It was notably highlighted that the
conductive heat problem constitutes the heaviest part of the model to solve. Further-
more, it was evidenced that BEMs are not originally suitable for the district scale and
require specific supplementary models. In order to relate the different modelling
variants to data availability and computational implications, Table 2.1 specifies the
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[Zoning] × ×
[Infil] × × × × × × ×
[Control] × × (×)
[trSol] × × × ×
[intLW] × (×)
[Cond] × × ×
[Inertia] × × × (×)
[extConv] × ×
[extLW] ×
[EqEnv] × ×
[Red] ×
[Solar] × ×
[LWrad] × × × ×
[Adjoin] × × × ×
TABLE 2.1: Main information related to the modelling variants
main related information and their impact on the computational cost. Detailed mod-
els obviously requiring more detailed information.
Different modelling variants were retained in order to analyse the impact of the
related assumptions on the model relevance. The next chapter aims to propose a
methodology in order to quantify these impacts and hence the suitability of the sim-
plifications.
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3.1 Usual approaches
3.1.1 Short review
Different building and district energy model variants were identified in the previous
chapter (summarised in Appendix B). Most of these model variants were established
because of a lack of information or to reduce the simulation computational cost.
However, how can the suitability of these models be evaluated?
For instance, among the district energy model adaptations identified in
(Frayssinet et al., 2018b), for the 3 different model categories, to ’validate’ their adap-
tations Robinson and Stone (2005) compared the results of the simplified radiosity
algorithm they developed with a reference software RADIANCE; Kämpf and Robin-
son (2007) compared their simplified thermal model with a reference model ESP-r;
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and Flor and Dominguez (2004) compared the air temperature they computed with
a zonal model with experimental results.
3.1.2 Contribution
As seen previously, the suitability of an adaptation is commonly deduced by deter-
mining its effects on the model output. These effects are quantified by comparing the
output of the simplified model with a reference (Coakley, Raftery, and Keane, 2014).
The simplification is said to be suitable if the deviation between the simplified model
output and the reference is not too high, i.e., is lower than a threshold tolerance
(Fig. 3.1). If the reference is the measurement results, this process is called model
validation. In our cases, the reference comes from the results of a reference model.
Results
/
Model output
Simplified 
D/BEM
Model
Simulation 𝐵
𝐴
𝜖 = 𝐵 − 𝐴
Comparison
Suitability
test
|𝜖|  <
?
tolerance
reference
D/BEM
Simulation
FIGURE 3.1: Common simplification suitability test process
The identified simplifications are usually based on previous-generation building
simulations that focused on the annual energy consumption of energy-inefficient
buildings (Clarke, 2007). However, the suitability of these usual simplifications are
already questionable for recent high-efficiency buildings (e.g., (Bontemps et al., 2013;
Bontemps, Mora, and Schumann, 2016)). They also are questionable when observ-
ing the output at short time steps and not only in terms of total annual energy, (C-
category identified in Chapter 1).
Both limitations are present in district-scale energy simulations as districts may
contain any type of building and are often used for power load analysis. Further-
more, they generally imply increasing model complexity, which tends to increase the
computational cost and the amount of input data, but decreases in the input data are
usually necessary because of the large studied spatial domain.
The objective of this chapter is to develop a methodology capable of study-
ing:
• the suitability of usual simplifications, notably at short time steps;
• and the suitability of the usual simplifications at the district scale.
Indeed, at this scale, the aggregation of numerous buildings is expected to make
the simplifications more suitable as the usual use of statistical and coarser models
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at this scale seems to justified this approach. This effect was notably evidenced by
Talebi, Haghighat, and Mirzaei (2017) by comparing district scale and building scale
model errors. The related issues are as follows:
• Does the district scale has an attenuation effect on the suitability of simplifications?
Indeed, it could be expected that the diversity of buildings in a district may
de-synchronize the individual effects of simplifications and hence, reduce the
global effect at the district scale, compared to the sum of the individual effect.
• Can an energy macro model at the district scale be deduced from the micro-simulation
of its buildings? In a similar way that the behavior of a concrete beam can
be model at the macro-scale, without modelling the behaviour of its different
elements (sand grains, aggregate, etc.) at the micro-scale.
Both issues are particularly addressed in Sec. 3.2.4, and illustrated in Sec. 5.2.
To the best knowledge of the author, no common methodology has been devel-
oped for such objectives, which consequently represents a central contribution of
our work.
The final objective of the methodology developed is to quantify the effect
of the usual simplifications in order to:
• select the suitable simplifications and the associated input data, for a
given simulation objective and associated variable of interest (VOI)
to decrease the computational cost and the needed data;
• and reciprocally to determine the reachable simulation objective,
given the necessary simplifications imposed by the available data
and limited computational capabilities.
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FIGURE 3.2: Objective of quantifying the adaptation effect
In the following, the word simplification is replaced with adaptation, to indicate
that models simplifications are made to adapt the model to a specific objective, such
as to match available data or to reduce the computational cost.
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3.2 Methodology
The objective of this section is to define a methodology to quantify the effect of an
adaptation of the model to conclude about its suitability.
The proposed methodology is the most general possible, but in the presentation,
some elements are specifically defined to apply the methodology in some specific
cases but in a general approach. However, these elements can be modified to suit
specific simulation objectives.
3.2.1 Global principle
The adaptation effect is quantified by comparing adapted model simulation results
with the reference results in terms of VOI. An adaptation is considered suitable if the
deviation between both VOIs is lower than a given tolerance (Fig. 3.4). The definition
of the VOI and the tolerance depend of the simulation objective, i.e., the focal aspect
and the desired accuracy.
In the most generic considered cases, the simulation result is P (t) [W], to con-
sider short time evolutions during the considered period TP [s] (t ∈ TP ). Due to the
numerical temporal resolution and for coherence with the inputs, P (t) is regularly
sampled with a time step δt. P is the resulting time series: P = {p1, · · · , pi, · · · , pN} =
{P (t = δt), · · · , P (t = i · δt), · · · , P (t = N · δt)}. The total energy need during the
period is E =
∫
TP
P (t) · dt [J], which could be estimated1 with the time series P as
follows: E ≈ δt ·∑N1 pi = Ẽ.
𝑡
𝑃
𝐸
𝑃(𝑡)
0
𝑝1
2 ∙ 𝛿𝑡 3 ∙ 𝛿𝑡 4 ∙ 𝛿𝑡𝛿𝑡
𝑝4
𝑝3
𝑝2
𝑝0
FIGURE 3.3: Power curve
As the quantification of the adaptation effects is commonly based on scalar re-
sults (usually the total energy needs), a problem arises when considering the power
curve (Fig. 3.4). In this case, indicators are needed to extract scalars that quantify
relevant characteristics of the time series (VOI). Some graphical representations are
sometimes used (as in (Robinson and Stone, 2005) and (Kim et al., 2014) for instance).
However, an infinite number of characteristics could be defined as illustrated in the
following. The choice depends on the simulation objective.
To the knowledge of the author, no specific indicators have been specifically de-
fined when studying the adaptation suitability with respect to the power curve in
1Riemann’s integral.
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building and district energy models. As a consequence, a set of 5 indicators is pro-
posed to cover a large spectrum of simulation objectives. Several indicators may
be chosen, notably if considering the computational time. But, in this case, multi-
criteria analysis are needed to conclude about adaptation suitability. Such analysis
are not considered further in the present work.
Results
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𝑃 𝑡
𝑃
FIGURE 3.4: Comparing power curves issue
3.2.2 Indicators
Let the superscripts (0) and (a) refer to the reference and the adapted model, respec-
tively.
The first four indicators are based on the time series differences (Fig. 3.5a), which
are defined as follows:
D = {p(a)i − p
(0)
i , i ∈ [1, N ]} = {di, i ∈ [1, N ]} (3.1)
• The mean:
m(D) =
N∑
i=1
di
N
(3.2)
This indicator gives the mean differences between the two power curves. Us-
ing this indicator to quantify the adaptation effect is equivalent to considering
the effect on the total energy need. Indeed, Ẽ = N · δt · m(P ), and hence,
N · δt · m(D) = Ẽ(a) − Ẽ(0). The sign of this indicator indicates whether the
adaptation causes a mean under or over-estimation.
• The rectified mean:
rm(D) = sign
(
m(D)
)
·
N∑
i=1
|di|
N
(3.3)
where sign(.) is the function that returns the sign of the variable.
This indicator is similar to the previous indicator but with the absolute value.
Deviations are considered rather than differences. Consequently, there is
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no compensation between positive and negative differences, and |rm(D)| ≥
|m(D)|. If rm(D) = m(D), then all the differences have the same sign, which is
to say that the adaptation causes strict under or over-estimation.
• The standard deviation:
σ(D) =
√√√√√
N∑
i=1
(
di −m(D)
)2
N
(3.4)
The standard deviation gives an indication of the scattering of the time series
differences. A low standard deviation indicates that the differences are nearly
constant over the time-steps (but not that the mean deviation is close to zero).
• The absolute maximum:
M(D) = max
i∈[1,N ]
(
|di|
)
(3.5)
This indicator, also called the infinite norm, returns the maximal deviation be-
tween the two time series. This is the most restrictive indicator as it assures
that for all time-step, the deviation is under this value. This indicator may be
used when the accuracy of the power curve is needed at all times.
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FIGURE 3.5: Comparing two time series
Cumulative frequency of higher occurrences The last indicator is based on the cu-
mulative frequency of the higher power occurrences curve. This curve (see Fig. 3.5c)
associates each power level of the time series with the percentage of occurrences in
the time series that are higher, as follows:
pi 7→ 100 ·
card
(
{pj |pj ≥ pi and pj > 0}
)
card
(
{pj |pj > 0}
) (3.6)
where card(.) is the function that returns the set cardinality. Non-zero powers are
not accounted for to only account for the energy system working period (excluding
floating temperature periods).
The inverse function, written as ΓP (.) in the following, is more commonly used.
ΓP (r) returns the power level for which r % of the elements of P are higher. These
kind of considerations are particularly used for energy system design.
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• Difference in design level:
δΓr(P
(a), P (0)) = |ΓP (a)(r)− ΓP (0)(r)| (3.7)
This last indicator quantifies the deformation of the cumulative frequency of
higher occurrence curve of the power at a given relative design frequency (20 %
used by default).
Figures 3.5b and 3.5c clearly highlight that quantifying the adaptation effect de-
pends on the chosen indicator. However, each indicator focuses on a particular as-
pect of the power curve (VOI), and their choice depends on the modelling objective.
Each indicator is not systematically linked to a specific simulation objective but is
complementary to other to give a global idea of the effect of adaptation the power
curve. Specific combinations or modifications of these indicators could be defined
to suit a specific simulation objective.
Weight In particular, when simulations are used to study energy networks, gen-
erally, power peaks are of interest as they are essential parameters for the design of
district energy supply and storage systems. To account for these kinds of specifici-
ties, the time series differences D could be weighted to highlight some parts of the
power curve. Then, the indicators integrate these weights.
To illustrate the previous point, the following arbitrary weight is considered in
the present work:
di → di ·
p
(0)
i
ΓP (0)(20)
(3.8)
Hence, the difference increases if the reference power level at the same time
belongs to the 20 % highest values and otherwise decreases proportionally to the
power level (Fig. 3.6). Any other specific weight could be defined to suit the simula-
tion objective.
𝑡
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2 ∙ 𝛿𝑡 3 ∙ 𝛿𝑡 4 ∙ 𝛿𝑡𝛿𝑡
𝑑3𝑑2𝑑0 𝑑4
Γ𝑃 0 (20%)
+
-
-
--
FIGURE 3.6: Time series differences weighting
Relative indicators The indicators defined previously return scalar values in watt.
Relative indicators are needed to compare heating and cooling and also to compare
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different buildings (with different materials, different shapes, etc.). As for indicators,
an infinite number of references can be defined with respect to the power curve. The
reference chosen is the mean non-zero power (to exclude the floating temperature
periods) of the reference model. This choice gives an order of magnitude of the de-
viation: a relative indicator higher than 100 % indicates deviations, relative to the
indicator chosen, higher than the mean power, and that are hence probably intolera-
ble. The representativeness of this relative reference is notably confirmed in Sec. 5.2.
Period definition In the more general case, the annual period is considered to test
all possible typical combinations of thermal loads occurring during a whole year.
However, for some simulation objectives, this period can be limited, for example to
critical heating or cooling periods.
Otherwise, cooling and heating powers are separated to analyse them individu-
ally. Indeed, building behaviour is fundamentally different in both cases, and simu-
lations often focus only on one of them.
The definition of the transition between heating and cooling periods is not clear.
A necessary condition to apply times series difference-based indicators is that the
periods for the adaptation and the reference results are the same. In the case of zero
matching, the shortest period could be extended with zero values. Defining the end
of a period at its last occurrence can lead to a misquantification of the adaptation
effect. Indeed, adaptation may cause over or under estimations, leading to power
needs during the floating temperature periods of the reference, notably at times close
to the transition to this kind of periods.
Floating temperature periods
⫽ ⫽⫽ ⫽
FIGURE 3.7: Heating and cooling periods
To avoid these misestimations, we chose to cut-up the period at the midpoint
between the last occurrence of heating and the first occurrence of cooling and vice
versa (Fig. 3.7). For practical reasons, the cut up is moved to the closest end of day.
Periods were only computed for the reference results and applied to the adapted
model results. This choice does not guarantee that heating (and reciprocally cooling)
of the adapted results only occurs during the respective period of the reference. In
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these cases, deviations are still considered but in the other period. These border
effects are considered negligible. Nonetheless, more elaborate cuts could be defined,
based on the value of the floating temperature for example, but are not considered
further.
Note that, at district scale, heating and cooling can occur simultaneously. In-
deed, notably during mid-season, some buildings may need heating (if shaded for
example) while others need cooling (if sun exposed). In these cases cooling and heat-
ing periods are considered independently (they are not consecutive), and the larger
periods belong all buildings is retained for all the buildings of the district.
Considering phase differences In case of time phase differences between the 2
time series, important deviations can be measured whereas the 2 time series are
just not in phase. These deviations are why specific measures were developed to ’re-
synchronise’ time series before measuring deviation, such as the Dynamic Time Wrap-
ping method (notably used by Grandjean (2013)). The shortcoming of this method
is that a mean difference is measured. Therefore, a term-by-term comparison (time
series differences) is not kept, and time phase differences are not penalised except if
defining an equivalence between time and power. These 2 drawbacks could be cor-
rected by adapting the method. However, the minimal time phase difference is equal
to the time step considered and, in general, is already considered too important over
the time phase tolerance. Thus, such methods were not used in this work but could
be used as additional indicators for other specific simulation objectives. The pro-
posed corrections and details about this method are presented in Appendix A.4.
Sampling influence It is expected that the adaptation effect changes with the sam-
pling period of the result. The sampling period also depends of the simulation ob-
jective (yearly, daily, and other effects). To study this influence, the sampling period
is artificially modified thanks to the Haar wavelet decomposition method (Fig. 3.8),
starting from the shorter time-step to mid-year period (sampling periods considered:
45 mn, 1.5 h, 3 h, 6 h, 12 h, 1 day, 2 days, 4 days, 8 days, 16 days, 32 days, 64 days,
128 days and 256 days).
02
/01
03
/01
04
/01
05
/01
Time
0
1
2
3
4
5
6
7
8
9
Po
w
er
(k
W
)
δt = 45 mn
δt = 6 h
δt = 2 days
δt = 16 days
FIGURE 3.8: Haar wavelet decomposition of the heating curve for
different sampling periods (δt)
Details of the method are given in Appendix A.5. With this decomposition, it
is possible to study the transition of the adaptation effects from local effects (at the
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minimal time step) to the mean effect. These transitions are evidenced using the
representation shows in Fig. 3.9. In this figure, the indicators are normalized with
respect to their values at the shortest time step to have a global view of all indica-
tors2. The norms values are directly indicated in the figure. Hence, in the graph, the
y-axis indicates the remaining percentage whith the increase in the sampling period.
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FIGURE 3.9: Sampling influence on the indicators
This method may be extended using more elaborate frequency decomposition
methods. However, as these methods depend on the simulation objective, they are
not detailed further. The objective is to introduce complementary information to
help define a specific indicator, particularly for different time steps, and to a lesser
extent, to understand the physical implications.
3.2.3 Complementary analysis representations
To analyse the adaptation effects beyond the information given by the retained indi-
cators and to give additional information for other potential simulation objectives, a
set of complementary representations, introduced hereafter, is associated with each
adaptation effect. To avoid to affect the readability of the present manuscript in the
results chapter (Chap. 5), these figures are mainly given in Appendix C.
Remember that the objective is to compare the power curve of the adapted model
with the reference (Fig. 3.10). Note the absolute values of the powers are considered
in the following to compute time series differences (Eq. 3.1), and hence, cooling is
represented and always considered with absolute (positive) values.
The first representation used to analyse the adaptation effects (Fig. 3.11) gives the
temporal evolution of the time series relative differences (absolute scales are given
in twin axes) and the values of the 3 first indicators defined above.
2As the minimal time step is different from the original time step (45 mn vs. 1 h) and the time series
is shorter (to apply the method), the norms of the indicators may be different from original estimations
but are very close.
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FIGURE 3.10: Comparison of adapted and reference model results
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FIGURE 3.11: Relative differences in temporal evolution
The second representation (Fig. 3.12) is based on the cumulative frequency of
higher power occurrence curves. The associated indicator, the difference in design
level (by default, δΓ20), is illustrated in the same figure.
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FIGURE 3.12: Cumulative frequency of higher occurrence curves
According to the defined methodology, adaptations are quantified based on the
indicators defined previously. These adaptations are visually plotted as shown in
Fig. 3.13. To have a more complete overview of the statistical distribution, boxplots
are also used (Fig. 3.14). In the boxplot representation, the red line corresponds to
the median value; the rectangular box contains values belonging to the second and
the third quartiles (50 % of the central values); the 2 peripheral dot lines (whiskers)
length is equal to 1.5 times the interquartile width except if the maximal values are
lower; and extreme values out of these whiskers are individually identified by a
cross.
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FIGURE 3.13: Indicators representation
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FIGURE 3.14: Boxplots of the differences
When physically analysing the time series differences, it is useful to use the
heatmap representation of the differences (daily decomposition of the time series,
Fig. 3.15) and the daily boxplot representation of the differences (daily statistical dis-
tribution, Fig. 3.16). These representations help understand the daily effect pattern
of adaptations.
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FIGURE 3.15: Heatmap representation of the differences
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FIGURE 3.16: Daily boxplot representation of the differences
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Moreover, another representation based on the plotting of the adapted model re-
sults as a function of the reference results is used (Fig. 3.17). Each point corresponds
to a discrete time i·δt. Its coordinates are (P (0)(t = i·δt), P (a)(t = i·δt)) = (p(0)i , p
(a)
i ).
The adapted model differs from the reference if the points move away of the diago-
nal. If the points are above, in absolute values, the adapted model under-estimates,
and if they are below, it over-estimates. This representation indicates whether the
adapted results follow the same pattern as the reference (follows the diagonal) or a
proportional pattern (lower or higher linear function) and if the differences occur for
specific power levels.
FIGURE 3.17: Adapted model results versus reference results
Last, the correlations between weather input variables (identified in the solicita-
tion vector U, Eq. 2.7) and time series differences are studied to determine whether
some dependencies exist (Fig. 3.18). The existence of strong dependencies may
simplify the effect prediction, but also indicates physical-related phenomena. The
weather input variables identified before are completed with the total horizontal so-
lar flux (φtoth.Sol), the wind direction (dir(v)), the reference power (P ) and its tempo-
ral variation (dP/dt). The correlation between two variables (X and Y ) is quantified
with the Pearson correlation coefficient:
pX,Y =
cov(X,Y )
σ(X) · σ(Y ) (3.9)
where cov is the covariance.
The closer to 1 the absolute value of this coefficient is, the more correlated the
time series is, and a negative coefficient indicates the opposite variations.
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FIGURE 3.18: Time series differences in correlation with weather in-
puts and model output
3.2.4 District-scale specificities
Diversity
As indicated above, the district scale is of particular interest. This interest relies on
the phenomenon in which at the district scale, due to the aggregation of individ-
ual energy consumers, mutualisation makes it possible to reduce the overall energy
production system size. Indeed, due to the diversity of consumer behaviour, the in-
dividual peaks of demand, which control the sizing, are not exactly simultaneous,
and consequently, the global peak is lower than the sum of the individual ones and
the variations are relatively less abrupt (Fig. 3.19a). This smoothing effect is related
to the district diversity, and in our case it is expected to smooth adaptation effects.
The probable source of diversity that may affect building energy behaviour at the
district scale is the variety of building shapes, construction materials, and occupant
behaviours. The variety of shape both affects the building spatial characteristics and
its weather-induced thermal loads (notably solar and radiant temperature in our
model).
The complementary part of the coincidence factor (notably used by Grand-
jean (2013)) is used to quantify the diversity effect at the district scale as follows:
κ(a) = 1−
ind
(∑Nb
b=1 P
(a)
b ,
∑Nb
b=1 P
(0)
b
)
∑Nb
b=1 ind
(
P
(a)
b , P
(0)
b
) (3.10)
where Nb is the total number of buildings in the considered district, Pb is the power
of the building b and ind(·) is any of the indicators defined above. The sums in
the numerator of the fraction correspond to the total power of the district for the
adapted and reference models, respectively. This indicator quantifies the percentage
of reduction of the adaptation effect (measured by the indicator ind(·)) caused by the
district scale compared to the sum of individual effects (Fig. 3.19b).
The analysis of correlations (Fig. 3.18) may discriminate between adaptations
with potential low smoothing effect in cases where time series differences are highly
correlated to input variables that do not vary from one building to another.
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(B) Diversity quantification
Indicator representativeness
The spatial scale of the district may also influence the relative value of the indicators
measuring the adaptations suitability. Are these indicators are representative of the
district?
We assumed that the answer is yes if the relative value of the indicators is robust
(nearly unaffected) to the removal of some buildings of the district, whatever they
are (Fig. 3.20). The objective is to determine whether the indicator estimation con-
verge whatever the combination of buildings and if the scattering of the results is
low. If both cases are true, it can be concluded that the indicator is representative of
the district scale.
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FIGURE 3.20: Analysis of indicator convergence
Statistical invariance
At the city scale, some information is only known statistically, such as the occupant
behaviour and the building typology. This information is inferred in order to ap-
ply specific properties to each BEM. Even though this process, whatever the random
draw, does not affect the statistical distribution of the information, it affects indi-
vidual BEM results and consequently the DEM result. However, how much these
results are affected?
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To analyse the impact of statistical information on the DEM, the following
methodology is proposed: numerous random draws are performed (Fig. 3.22), and
district-scale results are compared. If this impact is low (low scattering between re-
sults), the DEM is called statistically invariant to the studied source of data. Nothe-
less, the spatial scale may influence the statistical invariance. As illustrated in
Fig. 3.22 it is expected that the increase in the district size decreases the scattering
of the results due to a higher sample size, according to the central limit theorem. Its
applicability in our case is discussed here-after.
A meaning of the central limit theorem is that the more the measures for a noised
variable, the better the estimation given by the mean of these measurements. Basi-
cally, for n individual measures, the standard deviation of the mean is:
σm =
σ
n
1
2
(3.11)
with σ the measurement standard deviation.
In other word, the higher the sample of measurement used to compute the mean,
the less uncertain is the mean (Fig. 3.21).
−4 −2 0 2 4
n = 10
n = 3
FIGURE 3.21: Illustration of the central limit theorem
The biggest dots are the mean of the little dots of the same color: 4 different
estimations with two size of sample (n). The scattering of the mean is lower
with the largest sample. A centred normal distribution is used.
The analogy with the district scale is the following:
• the measure uncertainty ↔ the stochastic perturbation due to occupant be-
haviour or parameter uncertainty;
• the measure↔ the relative effect due to a perturbation for a building;
• the mean ↔ the mean relative effect due to a perturbation at district scale
(made of n buildings).
If this trend is observable in our case at district scale, that means that the impact of
the uncertainty due to stochastic unknowns (occupant behavior or material proper-
ties) may became negligible at a sufficiently high district scale (with a sufficiently
important number of aggregated buildings).
However, 2 aspects differ from the theorem framework:
• first, the random variable (the measurement) is a time-series, hence the it is not
possible to quantify a unique standard deviation as done with scalar value;
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• second, the different random variable has to be independent and identically
distributed, that is difficult to evaluate with time-series.
Despite the first identified divergence, to quantify the scattering of the time-series
differences, with respect to the reference, we computed the relative indicators (ind(·),
Sec. 3.2.2) for each k estimation:
I =
{
ind(P (k), P (0)), k ∈ [1,K]
}
(3.12)
Then we compute the standard deviation of the different estimates of the indica-
tor: σ(I).
Even if the theorem is not strictly applicable, if the computed standard deviations
follow a decrease in power 12 with the district scale (number of building) as in Eq.
3.11, conclusions are similar.
𝑡
𝑃
Statistical information
DEM 1DEM 2DEM X
…
𝑡
𝑃
DEM 1DEM 2DEM X
…
Building
Statistical invariance X Statistical invariance
Districts of 12 buildings Districts of 24 buildings
FIGURE 3.22: Statistical invariance analysis
This specificity is essential at the district scale to have confidence in the simula-
tion results despite the statistical uncertainties.
3.3 Link with sensitivity analysis
A specific global methodology, sensitivity analysis, proposes powerful methods to
determine the influence of model characteristics on model results. Tian (2013) re-
viewed such methods used for building energy modelling. However, as evidenced
hereafter, in their original formulations, these methods are not suitable for use in
our central case. Nevertheless, the methodology proposed in the previous section
is an adaptation of one of these methods. Nonetheless, in one specific case study
(Sec. 5.1.4), sensitivity analysis methods are used in their original formulation and
with some modifications.
Linking the proposed methodology with sensitivity analysis makes it possible to
insert this method in a formal framework in addition to proposing possible exten-
sions.
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3.3.1 Principle
Sensitivity analysis (Saltelli et al., 2008; Popelin and Dutfoy, 2014; Chastaing, 2013)
is based on uncertainty analysis. Indeed, modelling processes contain many sources
of uncertainty, such as
• model uncertainty, due to the translation of phenomena into sets of equations;
• numerical uncertainty, due to equation solving methods;
• parametric uncertainty, due to variability or a lack of knowledge.
The main objectives of uncertainty analysis are
• to understand the influence or rank the importance of uncertainties;
• to validate a model;
• to compare relative system performance;
• to demonstrate system’s compliance.
The aim of sensitivity analysis is associated with the 2 first items.
Coming back
(feedback)
Step C : Propagation 
of uncertainty sources
Step C’ : Sensitivity analysis,  
Ranking
Model
G(x,d)
Input 
variables
Uncertain : x
Fixed : d
Variables 
of interest
Z = G(x,d)
Decision criterion
e.g.: probability < 10-b
Step A : Specification of the problem
Quantity 
of interest
e.g.: 
variance, 
quantile ..
Step B:
Quantification 
of uncertainty 
sources
Modeled by 
probability 
distributions
FIGURE 3.23: Global methodology of uncertainty management.
(From (Popelin and Dutfoy, 2014))
A global sensitivity analysis process is divided into 4 steps (Fig. 3.23). In our
case, this step corresponds to
A. Problem specification: definition of the used model, its inputs, its uncertain
characteristics, and the variable of interest (the focal part of the simulation
results);
B. Uncertainty quantification: quantification of the distribution of probability of
the considered uncertain inputs;
C. Uncertainty propagation: the input uncertainties are propagated through the
model for various sets of the uncertain characteristics. These sets depend on
the sensitivity analysis method used (see next subsection);
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C’. Sensitivity analysis: sensitivity indexes, depending of the method, are com-
puted from the simulation results of the uncertainty propagation.
These steps are defined in the following in each case study when applying the adap-
tation effect quantification methodology (Chap. 5).
Application In our framework, the objective of the sensitivity analysis is to un-
derstand the influence of uncertainties to accredit models (select suitable ones). The
uncertainties considered are epistemic as they are due to a lack of information and
are consequently theoretically reducible thanks to better knowledge (as opposed to
stochastic uncertainties, which come from intrinsic variability and are irreducible).
FIGURE 3.24: Link between sensitivity and input
and output uncertainties
(From (Chouquet, 2007), cited in (Bontemps, 2015))
The main divergence of the usual sensitivity analysis with respect to the method-
ology proposed is that they are designed for parametric uncertainties, whereas in
our case, model uncertainties are focused on. Notably, the quantification of sources
of uncertainty by probability distributions, which are suited to parametric uncer-
tainties, is not suitable for model uncertainties but is the central part of uncertainty
management methodology. Furthermore, the influence of the source of uncertainty
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is quantified via the notion of sensitivity, which consider relative effects (Fig. 3.24
–forecast corresponds to the model resulting variable of interest), but it is inappro-
priate to define a relative reference in case of model uncertainty. That feature is the
reason why we choose to talk about adaptation effects and not the sensitivity of models
to adaptation. These two points are illustrated in the next section.
3.3.2 Main methods
Let Y be the variable of interest in the model, which depends on the parameters x1,
... , xN .
Local sensitivity analysis
With this method, the sensitivity of the model sn to a parameter xn corresponds to
the partial derivative, which is approximated as follows:
s(0)n =
∂Y
∂xn
(
x1 = x
(0)
1 , · · · , xN = x
(0)
N
)
(3.13)
≈
Y
(
x
(0)
1 , · · · , x
(0)
n + ∆n, · · · , x(0)N
)
− Y
(
x
(0)
1 , · · · , x
(0)
n , · · · , x(0)N
)
∆n
(3.14)
This sensitivity is said to be local because it is evaluated for the set of parameters
x
(0)
1 , ... , x
(0)
N . An evaluation in x
(1)
1 , ... , x
(1)
N 6= x
(0)
1 , ... , x
(0)
N is different if the model
is not linear. Similarly, the choice of the parameter step ∆n impacts this evaluation.
Solutions are proposed in the following method to compensate these drawbacks.
𝑥𝑗
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FIGURE 3.25: Design of the experiment in the parameter space for
local sensitivity analysis and an illustration of the effects on the power
curve
In our cases, model uncertainties are considered rather than parameter uncer-
tainties. However, the different variations of modelling may be considered as pa-
rameters (xn ≡ modeln) but with discrete values (model(0)n = reference model, and
model(a)n = adapted model). For example the transmitted solar flux can be modelled
according to x(0)tr.Sol = [trSol-0] or x
(a)
tr.Sol = [trSol-1]. Hence, if x
(0)
n ≡ model(0)n , then
x
(0)
n + ∆n ≡model(a)n . ∆n corresponds to the transition from the reference model to
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
56 Chapter 3. Quantifying simplification suitability
the adapted one. However, ∆n cannot be quantified as a scalar value, so how can
the model transition be quantified? Furthermore, given that our objective is to quan-
tify adaptation effect and not to evaluate sensitivity (Fig. 3.24), the denominator of
Eq. 3.14 is ignored. Using the previous notation, we come back to Eq. 3.1:
Y (x
(0)
1 , · · · , x(0)n +∆n, · · · , x
(0)
N )−Y (x
(0)
1 , · · · , x(0)n , · · · , x
(0)
N ) ≡ P (a)−P (0) = D (3.15)
As the result is a time series, indicators (Sec. 3.2.2) have to be applied.
Time series sensitivity index may be computed, with the complete formulation
(Eq. 3.14) and compatible cases. However, the cause and the effect are not always
synchronous, mainly due to inertia, leading to misrepresentations of the results. It
may be possible to resynchronise input causes with output effects. However, such a
method is not convincing, whereas applying the indicators is more suitable.
Morris method
To compensate for the drawbacks linked to the potential non-linearity of the models
studied, the Morris method consists of repeating the evaluation of Eq. 3.14 M times
for each parameter on different sets of parameters, as follows:
s(0)n =
∂Y
∂xn
(x
(0)
1 , · · · , x
(0)
N )
s(1)n =
∂Y
∂xn
(x
(1)
1 , · · · , x
(1)
N )
...
s(M)n =
∂Y
∂xn
(x
(M)
1 , · · · , x
(M)
N )
𝑥𝑗
𝑥𝑖
𝑥𝑗
(0)
𝑥𝑗
(𝑎1)
𝑥𝑖
(0)
𝑥𝑖
(𝑎2)
(0)
𝑥𝑖
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𝑥𝑗
(𝑎2)
(1)
(2)
(A) Example of design
of experiment
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(B) Analysis of the pa-
rameter influence
FIGURE 3.26: Morris method
The parameter space is regularly sampled in a MN grid so that x(m)n + ∆n =
x
(m+1)
n . The definition of this set of parameters depends on the design of experiments
chosen (example in Fig. 3.26a). Based on the defined design of experiments, two
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indicators are used to quantify the parameter sensitivity, as follows:
µn =
M∑
m=1
s
(m)
n
M
(3.16)
σn =
√√√√
M∑
m=1
(s
(m)
n − µn)2
M − 1 (3.17)
where µn is the mean sensitivity of the model to the parameter xn and σn in-
dicates the scattering of the xn-related sensitivities. It is common to qualitatively
compare the influence of the parameters and categorize them using a µ − σ plot
(Fig. 3.26b), as follows:
• if µn ' 0 and σn ' 0, then parameter xn is non-influential;
• if σn ' 0, then the parameter xn has a linear influence;
• else, the parameter is influential or has important interaction effects.
This method accounts for non-linearity but cannot distinguish influential parame-
ters from highly interacted parameters.
The Morris method can be applied in our main case studies with the same pre-
caution detailed previously (considering effects rather than sensitivity).
Sobol index
The Sobol method, as with the Morris method, is based on design of experiments to
consider a global sensitivity analysis. The first-order sensitivity index is computed
as follow based on the variance decomposition:
sn =
V(E(Y |xn))
V(Y )
(3.18)
where V(.) is the variance and E(.) is the expected value. Y |xn distinguishes all
outputs into M categories depending on the value of xn: Y |xn = {Y |(xn = x(1)n ),
· · · , Y |(xn = x(M)n )}. In the previous equation (Eq. 3.18), the numerator corresponds
to the variance of the expected values of each of these elements.
The Sobol index sn measures the part of the total variance due to the parameter
xn. The higher the Sobol index is, the more influential the parameter is. According
to the variance decomposition, sn ≤ 1.
The first order index does not consider any interaction effect. Interaction effects
may be estimated using higher-order indexes, the sum of which is called the total
sensitivity index.
The advantage of this formulation, in our specific case study, is that the output
Y can be time dependent (does not require indicators), leading to time-dependent
Sobol indexes (Fig. 3.27, which was notably used by Bontemps (2015)), for which an
indicator could be useful for aggregating information. Furthermore, this formula-
tion does not use ∆n linked to xn and consequently does not require quantifying the
transition related to model adaptation.
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FIGURE 3.27: Sobol sensitivity index construction with a time depen-
dant variable of interest
3.3.3 Application for time-dependent inputs or outputs
The particularity of the case study analysed in Section 5.1.4 is that the modelling
uncertainty can be considered as parametric uncertainty but with functional param-
eters. Indeed, in this section, building environmental variable modelling effects are
considered, and the modification of the model can be associated with the modifica-
tion of the corresponding environmental variable, which is a time-dependant input
of the BEM and can be considered as a model functional parameter.
Uncertainty analysis based on functional parameters was conducted by
Nanty (2006) for example, but more specifically for building environmental vari-
ables by Goffart, Rabouille, and Mendes (2016). However, a functional statistical
framework is considered as not sufficiently developped by Iooss (2011). However,
such an analysis needs a large series of inputs in different conditions to quantify
functional parameter uncertainty distributions (i.e., different yearly weather data in
(Goffart, Rabouille, and Mendes, 2016) to analyse the impact of weather variabil-
ity). However, only 3 different configurations per variable are available in our case.
Furthermore, these environmental variables are very sensitive to the urban scene.
Consequently, a representative uncertainty distribution may be very difficult to de-
termine, particularly if considering inter-correlation which may be strongly affected
by the urban configuration. An analysis is proposed in Sec. 5.1.4 accounting for these
limitations.
Concerning the time-dependency of the output, rather than using indicators as
proposed in this contribution, Campbell, McKay, and Williams (2006) proposed to
expand the functional output in a appropriate functional coordinate system. The
principle is similar as it consists on focusing on specific feature or pattern of the
curve, but its applicability still limited in our specific main study because of the
model uncertainty consideration. Furthermore, the definition of the coordinate sys-
tem is clearly identified as the ’main art’, as for the indicator definition.
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3.4 Chapter conclusions
The present chapter introduces the methodology defined to quantify simplifications
suitable for different simulations objectives, or technical constraints. This quantifi-
cation aims to help adaptations selection. It is particularly able to consider power
load curves.
This methodology was identified as similar to general sensitivity analysis meth-
ods. The main differences and limitations of the applicability of usual sensitivity
analysis methods in our specific case were evidenced. Nonetheless, the most ad-
vanced sensitivity analysis methods, which notably account for non linearity (Mor-
ris and Sobol methods), were not used in the main study, except in Sec. 5.1.4. Indeed,
our objective is to estimate the adaptation effect. Hence, the supplementary details
given by the interacted effects (second and following orders) are not crucial. Fur-
thermore, the local adaptation effects are quantified around a common BEM, which
is commonly used. The sensitivity around other combinations of adaptations, even if
more detailed and supposedly closer to reality, changes in common use and common
modelling, which is the key focus of this work. Moreover, some modelling combi-
nations may be incompatible. Last, as only 2 or 3 modelling levels are defined, the
statistical functions used are based on very little sampling, leading to questionable
representativeness of the statistical results. In addition, the parameter (modelling)
space has to be regularly sampled, but, as the quantification of deviation between
models is not possible, the regularity and the related impact are also questionable.
The key part of this methodology is the definition of a relevant indicator that
corresponds to the simulation objective. Such a definition, when considering power
load curves, is almost never specifically defined in the literature, and is consequently
a necessary target. To compensate for this lack in the literature, some general indica-
tors have been proposed to give an overview of the adaptation effects in Chapter 5.
Furthermore a complementary set of various representations aims to give the op-
portunity for readers to estimate the adaptation effects with respect to their specific
indicator.
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4.1 Objective
In order to apply the methodology presented previously, a specific tool chain was
developed. As a reminder, the objective of the methodology is to quantify the impact
of model adaptations, in particular on power at the district scale. The methodology
relies on the comparisons of the results of simulations of various types of building
energy models (different adaptations).
The first step in the tool chain consists of generating building energy models. As
a district energy model is composed of a substantial number of buildings models, an
automatic building energy model generator is needed for practicality. Moreover,
numerous adaptations are considered, and hence, the building model generator has
to be modular.
The second step consists of simulating these models. Because of the high com-
putational cost, resulting in potentially high levels of model details, and because of
the high number of models (due to the number of buildings in the district and the
number of experiments), it is beneficial to distribute the simulations to reduce the
simulation duration.
The last step consists of an analysis of results with the methods previously
introduced (Chap. 3).
The tools and the data used in these 3 steps (Fig. 4.1) and their orchestration are
detailed hereafter. Alternative methods found in the literature are also introduced
to identify possible improvements and/or merging for the present tool chain. The
tool chain developed this work, which automatically manages the different steps, is
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
62 Chapter 4. Modelling and simulation platform
written in Python1 and is called MoDEM, which stands for Modular District Energy
Modeller. A sketch of the created tool chain principle is given in Fig. 4.3.
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FIGURE 4.1: Sketch of the tool chain objective
4.2 Tool chain
4.2.1 Data source
In order to generate a district energy model, district information is obviously needed.
The management of the district scale data is currently growing quickly, in particu-
lar using Geographic Information System (GIS). GIS relies on geometrical data, that
represent a specific territory (a district in our case), complete with various structured
semantic information, such as type description, use, construction period, and other
descriptors. A number of cities around the world, are developing GISs. For exam-
ple, the ’Grand Lyon’ metropolis provides open access to such databases2. However,
the quality of these data often does not suit energy model specifications because of
unclosed geometry, the presence of multiple facets in collinear surfaces, or a lack of
or incorrect building splitting (see works of Pedrinis (2017) for instance).
An important effort of standardization and interoperability is currently being
carried out using the CityGML open format3, which has become a reference for-
mat for district information systems (this format is already used for various applica-
tions, including solar atlases, thermal diagnostics, over-flow information, and light-
ing studies for instance).
In parallel, at the building scale, Building Information Models (BIMs) are becom-
ing established, and are even mandatory in some countries (Fig. 4.2). As with GIS,
these numerical models aim to structure building data from architects to workers
and from the design to operation stages. The main formats used are gbXML and
IFC4.
1Python homepage - https://www.python.org/
2Available at https://data.grandlyon.com/.
3CityGML homepage - https://www.citygml.org/
4gbXML homepage - http : / / www . gbxml . org/; IFC Overview summary - http : / / www .
buildingsmart-tech.org/specifications/ifc-overview/ifc-overview-summary
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FIGURE 4.2: Overview of Global BIM Adoption
(From (McAuley, Hore, and West, 2017))
The junction between BIM and GIS is in progress (as works of Hijazi (2011)).
Nonetheless, as BIMs are especially available for new buildings, there is a great lack
of information for existing buildings, which is generally crucial for district models.
At the moment, in most cases, there is a discrepancy between the needs of dis-
trict models and the data supplied. A key point to improving district models is to
create a convergence between city energy modellers, city geographers and even ge-
omatic specialists. This manuscript modestly hopes to contribute to such a conver-
gence through the identification of necessary data for different simulation objectives,
thanks to the quantification of the suitability of adaptations (Fig. 3.2).
Geometrical data
Because of a lack of information about the construction materials of the buildings
considered in the available test cases, only geometrical data from the district GIS are
used. Concretely, these geometrical data comprise the details of the buildings zones
(volume) and the enclosure surfaces (area, orientation and adjacent zones).
As a starting point, SketchUp5 models were used, because of its friendly use
and wide adoption, notably in architecture schools (*.skp format). Ultimately, the
CityGML and IFC formats will be used, with semantic information linked to infor-
mation about the construction materials of the buildings.
The geometrical data are rewritten in a temporary specific XML file by the
MERUBBI tool (*.bsp), a pretreatment platform developed in the frame of the
MERUBBI research project6 (Lauzet et al., 2016; Ribault et al., 2017). The XML format
is particularly suited to model generation thanks to parsing.
5SketchUp homepage - https://www.sketchup.com/
6Projet MERUBBI - Méthodes d’Exploitation des Ressources Utiles du Bâtiment Bioclimatique dans son Ilot
- http://anr-merubbi.fr/ [French]
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Thermo-physical data
As information on the construction materials of the buildings are not directly avail-
able in the GIS used they were deduced from the French residential building typol-
ogy (Rochard et al., 2015) defined in the European TABULA project7. The aim of this
project was to classify European national building stocks and to estimate their con-
sumption and the potential energy savings. Each typology is divided into 4 building
categories (single-family house, terraced house, multi-family house and apartment
block) and 10 construction periods. From these categories, a set of example build-
ings is proposed notably with a description of the building materials and the system
used. Construction periods are known in the studied cases (they could be relatively
easily deduced thanks to knowledge about the urbanization period or as a function
of the architecture morphology), and building type is deduced with respect to the
morphology.
The typology gives U-value for façade elements and construction materials. Re-
lated thermo-physical properties (thermal conductivity, density, and specific thermal
capacity) are deduced from a database principally originated from the modelling li-
brary detailed hereafter. The material thickness is not always available in the typol-
ogy, and hence, adjustments are necessary to match the specified U-value (either the
thickness or the conductivity is adjusted). Therefore, this step makes it possible to
enrich the geometrical building data description with thermo-physical parameters.
Some other buildings necessary data are not available in the typology (e.g. emis-
sivity, albedo, etc.). They were deduced from default values, notably based on the
dataset of the model library used.
In this study, only residential buildings are considered because of the typology
used and because their use is much more known and less diverse than those in the
tertiary sector. Moreover, this process is highly uncertain, but remember that the
objective is not to model reality but rather to feed a district model with coherent and
representative values, overcoming a lack of data to test envelope modelling at the
district scale. Nonetheless, the uncertainty of data inference will be studied in the
next chapter (Sec. 5.2.4).
A similar data enrichment process, TEASER (Remmen et al., 2018), was initially
developed for the AixLib Modelica library (Fuchs et al., 2015) and adapted to the
OpenIDEAS Modelica library (Baetens et al., 2015) by Ina, Glenn, and Dirk (2017).
This approach is notably also able to use information from TABULA typologies.
In addition, concerning GIS, for further extensions of the tool chain, a specific ap-
plication domain extension) was created in CityGML to store district energy model-
related data (Nouvel et al., 2015).
Occupant information
At the district scale, when considering the power curve, it is necessary to consider
the notion of diversity. Diversity is the fact that the overall power peak at the district
scale is lower than the sum of the individual maximal peaks of each consumer. This
phenomenon is due to the non-concomitance of the individual power peaks. This
notion is fundamental as it reduces the system size requirement at aggregate scale.
This non-concomitance is mainly due to the diversity of consumer behaviours: con-
sumers do not perform the same tasks at the same time. Consideration of this ef-
fect is necessary to reproduce realistic power curves. Furthermore, this effect may
7http://episcope.eu/building-typology/
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influence the adaptation effects (as already discussed in Sec. 3.2.4 and is tested in
Sec. 5.2.2).
The diversity of building occupants is mostly examined for electrical demand
mainly due to electrical devices (Grandjean, 2013). Concerning heating and cooling
needs, the diversity linked to the occupants concerns the variations in the internal
heat gain (depending on the occupancy, the devices used, and other factors) and the
diversity of energy system settings (temperature setpoint). In most cases, diversity
is not considered, and consequently, the internal heat gains and the setpoint tem-
perature are defined according to identical reference schedule. In specific cases, the
diversity is modelled using temporally dynamic scenarios of internal heat gains and
of setpoint temperature.
These dynamic scenarios are acquired from the SMACH tool, an EDF R&D agent
based model (Huraux, Sabouret, and Haradji, 2015; Reynaud et al., 2017). This tool
is able to generate activity scenarios for each person in a family with a time-step of
1 minute considering interactions in particular due to housing conditions (comfort).
This tool is based on monitoring real conditions of a set of different family types.
A statistical population can be generated from city statistical data (type of housing,
socio-professional category, etc.) to generate representative city housing scenarios8.
For our needs, a set of 1,000 monthly scenarios aggregated at the housing level
were generated based on statistics on Lyon, France. These scenarios contain the
hourly evolution of the number of occupants and of the temperature setpoint and
descriptions of the housing and the household. The scenarios last only one month
to limit the computing cost and because they are quasi-periodic (for longer simu-
lations, they are repeated). As only the shape of the building is known and not
its constituting housing, an aggregate scenario at the building level is generated by
randomly assembling the housing scenarios until the total housing floor area nearly
corresponds to the estimated floor area of the building9. The number of occupants is
summed, and the setpoint temperature is weighted by the floor area and averaged.
In the BEM, the internal heat gains are modulated by the occupancy ratio (the
number of occupants divided by the total number of occupants), and the set-point
temperature is directly imposed (only the heating setpoint temperature is available
in the scenarios, and cooling ones are defined by symmetry with respect to 23.5 ◦C).
This method is obviously rough for estimating the schedule of dynamic internal
gains, in particular for the internal heat gains due to electrical devices that are only
related to occupancy and for the occupant behaviour, which is non-coupled with
current thermal comfort. However, this level of modelling is sufficient for our re-
quirements.
Other agent-based models were notably developped by Robinson, Wilke, and
Haldi (2011) and Pflugradt and Muntwyler (2017). In contrast, other tools generat-
ing occupant scenarios identified in other DEM platforms (identified in (Frayssinet
et al., 2018b)) are based on stochastic modelling. For example, CitySim (Robinson
et al., 2009) use works of Page et al. (2008); Page (2007); DIMOSIM (Riederer et
al., 2015) use model developped by Gay and Schetelat (2014); SMART-E (Berthou
et al., 2015) use similar approach than those developped by Vorger, Schalbart, and
Peuportier (2014); Vorger (2014); and the Modelica library OpenIDEAS (Baetens et
al., 2015) use the StROBe module (Baetens and Saelens, 2016). No further details
8SMACH is also able to generate the electric load curve due to housing electrical appliances from
these activity scenarios.
9A first level of diversity is hence considered: from housing to building.
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were given in the present manuscript as the SMACH tool is suitable to our objec-
tives. To go further, information about occupant behaviour models may be found in
(Yan et al., 2015).
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FIGURE 4.3: Detail of the created tool chain
4.2.2 Energy Model
Thanks to the data source described above, all data needed to create the district
energy model are available.
Building Energy Model
The BEMs are created using the BuildSysPro Modelica library. Modelica10 is an
object-oriented, equation-based and acausal programming language that was de-
veloped to support all engineering domains and hence is particularly suitable to our
scope.
More specifically, the BuildSysPro11 library were used. This tool is an 0D/1D
building energy library developed by EDF R&D and adapted to French building
stocks (Plessis, Kaemmerlen, and Lindsay, 2014; Schumann et al., 2016). This tool has
notably been used for experimental validations of high-efficiency buildings (Bon-
temps et al., 2013; Bontemps, 2015) and to study the interactions between buildings
and their energy systems (Blervaque et al., 2012; Blervaque, 2014).
The generation of BEMs relies on the assembly of building element sub-models
(walls, windows, air zones, and others) for each geometrical element of the extracted
XML file (Fig. 4.4). The sub-models are parametrized in accordance with the data
source and the default or specific parameters. The resulting file is a Modelica model
(*.mo). The model structure and parametrisation depend on the adaptations con-
sidered. This modularity of the model implies different sub-models and different
10Modelica Association - https://www.modelica.org/
11An open version is available here: https://github.com/edf-enerbat/buildsyspro.
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
4.2. Tool chain 67
connections between them, which have to be compatible regardless of the adapta-
tion combination (Sec. 2.1). This automatic process is managed by specific Python
code developed during this thesis.
Weather data
Energy system
Air volume
Internal conv.
External conv.
(wind dependent)
Incoming
solar flux
Long-wave
Radiative
exchange
Wall Window
FIGURE 4.4: Glimpse of the BEM using BuildSysPro with Dymola
The modelling and the simulation, at the building scale, are managed with
the Dymola environment12, via a Modelica script (*.mos), using notably the
BuildingsPy Python package13 and specifically developed functions. Dymola
manages the solving of the set of equations defined in the Modelica model, and
proposes various solvers for the simulation. The ’Dassl’ time-step adaptation solver
was used in our simulations as it shown to be the most robust during specific
preliminary tests. Because of hourly weather data, the observational time-step was
set to 1 h. Annual simulations last about 1 to 2 minutes for the reference models
(define later) on a 2.5 GHz and 8 GB RAM computer. The BEM were numerically
initialized starting the simulation 1 month earlier.
For information, other Modelica libraries developed for building energy mod-
elling were notably introduced and compared by Tittelein et al. (2016), and some
of them are involved in the Annex 60 (Wetter and Treeck, 2017), an Internal Energy
Agency (IEA) project aiming to merge development and validation efforts on build-
ing energy modelling and that led to the Annex60 Modelica library. The BuildSysPro
library was notably involved in this project.
District Energy Model
As the BEM is an assembly of the sub-models, the DEM is an assembly of BEMs.
However, this DEM is not written in the Modelica language as the resulting model
12Dymola homepage - https://www.3ds.com/products- services/catia/products/
dymola/
13Developed by the LBNL laboratory to ease the processing of Modelica models and simulation
results (BuildingsPy documentation - http : / / simulationresearch . lbl . gov / modelica /
buildingspy/).
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may be too computationally intensive to simulate as it is, and it is much more ben-
eficial to distribute the BEM simulations, notably because they consist of numerous
problems of similar weight (BEM) that are relatively weakly linked (Sec. 2.2).
To be distributed, the BEM are converted with Dymola into Functional Mockup
Units (FMUs, *.fmu)14, that include both a model and a numerical solver, according
to the Functional Mockup Interface (FMI), an open-source and community driven
standard developed for coupled simulation and model exchange15.
The distributed co-simulations of the FMU are managed via a specific script
(*.dng) by DACCOSIM16 (Distributed Architecture for Controlled CO-SIMulation),
an FMI compatible master algorithm generator developed the RISEGrid institute
which is jointly launched by EDF and CentraleSupélec (Galtier et al., 2015). A spe-
cific Python application called DacRun makes it possible to distribute the simulation
to clusters.
In compliance with Chapter 2, the same adaptations than at the building scale
can be considered by modifying the BEMs of the DEM, and 3 specific adaptations
are available at district scale (Sec. 2.2). The modelling of these 3 district-scale adap-
tations necessitate the following specific information and elements:
• Solar shadings and reflections.
The shading and inter-reflection effects are accounted for using the ray-tracing
method available in the MERUBBI tool (an error tolerance of 10−2, and 2 re-
flections are considered for the computation, after a local sensitivity analysis).
The BEM solar inputs are accordingly modified for each facade [Solar-1].
• Inter-building LW radiative exchanges.
Form factors are computed with the ray-racing method in the MERUBBI tool,
for a density of 1,000 points per square meter. The ’viewed’ equivalent surface
temperatures are coupled only for [LWRad-1].
• Coupling between adjoining buildings.
For [Adjoin-1], the interface temperatures between adjoining buildings are
coupled.
Both of the previous modelling adaptations, when detailed, imply a coupling be-
tween FMUs and are managed with DACCOSIM with a constant time-step of 900 s.
Therefore, the radiant temperature ’received’ by a facade corresponds to the sur-
rounding surface temperature 900 s before. No noticeable deviations were observed
when using time step-adaptive coupling or lower time steps17. Run simulations
lasted about 30 mn for a district made of 23 buildings for the reference model, on the
same computer described here-above having 8 cores. The distribution of the simu-
lation on these cores divided the computational time by about 3, but further more
detailed analysis about the simulation performance will be carried out with the new
version of DACCOSIM.
14The Binary Model Export licence is necessary to run the FMUs without a Dymola licence regardless
of the original platform (needed when distributing on clusters do not having licence)
15Functional Mock-up Interface - http://fmi-standard.org/
16Available at https://sourcesup.renater.fr/daccosim
17DACCOSIM coupling does not rely on iteration until convergence but potentially relies on time
step adaptation (if the estimated error is higher than the tolerance, the time step is reduced, and the
last estimation is re-estimated).
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4.2.3 Results analysis
The simulation results were analysed according to the methodology previously de-
fined (Chap. 3) with usual Python functions. However, some C++ specific libraries,
as GAML18 and TimeSeries used in a collaborative project link to this tool chain,
seems to be more suitable. Indeed, they respectively are design to load and manage
dynamically large files (time-series), and efficiently compute arithmetical operations
on such large files. These libraries are developed by professors and students of Cen-
tralSupelec.
Note that some observed effects may be due to numerical errors due to the
solving process. Hence, uncertainty quantified may contain numerical uncertainty.
However, the numerical errors are assumed negligible over model uncertainty ef-
fects as the solver and the model were well-established. It is confirmed by the phys-
ical analysis carried on in the following chapter.
4.3 Chapter conclusions
The developed platform aims to take advantage of existing tools and software to
efficiently and automatically create modular district energy models. This tool chain
enables the simulation of the power demand of a district considering the main in-
teraction and coupling between buildings. Moreover, the distribution of the simula-
tion make it possible to reduce the computational time, favouring the use of detailed
model at district scale and limiting the need of simplifications because of up-scaling,
by contrast with the common use of simplified models at district scale.
The generated district models were not validated but were based on the already
tried and tested BuildSysPro library. Furthermore, the models were compared to
another district energy model, SMART-E (Frayssinet et al., 2018a). This comparison
evidenced modelling bias due to the different modelling approach but reinforced the
physical modelling approach. The comparison consequently highlighted the need
for information about the suitability of modelling choices, particularity at short time
steps, which is what this contribution aims to do.
Further developments are expected for this tool chain, notably to improve the
computational time and efficiency of the different processes, to complete it, to merge
parallel existing developments and to ease interoperability. Notably, the framework
of Annex 60 (Wetter and Treeck, 2017), which will continue within the IBPSA Project
119, is very close to the objectives of this platform. Indeed, the different tasks of this
project were as follows:
• Activity 1.1: Modelica
• Activity 1.2: Co-simulation and Model Exchange Using the FMI Standard
• Activity 1.3: BPS Code Generation from Building Information Models
• Activity 1.4: Workflow Automation Tools
Furthermore, the definition of a DESTEST, a common district case study, as intro-
duced in the Annex 60, is particularly welcomed to enhance and support DEM de-
velopment.
18Available at https://github.com/HerveFrezza-Buet/gaml
19IBPSA project 1 homepage - https://ibpsa.github.io/project1/
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Thanks to the platform described previously, the methodology introduced in
Chapter 3 is applied for two building types, for all the adaptations introduced in
Chapter 2, at the building scale and then at the district scale. A wide range of rep-
resentations are used to analyse the adaptation effects, but only the more interesting
representations are given in the following chapter. All others are included in the
Appendix C to make it possible for the reader to check specific features depending
on their simulation objectives. The global methodology of uncertainty management
(Fig. 3.23) is used to support the analysis. The different steps are identified by para-
graph titles.
5.1 Building scale
A - Problem specification A generic 10 m cubic building, oriented towards the car-
dinal directions is considered. A generic building is retained, rather than a real one,
to give comprehensible and representative results that are more easily generalisable.
The main characteristics of this building (Table 5.1) are based on the French TAB-
ULA typology (Rochard et al., 2015) for the ’multi-family house built before 1915’
category. This period of construction is chosen because, in France, the majority of
the buildings of this type were built during it. To highlight the influence of the enve-
lope performance on the adaptation effects, a second parametrisation is considered
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Init Perf
Wall
Materials
Stone, Wooden frame,
Coating wood fibre
U-value
1.70 0.18
[W m−2 K−1]
Roof
Materials
Tiles, wood, Concrete,
mineral wool, polyurethane
plaster
U-value
1.35 0.15
[W m−2 K−1]
Window
U-value
2.60 1.40
[W m−2 K−1]
Ventilation
Type Natural
Mechanical,
double flow
(efficiency: 0.80)
Air change rate
0.50 0.40
[vol−1]
Infiltration
Air tightness
2.0 1.0
[m3 h−1 m−2]
TABLE 5.1: Main parameters of building case studies
based on the last construction period (after 2012) corresponding to the last French
regulation and consequently to a high energy performance building. Hereafter, Init
refers to the older state, whereas Perf refers to the last one. For this last state, no
specific passive techniques are modelled to reduce cooling needs (shading, natural
ventilation, and others), and hence, the effects on cooling needs are only analysed
with respect to the envelope basic behaviour. The setpoint temperatures are, by de-
fault, set to 19 ◦C and 28 ◦C for heating and cooling, respectively, according to the
French regulation1.
In the more general prospect, the variable of interest is the year-round power
need curve in order to account for all dynamics of a representative year (Fig. 5.1).
Heating and cooling were separately analysed. The Meteonorm weather data for
the city of Lyon are used. The indicators previously defined (Sec. 3.2.2) are applied
to extract specific features of adaptations effects on the power curve, with respect to
different variables of interest.
5.1.1 Modelling conductive heat transfer
Discretisation resolution
B - Uncertainty quantification The first source of uncertainty accounted for is the
spatial discretisation of the conduction problem [Cond-τ ]. Indeed, the discretisation
is often hardly simplified, notably at district scale, as the more detailed it is, the more
equations describing the model are needed (Eq. 2.19).
1There is no consideration as to whether the setpoints are representative of reality as the aim is to
focus on the envelope model. However, more realistic setpoints are accounted for when using occupant
behaviour models in Sec. 5.2.4.
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FIGURE 5.1: Power curve of the reference model
Init Stone Coating
τ = 59 s
Nodes 64 4
Nodes/cm 1.6 2.0
τ = 900 s
Nodes 16 1
Nodes/cm 0.4 0.5
τ = 15 days
Nodes 1 1
Nodes/cm 0.025 0.5
Perf Frame Wood fibre
τ = 59 s
Nodes 77 4
Nodes/cm 3.85 1
τ = 900 s
Nodes 19 1
Nodes/cm 0.95 0.25
τ = 15 days
Nodes 1 1
Nodes/cm 0.05 0.25
TABLE 5.2: Number of mesh in wall layers for the 2 extreme and
intermediate discretisation resolutions
C - Uncertainty propagation According to the methodology developed in Chap-
ter 3, model uncertainty is considered using different discretisation resolutions as
defined through the parameter τ (Eq. 2.18): from 59 s to 15 days. Between these
2 limits, a modelling variant is defined as soon as the increase in τ implies an in-
crement of the number of mesh points of any layer of the building envelope model2.
For the methodology defined (Chap. 3), the reference is defined to be the model with
the minimal characteristic time (supposed to be the most accurate) and with all other
adaptations identified in 2.1 to their default formulation, i.e.,: [label-0].
C’ - Results analysis To give a synthetic overview of all indicators (Sec. 3.2.2), all
indicators are plotted in the same graph with normalized values (Fig. 5.2 and 5.3).
The norm is the respective indicator for the most simplified model (τ = 15 days), the
relative value of which (to the mean non-zero power) is written in the graph.
As expected, because of the lower mesh resolution, the differences between the
simplified models and the reference model increase with τ . Nonetheless, the stan-
dard deviations, the rectified mean differences, the differences of design level and
particularly the mean differences are negligible, notably compared to the maximal
2The definition of τ , via the floor function, causes a discrete behaviour.
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FIGURE 5.2: Conduction discretisation resolution effects: Init
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FIGURE 5.3: Conduction discretisation resolution effects: Perf
deviations. This last one increases up to 24 % for heating and for the Init and the
Perf, to 52 and 118 %, respectively, for cooling. For the Init, the cooling needs are
very low, and as a consequence, the relative difference can be important as soon as
the cooling period increases due to adaptations.
These observations confirm that high differences rarely occur but are locally im-
portant. The maximal differences are correlated with the derivative of the power
needs, notably for the lowest resolution (Fig. C.4). Indeed, in these cases, the meshes
are thicker, and therefore, more thermal mass is affected during temperature varia-
tions, leading to delays in the thermal response, in particular for the quickest vari-
ations, as induced by solar flow. This phenomenon may also explain why cool-
ing, which is more intermittent and very sensitive to solar flow, is more impacted
than heating. By extrapolation, these time delays may be observed during setpoint
change, such as for flexibility studies.
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The increase is not regular: rather, a first gap is observed for τ that is approxi-
mately equal to 2000 s, which is approximately half of the weather data time step
(δt). This gap may be explained by the fact that for higher resolution, the mesh ele-
ment thickness is higher than the thermal penetration depth length of the material3,
for the highest meteorological loads frequencies (the maximal observable frequency
is 12·δt according to the sampling theorem). In other words, the highest thermal load
frequencies are not diffused through the mesh element because of its excessive thick-
ness (Fig. 5.4a); they are entirely attenuated. Hence, after this gap, the higher the
mesh thickness is (the higher τ is), the more the highest frequencies are eliminated
(Fig. 5.4b).
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FIGURE 5.4: Filtering effect
Furthermore, the fact that the discretisation does not impact the annual energy
needs (the mean differences are nearly null) justifies the use of coarse meshing in
the district energy platform, notably with the wide use of the RC analogy model
(Frayssinet et al., 2018b). Indeed, only the transient term of the heat equation is
modified, but the steady-state term is unchanged. However, it is important to keep
in mind that this choice affects the dynamics, in particular the fastest dynamics4.
Reduction
B - Uncertainty quantification Solving the conductive heat transfer problem may
be eased thanks to mathematical reduction methods (Sec. 2.1.4, [Red-π]). The result-
ing uncertainty due to these methods is analysed.
C - Uncertainty propagation The model uncertainty is considered using different
levels of reduction (π), including from the model that is not reduced (π = 0) to the
model that is entirely reduced (π = 92 for Init and 126 for Perf ). The maximal level
of reduction corresponds to the number of thermal modes in the model.
The reference model is the same as the previous model except that τ is set to
900 s [Cond-900] to reduce the computational cost5 while not noticeably modifying
3Which is equal to
√
a
π·f for a f -harmonic thermal load in semi-infinite homogeneous material
4Note that thickness RC elements are often optimized with respect to this constraint, i.e., the pe-
ripheral layers are thinner than in the core.
5Reduced by about 6 and 20 times for the Init and Perf, respectively
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the results, according to the previous analysis. This reference model is not reduced
and hence corresponds to [Red-0].
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FIGURE 5.5: Reduction effects: Init
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FIGURE 5.6: Reduction effects: Perf
C’ - Results analysis As presented previously, similar synthetic overviews of all
indicators with normalized values are shown in Fig. 5.2 and 5.3. The x-axis corre-
sponds to the shortest time constants of the reduced models, the dynamic of time
constants of the complete model (π = 0) shorter than this abscissa being neglected
(Sec. 2.1.4). The time constants range from a second to approximately 15 h.
As expected, the differences increase with the shortest time constant, i.e., with
the level of reduction, particularly the maximal ones. Cooling shows a higher sensi-
tivity to reduction than heating, highlighting again the importance of the envelope
dynamics for the power needs. Note that the differences increase abruptly for the
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last levels of reduction, i.e., for shortest time constants, approximately 1 h for the Init
and approximately 3 h for the Perf. Up to this level, the mean, rectified mean differ-
ences and standard deviation remain lower than 10 % of their highest values, i.e.,
the values are negligible, in particular for heating. The maximal deviations remain
lower than 20 to 30 % of their highest values, which is not negligible notably because
of the very high values of the norms. In addition, the maximal deviation suddenly
reaches approximately 10 % until the shortest time constant of approximately 100 s.
The Moore method recommends keeping the modes with a time constants which
are higher than δt4 . A notable increase in the differences is effectively observed near
this value (900 s in our case).
Therefore, the reduction mainly locally affects the power curve but strongly while
not noticeably impacting the main trend except for the extreme levels of reduction.
This behaviour is coherent with the progressive loss of the shortest dynamics.
Last, note that very efficient mathematical reduction methods exist (see Sec. 2.1.4)
and can, a priori, make it possible to further reduce the models for the same tolerance
but are not analysed further here.
5.1.2 Building model assumptions
B - Uncertainty quantification The other sources of modelling uncertainty ac-
counted for are the other building scale adaptations identified in Sec. 2.1. The refer-
ence model is the same as that presented previously (with τ set to 900 s [Cond-900]
and is not reduced [Red-0]).
C - Uncertainty propagation The effect of each adaptation is quantified by indi-
vidually changing the modelling variant: [label-0] to [label-1]. Hence, the effects are
quantified locally around the reference model (Sec. 3.2).
C’ - Result analysis Fig. 5.7 gives an overview of the effect of the adaptations as
introduced in Sec. 3.2.2. Table 5.3 summarizes indicator values. A first global conclu-
sion, similar to that presented previously, is that the adaptations are globally suitable
with respect to the annual needs as the mean differences are low (below 1 % in most
cases and up to 20 % in the extreme worst case), but locally important deviations
exist (the maximal deviations are over 20 % in most cases and reach 348 % in the
extreme worst case). The difference in design level indicator has a similar behaviour
to the mean but is notably amplified for cooling needs, notably so for the Init, for the
same reasons detailed before (intermittent and low relative references).
Second, the relative effects are quite similar regardless of envelope performance.
This observation confirms the choice of the relative reference (Sec. 3.2.2). In ab-
solute values, except concerning the design level, the cooling differences have the
same order of magnitude for Init and Perf, whereas the heating differences for Perf
are approximately 4 times lower than those for Init (see the twin axes of Fig. 5.7).
This difference is mainly explained by the fact that the heating needs of Perf are
4 times lower than those of Init. Consequently, in the case of absolute tolerances
for the choice of suitable adaptations, highly energy-efficient buildings can be more
adapted than inefficient ones.
The adaptations effects are analysed individually hereafter, notably to determine
the physically related phenomena, understand implications of adaptations and ev-
idence modelling biases. The comments are often based on the observations of the
series of plots, defined in Sec. 3.2.3 available in Appendix C. This appendix is de-
tachable in order to support the following explanations.
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Init
label m(·) rm(·) σ(·) M(·) δΓ20(·)
Cond-59 0 -0 0 -0 0 0 2 3 -0 -0
Cond-1296000 0 1 2 1 3 7 23 114 0 22
Red-90 -0 0 -0 0 0 0 0 0 0 -0
Red-10 1 4 6 6 8 25 43 220 2 40
Zoning-lvl 1 3 1 4 3 16 24 126 -4 -61
Zoning-ori 0 0 0 1 1 4 15 49 -2 -38
Zoning-cmb 1 4 1 5 3 17 27 134 -5 -78
Infil-1 5 -1 5 -1 7 4 56 62 9 17
Control-1 3 0 4 1 4 4 47 38 8 25
trSol-1 -0 1 -3 2 5 10 19 103 1 29
intLW-1 -13 -1 -14 -2 14 9 51 90 -29 -71
Inertia-1 4 -3 4 -4 5 19 41 177 -1 -20
extConv-1 -9 20 -9 20 8 57 73 348 -7 68
extLW-1 -1 -0 -1 -0 1 1 4 11 -1 -8
EqEnv-1 -1 -3 -6 -3 9 20 38 226 -2 -110
Perf
label m(·) rm(·) σ(·) M(·) δΓ20(·)
Cond-59 0 -0 0 -0 0 0 3 4 -0 -0
Cond-1296000 0 0 2 3 4 8 23 52 0 3
Red-90 0 1 0 1 1 4 21 56 -1 -2
Red-10 0 1 3 4 6 10 54 103 -1 -7
Zoning-lvl 0 1 1 1 2 5 40 84 -2 -3
Zoning-ori 0 2 0 5 4 9 35 54 -4 -29
Zoning-cmb 1 3 2 5 5 10 41 88 -6 -32
Infil-1 12 -6 12 -6 16 16 114 143 17 -5
Control-1 1 0 2 2 4 5 38 39 5 15
trSol-1 1 2 7 10 11 22 71 95 8 46
intLW-1 -3 -2 -8 -8 11 16 49 73 -16 -44
Inertia-1 2 3 2 4 7 14 82 164 -2 -1
extConv-1 -6 16 -6 16 8 29 81 215 -3 34
extLW-1 -1 0 -1 0 1 1 21 11 -1 0
EqEnv-1 12 -10 13 -12 15 26 80 176 7 -58
TABLE 5.3: Model assumptions effects at the building scale
(Heating; Cooling)
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FIGURE 5.7: Overview of the building-scale adaptations effects
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Infiltration [Infil]
Because of air renewal, infiltration systematically increases heating needs. The ef-
fect is clearly correlated to wind speed. In contrast, cooling needs decrease as the
ventilation prevents over-heating due to solar heat gains. Because of the wind de-
pendency of infiltration, no specific pattern is evidenced, and the differences are
scattered through time.
Perf is more sensitive to infiltration than Init, whereas airtightness is higher. In-
deed, the part of the losses due to air renewal is higher in high efficient buildings.
In addition, the solving time is approximately 8 times higher because of the spe-
cific formulation in using power law (Eq. 2.5) and the addition of Modelica fluid ports
that account for the thermo-physical properties of humid air.
Controlled temperature [Control]
Controlling the operative temperature rather than the air temperature causes an over
estimation of heating and cooling needs. In winter, this over estimation is due to the
fact that operative temperature is generally lower than air temperature, because of
the cooler temperature of the walls, notably out of sunny periods. Oppositely, in
summer during sunny periods, operative temperature is higher than air tempera-
ture, leading to over cooling. Solar radiations (absence or presence) tend to create
opposite effects. Indeed, solar heat gains, complementary with the midday air tem-
perature warming, increase wall surfaces temperatures and consequently operative
temperature.
Transmitted solar flux allocation [trSol]
Distributing the transmitted solar flux to all the internal surfaces rather than only
to the floors causes under heating during the sunny periods and over heating oth-
erwise. This is because solar heat is more efficiently exploited directly thanks to the
higher surface of exchange during sunny periods and hence less stored out of these
periods. Logically, the opposite pattern is observed for cooling. The correlation with
the solar flux is obviously high.
The daily pattern also explained the decrease in the maximal heating error, up to
70 % and 90 % for Init and Perf, respectively, for daily sampling compared to hourly
sampling. This adaptation does not affect the amount of energy received but only
its dynamics and hence does not affect the annual need. However, the difference
in design level is noticeably increased except for Init because for these cases, the
transmitted solar power is of the same order of magnitude as the mean power.
Internal long-wave radiation [intLW]
The heat losses are lower when considering the internal radiative heat transfer as
the operative temperature is lower than the internal air temperature and closer to
the external air temperature. The operative temperature is lower than the internal
air temperature due to the contribution of the wall internal surface temperatures.
This statement concerns the heating, and the opposite is observed for cooling.
The deviation between internal air and operative temperatures occurs through-
out the year (expected during floating temperature periods, when it is nearly null),
leading to mean deviation, affecting the annual needs and the level of design. This
adaptation almost acts as an under-estimation of the global building U-values. The
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deviations are lower and higher for heating and cooling, respectively, during mid-
day as surface temperatures are closer to the internal air temperature because of the
midday warming and solar gain. The differences are correlated to power as higher
differences between indoor and outdoor air temperature, and consequently between
internal air and surface temperatures, imply higher needs.
As for [Control], this simulation is 2 times costly because of internal surface tem-
perature coupling (see Fig. 2.22).
Internal inertia [Inertia]
The deletion of the internal inertia reduces the floating temperature periods (some-
times causing boundary effects: heating needs during the defined cooling period
and vice versa) as the buffer effect due to inertia is consequently reduced. Hence,
the deviations principally concern lower power levels (around these periods). The
differences mainly occur after the sunny days, when the over-heated internal sur-
faces release their heat. Ignoring the internal inertia leads to over heating and under
cooling during these periods because of the absence of heat released by internal in-
ertia. The opposite differences also occur during sunny periods as the air is heated
faster without inertia. This phenomenon is dominant only for Perf in summer as the
floors are insulated.
This daily pattern explains why the maximal deviation is reduced by 70 % with
daily sampling.
External convective heat transfer [extConv]
The wind-dependant law retained for the convective heat transfer coefficient leads
to a mean value lower than the constant value retained in the reference model. The
heating is consequently constantly underestimated, as the losses are lower and the
cooling is overestimated as the thermal gains are less dissipated. The floating tem-
perature periods are increased during heating periods and decreased during cooling
periods. The standard deviation is particularly high because of the wind speed de-
pendency. No specific daily patterns are observed as the wind speed variation is
independent of the hour.
External long-wave radiative heat transfer [extLW]
The ’un-linearisation’ of the external radiative heat transfer coefficient causes a small
under-estimation. The linearisation, with the constant value retained, slightly over-
estimates the coefficient on average. However, the ’un-linearisation’ increases the
computational time by a factor of approximately 3.
Equivalent envelope model [EqEnv]
This adaptation keeps the global trend but causes a noticeable scattering of the dif-
ferences. Cooling is particularly affected. These effects may be explained by the
fact that quasi-static properties are maintained by the equivalence process, unlike
the dynamic behaviour, in particular because of the aggregation (the loss of facade
particularities). However, this adaptation reduces the computational cost by a factor
of approximately 2.
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Zoning [Zoning]
The different zonings mainly cause over heating and over cooling near the lower
power levels (about lower than 5 kW), which is why the cooling and Perf are more
impacted. These effects increase the occurrences of lower power, but neither impacts
the annual needs nor the level of design as they concerns higher power except for
Init and cooling.
In the case of orientation zoning, it was found by the author (Frayssinet et
al., 2016) that these over consumptions are because of the partitions, only the sun-
exposed zones are impacted by the solar heat gains instead all the building volume
being affected. In winter, close to the floating temperature periods, the sun-exposed
zones are no more heated by the solar heat gains, whereas residual heating needs are
necessary for the other zones that do not benefit from these heat gains. Similarly, in
summer, the solar heat gains over warm the sun-exposed zones, leading to cooling
needs only in these zones. Similar disparities are observed with floor-zoning due to
the floor boundary condition of the lower floor and the roof for the top boundary
condition. In brief, zoning removes the mono-zone pooling effect.
However, modelling numerous zones implies a higher computational cost, up to
4 to 24 times greater than the reference, depending on the number of zones.
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FIGURE 5.10: Diversity of setpoint effects on the absolute deviation
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FIGURE 5.11: Diversity of setpoint effects on the difference in design
level
Diversity of setpoints. Zoning aims to merge volumes with similar thermal be-
haviours. Disparities can be caused by the position of the volumes in the buildings,
leading to different thermal loads, as shown above. Furthermore, a building is gen-
erally made of numerous housing units with specific thermal regulation, leading to
major sources of disparities not accounted for here. In order to test the impact of such
disparities, a specific set of experiment was defined. The reference models with the
[Zoning-cmb] variant were run 100 times. For each simulation, a random distribu-
tion of the zone set-point temperatures is generated following a normal distribution
of mean 19 ◦C and with a standard deviation of 2 ◦C.
The previous indicators are computed for each case. Their distribution6 is shown
in Fig. 5.8-5.11. Same T. refers to previous case [Zoning-cmb], where the zones tem-
peratures are identical, whereas Rand. T. refers to the set of experiments defined
above. Both are compared to the mono-zone reference model [Zoning-0].
The results shows that on average, the diversity of setpoints increases the impact
of the zoning adaptations on the heating needs. Only the mean difference is esti-
mated with Same T. in the 50 % median values. Hence, the estimation of the other
indicators with Same T. is less representative of the mean effect of the diversity. They
are generally under estimated. The effect on the cooling is mitigated, but the esti-
mation with Same T. is nearly always in the 50 % median values. The ratio between
the median estimation of Rand. T. and the estimation of Same T. ranges between 1.4
and 4.7 with a mean value of 2.2. In conclusion, the impact of the zoning is approx-
imately 2 times higher in reality than that estimated with the default methodology
due to the diversity of regulations within a whole building.
Focus on sampling effect
When increasing the sampling period (see Appendix C), the effects measured by
the indicators are reduced except for the mean, by mathematical definition. This
analysis aims to identify the transition from local maximal differences (at hourly
time step) to annual mean differences.
In general, the decrease is globally faster for the first sampling periods until the
daily sampling period, where the maximal deviation is generally decreased by 50 up
to 90 %. This observation is probably characteristic of transient phenomena linked
to the solar heat gains. Indeed, regardless of the adaptations, the daily amount of en-
ergy received is nearly unchanged, and, as seen previously, the adaptations mainly
affect only the daily solar heat gains release dynamics. This is obviously false for the
adaptation [Infil] and [extConv], for which the related effects are not linked to the
solar flux. In addition, the decrease with the sampling period is consequently lower
compared to the other adaptations.
6The mean and the standard deviation converge approximately 80 variants
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Parameter Range Related phenomenon
λ (W m−1 K−1) -30 % +30 %
Static heat-transfer
b−floor (-) 0.1 0.9
U−win (W m−2 K−1) 0.7 3.0
hcv.in (W m−2 K−1) -30 % +30 %
ρc (J m−3 K−1) -30 % +30 % Inertia
α (-) 0.2 0.9
Solar related
θ−win (-) 0.3 0.9
εext−wall/win (-) 0.7 1.0 LW exchange
εext−roof (-) 0.2 1.0
AirChgRt (vol−1) 0.2 1.0 Air renewal
RadPart (-) [0.0; 0.3; 0.6; 0.9] Energy system
tilt−roof (◦) [0; 20; 40; 60] Building shape
TABLE 5.4: Set of experiments for the parameter sensitivity analysis
Hence, as the increase in the sampling period filters the shortest dynamics, the
solar-related adaptation effects are first attenuated.
5.1.3 Parameter
Apart from the modelling adaptations, the parameters can also create uncertainties.
Their determination at the district scale is often based on estimations, notably for
existing buildings, and hence are strongly uncertain. This uncertainty is why it is
important to identify the most influential parameters to reduce the uncertainty in
the results.
B - Uncertainty quantification In contrast to previous analyses, the present work is
a parameter uncertainty analysis. Hence, the usual methods introduced in Sec. 3.3.2
may be used. However, because of a lack of knowledge about the parameters uncer-
tainty distributions, the uncertainty analysis relies on a basic method that considers
an extreme range of variation (see the next step).
The parameters retained are listed in Table 5.4. The related phenomena are
also indicated. These parameters characterise the different thermal heat-transfers.
’RadPart’ corresponds to the part of the heating system that is emitted by radia-
tion rather than convection. ’tilt−roof ’ refers to the tilt of the roof. Indeed, in many
district energy models, the building shape is modelled by extrusion of the building
footprint, and consequently, the tilt is equal to 0. The modification of the tilt modifies
the exposed surface of the roof and the its incoming solar flux.
C - Uncertainty propagation The method retained is a local sensitivity analysis
method around the reference model defined in the previous section (Sec. 5.1.2). As
previously, the different indicators are used to extract specific information of the
time-series differences. The sensitivity is computed according to Eq. 3.14. Relative
indicators are still used. More detailed methods were not used as our objective is to
have a first estimation of the local sensitivity around the parametrisation deduced
from the typology. The parameter step ∆n is defined according to extreme possible
values or arbitrary to ± 30 % of the reference value (see Table 5.4).
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In order to highlight non linearities, the sensitivity is estimated in both directions
(+∆n (associated label: + +) and−∆n (- -)), and also for intermediate parameter step
((+), (-); Fig. 5.12). The intermediate range is defined as 30 % of the extreme range to
study the sensitivity more locally. If the different estimates are equal, this result ev-
idences the linearity of the parameter effect for the indicator used. Otherwise, their
scattering indicates the level of non-linearity. The 2 last parameters (’RadPart’ and
’tilt−roof ’) are evaluated differently by evaluating them against the values presented
in Table 5.4 (progressive increase of the default value). The sensitivity estimated is a
slope as illustrated in Fig. 5.12.
Although numerous estimates were computed with this method, the Morris
method (Sec. 3.3.2) cannot be used, because the reference model is always the same
(x(0)n ).
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FIGURE 5.12: Parameter uncertainty propagation
To have coherent units for all sensitivity indexes, the values are normalized by
the reference value, as follows:
∆n →
∆n
x
(0)
n
(5.1)
For ’RadPart’ and ’tilt−roof ’, the reference values are arbitrarily set to 1 and 90◦,
respectively.
C’ - Results analysis The sensitivity is analysed in absolute values for the follow-
ing indicators: the mean difference (Fig. 5.13), maximal deviation (Fig. 5.14) and the
difference in design level (Fig. 5.15). Only these indicators are shown in the follow-
ing to focus on the extreme characteristics of the power curve. The sensitivities of
the parameters are separately analysed with respect to the different envelope ele-
ment types (the use of the subscripts wall, intwall (internal wall), win (window),
floor, intfloor (internal floor)). Specific markers are associated with the different
estimates, as illustrated in Fig. 5.12 (from lower to higher values: (- -)5, (-) −, (+) +,
(++)4, and (+++) ? in specific cases).
The most influential parameters for heating are the static losses-related param-
eters, notably ’U−win’, ’λ−wall’ and ’AirChRt’. ’θ−win’ also plays an important role
only for Perf, evidencing the key role of solar gains.
Concerning cooling, the most influential parameters are mainly the solar-related
ones, including ’θ−win’, and ’α’ only for Init due to the lower insulation of these
buildings. To a lesser extent, ’U−win’ is the most influential static heat-transfer re-
lated parameter as the most thermally conductive building element.
Only at short time steps (Fig. 5.14) do the solar-related and inertia-related pa-
rameters become influential as well. Within the global inertia, the internal inertia is
particularly dominant. The differences in design level has similar behaviours to the
mean differences, except for the Init cooling, which is very variable.
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FIGURE 5.13: Parameter sensitivity analysis
indicator: mean difference
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FIGURE 5.14: Parameter sensitivity analysis
indicator: maximal deviation
Note that the effects on cooling and heating are similar for Perf. Concerning Init,
heating is, in relative values, more sensitive than cooling with respect to the mean
difference indicator, but inversely so with respect to the maximal deviation. Hence,
cooling is the most sensitive in terms of local variations. Regardless of building
type, the parameter sensibilities have nearly the same order of magnitude except for
’θ−win’.
Not only does the value of the parameter identified as influential but also the
related characteristics and phenomena require focus. For example, some window
characteristics are influential, and hence their size, their position and the incom-
ing solar flux are also a target of concern (in particular because they are commonly
roughly deduced from the window-to-wall ratio).
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FIGURE 5.15: Parameter sensitivity analysis
indicator: difference in design level
Last, in most cases, the non-linearity measured is not predominant. The different
estimates of the sensitivity index are not very scattered.
5.1.4 External conditions
This section is based on 2 articles co-written by the author (referred to as part I and part II),
being submitted at the time this manuscript was written, and available in Appendix D. This
section aims to extend the methodology developed in these papers. A short abstract is given
in the following. For more information concerning the context and the references, please refer
to these articles.
The usual BEMs fail to properly consider external conditions, notably in urban
cases. Indeed, the urban environment alters the external conditions around the
buildings, masks the sun, reflects solar rays, and modifies the wind pattern and the
local air temperatures. The alteration depends on the urban morphology and hence
is case specific. Without specific information, by default, the modelled building is
considered isolated in a hypothetical open area. However, this simplification causes
noticeable deviations on the building energy behaviour. Hence, the modelling of
the external conditions is also a main target of adaptation. Consequently, the aim of
this part is to quantify these adaptation effects, and the sensitivity of the model with
respect to these external conditions.
A - Problem specification The building models considered are the same as those
considered previously except that Perf is the renovated state of Init rather than a
new building with the last thermal specifications. The energy performances are very
similar in terms of insulation, but the air tightness is 5 times higher. Compared
to the previous reference model, in order to account more accurately for external
conditions, some modelling variants are retained in their detailed form: [Infil-1],
[extConv-1] and [extLW-1].
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The weather considered was the same, but because of the prohibitive computa-
tional costs of the microclimate model used, the simulations were run only for two
representative days in summer and in winter.
B - Uncertainty quantification The 7 external conditions accounted for are the di-
rect (dirSol), atmospheric and reflected diffuse (difSol) short wave radiative fluxes,
local air (Tair) and environmental radiant temperatures (rad), convective heat trans-
fer coefficient (conv) and relative pressure next to building faces (infil). The local air
temperature is considered separately for the inlet air renewal (Tvent).
These conditions were estimated using 3 model variants (part I):
(0) Default approach: directly with the BEM;
(1) Microclimatic approach - Isolated configuration: with a specific microclimate
model (SOLENE-microclimate (Malys, Musy, and Inard, 2015; Musy, Malys,
and others, 2014)) for an isolated building in an open area;
(2) Microclimatic approach - Array configuration: with the same microclimate model
but for building in a theoretical urban environment (4 × 4 array of identical
buildings).
The comparison of the different sets of external conditions indicates the effects
of the modelling variant, hence the input uncertainty.
C - Uncertainty propagation In the second part of the papers (part II), the input
uncertainty is propagated locally (conditions per conditions) around the default ap-
proach (0) and the isolated configuration (1) to evidence the effects of the modelling
approach and the urban environment, respectively.
However, the results are specific to the particular urban configuration consid-
ered. In order to generalize the results, it is necessary to determine the sensitivity
and not only the effect. Hence, the effects in a specific urban configuration may be
determined by multiplying the input uncertainty by the sensitivity (Fig. 3.24).
Taking advantage of the generated sets of external conditions (3 possible states
per condition), the input uncertainty was propagated but with all possible combina-
tions of them for the transitions (0→1) and (1→2). The two transitions were analysed
separately because there is a priori no coherence between a change in model and
a change in urban environment. Moreover, considering both transitions together
may necessitate ensuring that the ’conditions space’ is regularly sampled, while the
2 transitions are a priori not comparable. Such a set of experiments is illustrated
in Fig. 5.16 in 3 conditions dimensions (xi, xj , xk). It corresponds to the red and
green dots, whereas the experiment in part II corresponds to only the red ones.
The number of combinations in this different set of experiments is 2 × 7 = 14 and
2× 27 = 2× 128, respectively.
C’ - Result analysis First, the Morris method is used to analyse the results. As
indicated previously, to estimate the effects, the indicators are still used. Moreover,
for the denominator of the local sensitivity (∆n in Eq. 3.14), as the conditions are
times series, it is also necessary to use indicators. By default, we choose to use the
mean difference. Last, in order to have homogeneous results units, the denominator
is normalized by the range of variation of the reference condition7. In brief, the local
7Otherwise, it could be possible to estimate the flow related to all conditions in order to have a
common unit.
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
5.1. Building scale 89
𝑥 0
𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑖 ≡ 𝑥𝑖
𝑥𝑖
(2)
𝑥𝑖
(1)
𝑥𝑗
𝑥𝑗
(1)
𝑥𝑗
(2)
𝑥𝑘
𝑥 2
FIGURE 5.16: Set of experiments
sensitivity indexes were computed as follows:
sindn =
ind(Y (x
(a)
1 , · · · , x
(b)
n , · · · , x(a)N , t)− Y (x
(a)
1 , · · · , x
(a)
n , · · · , x(a)N , t)
m(x
(b)
n (t)−x(a)n (t))
max(x
(a)
n (t))−min(x(a)n (t))
(5.2)
with (a,b) = (0,1) or (1,2), depending on the transition considered, and ind(·) the cho-
sen indicator.
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FIGURE 5.17: External condition sensitivity analysis
indicator: mean difference
0 5 101520253035
µ (kW)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
σ
(k
W
)
Tvent
convdifSol dirSol
rad
infil
Tair
Indicator = M(·)
(A) Init - Winter
0 10203040506070
µ (kW)
0
1
2
3
4
5
6
7
8
σ
(k
W
)
Tvent
conv
difSol
dirSol
radinfil
Tair
Indicator = M(·)
(B) Init - Summer
0 5 10 15 20 25 30
µ (kW)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
σ
(k
W
) Tvent
conv
difSol
dirSol
rad
infil
Tair
Indicator = M(·)
(C) Perf - Winter
0 5 10 15 20 25 30
µ (kW)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
σ
(k
W
) Tvent
conv difSol dirSol
rad
infil
Tair
Indicator = M(·)
(D) Perf - Summer
FIGURE 5.18: External condition sensitivity analysis
indicator: maximal deviation
In the following figures, based on Morris method result analysis (Fig. 3.26b), ’5’
and ’4’ correspond to the transition (0→1) and (1→2)8, respectively. The results
(Fig. 5.17 and 5.18) show that the mean sensitivity (µ) is nearly the same regard-
less of the transition. Thus, the sensitivity of the building is not impacted by the
approach but rather seems to be an intrinsic characteristic confirming the suitabil-
ity if the proposed method. Furthermore, the variation effects (σ) are low. Hence,
8Only the transition (1→2) make it possible to quantify the effect of ’dirSol’
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the sensitivity of the conditions may be analysed individually. Nonetheless, dirSol
clearly appears as the dominant condition followed by difSol. The other conditions
are non-influential, especially for the mean difference. An exception occurs for Init
in winter with the maximal deviation: Tvent and Tair appear more influential. Init is
obviously more sensitive to Tvent and Tair in winter than Perf. However, the results
indicate that this building is more sensitive locally to the power curve than to the to-
tal daily energy. This result is probably due to the temporally local increase in the air
temperature induced by the micro-climatic approaches (see part I) that notably di-
rectly affect the building needs via air renewal. Trad was shown to be very impacted
by the model variants (part I), and this was shown to have a important impact on
the building energy behaviour (part II), but present results shows that the building
sensitivity to this condition is low. Hence, the important impact on the output is
only due to the important range of the input. This point underlines the advantage
of using sensitivity analysis methods.
Second, this case study is particularly suitable to use the time-dependant Sobol
indices (see Fig. 3.27). Indeed, the size of the set of experiments is quite substan-
tial, and the the conditions may be seen as time-dependant parameters. It is not
necessary to consider the value of the inputs. Both previous characteristics make it
possible to avoid the use of indicators.
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FIGURE 5.19: Time dependant Sobol indexes - Winter
Results9 (Fig. 5.19 and 5.20) clearly show the predominance of dirSol in all cases10.
This predominance does not only occur during daytime but also during nighttime,
highlighting the role of inertia. The sensibility of other conditions mainly occurs
around midday as they are amplified by the solar radiations. The local impact of in-
fil for Init in winter is evidenced highlighted. Last, rad shows a higher influence than
previously, notably in summer, in contrast to difSol. However, the range of variation
of the conditions impacts the results as a higher range may induce a higher vari-
ance. This result probably explains the discrepancies with respect to the previous
methods. In addition, this drawback limits the generalization of the results to other
configurations.
9Only the transition (1→2) is analysed as the other does not completely account for all conditions.
10The period where all indexes are equal to zero corresponds to floating temperature periods.
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FIGURE 5.20: Time dependant Sobol indexes - Summer
5.2 District scale
A - Problem specification In order to test the influence of the district scale on the
adaptation effects, the methodology is applied to a whole district. The district used
comes from a collaboration with the CES MINES ParisTech laboratory, that notably
led to the comparison (Frayssinet et al., 2018a) of the developed tool chain (Chap. 4)
with Smart-E (Berthou et al. (2015)). This district (Fig. 5.21) is located in Paris, France.
It comprises apartment blocks built during the 30’s. The district contains approxi-
mately a total of 900 housings units. The thermo-physical parameters (Table 5.5)
are still deduced from the TABULA typology (Rochard et al., 2015). The geometry
is based on the IGN (French geographical institute) GIS database (BD TOPO). The
METEONORM Paris Montsouris weather file is used. Due to the climate and the
building typology, only heating needs are focused on (Fig. 5.22).
FIGURE 5.21: Aerial view of the modelled district (in yellow)
This district is homogeneous in terms of typology but contains a variety of shapes.
Hence, this case study excludes the effect of typology diversity, allowing for a focus
on geometry diversity effects.
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FIGURE 5.22: Simulated power curve of the reference district model
Wall
Materials Stone, coating
U-value
1.70
[W m−2 K−1]
Roof
Materials Coating, concrete
U-value
3.20
[W m−2 K−1]
Window
U-value
2.80
[W m−2 K−1]
Ventilation
Type Natural
Air change rate
0.50
[vol−1]
TABLE 5.5: Main parameters of the buildings in the district case study
5.2.1 District model assumptions
B - Uncertainty quantification Similar to Sec. 5.1.2, specific district-scale adapta-
tion effects are analysed (Sec. 2.2) in addition to the same modelling adaptations
effects than at the building scale except for [Infil] and [Red]. Indeed, the first implies
simulating the wind flow in this specific urban case with dedicated tools, which is
generally computationally expensive and is not integrated in the chain tool (Chap. 4).
In addition, the second is not implemented at the district scale as the current reduc-
tion process is not sufficiently robust or computationally efficient for the moment.
The buildings were assumed to be monozone [Zoning-0]. Without information
about the building arrangements, 23 buildings (with 2 adjoining walls) were defined,
based on the available footprint (blue lines in Fig. 5.21). The effects of the zoning are
more roughly estimated than at the building scale. Only one more detailed zoning
was considered (labelled ’Zoning’ in the following). The biggest buildings are di-
vided with respect to the main orientations. This zoning generates 33 buildings with
12 adjoining walls (blue and red lines in Fig. 5.21). Nonetheless, any floor zoning is
accounted for.
C - Uncertainty propagation The reference modelling variant is still the same as
that in Sec. 5.1.2, i.e., [Cond-900] and all others modelling to their default variant
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label m(·) rm(·) σ(·) κσ M(·) κM δΓ20(·)
Cond-59 -0 -0 0 43 1 81 -0
Cond-1296000 0 3 5 2 24 7 0
Zoning 1 1 1 8 -0
Control-1 4 5 6 2 26 27 9
trSol-1 0 1 1 6 5 38 0
intLW-1 -13 -14 16 1 64 2 -30
Inertia-1 3 3 6 19 72 7 -1
extConv-1 -10 -10 10 3 74 5 -9
extLW-1 -1 -1 1 6 7 29 -2
EqEnv-1 7 7 7 3 40 11 5
Solar-0 -4 -4 5 5 37 16 -0
LWRad-0 1 1 0 18 5 39 1
Adjoin-0 0 0 0 77 0 86 -0
Adjoin-0 (z) 0 0 0 1 -1
TABLE 5.6: Model assumption relative effects at the district scale on
heating and diversity effects (κ)
[label-0]. At the district scale, the buildings interactions are modelled with their de-
tailed variants formulation, i.e., [Solar-1], [LWRad-1] and [Adjoining-1].
C’ - Results analysis It is particularly remarkable that the relative effects are more
similar at the district scale (Fig. 5.23a and Table 5.6) than at the building scale (Fig. 5.7
and Table 5.3), whereas the weather files are not the same but comparable. Further-
more, as shown in Sec. C.4 in Appendix C, the relative indicators are nearly identical
regardless of the buildings in the district. This observation seems to indicate a certain
invariance of the adaptation effects with respect to the building shape. Moreover, the
observation confirms the choice of the reference for the computation of the relative
values (Sec. 3.2.2). Hence, the results are probably representative for any building.
However, complementary analyses, for different districts, are needed to support this
assertion.
The effects of the building-scale assumptions are not re-analysed at the district
scale as they were already addressed in Sec. 5.1.2. Hence, only the district-scale-
specific adaptations are studied hereafter. As indicated previously, complementary
representations are given in Appendix C, Sec. C.3.
Solar mask and reflections [Solar]
The solar masks causes a noticeable increase in annual needs of 4 %, and can cause
maximal local deviations up to 37 % due to the global decrease of the incoming solar
flux. Nonetheless, there is no significant effect on the difference in design level as
the effects of the solar flux are mainly noticeable for lower power.
Radiative heat transfer coupling [LWRad]
The approximation of the building outside surface temperatures by the air temper-
ature leads to a slight over estimation of the heating need with a maximal deviation
of 5 %. This over-estimation is explained by higher radiative heat losses as the air
temperature is generally lower than the building surface temperatures.
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FIGURE 5.23: Overview of the district-scale adaptations effects
Adjoining buildings [Adjoin]
The coupling of the adjoining buildings has nearly no effect. However, the wall area
of the adjoining building is very low compared to the total envelope surface of the
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district in the case study. Hence, the effect may probably not be properly quantified
in this configuration. The label ’Adjoin-0 (z)’ corresponds to the influence of [Adjoin-
0] for the district model with more zones (’Zoning’). As the area of the adjoining wall
is more important, the effects are also slightly increased but still negligible.
Nonetheless, concluding about this adaptation necessitates further completion of
the set of experiments with case studies containing more zones and having different
setpoints. Indeed, the thermal behaviours of the adjoining walls are more important
under these conditions.
5.2.2 Diversity effect
The diversity factor (Eq. 3.10) is indicated in Table 5.6 and plot in Fig. 5.23b. These
effects are not computed for the ’Zoning’ model as the number of buildings is not
the same. Only the diversity effects related to the standard deviation and maximal
deviation indicators are indicated in Table 5.6 as the diversity effects of the mean
difference are mathematically null, these of the rectified mean difference are quasi-
null (Fig. 5.23b), and those of difference in design level make no sense11.
Note that the diversity effect is higher when the effects are very low (notably for
[Cond-60] and [Adjoin-0]). This effect is not phenomenological but is rather due to
the fact that the effect tends towards zero.
Concerning the maximal deviation, the diversity is generally lower than 10 % for
the most impacting adaptations. [trSol-1], [Solar-0] and [LWRad-0] have particularly
high diversity effects (resp. 38, 16 and 39 %), probably because they are the most
shape-related adaptations.
The diversity quantified for the standard deviation is generally approximately
2 times lower than for the maximal deviation except for the [Inertia-1], where it is
almost 3 times higher. Hence, the maximal deviations caused by IntInertia are nearly
synchronous, but globally not the others.
The diversity is computed on a sample of only 23 elements (buildings), but it
seems to be enough to a have a representative value (see after). Furthermore, the
diversity effect may probably be higher in other configurations, notably those con-
sidering different building typologies and occupant behaviour. However, the indi-
vidual effects of the shape on the envelope model were distinctly identified.
The measurable diversity of the defined case study is only linked to the diversity
of building shape. Furthermore, it is computed on a sample of only 23 elements
(buildings), but it seems to be sufficient, as shown hereafter.
5.2.3 Indicator representativeness
The representativeness of the indicators may be questionable as they are computed
for a district made of only 23 buildings. To analyse this aspect, the methodology
defined in Sec. 3.2.4 is applied. The indicators are computed for the same district
but with a varying number of buildings. 30 random sets of buildings are made for
each number of buildings considered. The results show that the indicators give sim-
ilar estimations regardless of the number of buildings and the combinations thereof.
Furthermore, they converge to approximately 15 buildings, as illustrated for the
adaptation with respect to the maximal deviation (Fig. 5.24). The results are very
similar for the other adaptations and the other indicators, including the diversity
11The district scale difference of design level is not related to differences in the design level of each
individual buildings.
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effect, and hence are not included in the manuscript. This results are coherent with
the similarity between the building- and district-scale results.
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FIGURE 5.24: Convergence of the indicators
5.2.4 Statistical invariance
At the district scale, some data are inferred from statistical information. The most
evident statistical information is the occupant behaviour. However, the building
parameters are also inferred as the characteristics are uncertain around the typol-
ogy, and the typology repartition may be only statistically known. 3 different sets of
experiments were tested to analyse the influences of different sources of statistical
knowledge due to occupant behaviour, parametrisation and typology. Their impacts
at the district scale were still quantified by comparing the different statistical infer-
ence with a reference (one of them) and using the indicators previously defined to
extract specific information. The distribution of the indicators for each comparison is
analysed to estimate the scattering between the power curves (Fig. 5.25) with respect
to the power curve feature focused.
Occupant behaviour 30 different district-scale occupant behaviour scenarios
based on the population statistics of Lyon were generated and simulated (Sec. 4.2.1).
The diversity of occupant behaviours causes low global effects, even locally (ap-
proximately 10 % for the maximal differences) except in 3 extreme cases where the
maximal differences reach approximately 75 %. Furthermore, regardless of the draw,
the impact is quite similar (a low scattering and range of statistical distribution).
Building parameters The same parameters accounted for in the parameter sensi-
tivity analysis (Sec. 5.1.3) were considered uncertain. A normal distribution is associ-
ated with each parameter. This normal distribution is centred around the parameter
nominal value (from the typology) with a standard deviation equal to 30 % of the
nominal value. 30 different draws were simulated. The considered parameter un-
certainty has a low effect on the power curve. These uncertainties are lower than
10 %, even for the maximal deviation. However, a better uncertainty quantification
of the parameter is necessary to support this observation.
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Typology It was assumed that 50, 30 and 20 % of the households belong to the dif-
ferent typologies, namely, apartment blocks built between 1915 and 1948, apartment
blocks built between 1975 and 1981 and multi-family houses built after 2012, respec-
tively (Rochard et al., 2015). 30 different districts corresponding to this statistic were
simulated. This statistical uncertainty causes the highest differences and the highest
scattering of results. The median results do not exceed 20 % for the maximal devi-
ation, but approximately 25 % of cases cause maximal deviations higher than 40 %
and mean differences higher than 10 %.
Orientations In this case, the objective is to determine if the real orientation of the
walls is very important. Hence, the orientation is not linked to statistical inference
but rather to model uncertainty. But similar analysis may be used. The wall orien-
tations notably impact the incoming solar fluxes. For this analysis, the district was
progressively rotated 30◦ per 30◦, leading to 12 district configurations. The orienta-
tion has nearly no influence on the results at the district scale, whereas deviations
are very important at the building scale (up to 400 % for the maximal deviation).
This result seems to indicate that a mean estimation of the solar heat gains is enough
at the district scale rather than a detailed knowledge depending on the wall orienta-
tions. This point was notably a question raised during the model inter-comparison
(Frayssinet et al., 2018a).
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FIGURE 5.25: Scattering of the indicators
Then, the scattering of the indicator is analysed as a function of the number of
buildings considered in order to evidence the influence of the spatial scale. For each
spatial scale (number of building) a maximal set of 30 combinations of buildings
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was tested. The standard deviation of the indicators is quantified for each case, and
their statistical distribution is plotted. Only the results for the maximal deviation
are shown in Fig. 5.26 as all indicators in each case show similar behaviour: the
scattering of the indicators shows a decrease in power from -0.4 to -0.7, except in
the ’Orientations’ case, where the decrease is higher, in power -1.4. For the other
cases, this observation is very close to the central limit theorem statement (Sec. 5.2.4).
Hence, the increase of the district scale makes it possible to decrease the uncertainty
resulting from statistical knowledge.
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FIGURE 5.26: Effect of the district scale on statistical invariance; indi-
cator: maximal deviation
5.3 Conclusion about the suitability of the adaptations
The previous results were general to be useful and give insights into the adaptation
suitability for a various range of cases. The aim of this part is to illustrate the capa-
bility of the methodology to select the suitable adaptations for given simulation objectives
and to determine the reachable simulation objective given imposed adaptations, as intro-
duced in Sec. 3.1.2. Both capabilities are detailed here-after. They imply first the
quantification of the adaptation effects (previous part of this chapter).
5.3.1 Adapting to simulation objective
The adaptation process is summarised in Fig. 5.27. Note that the coupled and in-
teracted simplifications effects are not accounted for in the introduced process, but
it may be improved thanks to further developments of global sensitivity analysis
(Sec. 3.3).
An application of this process is given for the 3 following different simulation
objectives:
(1) estimating the district annual performance;
(2) designing a district energy system;
(3) predicting the power curve at all times.
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Simulation 
objective 
definition
- indicator
- tolerance
List of simplifications
Effect (indicator)
< tolerance ?
Simplification
retained
Simplification
rejected
yes
no
List of suitable simplifications
Model adapted to the simulation objective
FIGURE 5.27: Adapting to simulation objective
The indicators associated with these objectives are the mean differences (m(·)), the
level of design (δΓ20(·)) and the absolute deviation (M(·)), respectively. A error toler-
ance tl of 10 % of the mean power is chosen.
Fig. 5.28a shows the suitable adaptations for different indicators for 2 different
tolerances. The colour corresponds to the relative difference in the tolerance rtl,
which is defined as follows:
rtl =
ind− tl
tl
(5.3)
where ind is the indicator value and tl is the tolerance value. The indicator equal to
the tolerance corresponds to rtl = 0 (orange); 1 time higher, to rtl = 1 (red); and 1
time lower, to rtl = −1 (i.e. ind = 0 ; green). The colour scale is limited to ± 100 %
of the tolerance.
For the simulation objectives defined previously (Fig. 5.28a), notably according
to Table 2.1, the conclusions are as follows:
(1) The only non-suitable adaptation is [intLW]. Hence, the model necessitates an
estimation of the radiant temperature, for a better estimation of the internal
long-wave radiation. Such a model requires information about the interior of
the building (i.e., the maximal level of detail in CityGML format (LoD 4)), or
at least on estimation of the internal surfaces area. The suitability of [extConv]
is limit. A better estimation of the external CHTC is preferable. In a district,
such an estimation may require specific micro-climate models, or, at least, cor-
relations.
(2) The conclusions are similar to those for (1) except that [Control] is not suitable.
Information about the energy system regulation is needed.
(3) The previous non-suitable adaptations are logically not suitable as the maxi-
mal deviation is more restrictive. Furthermore, a rough discretisation of the
conductive problem is not suitable [Cond-1296000], and hence, roughest RC-
analogy models are probably not suitable, even more if an equivalent envelope
is considered [EqEnv]. Detail composition of the envelope is hence expected.
The internal inertia has to be accounted for [Inertia], implying a knowledge
of the internal walls of buildings. Last, the solar shade [Solar-0] as to be ac-
counted for.
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Acceptable range around nominal value (%)
Parameter Mean diff. Diff. of design lvl. Max. dev.
λ−wall 45.5 25.5 12.7
λ−roof 190.5 90.9 52.6
λ−floor 181.8 117.6 36.4
λ−intfloor ∞ ∞ 81.6
b−floor 76.9 47.1 23.0
U−win 66.7 39.2 17.9
hcv.in−(int)wall 125.0 67.8 38.5
hcv.,in−roof 666.7 285.7 133.3.0
hcv.in−(int)floor 200.0 88.9 44.9
hcv.in−win 153.8 87.0 31.3
ρc−wall ∞ 444.4 14.5
ρc−roof ∞ ∞ 85.1
ρc−floor ∞ ∞ 54.1
ρc−intfloor ∞ 800.0 14.7
α−wall 190.5 571.4 16.1
α−roof 500.0 ∞ 25.5
θ−win 222.2 ∞ 15.9
ε−wall 250.0 250.0 22.9
ε−roof 500.0 ∞ 43.0
ε−win 666.7 571.4 66.7
AirChgRt 69.0 40.0 18.0
RadPart 142.9 58.8 29.1
tilt−roof 212.7 96.8 19.5
TABLE 5.7: Parameter range for a tolerance of 10 %
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FIGURE 5.28: Overview of the adaptations effects
Note that increasing the tolerance makes it possible to reduce the constraints
(Fig. 5.28b). The use of the weighted indicators defined in Eq. 3.8 (referred to ’w’)
also reduces some constraints, notably for [Inertia], but increases in case of [Control],
with respect to the maximal deviation.
According to Sec. 5.1.3, static parameters have to be estimated with accuracy
in priority for (1) and (2) in addition to dynamic inertia related parameters for (3).
Table 5.7 estimates the acceptable relative range of the parameters rg according to
previous analysis12 (Sec. 5.1.3). This range is estimated with the mean sensitivity
index previously computed s̄n and the relative tolerance tl as:
rg =
tl
s̄n
(5.4)
According to Sec. 5.2.4, the district scale is enough large to infer all statistical
knowledge except for (3) for typology. Moreover, detailed information on the orien-
tation of walls is not necessary.
The results also show that because of lower heating needs, high-energy perfor-
mance buildings may be more adapted than inefficient buildings if assessing at the
district scale with absolute (not relative) effects (Sec. 5.1).
12According to the building scale results of Init as this typology is very similar to this of the district.
Note that district effects (Sec. 3.2.4) are consequently not quantified.
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5.3.2 Determining reachable simulation objectives
As an illustration of the reverse application enabled by the adaptation quantification,
let us assumed having a GIS without information about the internal layout of the
buildings (LoD 1 to 3 in cityGML). According to Table 2.1, the zoning [Zoning], the
infiltration [Infil], the system regulation [Control], the distribution of the transmitted
solar flow [trSol], the internal LW radiation [intLW] and the internal inertia [Inertia]
cannot be detailed. As a consequence, the simulation objectives (1) is achievable but
with a tolerance of 13 %, (2) with a tolerance of 30 % and (3) is reachable only for a
tolerance higher than 72 % (Table 5.6).
Hence, this process make it possible to determine which simulation objectives
may be reached given a specific constraint. The global process is summarised in
Fig. 5.29.
List of imposed
simplifications
Constraint
Effect (indicator)
< tolerance ?
Reachable
objective
Unreachable
objective
yes
no
List of simulation objectives (indicator/tolerance)
Model adapted to the constraint
⇒
∀ simplifications
List of reachable objectives (indicator/tolerance)
FIGURE 5.29: Reachable simulation objectives
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
103
Chapter 6
Conclusions and outlooks
Chapter 1 highlighted the key role of building energy simulation in addressing many
future issues. The district scale is shown to be particularly important for optimizing
and designing integrated solutions, in a more and more urban world. However,
the development of such simulation tools is limited by the computational cost and
data availability constraints, in particular when focusing on power curves. Many
simplifications have been proposed in the literature to address these limitations, but
few studies have been carried out to analyse their effects on the simulation results,
in particular apart from annual energy consumption.
The main sources of simplifications of district energy models related to heating
and cooling modelling were identified in Chapter 2. The thermal conduction prob-
lem was evidenced to be the costly part of the simulation and hence the main target
of simplification. Furthermore, the default building energy models are not able to
properly integrate district-scale effects. The modelling choices retained in DEM are
often implicit or not clearly stated. In order to ease model inter-comparisons, the
definition of a modelling framework should be proposed, in particular, in the frame
of the projected DESTEST benchmark (Wetter and Treeck, 2017).
In order to quantify the suitability of a simplification, a specific methodology
were proposed in Chapter 3. It make it possible to define how to adapt a district
energy model and to identify data needed to improve modelling confidence. The
main contribution of the present work was to integrate any simulation objective in
the methodology, in particular those related to the power curve. These specifica-
tions require clearly defining the simulation objectives and related indicators, which
is currently infrequently discussed in the literature when focusing on power curves.
The proposed methodology was linked to sensitivity analysis methods. However,
the consideration of model uncertainty and time-dependent variables implies spe-
cific developments to extend the usual methods or to define specific ones. Such im-
provements may notably make it possible to consider and discriminate non-linear
and interaction effects.
A simulation platform introduced in Chapter 4 were developed in order to auto-
matically model and simulate a district energy model and test the suitability of the
identified simplifications with the proposed methodology. As a consequence, the
modelling process is modular. The platform tool chain integrates promising tools
and modelling standards that are currently known to have important developments
(Modelica, FMU), notably for building energy simulation at the district scale, carried
out by the building energy simulation community (Wetter and Treeck, 2017). The
integration of the such tools will ease the interoperability of the platform. Taking
advantage of the model structure, the building energy simulations are distributed
in order to reduce the computational duration and ease large scale simulation and
parametric analysis. In its current state, the platform mainly focus on envelope mod-
elling, and hence, future improvements are needed to better account for system
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regulation and occupant behaviour, which are roughly modelled, and to integrate
micro-climate models. Facing DEM challenges not only relies on adaptations, but
also on the use of efficient large scale numerical resources and on data collection.
Furthermore, simulation platform improvements imply cooperation with other sci-
entific fields, including, computer sciences to improve and speed-up numerical pro-
cesses and geomatics for GIS management and data sciences to define indicators and
analyse results.
The platform was used to apply the methodology for the identified simplifica-
tions in Chapter 5 and to make it possible to draw conclusions about the district-
scale model adaptations. The results show that the usual adaptations are gener-
ally suitable with respect to annual energy estimations but that locally important
effects, which are generally counter-balanced over a day, may occur on the power
curve. This observation reinforces the necessity of defining specific indicators when
analysing power curves. Power curves are particularly sensitive to transient phe-
nomena, which are mainly related to solar fluxes in our model. As a consequence,
cooling is more affected than heating. Note that transient phenomena may also occur
because of occupant behaviour and energy system regulation. Hence, detailed infor-
mation is needed to simulate these phenomena. Concerning the district scale, inter-
building couplings seem to be negligible, reinforcing the advantage of distributing
the building energy simulations. However, the impact of the urban environment on
the incoming solar flux, which is a pre-process, is fundamental to account for. The
smoothing effect of the district scale on the adaptation effects was highlighted but
was shown to be quite low. However, the ability of the district scale to use statisti-
cal data was particularly evidenced, underscoring the limits of the micro-simulation
approach and its transition to a statistical approach. Nonetheless, this transition im-
plies a loss of the possibility to spatially analyse the results. The results are clearly
linked to the present case study. However, the relative effects were identified as
being quite representative of any building form and typology and are hence proba-
bly generalisable to other case studies. Last, this tool was not validated against real
measurements. Difficulties in accessing power load curves and detailed information
for an entire district in addition to the focus only on the envelope model explain
this limitation. Nonetheless, the objective was to test existing modelling choices, not
to directly reproduce reality. In addition, data availability is currently a fast grow-
ing domain, and the present contribution aims to help modellers identify their data
requirements.
Roy (1985) wrote that a model cannot be ’good’ or ’bad’ but only ’adapted’ to a
given issue, or not. The definition of the issue, or the simulation objective, is hence
the fundamental step of model adaptation. According to Roy, defining the simula-
tion objective relies on answering the following paraphrased questions:
• Which decision is the model expected to guide? For whom and how?
• What are the possible variants to test? How can the problem be formulated?
• How are preferences defined?
• How are global preferences defined?
Therefore, as the building energy sector faces numerous challenges, numerous tools
are needed to answer them. As a consequence, the simulation objectives have to be
clearly clarified, and models should be specifically adapted for each one, which is
notably what the present work expected to evidence and guide.
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Appendix A
Calculation details
A.1 Reflected part of incoming solar flux
Let consider a wall (wall) surrounded by a ground (gnd) and the sky vault (sky)
enclosing the 2D scene (Fig. A.1). In addition to the solar flow coming from the sky
and the sun (respectively diffuse and direct part of the solar flow, Eq. 2.24), the wall
received flow from the ground due to reflections (Φgnd→wall). A part of the ground
incident solar flow coming from the sky (Φsky→gnd) is diffusely reflected (×%sol.gnd),
and only a part Fgnd,wall reach the wall:
Φgnd→wall = %sol.gnd · Fgnd,wall · Φsky→gnd (A.1)
According to the reciprocity relationship between view factor:
Φgnd→wall
Swall
= φgnd→wall = %sol.gnd·Fwall,gnd·
Φs→gnd
Sgnd
= %sol.gnd·Fw,gnd·φsky→gnd (A.2)
Similarly to Eq. 2.24, assuming a ground sky view factor nearly equal to 1 (semi-
infinite ground):
φsky→gnd = φdrn.Sol · 〈~ngnd, ~γ〉+ + φdfh.Sol (A.3)
Last, because of the complementarity relationship:
Fwall,gnd + Fwall,sky = Fwall,gnd + svf = 1⇒ Fwall,gnd = 1− svf (A.4)
Hence we get Eq. 2.24.
𝑔
𝑤
𝑠
𝐿
𝐻
FIGURE A.1: Elements considered
In case of vertical wall of H m high, and a horizontal ground L m long and
assuming an infinite longitudinal dimension, the view factor is equal to:
Fwall,gnd =
1
2
·
(
1 +
L
H
−
√
1 +
L2
H2
)
(A.5)
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In case of semi-infinite ground we get LH  1, hence, at the second order:
Fwall,gnd '
1
2
·
(
1 +
L
H
−
√
L2
H2
)
=
1
2
(A.6)
A.2 Equivalent LW parameters
The total net external radiative flow is, according to Eq. 2.23 in its non-linearised
form:
∑N
i Φ
(i)
rad.ext =
∑N
i S
(i) · ε(i)ext · σ · svf (i) · (T 4sky − T
(i)4
S.ext)
+
∑N
i S
(i) · ε(i)ext · σ · (1− svf (i)) · (T 4air − T
(i)4
S.ext)
(A.7)
Similarly, the flow for the equivalent wall is:
Φrad.ext.eq = Seq · εext.eq · σ · svfeq · (T 4sky − T 4S.ext.eq)
+Seq · εext.eq · σ · (1− svfeq) · (T 4air − T 4S.ext.eq)
(A.8)
The objective is to define εext.eq and svfeq so that
∑N
i Φ
(i)
rad.ext = Φrad.ext.eq, and even
more the two terms identified in the previous equations (sky and ground parts). We
assumed that for all i, T (i)S.ext ≈ TS.ext.eq. Hence:
Seq · εext.eq · svfeq =
N∑
i
S(i) · ε(i)ext · ·svf (i) (A.9)
We defined:
εext.eq =
N∑
i
S(i) · ε(i)ext
Seq
(A.10)
and consequently:
svfeq =
N∑
i
S(i) · ε(i)ext · svf (i)
Seq · εext.eq
(A.11)
A.3 Long and short modes
The d-th equation of Eq. 2.31 is:
˙xd(t) = −
xd(t)
τd
+
∑
k
B′′d,k · Uk(t) (A.12)
The solution of this equation is:
xd(t) = e
− t−t0
τd · xd(t0) +
∫ t
t0
e
− t−ξ
τd ·
∑
k
B′′d,k · Uk(ξ)dξ (A.13)
If using time discretisation with a time step δt
xd(tn + δt) = e
− δt
τd · xd(tn) +
∫ tn+δt
tn
e
− tn+δt−ξ
τd ·
∑
k
B′′d,k · Uk(ξ)dξ (A.14)
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time
𝑥
(𝑡
)
(𝑎)
(𝑏)(𝑐)
𝑡𝑛 + 𝛿𝑡𝑡𝑛
FIGURE A.2: Illustration of the mode reduction
(Adapted from (Marshall, 1966))
Therefore, if the mode is short (δt  τd) then e−
δt
τd · xd(tn) −→ 0, and conse-
quently the state of the mode at a time step tn + δt does not depend on the state at
the previous step tn, but only on the solicitation. Hence, short modes reach their
stationary state between time steps ((b) in Fig.A.2) and the dynamic behaviour can
be neglected ((c) in Fig.A.2), by contrast with long modes ((a) in Fig.A.2).
A.4 Dynamic Time Wrapping and adaptations
The Dynamic Time Wrapping method were developed to resolve the main drawback
of the Euclidian one-to-one comparison of 2 time-series. Indeed, time-shift between
the time series may cause high Euclidian one-to-one deviations whereas they are just
time-shifted (Fig. A.3a). The DTW method aims to ’re-synchronise’ the time-series
before comparing them.
Let A = {ai, i ∈ [1, N ]} and B = {bi, i ∈ [1, N ]} the 2 times series to compare.
The W matrix is computed so that Wj,k = |bj − ak| (bottom of Fig. A.3b, dark in-
dicates null values while white maximal ones). Thanks to the specific algorithm
of the method, the time-series were re-synchronise for the comparison thanks to a
definition of a path in W that minimizes the global deviation (with some specific
constraints). This path is made of the index of the one-to-one compared time-series
element: Π = {πi = (π(b)i , π
(a)
i ), i ∈ [1, NΠ]}.
The original method only computes the mean error when following this path,
but term-to-term comparison is wanted in our work for the analysis of short time-
step effects. Therefore, we defined DDTW = {|bπ(b)i − aπ(a)i |, i ∈ [1, NΠ]}. However,
this time-series contains more elements than the times-series to compare (NΠ vs.
N , because of the path ’tortuosity’ the am element may be compared to bj and bk for
example) whereas we need to define one deviation per time-step. To ’regularize’ that
we synchronise all deviations with the reference (assumed to be A) so that dDTW,i =
|b
π
(b)
i
− a
π
(a)
i
| is synchronous with the index π(a)i (Fig. A.3c). Furthermore, when
numerous deviations are associated to the same index, only the minimal one is kept
(doted line in Fig. A.3c).
Moreover, this method does not penalise temporal deviation, whereas they may
be detrimental when modelling power demand. To prevent this drawback, a 2D
distance may be defined but imply to define equivalence between time and power
deviation, which depends on the simulation objective.
Last, it is important to note that this method is originally developed for sound
recognition, where the same sound may be produced more or less fast but having
the same signification. Nonetheless, definitively, this method is not suitable in our
case, excepted if using the adaptations introduced.
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FIGURE A.3: DTW method and adaptations
A.5 Haar Wavelet decomposition
Let A = {ai, i ∈ [1, N ]} a time-series. Its Haar wavelet decomposition relies on
successive decomposition. The first decomposition of A is:
A[1] =
{
a
[1]
i =
a2·i−1 + a2·i
2
, i ∈
[
1,
N
2
]}
(A.15)
Generally, the h-th decomposition of A is:
A[h] =
{
a
[h]
i =
a
[h−1]
2·i−1 + a
[h−1]
2·i
2
, i ∈
[
1,
N
2h
]}
(A.16)
Hence, the decomposition divide at each step the number of element per 2 by aver-
aging the consecutive values two-to-two (Fig. A.4). The advantage of this method
to reduce the time scale, on contrary to interpolation for example, is that the com-
pressed time-series aggregately contains the informations of the original one and
that can be reconstituted if computing:
R[h] =
{
r
[h]
i =
r
[h−1]
2·i−1 − r
[h−1]
2·i
2
, i ∈
[
1,
N
2h
]}
(A.17)
Indeed:
a
[h−1]
2·i−1 = a
[h]
i + r
[h]
i (A.18)
a
[h−1]
2·i = a
[h]
i − r
[h]
i (A.19)
The original time-series was establish with a time-step of 45 minutes (obtained by
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
A.5. Haar Wavelet decomposition 115
𝛿𝑡
2𝛿𝑡
4𝛿𝑡
8𝛿𝑡
FIGURE A.4: Haar time-series decomposition
interpolation of the 1 hour time-step time-series), so that the time-steps of the decom-
position are coherent with usual temporal marker, i.e. 1.5 hours, 3 hours, 6 hours,
12 hours, 1 day, 2 days, 4 days, 8 days (≈ 1 week), 16 days, 32 days (≈ 1 month),
64 days, 128 days and 256 days (≈ a third of a year).
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Appendix B
Studied modelling variants
(A) Zoning-0 (B) Zoning-lvl (C) Zoning-ori (D) Zoning-cmb
FIGURE B.1: Zoning variants
(A) Infil-0 (B) Infil-1
FIGURE B.2: Infiltration model variants
(A) Control-0 (B) Control-1
FIGURE B.3: Controlled temperature variants
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(A) trSol-0 (B) trSol-1
FIGURE B.4: Transmitted solar flux allocation variants
(A) intLW-0 (B) intLW-1
FIGURE B.5: Internal LW radiation modelling variants
(A) Cond-τ1 (B) Cond-τ2 > τ1
FIGURE B.6: Conduction discretisation variants
(A) Inertia-0 (B) Inertia-1
FIGURE B.7: Internal inertia modelling variants
(A) extConv-0 (B) extConv-1
FIGURE B.8: External CHTC modelling variants
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(A) extLW-0 (B) extLW-1
FIGURE B.9: External LW radiative heat transfer coefficient modelling
variants
(A) EqEnv-0 (B) EqEnv-1
FIGURE B.10: Equivalent envelope modelling
 X =
0
⋮
0
 X𝜋+1
⋮
 X𝜈
(A) Red-π
FIGURE B.11: Envelope reduction
(A) Solar-0 (B) Solar-1
FIGURE B.12: Shadings and reflections modelling variants
(A) LWRad-0 (B) LWRad-1
FIGURE B.13: Inter-buildings LW radiative exchanges modelling
variants
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(A) Adjoin-0 (B) Adjoin-1
FIGURE B.14: Adjoining wall modelling variants
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Appendix C
Complementary analysis
representation
C.1 Boxplot of the time-series differences
(A) Init
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(A) Perf
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C.2 Correlations
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FIGURE C.3: Init
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FIGURE C.4: Perf
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C.3 Other complementary representations
Cond-59
(A) Init (B) Perf
FIGURE C.5: Relative differences temporal evolution
(A) Init (B) Perf
FIGURE C.6: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.7: Heatmap representation of the relative differences
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(A) Init (B) Perf
FIGURE C.8: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.9: Cumulative frequency of higher occurences curves
curves
(A) Init (B) Perf
FIGURE C.10: Sampling influence on the indicators
Cond-1296000
(A) Init (B) Perf
FIGURE C.11: Relative differences temporal evolution
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
C.3. Other complementary representations 127
(A) Init (B) Perf
FIGURE C.12: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.13: Heatmap representation of the relative differences
(A) Init (B) Perf
FIGURE C.14: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.15: Cumulative frequency of higher occurences curves
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(A) Init (B) Perf
FIGURE C.16: Sampling influence on the indicators
Red-90
(A) Init (B) Perf
FIGURE C.17: Relative differences temporal evolution
(A) Init (B) Perf
FIGURE C.18: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.19: Heatmap representation of the relative differences
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(A) Init (B) Perf
FIGURE C.20: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.21: Cumulative frequency of higher occurences curves
(A) Init (B) Perf
FIGURE C.22: Sampling influence on the indicators
Red-10
(A) Init (B) Perf
FIGURE C.23: Relative differences temporal evolution
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(A) Init (B) Perf
FIGURE C.24: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.25: Heatmap representation of the relative differences
(A) Init (B) Perf
FIGURE C.26: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.27: Cumulative frequency of higher occurences curves
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(A) Init (B) Perf
FIGURE C.28: Sampling influence on the indicators
Infil
(A) Init (B) Perf
FIGURE C.29: Relative differences temporal evolution
(A) Init (B) Perf
FIGURE C.30: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.31: Heatmap representation of the relative differences
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(A) Init (B) Perf
FIGURE C.32: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.33: Cumulative frequency of higher occurences curves
(A) Init (B) Perf
FIGURE C.34: Sampling influence on the indicators
Control
(A) Init (B) Perf
FIGURE C.35: Relative differences temporal evolution
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(A) Init (B) Perf
FIGURE C.36: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.37: Heatmap representation of the relative differences
(A) Init (B) Perf
FIGURE C.38: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.39: Cumulative frequency of higher occurences curves
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(A) Init (B) Perf
FIGURE C.40: Sampling influence on the indicators
trSol
(A) Init (B) Perf
FIGURE C.41: Relative differences temporal evolution
(A) Init (B) Perf
FIGURE C.42: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.43: Heatmap representation of the relative differences
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(A) Init (B) Perf
FIGURE C.44: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.45: Cumulative frequency of higher occurences curves
(A) Init (B) Perf
FIGURE C.46: Sampling influence on the indicators
intLW
(A) Init (B) Perf
FIGURE C.47: Relative differences temporal evolution
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(A) Init (B) Perf
FIGURE C.48: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.49: Heatmap representation of the relative differences
(A) Init (B) Perf
FIGURE C.50: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.51: Cumulative frequency of higher occurences curves
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(A) Init (B) Perf
FIGURE C.52: Sampling influence on the indicators
Inertia
(A) Init (B) Perf
FIGURE C.53: Relative differences temporal evolution
(A) Init (B) Perf
FIGURE C.54: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.55: Heatmap representation of the relative differences
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(A) Init (B) Perf
FIGURE C.56: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.57: Cumulative frequency of higher occurences curves
(A) Init (B) Perf
FIGURE C.58: Cumulative frequency of higher occurences curves
extConv
(A) Init (B) Perf
FIGURE C.59: Relative differences temporal evolution
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(A) Init (B) Perf
FIGURE C.60: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.61: Heatmap representation of the relative differences
(A) Init (B) Perf
FIGURE C.62: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.63: Cumulative frequency of higher occurences curves
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(A) Init (B) Perf
FIGURE C.64: Sampling influence on the indicators
extLW
(A) Init (B) Perf
FIGURE C.65: Relative differences temporal evolution
(A) Init (B) Perf
FIGURE C.66: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.67: Heatmap representation of the relative differences
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(A) Init (B) Perf
FIGURE C.68: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.69: Cumulative frequency of higher occurences curves
(A) Init (B) Perf
FIGURE C.70: Sampling influence on the indicators
EqEnv
(A) Init (B) Perf
FIGURE C.71: Relative differences temporal evolution
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(A) Init (B) Perf
FIGURE C.72: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.73: Heatmap representation of the relative differences
(A) Init (B) Perf
FIGURE C.74: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.75: Cumulative frequency of higher occurences curves
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(A) Init (B) Perf
FIGURE C.76: Sampling influence on the indicators
Zoning-lvl
(A) Init (B) Perf
FIGURE C.77: Relative differences temporal evolution
(A) Init (B) Perf
FIGURE C.78: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.79: Heatmap representation of the relative differences
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(A) Init (B) Perf
FIGURE C.80: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.81: Cumulative frequency of higher occurences curves
(A) Init (B) Perf
FIGURE C.82: Sampling influence on the indicators
Zoning-ori
(A) Init (B) Perf
FIGURE C.83: Relative differences temporal evolution
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(A) Init (B) Perf
FIGURE C.84: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.85: Heatmap representation of the relative differences
(A) Init (B) Perf
FIGURE C.86: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.87: Cumulative frequency of higher occurences curves
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(A) Init (B) Perf
FIGURE C.88: Sampling influence on the indicators
Zoning-cmb
(A) Init (B) Perf
FIGURE C.89: Relative differences temporal evolution
(A) Init (B) Perf
FIGURE C.90: Daily boxplot representation of the differences
(A) Init (B) Perf
FIGURE C.91: Heatmap representation of the relative differences
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(A) Init (B) Perf
FIGURE C.92: Adapted model results versus reference results
(A) Init (B) Perf
FIGURE C.93: Cumulative frequency of higher occurences curves
(A) Init (B) Perf
FIGURE C.94: Sampling influence on the indicators
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Solar-0
FIGURE C.95: Daily boxplot representation of the differences
FIGURE C.96: Adapted model results versus reference results
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LWRad-0
FIGURE C.97: Daily boxplot representation of the differences
FIGURE C.98: Adapted model results versus reference results
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Adjoin-0
FIGURE C.99: Daily boxplot representation of the differences
FIGURE C.100: Adapted model results versus reference results
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C.4 Effects for the buildings of the district
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−150−100−50 0 50 100 150
Heating differences (kW)
(A) Building 1
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−150−100−50 0 50 100 150
Heating differences (kW)
(B) Building 2
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−5 0 5
Heating differences (kW)
(C) Building 3
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−50 0 50
Heating differences (kW)
(D) Building 4
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−40−30−20−10 0 10 20 30 40
Heating differences (kW)
(A) Building 5
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−40−30−20−10 0 10 20 30 40
Heating differences (kW)
(B) Building 6
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−200 −100 0 100 200
Heating differences (kW)
(C) Building 7
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−5 0 5
Heating differences (kW)
(D) Building 8
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
152 Appendix C. Complementary analysis representation
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−40 −20 0 20 40
Heating differences (kW)
(A) Building 9
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−40 −20 0 20 40
Heating differences (kW)
(B) Building 10
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−30−20−10 0 10 20 30
Heating differences (kW)
(C) Building 11
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−30−20−10 0 10 20 30
Heating differences (kW)
(D) Building 12
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−150−100−50 0 50 100 150
Heating differences (kW)
(A) Building 13
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−30−20−10 0 10 20 30
Heating differences (kW)
(B) Building 14
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−150−100−50 0 50 100 150
Heating differences (kW)
(C) Building 15
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−30−20−10 0 10 20 30
Heating differences (kW)
(D) Building 16
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
C.4. Effects for the buildings of the district 153
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−40 −20 0 20 40
Heating differences (kW)
(A) Building 17
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−40 −20 0 20 40
Heating differences (kW)
(B) Building 18
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−30−20−10 0 10 20 30
Heating differences (kW)
(C) Building 19
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−30−20−10 0 10 20 30
Heating differences (kW)
(D) Building 20
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−30−20−10 0 10 20 30
Heating differences (kW)
(A) Building 21
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−40−30−20−10 0 10 20 30 40
Heating differences (kW)
(B) Building 22
−
1
0
0
−
5
0 0
5
0
1
0
0
Relative differences (-%)
Cond-60
Cond-1296000
Control-1
trSol-1
intLW-1
Inertia-1
extConv-1
extLW-1
EqEnv-1
Solar-0
LWRad-0
Adjoin-0
m(·)
rm(·)
σ(·)
min(·) & max(·)
δΓ20(·)
−20 −10 0 10 20
Heating differences (kW)
(C) Building 23
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
155
Appendix D
Author related articles
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
Contents lists available at ScienceDirect
Renewable and Sustainable Energy Reviews
journal homepage: www.elsevier.com/locate/rser
Modeling the heating and cooling energy demand of urban buildings at city
scale
Loïc Frayssineta,b,⁎, Lucie Merliera,b, Frédéric Kuznika,b, Jean-Luc Huberta,c, Maya Millieza,c,
Jean-Jacques Rouxa,b
a BHEE, CETHIL-EDF Joint Laboratory, France
b Univ Lyon, CNRS, INSA-Lyon, Université Claude Bernard Lyon 1, CETHIL, UMR5008, F-69621 Villeurbanne, France
c EdF R&D - Enerbat Department Avenue des Renardières – Ecuelles, F-77818 Moret sur Loing, France
A R T I C L E I N F O
Keywords:
Heating and cooling in buildings
Power demand prediction
District
City
A B S T R A C T
Many computational approaches exist to estimate heating and cooling energy demand of buildings at city scale,
but few existing models can explicitly consider every buildings of an urban area, and even less can address
hourly -or less- energy demand. However, both aspects are critical for urban energy supply designers. Therefore,
this paper gives an overview of city energy simulation models from the point of view of short energy dynamics,
and reviews the related modeling techniques, which generally involve detailed approaches. Analysis highlights
computational costs of such simulations as key issue to overcome towards reliable microsimulation of the power
demand of urban areas. Relevant physical and mathematical simplifications as well as efficient numerical and
computational techniques based on uncertainties analysis and error quantification should thus be implemented.
http://dx.doi.org/10.1016/j.rser.2017.06.040
Received 18 March 2016; Received in revised form 20 March 2017; Accepted 16 June 2017
⁎ Corresponding author at: Univ Lyon, CNRS, INSA-Lyon, Université Claude Bernard Lyon 1, CETHIL, UMR5008, F-69621 Villeurbanne, France.
E-mail address: loic.frayssinet@insa-lyon.fr (L. Frayssinet).
Renewable and Sustainable Energy Reviews 81 (2018) 2318–2327
Available online 23 June 2017
1364-0321/ © 2017 Elsevier Ltd. All rights reserved.
MARK
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
On the impact of local microclimate on building
performance simulation. Part I: Prediction of building
external conditions.
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Abstract
Towards a better prediction of the effective energy performance of buildings
in cities, this study addresses the modeling of local external radiative, ther-
mal and aeraulic conditions. After reviewing existing modeling approaches
suitable to estimate building boundary conditions for energy simulation, this
paper analyses external conditions derived from a building energy model
(BuildSysPro) or a microclimatic model (SOLENE microclimat). Compar-
ison is made for the different faces of a generic building standing alone or
located in a urban environment, and having a thermally efficient envelope,
or not. Results highlight significant deviations on estimated radiative tem-
peratures as well as on wind-based quantities around the isolated building
when adjusting the modeling approach. When accounting for surrounding
buildings, results show a substantial reduction of shortwave radiative fluxes
explained by an imbalance between solar masks and multireflexions, as well
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as of the wind driven ventilation potential.
Keywords: Urban micro-climate, Building external conditions,
Microclimatic simulation, Building energy simulation.
Highlights
1. Building external conditions derived from a building energy model and
a microclimatic model are compared
2. Differences induced by the modeling approach and built configuration
are evaluated
3. Both thermo-radiative and aeraulic environmental variables are ad-
dressed
4. Two built configurations / envelope performances / seasons are studied
5. Results can be further applied to the uncertainty quantification of me-
teorological inputs for building energy simulations
2
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Nomenclature
λ Thermal conductivity [W m−1 K−1]
φ Short-wave solar radiation flux [W m−2]
ρ Density [kg m−3]
θ Wind incidence angle [rad]
cp Specific thermal capacity [J kg
−1 K−1]
Cp Pressure coefficient [Pa]
Kv Obstruction factor [−]
N Power law exponent [−]
e Layer thickness [m]
H Building height [m]
h Convective heat transfer coefficient [W m−2 K−1]
S Aspect ratio [-]
T Temperature [K or ◦C]
U Wind velocity [m s−1]
3
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Introduction1
Urban areas change properties of the atmospheric boundary layer both2
thermally and dynamically on different scales, and thus ambient conditions3
around buildings. From the smallest to the largest urban atmospheric scales4
(about 10 cm, less than one minute time scale, to 10 km and one day), urban5
areas having an effect on turbulence, building wakes, thermals, convection,6
urban heat island as well as deep convection (Schlünzen et al., 2011; Blocken,7
2015). Such effects arise from the particular structure and energy balance of8
cities: the 3D geometry, thermo-physical properties of urban materials and9
surfaces as well as anthropogenic heat and pollution releases influence phys-10
ical exchanges developing in cities, including short and long wave radiation,11
thermal storage, evaporation as well as turbulent sensible and latent heat12
transfers (Oke, 2002).13
[Figure 1 about here.]14
Resulting urban micro-climatic conditions are often characterized by higher15
temperatures and reduced mean wind velocities than in the surrounding ru-16
ral area. These conditions can substantially alter the energy needs of ur-17
ban buildings compared to rural buildings (Santamouris, 2014; Santamouris18
et al., 2015) by modifying heat and mass transfers through its envelope. In19
particular, as shown in Fig. 1 (Santamouris et al., 2001; Malys et al., 2015):20
• solar exposure / masks and multi-reflections influence solar heating,21
• reduced sky view factor and surrounding warmed-up surface tempera-22
tures alter potential radiative cooling,23
4
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• wind / pressure fields and air temperature affect convective heat ex-24
changes at building outer walls as well as thermal effects of ventilation25
and infiltration.26
Nonetheless, despite a growing awareness about the specificities of urban27
areas (Nunez and Oke, 1977; Oke, 1982; Santamouris et al., 2001; de la Flor28
and Domı̀nguez, 2004), building energy simulations commonly use on typical29
weather files as meteorological inputs. These weather data are usually de-30
rived from airport measurements and may be coarsely modified to account for31
some urban effects (Sun et al., 2011, 2014; Goffart, 2016; Roux and Kuznik,32
2016). Building energy models also commonly consider general values, sec-33
ondary sources, empirical correlations or simplified approaches to estimate34
heat and mass transfers at building outer walls, e.g. through convective or35
pressure coefficients (Còstola et al., 2009; Mirsadeghi et al., 2013; Penicaud,36
2016). Such assumptions can lead to substantial errors, especially when aim-37
ing to understand properly the energy behavior of a building in its actual38
built environment (Còstola et al., 2009; Mirsadeghi et al., 2013). Such inac-39
curacies incite using of appropriate boundary conditions for urban buildings.40
However, account for relevant radiative, thermal and aeraulic external condi-41
tions for building energy simulation is challenging because of the complexity42
of the physical processes developing in cities and buildings. This is even43
more true when addressing current problems of peak power loads, renewable44
energy intermittency and thermal comfort in highly energy efficient buildings45
that involve passive cooling strategies. Because of their different dynamics46
and physical couplings, these problems are more complex to study than the47
annual energy consumption of standard buildings, for which building energy48
5
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simulation tools were primarily developed (Clarke, 2007)49
Towards more integrated building energy simulations, external conditions50
could be evaluated based on on-site measurements, reduced scale models or51
numerical simulations (Moonen et al., 2012). Each of these techniques has ad-52
vantages and drawbacks, but computational approaches appear particularly53
suited to generally study building external conditions. Indeed, although such54
an approach necessarily involves some physical, mathematical and numerical55
assumptions, this technique is free from similarity constraints, allows bound-56
ary condition to be controlled, whole flow field data to be estimated, and57
parametric studies to be performed on virtual configurations. Hence, com-58
putational approaches are valuable to evaluate specific external radiative,59
thermal and aeraulic conditions and, further, their effects on the dynamic60
energy behavior of buildings. Taking advantage of this technique, microcli-61
matic numerical studies generally identify urban effects on short and long62
wave radiation fluxes as well as convective heat transfers as influential on the63
energy behavior of urban buildings (Bouyer et al., 2011; Yang et al., 2012;64
Allegrini et al., 2012; Malys et al., 2015). Increased air temperatures are also65
shown influential on the energy behavior of urban buildings through natural66
ventilation / infiltration (Allegrini et al., 2013; Yang et al., 2012), especially67
during summer. However, to the best knowledge of the authors, almost only68
dedicated studies addressed consequences of local wind features on building69
energy needs due to aeraulic transfers (Ghiaus et al., 2006; Jokisalo et al.,70
2009; Ramponi et al., 2014). When addressing this aspect, such studies gen-71
erally highlight a substantial decrease of the building ventilation potential72
due to the surrounding built structures. Therefore, consequences of local73
6
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wind alteration by surrounding constructions on the aeraulic-induced ther-74
mal loads should be considered along with the other radiative an thermal75
contributions.76
Hence, towards the uncertainty quantification of meteorological inputs77
and radiative, thermal and aeraulic boundary conditions for building energy78
simulation as initiated in Sun et al. (2011), the objective of the present study79
is twofold. First, it aims to discuss limitation of usual building energy mod-80
els to integrate accurately external conditions in energy simulation. For this81
purpose, external conditions around a building standing alone obtained using82
two modeling approaches are compared. The first set of external conditions83
is based on possible inputs of a building energy model, and the second set84
of external conditions is derived from an explicit microclimatic simulation85
of the building environment. Second, it aims at quantifying the modifica-86
tion of building external conditions induced by an urban environment. For87
this purpose, a third set of external conditions is derived from an explicit88
microclimatic simulation of a generic neighborhood around the building of89
interest. Given current challenges linked with building refurbishment in most90
of European countries, an old and a recent buildings are considered.91
Five parts compose the present paper. First, Sec. 1 gives an overview92
of existing urban climate modeling approaches usable for building energy93
studies. On this basis, Sec. 2 and 3 present the test cases as well as the94
developed modeling approaches. Then, Sec. 4 compares the different building95
external conditions derived from the different modeling approaches and built96
configurations. Finally, Sec. 5 discuss the main results of the study and open97
perspectives. A second part of this article further addresses the influence of98
7
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building boundary conditions on its energy behavior (Merlier et al., 2018b).99
1. Overview of climatic modelings used to upgrade energy simula-100
tions of urban buildings101
Given current sustainable urban development issues, different physically-102
based computational models were developed during the last decade to charac-103
terize urban microclimates and their effects on the energy behavior of build-104
ings. From the largest to the smallest scales, they are urban canopy mod-105
els, city energy models, zonal models, microclimatic models and extended106
building energy models. These different approaches were basically developed107
following different objectives such as estimating the energy balance of urban108
areas for mesoscale meteorological models or providing detailed boundary109
conditions for a specific urban building (Musy et al., 2012; Bozonnet et al.,110
2015; Musy and Bozonnet, 2016). Therefore, these approaches involve dif-111
ferent spatial resolutions and modeling assumptions.112
Urban canopy models are relatively large scale models, in which the urban113
geometry is generally not explicitly modeled. Representative values of mor-114
phometric properties as well as other urban features are used to evaluate the115
energy balance of an urban area. Models such as Town Energy Balance (Mas-116
son, 2000; Lemonsu et al., 2004) often rely on the equivalent street canyon117
assumption. They differentiate roofs, walls and roads to compute different118
thermal exchanges, and derive inner canopy wind profiles from correlations.119
Coupled with a mesoscale model or forced with measurements data or usual120
weather files, urban canopy models may provide typical local heat island ef-121
fect and long wave radiative exchanges between urban surfaces. Results can122
8
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be further used to assess their typical influence on the energy behavior of123
urban buildings (Sun and Augenbroe, 2014; Pigeon et al., 2014). Using such124
an approach together with a simplified boundary layer model, (spatialized)125
urban weather generators (Bueno et al., 2013; Le Bras and Masson, 2015)126
are also able to provide inner canopy temperatures, which may be used as127
boundary conditions for building energy simulations (Masson et al., 2014).128
City energy models such as CitySim (Robinson et al., 2009) enable urban129
built structures to be explicitly represented. They are not primarily devoted130
to the study of urban microclimates. They often model urban microclimatic131
effects only considering radiative exchanges to adapt building conditions for132
energy simulation (Allegrini et al., 2015; Frayssinet et al., 2017).133
On smaller scales, zonal approaches mainly apply for air flows on the134
street canyon scale and can involve different levels of complexity in the135
thermo-radiative modeling (de la Flor and Domı̀nguez, 2004; Bozonnet, 2006).136
Their spatial resolution and physical bases enable local microclimatic condi-137
tions, including some wind-related effects, to be modeled without requiring138
high computational costs. Integrated boundary conditions can thus be rather139
rapidly estimated for the energy simulation of urban buildings. Furthermore,140
although such models initially addressed typical street canyon configurations,141
the recently developed model EnviBatE (Gros et al., 2016) can handle re-142
alistic urban configurations and can estimate yearly energy consumption of143
urban buildings.144
Even more detailed, microclimatic models such as SOLENE microclimat145
(Musy et al., 2015), ENVImet (Bruse, 2004) or Coupled Simulation (Chen146
et al., 2004) enable the geometry of a neighborhood to be explicitly repre-147
9
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sented and properties of each elementary surface to be differentiated. Such148
models rely on a coupling between a thermo-radiative and computational149
fluid dynamics (CFD, generally with a Reynolds Averaged Navier–Stokes150
(RANS) turbulence closure) codes. They can compute surface and air tem-151
peratures as well as air flows theoretically down to a meter characteristic152
length scale or less. Therefore, using an internal or external coupling with a153
detailed building energy model, it is possible to analyze effects of very local154
urban conditions, including short and long wave radiations, convective heat155
transfers and air temperatures, on the energy behavior of specific buildings156
(Bouyer et al., 2011; Malys et al., 2015; Yang et al., 2012; Chen et al., 2004).157
Finally, typical meteorological inputs and boundary conditions of usual158
building energy models may also be adjusted using preliminary CFD studies159
and adapted modeling (Allegrini et al., 2013; Yi and Feng, 2013). It is also160
possible to use or implement specific sub-models in the general building en-161
ergy model to perform more integrated energy simulations of urban buildings162
(as in BuildSysPro (2018) and EnergyPlus (2018) for instance).163
Hence, the different modeling approaches reviewed above may provide164
more or less specific external conditions to be used in the energy modeling165
of a given building. Being the most specific and detailed, the last two cited166
approaches are the most suited to further assess and understand the effective167
dynamic behavior of an urban building in its actual environment. Therefore,168
this study discusses the ability of a currently available building energy and169
microclimatic tools, namely BuildSysPro and SOLENE-microclimat, to pro-170
vide appropriate external radiative, thermal and aeraulic conditions for the171
energy simulation of urban buildings.172
10
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2. Case study173
2.1. Test cases174
As a basic study, this work deals with generic, yet representative, built175
configurations (Toparlar et al., 2017; Merlier et al., 2018c). More specifically,176
this study focuses on an isolated H = 10 m high cubic located on a mineral177
100 × 100 m2 area and oriented according to the four cardinal directions in178
order to facilitate a face by face analysis of external conditions. To represent179
an isolated or an urban configuration, the building is assumed standing alone180
or located in a 4 × 4 regular array of similar buildings (Fig. 2).181
[Figure 2 about here.]182
Although the array-type urban pattern does not correspond to usual183
building arrangements found for multi-family houses built before 1915 in184
France, this building typology is the most represented type of the collective185
residential building in France (Rochard et al., 2015). Therefore, basic ther-186
mal properties of this building typology were chosen to specify the envelope187
properties of the modeled buildings. As shown on Tab. 1, corresponding con-188
structions were initially massive, made of stone or brick and did not benefit of189
thermal insulation nor exterior cladding -Initial state. These buildings could190
have been renovated, thus substantially increasing their thermal performance191
-Renovated state. According to Rochard et al. (2015), the improvement of192
insulation, air tightness and ventilation system efficiency induced a typical193
decrease of heating needs of 61 %. Their facade glazing ratio equals 23 %.194
11
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2.2. Geographical and meteorological context195
This study focuses on the climate of Lyon, France (latitude: 45.75◦ North,196
longitude: 4.75◦ East). It is temperate, but semi-continental, i.e. character-197
ized with relatively hot summer days and cold winter days. Two specific198
days are more particularly considered to address both seasons: the 09 July199
and the 06 November.1200
[Figure 3 about here.]201
Based on the Meteonorm weather files for Lyon Satolas, the mean tem-202
peratures of the selected days are 23.5 ◦C and 4.4 ◦C (Fig. 3). With respect203
to the mean monthly air temperature, the mean temperatures of the selected204
days are close to the lowest maximal normal summer air temperature and205
highest minimal normal winter air temperature recorded over the 1981-2010206
period for this location (Météo France, 2017). Representative heating and207
cooling needs can thus be analyzed. The slight exceeding of these reference208
temperatures,by 0.8 and 0.6 ◦C respectively in summer and winter, might be209
further conceived as resulting from an urban heat island effect. Nonethe-210
less, the temperature distribution over the day should be analyzed for this211
interpretation to be effectively founded. With an averaged wind velocity of212
about 4 m s−1, the selected days are also relatively windy days, so that maxi-213
mum convective effect and wind driven ventilation potential could be further214
analyzed.215
1Although this winter day is not really a representative winter day, it is selected because
of its particular air temperature and wind speed conditions, while being relatively close
to the winter solstice, thus showing low sun height and short day length.
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3. Modeling approach216
To study the ability of currently available tools to model building external217
conditions and the effect of urban environments on them, this study develops218
two modeling approaches:219
• estimating building external conditions using possibilities of a building220
energy model built using BuildSysPro - Default approach;221
• deriving building external conditions from a microclimatic simulation222
performed using SOLENE-microclimat - Microclimatic approach - for223
an isolated building located on a mineral ground - Isolated configura-224
tion - or a building located in a theoretical urban environment - Array225
configuration.226
3.1. Default approach227
BuildSysPro is a 0D / 1D building energy Modelica library developed by228
EDF R&D (Plessis et al., 2014; Schumann et al., 2016). This library is229
suited to study the energy behavior of French buildings using modular and230
detailed dynamic models. The performance of BuildSysPro was verified by231
different validation studies (Bontemps et al., 2013, 2016), especially regarding232
thermally efficient buildings.233
In the present study, the 10 m high cubic building was modeled isolated as234
guidelines to adjust building external conditions to model an urban building235
are generally lacking. This means that no solar mask was modeled and the236
meteorological wind speed was processed as follows:237
UH = Kv × Umeteo,z=10m ×
(
H
10
)N
(1)
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with Kv = 0.68 the obstruction factor, N = 0.17 the power law exponent,238
UH the wind speed at building height H, and Umeteo,z=10m the meteorological239
wind speed, assumed measured at 10 m high.240
As shown on Fig. 5, he direct and atmospheric diffuse short wave radiation241
fluxes which were taken from SOLENE-microclimat simulations (see Sec. 3.2)242
for sake of comparability. Other meteorological quantities were taken from243
the weather file. On this basis, a relatively detailed approach given usual244
abilities of building energy models was implemented in BuildSysPro to assess245
building external conditions at the different building outer walls. In the246
following the subscript ’face’ refers to this differentiation.247
More specifically, the different inputs were processed using sub-models to248
estimate the (i) short wave radiation fluxes reflected by the environment, (ii)249
environmental radiant temperature, (iii) convective heat transfers coefficient250
(CHTC) as well as (iv) pressure coefficient (Cp), as follows:251
• (i) The part of the short wave radiation flux received by the ground252
(φ→ground, Eq. 2) that is reflected towards vertical surfaces (φrefl.ground→face)253
was estimated following Eq. 3 thanks to the view factor reciprocal re-254
lation (Eq. 3):255
φ→ground = φSW,dir,horiz. + φSW,diff.atm.,horiz. (2)
256
φrefl.ground→face = ρground × Fground,face × φ→ground (3)
with φSW,dir,horiz. and φSW,diff.atm.,horiz. the direct and diffuse short-257
wave solar fluxes received by a horizontal plane, ρground = 0.15 the258
ground albedo and Fground,face the view factor of the ground from the259
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wall approximated by 0.5 for vertical walls2 and 0 for the roof.260
• (ii) An environmental radiant temperature (Trad,env) was estimated261
based on the Stefan-Boltzmann’s law (Eq. 4):262
Trad,env =
4
√
Fsky,face × T 4sky + (1 − Fsky,face) × T 4air (4)
with Tsky the sky temperature, available in the weather file, and263
Fsky,face the sky view factor, assumed equal to 0.5 and 1 respectively264
for the vertical walls and roof.265
• (iii) The correlation function of the local wind speed suggested in the266
French thermal regulation (CSTB, 2012) was used to estimate CHTC267
(Eq. 5):268
CHTCface = 4 + 4 × UH,face (5)
with UH,face the local wind speed projected according to the faces ori-269
entation. Note that as an azimuth should be specified for the building270
roof, which is actually horizontal, an East orientation was set.271
• (iv) Finally, Cp at building outer walls were estimated using the Swami272
and Chandra formula (BuildSysPro, 2018) as follows:273
Cpface =
[
C0 × ln
(
1.248 − 0.703 × sin(θ
2
)
−1.175 × sin2(θ) + 0.131 × sin3(2 × θ · S) + 0.769 × (θ
2
)
+0.07 × S2 × sin2(θ
2
) + 0.717 × cos2(θ
2
)
)]
(6)
2View factor of an infinite horizontal ground view from a vertical surface infinitely
wide.
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with θ the face orientation in relation to the prevailing wind incidence,274
S the face aspect ratio, C0 the averaged pressure coefficient for wind275
orthogonal to the surface, assumed equal to 0.6, and S = 1 in case of276
a cubic buildings.277
Simulations were run using the Dymola environment for the 6th November278
and the 9 July in order to record the related external conditions.279
3.2. Microclimatic approach280
SOLENE-microclimat is a software suite developed by the CRENAU,281
Nantes, France (Musy et al., 2015; Morille et al., 2015; Malys et al., 2015).282
This tool relies on an external coupling between the improved thermo-radiative283
code SOLENE and the CFD code Code Saturne as shown in the upper part284
of Fig. 4. More precisely, SOLENE relies on the radiosity algorithm and an285
iterative process is embedded to compute surface temperatures. An iterative286
process also underlies the coupled steady state RANS k−ε CFD simulations.287
In this study, extending best practice guidelines (Franke, 2006; Tomi-288
naga et al., 2008) to account for different wind orientations, computational289
domains were enlarged by 15 H in the four cardinal directions and 5 H in290
height, leading to 310 × 310 × 60 m3 and 370 × 370 × 60 m3 large computa-291
tional domains respectively for the isolated and array configurations. With a292
mesh dimensioning of 1 m on the building edges and 3 m on the edges of the293
mineral surface as well as a global mesh size factor of 0.2, the total number294
of 3D cells reaches 95× 103 and that of facets reaches 6× 103 for the isolated295
configuration. With the same settings but the dimensioning of the mineral296
surface edges set to 1.5 m because of its proximity to buildings, the total297
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number of 3D cells reaches 289 × 103 and facets reaches 637 × 103 for the298
array configuration.299
With the exception of short wave direct and diffuse atmospheric fluxes,300
which are computed by SOLENE, input meteorological conditions were based301
on the Meteonorm weather file of Lyon. By default in the general model, the302
sky is assumed clear, the inlet wind profile follows a 0.3 power law, and no303
buoyancy nor roughness effect is accounted for. All buildings were similarly304
modeled using a simple global exchange coefficient for the envelope and an305
indoor temperature equal to 26 ◦C in summer and 18 ◦C in winter. As no306
windows were differentiated from walls, the global exchange coefficient was307
estimated based on equivalent wall properties resulting from an averaging of308
opaque and glazed surfaces. Tab. 1 synthesizes the equivalent envelope and309
mineral surface properties set in the model. Note that as no transmittance310
value could be relevantly assigned to walls and albedos were fixed depending311
on surfaces properties, absorbed heat by building surfaces may be overesti-312
mated.313
[Table 1 about here.]314
[Figure 4 about here.]315
Eight simulations were run considering the two seasons, building states316
and built configurations. Simulations were run for two days in summer and317
in winter, because of the involved computational cost,3. The first days served318
as numerical initialization of the model.319
3At each hourly time step, 2000 iterations of Code Saturne were run for convergence,
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To compose the set of building external conditions, direct, atmospheric320
and reflected diffuse short wave radiative fluxes, local air and environmen-321
tal radiant temperatures, CHTC and relative pressure next to building faces322
were recorded at each time step. Surface or first cell quantities were then av-323
eraged by face. Radiative quantities were also interpolated in time to match324
BuildSysPro time steps (bottom part of Fig. 4). As such, similar types of325
building external conditions were derived from the default and microclimatic326
approaches (Fig. 5).327
[Figure 5 about here.]328
4. Results analysis329
To highlight the differences of external conditions induced by the model-330
ing approaches and built environments, Fig. 6 and 7 compare face by face the331
(a, b, c) received direct, diffuse and reflected short wave radiative fluxes, (d,332
e, g, h) environmental radiant and air temperatures, as well as (f) CHTC and333
(i) pressure values derived from the different simulations. Tab. 2 indicates334
the corresponding spatially (over the different faces) and temporally (over335
the day) averaged values. Note that only the estimated air and radiant tem-336
peratures are differentiated depending on the state of the building envelope337
as other variables are independent from it. Tab. 2 also precises the normal-338
which was checked based on the normalized residuals. Considering simulation initializa-
tion, more than 96×103 iterations were thus run for each simulation. A 40 cores computer
with 62 GB of RAM was used.
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ized ventilation potential resulting from the mass balance of the building due339
to pressure differences.340
[Figure 6 about here.]341
[Figure 7 about here.]342
[Table 2 about here.]343
4.1. Effects of the modeling approach - stand alone building344
Short-wave radiation fluxes. Deviations due to the modeling approach are345
only observed for the reflected fluxes received on vertical walls as other so-346
lar fluxes are directly derived from the SOLENE-microclimat simulations in347
both approaches. Both in summer and winter, the reflected flux on the dif-348
ferent building faces is about two times lower according to the microclimatic349
approach than according to the default approach. This can be explained350
by the limited extent of the mineral ground assumed in the microclimatic351
model. Furthermore, as the building is not centered on the ground in the352
microclimatic approach, the reflected flux slightly differs depending on wall353
orientation.354
On average, the microclimatic approach induces a reduction of the total355
received solar flux by 4 % and 6 % respectively in winter and summer com-356
pared to the flux estimated by the default approach. This small difference is357
explained by the fact that the reflected part represents less than 10 % of the358
total received short wave radiative energy.359
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Temperatures. Being based on the meteorological air (and sky) temperature,360
temperatures are similar for the different faces of the building in the default361
approach. The radiant temperature around the roof differs from the others362
because of its sky view factor. Conversely, local temperatures predicted by363
the microclimatic approach differ depending on faces. They appear directly364
correlated with solar loads, which overheats building surfaces following a365
characteristic temporal pattern. In summer, air temperatures next to the366
East and North faces increases first, temperature increases then next to the367
roof and West faces. Conversely, in winter, air temperature almost only in-368
creases next to the South face. Because of the link between solar loads and369
local air temperatures in the microclimatic approach, the deviation between370
the microclimatic and the default air temperatures is maximum around mid-371
day. Maximum face averaged deviations reach 1.7 ◦C and 2.8 ◦C, respectively372
in winter and in summer, which is 4 up to 6 times higher than the day373
averaged deviation.374
Being directly determined using very different assumptions, estimations375
of radiant temperature substantially differ depending on the modeling ap-376
proach. This is especially the case on vertical surfaces as the roof only faces377
the sky, and on the North face as it faces shaded areas. On average in378
summer, radiant temperature differences are of 7.3 ◦C, with a maximum of379
17.5 ◦C. This difference is one order of magnitude higher that for the the380
averaged air temperature. On average in winter, the mean and maximal381
deviations respectively are 3.3 ◦C and 8.9 ◦C. These differences are again ex-382
plained by solar loads, which overheat sunlit surfaces, potentially leading to383
very high ground surface temperatures in the microclimatic approach. As384
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the external surface temperatures are linked to solar radiation, the peak of385
the radiant temperature estimated with the microclimatic approach occurs386
also around midday. Being linked with the air temperature, it occurs later387
in the default approach. As a result, this difference induces a 3 h time shift388
between the estimated peaks in summer.389
Moreover, it could be noticed that, according to the building model em-390
bedded in SOLENE-microclimat, the sensitivity of local air and radiant tem-391
peratures to the building envelope state is rather negligible.392
Wind-based quantities. CHTC and relative pressures estimated by both ap-393
proaches are consistent as airflow is assumed not influenced by thermal ef-394
fects in the present study. Windward faces show higher CHTC and positive395
pressure values, while CHTC are low and pressure negative in recirculation396
regions according to both the default and the microclimatic approaches.397
Nonetheless, CHTC and relative pressure values locally deviate. In par-398
ticular, regarding intensities, results show that the obstruction factor used to399
scale the wind profile in the default approach induces lower CHTC and ab-400
solute pressure values than in the microclimatic approach. Moreover, based401
on the default approach, CHTC values often equal 4 W m−2 K−1 for leeward402
faces, which corresponds to a zero wind speed according to Eq. 5. This value403
is not reached in the microclimatic approach, which indicates that a residual404
wind velocity always exists next to leeward faces. As a result, on average,405
CHTC values predicted by the microclimatic approach exceed those of the406
default approach by 41 % and 64 %, respectively for the winter and summer407
day.408
Relative pressure also deviate between the default and the microclimatic409
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approaches. Deviation even reaches 100 %. On average, the higher pressure410
differences derived from the microclimatic approach induce a 41 % and 60 %411
higher ventilation potential respectively in winter and summer than accord-412
ing to the default approach. These deviations exceed the reduction of the413
meteorological mean wind intensity induced by Kv, highlighting differences414
in Cp distributions.415
4.2. Effects of the built configuration - Microclimatic approach416
Short-wave radiation fluxes. Solar radiative fluxes are logically reduced in417
the array configuration due to solar masks compared to the isolated configu-418
ration. On average, reduction is of 11 % for the direct and 4 % for the diffuse419
part in summer. Corresponding reduction is of 27 % and 10 % in winter. The420
subsequent reduction of the total received short wave radiation energy is of421
9 % in summer and 23 % in summer. Oppositely, reflection is almost doubled422
in the array compared to the isolated configuration. This increase of short423
wave radiation flux is especially observed in winter on the North face around424
midday as this face is directly opposite the sunlit face. Nonetheless, similarly425
to Sec. 4.1, the contribution of the reflected flux to the total short wave ra-426
diative flux is small. As a result, the general effect of the urban environment427
on solar loads is a reduction of total short wave radiative energy by 8 % in428
summer and 22 % in winter. Relative and absolute urban environment effects429
on solar fluxes are more important in winter than in summer due to the low430
solar inclination, which induces more shadings.431
Temperatures. Local air temperatures are increased in the array compared432
to the isolated configuration because of radiation trapping, larger built sur-433
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faces and reduced ventilation potential. Maximum averaged air temperature434
differences reaches 2.7 ◦C in summer, which can substantially alter summer435
comfort. Nonetheless, on average, air temperature differences appear limited436
as the mean increase is of 0.5 ◦C in summer and less than 0.1 ◦C in winter.437
The increase of radiant temperatures in the array compared to the iso-438
lated configuration is much higher than that of air temperature. On average,439
deviation is about 1 ◦C in winter and 1.5 ◦C in summer. The maximum aver-440
aged difference reaches 3.0 ◦C in summer. This deviation is mainly explained441
by the fact that a large part of the radiant temperature is due to the surface442
temperatures of surrounding building walls, which are higher than the sky443
temperature. Consequently, the influence of the envelope performance on444
the radiant temperature is more noticeable than in Sec. 4.1 although this445
difference remains small: less than 0.4 ◦C.446
Although the temporal variations of temperatures are consistent in the447
isolated and array configurations, the differences between different faces is448
less important in the array than in the isolated configuration. This can be449
explained by the presence of warmed-up vertical surfaces that compensate450
shaded areas, especially with respect to the North face. In addition, it can451
be noticed that radiant temperatures remain higher during nighttime. This452
can be explained by the increase of thermal mass as well as the alteration453
of the radiative and convective cooling potential of the urban areas because454
caused by surrounding buildings.455
Wind-based quantities. Temporal variations of CHTC are consistent in the456
isolated and array configurations in both seasons. However, distributions457
of the relative pressure substantially differ as recirculation flows develop all458
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around the building. The general wind sheltering effect of the urban en-459
vironment leads thus to lower CHTC than in the isolated configuration as460
well as negative relative pressures in the array. On average, the CHTC is461
reduced by 18% in summer and 4% in winter. The ventilation potential is462
also reduced by 70 % in summer - which is very prejudicial for the natural463
ventilation cooling potential - and by 56 % in winter.464
5. Conclusion465
In order to better understand and predict the energy behavior of urban466
buildings, this paper compared comprehensive sets of external radiative, ther-467
mal and aeraulic conditions. These different conditions were estimated using468
two modeling approaches, i.e. possibilities of a building and a microclimatic469
simulation tools. Two built configurations were assessed: a building standing470
alone or located in a theoretical urban environment. Buildings were specified471
with low or high thermal performance envelopes and typical sunny and windy472
days of cold and hot seasons were considered. Thus, the maximum impact473
of the modeling approach and urban environment on the estimated external474
conditions could be analyzed depending on the performance of the building475
stock. On this basis, the individual or combined effects of the different ex-476
ternal conditions on the averaged or dynamic energy behavior of buildings477
could be quantified to address energy needs, power loads or thermal comfort478
issues.479
The comparison of the different modeling approaches for the building480
standing alone suggests that the contribution of reflection to the total re-481
ceived short wave radiation flux is rather negligible. Therefore, as long as482
24
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
the albedo remains small, an accurate modeling of this contribution appears483
not mandatory. On the contrary, an accurate knowledge of the mean wind484
profile is highlighted important to estimate appropriately relative pressures485
and CTHC at building outer walls. An appropriate estimation of the environ-486
mental radiant temperature, and thus of surrounding surface temperatures487
even if it is only a ground, appears also critical as the temperature of sunlit488
surfaces could be substantially higher than air temperatures.489
The comparison of external conditions simulated around an isolated or490
an urban building showed that solar masks substantially reduce short wave491
radiative fluxes, especially in winter. Multi reflections do not balance this492
effect, but can locally substantially affect surface loads. Wind masks also493
significantly alter aeraulic and convective conditions, leading to an impor-494
tant reduction of the natural ventilation potential of buildings. In addition,495
the presence of surrounding buildings alter the distribution of the different496
external conditions over the different faces of buildings. This effect tends to497
homogenize conditions around buildings compared to an isolated configura-498
tion. This is especially the case for wind-based quantities, as well as, to a499
lesser extent, environmental radiant temperature.500
Although the microclimatic simulation of the built environment can still501
be improved to provide more accurate external conditions, especially regard-502
ing the resolution of conductive and convective heat transfers as well as heat503
storage, present results show that such an approach can provide crucial in-504
formation for building energy modeling. Indeed, although relatively simple505
models for building walls (global coefficient), solid/air interface (correlation)506
as well as CFD approach (steady RANS k−ε without buoyancy effects) were507
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used, potentially leading to quite high surface temperatures in recirculation508
regions, the provided information can contribute to better understand the en-509
ergy behavior of urban buildings. They can also be used to improve building510
energy engineering practices by taking more accurate boundary conditions or511
quantified uncertainties of inputs into account in models. Hence, towards a512
global sensitivity analysis of the energy behavior of urban buildings to their513
external radiative, thermal and aeraulic conditions, subsequent extension of514
this study evaluate the impact of these different set of boundary conditions515
on the dynamic thermal behavior of buildings (Merlier et al., 2018a).516
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Mirsadeghi, M., Còstola, D., Blocken, B., Hensen, J., Jul. 2013. Review617
of external convective heat transfer coefficient models in building energy618
30
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
simulation programs: Implementation and uncertainty. Applied Thermal619
Engineering 56 (1-2), 134–151.620
Moonen, P., Defraeye, T., Dorer, V., Blocken, B., Carmeliet, J., Sep. 2012.621
Urban Physics: Effect of the micro-climate on comfort, health and energy622
demand. Frontiers of Architectural Research 1 (3), 197–228.623
Morille, B., Lauzet, N., Musy, M., Nov. 2015. SOLENE-microclimate: A624
Tool to Evaluate Envelopes Efficiency on Energy Consumption at District625
Scale. Energy Procedia 78, 1165–1170.626
Musy, M., Bozonnet, E., 2016. Données d’entrée: Microclimat et environ-627
nement proche. In: Energétique des bâtiments et simulation thermique.628
Blanche BTP. Eyrolles, pp. 240–256.629
Musy, M., Calmet, I., Bozonnet, E., Rodriguez, F., 2012. Modélisation des630
interactions ville climat energie. Références Modélisation urbaine: de la631
représentation au projet, 16–33.632
Musy, M., Malys, L., Morille, B., Inard, C., Dec. 2015. The use of SOLENE-633
microclimat model to assess adaptation strategies at the district scale.634
Urban Climate 14, 213–223.635
Nunez, M., Oke, T., 1977. The Energy Balance of an Urban Canyon. J. Appl.636
Meteor. 16, 11–19.637
Oke, T., 2002. Boundary layer climates, 2nd Edition. Routlege.638
Oke, T. R., 1982. The energetic basis of the urban heat island. Quarterly639
Journal of the Royal Meteorological Society 108 (455), 1–24.640
31
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2018LYSEI071/these.pdf 
© [L. Frayssinet], [2018], INSA Lyon, tous droits réservés
Penicaud, H., 2016. Introduction. In: Energétique des bâtiments et simula-641
tion thermique. Blanche BTP. Eyrolles, pp. 17–21.642
Pigeon, G., Zibouche, K., Bueno, B., Le Bras, J., Masson, V., Jun. 2014.643
Improving the capabilities of the Town Energy Balance model with up-644
to-date building energy simulation algorithms: an application to a set of645
representative buildings in Paris. Energy and Buildings 76, 1–14.646
Plessis, G., Kaemmerlen, A., Lindsay, A., Mar. 2014. BuildSysPro: a Model-647
ica library for modelling buildings and energy systems. Lund, Sweden, pp.648
1161–1169.649
Ramponi, R., Gaetani, I., Angelotti, A., Aug. 2014. Influence of the urban650
environment on the effectiveness of natural night-ventilation of an office651
building. Energy and Buildings 78, 25–34.652
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Figure 1: Urban environmental effects on building energy behavior
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(a) Isolated (b) Array
Figure 2: Studied generic configurations: geometry and mesh.
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Figure 3: Weather data for the studied summer (a,b) and winter days (c,d).
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Figure 4: Principle of the coupling between SOLENE and Code Saturne as well as between
SOLENE-microclimat and BuildSysPro
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Figure 5: Setting of the different exeternal conditions in the BuildSysPro model
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Figure 6: Comparison of the different building external conditions in summer (09 July).
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Figure 7: Comparison of the different building external conditions in winter (11 Novem-
ber).
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Facade Roof Ground
Eq. layer Structure Superficial
Insul. Core
albedo [-] 0.33 0.4 - 0.15 -
emissivity [-] 0.9 0.9 - 0.9 -
Initial state
e [m] 0.31 0.07 - 0.1 1.9
λ [W m−1 K−1] 0.91 0.12 - 0.75 1.75
ρ [kg m−3] 1682 1150 - 2100 2300
cp [J kg
−1 K−1] 992 1050 - 950 1000
Renovated
e [m] 0.54 0.073 0.3 0.1 1.9
λ [W m−1 K−1] 0.26 0.13 0.07 0.75 1.75
ρ [kg m−3] 1037 1150 102 2100 2300
cp [J kg
−1 K−1] 996 1050 1672 950 1000
Table 1: Equivalent building / surface properties used in the microclimatic model.
With e the layer thickness, λ the thermal conductivity, ρ the density, cp the specific thermal
capacity
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Approach Default
Microclimatic
Isolated Array
Configuration Configuration
Summer
Dir. SW rad. [W m−2] 137.2 137.2 122.4
Tot. diff. SW rad. [W m−1] 57.1 45.7 44.1
Air T. [◦C] 23.6 24.3 / 24.4 24.8 / 24.9
Rad. T. [◦C] 16.9 24.7 / 24.7 26.3 / 26.5
CHTC [W m−2 K−1] 6.6 10.5 8.6
Normalized infiltration flow4 0.27 0.43 0.13
Winter
Dir. SW rad. [W m−2] 67.9 67.9 49.6
Tot. diff. SW rad. [W m−2] 21.4 18.1 16.2
Air T. [◦C] 4.4 4.7 / 4.7 4.8 / 4.7
Rad. T. [◦C] -2.9 0.6 / 0.5 1.8 / 1.4
CHTC [W m−2 K−1] 7.9 11.0 10.6
Normalized infiltration flow 0.32 0.45 0.20
Table 2: Averaged values of exetrnal conditions. When two values are given, the left value
corresponds to the initial state, and the right value corresponds to the renovated state
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On the impact of local microclimate on building
performance simulation. Part II: Effect of external
conditions on the dynamic thermal behavior of buildings
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Abstract
Most of building energy models being not suited to integrate properly lo-
cal urban ambient conditions, this study initiate a sensitivity analysis of
the heating and cooling needs and operative temperature of buildings to lo-
cal radiative, thermal and aeraulic external conditions. These conditions
were estimated using possibilities of a building energy model (based on the
BuildSysPro Modelica library) or derived from microclimatic simulations
(SOLENE microclimat) for a generic isolated or urban building. The ther-
mal behaviors of both an energy inefficient and efficient buildings in summer
and winter are examined. Results show major effects of short and long wave
radiative heat transfers as well as aeraulics. According to present results,
and given current urban growth and climate change challenges as well as the
development of energy conservative buildings, this last point may become
particularly critical in the future.
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Keywords: Building energy simulation, Environmental variables, Power
needs, Thermal comfort, Heating and cooling, Ventilation.
Highlights
1. Effects of building external radiative, thermal and aeraulic conditions
on building energy behavior are analyzed
2. Cooling and heating power loads as well as summer comfort are ad-
dressed
3. Modeling assumptions for the boundary conditions of an isolated build-
ing are discussed
4. Effects of an urban environment is examined
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Nomenclature
φconv Convective heat flux [W m
−2]
φLW Long-wave radiation flux [W m
−2]
σ Stefan–Boltzmann constant [≈ 5.67 · 10−8 Wm−2K−4]
h Convective heat transfer coefficient [W m−2 K−1]
K Air permeability [m3h−1Pa−2/3]
P Pressure [Pa]
Q Air flow rate [m3 h−1]
T Temperature [K]
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Introduction1
Because of their basic scope of application –modeling heat transfers in a2
building– common building energy simulation tools are generally not suited3
to integrate accurately building external conditions. This is even more true4
when considering urban buildings as simulations generally use typical weather5
files to specify external boundary conditions. As they characterize open ter-6
rains, weather data do not correspond to urban conditions. Indeed, in cities,7
the urban structure substantially affects building external conditions in terms8
of short wave radiation fluxes, air and radiant temperatures and wind related9
fluxes (Sun et al., 2011; Sun and Augenbroe, 2014; Merlier et al., 2018a). In10
addition, empirical correlations or generic surface averaged quantities are11
generally used to specify building boundary conditions, which leads to addi-12
tional accuracy and errors in the modeling (Còstola et al., 2010; Mirsadeghi13
et al., 2013). Therefore, substantial physical uncertainties underlay usual14
energy simulations of urban buildings15
As these biases become critical given the current urban growth and the de-16
velopment of energy conservative buildings in the context of climate change,17
several studies were developed during the last decade, to evaluate urban18
effects on building energy behavior at different scales. When based on mea-19
surements of external conditions around urban buildings, studies generally20
highlighted a decrease of heating needs and an increase of cooling needs com-21
pared to rural conditions, especially in hot regions (Zinzi et al., 2018; Salvati22
et al., 2017). As computational studies allow the computational domain23
to be controlled and parametric studies to be performed although neces-24
sarily involving some physical, mathematical and numerical assumptions, it25
4
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is possible to further analyze these trends beyond measurement campaign26
limitations. Different approaches could be used for this purpose. In particu-27
lar, Pigeon et al. (2014) used an urban canopy model (TEB (CNRM, 2015;28
Masson, 2000)) to estimate the building external conditions of typical old29
detached houses and evaluated their effects on building energy loads using30
the embedded building energy model. Results showed that long wave ra-31
diative heat exchanges between urban surfaces may increase cooling loads32
by 18 % and decrease heating load by 6 % in dense urban area compared33
to an open environment. Using more detailed approaches to model urban34
environments but on smaller scales, i.e. using microclimatic models such as35
SOLENE-microclimat or ENVImet, internally or externally coupled with a36
dynamic building energy model, Bouyer et al. (2011); Yang et al. (2012);37
Malys et al. (2015) evaluated the impact of adjusted external conditions due38
to the presence of a specific urban environment on building energy needs.39
Solar loads, infrared exchanges and convective heat transfers were more par-40
ticularly analyzed. Results highlighted the substantial influence of the urban41
radiative environment on building energy needs. Solar masks were shown42
to reduce cooling loads and increase heating loads respectively by 18.8 %43
and 0.8 % in Yang et al. (2012), and long wave radiative heat exchanges44
generally constituted heat gains for buildings. More particularly, the urban45
thermo radiative environments were shown to increase the cooling needs of a46
newly built highly glazed office building by about 20 % (Bouyer et al., 2011)47
and to decrease the heating needs of a usual slab by about 7 % (Malys et al.,48
2015). Alteration of convective heat exchanges by surrounding buildings were49
shown less influential and even negligible for well insulated buildings. Effects50
5
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of aeraulics are less studied, Yang et al. (2012) showed that an increase of out-51
door air temperature by about 1 ◦C on average during daytime may impact52
on buildings cooling needs through air renewal by around 10 %. However,53
to accurately estimate aeraulic induced thermal loads, pressure contribution54
should be considered along, as it determines the wind driven infiltration and55
natural ventilation potential of buildings. Indeed, dedicated studies show56
that the natural ventilation potential of buildings strongly decreases with57
urban density, potentially up to 50 % (Ramponi et al., 2014), which strongly58
limits natural free cooling.59
Hence, urban environments significantly influence the energy behavior of60
urban buildings by modifying external conditions and thus radiative, thermal61
and aeraulic exchanges between the building and its built environment com-62
pared to a rural configuration. But studies rarely consider simultaneously63
aeraulic, radiative and thermal conditions. In consequence, this research64
aims at providing a deeper knowledge on the influence of boundary condi-65
tions on the thermal behavior of buildings. It notably considers dynamic66
influences, and highlights coupled effects. For this purpose, different sets of67
building external conditions were derived from state-of-the-art approaches for68
the cold and hot seasons. These conditions were more particularly assessed69
using (see Part I (Merlier et al., 2018a)).70
• (1) possibilities of a building energy model, namely BuildSysPro (Plessis71
et al., 2014; Schumann et al., 2016), for a building standing alone given72
the lack of general guidelines relative to the modeling of urban condi-73
tions - Default approach;74
• (2) a microclimatic simulation – microclimatic approach – performed75
6
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using SOLENE-microclimat (Morille et al., 2015; Musy et al., 2015) for76
the same isolated building, but assumed located on a mineral ground -77
Isolated configuration78
• (3) and the same microclimatic approach, but considering the building79
located in a theoretical urban environment composed of a regular array80
of 4× 4 similar buildings - Array configuration.81
Corresponding local external conditions were used to set boundary conditions82
to a detailed building energy model (Sec. 1) in order to compare winter83
and summer energy needs and summer comfort (Sec. 2). On this basis,84
the influence of adjusting the different external conditions due to changes85
of modeling approach (1-2) and urban environment (2-3) on the dynamic86
behavior of the modeled building is discussed (Sec. 3).87
1. Building model88
1.1. General settings89
A monozone 10 m high cubic building model was built using BuildSysPro,90
a Modelica library focusing on French building stock developed by EDF R&D91
(Plessis et al., 2014; Schumann et al., 2016) (for more details, see Part I92
Merlier et al. (2018a)).93
To relevantly integrate the contribution of the different boundary condi-94
tions, the building model includes two sub-models (Fig. 1). First, the aeraulic95
sub-model models infiltration and ventilation flow rates and the related heat96
transfers to the air node. Second, the thermal sub-model models the con-97
vective, radiative and conductive heat transfers through opaque walls and98
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windows and in the indoor volume. The resolution of convective heat trans-99
fers being based on a finite volume approach, each wall layer was discretized100
with more than 10 nodes per meter, depending on the thermal diffusivity of101
materials to relevantly study building dynamics (Frayssinet et al., 2017a).102
The lower the diffusivity, the finer the discretization.103
The thermal properties of the building envelope were set to match TAB-104
ULA indications (Rochard et al., 2015) for the most represented multifamily105
houses in France. This typology of buildings corresponds to uninsulated106
buildings built before 1915 – Initial building. These buildings could be ren-107
ovated – Renovated building –, thus substantially improving their thermal108
performance (see Tab. 2). The glazed ratio of these buildings equals 23 %.109
In the model, glazed surfaces were assumed equally distributed over the four110
vertical faces.111
[Figure 1 about here.]112
For simulation, either a heating set point equal to 19 ◦C and a cooling113
set point equal to 28 ◦C, or a floating temperature evolution in summer was114
specified. A ventilation air flow rate of 1 ACH was assumed along with a115
wall permeability under a pressure difference of 4 Pa (reference infiltrated air116
flow rate per meter square of envelope Q4Pa) equal to Q4Pa = 2 m
3 h−1 m−2117
for the initial building or ten times less for renovated building. Neither118
model for humidity was considered as air moisture impact is assumed small119
in temperate climates; nor energy system, internal gains, free cooling nor120
shading are neither considered in order to evaluate the intrinsic response of121
the building to its external conditions.122
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[Table 1 about here.]123
1.2. Boundary conditions124
Based on the three sets of data detailed in the introduction, building125
external conditions were assigned by face in the building model. These con-126
ditions are the direct and diffuse short wave radiative fluxes, radiant and127
air temperatures, convective heat transfer coefficient (CHTC) and relative128
pressure.129
The developed methodology enables the different sets of conditions to be130
mixed in order to highlight specific contributions of one or several external131
conditions on simulation outputs. Note that, although being actually similar,132
air temperature for the thermal or the aeraulic sub-models were differentiated133
to characterize separately the respective contribution of each type of transfer.134
In the following, Tvent stands for the temperature used as input to the aeraulic135
sub-model and Tair stands for the input used by the thermal sub-model.136
In addition, to integrate and further evaluate the respective contributions137
of each external condition, different sub-models were set or implemented138
in the building energy model to specify boundary conditions. Especially,139
considering a wall i in the aeraulic model, infiltration air flow rates (Qface,i)140
were estimated thanks to the mass balance of the indoor air volume assuming141
a uniform permeability (Ki) for the roof and walls and a power low function142
(Eq. 1):143
Qface,i = ±Ki × |Pext,i − Pint|2/3 and
∑
i
Qface,i = 0 (1)
with Pext,i − Pint the outdoors / indoors face pressure difference. Inlet Tvent144
used for ventilation was assumed equal to the average of Tvent estimated next145
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to the four vertical faces of the building, while Tvent,i used for infiltration are146
differentiated for each face and used accordingly.147
Regarding the thermal model, long wave radiative heat transfers at build-148
ing outer surfaces (φLW ) were evaluated based on the Stefan-Boltzmann law149
(Eq. 2):150
φLW,i = σ × (T 4rad,env,i − T 4surf,i) (2)
with σ the Stefan–Boltzmann constant.151
Convective heat transfers (φconv,i) were estimated using local CHTC and152
air temperature, following Eq. 3:153
φconv,i = CHTC × (Tair,i − Tsurf,i) (3)
with Tsurf,i, the surface temperature estimated using the surface balance154
considering the conductive, convective and radiative contributions.155
Short wave radiation fluxes transmitted by windows were distributed over156
the floor.157
Based on these different settings, simulations were run using the Dy-158
mola simulation environment, looping 10 times on the same day, i.e. the 06159
November for winter and the 09 July for summer.1 Results of the simulated160
tenth day were kept for analysis, the nine first loops being used for the model161
initialization.162
1Individual annual simulation lasting between 1 and 2 minutes on a 2.5 GHz processor
and 8 GB of RAM computer
10
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2. Result Analysis163
Considering the three sets of external conditions used to specify boundary164
conditions to the building energy model, i.e. the default and microclimatic165
approaches and isolated and array configurations, the following analyses re-166
sults regarding:167
• The temporal evolution of the global energy needs and operative tem-168
perature (Figures 2, 3 and 4). These results highlight differences in-169
duced by the different modeling approaches and configurations, i.e.170
considering one or another set of boundary conditions.171
• The dynamic contribution of each external condition on heating and172
cooling needs as well as operative temperature (Figures 5, 6 and 7).173
These results highlight the impact of each distinct external sollicitation174
on the building thermal behavior.175
Tab. 3 and 1 complete Fig. 2–7 by precising the mean and maximum176
differences of heating and cooling needs as well as operative temperature,177
induced by the different types of heat transfers, i.e. short wave and long178
wave radiative, convective as well as aeraulic-induced heat transfers.179
2.1. Impact of the modeling approach180
[Figure 2 about here.]181
[Figure 3 about here.]182
[Table 2 about here.]183
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2.1.1. Heating needs184
Considering a building standing alone, Fig.2 shows that renovation in-185
duces an averaged reduction of heating needs by a factor of four thanks to186
the improved thermal insulation and air tightness. As a consequence, ren-187
ovation also tends to reduce the influence of the modeling approach on it.188
More precisely, using the boundary conditions derived from the microcli-189
matic approach induces lower heating needs than estimated based on the190
default approach: the averaged difference equals 6 % and 3 % respectively191
for the initial and renovated buildings. The difference is mostly due to the192
contribution of the environmental radiant temperature, which is higher in193
the microclimatic approach, especially during daytime. This higher temper-194
ature decreases heating needs by 9 % and 3 % respectively for the initial and195
renovated buildings.196
With respect to other boundary conditions, the sensitivity of the reno-197
vated building to the modification of wind-induced heat transfers is rather198
negligible. These effects are more substantial in the initial building, for which199
modifying the aeraulic fluxes increases the daily heating needs by 3 % because200
of higher infiltrated air flow rate, which are not compensated by the slight201
increase of air temperature. Conversely, convective heat losses are reduced202
by 2 % when based on the microclimatic rather than the default approach,203
probably due to higher air temperature. Taking the smaller short-wave solar204
reflections derived from the microclimatic approach into account instead of205
the default flux, slightly increases the heating needs by 1 % and 2 % respec-206
tively for the initial and renovated buildings.207
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2.1.2. Cooling needs208
Contrary to heating needs, renovation does not substantially reduced209
cooling needs. Indeed, cooling needs are about six times smaller than heat-210
ing needs for initial building whereas they are comparable for the renovated211
building. Considering the default set of boundary conditions, renovation212
even tends to substantially increase the cooling period, which leads to an213
increase of energy needs by 60 %. The cooling period is also increased in the214
renovated building when considering boundary conditions derived from the215
microclimatic approach, but to a lesser extent. As the corresponding maxi-216
mal power loads are decreased by 30 %, estimates of energy needs are similar217
for both the initial and renovated buildings according to the microclimatic218
approach.219
Regarding the contribution of the different boundary conditions, and sim-220
ilarly to Sec. 2.1.1, the contribution of long wave radiative heat transfers221
mostly explains the differences of cooling needs observed when considering222
boundary conditions derived form the microclimatic instead of the default223
approach. This contribution explains both the earlier need of cooling and224
the increased power needs. As a result, modifying the environmental radi-225
ant temperature increases cooling needs by 33 % and 9 % respectively for the226
initial and renovated buildings respectively. Simultaneously modifying all227
boundary conditions increases cooling needs by 25 % and 10 % still for the228
initial and renovated buildings respectively.229
Modifying other external conditions and associated heat transfers induces230
deviations of the same order of magnitude for both building states. The231
second most important change in cooling needs is induced by the modification232
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of short wave radiation fluxes. As the received reflected fluxes are lower in233
the microclimatic than in the default approach, corresponding cooling needs234
are reduced by 6 % for both building states. Conversely, as the microclimatic235
approach estimates higher infiltrated air flow rates and local air temperatures,236
the aeraulic-induced heat transfers increase cooling needs by 4 % when based237
on corresponding data. Regarding convective heat transfers, considering the238
increased CHTC and local air temperature derived from the microclimatic239
approach induces a decrease of cooling needs by 6 % and 8 % respectively in240
the initial and renovated buildings. This counter-intuitive contribution can241
be explained by a higher solar heat removal at building outer surfaces, which242
limits overheating.243
2.1.3. Summer comfort244
Indoor operative temperatures are generally higher than the outdoor air245
temperature and show much smaller variation. Because of inertia, the op-246
erative temperature range in both the initial and the renovated buildings247
is of 3 ◦C, which is four times smaller than the range of meteorological air248
temperature. In addition, because of the improved thermal insulation and249
air tightness of the renovated building, the mean operative temperature is250
more than 4.5 ◦C higher than in the initial building. Indoor operative tem-251
perature even reaches 35 ◦C during the afternoon in this configuration, which252
substantially exceeds summer comfort requirements.253
With respect to the respective influence of boundary conditions, observed254
trends are comparable to Sec. 2.1.2 as external conditions and building prop-255
erties are similar. Nonetheless, because of the buffer effect of thermal iner-256
tia, effects are almost constant over the simulated period. The contribution257
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of long wave radiation is the most important factor affecting the operative258
temperature. The higher environmental radiant temperature induces an in-259
crease of the indoor operative temperature of 2.2 ◦C and 1.3 ◦C respectively260
for the initial and renovated buildings. As a result, taking all the bound-261
ary conditions derived from the microclimatic approach into account instead262
of conditions derived from the default approach tends to increase operative263
temperature by 1.6 ◦C and 1.3 ◦C respectively for the initial and renovated264
buildings.265
2.2. Impact of the urban environment266
[Figure 4 about here.]267
[Figure 5 about here.]268
Regarding the effects of adjusting the other types of heat transfers on269
the floating operative temperature, it can be noticed that the aeraulic con-270
tribution is equivalent to, and even more important than, the contribution271
of long wave radiation for the initial and renovated buildings. The aeraulic272
contribution is opposite but comparable to that of short wave radiation in273
the initial building. It represents the half of it in the renovated building.274
Hence, to address free cooling issues, Fig. 8 further analyzes the free cool-275
ing potential of buildings using natural ventilation, especially regarding the276
renovated building, which shows hot indoor temperatures. Results highlight277
that, if decreasing by a factor 10 the air tightness of the renovated building to278
simulate a volunteer over-ventilation, the operative temperature decreases on279
average by 1.3 ◦C in the isolated configuration. Such an effect is more impor-280
tant than the effect of solar masks in the array configuration. The decrease281
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of operative temperature by volunteer over-ventilation is reduced down to282
less than 0.4 ◦C when considering an urban configuration. Indeed, because283
of wind masks, ventilation air flows are reduced by a factor of three in this284
configuration, which points out the prejudicial lack of cooling potential in285
urban environment.286
3. Conclusion287
Recent applications of building energy simulation, such as the design of288
passive strategies, integration of renewables, network management or perfor-289
mance guarantee require the use of appropriate boundary conditions. This290
requirement becomes critical in urban and building physics because of global291
warming and urban growth issues. However, building energy models were292
basically not designed to address such problems. Thus, towards more accu-293
rate and integrated energy simulation of urban buildings, the present study294
discussed the dependence of simulation results, and more largely of building295
energy performance, to adaptive boundary conditions. The objective was to296
highlight the influence of the modeling approach and of the urban environ-297
ment on the dynamic thermal behavior of typical urban buildings. For this298
purpose, radiative, thermal and aeraulic conditions were derived from two299
state-of-the-art modeling approaches for two built configurations, and used300
as input for a detailed building energy simulation. On this basis, typical301
time integrated as well as dynamic behaviors of an old or thermally reno-302
vated building for typical sunny and windy summer and winter days under303
temperate climatic conditions were discussed.304
Comparing results obtained for a stand alone building but considering305
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boundary conditions derived from a building energy or a microclimatic model,306
results indicated that accounting for the surface temperatures of surround-307
ing surfaces is crucial. Adjusting the environmental radiant temperature was308
found to be the most influential modification of external conditions on power309
needs and operative temperature. This major effect has nonetheless to be310
related to the substantial difference estimated between the air and environ-311
mental radiant temperatures highlighted in Merlier et al. (2018a).312
Comparing results obtained for an isolated or a urban building, results313
pointed out the major effect of solar masks on power needs and operative314
temperature, as they decrease heat gains. This effect was generally found315
balanced by the modification of other boundary conditions. In particular,316
effects of aeraulics were shown substantial, especially with respect to the317
summer comfort in urban environments. Indeed, in this configuration, the318
absolute influence of wind sheltering was found comparable to that of solar319
masks and the small urban natural ventilation potential was shown particu-320
larly prejudicial for free cooling.321
The different above-mentioned effects were shown dependent on the ther-322
mal performance of building envelopes. Because of its insulation and air323
tightness, the renovated building appeared mostly impacted on by the mod-324
ification of solar fluxes, as well as, to a lesser extent by the environmental325
radiant temperature and aeraulics. On the contrary, most of the different326
boundary conditions significantly altered the thermal behavior of the initial327
building.328
Hence, the implemented methodology demonstrated the need of account-329
ing for comprehensive sets of appropriate boundary conditions to address330
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current building energy issues. Indeed, not only radiative conditions were331
shown dependent on the general modeling strategy developed and influen-332
tial on the dynamic thermal behavior of urban buildings. Wind related heat333
transfers, which also influence long wave radiative exchanges, were also shown334
dependent on the general modeling strategy and influential on the dynamic335
thermal behavior of urban buildings. To address these contributions, CFD336
appears very promising. Indeed, although computational time and turbu-337
lence modeling challenges still generally prevent its use for most of build-338
ing energy problems, recent developments such as lattice Boltzmann large339
eddy simulations (Obrecht et al., 2015; Merlier et al., 2018b) are likely able340
to improve the consideration of aeraulic effects in building energy studies.341
However, in order to extend the present methodology to a whole year, on-342
going work focuses on model adaptations to relevantly, but cost effectively,343
integrate external condition to building models, particularly with respect to344
short dynamics energy applications (see Frayssinet et al. (2017b)). Indeed,345
particular rapid physical processes such as transfers linked with aeraulics or346
solar loads transmitted by windows, which are not smoothed by conduction347
and inertia, are critical for power loads and thermal comfort analysis.348
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Figure 2: Influence of the modeling approach: modification of the heating needs induced
by the adjustment of external conditions.
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Figure 3: Influence of the modeling approach: modification of the cooling needs induced
by the adjustment of external conditions.
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Figure 4: Influence of the modeling approach: modification of the indoor operative tem-
perature induced by the adjustment of external conditions.
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Figure 5: Influence of the built configuration: modification of the heating needs induced
by the adjustment of external conditions.
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Mean (and Max.) urban effects (Array - Isolated) [kW]
Building state Phenom.
Heating
[kW]
Cooling
[kW]
Summer
comfort
[◦C]
Initial
SW rad. 1.1 (2.1) -0.7 (-3.0) -0.6 (-0.7)
LW rad. -0.4 (-0.5) 0.5 (1.4) 0.5 (0.5)
Aero. -1.0 (-1.9) 0.3 (1.6) 0.5 (0.6)
Conv. -0.1 (-0.2) 0.4 (1.3) 0.4 (0.5)
Combined -0.4 (-2.0) 0.6 (2.7) 0.7 (1.0)
Renovated
SW rad. 0.8 (2.5) -0.6 (-1.9) -1.1 (-1.2)
LW rad. -0.1 (-0.2) 0.2 (0.5) 0.4 (0.5)
Aero. -0.2 (-0.4) 0.2 (1.2) 0.6 (0.7)
Conv. 0.0 (0.0) 0.1 (0.2) 0.1 (0.1)
Combined 0.5 (2.3) -0.1 (1.0) -0.0 (0.2)
Table 1: Influence of the built configuration: effect of boundary conditions
- SW rad.: Short wave rad. (dir. SW+diff. SW ), - LW rad.: Long wave rad. (Trad),
- Aero.: Infiltration+ventilation (Pressure+Tvent), - Conv.: Convection (CHTC+Tair),
- Combined: Combined effects (all environmental variables)
3.0.1. Heating needs441
The general effect of surrounding buildings on heating needs is inverse442
for the initial and the renovated buildings. In the initial building, the urban443
environment increases heating needs by 2 % during the day and decreases444
them by 5 % during the night. As a result, surrounding buildings decrease445
heating needs by 2 % on average. Regarding the renovated building, the446
general effect of the urban environment appears negligible during the night447
but its effect during daytime leads to an average increase of heating needs448
by 6 %.449
This effect of surrounding buildings on heating needs is mainly explained450
by the sun shading induced by surrounding buildings, which is the most451
influential modification of external conditions affecting heating loads. This452
effect is major during daytime as the East and West and mainly the South453
faces are masked. Reduced short wave fluxes increase heating needs of the454
initial building by 7 %. The increase is of 10 % for the renovated building,455
which evidences its higher sensibility to solar flux. Heating is even needed456
around midday in this configuration, which is not the case for the isolated457
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Figure 6: Influence of the built configuration: modification of the cooling needs induced
by the adjustment of external conditions.
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Figure 7: Influence of the built configuration: modification of the indoor operative tem-
perature induced by the adjustment of external conditions.
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building.458
The influence of surrounding buildings on other external conditions counter-459
balance the effect of solar masks. In particular, aeraulic effects nearly com-460
pensate the effect of the reduced short wave radiative flux for the initial461
building, which support a higher sensitivity of the this building to other462
boundary conditions than the renovated building. The alteration of aeraulic463
induced heat transfers, as well as of long wave radiative heat transfer, by464
surrounding buildings is three times less influential in the renovated than465
in the initial building (-2 % and -1 % versus -7 %and -3 % respectively), and466
the contribution of convective heat transfers is negligible for both building467
states.468
3.0.2. Cooling needs469
On average, the general effect of surrounding buildings is an increase470
of cooling needs by 5 % for the initial building. The effect of the urban471
environment is especially visible during the morning. On the contrary, the472
presence of surrounding buildings tends to slightly decrease the cooling needs473
by 1 % for the renovated building.474
As for heating, the modification of short wave radiative fluxes due to sur-475
rounding buildings is the most influential contribution affecting cooling needs476
for both building states. Although being slightly modulated by increased re-477
flexion, solar masks reduce cooling needs by 6 and 7 % for the initial and478
renovated buildings respectively. This decrease of cooling needs is particu-479
larly due to two main gaps occurring in the morning and afternoon, which480
respectively correspond to the shading of the East and West faces.481
The modification of the other boundary conditions, i.e. the increase of482
environmental radiant temperature, the decrease of ventilation potential and483
of convective heat transfers are opposite to the effects of the reduced solar484
loads. For the initial building, their combined effect is even higher than the485
effect of solar masks. This is also the case for the renovated building, but only486
during midday. Indeed, in this configuration, solar effects remains dominant487
during the early morning and the evening.488
3.0.3. Summer comfort489
Results analysis highlights comparable trends for the operative temper-490
ature as for cooling needs. On average, the urban environment increases491
the operative temperature of the initial building by 0.7 ◦C while the opera-492
tive temperature of the renovated building remains similar in the array and493
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Figure 8: Effect of pressure on free cooling potential.
in the isolated configuration because of compensations. The modification494
of short wave radiation induced by surrounding buildings is the most influ-495
ential effect on the building thermal behavior. It decreases the operative496
temperature by 0.6 ◦C and 1.1 ◦C respectively for the initial and renovated497
buildings.498
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Wall Window Roof
Initial state
Surface [m2] 250 77 140
Materials 40 cm stone double glazing
13 cm plaster +
2 cm insul. + tile
U [W m−2 K−1] 1.7 2.6 1.35
Renovated
Materials 12 cm insulation triple glazing
12 cm insul. +
18 cm wood fiber
U [W m−2 K−1] 0.24 1 0.2
Table 2: Thermal properties of the generic test cases.
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Mean (and Max.) modeling effects (Isolated - Default)
Building state Phenom.
Heating
[kW]
Cooling
[kW]
Summer
comfort
[◦C]
Initial
SW rad. 0.2 (0.4) -0.5 (-2.0) -0.5 (0.5)
LW rad. -1.2 (-1.8) 2.6 (8.1) 2.2 (2.5)
Aero. 0.4 (1.6) 0.3 (1.7) 0.1 (0.3)
Conv. -0.3 (-0.9) -0.5 (-1.8) -0.3 (-0.5)
Combined -0.9 (-2.7) 2.0 (7.7) 1.6 (2.0)
Renovated
SW rad. 0.1 (0.3) -0.4 (-0.9) -0.8 (-0.9)
LW rad. -0.3 (-0.5) 0.7 (1.7) 1.3 (1.4)
Aero. 0.0 (-0.7) 0.3 (1.2) 0.5 (0.7)
Conv. -0.0 (-0.3) -0.1 (-0.3) -0.1 (-0.2)
Combined -0.3 (-1.3) 0.7 (2.5) 1.3 (1.7)
Table 3: Influence of the modeling approach: effect of boundary conditions
- SW rad.: Short wave rad. (dir. SW+diff. SW ), - LW rad.: Long wave rad. (Trad),
- Aero.: Infiltration+ventilation (Pressure+Tvent), - Conv.: Convection (CHTC+Tair),
- Combined: Combined effects (all environmental variables)
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