We study the linear convergence of variants of the Frank-Wolfe algorithms for some classes of strongly convex problems, using only affine-invariant quantities. As in [GM86], we show the linear convergence of the standard Frank-Wolfe algorithm when the solution is in the interior of the domain, but with affine invariant constants. We also show the linear convergence of the away-steps variant of the Frank-Wolfe algorithm, but with constants which only depend on the geometry of the domain, and not any property of the location of the optimal solution. Running these algorithms does not require knowing any problem specific parameters.
linear rate for the special case of quadratic objectives when the optimum is in the strict interior of the domain, but their result was already subsumed by [GM86] . More recently [AST08, KY10, AFÑS13] have obtained linear convergence results in the case that the optimum solution satisfies Robinson's condition [Rob82] . In a different recent line of work, [GH13a, GH13b] has studied an algorithm variation 1 that moves mass from the worst vertices to the "towards" vertex until a specific condition is satisfied, yielding a linear convergence rate. Their algorithm requires the knowledge of several constants though, and moreover is not adaptive to the best-case scenario, unlike the Frank-Wolfe algorithm with away steps and line-search. None of these previous works was shown to be affine invariant, and most require additional knowledge about problem specific parameters. Let v k ∈ arg max
∇f (x (k) ), v and d 
> 0} end
We consider general constrained convex optimization problems of the form min x∈D f (x) .
We assume f is convex and differentiable, and that the domain D is a bounded convex subset of a vector space. The Frank-Wolfe method [FW56] , also known as conditional gradient [LP66] works as follows: At a current x (k) , the algorithm considers the linearization of the objective function, and moves slightly towards a minimizer of this linear function (taken over the same domain). In terms of convergence, it is known that the iterates of Frank-Wolfe satisfy f (x (k) ) − f (x * ) ≤ O 1/k , for x * being an optimal solution [FW56, DH78, Jag13] . One of the main reasons for the recent increased popularity of Frank-Wolfe-type algorithms is the sparsity of the iterates, i.e. that the iterate is always represented as a sparse convex combination of at most k vertices S (k) ⊆ V of the domain D, which we write as
Here V is defined to be the set of vertices (extreme points) of D, so that D = conv(V). We assume that the linear oracle defining s k always returns a point from V as a minimizer. Away-Steps. The away-steps variant of Frank-Wolfe, as stated in Algorithm 1, was proposed in [Wol70] , with the idea to also remove weight from "bad" ones of the currently active atoms. Note that the classical Frank-Wolfe algorithm is obtained by only using the FW direction in Algorithm 1. If γ k = γ max , then we call this step a drop step, as it fully removes the vertex v k from the currently active set of atoms S (k) . The updates of the algorithm are of the following form: For a FW step,
For an away step, we have
Affine Invariant Measures of Smoothness and Strong Convexity
Affine Invariance. An optimization method is called affine invariant if it is invariant under affine transformations of the input problem: If one chooses any re-parameterization of the domain D, by a surjective linear or affine map M :D → D, then the "old" and "new" optimization problems min x∈D f (x) and minx ∈Df (x) forf (x) := f (Mx) look completely the same to the algorithm.
More precisely, every "new" iterate must remain exactly the transform of the corresponding old iterate; an affine invariant analysis should thus yield the convergence rate and constants unchanged by the transformation. It is well known that Newton's method is affine invariant under invertible M , and the Frank-Wolfe algorithm is affine invariant in the even stronger sense under arbitrary M [Jag13] . (This is directly implied if the algorithm and all constants appearing in the analysis only depend on inner products with the gradient, which are preserved since ∇f = M T ∇f .)
Affine Invariant Measures of Smoothness. The affine invariant convergence analysis of the standard Frank-Wolfe algorithm by [Jag13] crucially relies on the following measure of non-linearity of the objective function f over the domain D. The curvature constant C f of a convex and differentiable function f : R n → R, with respect to a compact domain D is defined as
The assumption of bounded curvature C f closely corresponds to a Lipschitz assumption on the gradient of f . More precisely, if ∇f is L-Lipschitz continuous on D with respect to some arbitrary chosen norm . , then
where diam . (.) denotes the . -diameter, see [Jag13, Lemma 7] . While the early papers [FW56, Dun79] on the Frank-Wolfe algorithm relied on such Lipschitz constants with respect to a norm, the curvature constant C f here is affine invariant, does not depend on any norm, and gives tighter convergence rates. C f combines the complexity of D and the curvature of f into a single quantity.
An Affine Invariant Notion of Strong Convexity. Inspired by the affine invariant curvature measure, one can also define a related affine invariant measure of strong convexity, when combined with the assumption of the optimum x * being in the strict interior of D: µ
Here the point s is defined to be the point where the ray from x to the optimum x * pinches the boundary of the set D, i.e. furthest away from x while still in D, s(x, x * , D) := ray(x, x * ) ∩ ∂D. We will later show that this strict interior assumption, which can be very prohibitive, can be removed for the Frank-Wolfe algorithm with away steps, as we explain in Section 4. Clearly, the quantity µ The following simple lemma gives an interpretation of the very abstract (affine invariant) quantity defined above, in terms of classical norms and strong-convexity properties. 
Linear Convergence of Frank-Wolfe
We obtain an affine invariant linear convergence proof for the standard FW algorithm when f is strongly convex and the solution x * lies in the relative interior of D (an improvement over [GM86] 
error, and
− s is the duality gap as defined by [Jag13] .
Linear Convergence of Frank-Wolfe with Away-Steps
We now show the linear convergence of FW with away-steps under strong convexity, without any assumption on the location of the optimum with respect to the domain. However, our convergence rate will depend on a purely geometric complexity constant of the domain D, as we show below.
An Affine Invariant Notion of Strong Convexity which Depends on the Geometry of D.
The trick is to use anchor points in the domain in order to define standard lengths (by looking at proportions on lines). These anchor points (s f (x) and v f (x) defined below) are motivated directly from the away-steps algorithm. Let s f (x) := arg min v∈V ∇f (x), v (the standard Frank-Wolfe direction). To define the awayvertex, we consider all possible expansions of x as a convex combination of vertices. Let S x := {S | S ⊆ V such that x is a proper 2 convex combination of all the elements in S}. For a given set S, we write v S (x) := arg max v∈S ∇f (x), v for the away vertex in the algorithm supposing that the current set of active vertices was S. Finally, we define v f (x) := arg min
∇f (x), v to be the worst-case away vertex (that is, the vertex which would yield the smallest away descent).
We can now define the strong convexity constant µ A f which depends both on the function f and the domain D: µ
Here the positive quantity γ
plays the role of γ in definition (1). Interpretation. The above complexity definition is already sufficient for us to prove the linear convergence. Additionally, the constant can be understood in terms of the geometry of D, as follows: Directional Width. The directional width of a set D with respect to a direction d (and underlying inner product norm
Pyramidal Width. We define the pyramidal directional width of a set D with respect to a direction d and a base point
To define the pyramidal width of a set, we take the infimum over a set of possible feasible directions d (in order to avoid the problem of zero width). A direction d is feasible for D from x if it points inwards the set, (i.e. d ∈ cone(D − x)).
We define the pyramidal width of a set D to be the smallest pyramidal width of all its faces, i.e. 
P dirW (D) := inf
Lemma 6. Let f be a convex differentiable function and suppose that f is µ-strongly convex w.r.t. some inner product norm · over the domain D with strong-convexity constant 
Moreover, the number of drop steps up to iteration k is bounded by k/2. This yields the global linear convergence rate of
2 By proper convex combination, we mean that all coefficients are non-zero in the convex combination. 3 For a convenience in the proof, we use a slightly modified curvature constant C . 4 In the algorithm, one can either use line-search or set the step-size as the feasible one that minimizes the quadratic upper bound given by the curvature
A Linear Convergence of Frank-Wolfe for Strongly Convex Functions with Optimum in the Interior

A.1 An Affine Invariant Notion of Strong Convexity
We re-state and interpret the "interior" strong convexity constant µ FW f as defined in (3), that is
Here the point s is defined to be the point where the ray from x to x * pinches the boundary of the set
Recalling that the curvature C f by definition (1) provides an affine-invariant quadratic upper bound on the function f , the strong convexity constant µ here gives rise to an analogous quadratic lower bound, that is
if the point y = x + γ(s − x) is determined by the boundary point s(x, x * , D) and an arbitrary step-size γ ∈ [0, 1], i.e., if the point y lies on the segment which is between x and the boundary of D, and passes through x * .
Here we prove Lemma 2, which gives a simple geometric interpretation of the abstract (affine invariant) quantity µ 
Proof. By definition of strong convexity with respect to a norm, we have that for any x, y ∈ D,
We want to use this lower bound in the definition (3) of the affine invariant strong convexity constant. Observe that
convexity. Moreover, by the definition of s and
which is the claimed bound.
A.2 Convergence Analysis
Curvature. The definition of the curvature constant C f as in (1) directly gives an affine invariant quadratic upper bound on the objective function, as follows:
Let x γ := x + γ(s − x) be the point obtained by moving with step-size γ in direction s ∈ D. By definition of C f , we have
. This crucial bound enables us to analyze the objective improvement in each iteration in FrankWolfe-type algorithms, as in [Jag13] : If the point s is the standard Frank-Wolfe direction returned by an exact linear oracle, then the middle quantity is exactly the negative of the duality gap, ∇f (x), s − x = −g(x). If an inexact linear oracle is used instead, which has multiplicative approximation quality ν (to be defined below), then we always have the upper bound
Inexact Linear Oracles. The standard linear oracle used inside the classical Frank-Wolfe algorithm is given by s ∈ arg min v∈D ∇f (x), v . We say that the linear oracle satisfies multiplicative accuracy ν for some ν ∈ [0, 1], if for any x ∈ D, the returned s is such that
Note that the classical Frank-Wolfe direction s satisfies this inequality with ν = 1. The inequality means that the oracle answer s attains at least a ν-fraction of the current duality gap g(x) := max s∈D ∇f (x (k) ), x − s as defined by [Jag13] . 
Then the error of the iterates of the Frank-Wolfe algorithm with step-size γ := min{1,
νg k C f
} (or using line-search) decreases geometrically, that is
s is the duality gap as defined by [Jag13], and
ν ∈ [0, 1] is the multiplicative approximation quality to which the linear sub-problems are solved.
Proof. Applying the strong convexity bound (6) at the current iterate x := x (k) for the special step-size γ such that y = We now want to use the curvature definition to lower bound the absolute progress h k − h k+1 . The definition of the curvature C f in the form of the quadratic upper bound (7) reads as
Using this for the particular step-size γ :=
(The border case when νg k C f > 1 will be discussed separately below). The same inequality also holds in the line-search case, as the improvement only gets better. Combining the two bounds, we have obtained
implying that we have a geometric rate of decrease h k+1 ≤ 1 − ν
Border case. In the above analysis, we have assumed that the step-size γ :=
If this is not the case (i.e. if νg k > C f ), then the actual step-size in the algorithm is clipped to 1, in which case the curvature upper bound (7) for γ :
Using that the main property h k ≤ g k of the duality gap (by convexity), we therefore have 4), is affine invariant, since it only depends on the inner products of feasible points with the gradient. Also, it combines both the complexity of the function f and the geometry of the domain D. The goal of this subsection is to prove Lemma 6, which provides a geometric interpretation of µ We recall the definition of µ A f as given in (4):
Here the positive quantity γ 
Proof.
Exposing a facet of a polytope. Finally, we introduce a final concept that will be useful in the proof. We say that a direction d exposes a facet 5 F of the polytope D at x if 1) F includes x and is a facet of D; and 2) the orthogonal component of d to this facet defines this facet with d on one side and D − x on the other side. In other words, let F s := span(D − x) be the affine hull of F re-centered at x; let P Fs be the orthogonal projection operator onto F s ; then the second condition can be expressed as F = {y ∈ D : (I − P Fs )d, y − x = 0} and (I − P Fs )d, y − x ≤ 0 ∀y ∈ D (note that (I − P Fs )d is the orthogonal component of d to the facet F ). Note that these conditions imply that d cannot be a feasible direction, i.e. d / ∈ cone(D − x) and that x must be on the (relative) boundary of D. It turns out that the converse is also true: if d / ∈ cone(D − x), then there must exist at least a facet of D exposed by d at x. 6 Lemma' 6. Let f be a convex differentiable function and suppose that f is µ-strongly convex w.r.t. some inner product norm · over the domain D with strong-convexity constant µ ≥ 0. Then
Using the strong convexity bound (10) with y := x * on the right hand side of equation (4) (and using the shorthand r x := −∇f (x) ), we thus get:
wherer x,x * := x * −x x * −x is the unit norm feasible direction from x to x * . We are thus taking an infimum over all possible feasible directions starting from x (i.e. which moves within D) with the additional constraint that it makes a positive inner product with the negative gradient r x i.e. it is a strict descent direction. This is only possible if x is not already optimal, i.e. x ∈ D \ X * where X * := {x * ∈ D : r x * , x − x * ≤ 0 ∀x ∈ D} is the set of optimal points. [NOTE: I know that by strong convexity it only contains one point; but I wanted to keep it general here just to see the effect of the constraints and to get more intuition about the constants].
The goal in the rest of the proof is to equivalently project r x onto facets of D and then to characterize the property of its projection so that we can consider a wider set of valid directions that will thus yield a lower bound on the infimum of
. For the rest of the proof, we fix x / ∈ X * and we work on the centered polytope at x i.e. letD = D − x. During the proof, we work on faces K l ofD of decreasing dimensions which all include x at their origin, as well as maintain a projection of the gradient d l ∈ C l := span(K l ). We let P l be the orthogonal projection operator onto C l . We will keep projecting the gradient as d l := P l d l−1 until they become a non-zero feasible direction from the origin i.e. d l ∈ cone(K l ) \ {0}, at which point we will exit the loop with d = d l and K = K l for the last considered face.
We start with K 0 =D and we note that since both
for any x * such that r x , x * − x = 0. Then we consider whether d 0 is a feasible direction in K 0 . If d 0 is feasible i.e. d 0 ∈ cone(K 0 ), then we stop with d = d 0 = P 0 r x and K = K 0 . By the definition of the dual norm · * (generalized Cauchy-Schwartz), we have d,r x,x * ≤ d * r x,x * = d * · 1, and thus for this x we have:
In the other possibility (d 0 / ∈ cone(K 0 )), then there must exist a least one facet K 1 of K 0 that is exposed by d 0 at 0 (note that we cannot have d 0 = 0 since x / ∈ X * ). We now project d 0 on span(K 1 ): d 1 := P 1 d 0 , and we show how the lower bound transforms. This yields the following inequalities:
From the first to the second line, we used the fact that r x − d 0 , y = 0 for any y ∈ K 0 = D − x as d 0 is the orthogonal projection of r x on C 0 = span(K 0 ) (and thus we also have that
To go from the second to the third line, we use the fact that the first term yields an inequality as K 1 ⊆ K 0 . Also, let K x be the minimal dimensional face of D containing x (and thus x is in the relative interior of K x ). Note that S x = vertices(K x ), and also that K x is included in any other face containing x. We thus have S ⊆ K 1 + x for any S ∈ S x and thus the second term on the second line yielded an equality. The fourth line used the fact that To deal with r x ,r x,x * = d 0 ,r x,x * , we use the crucial fact that d 0 exposes the facet
We claim that we can choose r 0 ∈ K 1 . To see this, let r 1 = P 1 r 0 and write
Note that in the third line, we have used that r 1 = P 1 r 0 − P 1 0 ≤ r 0 − 0 by the contraction property of the orthogonal projection for inner product norms. 7 In the last line, we have an equality instead of the ≤ inequality as d 1 , y = d 0 , y ∀y ∈ K 1 and K 1 ⊆ K 0 , and so we also have the ≥ direction. Combining the facts from (12) and (13), we get in this case:
We are now back to a similar situation as before, but with K 1 instead of K 0 as the reference polytope. Note that by the third line of (13), we have d 1 , r 1 ≥ d 0 , r 0 > 0 and thus d 1 = 0 (which is crucial to avoid a trivial lower bound of zero). So again, we consider whether 
where d ∈ cone(K) \ {0}.
If d 1 / ∈ cone(K 1 ), then we continue our iterative process: we get that d 1 exposes a facet K 2 of K 1 . We thus project d 1 on K 2 to get d 2 = P 2 d 1 . We can repeat exactly the same argument as before to get (12) and (13) with d 2 and K 2 in place of d 1 and K 1 (and d 2 = 0). If d 2 ∈ cone(K 2 ), then we stop with d = d 2 and K = K 2 and we again get the inequality (14). Otherwise, we get an exposed facet K 3 , and repeat the process with d 3 = P 3 d 2 . This process must stop at some point l: at the latest, we will reach K l = K x − x, the minimal dimensional face containing 0. In this case we must have d l ∈ cone(K l ) as 0 is in the relative interior of K l for a minimal face and so all directions are feasible. We also note that d l = 0 by the argument in (13) that implies d l , s(K l , d l ) > 0 (this condition is crucial to avoid having a lower bound of zero!). The latter also implies that the dimensionality of K l must at least be 1. Letting again d = d l and K = K l , we get inequality (14) with d ∈ cone(K) \ {0}.
From this argument, we can see that by considering all the possible faces ofD of dimension at least one which includes 0, and any feasible directions for these faces, we are sure to include the d and K that appears in (14). Translating back to the affine space D (i.e. we use K + x as the face of D which contains x), we can start to vary x again. We thus obtain the following lower bound: For the last inequality, we used (9) from Remark 5. Combining this statement with (11) concludes the proof.
B.2 Linear Convergence Proof
Curvature Constants. Because of the additional possibility of the away step in Algorithm 1, we need to define the following slightly modified additional curvature constant, which will be needed for the linear convergence analysis of the algorithm 8 :
By comparing with C f (1), we see that the modification is that y is defined with the away direction 
8 This can be avoided if the algorithm uses the step-size that minimizes a quadratic upper bound (see the proof for Theorem 7; we can actually use γ k := min{1, γmax,
}); but then one needs to compute an upper bound on C f to run the algorithm (which is not always easy). Moreover, this algorithm might have less chance to get the 'best case' behavior by being less adaptive.
Remark 8. For all pairs of functions f and domains D, it holds that µ
