Abstract

Introduction
Protein identifications from complex biological mixtures often involve the application of tandem mass spectrometry techniques. One such technique, known as the Multi-Dimensional Protein Identification Technique, or MudPIT, involves the use of computer search algorithms that automate the process of identifying proteins present in the sample mixture based on mass spectrometry analysis. This technique involves digestion of the protein mixture with a protease such as trypsin, followed by liquid chromatography separation using first a strong cation exchange column followed by a reverse-phase separation. Peptides eluting from these separations are subjected to ionization and fragmentation in the mass spectrometer. The database search algorithms are then used to match the acquired spectra to peptide sequences from a protein database. These algorithms, while helpful, are far from perfect when it comes to accuracy of peptide identifications.
These programs identify peptides by comparing the collected spectra to predicted spectra from the database sequences and applying a score to that identification. The peptide with the highest score is the one selected as the identification. The user is able to select a cutoff score or scores above which identifications are kept, and below which identifications are disregarded. When a protein is identified from several unique peptide spectra, the inherent redundancy of identification provides a significant confidence of protein identification, even if the confidence of some of the peptide identifications is low. As the number of peptides assigned to each protein sequence decreases, the confidence of protein identification drops, until we reach the proteins identified from one unique peptide sequence. These proteins rely completely on the ability of the database search algorithm, and the applied score cutoff parameters for identification. We propose a system of analysis that utilizes the consensus between two popular search algorithms, SEQUEST and XTandem, to increase the confidence of protein identifications from single peptides, while minimizing false-positive identifications.
There are many example in current literature of proteomic analyses performed by application of the MudPIT technique [1] [2] [3] [4] [5] . However, there is no consensus on the search parameters used for the database search algorithm, or the treatment of the proteins identified from single peptides. It is not correct to simply disregard single-peptide matches [3] because such peptides may be the only detectable peptide from an enzymatic digest, and therefore perfectly valid for identification purposes. It is equally incorrect to include all proteins identified from single peptides because of the variability in protein identification from poor mass spectra, resulting in a high rate of false-positive identifications.
There have been numerous attempts to validate protein identifications from current database search algorithms. Many of these involve statistical modeling, such as the linear discriminate analysis used to determine the accuracy of search algorithm assignments [6] , or the Qscore algorithm using a probabilistic scoring system and analysis of false-positive identification rates using a reverse database [7] . Some of the validation schemes utilize manipulation of search parameters to achieve higher confidence of protein identifications [8; 9] , as well as utilization of the tryptic status of peptides as an additional level of validation [10] [11] [12] [13] . Yet another approach involves the application of a machine learning algorithm, known as the support vector machine (SVM), that uses mixtures of known proteins to train the SVM to distinguish between correct and incorrect peptide identifications by SEQUEST [14] . Some approaches use the inclusion of orthogonal parameters such as exact mass measurements of selected peptides [ 15] , although this requires the use of a mass spectrometer capable of such exact measurements. In addition, some have used liquid chromatography information to match peptide elution times to predicted sequences [16] .
There are published reports involving proteomic analysis in which the final results are in the form of a consensus between the output from two different search algorithms [ 17] .
This study relied on the use of SEQUEST and Mascot, both of which are commercial products which require purchase of a license. However, neither this report, nor any of those mentioned above, specifically address the issue of improving the confidence rate of assignment for proteins identified from a single peptide.
Our aim in this study was to develop a set of software tools that would enable us to achieve much higher confidence in our single peptide based protein identifications.
Our specific goal was to reach 95% confidence of assignment, or greater, for both single and multiple peptide based protein identifications, using only freely available, opensource software in addition to our existing SEQUEST analysis platform. As a consequence, all software tools developed and used in this project are made freely available via our lab website.
Data were acquired from MudPIT analyses of yeast (S. cerevisiae) mixed organelle lysate and rice (0. sativa) tissue samples. These were used to optimize a set of SEQUEST cutoff parameters which give a greater than 95% confidence that the assigned proteins from multiple peptide matches are valid, assessed by using reversed database searching [7] . The spectra corresponding to the single peptide matches from the initial SEQUEST search are then sorted and reanalyzed by a complementary search with the XTandem algorithm. Single peptide identifications that are matched by both search algorithms are accepted, as valid as we demonstrate that they also have at least a 95% confidence level. The format of the final result output is an Excel spreadsheet indicating the consensus of both the DTAselect filtered sequest results and the reanalysis of the single peptide matches using XTandem, with revised summary totals calculated. We show that this procedure is both reproducible across replicate analyses of the same sample, and equally applicable to samples from distinctly different biological starting materials.
Materials and Methods
Preparation of yeast mixed organelle lysate
The yeast cell samples were processed as described [5] . Briefly, yeast mixed organelle lysate was reduced with dithiothreitol and carbamidomethylated with iodoacetamide. Sample was then digested with endoproteinase Lys-C and trypsinized with Poroszyme immobilized trypsin beads (Applied Biosystems, Framingham, MA, USA). The tryptic digest solution was desalted and purified on a Spec PT C 18 solid phase extraction pipette tip (Varian, Lake Forest, CA, USA), dried under vacuum and reconstituted in 0.5% HPLC grade formic acid (Merck, Darmstadt, Germany).
Preparation of rice leaf and root tissue lysates
Rice plants (Oryza sativa, cv. Nipponbare), were grown from seed in a temperature controlled greenhouse under a 12h light 29°C / 12h dark 21'C regime.
Humidity was maintained at 30%, and plants were grown in pots containing 50% Sunshine Soil Mix and 50% nitrohumus. Leaf and root samples were collected 50 days after germination and were pooled from multiple plants. Harvested leaves and roots were ground to a fine powder using liquid nitrogen in a mortar and pestle. Protein extracts were prepared using TCA/acetone precipitation, and protease digests of extracted protein were prepared as previously described [ 18] . Briefly, proteins were denatured in 8M Urea and then sequentially digested by endoproteinase Lys-C and trypsin (Sigma, St. Louis, MO, USA). The resulting digest solution was desalted and purified using C-18 solid phase extraction as described above.
Nanoflow two-dimensional liquid chromatography--tandem mass spectrometry (MudPIT)
Analysis of both yeast and rice samples were accomplished by nanoflow twodimensional liquid chromatography -tandem mass spectrometry, commonly referred to as MudPIT [10] , by a previously described method [5] . Briefly, a microbore HPLC system was modified to operate at capillary flow rates using fused silica columns packed with 5 im Zorbax Eclipse XDB C-18 resin (Agilent Technologies, Palo Alto, CA, USA) and 5[im polysulfoethyl-A strong cation exchange resin (PolyLC Inc., Columbia, MD, USA). Samples were introduced onto the column using a Surveyor autosampler. The HPLC column eluted directly into the ESI source of a ThermoFinnigan LCQ-Deca XP Plus ion trap mass spectrometer (Thermo Electron, San Jose, CA, USA). Peptides were eluted in a NH 4 HCO 3 gradient at a flow rate of 400 nL/min. A ten salt-step fractionation was performed, for a total of 13 fractions that were generated and analyzed.
Database searching and false positive rate determination
The entire set of tandem mass spectra collected from all chromatographic steps are searched against an appropriate protein sequence database using SEQUEST (BioWorks version 3.1) (Thermo Electron) [8; 19] [20; 21] . False-positive protein identification rates were calculated from searching against a reversed protein sequence database [7] .
The reverse database was produced using an in-house developed perl script.
MS/MS spectra were searched against a database of rice protein sequences (36318 sequences) downloaded from publicly available resources at NCBI (www.ncbi.nlm.nih.gov), and the yeast genome from the Saccharomyces Genome Database (www.yeastgenome.org), which was combined with bovine (Bos taurus) and equine (Equus caballus) genomes for a total of 12976 sequences. Both the rice and yeast databases were supplemented with an in-house contaminants file including trypsin, Lys-C, keratin, albumin, casein and other common laboratory contaminants. SEQUEST search results were filtered using DTA-select (available at http://fields.scripps.edu/DTASelect/) [22] using the indicated cutoff parameters.
Data manipulation tools
Manipulation of mass spectrometry data was assisted by the use of several perl script programs designed in-house. These scripts include the subappend.pl script, which combines all SEQUEST-produced .dta files contained in a sub directory into one .dta file.
Next is the append.pl script, which is similar to the subappend script, but instead combines all .dta files in a parent directory into one .dta file. Using these two scripts in sequence produces a single .dta file that contains all of the .dta files from a complete MudPIT run, allowing the complete dataset to be searched using the XTandem program.
To extract those dta files corresponding to SEQUEST single-peptide identifications, the DTAsorter.pl script is used. This script uses the DTASelect-filter.txt output file and separates all .dta files from a MudPIT run into three folders. The first folder contains all .dta files that correspond to single-peptide identifications (singlexcel).
Second is the folder containing all of the remaining unidentified .dta files that correspond to protein identifications in the SEQUEST analysis (inexcel). Last is the folder containing all of the remaining .dta files (notinexcel). To remove .dta files for XTandem searching, one would use the append.pl script on the singlexcel folder, producing a single appended .dta file.
Algorithm consensus determination
For data comparison purposes, the CommonSingles.pl script compares a standard DTASelect output file (DTASelect-filter.txt) to an XTandem excel table output (obtained using the Global Proteome Machine xml input page at:
http://h451.thegpm.org/tandem/thegpmupview.html). The common singles script produces a modified DTASelect output file that includes all of the single peptides found by XTandem that are also found by SEQUEST. For determining false positive rates, preparation of reverse databases was done using the reverse.pl script. All perl scripts along with usage instructions are available for download at http://proteomics.arl.arizona.edu/perl.html.
Results and discussion
Variability in protein identifications using published SEQUEST parameters
The first step in our analysis was to optimize SEQUEST cutoff parameters to produce a greater than 95% confidence in assignment of multiple peptide based protein identifications. We began this process with a literature survey. There are many different sets of published SEQUEST parameters in the current literature. Figure 1 Table 1 . It is important to note that the data shown for Reference 3 is modified slightly from the published parameters. In this reference, the authors did not include any singlepeptide protein identifications. We have included them in the interest of completeness.
The cutoff scores in Reference 1 are used in our laboratory as our standard SEQUEST cutoff scores, developed over many years of experience with a very wide range of sample types.
False positive rates from different published SEQUEST search parameters
Six different sets of MudPIT analysis data were acquired; three replicates of aliquots of a yeast mixed organelle lysate, and three different rice tissue samples, prepared from leaf, root and seed. All six data sets were searched using SEQUEST against both a forward and reversed database, to allow assessment of false positive rates of assignment [7] . All twelve results (six forward and six reversed) were then filtered using each of the five SEQUEST parameter cutoff sets as listed in Table 1 . Figure 2 shows the false positive rates produced by each of the five SEQUEST cutoff scores when applied to the analysis of yeast dataset 1. Table 2 shows the false positive rates produced by the analysis of all six MudPIT datasets using the SEQUEST cutoff parameters from reference 1. In all cases, the largest contributor to the overall false-positive rate is the proteins identified from single-peptides. Reference 1 cutoff scores, which are already in use in our laboratory, produce a multiple-peptide false positive rate below the 5% threshold we are aiming for. None of the other cutoff parameters has all multiple-peptide identifications under a 5% false positive rate.
Since the SEQUEST cutoff scores in use in our laboratory reached our goal of 95% confidence in multiple peptide identifications, we decided to use a second database search algorithm specifically for reanalysis of single peptide-based identifications from SEQUEST.
Development of software tools to sort single-peptide identification spectra
Our plan of validating single-peptide protein identifications using a complementary database search algorithm required the use of an algorithm that was freely available. XTandem provided the desired open-source search algorithm that was easily configured, and performed database searches much faster than SEQUEST. In order to utilize this secondary search program, however, we had to design some perl script-based software tools to assist us. The first program is the DTAsorter.pl script, which parses out of a larger dataset only those spectra that SEQUEST matched as single-peptide protein identifications. Once the relevant spectra are sorted, they are concatenated by another script into a single .dta spectrum file for use by the XTandem program. These software tools allow us to sort thousands of MudPIT spectra quickly and easily and are available for free download at our website (http://proteomics.arl.arizona.edu).
Complementary analysis of single-peptide spectra using the XTandem search algorithm
Since we were planning to use XTandem as a second search algorithm, we reanalyzed the complete yeast MudPIT dataset 1 using XTandem to determine a stringency level of result filtering that produced similar output to the SEQUEST data. The main parameter used for results filtering in XTandem is the expectation value (e-value) as determined by the algorithm. As shown in Figure 3 , an e-value cutoff of 0.02 produces results that are very similar to those produced using our standard SEQUEST cutoff scores We have developed a technique that can be employed by anyone utilizing a SEQUEST-based proteomic analysis platform, using the XTandem algorithm as a complementary tool for verification of single-peptide protein identifications. We have achieved this using exclusively open-source software, including several datamanipulation software tools developed in our laboratory, all of which are freely available for download. We make these programs available to other users in the spirit of opensource collaboration. We expect that users will modify them to fit their own needs and the continued development of such tools will be a great benefit to the scientific community at large. 
