The explicit, near the origin, form of the ground state of the SU(2) supermembrane matrix model is studied. We evaluate the 2nd order terms of the Taylor expansion of the wave-function, which together with the 0th and the 1st order terms completely fix all other terms by recurrence equations coming from the Schrödinger
Introduction
After more than two decades, since the formulation of the supermembrane matrix model [1, 2, 3] , the existence of the zero-energy ground state of the theory, as well as its explicit construction, are still open issues. Any solution to this problem results in long-standing implications -if the normalizable state does not exist the theory is likely to be meaningless.
However even in such worst case scenario it is still possible that the large N limit results in the function that is still normalizable [4] . Therefore the supermembrane could make sense even though its regularization is ill defined. Clearly, the existence of the ground state of the model has important consequences not only for membranes but also for string theory due to the BFSS conjecture [5] .
Although there are strong indications, based on the Witten index calculations [6, 7] , that the ground state exists, the fact that the spectrum of the model is continuous [8, 9] makes the index ill-defined and hence cannot serve directly as a rigorous proof of the existence of the state (for a more detailed discussion see e.g. [10] ).
There are however other techniques, not relying on the supersymmetric index, which make the proof accessible. A notable example of this kind is the deformation technique [11, 12] which was used in a different but related matrix model (corresponding to D0-D4 bound states). Other promising approach is based on the group averaging techniques -in particular in references [13, 14] it was shown that the question about the existence of the ground state can be answered using a simpler model with two interacting matrices (while in the original model there are nine of them). Such tremendous simplification was possible due to the hidden octonionic structure of the model.
In this paper, rather than focusing on the existence, we address the question about the explicit form of the ground state. Although its asymptotic form is very well studied [15, 16] the corresponding behavior near the origin is still not known to a satisfactory degree. Performing the Taylor expansion of the ground state about X = 0, the 0th order term (i.e. the coordinate independent one) for the SU(2) model has been constructed explicitly [17] and proven to be unique [18, 19] which confirmed earlier symbolic results using Mathematica [20] . The 1st order term is now also available and turns out to be unique as well [21] . Because the zero-energy state |ψ satisfies (schematically) (∂ X + X 2 ) |ψ = 0, the 0th, the 1st and the 2nd order terms fix the higher order terms completely by an appropriate recurrence equation. It is therefore important to find the remaining 2nd order term. After summarizing notation and basic facts in section 2 and 3, we shall determine that term explicitly in section 4. We find that there are two independent terms of this sort. Since explicit expressions of those states are lengthy, we
give them in the Appendix.
Preliminaries
The supermembrane matrix model is a quantum mechanical system with N = 16 supersymmetries, SU(N) gauge invariance (in this paper we consider N = 2) and Spin(9) symmetry.
The theory involves real bosonic variables X 
where γ i are 16 × 16 real, gamma matrices such that {γ i , γ j } = 2δ ij 1 and
Hilbert space consists of all the states |s satisfying the singlet constraint
where P a i denote the conjugate momenta i.e. [X a i , P b j ] = iδ ij δ ab , and f abc are the structure constants of SU(N). The trace in (2.1) is over the SU(N) matrix given by X i = X a i T a , P i = P a i T a and θ α = θ a α T a where T a 's are the basis elements of the group algebra. For more details of the model we refer to existing reviews in the literature [22, 23] .
Let |ψ denote the conjectured ground state i.e. a normalizable vector s.t. Q α |ψ = 0. It has been shown that |ψ must be SO(9) singlet [24] . When we expand |ψ in the coordinates 
0th and 1st Order Terms
The unique candidate for |φ which we denote here by |S , has been constructed in [17, 20] , and the unique candidate for |φ a i which satisfies (2.4) has also been constructed in [21] . Thus we have the starting points for the sequences m = 0 and 1. It turns out that the explicit expressions for these states are relatively simple if one works with states corresponding to irreducible representations of SO(9) of dimensions 44(symmetric-traceless representation), 84(3-rank antisymmetric representation) and 128(vector-spinor representation) which we denote here by |ij a , |ijk a and |αi a respectively * . The state |αi a is Grassmann odd, and satisfies the Rarita-Schwinger constraint (γ i ) βα |αi a = 0. Actions of θ a on these states are given by The overall factor α 0 cannot be determined by the condition Q α |ψ = 0 -the only remaining constraint is the norm ψ|ψ = 1 which should be used to fix α 0 . For the 1st order term a similar expression is more complicated however as it turns out it can be written in an elegant form when using |S . One finds that [21] 
where α 1 is determined again by ψ|ψ = 1.
The above result suggests a possibility that all the states φ
of the Taylor expansion of |ψ can be obtained as fairly simple expressions containing fermionic operators θ a α , contracted with gamma matrices and SU(2) invariant tensors, acting on |S . This assertion, if true, implies that there exist a gauge invariant and SO(9) invariant function f (X, θ) such that the ground state of the supermembrane can be written as
In the following section we shall confirm that conjecture giving an explicit expression for the second order terms.
Construction of 2nd Order Terms
To give the starting point for m = 2 satisfying (2.5), we construct all the candidates for φ 
Moreover the table tells us that there are two independent solutions to (2.5), and indeed we will find that two linear combinations of the above five representations satisfy (2.5). We now explain the details of these states and solutions: φ ij ab , which satisfies φ ij ab = φ ji ba , can be decomposed into the following five irreducible representations of SU(2) × SO (9):
[ab] , where t, s, and a mean trace (i.e. singlet), symmetric-traceless, and antisymmetric respectively.
For example, (t, s) stands for (SU(2) singlet)×(SO (9) Table 1 in [19] respectively. Then the table tells us that in the coordinate independent state space, (i) there is only one (t, t) representation (and therefore proportional to |S ).
(ii) there is only one (t, s) representation.
(iii) there is no (s, t) representation.
(iv) there are two (s, s) representations.
(v) there is only one (a, a) representation.
We have to construct all of these representations explicitly to determine φ ij ab .
Construction of (t, t), (t, s), (a, a), and (s, s) Representations
Candidates for most of the above states are given by appropriately symmetrizing, antisymmetrizing, or contracting indices in O 
By straightforward calculation using (3.1)-(3.3) the followings can be shown:
as is indicated by the table in [19] . Therefore |φ ij and φ (2) ij ab can be simplified:
There should be another (s, s) representation, and it will be denoted by φ (3) ij ab . Before constructing φ (3) ij ab , we give explicit expressions of |φ ij , φ (1) ij ab , and φ (2) ij ab . This needs tedious calculation, and we have done it by using Mathematica and the package for γ-matrix algebra GAMMA [25] . 
2) |S We need the following identity to obtain the above expression of
1 |S : 12) which can be shown by using
From the above expression of
b) |S , we obtain |φ ij and φ (2) ij ab . Explicit expression of φ (1) ij ab is also obtained by straightforward calculation, and all of those explicit expressions are summarized in the Appendix.
Another (s, s) Representation
Now we have (t, t), (t, s), (a, a), and one of (s, s) representations explicitly. Then the only missing one is the other (s, s) state φ (3) ij ab . Let us try to construct this representation as states made by acting θ's on |S , although it is not clear at present if every state can be constructed in this way. First, let us consider classifying this kind of states with two symmetrized SU (2) adjoint indices by the number of θ's on |S . In the case of two θ's, θ a γ ij θ b |S and θ a γ ijk θ b |S are possible. However it is impossible to give two symmetrized SO(9) vector indices to these states. This is the reason why we did not start with states with two θ's in the previous subsection. In the case of four θ's, two of four adjoint indices of θ's are contracted, and by Fierz transformation those contracted indices can be put into the same fermion bilinear.
The Fierz transformation may give additional terms which come from the anticommutation relation of θ's and have two θ's. We concentrate on terms with four θ's. Then the possible states are ij ab must be proportional to this state (plus terms with less θ's and terms for subtracting the trace part), and indeed is proportional as can be seen from
(terms with two θ's)
+(terms proportional to δ ab ), (4.14) and the following Fierz transformation:
+(terms with two θ's)
+(terms with two θ's) + (terms proportional to δ ij ). (4.15)
This shows that using four θ's we can construct no more (s, s) representation. Next we consider six θ case. By Fierz transformation SU(2) adjoint indices are arranged so that we have two bilinears with SU(2) indices contracted within each of them, and one bilinear with two symmetrized free indices. For example,
is the only state with two symmetrized SO (9) 
does not have terms in the form of |k 1 k 2 k 3 1 |k 4 k 5 k 6 2 |k 7 k 8 k 9 3 . This shows that φ (2) ij ab and φ (3) ij ab are independent of each other.
Noting that θ a γ i n 1 θ a is an SO(9) generator, we obtain
This shows that φ ′
ii aa = 0, and therefore φ
ii ab is in (s, t) representation. However there is no (s, t) representation in the table in [19] . This means φ
ii ab = 0. The above explicit expression of φ ′ (3) ij ab indeed satisfies this, and the traceless part φ (3) ij ab is defined by
Let us make another check on the above expression of φ
gives a (t, s) representation, and since this representation must be unique, this must be proportional to |φ ij .
Indeed,
Explicit expression of φ (3) ij ab is given in the Appendix.
Solutions to Schrödinger equation
Next we construct solutions to zero-energy Schrödinger equation (γ i θ a ) α φ ij ab = 0. The left hand side of this equation has one vector index and one spinor index of SO (9), and one adjoint index of SU (2) . This SO(9) representation can be decomposed into a vector-spinor (128) and a spinor (16) representation. According to the table in [19] there is a unique spinor representation, and there are two independent vector-spinor representations. Therefore this equation can be decomposed into three equations for those three representations. φ ij ab is given as a linear combination of five states we have constructed:
and three of those five coefficients c i can be determined. This means that we have two independent solutions to the Schrödinger equation.
First we show c 1 = 0 with a shorter calculation: Then we obtain two independent solutions:
Discussion
Zero-energy states of supersymmetric models can often be found explicitly due to the fact that they satisfy first order differential equations. It is clear however that for N = 16 supermembrane matrix model this simplification is not enough to find the corresponding wave-function -it seems not likely that one can just guess the form of the state. For this reason the Taylor expansion approach initiated in [17] is a natural step forward. The 2nd order terms, determined in this paper, together with the 0th [17] and the 1st [21] order ones complete the initial conditions needed to solve the recurrence relation (2.6) for all higher terms. It is therefore a crucial step towards finding the ground state by this method.
We conjecture that the ground state can be written in terms of variables X and θ acting on |S as in (3.9) . This statement is true for the 0th, 1st and the 2nd order terms and since they provide the initial conditions for the recurrence relation (2.6) it is very likely that is holds for all other terms. 
