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ABSTRACT
Massive quiescent galaxies at z ≈ 2 are apparently much more compact than galaxies of compa-
rable mass today. How robust are these size measurements? We perform comprehensive simulations
to determine possible biases and uncertainties in fitting single-component light distributions to real
galaxies. In particular, we examine the robustness of the measurements of the luminosity, size, and
other structural parameters. We devise simulations with increasing realism to systematically dis-
entangle effects due to the technique (specifically using GALFIT) and the intrinsic structures of the
galaxies. By accurately capturing the detailed substructures of nearby elliptical galaxies and then
rescaling their sizes and signal-to-noise to mimic galaxies at different redshifts, we confirm that the
massive quiescent galaxies at z ≈ 2 are significantly more compact intrinsically than their local coun-
terparts. Their observed compactness is not a result of missing faint outer light due to systematic
errors in modeling. In fact, we find that fitting multi-component galaxies with a single Se´rsic profile,
the procedure most commonly adopted in the literature, biases the inferred sizes higher by up to
10%–20%, which accentuates the amount of size evolution required. If the sky estimation has been
done robustly and the model for the point-spread function is fairly accurate, GALFIT can retrieve the
properties of single-component galaxies over a wide range of signal-to-noise ratios without introducing
any systematic errors.
Subject headings: galaxies: elliptical and lenticular, cD — galaxies: formation — galaxies: photometry
— galaxies: structure — galaxies: surveys
1. INTRODUCTION
Galaxy morphology has always been an important ob-
servable for understanding the formation and evolution of
galaxies. Recent imaging studies using the Hubble Space
Telescope (HST)/Wide Field Camera 3 (WFC3) and Ad-
vanced Camera for Surveys (ACS) have broadened our
understanding of the formation and evolution of galaxies.
The advent of WFC3 has given access to the rest-frame
optical light of galaxies at z ≈ 2. Morphological studies
of these galaxies show that quiescent systems make up
a considerable fraction of the massive galaxy population
at z ≈ 2 (e.g., Franx et al. 2003; Daddi et al. 2005; Kriek
et al. 2006). Their structural evolution has been the
subject of considerable interest, focusing in particular on
their extremely compact nature compared to low-redshift
galaxies of similar mass (e.g., Daddi et al. 2005; Toft et al.
2007; Trujillo et al. 2007; Buitrago et al. 2008; Cimatti
et al. 2008; Franx et al. 2008; van der Wel et al. 2008;
van Dokkum et al. 2008; Damjanov et al. 2009; Hopkins
et al. 2009; Cassata et al. 2010, 2011; Mancini et al. 2010;
Newman et al. 2012; Szomoru et al. 2012). The sizes of
these “red nuggets,” less than ∼ 1 kpc, seem compara-
ble to and sometimes even smaller than the point-spread
function (PSF). The early formation and subsequent size
growth of these massive, compact objects present a chal-
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lenge to current models of galaxy formation and evolu-
tion (e.g., Wuyts et al. 2010; Oser et al. 2012). It is not
clear via what pathways they become the massive galax-
ies of today. The rarity of these massive, compact galax-
ies at low redshift implies considerable size evolution be-
tween z = 2 and z = 0 (van Dokkum et al. 2008; Trujillo
et al. 2009; Taylor et al. 2010; but see Saracco et al.
2010; Valentinuzzi et al. 2010; Poggianti et al. 2013). On
average, from z ≈ 2, these objects would have to in-
crease their size by 3–4 times while doubling their stellar
mass (van Dokkum & Brammer 2010; see also Ichikawa
et al. 2012). However, efforts to accurately quantify this
evolution are hindered by potential uncertainties in mea-
surement techniques: the mass densities may simply be
systematically overestimated due to modeling uncertain-
ties of photometric masses, and/or the sizes may be un-
derestimated due to a lack of imaging depth or other
measurement issues (Hopkins et al. 2009; Muzzin et al.
2009).
In addition to the basic question of how these high-
z galaxies evolve in size, there is also still much debate
about how these systems evolve in terms of their fun-
damental morphological type. By performing GALFIT
fitting on a sample of 14 compact, massive galaxies at
z = 2, van der Wel et al. (2011) find that a significant
subset of their sample appears highly flattened in projec-
tion, which, considering viewing angle statistics, implies
those galaxies have pronounced disks. They claim that
65%±15% of the population of massive quiescent at z
> 2 galaxies are disk-dominated. Bruce et al. (2012)
find that a considerable fraction (25%±6% using a defi-
nition of bulge-to-total ratio B/T < 0.5 and 40%±7%
using a definition of n < 2.5 for disk-dominated) of
the most quiescent galaxies, with specific star formation
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2rates < 10−10 yr−1, have disk-dominated morphologies,
including a small number of essentially pure disk galaxies
(with B/T < 0.1). They claim that these passive disks
appear to be normal disks in the sense that they show
an axial-ratio distribution comparable to that displayed
by present-day disks. This implies that while the massive
galaxy population is undergoing dramatic changes at this
crucial epoch, the physical mechanisms that quench star
formation activity are not obviously connected to those
responsible for transforming the morphologies of massive
z ≈ 2 galaxies into present-day giant ellipticals.
A recent morphological study of nearby elliptical galax-
ies has opened a new window to understanding the for-
mation and assembly of early-type galaxies. Huang
et al. (2013a, hereafter H13) present a detailed, compre-
hensive structural analysis of about 100 representative,
nearby elliptical galaxies spanning a range of environ-
ments and stellar masses (M∗ ≈ 1010.2 − 1012.4 M).
They use GALFIT 3.0 (Peng et al. 2002, 2010) to perform
two-dimensional, multi-component decomposition of rel-
atively deep, moderately high-resolution V -band images
acquired as a part of the Carnegie-Irvine Galaxy Survey6
(CGS; Ho et al. 2011). H13 challenge the conventional
notion that the main body of giant ellipticals follows a
single structure described by a high Se´rsic (1968) index
(e.g., n ≥ 3− 4). They propose that the global light dis-
tribution of the majority (>75%) of ellipticals are best
described by three Se´rsic components: a compact, inner
core with typical effective radius Re < 1 kpc and luminos-
ity fraction f ≈ 0.1− 0.15; an intermediate-scale, middle
component with Re ≈ 2.5 kpc and f ≈ 0.2−0.25; and an
extended, outer envelope with Re ≈ 10 kpc and f ≈ 0.6.
The subcomponents have relatively low Se´rsic indices, in
the range n ≈ 1−2. They also find that the ellipticity of
the isophotes systematically increases toward large radii.
They believe that the combination of their model’s inner
and middle components for high-luminosity ellipticals re-
sembles the compact, massive galaxies at high-z (Huang
et al. 2013b).
Despite there being codes that can automate the mea-
surement of galaxy properties (e.g., Simard et al. 2002,
2011; Barden et al. 2012), there are still many disagree-
ments over the analysis techniques, because they are
often viewed as being too simple, and what the mea-
surements mean. Even stepping up the sophistication,
however, makes interpretation non-trivial unless one has
physical motivations for doing so (H13). These disagree-
ments inspire other techniques (Conselice 1997; Lotz
et al. 2004) to measure galaxies non-parametrically, al-
though each one has its own benefits and shortcomings.
In addition to galaxy shapes being difficult to quan-
tify, many other factors complicate the image analysis of
galaxies, including determination of the sky background,
the brightness of the galaxy [signal-to-noise ratio (S/N)],
the resolution of the images, (1 + z)4 surface brightness
dimming, finding the best PSF, the method employed
for modeling the galaxy, and the potential biases of the
fitting pipeline. Galaxy simulations are invaluable tools
for understanding the performance of quantitative fitting
pipelines because they provide control over the aforemen-
tioned factors (e.g., Trujillo et al. 2007; Cimatti et al.
2008; Mancini et al. 2010; Szomoru et al. 2010, 2012;
6 http://cgs.obs.carnegiescience.edu/CGS/Home.html
van Dokkum & Brammer 2010; Williams et al. 2010; Pa-
povich et al. 2012; and van der Wel et al. 2012 for high-z
galaxies and Ha¨ussler et al. 2007 and Meert et al. 2013
for low-z galaxies).
By taking advantage of existing observations, detailed
analysis, and the multi-component picture of the local el-
liptical galaxies from H13, we address two key questions:
1) Do the quiescent massive galaxies at z = 2 have sizes
comparable with the quiescent massive local galaxies and
therefore their observed compactness is not intrinsic but
an artifact of inappropriate and insufficient morphologi-
cal modeling?
2) What are the true uncertainties of the size and total
luminosity measurements at different S/N levels due to
structural complexities?
Two sets of simulations are performed to address these
questions. Model galaxies with a single Se´rsic component
with parameter ranges that cover the HST/WFC3 obser-
vations of the red nuggets are the first set of simulations
we perform. These idealized simulations can determine
the robustness of fitting pipelines at different noise levels
(Ha¨ussler et al. 2007). Therefore, the uncertainties and
systematic errors measured from these simulated galaxies
can be considered as lower limits. More informative anal-
ysis is done by simulating multi-component galaxies with
the properties obtained from H13. By artificially scaling
modern-day galaxies to sizes and luminosities compara-
ble to those found in galaxies at z ≈ 2, we can fit them
with single-component Se´rsic models to understand the
systematics caused by complexities in galaxy structures.
The differences between the input and output parameters
shed light on possible uncertainties and biases in size and
total luminosity measurements of the high-z galaxies.
This paper is organized as follows. Section 2 gives the
details of the galaxy simulations used throughout this
study. In Section 3, we present the main results of our
GALFIT models. In Section 4, we compare our results
with similar studies in the literature. Implications for
red nuggets are discussed in Section 5, ending with a
summary in Section 6.
All the results assume a standard cosmology (H0 = 71
km−1 s−1 Mpc−1, Ωm = 0.27, and ΩΛ = 0.73) and AB
magnitudes.
2. SIMULATIONS
Simulations can determine the robustness of fitting
pipelines like GALFIT7. In this section, we describe the
different sets of simulations in detail.
Two sets of objects are simulated in order to address
different issues. The first, using a single-component
Se´rsic profile, is to establish the baseline capability due
only to S/N , under the most idealized situations, and
in the absence of any complexities. This sets the funda-
mental limits of the technique. The second set of simu-
lations, by rescaling models of nearby elliptical galaxies
and all their sub-components to comparable sizes and
S/N found at high z and fitting them using a single-
component Se´rsic model, directly tests the null hypothe-
sis that early-type galaxies have not evolved in size since
z ≈ 2. We use Ned Wright’s cosmology calculator8 to
compute redshift-dependent quantities.
7 http://users.obs.carnegiescience.edu/peng/work/galfit/galfit.html
8 http://www.astro.ucla.edu/∼wright/CosmoCalc.html
3I814 J125 H160
Fig. 1.— Sky backgrounds drawn from CANDELS UDS mosaic images in I814, J125, and H160. The simulated galaxies are put at random
positions on these backgrounds. The regions are 1021 × 1021 pixels (i.e., ∼30′′ in I814 and ∼60′′ in J125 and H160), which is the size of the
HST/ACS and HST/WFC3 CCDs. The middle panels show the bad pixel mask images of each sky background; the bottom panels are the
backgrounds after removing the undesired objects. In the bottom panels, the masked pixels are replaced by randomly chosen background
pixels. The bad pixel masks are used for GALFIT modeling.
2.1. Method
We use GALFIT 3.0 for the simulations. GALFIT is
an image analysis algorithm that can model profiles of
galaxies, stars, and other astronomical objects in dig-
ital images. If successful, the features of interest are
summarized into a small set of numbers, such as size,
luminosity, profile central concentration, and geometri-
cal parameters. GALFIT uses several common functions
in the astronomical literature, including: exponential,
Se´rsic/de Vaucouleurs, Nuker, Gaussian, King, and Mof-
fat. Out of all the functions, we exploit only the Se´rsic
(1968) profile and the sky background component. The
sky component fits the background with a plane with
a constant slope and therefore can correct for any non-
flatness to first order. The Se´rsic component describes
the radial surface brightness profile of a galaxy as
Σ(R) = Σe exp
{
−κ
[(
R
Re
)1/n
− 1
]}
, (1)
where Re is the effective radius of the galaxy (equivalent
to r50, the half-light radius), Σe is the surface brightness
at Re, the Se´rsic index n describes the profile shape,
and the parameter κ is closely connected to n (Ciotti
1991). Together with position (x and y), axis ratio b/a,
and position angle, this profile has seven free parame-
ters. The Se´rsic profile represents a more general form of
the exponential light profile seen in galactic disks (n = 1;
Freeman 1970) and the R1/4-law (de Vaucouleurs law; de
Vaucouleurs 1948) typical of luminous early-type galax-
ies (n = 4). Modeling with this profile has been explored
in detail in several works (e.g., Simard & Pritchet 1998;
Simard et al. 2002; Graham et al. 2005). Many authors
have used a constant value of n = 2.0 or 2.5 to crudely
distinguish early-type (bulge-dominated) from late-type
(disk-dominated) galaxies (e.g., Blanton et al. 2003; Shen
et al. 2003; Bell et al. 2004; Hogg et al. 2004; Ravin-
dranath et al. 2004; Barden et al. 2005; McIntosh et al.
2005; Fisher & Drory 2008). Se´rsic profiles with higher
Se´rsic indices have longer tails that make the analysis of
4Fig. 2.— Simulated multi-component galaxies at four different redshifts and three averaged signal-to-noise ratios (〈S/N〉). The model is
based on the best-fit model for NGC 1379 from H13. The simulated galaxy at z = 2.0 (right columns) has Re = 6 pixels and e = 0 and
therefore this galaxy is shown at S/N ≈ 5, 50, and 500.
these galaxies more challenging due to greater sensitiv-
ity to neighboring objects, to profile mismatch, and to
accurate knowledge of the sky background (see Figure 3
of Peng et al. 2010). We will compare our results for
different ranges of Se´rsic indices.
Sky background and noise are added to all the im-
ages in two different ways: (1) adding an artificial back-
ground level with Poisson noise using IRAF/mknoise9
(Tody 1986, 1993); (2) putting the simulated galaxy on
an actually observed background. Although the main fo-
cus of this study is galaxies at z = 2, our simulations
are more generally applicable. The simulations explore
a range of fundamental measurables, i.e. sizes, Se´rsic
indices, axis ratio, and S/N . As the simulations ex-
tend down to instrumental limits, they apply to galaxies
at any redshifts provided that one first converts appar-
ent magnitude into S/N . As illustration, we compare
galaxies at z = 0.5, 1.5, and 2, to our simulations. The
simulated observed backgrounds are taken from CAN-
DELS10 (Grogin et al. 2011; Koekemoer et al. 2011)
UDS (UKIDSS Ultra-Deep Survey; Lawrence et al. 2007)
9 IRAF is distributed by the National Optical Astronomy Ob-
servatories, which are operated by the Association of Universities
for Research in Astronomy, Inc., under cooperative agreement with
the National Science Foundation.
10 http://candels.ucolick.org/
I814, J125, and H160 mosaic images, respectively (Fig-
ure 1). Therefore, when local galaxies are rescaled to
specifically match in size and S/N of observed galaxies
in those filters, K -correction is not required. The sim-
ulated backgrounds resemble the observed backgrounds
as they have identical gain, pixel scale, and magnitude
zero point (magzpt) as in the UDS mosaic images. Fur-
thermore, the background root-mean-square (RMS; the
standard deviation from the median sky value) of the
simulated and observed backgrounds are comparable.
All artificially generated galaxies are convolved with a
CANDELS UDS hybrid PSF (van der Wel et al. 2012) of
the filter that corresponds to the redshift of interest. An
important factor in obtaining a best-fit model is the ac-
curacy of the PSF. The effective radii of the red nuggets
are comparable to and in some cases smaller than the
PSF full-width at half maximum (FWHM). Therefore,
one may expect some offset in GALFIT measurements
when an inaccurate PSF is used. This issue is studied
in the Appendix, where we show that the effects of using
slightly different PSFs are not more than 5% on the final
model.
One of the most important factors in morphology anal-
ysis is S/N . There are several ways to define S/N be-
cause galaxies are extended. One way, which is somewhat
analogous to total S/N , is given by
5S/N =
fgalaxy√
fgalaxy +Aσ2
, (2)
where three different parameters determine the S/N : the
area A of the aperture in which the S/N is measured, the
galaxy total flux fgalaxy within A, and the background
RMS σ. The RMS here is the sum of all possible sources
of noise, including shot noise from the sky, readout noise,
and shot noise in dark current. In this paper, A includes
every pixel within Re. Note that this is different from
measuring S/N within an aperture with a constant size
because the aperture size here is different for each galaxy.
Equation 2, however, may not be the most informative.
For various technical reasons, it is harder to measure
structural properties of low-surface brightness galaxies.
Thus, another useful definition is analogous to an aver-
age surface brightness, defined as 〈S/N〉 = S/N√
piRe2(1−e)
.
Here, the ellipticity e = 1− b/a. Figure 2 shows a set of
galaxies and the corresponding S/N definitions.
By adding galaxies to an observed background, one
can study the effect of faint undetected objects or being
in the vicinity of bright and/or extended objects. One
way to minimize the effects of neighboring objects is to
mask them out. We accomplish this by running SEx-
tractor11 (Bertin & Arnouts 1996) with the parameter
Detection threshold set to 1.5. Instead of using the SEx-
tractor segmentation map, the location (XPEAK IMAGE,
YPEAK IMAGE), ellipticity, position angle, and the area of
the objects from the SExtractor output catalog are used
to create a bad pixel mask image. First, the semi-major
axis of each galaxy is calculated by using the measured
area and ellipticity of the object. Bad pixel regions are
constructed by assigning the center, the semi-major axis,
the semi-minor axis, and the position angle of each ob-
ject. We double the calculated semi-major and semi-
minor axes (i.e., quadruple the area) in order to mask
out most of the faint outer parts of the objects. Figure
1 shows the observed backgrounds and bad pixel masks.
These masks are used for GALFIT modeling. While mask-
ing does not fully eliminate the possibility of neighboring
contamination (see Ha¨ussler et al. 2007), this method is
analogous to that of some studies in the literature and
is thus informative. Together with analysis on idealized
backgrounds, these two scenarios give an idea of the dif-
ferent levels of systematics.
2.2. Single-component Galaxies
Simulating single-component galaxies is one of the
most basic, yet important ways of testing the robust-
ness of fitting pipelines (Ha¨ussler et al. 2007). We sim-
ulate more than 10,000 single-component galaxies. The
Se´rsic component parameters are randomly chosen from
the following ranges: 0.8 < Re < 35 pixels (∼0.′′05–2.′′0
in WFC3/H160), 0.5 < n < 5, and 0 < e < 0.8. For one
HST orbit, a S/N range between 1 and 1000 within the
effective radius of the simulated galaxies roughly corre-
sponds to a magnitude range of 20 < mH < 27.
Once the galaxies are simulated, we fit each with a
single Se´rsic component plus a sky component. For the
galaxy component, the initial parameter guesses include
11 http://www.astromatic.net/software/sextractor
the position of the galaxy (physical x and y), Se´rsic in-
dex, magnitude, effective radius, ellipticity, and position
angle.
2.3. Multi-component Galaxies
Real galaxies have structures that complicate the anal-
ysis. Several recent studies looked into this issue by
creating bulge + disk models, and then fitting single-
component Se´rsic models to them (Meert et al. 2013;
Mosleh et al. 2013). The question was whether the disk
components were missed by the analysis technique, there-
fore leading to underestimation of the sizes. They found
that single-component models were able to recover the
magnitude and sizes, with only small systematic errors
(0%–20%), and that the multi-component analysis per-
formed better.
While those studies are informative in their own right,
there is another complementary approach. Our simula-
tions are designed to more directly test the null hypoth-
esis that elliptical galaxies today are the direct descen-
dants of z ≈ 2 galaxies that have undergone no morpho-
logical changes in structure or size. To do so, we start
with 100 nearby elliptical galaxies with multi-component
decomposition models from H13 that capture the de-
tailed structures down to very low surface brightnesses,
accounting for the PSF. We then rescaled the composite
(sum of the multiple components) as a single unit to span
a range of sizes and signal-to-noise similar to galaxies at
z ≈ 2. We convolve the composite model with a PSF
and then perform single-component Se´rsic fits to it. The
rationale for this approach is to be agnostic about the
structural nature of high-z systems (e.g., whether they
are disks or bulges) because that judgment may itself be
entangled with the technique as well as other more subtle
technical nuances.
We rescale the sizes and luminosities of the H13
multi-component models to generate about 300 multi-
component galaxies with Re ≈ 1 − 70 pixels and S/N
from a few to 1000. This range is relevant for studying
massive early type galaxies down to the resolution and
S/N limits of HST observations, regardless of redshift.
Images of galaxies analogous to being at z = 0.5, 1.5,
and 2.0 are simulated based on the S/N properties of
I814, J125 , and H160 (equivalent to the rest-frame opti-
cal) CANDELS UDS images, respectively.
As in the single-component simulations, we add either
a simulated background or an observed background. By
using 300 multi-component galaxies as templates, more
than 6000 galaxies with 5 < S/N < 1000 (uniformly dis-
tributed in logarithmic space) are simulated.
We analyze the multi-component galaxies in a manner
similar to that used to treat the single-component galax-
ies. To replicate the most commonly adopted analysis
method, we fit every galaxy with a single Se´rsic and sky
component. However, because of the mixture of different
components, another method is needed to determine the
intrinsic size and other parameters of the galaxy. To es-
tablish the baseline for comparison of sizes and other pa-
rameters, we employ IRAF/ellipse (Jedrzejewski 1987),
a task that fits elliptical isophotes to images, to create
a curve of growth (CoG) of the cumulative radial flux
distribution of the model galaxy. This is generated with
an ellipticity and position angle fixed to the radially av-
erage value. No noise is added, and PSF convolution is
6Fig. 3.— Testing the reliability of size measurements using curve
of growth (CoG) analysis. The x-axis shows the effective radius of
1250 single-component galaxies, and the y-axis shows the difference
between the actual size and the size measured by CoG. Black solid
and dashed lines indicate the median and 1σ uncertainties. The
dot-dash line shows zero offset. The size of galaxies with 1<Re < 2
pixels can be overestimated by 5% and with 10% uncertainties. For
galaxies with 2 < Re < 5 pixels, the sizes can be measured without
any bias and with 5% uncertainties. And for larger galaxies the
uncertainties are less than 1% with no bias.
not applied. As the total flux of the galaxy is known,
the CoG allows us to obtain a non-parametric estimate
of the effective radius, the radius at which half of the
total flux is enclosed.
To examine the robustness of our CoG analysis, we
employ this method to measure the sizes of 1250 single-
component galaxies with a large range of sizes (1–500
pixels). Figure 3 shows that there is no bias in size mea-
surements for the larger galaxies but the finite size of the
pixels makes size determination of the smallest galaxies
slightly uncertain. Sizes with 1 < Re < 2 pixels can
be overestimated by 5% and with 10% uncertainty. For
galaxies with 2 < Re < 5 pixels, the sizes can be mea-
sured without any bias and with 5% uncertainty. And
for larger galaxies the uncertainties are less than 1% with
no bias. We take these effects into consideration when
analyzing the multi-component galaxies. However, fewer
than 2% of the simulated galaxies have Re < 3 pixels.
Lastly, we note that because the CoG technique aver-
ages over all elliptical annuli to measure the effective ra-
dius, the comparison between CoG and single-component
Se´rsic fits in principle is imperfect for multi-component
galaxies whose isophotes often change in ellipticity with
radius. Nevertheless, the general agreement in the size
measurements between the two methods is reassuring.
3. RESULTS
3.1. Single-component Galaxies
Figure 4 and Table 1 summarize the results of single-
component galaxies with a simulated background; these
are the most idealized simulations to establish the base-
line behavior of the analysis technique for the S/N range
of interest. Black solid and dashed lines in the scatter
plots indicate the median and 1σ uncertainties of differ-
ent measurements. Cyan points and cyan solid lines show
the results of galaxies with input n < 2.5, and red points
and red dotted lines are for galaxies with n ≥ 2.5.
To be consistent with the multi-component models
later on, where effective radius is more ambiguous to de-
fine, the analyzed effective radii are circularized effective
radii, Re,circularized ≡ Re,GALFIT ×
√
1− e.
We see no systematic errors in size, total luminosity,
Se´rsic index, or ellipticity measurements down to mH =
26. And even at 26 < mH < 27 the systematic errors are
less than ∼10%. As expected, the uncertainties increase
rapidly with decreasing S/N and particularly for mH >
26. The Se´rsic index is most vulnerable to large un-
certainties. The simulated images resemble single-orbit
HST/WFC3 H160 observations; a galaxy with Re = 5
pixels (i.e., 0.′′3 or 2.5 kpc at z = 2), e = 0, and mH =
26 has S/N ≈ 15 within Re.
The uncertainties are, on average, higher for galax-
ies with larger Se´rsic indices but the systematic offsets
are comparable at different n (note that all the simu-
lated single-component galaxies have n < 5). Most of
the galaxies with the largest scatter within a magnitude
range are ones with the largest sizes, as they have lower
mean surface brightness compared to the smaller galax-
ies.
Figure 5 and Table 2 summarize the results of single-
component galaxies with an observed background, de-
rived from real images. The scatter is larger but system-
atic errors are still absent down to mH ≈ 25. One of the
main sources of the increased scatter is the presence of
bright and/or extended objects in the actual images of
the observed background (Figure 1).
It is worth pointing out that masking out objects (us-
ing a bad pixel mask for GALFIT fitting) is not the most
effective way to mitigate the effects of neighboring ob-
jects. Instead, one needs to fit the target galaxy and its
neighboring objects simultaneously (e.g., Ha¨ussler et al.
2007; Barden et al. 2012). The properties (e.g., mag-
nitude, size, and Se´rsic index) of the neighboring ob-
jects can affect the fit of the target object. In particular,
neighbors with the largest n× Re have the largest effects.
Another important factor to consider is that we do
not provide an input sigma image (i.e., noise map) for
GALFIT; instead, we allow GALFIT to calculate it. CAN-
DELS images are generated through an extensive process
from raw, single exposures to final, drizzled mosaics. The
noise tends to be correlated after the multidrizzle pro-
cedure, which may lead to underestimating the noise in
actual data (Fruchter et al. 2009). The sigma image gen-
erated by GALFIT may not include all the necessary in-
formation about the image characteristics required for a
faithful noise map. van der Wel et al. (2012) have an-
alyzed the CANDELS UDS H160 image and note that
the total flux of objects with mH ≈ 22 − 23 and the
size of typical objects in their sample (i.e., ∼0.′′3 or ∼5
pixels) correspond to the typical background flux level
measured within the effective radius. Although our im-
7Fig. 4.— The results of more than 10,000 single-component model galaxies with a simulated background. From top to bottom, panels
show the offsets between the measured and the actual effective radius Re, magnitude mH (in one HST orbit), Se´rsic index n, and ellipticity
e, respectively. Black solid and dashed lines in the scatter plots indicate the median and 1σ uncertainties of different measurements. The
dot-dash lines show the zero offset. Cyan points and cyan solid lines show the results of galaxies with input n < 2.5, and red points and
red dotted lines are for galaxies with n ≥ 2.5. The median offsets are zero down to mH ≈ 26, but the scatter rises steeply in the magnitude
range between 25 and 26.
TABLE 1
Single-Component Galaxies with Simulated Background
∆Re/Re ∆mH ∆n/n ∆e
mH n<2.5 n≥2.5 n<2.5 n≥2.5 n<2.5 n≥2.5 n<2.5 n≥2.5
(1) (2) (3) (4) (5) (6) (7) (8) (9)
20 – 21 −0.00+0.01−0.01 −0.00+0.01−0.01 0.00+<0.01−<0.01 0.00+0.01−<0.01 −0.0+<0.1−<0.1 −0.0+<0.1−<0.1 0.00+<0.01−<0.01 0.00+<0.01−<0.01
21 – 22 −0.00+0.01−0.01 −0.00+0.01−0.02 0.00+0.01−<0.01 0.00+0.01−0.01 −0.0+<0.1−<0.1 −0.0+<0.1−<0.1 −0.00+0.01−0.01 0.00+0.01−0.01
22 – 23 −0.00+0.01−0.01 −0.00+0.03−0.03 0.00+0.01−0.01 0.00+0.02−0.01 −0.0+<0.1−<0.1 −0.0+<0.1−<0.1 0.00+0.01−0.01 0.00+0.01−0.01
23 – 24 −0.00+0.03−0.03 −0.00+0.07−0.07 0.00+0.02−0.02 0.00+0.04−0.03 −0.0+0.1−0.1 −0.0+0.1−0.1 0.00+0.02−0.02 0.00+0.03−0.02
24 – 25 −0.00+0.07−0.07 −0.00+0.20−0.15 −0.00+0.05−0.05 −0.00+0.09−0.11 −0.0+0.2−0.1 0.0+0.2−0.2 0.01+0.06−0.04 0.02+0.06−0.06
25 – 26 −0.01+0.19−0.17 0.00+0.57−0.31 −0.01+0.10−0.14 −0.01+0.19−0.25 −0.1+0.6−0.3 −0.0+0.6−0.4 0.04+0.13−0.09 0.06+0.15−0.12
26 – 27 −0.02+0.55−0.42 −0.08+1.17−0.48 −0.02+0.24−0.41 0.00+0.30−0.43 −0.1+2.1−0.8 −0.1+1.5−0.7 0.16+0.24−0.21 0.17+0.26−0.25
Note. — Col. (1) H160 magnitude. Col. (2)-(3) The effective radius offset. Col. (4)-(5) The magnitude offset.
Col. (6)-(7) The Se´rsic index offset. Col. (8)-(9) The ellipticity offset. All the offsets are shown for input Se´rsic
indices smaller and larger than 2.5.
8Fig. 5.— The results of more than 10,000 single-component model galaxies with an observed background. From top to bottom, panels
show the offsets between the measured and the actual effective radius Re, magnitude mH (in one HST orbit), Se´rsic index n, and ellipticity
e, respectively. Black solid and dashed lines in the scatter plots indicate the median and 1σ uncertainties of different measurements. The
dot-dash lines show the zero offset. Cyan points and cyan solid lines show the results of galaxies with input n < 2.5, and red points and
red dotted lines are for galaxies with n ≥ 2.5. The median offsets are zero down to mH ≈ 25, but the scatter rises steeply in the magnitude
range between 24 and 25.
TABLE 2
Single-Component Galaxies with Observed Background
∆Re/Re ∆m ∆n/n ∆e
mH n<2.5 n≥2.5 n<2.5 n≥2.5 n<2.5 n≥2.5 n<2.5 n≥2.5
(1) (2) (3) (4) (5) (6) (7) (8) (9)
20 – 21 −0.00+0.01−0.01 −0.00+0.01−0.01 0.00+<0.01−<0.01 0.00+0.01−0.01 −0.0+<0.1−<0.1 −0.0+<0.1−<0.1 0.00+<0.01−<0.01 0.00+<0.01−<0.01
21 – 22 −0.00+0.01−0.02 −0.00+0.04−0.04 −0.00+0.01−0.01 0.00+0.02−0.02 −0.0+<0.1−<0.1 −0.0+<0.1−<0.1 0.00+0.01−0.01 0.00+0.01−0.01
22 – 23 −0.00+0.03−0.04 −0.01+0.10−0.07 0.00+0.03−0.02 0.00+0.04−0.05 −0.0+0.1−0.1 −0.0+0.1−0.1 0.00+0.02−0.02 0.00+0.03−0.02
23 – 24 −0.01+0.08−0.07 −0.01+0.23−0.17 0.00+0.06−0.05 0.00+0.11−0.13 −0.0+0.2−0.1 −0.0+0.3−0.2 0.01+0.05−0.04 0.01+0.06−0.05
24 – 25 0.01+0.29−0.17 −0.03+1.00−0.35 −0.01+0.12−0.24 0.00+0.28−0.39 −0.0+0.6−0.4 −0.1+0.8−0.4 0.04+0.15−0.10 0.06+0.16−0.13
25 – 26 −0.02+0.53−0.41 −0.13+2.54−0.52 −0.04+0.21−0.45 −0.00+0.41−0.75 −0.1+1.5−0.8 −0.2+1.8−0.7 0.15+0.27−0.19 0.20+0.30−0.24
26 – 27 −0.22+1.65−0.59 −0.36+1.93−0.55 −0.20+0.52−0.91 −0.10+0.64−0.88 −0.5+3.9−0.5 −0.4+2.7−0.6 0.33+0.30−0.30 0.35+0.31−0.29
Note. — Col. (1) H160 magnitude. Col. (2)-(3) The effective radius offset. Col. (4)-(5) The magnitude
offset. Col. (6)-(7) The Se´rsic index offset. Col. (8)-(9) The ellipticity offset. All the offsets are shown for input
Se´rsic indices smaller and larger than 2.5.
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Fig. 6.— Results of more than 7,000 multi-component galaxies with simulated backgrounds. The upper, middle, and lower panels show
the results at different intervals of size Re (pixel), mean surface brightness 〈µ〉 (mH arcsec−2), and Se´rsic index n, respectively. Black solid
and dashed lines in the scatter plots indicate the median and 1σ uncertainties of different measurements. The dot-dash lines show the zero
offset. The downward-pointing arrows in the scatter plots indicate the S/N of a galaxy with Re = 5 pixels, e = 0, and mH = 20 and 25.
Note the significant size and total luminosity overestimations of GALFIT models with n > 6; see text in Section 3.2 regarding the offsets in
different bin internals of Se´rsic index.
ages with simulated backgrounds have similar RMS to
CANDELS UDS H160 image, the galaxy flux and the
background flux are comparable at mH ≈ 23.5 for im-
ages with simulated backgrounds. This can explain some
of the discrepancies between Figure 4 and Figure 5, even
at the bright end.
3.2. Multi-component Galaxies
Simulated galaxies with multiple components, where
the subcomponents are taken from accurate decompo-
sitions of nearby galaxies of H13, provide a better de-
scription of the observed galaxy structures than ideal-
ized single-component models. We examine the reliabil-
ity of measuring the size and total luminosity of multi-
component galaxies by single-component fitting.
Figure 6 and Tables 3 and 4 show the difference be-
tween actual and measured effective radii at different
S/N ranges for about 7,000 model galaxies in images
with simulated (i.e. idealized) backgrounds. The upper,
middle, and lower panels give the results at different in-
tervals of size, mean surface brightness, and Se´rsic index,
respectively. Black solid and dashed lines in the scatter
plots indicate the median and 1σ uncertainties of differ-
ent measurements. The downward-pointing arrows on
the top of each subpanel indicate the S/N of a galaxy
with Re = 5 pixels, e = 0, and mH = 20 or 25 (one
orbit). Typical red nugget galaxies in CANDELS have
mH ≈ 20− 23.
A notable feature in Figure 6 are the results for galax-
ies with 6 < n < 20. Note that we do not impose an
upper limit on the Se´rsic index; n = 20 is an internal
upper limit set by GALFIT. It is clear that the fits with n
> 6 are generally unreliable. Se´rsic profiles with n > 4
have long tails. In a regime where the surface brightness
of the galaxy is close to the sky level, the flux in the long
tail can be overestimated due to the inherent degeneracy
between a Se´rsic profile with large n and any residual
background flux. This leads not only to overestimating
the total flux of the galaxy but also its size. On the other
hand, for all practical purposes, on can correct for this
effect by refitting the galaxies with n > 6 by fixing n
to 6. Figure 7 demonstrates the significant improvement
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TABLE 3
MULTI-COMPONENTGALAXIES WITH SIMULATED BACKGROUND
∆Re/Re
S/N
Subsample 5 – 10 10 – 20 20 – 35 35 – 70 70 – 135 135 – 265 265 – 515 515 – 1000
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Re 1 – 5 −0.24+2.39−0.49 −0.21
+1.68
−0.31 −0.06
+0.64
−0.34 −0.01
+0.31
−0.32 0.03
+0.19
−0.49 0.04
+0.09
−0.49 0.04
+0.06
−0.49 0.03
+0.06
−0.13
5 – 20 0.02+3.24−0.62 0.14
+1.45
−0.50 0.17
+0.79
−0.35 0.21
+0.42
−0.27 0.18
+0.37
−0.18 0.19
+0.26
−0.15 0.15
+0.22
−0.12 0.12
+0.16
−0.08
20 – 70 0.13+2.09−0.69 0.09
+1.13
−0.48 0.19
+0.86
−0.41 0.18
+0.95
−0.26 0.23
+0.43
−0.24 0.19
+0.43
−0.18 0.25
+0.36
−0.21 0.27
+0.26
−0.22
〈µ〉 16 – 21 ... ... ... ... −0.48+0.05−0.17 −0.03+0.19−0.45 0.07+0.14−0.16 0.11+0.17−0.09
21 – 24 −0.53+1.45−0.40 −0.21
+0.98
−0.46 0.05
+0.49
−0.35 0.11
+0.37
−0.23 0.17
+0.37
−0.18 0.18
+0.32
−0.15 0.23
+0.38
−0.16 0.32
+0.28
−0.26
24 – 27 0.04+2.75−0.63 0.09
+1.44
−0.47 0.19
+0.86
−0.37 0.26
+0.72
−0.29 0.23
+0.33
−0.23 ... ... ...
n 0 – 2.5 −0.55+0.32−0.19 −0.37
+0.25
−0.24 −0.27
+0.22
−0.23 −0.29
+0.24
−0.21 −0.21
+0.12
−0.26 −0.19
+0.12
−0.26 −0.17
+0.06
−0.32 −0.12
+0.10
−0.36
2.5 – 6 −0.12+0.58−0.43 −0.03
+0.49
−0.35 0.05
+0.37
−0.26 0.09
+0.24
−0.19 0.13
+0.17
−0.14 0.13
+0.15
−0.10 0.13
+0.17
−0.09 0.11
+0.12
−0.08
6 – 20 1.93+4.44−1.99 1.47
+1.98
−1.32 1.05
+1.23
−0.69 0.74
+0.98
−0.47 0.60
+0.53
−0.36 0.62
+0.51
−0.40 0.63
+0.34
−0.49 0.50
+0.38
−0.35
NOTE. — Col. (1) Parameter. Col. (2) The subsamples selected based on different ranges of effective radius (Re), surface
brightness (〈µ〉), and Sérsic index (n). Col. (3)-(10) Equally (in logarithmic space) spaced intervals of S/N. See text in Section
3.2 regarding the offsets in different Sérsic index.
TABLE 4
MULTI-COMPONENTGALAXIES WITH SIMULATED BACKGROUND
∆mH
S/N
Subsample 5 – 10 10 – 20 20 – 35 35 – 70 70 – 135 135 – 265 265 – 515 515 – 1000
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Re 1 – 5 −0.04+0.41−0.65 0.08
+0.22
−0.64 0.02
+0.30
−0.27 −0.01
+0.20
−0.12 −0.05
+0.31
−0.07 −0.03
+0.22
−0.06 −0.01
+0.18
−0.05 −0.02
+0.07
−0.04
5 – 20 −0.14+0.56−0.59 −0.13
+0.37
−0.37 −0.10
+0.21
−0.25 −0.11
+0.13
−0.16 −0.10
+0.09
−0.13 −0.10
+0.07
−0.12 −0.09
+0.07
−0.10 −0.08
+0.05
−0.08
20 – 70 −0.11+0.57−0.62 −0.06
+0.33
−0.35 −0.10
+0.23
−0.25 −0.09
+0.12
−0.29 −0.12
+0.13
−0.14 −0.10
+0.09
−0.15 −0.13
+0.10
−0.12 −0.14
+0.11
−0.09
〈µ〉 16 – 21 ... ... ... ... 0.26+0.16−0.26 0.02+0.37−0.11 −0.05+0.09−0.06 −0.07+0.06−0.09
21 – 24 0.14+0.45−0.57 0.08
+0.36
−0.48 −0.03
+0.25
−0.23 −0.07
+0.14
−0.15 −0.10
+0.10
−0.14 −0.10
+0.07
−0.13 −0.13
+0.08
−0.13 −0.16
+0.12
−0.09
24 – 27 −0.14+0.55−0.60 −0.09
+0.35
−0.40 −0.12
+0.24
−0.24 −0.14
+0.16
−0.20 −0.12
+0.10
−0.13 ... ... ...
n 0 – 2.5 0.40+0.35−0.39 0.29
+0.27
−0.25 0.27
+0.25
−0.23 0.27
+0.33
−0.21 0.25
+0.25
−0.18 0.22
+0.32
−0.20 0.20
+0.37
−0.19 0.15
+0.4
−0.14
2.5 – 6 −0.04+0.41−0.35 −0.01
+0.25
−0.24 −0.03
+0.17
−0.18 −0.06
+0.11
−0.11 −0.08
+0.08
−0.08 −0.08
+0.06
−0.07 −0.08
+0.06
−0.07 −0.07
+0.05
−0.06
6 – 20 −0.42+0.41−0.67 −0.45
+0.34
−0.29 −0.35
+0.19
−0.20 −0.28
+0.15
−0.20 −0.25
+0.12
−0.11 −0.25
+0.14
−0.10 −0.25
+0.17
−0.08 −0.21
+0.14
−0.10
NOTE. — Col. (1) Parameter. Col. (2) The subsamples selected based on different ranges of effective radius (Re), surface
brightness (〈µ〉), and Sérsic index (n). Col. (3)-(10) Equally (in logarithmic space) spaced intervals of S/N. See text in Section
3.2 regarding the offsets in different Sérsic index.
in the size determination. Comparing Figures 6 and 7
clarifies that most of the outliers in Figure 6 are galaxies
with n > 6. It is worth noting that because the simula-
tions are based on a finite sample of 100 nearby galaxy
“templates,” rescaled in luminosity and size, the behav-
ior of the scatter is only pseudo-random, which leads to
horizontal striations in the scatter plots of Figure 6.
Figures 6 and 7 (and 8) show that when the objects are
binned by measured Se´rsic index, the scatter does not
appear symmetric in the lowest bin in n. One might in-
terpret the result as the fit missing the outer parts of the
galaxies. However, that offset is deceptive because the
objects are plotted according to their measured Se´rsic
index rather than intrinsic index; one does not know the
Se´rsic index for real, multi-component galaxies until af-
ter the fit. Because measured Se´rsic indices are positively
correlated in a fit with measured sizes (Yoon et al. 2011),
objects selected to have low measured Se´rsic index typ-
ically would have smaller measured sizes. This is seen
in the extreme, comparing Figures 6 and 7, for the bin
where n > 6. In Figure 7, the measured sizes become
much smaller when n > 6 objects are constrained to n
= 6. The apparent systematic bias is therefore an arti-
fact of the Se´rsic index not being an independent vari-
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Fig. 7.— Results of more than 7,000 multi-component galaxies with a simulated background. The upper, middle, and lower panels show
the results at different intervals of size Re (pixel), mean surface brightness 〈µ〉 (mH arcsec−2), and Se´rsic index n, respectively. Black solid
and dashed lines in the scatter plots indicate the median and 1σ uncertainties of different measurements. The dot-dash lines show the zero
offset. The downward-pointing arrows in the scatter plots indicate the S/N of a galaxy with Re = 5 pixels, e = 0, and mH = 20 and 25.
Galaxies with n > 6 are refit by fixing the Se´rsic index to n = 6. Note the significant decrease in scatter and systematic errors (compare
with Figure 6); see text in Section 3.2 regarding the offsets in different bin internals of Se´rsic index.
able in the simulation. In contrast, when all the objects
are grouped together without regard to Se´rsic index, the
scatter is more symmetric about the mean (top row).
Tables 5 and 6 summarize the results of the best-fit
multi-component models. On average, across the entire
S/N range of interest, the size of the galaxies and their
total luminosities are slightly underestimated at very low
S/N . On the other hand, a small but positive trend is
present, as seen in Figure 7, at higher S/N values. The
multi-component galaxies are drawn from CGS elliptical
galaxies and the Se´rsic indices of these galaxies should
peak around n = 4, as seen in our results (< 15% have
n < 2.5, and < 20% have n > 6 ).
There is a weak size dependence in the size determi-
nation of the galaxies. The systematic offsets of galaxies
with S/N > 50 are smaller for smaller galaxies. Fig-
ure 3 indicates that the CoG technique to measure sizes
can produce systematics even in idealized galaxies when
Re < 2 pixels. Even after correcting for this effect, the
systematic offsets for galaxies with 1 < Re < 5 pixels
are still slightly less than what we find for galaxies with
larger sizes. The slight trend and scatter compared to
idealized simulations therefore illustrate the fundamen-
tal differences due to structural complexities.
Figure 8 and Tables 7 and 8 summarize the results
of multi-component models with an observed sky back-
ground taken from CANDELS UDS H160 images. The
trends are similar between images with simulated and
observed backgrounds. As expected, the uncertainties
are higher for images with the observed background, es-
pecially at lower S/N .
Under-subtraction or over-subtraction of the sky value
can introduce spurious curvature into the brightness pro-
file, especially in the faint, outer regions of the galaxy
(e.g., MacArthur et al. 2003; Erwin et al. 2008; Bernardi
et al. 2010; Yoon et al. 2011). Figure 9 shows the accu-
racy of GALFIT sky determination. It shows that in our
simulations GALFIT measures the sky value with accuracy
better than few 0.01%. Therefore, the systematic errors
of single-component fits of multi-component galaxies are
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TABLE 5
MULTI-COMPONENT GALAXIES WITH SIMULATED BACKGROUND – CORRECTED FOR MODELS WITH n>6
∆Re/Re
S/N
Subsample 5 – 10 10 – 20 20 – 35 35 – 70 70 – 135 135 – 265 265 – 515 515 – 1000
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Re 1 – 5 −0.23+1.48−0.60 −0.22
+0.50
−0.30 −0.09
+0.32
−0.32 −0.03
+0.21
−0.30 0.03
+0.17
−0.49 0.03
+0.08
−0.49 0.04
+0.05
−0.45 0.03
+0.06
−0.27
5 – 20 −0.28+0.85−0.40 −0.04
+0.65
−0.40 0.05
+0.45
−0.30 0.12
+0.27
−0.24 0.12
+0.20
−0.17 0.14
+0.15
−0.15 0.11
+0.15
−0.14 0.11
+0.09
−0.10
20 – 70 −0.03+0.91−0.54 0.02
+0.6
−0.43 0.08
+0.31
−0.38 0.11
+0.23
−0.23 0.17
+0.28
−0.23 0.12
+0.23
−0.14 0.20
+0.21
−0.19 0.20
+0.19
−0.19
〈µ〉 16 – 21 ... ... ... ... −0.48+0.04−0.07 −0.09+0.18−0.40 0.06+0.12−0.17 0.09+0.11−0.09
21 – 24 −0.53+0.26−0.45 −0.31
+0.49
−0.59 −0.04
+0.41
−0.30 0.07
+0.26
−0.26 0.12
+0.19
−0.18 0.13
+0.18
−0.14 0.17
+0.20
−0.16 0.21
+0.19
−0.21
24– 27 −0.20+1.05−0.46 −0.04
+0.64
−0.39 0.07
+0.40
−0.31 0.13
+0.28
−0.23 0.09
+0.32
−0.17 ... ... ...
n 0 – 2.5 −0.55+0.32−0.19 −0.37
+0.25
−0.24 −0.27
+0.22
−0.23 −0.29
+0.24
−0.21 −0.21
+0.12
−0.26 −0.19
+0.12
−0.26 −0.17
+0.06
−0.32 −0.12
+0.10
−0.36
2.5 – 6 −0.12+0.58−0.43 −0.03
+0.49
−0.35 0.05
+0.37
−0.26 0.09
+0.24
−0.19 0.13
+0.17
−0.14 0.13
+0.15
−0.10 0.13
+0.17
−0.09 0.11
+0.12
−0.08
6 0.14+1.24−0.81 0.30
+0.74
−0.70 0.21
+0.38
−0.49 0.15
+0.33
−0.45 0.16
+0.30
−0.43 0.13
+0.25
−0.48 0.09
+0.29
−0.50 0.12
+0.29
−0.34
NOTE. — Col. (1) Parameter. Col. (2) The subsamples selected based on different ranges of effective radius (Re), surface
brightness (〈µ〉), and Sérsic index (n). Col. (3)-(10) Equally (in logarithmic space) spaced intervals of S/N. See text in Section
3.2 regarding the offsets in different Sérsic index.
TABLE 6
MULTI-COMPONENT GALAXIES WITH SIMULATED BACKGROUND – CORRECTED FOR MODELS WITH n>6
∆mH
S/N
Subsample 5 – 10 10 – 20 20 – 35 35 – 70 70 – 135 135 – 265 265 – 515 515 – 1000
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Re 1– 5 −0.00+0.54−0.69 0.10
+0.32
−0.30 0.06
+0.30
−0.20 0.00
+0.26
−0.12 −0.04
+0.41
−0.07 −0.01
+0.26
−0.06 −0.01
+0.33
−0.05 −0.01
+0.30
−0.05
5 – 20 0.07+0.47−0.46 −0.04
+0.36
−0.27 −0.05
+0.20
−0.19 −0.07
+0.14
−0.12 −0.07
+0.09
−0.10 −0.08
+0.07
−0.07 −0.07
+0.08
−0.07 −0.07
+0.06
−0.05
20 – 70 0.03+0.48−0.48 −0.01
+0.33
−0.28 −0.05
+0.26
−0.15 −0.04
+0.12
−0.12 −0.09
+0.12
−0.11 −0.07
+0.08
−0.10 −0.10
+0.09
−0.09 −0.11
+0.09
−0.07
〈µ〉 16 – 21 ... ... ... ... 0.38+0.07−0.13 0.06+0.33−0.13 −0.05+0.12−0.05 −0.06+0.07−0.06
21 – 24 0.27+0.43−0.28 0.24
+0.30
−0.40 0.02
+0.27
−0.20 −0.05
+0.16
−0.11 −0.07
+0.10
−0.09 −0.08
+0.07
−0.07 −0.09
+0.08
−0.09 −0.11
+0.10
−0.08
24 – 27 0.04+0.48−0.49 −0.02
+0.33
−0.27 −0.05
+0.22
−0.18 −0.07
+0.13
−0.13 −0.07
+0.10
−0.13 ... ... ...
n 0 – 2.5 0.40+0.35−0.40 0.28
+0.29
−0.25 0.28
+0.24
−0.23 0.28
+0.32
−0.22 0.24
+0.26
−0.17 0.22
+0.32
−0.20 0.20
+0.37
−0.19 0.18
+0.38
−0.17
2.5 – 6 −0.04+0.41−0.34 −0.01
+0.25
−0.24 −0.04
+0.17
−0.18 −0.06
+0.11
−0.11 −0.08
+0.08
−0.08 −0.08
+0.06
−0.07 −0.08
+0.06
−0.07 −0.07
+0.05
−0.06
6 −0.07+0.48−0.57 −0.15
+0.38
−0.28 −0.10
+0.25
−0.16 −0.07
+0.22
−0.13 −0.09
+0.21
−0.12 −0.08
+0.23
−0.09 −0.06
+0.39
−0.12 −0.09
+0.29
−0.08
NOTE. — Col. (1) Parameter. Col. (2) The subsamples selected based on different ranges of effective radius (Re), surface
brightness (〈µ〉), and Sérsic index (n). Col. (3)-(10) Equally (in logarithmic space) spaced intervals of S/N. See text in Section
3.2 regarding the offsets in different Sérsic index.
not caused by overestimating or underestimating the sky
value, but rather merely reflects the limitations of single-
component modeling. In fact, even when we fix the sky
value to the actual value during the fits, the outcomes
do not change.
The provided tables can be used by future observers
to quantify potential systematic offsets and uncertain-
ties in their measurements of structural parameters in
high-z galaxies. Although the main purpose of the simu-
lations is to determine the robustness of the GALFIT mod-
eling of high-z, compact galaxies, our simulations would
be appropriate for galaxies of all redshifts, as long as
they fall within our S/N, size, Sersic index, and param-
eter space. Note, however, that the multi-component
simulated galaxies mimic the morphology of only early-
type galaxies. A forthcoming work (R. Davari et al., in
preparation) will address a broader range of morpholog-
ical types.
4. COMPARISON TO OTHER STUDIES
Van der Wel et al. (2012) performed comprehensive
single-component simulations based on CANDELS imag-
ing in H160, based on their catalog of 6492 objects in
GOODS-South. They find that mH , Re, and e can be
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Fig. 8.— Results of more than 7,000 multi-component galaxies with an observed background. The upper, middle, and lower panels show
the results at different intervals of size Re (pixel), mean surface brightness 〈µ〉 (mH arcsec−2), and Se´rsic index n, respectively. Black solid
and dashed lines in the scatter plots indicate the median and 1σ uncertainties of different measurements. The dot-dash lines show zero
offset. The downward-pointing arrows in the scatter plots indicate the S/N of a galaxy with Re = 5 pixels, e = 0, and mH = 20 and 25.
Galaxies with n > 6 are refit by fixing the Se´rsic index to n = 6. The trends are similar to the results for simulated backgrounds, although
the scatter is larger; see text in Section 3.2 regarding the offsets in different bin intervals of Se´rsic index.
inferred with a random accuracy of 20% or better for
galaxies brighter than mH = 24.5, whereas n can be mea-
sured at the same level of accuracy for galaxies brighter
than mH = 23.5 (their Table 3). They conclude that
since a typical faint high-z galaxy is small and has a low
Se´rsic index, 10%-level accuracy in the single-component
measurements can be reached down to mH ≈ 24.5. For
their faintest sources (mH > 25.5) with large sizes (Re >
0.′′4), the uncertainties in the magnitude and structural
parameters start to become substantial because they are
dominated by the uncertainty in the background esti-
mate. This is in agreement with our single-component
results (Tables 1 and 2). We find that at a specific mag-
nitude the scatter is higher for larger galaxies because
their surface brightness is lower.
Trujillo et al. (2007) simulate 1000 single-component
galaxies with properties matching the observed distribu-
tion of their objects in I814. A background sky, randomly
taken from the I814 image, is added to the generated
galaxies, and the galaxy models are convolved with the
observed PSF. Based on their Figure 2, there is no sys-
tematic offset for galaxies with mI < 24.0. For fainter
galaxies, only those with n > 2.5, there is less than a
25% systematic offset toward smaller sizes. They also
explore the variation of the PSF within the image to see
how it can affect the recovery of the sizes. Using differ-
ent stars in the image as the PSF, they find that the size
estimations are robust to changes in the selected PSF;
the scatter is about 10%. Abramson et al. (2013) also
use six different PSFs (including an empirical PSF) and
find 5%-level accuracy for lower Se´rsic indices and 30%-
level accuracy for higher Se´rsic indices. Our Figure A2
confirms that the effects are small when using slightly
inaccurate PSFs.
However, Mancini et al. (2010) claim that for objects
with large effective radii and Se´rsic indices, as elliptical
galaxies with masses of 2.5 × 1011M are expected to
be, one could substantially underestimate n and Re for
the typical S/N (≤ 50–100) of their sample. They believe
that this reflects the impact of (1 + z )4 surface brightness
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TABLE 7
MULTI-COMPONENT GALAXIES WITH OBSERVED BACKGROUND – CORRECTED FOR MODELS WITH n>6
∆Re/Re
S/N
Subsample 5 – 10 10 – 20 20 – 35 35 – 70 70 – 135 135 – 265 265 – 515 515 – 1000
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Re 1 – 5 −0.46+1.12−0.54 −0.36
+2.07
−0.49 −0.23
+1.03
−0.39 −0.14
+0.56
−0.40 −0.05
+0.28
−0.37 0.02
+0.19
−0.49 0.08
+0.09
−0.53 0.05
+0.08
−0.44
5 – 20 −0.49+1.49−0.42 −0.30
+1.81
−0.38 −0.04
+1.05
−0.44 0.13
+0.66
−0.43 0.13
+0.49
−0.28 0.18
+0.33
−0.25 0.23
+0.27
−0.27 0.21
+0.26
−0.23
20 – 70 −0.43+1.30−0.37 −0.28
+0.99
−0.41 −0.00
+0.72
−0.51 −0.02
+0.50
−0.42 0.03
+0.41
−0.45 0.06
+0.49
−0.35 0.10
+0.45
−0.42 0.16
+0.41
−0.35
〈µ〉 16 – 21 ... ... ... −0.51+0.17−0.29 −0.47+0.04−0.12 −0.08+0.26−0.40 0.13+0.23−0.21 0.15+0.31−0.20
21 – 24 −0.86+0.77−0.14 −0.38
+1.45
−0.45 −0.05
+0.96
−0.39 0.03
+0.58
−0.39 0.07
+0.47
−0.33 0.12
+0.39
−0.25 0.22
+0.34
−0.35 0.19
+0.30
−0.38
24 – 27 −0.47+1.46−0.41 −0.28
+1.38
−0.42 −0.05
+0.92
−0.46 0.07
+0.61
−0.47 0.04
+0.44
−0.27 ... ... ...
n 0 – 2.5 −0.60+0.57−0.24 −0.57
+0.31
−0.22 −0.47
+0.28
−0.22 −0.45
+0.25
−0.18 −0.27
+0.24
−0.29 −0.15
+0.09
−0.31 −0.24
+0.16
−0.34 −0.19
+0.09
−0.29
2.5 – 6 −0.25+1.92−0.58 −0.19
+1.18
−0.42 −0.09
+0.62
−0.37 0.02
+0.47
−0.34 0.05
+0.39
−0.29 0.11
+0.35
−0.21 0.17
+0.28
−0.20 0.15
+0.25
−0.16
6 −0.21+2.24−0.79 0.22
+1.82
−0.79 0.56
+1.23
−0.75 0.37
+0.78
−0.45 0.26
+0.54
−0.42 0.27
+0.40
−0.57 0.30
+0.33
−0.43 0.33
+0.30
−0.36
NOTE. — Col. (1) Parameter. Col. (2) The subsamples selected based on different ranges of effective radius (Re), surface
brightness (〈µ〉), and Sérsic index (n). Col. (3)-(10) Equally (in logarithmic space) spaced intervals of S/N. See text in Section
3.2 regarding the offsets in different Sérsic index.
TABLE 8
MULTI-COMPONENT GALAXIES WITH OBSERVED BACKGROUND – CORRECTED FOR MODELS WITH n>6
∆mH
S/N
Subsample 5 – 10 10 – 20 20 – 35 35 – 70 70 – 135 135 – 265 265 – 515 515 – 1000
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Re 1 – 5 0.04+0.78−1.32 0.07
+0.44
−0.96 0.14
+0.37
−0.53 0.05
+0.37
−0.26 0.07
+0.22
−0.22 −0.01
+0.40
−0.11 −0.05
+0.29
−0.06 −0.03
+0.25
−0.06
5 – 20 0.11+0.76−1.09 0.10
+0.56
−0.73 −0.01
+0.38
−0.45 −0.08
+0.30
−0.27 −0.07
+0.17
−0.20 −0.10
+0.12
−0.14 −0.12
+0.12
−0.11 −0.11
+0.12
−0.11
20 – 70 0.41+0.68−0.94 0.23
+0.55
−0.55 0.03
+0.45
−0.35 0.04
+0.36
−0.24 0.01
+0.37
−0.20 −0.02
+0.23
−0.24 −0.04
+0.27
−0.21 −0.09
+0.23
−0.17
〈µ〉 16 – 21 ... ... ... 0.39+0.19−0.22 0.40+0.14−0.15 0.04+0.38−0.14 −0.08+0.14−0.10 −0.09+0.13−0.12
21 – 24 0.51+5.43−0.21 0.28
+0.38
−0.89 −0.00
+0.38
−0.38 −0.02
+0.29
−0.28 −0.03
+0.23
−0.21 −0.07
+0.15
−0.16 −0.11
+0.18
−0.14 −0.10
+0.26
−0.14
24 – 27 0.16+0.76−1.03 0.13
+0.53
−0.69 0.02
+0.41
−0.44 −0.04
+0.37
−0.28 −0.02
+0.20
−0.24 ... ... ...
n 0 – 2.5 0.34+0.62−0.83 0.48
+0.42
−0.43 0.40
+0.31
−0.31 0.41
+0.22
−0.30 0.24
+0.33
−0.23 0.16
+0.30
−0.14 0.27
+0.33
−0.26 0.22
+0.36
−0.17
2.5 – 6 −0.02+0.79−1.03 0.06
+0.43
−0.60 0.03
+0.36
−0.30 −0.01
+0.25
−0.24 −0.03
+0.20
−0.18 −0.07
+0.13
−0.15 −0.10
+0.12
−0.12 −0.09
+0.1
−0.11
6 0.02+1.00−1.12 −0.16
+0.54
−0.65 −0.24
+0.41
−0.42 −0.17
+0.22
−0.27 −0.12
+0.20
−0.23 −0.11
+0.23
−0.18 −0.13
+0.18
−0.14 −0.15
+0.16
−0.12
NOTE. — Col. (1) Parameter. Col. (2) The subsamples selected based on different ranges of effective radius (Re), surface
brightness (〈µ〉), and Sérsic index (n). Col. (3)-(10) Equally (in logarithmic space) spaced intervals of S/N. See text in Section
3.2 regarding the offsets in different Sérsic index.
dimming of high-n halos. We do not observe any sys-
tematic error in size determination of single-component
galaxies with S/N > 50 (mH < 24 for typical z = 2
galaxies).
The sizes of single-component galaxies can be underes-
timated if the dimension of the image is small relative to
the galaxy size. This makes the sky determination less
reliable. Size measurements can also be compromised
if extended neighbors are not properly masked. How-
ever, when these factors are taken into account, we, in
agreement with several previous studies (Ha¨ussler et al.
2007; van Dokkum & Brammer 2010; Williams et al.
2010; Buitrago et al. 2013), believe that the parameters
of a single-component galaxy can be retrieved robustly
over a wide range of S/N .
Meert et al. (2013) show that single-component Se´rsic
fits of two-component (bulge + disk) simulated galax-
ies, based on a spectroscopically selected sample from
the Sloan Digital Sky Survey (SDSS; York et al. 2000;
Stoughton et al. 2002), leads to an overestimation of the
size (their Figure 8). It holds even for their model galax-
ies without any noise (their Figure 8a).
Mosleh et al. (2013) also simulate two-component
galaxies based on an SDSS sample. They examine the ro-
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Fig. 9.— Examining the accuracy of GALFIT sky determination.
Black solid and dashed lines in the scatter plots indicate the median
and 1σ uncertainties of different measurements. The dot-dash line
shows zero offset. For our simulations, GALFIT measures the sky
value with accuracy better than a few 0.01%.
bustness of size measurements based on non-parametric
fitting as well as single- and two-component Se´rsic fits.
For their modeled galaxies at z = 0, they find that their
non-parametric and two-component Se´rsic fits provide
the most robust Re measurements, while those based
on single-component Se´rsic fitting often overestimate the
size, especially for massive red/early-type galaxies (their
Figure 3). Redshifting their galaxies to z = 1, they find
that the single-Se´rsic fitting of two-component galaxies
yield reliable size measurements, likely due to the smaller
structures being washed out at high redshifts (their Fig-
ure 7).
The two-component simulation results of Meert et al.
(2013) and Mosleh et al. (2013) qualitatively agree with
our results for multi-component galaxies (Figures 6–8).
However, Mosleh et al. (2013) finds smaller systematic
offsets which could be caused by a considerable fraction
of disk-dominated galaxies in their sample. Note that
our simulations are limited to early-type galaxies.
5. IMPLICATIONS FOR RED NUGGETS
One of the main goals of this study is to examine
whether or not there is a bias in measuring properties
of the red, massive compact galaxies at z = 2. These
so-called red nuggets are found to have a median stellar
mass M∗ ≈ 1011 M and a median effective radius Re
≤ 2.0 kpc (van Dokkum et al. 2008; van der Wel et al.
2011). Red nuggets are found to have H160 < 24, with
a few having H160 = 23–24 (Szomoru et al. 2012). They
are seen at high S/N (≥ 100, for one HST orbit).
Assuming that the light distribution of these compact
galaxies resembles a Se´rsic profile, Figures 4 and 5 and
Tables 1 and 2 show that there is no systematic bias
in the size, total luminosity, Se´rsic index, and elliptic-
ity of these galaxies. The uncertainties for measuring
Re, mH , n, and e are less than 20%, 0.2, 0.2, and 10%,
respectively, for galaxies with 23 < H160 < 24. The
uncertainties are much smaller still for brighter galax-
ies. Thus, provided that red nuggets have Se´rsic profiles,
single-component fits of these galaxies are very robust.
On the other hand, the observed compact galaxies may
have an envelope with low surface brightness that is dif-
ficult to recover in detail. If the envelope does not fol-
low a perfect Se´rsic function or the overall galaxy profile
changes from small to large radii, it is commonly spec-
ulated that the envelope flux and hence the true effec-
tive radius may be underestimated (e.g., Hopkins et al.
2009). We tackle this problem by taking advantage of
H13’s morphological study of ∼100 nearby massive ellip-
tical galaxies with median mass M = 1.3 × 1011 M.
We directly test the null hypothesis that the red nuggets
have undergone no morphological evolution and only pas-
sive fading since z ≈ 2.
Figure 7 and Table 5 and 6 show the best-fit results
of the single Se´rsic fits of the multi-component galax-
ies. With adequate S/N (≥ 100, comparable to red
nuggets studied in CANDELS), the presence of extended
envelopes in ellipticals actually leads to a slight overes-
timation of their sizes rather than an underestimation.
This holds over a wide range of sizes (i.e., 1 < Re < 70
pixels). At much lower S/N values (e.g., ≤ 50), the trend
reverses but the effect is very modest. Conclusion: if red
nuggets have structures similar to local massive elliptical
galaxies, single-component Se´rsic fits of these galaxies do
not underestimate their sizes. The median size of models
of nearby ellipticals rescaled to mimic galaxies at z = 2
is Re ≈ 0.′′5, or 4.2 kpc. Considering that the median
size of red nuggets is Re ≈ 1 kpc, their sizes have in-
creased by a factor of ∼4 if they are the progenitors of
local massive ellipticals.
Table 6 shows that the total luminosity of the multi-
component galaxies can be overestimated as a result of
overestimating the size. This leads to systematically
higher masses for these compact galaxies. However, this
effect is less than 10%, which, compared to other uncer-
tainties involved in mass measurement, is insignificant.
Hence, the total luminosity of multi-component galax-
ies can be measured reliably via single-component Se´rsic
fitting.
6. SUMMARY
Recent observations of galaxies at z = 2 with
HST/WFC3 have revealed a population of red, compact
(Re ≈ 1 − 2 kpc), and massive (M∗ ≈ 1011 M) galax-
ies, the so-called red nuggets. We determine the possible
biases and uncertainties in the determination of basic
structural parameters of these galaxies, with special em-
phasis on their sizes.
For this purpose, we perform two sets of simulations:
one based on idealized single-component models and the
other on the observed properties of local massive ellip-
ticals. For the local analogs, we generate galaxies with
multiple components (generally three) with the proper-
ties obtained from Huang et al. (2013a), which in turn
are rescaled so as to compare with galaxies observed at
z = 2.0. We examine the effects of background noise,
the accuracy of the PSF model, and the model fitting
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method. We analyze the artificial images in a man-
ner similar to that popularly employed in the literature,
namely through two-dimensional GALFIT modeling of the
light distribution using a single-component Se´rsic profile
and compare the retrieved size, luminosity, and other
structural parameters with input values.
We find that:
• If the sky estimation has been done robustly and
the PSF model is relatively accurate, GALFIT can
retrieve the properties of single-component galaxies
at a wide range of magnitudes without introducing
any systematic error at high accuracy (Figures 4
and 5 and Tables 1 and 2).
• Modeling multi-component galaxies with a single
Se´rsic component under realistic conditions does
not bias the sizes too low; in fact, sizes tend to be
slightly overestimated. This makes the size evo-
lution problem, if anything, even more dramatic.
The apparent compactness of red nuggets is real; it
is not the result of missing faint, outer light (Fig-
ures 6–8 and Table 5).
• Models with Se´rsic indices larger than 6 have larger
uncertainties and can cause significant systematic
errors. Refitting these galaxies by fixing the Se´rsic
index to n = 6 provides more reliable results (com-
pare Figure 6 with Figure 7).
• We confirm that massive, compact quiescent galax-
ies at z = 2 are a factor of ∼4 smaller than their
local counterparts.
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APPENDIX
The Effects of PSF Accuracy
An important factor in obtaining a best-fit model is the accuracy of the PSF. The effective radii of high-z galaxies
are comparable to and in some cases smaller than the FWHM of the PSF. Therefore, one may expect a considerable
offset in GALFIT measurements when an inaccurate PSF is used (i.e., a PSF with different FWHM and/or different
structure than the PSF used for generating the galaxy model). To study this effect, we first generate about 3,000
single-component galaxies with 0.8 < Re < 4 pixels, which are convolved with the CANDELS COSMOS H160 PSF.
Then, we fit each galaxy with the H160 PSF from several major HST surveys (CANDELS, COSMOS, UDS, GOODS-S,
and EGS) and compare the results. The PSFs use a combination of a hybrid TinyTim (Krist et al. 2011) PSF and
a stacked empirical stellar PSF. The motivation for constructing such a hybrid PSF is that the TinyTim PSFs are
better in the core region (where centroiding issues tend to broaden empirical PSFs), while empirical PSFs fit real stars
better in the wings (van der Wel et al. 2012). Figure A1 shows that these PSF models have different core sizes (i.e.
FWHM) and outer halo wing compared to the COSMOS PSF. The PSF in COSMOS has an intermediate core size.
Figure A2 shows that the exact choice of PSF, within the range of realistic PSF models we explored, is not important
for the purposes of galaxy size determination. The systematic offsets are less than 2% and the uncertainties are less
than 4%. The offsets are smaller for best-fit models with lower Se´rsic indices.
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Fig. A1.— CANDELS H160 PSF models for different fields. The PSF models are contructed by using TinyTim for the central and outer
parts of the PSF and bright stars for intermediate distances from the center. The top panel shows the one-dimensional light profile of
different PSF models. The bottom panel shows the differences between the structure of different PSFs. The dot-dash line marks the case
when there is no offset.
Fig. A2.— Fitting galaxies with PSFs with different structures and/or FWHMs than the intrinsic PSF of the image leads to biases that
are insignificant. The systematic offsets for Re are less than 2%, and the uncertainties are less than 4%. The dot-dash line shows zero
offset.
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