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Abstract

Deep learning has been applied to many problems that are too complex to solve
through an algorithm. Most of these problems have not required the specific expertise of a
certain individual or group; most applied networks learn information that is shared across
humans’ intuitively. Deep learning has encountered very few problems that would require
the expertise of a certain individual or group to solve, and there has yet to be a defined
class of networks capable of achieving this. Such networks could duplicate the intelligence
of a person relative to a specific task, such as their writing style or music composition style.
For this thesis research, we propose to investigate Artificial Intelligence in a new direction:
Intelligence Duplication (ID). ID encapsulates neural networks that are capable of solving
problems that require the intelligence of a specific person or collective group. This concept
can be illustrated by learning the way a composer positions their musical segments -as in
the Deep Composer neural network. This will allow the network to generate similar songs
to the aforementioned artist. One notable issue that arises with this is the limited amount
of training data that can occur in some cases. For instance, it would be nearly impossible
to duplicate the intelligence of a lesser known artist or an artist who did not live long
enough to produce many works. Generating many artificial segments in the artist’s style will
overcome these limitations. In recent years, Generative Adversarial Networks (GANs) have
shown great promise in many similarly related tasks. Generating artificial segments will give
the network greater leverage in assembling works similar to the artist, as there will be an
increased overlap in data points within the hashed embedding. Additional review indicates
that current Deep Segment Hash Learning (DSHL) network variations have potential to
optimize this process. As there are less nodes in the input and output layers, DSHL networks
do not need to compute nearly as much information as traditional networks. We indicate
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that a synthesis of both DSHL and GAN networks will provide the framework necessary for
future ID research. The contributions of this work will inspire a new wave of AI research
that can be applied to many other ID problems.
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Chapter 1
Introduction

This thesis defines a new field of Artificial Intelligence, Intelligence Duplication, by
providing an approach to measure this through music generation. Extensive reviews indicate
that ID exists in music generation as demonstrated in the Deep Composer network (1; 2; 3).
This network utilizes neural hashing and segment position. Other experiments conclude the
effectiveness of hashing feature arrays (4; 5), however, they implement this in addition to
more traditional generation techniques that do not learn how to position segments with in
a similar fashion as the training dataset. The widespread usage of Generative Adversarial
Networks (GANs) (6; 7; 8; 9) for generation tasks have many applications, ranging from
dataset population to determining the validity of data patterns.
A combination of these aspects will provide a platform to duplicate the segment
placing skills from a specific individual. In this thesis, this combination will be demonstrated
in music generation, but these techniques can be applied in a more general case for future
research. This would involve that the training data be converted to their smallest possible
form in which it is still recognizable or data molecules, and that the network would train
to position said data molecules as they appear in training. There are many ways in which
this scheme can be implemented, but the results can only be subjectively measured at this
time as there is no standardized formula in which this can be measured. Future works could
potentially derive this method.
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Chapter 2
Literature Review

Overview
In order to precisely implement a mechanism to generate artificial data molecules, this review
will encompass various projects surrounding the fields of music generation, Deep Segment
Hash Learning (DSHL) and the usage of GANs for generating additional training data.
Additional emphasis will be placed on the Deep Composer network for music generation, as
it will be used for testing Intelligence Duplication to revive the great Wolfgang Amadeus
Mozart.
As there are limited ways to measure Intelligence Duplication objectively, this method
will be tested subjectively at this point in time. A simple survey will be conducted with
various Mozart experts to see if they can distinguish the Deep Composer from Mozart himself.
Theoretically, the results from this survey would provide the best current metric to indicate
whether or not the Deep Composer achieves Intelligence Duplication.

2.1
2.1.1

Multimedia Applications of Artificial Intelligence
Traditional Feature Extraction

AI has been applied to many different multimedia based tasks, ranging anywhere from music
to images. Given the constraints of modern AI, there are certain factors that must be
calculated before constructing a network architecture -many of which pertain to the hardware
capacity. For example, if a research team wishes to construct a network that is capable
of processing entire high-definition images and outputting the same quality of image, this

2

Figure 2.1: This is a traditional Feed-Forward Network (FFN) architecture. Inputs are fed through
to activator functions in the hidden layers. These values are then passed to the next subsequent
layer until they are joined into the output layer.

network will be massive in scale because each pixel in the input layer will need to have a
node as depicted in Figure 2.1. Each input node in the red layer must account for each pixel
in order to extract each feature. These features are then passed to the first hidden layer, as
denoted by H1.
Architectures such as the Feed-Forward Network (FFN) and the Recurrent Neural
Network (RNN) offer great versatility in that they can be applied to a wide-variety of
computational tasks (10; 11; 12). One of the sharp distinguishments between these two
architectures, is that the input from the previous iteration is computed with the data sent
in the next iteration. However, these architectures can be limiting if used on large data.
As the black circles in Figure 2.1 indicate, the number of nodes per layer as well as the
3

number of hidden layer will grow as the number of inputs grow. However, (13) denotes an
exponential lower-bound run time for a compact genetic algorithm. When applied to a similar or greater caliber algorithm, the same exponential lower-bound is achieved. This is not
ideal in the slightest for multimedia applications of Artificial Intelligence, especially with the
added complexity of RNNs. However, alternative network architectures have been proposed
to overcome this obstacle.

2.1.2

Alternative Feature Extraction Methodologies

As mentioned previously, it is computationally expensive to compute large sizes of data
simultaneously within a neural network. Instead of applying FFNs to solve many multimedia
tasks, researchers have sought to reduce the amount of simultaneously processed data. The
predominant ideology is to allow the network to learn which features are necessary and
train with a reduced set of features throughout each iteration. Other research suggests to
serialize information before being passed to the network and to use a retrieval-based system
for tasks extending further than classification. Both methodologies are viable options for
alleviating the computational burden associated with multimedia applications of AI. Before
a comparison can be made between the two, a thorough investigation must be taken in order
to fully understand the strengths and weaknesses between these two approaches.

Scaling Overall Height of Data Through the Network
The former option is most commonly represented with the Convolutional Neural Network
(CNN) architecture. As depicted in Figure 2.21 , the entirety of the image is mapped upon the
input layer, however, the size of the image slowly reduces down to a much more manageable
size for a neural network to compute. Instead of applying backpropogation to the entirety of
1

Image attributed to: https://upload.wikimedia.org/wikipedia/commons/6/63/Typical cnn.png
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Figure 2.2: ATTRIBUTED FROM EXTERNAL SOURCE: This image depicts a typical CNN,
whose many features are broken into much smaller pieces and sampled. As the the number of
convulsions increases, the overall data being processed is reduced dramatically.

the data, it is applied to what the network deems as the most significant pieces of information.
In more complex examples, (14) utilize a CNN architecture to extract various fingerprint
features efficiently. Doing so, a much greater size of features are analyzed. Another similar
experiment involves hypserspectral image reconstruction with the use of Gaussian pyramid
reconstruction to integrate multiple features and improve classification (15). There are many
other examples of the effectiveness of CNNs in multimedia AI applications, especially in
image-based tasks (16; 17). In short, the application of scaling down input data throughout
the neural network architecture is quite effective and has been used in various multimedia
applications.

Separating Components of Data in Preprocessing
On the latter, this field of study is relatively new in comparison to the former. Instead of
passing full-sizes of information into the network to be manually scrubbed throughout the
network, initial steps are taken such that the height of the data is dramatically reduced in a
significantly fewer set of steps in comparison to the previous method. Figure 2.3 illustrates
the high-level implications of this methodology. Utilizing this scheme, a network can simply
learn off of much smaller key values than compared to the entirety of the network. However,
5

Figure 2.3: The complex data is taken into a trimming methodology in which a key is assigned
to the value of the complex data without any computation. The trimming function is typically a
hashing application as it can be paralleled in many non-AI applications.

some structure must exist in the data passed to the network in order for it to recognize a
pattern -as this is a neural network. Thus, positioning of data within the dataset plays a
critical role in the success of DSHL style networks.
Additionally, recent DSHL works have indicated that preserving the hierarchy of the
feature arrays in the hash encodings is very effective. The hash-learning-powered networks
outperformed current state-of-the-art traditional networks in the majority of testing metrics.
While these schemes differ in technical implementation, one interesting trait is shared: the
hierarchy of the feature data is kept intact within the hash encodings.
One network of particular interest is the Supervised Deep Segment Hash Learning
(SDSHL) model (4). Instead of only learning the hash encoding placement patterns, they
induct a two-phase learning cycle in which both the features and their hashes are learned
separately. The hash lookup utility included in this network also makes retrievals very quick
and allows for more features to be extracted. Similarly, the Deep Sketch-Shape Hashing
(DSSH) network (5) employ DSHL to sketch three dimensional shapes with great precision
and efficiency. Their model incorporates finer details from hand-drawn three-dimensional
6

sketches. A similar story is told in the DSSH comparison studies: the hash learning network
significantly outperforms traditional networks. Their implementation differs from the previous networks mentioned; they implement a new system called Batched-Hard Binary Coding.
In summary, they define a hash coding system to preserve the various portions of the feature
data by defining a compressed system to calculate the loss.
As previously indicated, there is a difference in where to perform the augmentations to
the data. However, both approaches have proven to be quite effective in comparison to models
that make little to no effort in this category. In a sharp comparison, hash learning appears to
have more efficiency as the data preprocessing techniques alleviate network stress. However,
spreading the data convolutions throughout the network offer a much greater opportunity
for the network to learn these features at each subsequent stages. To extenuate this concept,
the Deep Composer (1; 2; 3), offers a unique modularization to offer a greater result with
the adaptation of traditional heuristics in subsequent modules past the network.

2.1.3

Distinguishments in Feature Extraction

One sharp difference between general hash learning and traditional feature extraction is the
representation of data. Traditionally, input collected from training data is serialized into
feature arrays. These feature arrays often have a hierarchical representation of data. For
example, a multi-instrument song can be broken down into the various notes that come from
each instrument at every measure in the song. However, passing this much information to a
network will reduce its training time. The most common approach is to transform the feature
arrays into a single dimensional array. This array is then passed into the input layer of the
network for training. This input layer is proportional to the number of features extracted
from the training data. Intuitively as the size of the input layer increases, so do the sizes of
the hidden layers in many cases. In short, traditional network architectures are not optimal
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for handling complex tasks that involve many features to be extracted from data. However,
an argument can be made to whether or not the resulting hash encodings still retain their
meaning. Later sections will discuss a special variant of hash learning that overcomes this
issue.
Another aspect to consider when attempting to learn the implicit style of a specific
individual is the bias in which features are being extracted. This note becomes more evident
when considering how a specific individual would do a task. Even if this individual were to
be interviewed extensively, there are various aspects to this task that the individual may not
be aware of, and thus extracting certain features over others in a manner that is outlined
by the individual will not be sufficient to learn their style. Additionally, if this individual is
unavailable to be interviewed, then this methodology will fail entirely. Thus, all features must
be considered for the highest chance of success -but doing so is computationally expensive.
Hence, the adaptation of hashing to reduce the overall complexity of the inputted data into
smaller uniquely-identifying segments have surged in recent network applications.
Since DSHL is a relatively new AI topic, there have been a variety of different approaches to this that have shown quite promise in achieving similar, if not better, results
compared to traditional feature extraction while still preserving the information of the features. Some networks that implement DSHL for graphic related tasks (4; 5) incorporate
a hierarchical structure to their hash encodings. This allows for the data to be condensed
without losing too much of the information stored within the traditional feature arrays. Additionally, the Deep Composer (1; 2; 3) achieves a similar effect by enforcing certain song
qualities are met before hashing segments. This results in a hierarchy system that is not
inherent to the hash codes. Overall, there are many ways in which hash learning can be
achieved, however, a special derivation of this denoted as Deep Segment Hash Learning
(DSHL) takes this approach in a new, unforeseen direction.

8

2.2
2.2.1

Deep Segment Hash Learning (DSHL)
Theory of DSHL

Deep Segment Hash Learning (DSHL) is an excitingly new field of AI research which deviates
that of traditional Computer Vision (CV) and hash learning. What differentiates DSHL or
”neural hashing” from traditional hash learning is the way in which data is fed into the
network. For instance, most networks are designed to read input and make inferences on
the input. In the case of neural hashing, the network is optimized to learn why data was
placed together. Neural hashing emphasizes the sequencing of the training data fed into the
network. We theorize that this application has a distinct advantage of learning the style of
the dataset.
Figure 2.4 gives an overview of what differentiates neural hashing (1; 2; 3) from
traditional architectures. In the training sequence, the forward and backwards pair is learned
rather than a singular direction or an individual segment. Additionally, hash codes are
dynamically generated during the training stages such that the forward and backward hash
encodings will ideally be the same upon completed training. The trained network coupled
with the dataset can then be used to generate new songs by making database retrievals.
Additional attention can also be applied at the feature collection and generation sequences
to offer a significant boost in performance to the system.
While the field of DSHL is fairly new, there is great promise for these networks in
large-scale data processing. More features can be considered without much consideration
to the increase in training time. However, these works indicate that a strong hierarchy
mechanism must be enforce such that all of these features can be recognized by the network
-whether that may be through pairs or parity bits in the hash encodings. Utilizing both of
these concepts may contribute to greater retrieval accuracy. A future version of the Deep
9

Figure 2.4: In comparison to traditional architectures, there is an added third module in which the
outputs of the previous two modules are used in synchronization with heuristics to generate music.
This quality allow for a much greater control in the generation process, as many pitfalls such as
segment sparsity can be remedied at this stage -unlike previous AI research

Composer may employ a synthesis of both of these methodologies. Additionally, the use of a
GAN can increase the dataset effectiveness without increasing the run time associated with
greater amounts of training data.

2.2.2

Implementations of DSHL

One of the first applications of DSHL in music generation was Joslyn et al.’s implementation
(2) of the Deep Composer which resulted in structured (3) and multi-instrument (1) variants.
The network dissects each song into measure-long segments, in which the features from each
instrument are stored in a multi-dimensional feature array. The entire feature array is
then hashed along with all other segments within the dataset. The ordering property is
derived from the forwards and backwards hash encodings that are stored with each segment.
Adjacent segments will have corresponding hash codes, and are considered composable. The
10

Figure 2.5: Figure from (2) depicting the training accuracy of the Deep Segment Hash Learning
model in music generation. Notice the sharp decrease in Hamming distance in both (a) and (b).
The Hamming distance decrease in the validation pairs and training loss is much more notable in
(b).

structured variants of the Deep Composer store four pairs of hash codes; one for each section
of the song (beginning, middle, end, finale). The loss is calculated by the inner cross-product
Hamming distance of both the forward and backwards hash codes depending on the position
of the song. This scheme allows for the network to learn how to properly assemble songs
with structure.
The training accuracy of the original Deep Composer can be seen in Fig. 2.5. These
results demonstrate the model’s effectiveness in single-instrument music generation, however,
this model did not support multiple instruments and was unable to generate music with
structure. The structured variant introduced structuring within generated single-instrument
songs, and gave the basis for a multi-instrument model. The multi-instrument variant of the
Deep Composer implements the same structuring system, however, with an extended hash
encoding size to account for the added dimensions of each data segment. This implementation
concatenated all of the features from each instrument together before hashing.
The most recent Deep Composer model (1) indicates a new issue: segment sparsity.
This phenomena occurs when there are very few close segments within the hash embedding
11

as defined by the Hamming distance between each segment. Galajda et al. indicates this
can occur when training data is limited, however, their metric of closeness is one that does
not typically apply to conventional AI. Closeness can often be calculated within a standard
feature embedding, however, they describe closeness within a hash embedding -in which the
features of each segment are not discretely defined. This characteristic allows for a lightweight
platform to make database retrievals without subjugating the algorithm to potential bias
from the data preparation sequence.
The most obvious solution is to provide more training data. However, using DSHL to
learn Mozart’s style will require that the dataset be exclusively Mozart segments. Intuitively,
if we wish to learn Mozart’s style from a network that can learn the positioning of individual
segments, these segments must be that of Mozart’s. Therefore, we cannot add similar pieces
of music to the dataset unlike CV applications. However, we must have enough segments to
effectively create new songs. Thus, we propose the application of a Generative Adversarial
Network (GAN) to resolve segment sparsity.

2.3
2.3.1

Generative Adversarial Networks (GANs)
Theory of GANs

GANs are a relatively new classification of networks, that has had a lot of attention in the
AI research community. These networks have predominantly been used for image-based
generation (18) due to their unconventional architecture designed to create output that is
similar to the training dataset. The resulting architecture, which is generalized in Figure
2.6, is a lightweight system quite capable for a variety of tasks.
GANs apply the fundamental adage, ”Iron sharpens Iron” into practice. Fig. 2.6 is
a generalized architecture of the GAN applied to image generation. There are two networks
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Figure 2.6: Generalized network architecture of the GAN. The generator network creates content
in which the discriminator will distinguish what is real and what is fake. Such a network would be
ideal for populating existing datasets with more training sets that appear nearly identical to the
original pieces.

that comprise a GAN: the generator and discriminator. Back propagation takes place to
both networks, and either network can be used after training is complete. While GANs are
largely used in image generation, there are some drawbacks to consider.
One thing to note from (19) was the advanced criteria used to optimize the GAN
network. With human intuition, researchers were able to modify the GAN network to better
suit a more complex dataset. Without this intuition, the standard GAN approach would
have not had as successful results. This is due to the data complexity. As the inputs become
more intricate, the desired outputs become more obscure, due to the lacking ability of the
generator and discriminator networks. It is exactly for these reasons that GAN networks
have yet to be used to produce fully-composed songs. However, a clever application of this
network may benefit this line of multimedia AI research.

13

2.3.2

Application of GANs

GANs have often been used for generation tasks as they create data that is nearly identical
to the training dataset. The SeqGAN network (8) is a very popular GAN because it can be
adapted to a variety of training datasets. Additionally, the specific implementation of the
network include policy gradients which allow for a decrease in training time and increase
in accuracy. Initially, this network was intended for image related tasks, but Chen et al.
(20) modified SeqGAN into their lyric-generation network given a song’s melody. Shin et
al. (9) had similar issues when training Intrusion Detection Systems (IDS) in the field of
cybersecurity. IDS systems are very useful for detecting hackers intruding a system, however,
there is limited data for training these systems. Thus, IDS modules are often inaccurate and
do not produce great results. They implemented the SeqGAN to expand their dataset to
overcome this issue, and the results of this work were very promising.
GANs have more exciting applications -including dataset population. (6) and (7)
utilize GANs to expand their limited image datasets and demonstrate massive performance
increases with the extended datasets. In certain image-related tasks, augmentations to the
image training set can be made, such as color adjustments and rotations. In addition to these
altered images, the GANs produced a large amount of images similar to those found in the
datasets. Both research teams concluded that an increased amount of training data greatly
boosts performance; regardless of whether the training data is artificial or not. Additionally,
(21) use similar GAN techniques to increase their audio-based dataset. The resulting network
afterwards saw an increase in fidelity compared to the previous dataset.
In conclusion, GANs are a versatile network architecture that can be applied to
a variety of tasks, such as generation and dataset population. Given that GANs are very
detailed oriented, they are often applied to creating individual, complex pieces of data similar
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(a) Given a simple dataset whose points are limited,
a neural network could still struggle to determine the
pattern between the dataset. Neural networks require
a great deal of information in order to determine the
relations. Otherwise, the training process will result
in an underfitting network.

(b) Traditional methodologies revise sparse datasets
by including more information. Given certain restrictions to the input data, this may not be an acceptable remedy. Instead, utilizing a GAN to populate
the dataset will provide the benefit of an expanded
dataset without impeding on this restriction.

Figure 2.7

to the dataset. With this in mind, applying this to the Deep Composer’s dataset could
alleviate segment sparsity.

2.3.3

Artificial Training Data

GANs are quite versatile in their ability as a stand-alone network as well as a supplementing
network to various applications. Consider (6; 7; 21) and how they utilize GANs to create
artificial training data to be used to supplement their initial dataset. This is achieved by
either scaling the complexity of the input data to a level in which the GAN can produce
data that is good enough for training. While this information might not convince humans,
nor computers, it will offer a greater rounding of the dataset, as illustrated in Figure 2.7.
Looking at Figure 2.7a, we see several points scattered across a large plane. There is
15

a chunk of segments that are close to each other around the coordinates (6, 6) but minimal
coverage from 7 <= x <= 15. In this example, the best fitting line would be relatively easy
to compute, as there is a visible relation between the data points. However, AI is typically
used in datasets that do not have this representation, as the calculation would be trivial for
a deterministic algorithm. Thus, it is more common for AI to work with datasets with little
to no distinct relations between each point.
Let us consider Figure 2.7a to be sparsely populated for an AI network to interpret.
Additionally, we will impose a restriction to limit the data points to a specific individual.
In the event that we cannot receive additional information from that specific individual, we
will permanently be limited to what they have already created. However, we believe that
we are not limited. Taking from previous GAN research, we propose to utilize the GAN to
overcome the limited training data to achieve Figure 2.7b. Given the unknown complexity
of musical segments provided by the Deep Composer network, rounding off Mozart’s dataset
could offer a significant performance increase without deviating from Mozart’s inherent style.
When combined with the modular Deep Composer network, these artificial segments can be
used to generate entirely new songs.
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Chapter 3
Methodology

Overview
We propose a solution to segment sparsity utilizing the previous Deep Composer implementation (1) as well as the Generative Adversarial Network architecture. In doing so, we will
be able to generate new songs from limited amounts of data from a specific composer supplemented by natural and algorithmically synthesized segments that could be easily confused
for the real composer’s work. This process, as well as the actual experiment setup are defined
in later sections of this chapter.
With these tools, we also establish a new field of AI research stemming from Computer
Vision we call Intelligence Duplication. Rather than studying the behaviors contributed by
global intelligence, we are more curious of localized intelligence. There was only one Mozart,
and we would like to generate songs in his style. In the next section, we define this new
and exciting field of research in detail, as well as the similarities and differences between
conventional AI and ID.

3.1

Intelligence Duplication

Utilizing the DSHL network from (1), Intelligence Duplication can be demonstrated in the
correct setting but as previously documented, segment sparsity poses a new issue that must
be solved in order to efficiently demonstrate Intelligence Duplication. As seen in Figure 2.7,
this is one way we can separate from traditional Computer Vision (CV) techniques to solve
this issue. In fact, there are three distinctions from CV that make ID a unique field:
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1. Data Gathering Techniques
2. Separation of Intelligence and Generation
3. Unbiased Dimensional Projection

3.1.1

Data Gathering

One of the largest differences between Intelligence Duplication and traditional CV tasks is
that CV can be used to solve tasks that do not require expertise -rather globally recognized
intelligence. An example of this can be a network that detects whether people are walking
in a crosswalk. To know whether someone is walking in a crosswalk or not requires intelligence, however, this intelligence is collectively shared. CV networks do not require specific
information. On the contrary, Intelligence Duplication requires data to originate from a
specific individual or group of individuals. As a result, the scale of data that can be used
for Intelligence Duplication is dwarfed by that of Computer Vision.
Figure 3.1 illustrates this conundrum more vividly when applied to the Deep Composer network. If one were to make a simple retrieval task based upon finding segments that
are close, Figure 3.1b would provide much better and more consistent results as opposed
to Figure 3.1a. This is because Figure 3.1b, on average, has closer neighbors throughout
as well as many more neighbors when compared to Figure 3.1b. As the distance between
each segment grows, the relation between the next best segment is reduced. This can lead
to volatile results when generating songs from segments that are exclusively from Mozart.

3.1.2

Separation of Intelligence from Application

Another crucial distinguishment between CV and ID is the separation of the neural network
from the generation sequence. In general, AI networks train to directly generate the desired
18

(a) Only Mozart

(b) Mozart among other similar composers

Figure 3.1: In both figures, the yellow dots represent all of Mozart’s segments collected. When
comparing these two graphs, Figure 3.1a has significantly less segments versus Figure 3.1b.

output. This process is more streamlined in comparison to separating the generation from
the network, however, the output is solely dependant upon the network. This means that
optimizations to the generation will require an entirely new network. Additionally, some
traditional generation tasks such as music generation can be quite complex and accounting for every small detail will result in exponentially increased training times and network
complexity. This is not optimal for large scale AI applications.
Instead, the architecture of DSHL separates the generation sequence from the network. In the context of Intelligence Duplication, the network learns the specific placement
patterns of an individual whereas the generation sequence utilizes a static instance of this duplicated intelligence to then make informed generation decisions in the style of the individual.
This separation of components is illustrated in Figure 3.2.

3.1.3

Unbiased Dimensional Projection

Removing the bias imposed by researchers in traditional AI applications has not been considered because most of the specified tasks for previous neural networks did not require it.
For instance, a neural network optimized to detect whether there are pedestrians in a cross-
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Figure 3.2: DSHL schema, specifically the Deep Composer network, offers three separate components for optimizations: Feature Collection, Training and Generation. Traditional AI approaches
encapsulate the Generation component into the Training component.
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walk would not require this. The way researchers subconsciously determine an individual
within a crosswalk will have no significant impact on the network’s ability of being able to
distinguish whether or not a person is within the crosswalk. Thus, if an optimization is made
in favor of how the researcher perceives an individual in the crosswalk, it will only improve
the network’s performance.
If this same methodology were to be applied to creating new data in the style of a
particular individual different from the researcher, this approach would be quite noticeable.
As an example, let us apply this approach to a hypothetical neural network capable of
creating hand-signatures in the style of a specific individual. If the researcher developing
this network implements restrictions on the output from the network, such as increasing
the weight for spacing between the first and last names, the results could deviate from the
original author -even if this optimization was to improve the output’s similarity to the author.
This concept integrates seamlessly into the separation of intelligence and application.
The primary focus of an ID network is to learn the existing patterns between the originator
of the data. How that information is applied can be refined in the application sequence.
Thus, heuristic applications can be used to refine the intelligence rather than overwrite it.
However, the application can also inhibit the intelligence if not properly configured. The
result is a synthesis of traditional Computer Science techniques to help the ID component
make the best decision.
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Test
Baseline Mozart
Number of Segments
10,000
28,134
*8,398
Authentic Mozart Percentage 83.98% 64.7%
100%
Aggregate Mozart Percentage 100%
64.7%
100%
Table 3.1: Specifications for the three datasets. Test Group 1 will exclusively have GAN and
Mozart pieces. The Baseline Group is the same dataset used in (1). Mozart’s dataset has been
included for comparison but is not used in the generation experiment.

3.2
3.2.1

Deep Composer Network
Feature Collection Sequence

Data Collection
To our best knowledge, there does not yet exist a dataset of exclusive Mozart songs that can
be used for music generation. Accordingly, we have compiled a dataset utilizing Classical
Archives1 for reliable MIDI files. Our primary dataset consists of exclusive Mozart string
quartet pieces to reduce the complexity of this experiment. There are 17 complete songs in
total, averaging approximately 12 minutes per song. This resulted in 8,398 segments total.
To put this into focus, the previous iteration of this network had roughly 28,000 segments.
Utilizing the GAN to populate our dataset will increase this number significantly, however,
it will impede Mozart authenticity of the dataset as we add more synthetic pieces of music.
More specific details can be found in Table 3.1.
The percentage of authentic Mozart defines how much of Mozart’s original work has
been included in the dataset, whereas the aggregate Mozart percentage includes consideration
to synthetically generated Mozart pieces as well as authentic Mozart. Only one GAN test
group was measured in this study due to the time complexity of the survey. However, future
studies can be conducted with multiple test groups to determine the best mixture between
synthetic and authentic data.
1

https://www.classicalarchives.com/
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Figure 3.3: The structure of the data passed to the Deep Composer will determine the composability
between two segments that are fed in at the same time. This is why data preparation is a critical
stage; so that the composability may be calculated in the LSTM networks.

Feature Extraction Code
The entire Deep Composer framework is written in the Python programming language, and
we use the music212 library to dissect each song into individual segments. Rather than
train on features alone, we are more interested in learning the relation between each piece,
i.e. to learn how Mozart placed his segments together. Simple features such as the number
and duration of notes within a segment are passed to the network for hashing, however, we
store the entire segment within the dataset to make assembling songs much easier in the
generation sequence. Figure 3.3 illustrates the importance of data ordering.
According to the specifications detailed in (1; 2; 3), all the individual characteristics of
each segment are stored, however, only a specific few characteristics are utilized to generate
the corresponding hash code to be correlated to the segment. These features can be seen in
2

https://web.mit.edu/music21/doc/index.html/
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Table 3.2: Musical Segment Feature Representation

Feature
Chord Class
Melody Articulation
Melody Octave
Melody Pitch
Whole Note Count
Half Note Count
Quarter Note Count
Eighth Note Count
Sixteenth Note Count

Description
One-Hot
Boolean if the melody is articulated
One-Hot
One-Hot
Total # of whole notes
Total # of half notes
Total # of quarter notes
Total # of eighth notes
Total # of sixteenth notes

Table 3.2 and include various information about the notes, chord class and articulation. Rest
information is not considered as that can be calculated with the standardized time signature
and number of notes present in the segment. This assumes that the information is already
divided into perfectly sized segments which is a very specific process.
This optimization allows for a reduced set of information to be calculated from the
segment without biasing the selected pieces of information for later retrieval. This is so
because the generated hash code assigned to the segment will also be dependent upon the
segment’s position in the song. The result is a very compact unit of information for training
and a near perfect blueprint of the segment for assembly in the generation sequence.

Segment Length Calculation via Time Signature
Arguably, one of the most challenging components of music generation is the length calculation of each segment. There are many factors, such as the tempo and time signature
of a song, that must be considered before extracting these features. Additionally, selecting
songs that share the same tempo and time signature will not be sufficient if given a limited
dataset. Consideration must also be given to the size of the segment as this will impact
the network’s performance because segments that are too long will limit the creativity of
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the network, and segments too short will increase the volatility. If handled improperly, the
results of the network could be negatively impacted.
Previous implementations of the Deep Composer (1; 3) computed segment length
utilizing a timestep calculation based upon the time signature to normalize each segment
to

4
4

time. With this implementation, a variety of songs with ranging time signatures can

be considered for dataset compilation. This optimization is not necessary for most modern
music, as the time signature is usually 44 . However, most composers in the Classical Era
wrote in a variety of time signatures, and this modification is critical for utilizing as many
of Mozart’s pieces as possible.
This approach is not entirely perfect. Some information is lost during this calculation,
such as the downbeats. Downbeats are used to emphasize a measure and provide character
to the song that any trained ear can notice. However, we do not consider this information
necessary to the network as the network cannot feel the downbeat as we can. When the
tempo remains constant throughout the time signature, it is an almost unnoticeable difference
within the data. This will slightly impact the generation sequence, but will more than make
up during the training sequence as we will be able to utilize a much greater portion of
Mozart’s works.

Instrument Layers
While single-instrument (monophonic) compositions are quite elegant, we are more focused
on polyphonic compositions. Most compositions tend to have more than one instrument and
are more popular than single-instrument songs. Additionally, Mozart has written a plethora
of string-quartet pieces that we would like to utilize for this experiment. Using the previous
infrastructure from (1), we can extract the features from each instrument and then couple
the results into one segment as illustrated in Figure 3.4.
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Figure 3.4: Instrument features are independently calculated before being grouped together. These
features are then grouped into a segment and additional information is calculated, such as the
hash encodings and structural position. The color coded arrows in the lower section of this figure
indicate the position of the song. Red for beginning, yellow for middle, green for end and blue for
finale. Black is to indicate that no structure is in use. (2) utilize the black arrow, whereas (1; 3)
make use of the multi-colored arrows.

There are four instruments in a string-quartet, and this is the most popular configuration of instruments within a string quartet: two violins, one viola and one violoncello. Figure
3.4 is generalized to four instruments for this specific experiment, but can be extended to
match the dataset. The features from each instrument are processed separately before being
concatenated together. Thus, the hash codes for one segment correspond to the collective
presence of each instrument and their notes. In the bottom portion of Figure 3.4, there
are five different arrows spanning across each segment. This is to denote the five potential
hash codes that can be used by the generation sequence -whether using the structured or
non-structured variant of the network.
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Hidden Layer Size
Batch Size
RNN Hidden Layer
Momentum
Learning Rate Decrease Factor
Patience
Learning Rate

32
15
1
0.9
0.2
10
0.01

Table 3.3: Parameters used for Deep Composer network

3.2.2

Training Sequence

Once the data has been extracted, it is fed into the Deep Composer neural network. This
network architecture consists of two Long Short Term Memory (LSTM) networks, followed
by one RNN with L layers on each side. The output layers of each network are taken into a
cross-product Hamming distance loss function. The result will be noted and backpropagation
will be calculated for each side of the network. An info-graphic depicting the entirety of the
training sequence can be found in Appendix A. Table 3.3 specifically lists the parameters
used to calibrate the network.

GAN-Powered Deep Composer Network
For this particular experiment, the network was pulled at epoch 59 out of 500 maximum
epochs, however, the training stopped much earlier than this to prevent over-training. The
resulting training loss resulted approximated to 2.1, which is to be expected from a smaller
dataset. However, considering the difference in size between the datasets, it is still rather
impressive that the Hamming distance was able to be reduced to this value. One factor that
could have potentially contributed to this was the artificially generated Hamming distances.
For segments generated by the GAN, there are no segments that come before or after it.
Thus, synthetic training pairs could have potentially altered these results.
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Previous Deep Composer Network
The previous iteration of the network achieved an impressive 1.2 training loss within the first
100 epochs. This was to be expected from the previous experiment with Deep Composer (1)
as this network had performed quite well. Given the large dataset, there were many authentic
pairs to utilize for training. However, there were many other composers asides from Mozart
in this dataset. Additionally in this experiment, we will determine what impact this will
have during the survey, as well as the overall performance of the GAN network.

3.2.3

Generation Sequence

The generation sequence as previously illustrated in Figure 3.2 denotes an extension to the
previous architecture; one that includes the usage of a GAN at the feature extraction level
to extend the completed dataset. Additionally, the same dataset is used for the generation.
The same retrieval algorithm is used in both our experimental Deep Composer variant as
well as the previous iteration (1).
To generate a song, a randomly selected position in the dataset is selected as the entry
point. Requests are made to the trained neural network; if given this particular segment,
return the hash code of what segment should come next. Once this information is passed
back to the retrieval algorithm, a query is made to the existing dataset. The dataset will
return an array of all the segments that correspond to this hash code. Ideally, the length
of this array should strictly be one (more than one would indicate collision). However, if
there is collision, a randomly selected segment will be fed back to the composed song. The
newly selected segment is then sent to the network to repeat this process until the song is
complete.
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Figure 3.5: FROM PERSONAL WORK: Each dot represents a valid segment within this space.
We denote this as a hash space as the dots are positioned based upon their hash codes. From
the origin, the next closest segment, in terms of Hamming distance, is selected and added to the
collection. If the overall Hamming distance is greater than the threshold (as denoted by k), the
segment barrier retrieval branch is terminated and a new one is started very close to the origin.
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Galajda et al. implemented a new retrieval algorithm, Segment Barrier Retrieval
(SBR), which combined heuristics and hash representations to synthesize a modified kNearest-Neighbor-like solution to segment sparsity. In this experiment, we utilize this same
algorithm for both retrieval systems to lessen the probability of segment sparsity in the resulting songs. Figure 3.5 illustrates a topical view of the entire retrieval process, including
the SBR implementation from (1).

3.3
3.3.1

Survey Experiment
Survey Participants

In order to validate whether or not our songs sounds like Mozart, we must ask the Mozart
experts themselves. However, the parameters of what actually defines a Mozart expert is
rather illusive. Ideally, one with a Classical Music Theory knowledge would most likely be
very familiar with Mozart as Mozart’s works are one of the most often studied compositions.
Despite this correlation, there may be some exceptions to this. For instance, one might
be more inclined to the works of Beethoven, Chopin or Vivaldi rather than Mozart. Thus,
the participant would still be quite verbose in classical music theory, but not necessarily an
expert on Mozart.
To mitigate this, the survey has been extended to classical music experts as well as
average music listeners. To validate the results, a screening process is implemented in the
survey. A concise series of questions target the participant’s knowledge of Mozart by the
frequency in which they listen to Mozart as well as other composers from the similar period of
time. Doing so, we can track two different categories of participants in an unbiased manner.
The first category of survey participants we are interested in is the average listener,
people who like classical music but are not necessarily experts in the field. People who iden-
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tify to this category may not be able to distinguish Mozart’s songs from Deep Composer’s,
but will be able to give feedback on the pleasantness of each song.
The second category of survey participants we anticipate are the Mozart experts, those
who would be expected to be able to distinguish Mozart from other samples. Of course, it
is desirable for the Deep Composer to be mistaken for Mozart, but these experts must also
indicate that they can distinguish Mozart from other composers as well to strengthen these
claims. Additionally, an interesting comparison can be made between how well both experts
and regular listeners were able to distinguish the compositions.
One common metric used in music generation is the quality of the song (1; 3; 8). The
only aspect of the song measured is the pleasantness which will reduce the complexity of the
survey such that music professionals and non-professionals alike may take the same survey.
Doing so allows a greater chance for the two expected groups of individuals to filter without
any potential bias in the survey preparations.

3.3.2

Survey Questions

Another crucial component to the validity of these results are the survey questions themselves. The survey consists of two components, the Mozart screening and the comparison
study. The screening process consists of a few questions that accurately determine whether
one should be considered qualified as a Mozart expert.
One notable design consideration to this survey is the number of samples for each
participant as well as the duration of each sample. Not enough samples or too short of
samples will result in a reduction of validity from the results. Additionally, if there are
too many questions or if the samples are too long, the participants may lose interest. To
compromise, 15 samples at less than two minutes each are used in the survey. On average,
participants took 30 minutes to complete and reported that the survey did not feel too long.
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Each sample had two follow-up questions, both to determine the composer and
pleasantness of the song. Each determination question had five possible answers: Mozart,
Computer-Generated, Chopin, Vivaldi and Cannot Distinguish. The computer generated
questions were pooled from the Baseline and Test Groups. To provide a measurement of
progress for participants, the survey was separated into 5, three question sections.

3.3.3

Survey Platform

Given the current global pandemic, distributing a complex survey to a variety of individuals
was limited to a digitalized format, however, we were able to do so through Google Forms3 .
There were many advantages using this format, including a custom URL, multimedia support and an immediate feedback system which made distribution and the survey analysis
component much more intuitive. Recruiting new survey participants was as easy as sharing
the link provided and proved to be an exceptional solution given today’s climate.
However, there were certain drawbacks to this platform, such as the inability to
shuffle questions by category. One of the largest setbacks was that multimedia videos must
be uploaded in .mp4 format to YouTube -exclusively. As the samples generated are in MIDI
format, the samples were converted into .mp3 format then taken to a video-editing software
to provide a background for the single-image video.

3

The official survey is available at: https://forms.gle/Nrrqrd6TtS258zfLA
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Chapter 4
Research Findings

Overview
Five candidate songs were selected from each group to be used in the 15 question survey. Due
to the limitations of neural network song generation, the best sampled songs were selected,
whereas the Mozart-composed songs within a similar tempo were selected at random. Factors
such as random positioning within the hash-space, segment sparsity and branch selection
pose a challenge of generative consistency, thus, the samples from the neural networks were
selected by hand. To parallel this to human composition, song writers often create many
drafts for one song but discard many attempts until the perfect composition is created.
Future studies could automate this process so that the network can consistently produce
pleasing music and make the system independent from external interference.
To lower the expected participant qualifications, the brief screening questions allow
for us to gauge the category of participant and reflect their input accordingly. Participants
are tasked with assessing the quality of the song as well as identifying the composer. Since
the baseline dataset includes influences from composers such as Vivaldi and Chopin, these
options have been added to the answer list. Additionally, we can use this to determine the
”Mozart metric” of the survey participants.
Finally, we ask participants to qualitatively measure each song to assert how pleasant
the song was to the human ear. While Mozart is one of the greatest musicians to have
existed, it does not necessarily imply that all of his works will please everyone who listens to
it -as art is subjective. Additionally, we can use this metric in the network generated songs
to determine how well our network did in terms of producing pleasing music.
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4.1

Survey Participants

The survey was distributed across many individuals from the University of Central Florida
including the Music Department. A total of 26 individuals participated in this survey,
many of which claimed they did not listen to classical music often. 21 participants claimed
they listened to classical music very infrequently (yearly), while 3 participants claimed they
listened to classical music monthly and 2 weekly. In terms of familiarity with Mozart, 15
were not too familiar, whereas 8 had more familiarity with Mozart. 2 individuals claimed to
be quite familiar with Mozart, and one stated that they had never heard of Mozart. This
demographic of individuals will be ideal for assessing our network’s performance.
To assess the capacity Intelligence Duplication, we must ensure that the participants
can distinguish Mozart from other composers. Of the 26 individuals, 17 reported to either not
listen to classical music or only listen to Mozart, and the remaining claiming that they listen
to other composers asides from Mozart. To account for this, we will assess two metrics:
human and Mozart metrics. The human metric will assess whether the participant was
accurate in stating whether the song was generated from a computer or a human. The
Mozart metric will assess whether the participant accurately selected Mozart from nonMozart samples. We will compute the averages of these metrics to assess the performance
of each network and Mozart.
One consideration must be made to the pleasantness metric, as both the human and
computer generated music are styled to a much earlier time period. As modern music has
shifted to a

4
4

time signature, constant beats per minute (BPM) and repetitious melody,

this style contrasts greatly with the varied time signature and frequent change of BPM and
loosely-repetitious songs from Mozart and other great composers of this time. This may be
able to explain some of the lower responses, even on Mozart’s pieces.
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4.2

Results

The overall results can be depicted in Figure 4.1. Participants were scored on their ability to
correctly determine each composer, and were not scored on their response to the pleasantness
of the song. Participants averaged a score of 7.81, with a median score of 7.00. Interestingly,
one participant obtained a perfect score, and another a complete 0. Asides from these
anomalies, the results were very consistent.
Figure 4.1 indicates a very promising yield from this experiment. While many of the
participants claimed to not be as familiar with classical music, both networks were able to
create some songs that are convincing enough to pass for human compositions. However,
neither networks could consistently do this throughout the survey. Mozart, however, did
a phenomenal job (as expected) in comparison to our neural networks. For all of Mozart’s
works, the majority of participants selected Mozart or another human composer equivalently.
The following figures in this section label our baseline as AI Group 1 and our GAN group
AI Group 2.
As mentioned earlier, our networks were able to pass for a human composer in a few
test cases but not consistently. There are several factors that could have contributed to this,
but one of largest issues faced was segment sparsity in the GAN-powered network. Even
the baseline test group suffered from segment sparsity, which made this statistically more
prevalent in the test group as there were significantly less segments by comparison. However,
this would not explain all of the abnormalities found in the test group songs.
The operation of the GAN-driven network was to generate new segments based upon
what was present in the dataset and concatenate the new segments into the dataset. After
careful consideration, this scheme does not guarantee a structural ordering to the newly generated pieces. For instance, if a segment was generated in the style of a fast-paced, uplifting
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Figure 4.1: Raw results of the survey participation. There are three categories, one in which
participants guessed a human, Mozart or a computer generated the given piece. The corresponding
correct answer is labeled at each song.
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(a) Participant Correctness of Each Sample

(b) Overall Pleasantness of Each Song

Figure 4.2

composition there would be a massive shift in tone if it were placed next to a generated
segment whose theme is slow and dismal. When the generated pieces were concatenated
into the dataset, there was no guarantee that this would not happen, and it is very likely
that an event similar to this occurred -given the quantity of generated segments that were
inserted into the dataset. This can be concluded after analyzing the specific pleasantness,
human and Mozart metrics.

4.2.1

Individual Song Analysis

Figures 4.2a and 4.2b depict the individual results of each song, with respect to their class.
As we can see, the experimental GAN group (second AI group) was recognized as computer
generated more often than the first AI group (our baseline). There were two notable differences in AI categories in Sample 3 and 5. Even though the majority participants claimed to
not listen to classical music frequently, they were able to select Mozart’s works quite well.
For the purposes of Intelligence Duplication, lower scores for our networks would
indicate that our networks’ output can pose as one of Mozart’s compositions. Subsequently,
we can infer that the pleasantness of this composition would also be much higher as indicated
in Figure 4.3b. Additionally, we can see this trend in 4.2b, as Mozart’s songs were more
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(a) Average Participant Correctness Metric

(b) Average Participant Pleasantness Metric

Figure 4.3

pleasant than the network’s generated output. This was to be expected as Mozart is one of
the greatest composers to have lived.

4.2.2

Average Class Performance

Figures 4.3a and 4.3b depict the average correctness and pleasantness found in each song.
Participants were able to identify Mozart more so than both of our networks. Additionally,
participants also gave Mozart a greater average pleasantness score than compared to both
networks. While we had hoped to match or outperform Mozart, there is a reason why
he is revered as one of the greatest composers to exist. However, there was a significant
performance difference between the neural networks in terms of correctness.
While both neural networks were close in pleasantness, participants would guess the
GAN group correctly more often than the baseline. This is not desirable, as we wish for
our networks to be confused as Mozart. One likely cause of this is the previously stated
theory in which the newly generated segments do not have a correctly assigned position in
the dataset. However, traditional GAN approaches to this will not suffice, as the artificial
data is utilized at the training stage (6; 7; 21). A new technique will need to be employed
that can allow the network to develop a precise relationship between authentic and artificial
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data with respect to hierarchical positioning. Additional emphasis must also be made to the
nature of which synthetic data is applied throughout the network’s lifespan.

4.3

Synthetic Expansion

We propose a new protocol to better encapsulate data expansion within Intelligence Duplication research, called Synthetic Expansion. Synthetic Expansion, outlines a sufficient means
to develop synthetic data to an ID network that will avoid the previously stated issues with
a traditional GAN approach by providing restrictions to the GAN (or other synthetic information generation) network. Using this technique, the information passed to the ID network
will encapsulate many of the hierarchical features that are inherently present and required
for the network to perform optimally.
Consider Figure 2.7. If we are only given these points, we can accurately determine the
direction and position of each point within this space. However, if we were to randomly enter
points in which had no specified direction and position, the neural network could only guess
as to why this information is here and how it correlates to the original and synthetic pieces
of information. Employing a system such that these features are preserved and distinguished
within the original space will allow for a much greater collaborative effect between authentic
and synthetic pieces of information.
Additionally, this idea is reinforced by the previous hash space representation in
Figure 3.5. We take each position within this space to be valid, even though we never test
for this feature. This is because the previous iteration (1) did not require this extra layer
for the global fusion of composers to be considered as each composer produced authentic
information. This becomes essential when given random pieces of information from a digital
composer -such as the GAN network, with no particular order. Designing a schema to best
position each of these segments will be necessary for future ID research.
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Chapter 5
Conclusion and Future works

In conclusion, music generation with Artificial Intelligence is a difficult feat, and creating music in the style of a composer whose works are finite is even more challenging. Utilizing
the functionality of GAN networks, we can expand our parameters even further which will
allow for a greater composability in the generation process. Unlike most research, the ID
network requires positioning for these segments in order to properly synthesize these with
the authentic data points. With this in mind, a new proposed solution, Synthetic Expansion,
encompasses the tools we believe will be necessary to do so in future research. Combined
with the Deep Composer network, we believe we will be one step closer to producing music
in the style of Mozart himself.
The introduced Synthetic Expansion protocol poses a new question that has yet
to be explored: How do we place synthetic data molecules in the style of Mozart’s original
pieces? In future studies, these synthetic points can be decentralized from the initial training
dataset and later added into the testing dataset. With this, the network will learn the
authentic placement styles of Mozart and will theoretically be able to learn the corresponding
hash encodings for new segments. Alternatively, a separate neural network module can be
implemented to learn this implicitly before training to alleviate network underfitting while
adding the new synthetic pieces seamlessly.
To summarize, Artificial Intelligence has many applications in multimedia generative
tasks. To the best of our knowledge, none have been used for Intelligence Duplication tasks,
ie. learning how to generate in the form of a specific individual. As a result, there are
some considerations that must be made to ID networks in order to achieve Intelligence
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Duplication -such as a separation of intelligence from generation, and strict data collection
techniques. With these concepts applied to the existing Deep Composer framework, our
network demonstrates a resemblance to Mozart. Before we claim that we have truly revived
Mozart, we must further this technique for more optimal results. Future works can improve
the generative sequence as well as utilize an objective metric to analyze the similarity of the
network and composer. The contributions of this thesis are as follows:

• We present the first framework to test Intelligence Duplication.
• We incorporate subjective metrics to assess the quality and similarity of our network
to Mozart.
• We provide a new paradigm that will enable Intelligence Duplication research to be
applied to individuals with minimal training data.
• We introduce a new protocol, Synthetic Expansion, to incorporate a more efficient
synthetic information generation scheme specifically for ID research.

These contributions resonate much further than the Artificial Intelligence field. Philanthropic applications of Intelligence Duplication can allow great composers and authors to
be revived. Great minds who did not live long enough to contribute all of their works could
be given a second chance to do so. Additionally, they can explore new fields and collaborate
with other minds. As this field grows in popularity, even more applications of Intelligence
Duplication will arise and become a major focus of Artificial Intelligence research for years
to come. The success of this work will enable highly intelligent systems to leverage ”great
minds” to take automatic applications to a whole new level.
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Appendix A
Example Training Demonstration

I

Figure A.1: Information from Segments 1 and 2 of the dataset are sent to the forward and backwards
LSTM, respectively. The ordering is such that the first segment will move forwards to the second,
and the second segment should move backwards to the first.

II

Figure A.2: Hash codes are generated for both elements within the pair and are sent to an additional
neural network. For our purposes, we utilize a Recurrent Neural Network to compute this.

Figure A.3: After this calculation, the inner cross product loss is taken to determine the Hamming
distance between these two segments. The goal is to have a Hamming distance of 0, i.e., the hash
codes from both LSTMs are the same.

III

Figure A.4: This cycle is repeated for the next set, which is Segments 2 and 3. NOTE: Segment 2
moves from the backwards cell to the forwards cell in this training pair, because 2 now forwards to
3 and 3 backwards 2.

IV

Appendix B
External Sources

V

Figure B.1: Licensing information obtained from the CNN graphic used in Figure 2.2

VI

Appendix C
Survey Questions

VII

Pre-Survey Questions:

1. How often do you listen to classical music? [Yearly, Monthly, Weekly, Daily]
2. How familiar are you with Mozart’s compositions? [Never heard of Mozart, Not too
familiar, Somewhat familiar, Familiar, Very familiar]
3. How familiar are you with classical composers asides from Mozart? [I do not listen to
classical music, I only listen to Mozart, I listen to other composers aside from Mozart,
I frequently listen to other composers aside from Mozart]
4. (Layout of Survey; 3 questions per section, 5 sections)

Survey Question Structure:

1. (Participant listens to enough of the song to accurately distinguish composer)
2. Who do you think composed Sample x? [Chopin, Vivaldi, Mozart, Computer-generated,
Cannot distinguish]
3. On a scale of 1 (worst) through 10 (best), how pleasant was Sample x? [Options 1-10]
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