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Abstract
Recent advances in deep learning have facilitated near-expert medical image analysis. Super-
vised learning is the mainstay of current approaches, though its success requires the use of
large, fully labeled (and often manually annotated) datasets. However, in real-world medical
practice, previously unseen disease phenotypes are encountered that have not been defined a pri-
ori in finite-size datasets. Unsupervised learning, a hypothesis-free learning framework, may
play a complementary role to supervised learning. Here, we demonstrate a novel framework
for voxel-wise abnormality detection in brain magnetic resonance imaging (MRI), which ex-
ploits an image reconstruction network based on an introspective variational autoencoder trained
with a structural similarity constraint. The proposed network learns a latent representation for
“normal” anatomical variation using a series of images that do not include annotated abnormal-
ities. After training, the network can map unseen query images to positions in the latent space,
and latent variables sampled from those positions can be mapped back to the image space to
yield normal-looking replicas of the input images. Finally, the network considers abnormality
scores, which are designed to reflect differences at several image feature levels, in order to locate
image regions that may contain abnormalities. The proposed method is evaluated on a compre-
hensively annotated dataset spanning clinically significant structural abnormalities of the brain
parenchyma in a population having undergone radiotherapy for brain metastasis. The area under
the receiver operating characteristic curve (ROC-AUC) values for metastatic brain tumors, ex-
tracranial metastatic tumors, postoperative cavities, and structural changes not otherwise spec-
ified are 0.90, 0.87, 0.85, and 0.83, respectively. However, when the ROC-AUCs are corrected
according to the foreground–background imbalance due to the limited space occupied by the
body in the MRI volume, these values are modified to 0.72, 0.66, 0.59, and 0.52, respectively.
The proposed method is found to be particularly effective for contrast-enhanced lesions, i.e.,
metastatic brain tumors and extracranial metastatic tumors. We also propose a domain-specific
methodology to quantify the generated image quality, which works by exploiting the softmax
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output of a segmentation network that can perform pixel-wise anatomical classification with ac-
ceptable accuracy. The proposed method has important potential applications in the field of brain
MRI and can be easily extended to other detection applications.
Keywords: deep learning, unsupervised learning, magnetic resonance imaging, brain
metastasis, variational autoencoder
1. Introduction
Recent advances in deep learning have enhanced the practice and research of medicine re-
markably. Radiology, in particular, can potentially benefit from these advances as all or nearly all
primary data in this field are digital images that can be efficiently handled by deep convolutional
neural networks (CNNs) (Krizhevsky et al., 2012). One of the dominant learning frameworks is
supervised learning. Supervised learning usually requires a considerable volume of data to which
paired labels have been assigned; that is, these labels must be specifically defined in advance ac-
cording to the task. Therefore, despite the success of supervised learning, several limitations
persist, which are mainly related to the finite size of training datasets. As a result, models are
typically inadequately generalizable for unseen features. From a more fundamental perspective
and in the context of radiology, disease phenotypes are essentially limitless, because individually
different genetic, environmental, and therapeutic factors influence their complex etiology and
clinical courses. Even for a single patient, the radiological characteristics of a disease can vary
with time, depending on the natural disease progression and treatment choices. Thus, prepa-
ration of an ideal dataset having adequate expert annotation, which would enable deep neural
networks to capture the entire phenotypes of real-world diseases, is almost impossible, given the
high variability of diseases.
An alternative to supervised learning, unsupervised learningis a label-free learning frame-
work applicable to the field of medical imaging. In general, unsupervised learning techniques
aim to identify and explain data characteristics and help the applied model find previously un-
known patterns in samples without annotation. If the “normal” and “abnormal” regions in the
feature space can be assumed to be distinguishable, the model can recognize unseen samples that
deviate significantly from the decision threshold as being “abnormal.” This kind of outlier iden-
tification task, which is based on certain assumptions about “normality,” should be formulated
as an unsupervised abnormality (anomaly) detection task. Such tasks may appear simple; how-
ever, they are still technically challenging machine learning problems (Chalapathy and Chawla,
2019). From a medical perspective, distinguishing “abnormal” features from “normal” features
in patient images can be regarded as the first cognitive process employed by radiologists. One of
the intrinsic characteristics of data related to the field of medicine is a large class imbalance; that
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is, the majority of data pertain to healthy samples and a limited number of disease samples have
a wide range of phenotypic differences; therefore, if the “normal” feature distribution can be
modeled based on the majority of healthy samples, deviation from this distribution can identify
clinically meaningful “abnormality” without apparent supervision. Since supervised learning
can only recognize previously defined diseases in a dataset, unsupervised abnormality detection
serves as an indispensable complement to models trained using supervised learning.
1.1. Related work
Many approaches to unsupervised abnormality detection in medical image analysis have been
proposed over the last two decades. These approaches have employed stochastic intensity mod-
els (Van Leemput et al., 2001), atlas-based registration (Prastawa et al., 2004), clustering (Shiee
et al., 2010), content-based retrieval (Weiss et al., 2013), and statistical models based on image
registration (Tomas-Fernandez and Warfield, 2015; Zeng et al., 2016). More recently, devel-
opments in computer vision have enabled the development of deep-learning-based models for
unsupervised abnormality detection (An and Cho, 2015; Chalapathy et al., 2017). Here, we
describe relevant deep-learning-based models in detail, focusing on reconstruction-based and
discriminative-boundary-based approaches.
Reconstruction-based approaches assume that deep generative models, such as generative
adversarial networks (GANs) (Goodfellow et al., 2014) and variational autoencoders (VAEs)
(Kingma and Welling, 2014; Rezende et al., 2014) trained only on healthy samples should be
incapable of reconstructing abnormal lesions in given query images. Thus, the residual errors
between the input and reconstructed images can be informative for abnormality detection. A
reconstruction is performed through projection of input images x into a low-dimensional latent
space p(z) and then mapping them back to visible images xˆ, where the latter are reconstructed
to be similar to the input images. In the context of medical imaging, Schlegl et al. (Schlegl
et al., 2017) first proposed the AnoGAN framework, which utilizes a deep convolutional GAN
(Radford et al., 2016). In this framework, a GAN-based image generation network is trained on
healthy optical coherence tomography images of the retina. However, one technical difficulty of
this approach is the absence of an inherent mapping function from the image space to the latent
space f : x 7→ z in the framework of the original GAN. Therefore, AnoGAN iteratively searches
the latent space for a given query image via backpropagation, a computationally inefficient tech-
nique, during the inference stage. To overcome this efficiency problem, Schlegl et al. (Schlegl
et al., 2019) later presented fast AnoGAN, which is a modified version of AnoGAN that enables
fast mapping of query images to the latent space.
Discriminative-boundary-based approaches, another category of abnormality detection
framework, attempt to learn the discriminative boundaries around normal training samples in
the feature space using a one-class classification algorithm (Chandola et al., 2009). As any ab-
normality detection model for data in high-dimensional spaces requires a robust feature extractor,
a latent representation learned from normal samples using a deep neural network can be taken
as the underlying distribution of the normal data (Erfani et al., 2016). Thereafter, an abnormal-
ity detection model (such as a one-class support vector machine) is applied to produce decision
boundaries. In the context of medical image analysis, Alaverdyan et al. (Alaverdyan et al., 2020)
have proposed a regularized twin neural network to perform the challenging task of detecting
subtle epileptic lesions in multiparametric brain magnetic resonance imaging (MRI). However,
to improve the diagnostic performance of their particular task, it was necessary to introduce some
pathology-specific information in the post-processing step.
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1.2. Proposed methods
In this paper, we provide a framework inspired by the reconstruction-based approach for
abnormality detection in brain MRI. The basic concept is to exploit the introspective variational
autoencoder (IntroVAE) (Huang et al., 2018) as an image reconstruction network. IntroVAE
is an extension of VAE and can achieve high-resolution, photo-realistic image generation via
a simple autoencoding function consisting of an encoder and decoder pair. The ability of the
image reconstruction network to generate high-fidelity images is quite important because modern
imaging modalities, such as computed tomography and MRI, are implemented with minimal
resolution exceeding 256 × 256. Therefore, IntroVAE is trained to learn “normal” anatomical
variations using a series of images without annotated abnormalities. To enhance the alignment
between the input and reconstructed images, we extend the original IntroVAE implementation by
adding a structural similarity constraint. Additionally, we demonstrate several post-processing
methods, including latent representation searching and image intensity equalization, to enhance
the similarity in the reconstruction process. We also derive several quantitative measures of
image quality and the anatomical consistency of images generated by a semantic segmentation
network trained on the same image domain; these measures assess anatomical fidelity.
To evaluate the detection performance of the proposed method, we prepare a large brain
MRI dataset composed of 275 contrast-enhanced three-dimensional gradient-echo (CE3D-GRE)
imaging sequences. CE3D-GRE imaging sequences are a type of MRI sequence that has been
widely used to detect brain metastasis in clinical practice. Furthermore, its high spatial resolution
allows identification of even small-volume metastatic lesions. The advancement of modern anti-
cancer treatments has yielded prolonged cancer survival; however, the incidence of brain metas-
tasis has increased as a result. As several treatment options are now available, including surgery,
stereotactic radiotherapy, stereotactic radiosurgery, whole-brain radiotherapy, and targeted thera-
pies (Tsao et al., 2012), the earliest possible diagnosis of brain metastasis is essential for optimal
patient outcomes. The rate of intracranial or extracranial recurrence after the initial therapy is
also significant because brain metastasis usually occurs at the stage of systemic disease, in which
total eradication of cancer cells is usually difficult. Therefore, brain MRIs acquired from patients
with at least one brain metastasis can contain various structural abnormalities, some of which are
related to disease progression and others that are treatment induced.
To create a dataset that comprehensively spans the possible structural abnormalities of a pa-
tient population having brain metastasis, each three-dimensional (3D) MRI volume is annotated
as one of four classes: metastatic brain tumor; extracranial metastatic tumor; postoperative
cavity; and structural change, not otherwise specified (NOS). These fine-grained “abnormality”
definitions clarify the structural changes that can be detected by a particular algorithm and pro-
vide a valid opportunity to interpret false positive estimates. Because the characteristics of these
findings can appear as deviations with respect to both low- and high-level image features, we
compare several abnormality score configurations to capture pixel- and voxel-wise differences
for several query-image feature levels. Finally, the area under the receiver operating character-
istic curve (ROC-AUC) values for the annotated labels are reported as indicators of the clinical
performance of the proposed method. These values are determined with or without correction
for foreground–background imbalance caused by the limited space occupied by the body in the
MRI volume.
1.3. Our contributions
The main contributions of the present study are as follows:
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• we demonstrate a simple but effective reconstruction-based approach to unsupervised ab-
normality detection in brain MRI, which leverages the IntroVAE framework trained with
a structural similarity constraint;
• we quantitatively evaluate the anatomical fidelity (an index incorporating both image qual-
ity and anatomical consistency) of the images generated via the proposed image recon-
struction networks by exploiting the softmax output of the segmentation network; and
• we perform a clinically meaningful performance evaluation of the model based on a com-
prehensively annotated dataset targeting structural abnormality of the brain parenchyma,
revealing the particular type of abnormality for which the proposed method can be effec-
tive.
The remainder of this manuscript is organized as follows: Section 2 provides general back-
ground information on the deep generative models, i.e., VAE and IntroVAE, leveraged in the
proposed framework. Section 3 presents the proposed methodology, which is based on IntroVAE
with a structural similarity constraint, and discusses the model training, post-processing, and de-
tection methods. Section 4 introduces the dataset, which is designed to span the various structural
abnormalities observed in brain MRIs. Section 5 describes the experiment setting and Section
6 evaluates the proposed framework from the perspective of image generation and detection per-
formance. Section 7 reports the experiment results and, finally, Section 8 presents conclusions
and directions for further research.
2. Background
2.1. Deep generative models
Deep generative models have achieved state-of-the-art performance for high-dimensional
data distribution approximation, especially for image-related datasets. The two most represen-
tative frameworks are GANs (Goodfellow et al., 2014) and VAEs (Kingma and Welling, 2014;
Rezende et al., 2014), both of which assume a latent distribution p(z) for a given data distribution
pdata, but employ different estimation approaches.
GANs are formulated as a two-player min–max game between a generative network and a
discriminator network to implicitly estimate a data distribution. During training, the generator
is encouraged to convert a latent variable z ∼ p(z) into a visible variable xˆ, which is expected
to be realistic and indistinguishable from real sample x ∼ pdata. The discriminator attempts to
differentiate between them by producing the probability that the input is from the data distribution
rather than the generator. The two networks compete in an adversarial fashion according to
their different objective functions. In theory, the training converges when it reaches a Nash
equilibrium, for which a probability distribution implicitly modeled by the generator pθ(xˆ|z)
matches pdata (Goodfellow et al., 2014).
VAEs use variational inference to approximate pdata in an explicit manner. They consist of an
encoder network E and decoder network D pair. The encoder works as an inference network for
posterior distribution qφ(z|x), enabling mapping of an input variable x to a corresponding latent
variable z, the space of which is regularized to be close to a prior distribution p(z). Then, the
decoder models the likelihood pθ(xˆ|z) by producing a visible variable xˆ given z. The variable
generated by the decoder is trained to be similar to the input variable in the image space.
These two frameworks have considerable specific strengths and shortcomings. Generally,
GANs can generate much sharper images. However, problems exist, particularly as regards
5
training stability and sampling diversity. VAEs are theoretically well formulated and their train-
ing is more stable than that of GANs; however, the generated images tend to be blurry. Huang
et al. (Huang et al., 2018) integrated both frameworks in a single-stream architecture that can
be trained in a single stage; this architecture is referred to as IntroVAE and can synthesize high-
resolution photographic images through self-evaluation of the generated images. IntroVAE also
preserves the advantages of VAE, i.e., stable training and a good latent manifold. In the following
sections, we briefly discuss both VAE and IntroVAE.
2.2. Variational autoencoders (VAEs)
As noted above, a VAE is composed of two networks: an encoder network and a decoder
network. Further, the encoder performs variational inference to the intractable posterior by en-
couraging the posterior of a x to match p(z). Then, the decoder works as a likelihood function
that generates xˆ from a sampled z. The functions of the networks and the objective of VAE to
maximize the evidence lower bound (ELBO) of pθ(x) can be defined as follows:
E(x) = qφ(z|x), (1)
D(z) = pθ(xˆ|z), (2)
and
log pθ(x) ≥ Eqφ(z|x) log pθ(xˆ|z) − KL(qφ(z|x)||p(z)), (3)
respectively, where KL(·|·) is the Kullback–Leibler (KL) divergence between two probability
distributions. The first term of Eq. (3) can be regarded as the reconstruction error in the au-
toencoding function through the encoder and decoder. The second term forces the approximated
qφ(z|x) close to p(z). These terms are assigned separate labels below for further consideration:
LAE = −Eqφ(z|x) log pθ(xˆ|z), (4)
LREG = KL(qφ(z|x)||p(z)). (5)
One of the limitations of VAE, which we address with our proposed method, is that the
generated samples tend to be blurry. Several reasons are often provided for this, e.g., the limited
expressiveness of the VAEs inference models, the injected noise, and unsuitable element-wise
measures such as the reconstruction squared error (Larsen et al., 2016; Zhao et al., 2019).
2.3. Introspective VAE (IntroVAE)
IntroVAE extends the VAE architecture by introspectively self-evaluating the differences be-
tween the input and reconstructed images to self-update; the aim is to synthesize more realistic,
high-resolution images through a min–max game between an encoder and decoder, similar to
that employed in GANs. The IntroVAE encoder is trained to determine whether the input comes
from pdata or the decoder in the form of pθ(xˆ|z), whereas the decoder is encouraged to “fool” the
encoder by generating realistic images.
The main solution is conveyed by the regularization term LREG originally described in Eq.
(5). LREG is extended as an adversarial training cost function between the encoder and decoder,
helping the model to align the generated distribution to the data distribution. Here, the encoder
is trained to discriminate between input images by minimizing LREG for real images to match
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qφ(z|x) to p(z), and by maximizing LREG for the posterior qφ(z′|xˆ) of generated images xˆ to
deviate from p(z). Hereafter, z′ specifically indicates the case where the sampled latent variable
originates from xˆ. The decoder attempts to generate increasingly realistic xˆ based on the z
sampled from p(z), so that the encoder mistakenly assigns a small LREG value to the generated
images. In summary, for x and xˆ, the regularization terms for the encoder and decoder are
changed as follows:
LREG(Encoder) = LREG(E(x)) + [m − LREG(E(D(z)))]+,
= LREG(E(x)) + [m − LREG(E(xˆ))]+,
= LREG(z) + [m − LREG(z′)]+,
= LREG(z) + LMargin(z′),
(6)
and
LREG(Decoder) = LREG(z′), (7)
where [·]+ = max(0, ·), m is a scalar of positive margin, and LMargin = [m − LREG(z′)]+. When
LMargin(z′) is positive, the above equations prompt a min–max game between the encoder and
decoder. That is, minimizing LREG(z′) for the decoder is equal to maximizing LMargin(z′) for
the encoder. Finally, by adding the reconstruction error, the overall IntroVAE objectives can be
described as follows:
LEncoder = LREG(z) + LMargin(z′) + LAE(x, xˆ), (8)
LDecoder = LREG(z′) + LAE(x, xˆ). (9)
3. Methodology
The proposed method for unsupervised brain abnormality detection is composed of three
stages. The first stage involves training an image reconstruction network based on IntroVAE and
featuring a structural similarity constraint to represent the normal anatomical variability; the sec-
ond stage involves implementing additional post-processing methods to enhance the alignment
between the input images and the reconstructed images produced by the reconstruction network;
and the third stage involves calculating the pixel- and voxel-wise abnormality score for abnor-
mality detection, where the abnormality score is experimentally chosen to maximize detection
performance.
3.1. Notation
We consider a C × I × J × K single-modality 3D MRI volume X ∈ RC×I×J×K , where C is the
number of channels; I and J represent the height and width of the axial slices, respectively; and
K is the number of axial slices. We define xk ∈ RC×I×J as the k-th slice in the axial view. Suppose
X can be decomposed into K axial slices {xk |k = 1, . . . ,K}. When clarification of the number
of axial slices is unnecessary, the subscript k is omitted (depending on context). The image
reconstruction network maps slice-wise input x into the low-dimensional latent representation
z ∈ RC′×I′×J′ and reconstructs it to the image space denoted by xˆ ∈ RC×I×J . The latter can be
concatenated in order to become a corresponding volume Xˆ ∈ RC×I×J×K .
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Fig. 1: Schematic of the proposed image reconstruction network adopted from IntroVAE. The architecture consists
of an encoder network and a decoder network, which are connected in a loop. An input image x is mapped to the low-
dimensional latent space through the encoder. The decoder generates its reconstruction xˆ from the sampled latent variable
z. The encoder determines whether the input is from the data distribution or the decoder by changing the destination of
its mapping function.
3.2. Training of image reconstruction network
As illustrated in Fig. 1, the image reconstruction network is adopted from the original In-
troVAE implementation. The underlying concept is that image reconstruction networks trained to
learn “normal” image variations from only healthy images cannot faithfully reconstruct “abnor-
mal” lesions in unseen images. Hence, residuals between the input and reconstructed images can
indicate whether the images contain deviating characteristics. The image reconstruction network
is trained based on two-dimensional (2D) slices x separated from X. Details of this implementa-
tion and our modifications (e.g., the structural similarity constraint) are given in Section 5.2.
3.3. Post-processing methods
After 2D-based training of the reconstruction networks, the inference stage for abnormality
detection is implemented for each 3D MRI volume. Hereafter, a query volume corresponds to
a X, which first undergoes slice-wise image reconstruction and is then compared with the Xˆ
for abnormal voxel extraction. Detection performance is reported in terms of voxels. Note that
the most important prerequisite is that the reconstruction should closely resemble the identity
transform, except in the abnormal region. To enhance the similarity of the reconstructed images
to the input images through post-processing, the inference stage includes two further techniques:
latent representation searching and intensity equalization.
For each query X, the inference stage starts from the slice-wise output of the reconstruction
network according to the following pipeline (Fig. 2). First, latent representation searching is
implemented to achieve latent representation superior to the initial position given by the encoder.
Second, independently reconstructed 2D slice images are gathered into a 3D volume having the
same size and order as the original volume. Third, intensity equalization is applied to correct
the intensity bias in Xˆ, so that it has similar intensity profiles to input X. Finally, a voxel-wise
abnormality score is defined to capture the low- and high-level feature differences between these
volumes, in order to locate abnormal regions in the query volume.
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Fig. 2: Image reconstruction process. (a) Image reconstruction followed by latent search. In the inference stage of
abnormality detection, latent representation search finds a better latent representation z∗ for a better reconstructed image
x∗ with lower reconstruction error. (b) Sample image reconstruction refinement. This example shows that the relatively
high reconstruction error for the initially acquired image xˆ1 is reduced in comparison with the reconstruction xˆ∗ after
the latent representation search. In addition, image equalization further reduces the reconstruction error, producing the
improved reconstruction xˆ, which is ultimately used for abnormality detection through pixel-wise residual calculation
with the original input x.
3.3.1. Latent representation searching
The encoder learns the mapping function of x in its relevant latent representation z. This
initially acquired z can be expected to yield similar images via the decoder; however, stochastic
fluctuation in the probabilistic inference is an inherent characteristic of VAEs. Therefore, there
is scope for improved latent representation in the neighborhood of z. Generally, a successfully
constructed latent manifold can reproduce smooth and continuous transitions between two points
in the latent space, as reported in Section 7.3. Hence, we expected that further optimization of z
in the latent space via backpropagation, to minimize the reconstruction error, would improve the
alignment during image generation. This process was inspired by the method used in AnoGAN
(Schlegl et al., 2017).
To improve latent representation z∗ at the inference stage, the network considers the z1 ini-
tially mapped by the encoder, which takes x from the dataset. Subsequently, z1 is fed into the
decoder to produce the first reconstructed images xˆ1. Using the same reconstruction error (see
Section 5.2.5) for the residual between x and xˆ1, the latent representation can be updated based
on the gradients for objective minimization, moving z1 to a better position z2 in the latent space.
Then, the deviation of secondary reconstructed images xˆ2 with respect to x is evaluated for the
next objective. This update rule is described as an iterative process from zi to zi+1, as follows:
zi+1 ← zi − η ∂
∂z
LAE(x, xˆi), (10)
where η indicates the optimizer learning rate. After enough iterations of this optimization pro-
cess, we can expect z∗ to produce the optimal image reconstruction x∗.
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In our experiments, the total iteration number was set to 100 and an Adam optimizer (Kingma
and Ba, 2015) with a learning rate of 1 × 10−3 was used. During optimization, all encoder and
decoder parameters were fixed.
3.3.2. Intensity equalization
After slices from each 3D X are processed in order by the reconstruction network and la-
tent representation search, the resultant set of 2D reconstructed images {xˆ1∗, xˆ2∗, · · · , xˆk∗} are
concatenated into the 3D Xˆ, which is spatially consistent with X. As the reconstruction-based
approach may rely on voxel-wise intensity differences for abnormality detection, correction of
possible intensity bias is essential for performance enhancement. Therefore, we use kernel den-
sity estimation to find the peak of the intensity histogram associated with the white matter of each
volume and correct the bias by matching the white matter peak of reconstructed image moutput
to that of query volume minput. Image intensities XˆI, j,k are then mapped to the subdivided points
between the minimum smin and maximum smax intensities. In summary, the image equalization
can be formulated as follows:
Xˆ′i, j,k =
(Xˆi, j,k − b) − smin
smax − smin , (11)
where b = moutput − minput, smin is set to 0 and smax is set to double the standardized white matter
peak of the input volume.
3.4. Abnormality detection
Abnormalities in the image usually appear as deviations with respect to both low- and high-
level image features. Low-level features are local characteristics in the image, including lines
and dots, and reflect steep intensity changes. High-level features build on collections of low-
level features to construct larger object shapes. One inherent problem with the reconstruction-
based approach is that the optimal measures for pixel- and voxel-wise abnormality evaluation
depend on the specific task and dataset. Therefore, we defined two candidates for the abnormal-
ity score—the intensity score and perceptual score—to capture the differences in both the low-
and high-level features of X and Xˆ. The best abnormality score configuration was determined
experimentally.
3.4.1. Intensity score
The intensity score calculates the voxel-wise intensity difference between X and Xˆ as a low-
level feature, and is defined as follows:
Sintensity(X, Xˆ) = ||X − Xˆ||1, (12)
where Sintensity ∈ R1×I×J×K is a volume that has the same 3D shape as X. The scores are normal-
ized to have a mean of 0 and a standard deviation of 1.
3.4.2. Perceptual score
The perceptual score was established to complement the intensity difference metric by cap-
turing additional high-level feature differences. According to recent works (Gatys et al., 2015;
Gatys et al., 2016; Johnson et al., 2016; Mahendran and Vedaldi, 2015), a perceptual loss func-
tion derived from pretrained CNNs can extract both low- and high-level feature representations
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Fig. 3: Composition of ImageNet-pretrained VGG16 model for calculation of perceptual difference between im-
ages. Feature maps from each convolutional block, denoted f1, f2, f3, f4, are interpolated into the resolution of input x
and normalized to have a mean of 0 and a standard deviation of 1. Based on the combinatory set of indices L, feature
maps with corresponding indices are obtained and concatenated into a tensor Catl∈L( fl(x)). After slices from both query
X and reconstructed Xˆ volumes are fed into the network, the slice-wise perceptual difference sperceptual is calculated as
the squared error between Catl∈L( fl(x)) and Catl∈L( fl(xˆ)).
from images, thereby contributing to high-quality image generation. This concept provides in-
sight on abnormality detection in medical images via reconstruction-based approaches, because
the radiological phenotypes of disease depend on both low- and high-level features. Moreover,
abnormality evaluation based on high-level features can be robust against subtle deviation in
image alignment, as high-level features can be spatially invariant to some extent.
Incorporating a measurement that considers several feature levels may improve abnormality
detection sensitivity and robustness. In this study, we defined the perceptual differences between
corresponding slices of both X and Xˆ based on the ImageNet-pretrained VGG16 network (Si-
monyan and Zisserman, 2015). Perceptual difference is defined as follows:
sperceptual(x, xˆ|L) = ||Catl∈L( fl(x)) − Catl∈L( fl(xˆ))||22, (13)
where sperceptual ∈ R1×I×J . Additionally, Catl∈L( fl(x)) refers to the concatenation of the feature
maps obtained from x produced at indices given in a set L, as shown in Fig. 3. Before concate-
nation, each feature map is normalized to have a mean of 0 and a standard deviation of 1 and
is upsampled to be the same size as the input image using a linear interpolation function. Fol-
lowing calculation of the squared error between Catl∈L( fl(x)) and Catl∈L( fl(xˆ)), each sperceptual is
also normalized to have a mean of 0 and a standard deviation of 1. As VGG16 takes 2D images
as input, sperceptual values are calculated from axial slices and the resultant pixel-wise differences
are rebuilt to form a 3D volume Sperceptual(X, Xˆ|L) ∈ R1×I×J×K , the shape of which is consistent
with that of X.
4. Dataset
4.1. Dataset description
This retrospective, single-center study was approved by our Institutional Review Board. As
illustrated in Fig. 4, we randomly collected data for 275 cases (patients) occurring over a par-
ticular period in our institution. We considered patients who had undergone MRI analyses for
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Fig. 4: Dataset preparation. In total, 275 cases were collected for the present study. From 235 cases with no history
of brain surgery, 200 cases were randomly selected, and the data were separated into 36,075 axial slices. Each slice
was independently grouped according to the presence of any abnormality from four classes: metastatic brain tumor;
extracranial metastatic tumor; postoperative cavity; and structural change, NOS. Of these slices, 29,278 slices with no
annotated abnormalities were assigned to the training dataset. The remaining 35 cases with no history of brain surgery
and 40 cases with a history of surgery were then integrated. Finally, those 75 cases were randomly split into a validation
dataset of 25 cases and a test dataset of 50 cases.
treatment planning of stereotactic radiotherapy or radiosurgery for brain metastasis using Cy-
berKnife (Accuray Inc., Sunnyvale, CA). Some cases underwent several MRI analyses in the
target period; therefore, the dataset contained 313 MRI volumes in total. All acquired MRI vol-
umes contained at least one metastatic lesion in the brain parenchyma. The imaging protocol
involved acquisition of CE3D-GRE sequences using 3 Tesla clinical scanners with spatial reso-
lutions of 1 × 1 × 1 mm3 or lower. For the experiment, each MRI volume was cropped from the
top of the head to the foramen magnum.
4.2. Lesion annotations
For all 313 MRI volumes, slice-by-slice ground truth segmentation was established by an
experienced radiation oncologist (K.K.), who manually delineated regions of interest around
each brain abnormality for four classes: metastatic brain tumor; extracranial metastatic tumor;
postoperative cavity; and structural change, NOS.
The metastatic brain tumor class included any metastatic disease in the brain parenchyma,
the planned treatment of which was stereotactic radiotherapy or radiosurgery. Even if there were
multiple metastatic sites in the brain parenchyma and not all were actual radiotherapy targets,
every gross tumor was manually annotated. There were no inclusion or exclusion criteria de-
pendent on other clinical information; thus, various primary sites and clinical backgrounds were
included in this study. In addition, we carefully labeled apparently nonviable lesions for which
contrast enhancement was lost owing to previous treatments, if disease could be radiologically
detected.
The extracranial metastatic tumor class corresponded to any metastatic disease located
outside the brain, such as in the skull, subcutaneous tissue, infratemporal fossa, or paranasal
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sinus. Lesions without strong contrast enhancement were also included if the disease could be
recognized.
The postoperative cavity class incorporated structural defects, especially those in the brain
parenchyma due to preceding brain surgery—for example, craniotomy. Note that minor postop-
erative changes or deformations that occurred in other anatomies outside the brain, such as the
skull or subcutaneous tissue, were not delineated because clear boundary definition was difficult.
The structural change, NOS class encompassed any other gross structural changes that
occurred in the brain parenchyma and could be diagnosed radiologically; it was included to
enhance the comprehensiveness of the dataset. For example, ischemic changes due to previous
stroke were included in this category.
Note that labels for both the postoperative cavity and structural change, NOS classes were
located in the intracranial space. Thus, structural deformations or defects existing outside the
brain were not comprehensively annotated, except for extracranial metastatic tumors, as delin-
eation of the extracranial anatomical deviation as a specific region is confusing and may yield
reproducibility problems in experiments. For example, one cannot draw clear outer boundaries
for abnormalities such as subcutaneous swellings or positional deviations of the skull after brain
surgery. Almost all large anatomical deformations outside the brain were associated with pre-
vious surgeries; therefore, we excluded those cases from the reconstruction network training.
For the same reason, edematous changes in the brain parenchyma, which are usually diagnosed
by hyperintense T2 and fluid-attenuated inversion recovery signals, were recognized in some
cases but not categorized in the brain MRIs of the CE3D-GRE sequence. Therefore, the training
dataset treated edematous changes as one a variation in the “normal” spectrum.
4.3. Dataset splitting
The dataset splitting process is shown in Fig. 4. Of the 275 cases collected for the study,
40 were identified as having a history of brain surgery as well as nonnegligible deviations across
several slices or global anatomical structural deformations. Therefore, we excluded those cases
from the training dataset for the image reconstruction network, from which the “normal” anatom-
ical variations were to be learned. Of the remaining 235 cases with no brain surgery history, 200
cases were randomly selected and the data were separated into 36,075 axial slices. Then, each
slice was independently grouped depending on the presence of any class of abnormality. Among
them, 29,278 slices were identified as being abnormality-free and assigned to the training dataset
for the reconstruction network. Note that hyperparameter tuning for image generation was per-
formed based on the training dataset. The 6,797 “abnormal” slices obtained from the 200 cases
and for which at least one class of abnormality was annotated were not used in the study. For
the next stage, the remaining 35 cases with no brain surgery history and the 40 cases with a
history of surgery were integrated. Finally, those 75 cases were randomly split into a validation
dataset with 25 cases and a test dataset with 50 cases. The validation dataset was established for
model selection for the inference stage, to determine the abnormality score configuration. The
test dataset was used to evaluate the final model. Note that the three datasets did not share any
cases.
4.4. Radiological characteristics of abnormality labels
Comparison across studies indicates that the most essential but hidden factor in algorithm
performance may be the intraclass variability of metastatic brain tumors. The radiological ap-
pearance of brain metastasis can vary according to clinical factors such as the primary site, mu-
tation profile, any previous treatment, and clinical follow-up interval (Ortiz-Ramo´n et al., 2018;
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Abnormal class Number of VOIs Voxel volume Mean intensity Uniformity Variance
Metastatic brain tumors 194 2.1 ± 6.7 × 103 1.5 ± 0.4 × 102 2.9 ± 1.3 × 10−1 1.0 ± 0.8 × 103
Extracranial metastatic tumors 12 5.0 ± 4.3 × 103 1.9 ± 0.4 × 102 3.6 ± 1.9 × 10−1 1.3 ± 1.0 × 103
Postoperative cavities 19 2.7 ± 4.5 × 104 7.1 ± 3.1 × 101 3.9 ± 1.6 × 10−1 1.0 ± 0.9 × 103
Structural changes, NOS 5 4.1 ± 7.9 × 103 1.0 ± 0.5 × 102 3.4 ± 1.7 × 10−1 7.4 ± 5.3 × 102
Table 1: Radiological characteristics of abnormality classes in the test dataset.
Patel et al., 2011). Therefore, to quantitatively describe the radiological characteristics of the ab-
normality labels in the test dataset, we calculated several image features, i.e., the voxel volume,
mean intensity, uniformity, and variance. These image features were calculated for each volume
of interest (VOI), which is defined as a closed volume determined by the delineation of the MRI
volume. The above features are defined as follows:
• VoxelVolume = ∑Nvi=1 Vi,
• MeanIntensity = 1Nv
∑Nv
i=1 I(i),
• Uniformity = ∑Ngi=1 p(i)2,
• Variance = 1Nv
∑Nv
i=1(I(i) − I¯)2,
where Nv is the number of voxels in the VOI, Vk is the volume of a single voxel, I(i) is the gray-
level intensity of the i-th voxel, Ng is the number of nonzero bins in the first-order histogram,
p(i) is the normalized first-order histogram, and I¯ is the mean intensity in the VOI. All image
features were calculated using the PyRadiomics library (Van Griethuysen et al., 2017).
We believe that these quantitative descriptions are necessary to elucidate the different appear-
ances of each abnormal class in the test dataset. The results are summarized in Table 1. Briefly,
the voxel volume indicates the approximated volume of the VOI obtained by multiplying the
number of voxels by the volume of a single voxel. The largest and smallest voxel volumes were
obtained for the VOIs of postoperative cavities and metastatic brain tumors, respectively. The
mean intensity is the average gray-level intensity within the VOI; the lowest values for this mea-
sure were obtained for the VOIs of postoperative cavities. The two types of cancer-associated
VOI, i.e., those for metastatic brain tumors and extracranial metastatic tumors, had higher mean
intensity values, suggesting contrast enhancement effects. Uniformity is calculated from the sum
of the squares of each intensity value, demonstrating the homogeneity of the image array; the
highest values were obtained for the VOIs of postoperative cavities. The variance indicates the
heterogeneity that places higher values on differing intensity levels with greater deviation from
the mean within the VOI. The highest variance values were observed in the VOIs of extracranial
metastatic tumors, suggesting the heterogeneous effect of lesion contrast enhancement. Note
that these evaluations were conducted based on VOIs; however, the detection performance for
the experiment performed in this study was calculated on the pixel and voxel levels (see Section
6.2).
5. Experiments
5.1. Pre-processing
The pre-processing pipeline of the proposed method included voxel size normalization, in-
tensity normalization, separation into 2D slices, center cropping, and data augmentation. For
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voxel size normalization in the experiments performed in this study, all 3D X were resampled to
a voxel size of 1 × 1 × 1 mm3 using cubic interpolation. Subsequently, intensity normalization
based on a histogram matching method was applied to normalize the intensity variations, which
could have affected the image analysis results. Briefly, the white matter peak in the histogram
was identified through kernel density estimation. Then, image intensities XI, j,k were mapped to
the subdivided points between the smin and smax, as follows:
X′i, j,k =
Xi, j,k − smin
smax − smin × 255.0, (14)
where smin and smax were set to zero and double the white matter peak in each X, respectively.
After intensity normalization, each 3D X was decomposed into a collection of 2D slices
{x1, x2, · · · , xk}, which were then independently input to the reconstruction networks. Every 2D
slice was center-cropped to a size of 256 × 256. During training, data augmentation included
horizontal flipping, random scaling, and rotation. Every image was renormalized to the range
[−1, 1] when input to E.
5.2. Implementation of image reconstruction networks
An overall schematic of the IntroVAE-based reconstruction network is shown in Fig. 1. For
comparison, we also trained the same network architecture using the VAE objectives. Table 2
and Table 3 detail the encoder and decoder architectures used in our experiments, which were
shared between IntroVAE and VAE. Note that the dense layer in the final part of the typical
VAE encoder was replaced by a convolution layer to avoid possible loss of spatial information
during encoding. In addition, spectral normalization was applied to the encoder and decoder for
training stabilization (Miyato et al., 2018). The network was designed to handle 2D x separated
from each 3D X as axial planes.
5.2.1. Encoder network
The encoder in the proposed architecture consisted of residual blocks (He et al., 2016), in
which two [convolution + batch normalization + LeakyReLU] sequences were processed with
residual connection. From the first to last residual block, the encoder utilized 32 − 64 − 128 −
256 − 512 − 512 filter kernels. Each residual block was followed by an average pooling function
to halve the feature map size. The input was required to be a grayscale image of 1 × 256 × 256
(= channel×height×width) with a normalized range of [−1, 1], and the output was designed to be
two individual variables, µ and σ, having the same size as z, i.e., 128×4×4. The output variables
were taken as the parameters of the approximated posterior distribution qφ(z|x) = N(z;µ,σ2).
In the experiment, we found that a fully convolutional network design, which was achieved by
replacing the typical last dense layer, can improve the spatial alignment of the reconstructed
images relative to the input images.
5.2.2. Decoder network
The decoder architecture was almost symmetrical to that of the encoder. From the first to last
residual block, the decoder utilized 512−512−256−128−64−32−16 filter kernels. The residual
blocks consisted of two [convolution + batch normalization + LeakyReLU] sequences followed
by an upsampling layer that exploited the interpolation function coupled with a convolutional
function to enlarge the feature map size. Latent variables sampled from p(z) with sizes of 128 ×
4 × 4 passed through the decoder to yield reconstructed images of 1 × 256 × 256 in size. In the
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Encoder Activation Output shape
Input image
Conv
AvgPool
[
5 × 5 32
]
-
1 × 256 × 256
32 × 256 × 256
32 × 128 × 128
Res-block
AvgPool
[
3 × 3 64
3 × 3 64
]
-
64 × 128 × 128
64 × 64 × 64
Res-block
AvgPool
[
3 × 3 128
3 × 3 128
]
-
128 × 64 × 64
128 × 32 × 32
Res-block
AvgPool
[
3 × 3 256
3 × 3 256
]
-
256 × 32 × 32
256 × 16 × 16
Res-block
AvgPool
[
3 × 3 512
3 × 3 512
]
-
512 × 16 × 16
512 × 8 × 8
Res-block
AvgPool
[
3 × 3 512
3 × 3 512
]
-
512 × 8 × 8
512 × 4 × 4
Conv-block
Split
[
3 × 3 128
3 × 3 128
]
[
1 × 1 128
]
,
[
1 × 1 128
] 128 × 4 × 4
128 × 4 × 4, 128 × 4 × 4
Table 2: Encoder architecture shared between IntroVAE + SSIM and VAE + SSIM.
experiments, Tanh activation was applied to the output to restrict the generated images to the
range [−1, 1].
5.2.3. Regularization term
The centered isotropic multivariate Gaussian N(z; 0, I) was chosen as p(z) over the latent
variables. Under this condition and based on the two encoder output variables, µ and σ, the pos-
terior distribution was estimated to be qφ(z|x) = N(z;µ,σ2). Notably, decoder input variable z
was sampled fromN(z;µ,σ2) using a reparameterization trick: z = µ+σ, where  ∼ N(0, I),
and  indicates the Hadamard product. Therefore, for each sample, the posterior was constrained
to be close to the prior as the centered isotropic multivariate Gaussian by KL divergence. The
regularization term can be described as follows:
LREG =
1
2I′J′
I′∑
i′=1
J′∑
j′=1
(1 + log(σ2i′ j′ ) − µ2i′ j′ − σ2i′ j′ ), (15)
where I′ and J′ are the dimensions of z.
5.2.4. Reconstruction error
When the prior corresponds to the centered isotropic multivariate Gaussian distribution, the
negative log probability (as described in Eq. (4)) is proportional to the squared Euclidean distance
between x and xˆ (Doersch, 2016). Thus, the reconstruction error LAE(x, xˆ) is formulated as the
per-pixel L2 losses, as follows:
LL2(x, xˆ) =
I∑
i=1
J∑
j=1
||xi j − xˆi j||22, (16)
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Decoder Activation Output shape
Latent representation - 128 × 4 × 4
Conv-block
[
3 × 3 512
3 × 3 512
]
512 × 4 × 4
Upsample
Res-block
[
3 × 3 512
][
3 × 3 512
3 × 3 512
] 512 × 8 × 8
512 × 8 × 8
Upsample
Res-block
[
3 × 3 256
][
3 × 3 256
3 × 3 256
] 256 × 16 × 16
256 × 16 × 16
Upsample
Res-block
[
3 × 3 128
][
3 × 3 128
3 × 3 128
] 128 × 32 × 32
128 × 32 × 32
Upsample
Res-block
[
3 × 3 64
][
3 × 3 64
3 × 3 64
] 64 × 64 × 64
64 × 64 × 64
Upsample
Res-block
[
3 × 3 32
][
3 × 3 32
3 × 3 32
] 32 × 128 × 128
32 × 128 × 128
Upsample
Res-block
[
3 × 3 16
][
3 × 3 16
3 × 3 16
] 16 × 256 × 256
16 × 256 × 256
Conv
[
5 × 5 1
]
1 × 256 × 256
Table 3: Decoder architecture shared between IntroVAE + SSIM and VAE + SSIM.
where I and J are the dimensions of x.
5.2.5. Structural similarity constraints
One of the intrinsic problems concerning use of L2 loss for image reconstruction is that the
shape and location of the reconstructed images cannot be aligned precisely at the pixel level
because small edge inaccuracies do not always contribute to the major part of the loss value. It is
also difficult to detect structural differences between images when the pixel values in the region
of interest are roughly consistent. Thus, we added the structural similarity (SSIM) (Zhou Wang
et al., 2004) to LAE(x, xˆ) as a constraint, where SSIM is a distance measure designed to capture
the perceptual similarity and interdependencies between local pixel regions. Bergmann et al.
(Bergmann et al., 2019) previously confirmed significant performance gains for an unsupervised
segmentation task for nanofibrous materials with use of SSIM. Thus, LAE(x, xˆ) is calculated from
the following function:
LL2+SSIM(x, xˆ) =
I∑
i=1
J∑
j=1
||xi j − xˆi j||22 + (1 − SSIM(x, xˆ)), (17)
where SSIM(x, xˆ) ∈ [−1, 1]. Note that SSIM(x, xˆ) = 1 if and only if x and xˆ are identical.
5.2.6. Total loss functions
Note that the encoder is trained to determine whether input images are real samples from the
data distribution or reconstructions produced by the decoder by changing the mapping function
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destination according to LREG (see Section 2.3). When the regularization term is adequately opti-
mized, qφ(z|x) approximates p(z) and the real and generated samples should be indistinguishable.
In accordance with the original IntroVAE learning framework (Huang et al., 2018), we combined
various independent sampling processes for the latent variables to help the model learn more
expressive latent representation for improved image synthesis. Three latent-variable sampling
processes were considered: z ∼ qφ(z|x) mapped by the encoder for real images; z′ ∼ qφ(z′|xˆ)
mapped by the encoder for reconstructed images; and z′′ ∼ p(z′′) indicating direct sampling
from p(z). Using this notation, the total loss functions can be reformulated as follows:
LEncoder = LREG(z) + α
∑
zs∈{z′,z′′}
LMargin(E(ng(D(zs)))) + βLAE(x, xˆ), (18)
LDecoder = α
∑
zs∈{z′,z′′}
LREG(E(D(zs))) + βLAE(x, xˆ), (19)
where α and β are weighting parameters that balance the importance of each loss term and ng(·)
indicates the point at which gradient backpropagation should be stopped.
5.3. Training setup for image reconstruction networks
All experiments were implemented in Python 3.7 with PyTorch library 1.2.0 (Paszke et al.,
2019), using an NVIDIA Tesla V100 graphics processing unit and CUDA 10.0. He initialization
was applied to both the encoder and decoder (He et al., 2015). Adam optimization (Kingma and
Ba, 2015) was used with learning rates of 1 × 10−4 and 5 × 10−3 for the encoder and decoder,
respectively. Other hyperparameters were empirically determined as follows: batch size = 120,
maximum number of epochs = 200, α = 0.5, β = 0.04, and m = 120. The dimensions of latent
space z ∈ Rc′×i′× j′ were set to 128 × 4 × 4. In addition to the IntroVAE learning framework, the
same network architectures were trained using the VAE objectives under the same hyperparame-
ters, for comparison. The input images were grayscale 2D images of 1 × 256 × 256 in size. The
visual features of the reconstructed images were checked every epoch and the best model, which
replicated the most natural details of the input images, was fixed for the following inference
stage.
5.4. Exploration of abnormality score
To explore the best set of feature maps from VGG16 for configuring the perceptual score (see
Section 3.4.2 and Fig. 3), we compared seven patterns of feature map sets:
L ∈ {(1), (1, 2), (1, 2, 3), (1, 2, 3, 4), (2, 3, 4), (3, 4), (4)}. (20)
In the case of L = (1, 2, 3), for example, f1, f2, and f3 were extracted from the VGG16
model and concatenated in order. Then, the squared difference between the concatenated feature
maps was calculated and reduced to the sum along the feature axis. This slice-wise value was
also normalized before concatenation to give the volume. The detection performance for each
configuration was compared in the validation dataset. The intensity score (see Section 3.4.1) was
also determined for comparison with the perceptual scores. The best composition was finally
applied to the test dataset.
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6. Evaluations
6.1. Quality evaluation for image generation
Deep generative models lack a domain-specific measurement for image generation quality;
thus, it is difficult to compare the performance of different models, especially in medicine. One
intuitive method employs human annotators to judge the visual quality and validity of the gen-
erated images (Denton et al., 2015). However, annotators who are not medical experts generally
struggle to distinguish between real and fake medical imaging. Furthermore, it is not feasible to
ask medical experts to perform such distinction tasks because of the associated costs. As alterna-
tive approaches, some automatic methods have introduced the use of indices such as the incep-
tion score (Salimans et al., 2016) and Fre´chet inception distance (Heusel et al., 2017), which can
capture the similarity and diversity of generated images compared to real ones. However, these
criteria are derived from the output or feature maps of the inception model (Szegedy et al., 2016),
which is trained based on ImageNet and contains a large set of natural images. Therefore, they
cannot be applied straightforwardly to generative models based on datasets other than ImageNet
(Barratt and Sharma, 2018). This aspect also limits the utility of these approaches across medical
imaging modalities, including brain MRI.
Here, we propose the concept of anatomical fidelity for quantitative evaluation of medical
image quality. We require the generated image to have both high-resolution detail at local points,
and also anatomical consistency between distant portions of the image. In this study, to calculate
anatomical fidelity, we decomposed this index into two measures—the quality score and overlap
score—by exploiting a segmentation network trained on the same image domain. A high quality
score is obtained if the generated images contain clear objects that are sharp rather than blurry. In
that case, the segmentation network can perform pixel-wise classification with high confidence,
producing output p(y|x) with low entropy. The overlap score is calculated based on the segmen-
tation result overlap between the input and reconstructed images for the available anatomical
classes.
6.1.1. Segmentation networks
For quantitative evaluation of the generated images, we prepared a segmentation network
that can perform pixel-wise classification for 14 anatomical classes: the whole brain, cerebellum,
white matter, cerebrospinal fluid, brain stem, pituitary gland, right eye, right lens, left eye, left
lens, right optic nerve, left optic nerve, optic chiasm, and tumor. Except for the tumor, most
of these labels were semi-automatically generated by the MultiPlan treatment planning system
(Accuray Inc., Sunnyvale, CA) and visually reviewed by a board-certificated radiation oncologist
(K.K.). Every tumor label was manually annotated by the same expert. The dataset consisted of
100 CE3D-GRE sequences, which were in the same domain but collected independently of the
dataset for the main-experiment algorithm (see Section 4.1). Each MRI volume was subjected
to pre-processing—voxel size normalization, intensity normalization, separation into 2D slices,
and center cropping—as described in Section 5.1. The dataset was split as follows: 70% for
model training (70 volumes), 15% for model validation (15 volumes), and 15% for model testing
on unseen data (15 volumes).
Several hyperparameter settings for the segmentation network were compared based on the
validation dataset. The configuration that yielded the best performance was as follows. The seg-
mentation network exploited the U-Net architecture (Ronneberger et al., 2015) with 512 hidden
units at the bottleneck and used LeakyReLU for its activation function instead of ReLU. The fi-
nal activation was a softmax layer for multiclass segmentation. The loss function was composed
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Anatomical class Dice score
Whole brain 0.83
Cerebellum 0.87
White matter 0.76
Cerebrospinal fluid 0.71
Brain stem 0.89
Pituitary gland 0.62
Right eye 0.81
Right lens 0.63
Left eye 0.82
Left lens 0.63
Right optic nerve 0.53
Left optic nerve 0.53
Optic chiasm 0.49
Tumor 0.42
Table 4: Segmentation network performance.
of the Dice and cross-entropy losses. To train the model, the AdamW optimizer (Loshchilov
and Hutter, 2019) was employed with a learning rate, weight decay, and batch size of 1 × 10−4,
1 × 10−4, and 150, respectively. The model was trained for 400 epochs. Segmentation perfor-
mance was demonstrated on the test dataset (Table 4).
6.1.2. Quality score
Correctly classified samples tended to have higher maximum softmax probabilities than er-
roneously classified or out-of-distribution samples. We cannot use softmax distributions to de-
termine the true correctness likelihood of deep neural networks (Guo et al., 2017). However,
simple statistics derived from the softmax distribution are reported to effectively reveal errors
and out-of-distribution samples (Hendrycks and Gimpel, 2017). Because imperfect image gen-
eration tends to have blurry results with no sharp details, such images can be regarded as out-of-
distribution samples by the segmentation network. Therefore, we took the entropy of the softmax
distribution of the segmentation network as a measure of the generated images quality. Because
the segmentation network was trained on a dataset consisting of images in the same domain,
the lowest entropy was expected for the softmax output for the input images. Based on these
considerations, the quality score was defined as follows:
S quality = Entropy(x) − Entropy(xˆ), (21)
where Entropy(x) = −∑yk ∑i, j p(yk |xi, j) log p(yk |xi, j) and p(yk |xi, j) is a conditional probability
that an i, j-th pixel xi, j belongs to class yk.
6.1.3. Overlap score
If the images generated by the reconstruction networks are geometrically well-aligned with
the corresponding input images, the anatomical classes of these images as predicted by the seg-
mentation network should broadly overlap. Based on this assumption, we used the Dice score,
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which is a popular overlap measure for segmentation (Dice, 1945; Sørensen, 1948), to quantify
the similarity with respect to each anatomical class:
S overlap(x, xˆ) =
1
k
∑
k∈K
2|y(x)k ∩ y(xˆ)k |
|y(x)k | + |y(xˆ)k | , (22)
where y denotes the segmentation output of the segmentation network, subscript k indicates the
segmentation map of each label, and K indicates a set of class indices that appear in the input
image. When calculating the score in our experiments, the Dice scores for each label were first
evaluated for 13 healthy intracranial structures, excluding the tumor label. Subsequently, labels
that were not assigned to the input image were excluded from the set of K for the summation,
because the naive Dice score does consider a true negative.
6.2. Detection performance evaluation
The ability of the proposed method to detect abnormalities in brain MRI on a voxel-wise basis
was evaluated using the ROC curve. For each MRI volume in the validation and test datasets
(see Fig. 4), the range between the minimum and maximum abnormality score was divided into
1,000 operating thresholds. True and false positives were determined at the voxel level; that is,
we considered a voxel to be truly positive when its abnormality score exceeded the threshold and
overlapped the ground truth annotation, and vice versa. The considered datasets had multiple
class labels for a single abnormality score; therefore, a positive voxel was considered valid if
it corresponded with any class label. For the validation dataset, to compare abnormality score
configurations, individually measured ROC-AUCs for each MRI volume were summarized for
each. For the test dataset, to reveal the overall performance of the proposed method, mean ±
standard deviation of true positives were determined at 1,000 operating thresholds across the
dataset. Note that mean ROC-AUC were reported with area under the curves between the lower
(mean − standard deviation) and upper (mean + standard deviation) limits, values of which were
cropped in a range of [0, 1]. The detection performance of the proposed method was further
evaluated by estimating the sensitivity (recall), specificity, precision, and F1 score using a fixed
abnormality score threshold determined from the Youden index. The Youden index regards the
maximum value of J = sensitivity + specificity−1 as a criterion for the cut-off point on the mean
ROC curve for each abnormality class. There was significant foreground–background imbalance
because of the relatively limited space of the body within the entire volume; therefore, we also
evaluated corrected versions of the aforementioned measurements by applying a “body mask,”
through which the area outside the body was excluded. This area was determined based on the
voxels with normalized intensities lower than 10, as indicated by the calculation.
7. Results
Hereafter, IntroVAE + SSIM indicates the proposed reconstruction network developed by
taking IntroVAE as the backbone and adding a structural similarity constraint. VAE + SSIM is
also discussed for comparison; this is another reconstruction network with the same architecture
but trained using the objectives of VAE instead of those of IntroVAE.
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Fig. 5: Image reconstruction training process for VAE + SSIM. (a) Sample results of image reconstruction training
process for VAE + SSIM at checkpoint epochs 10, 120, and 166. For each epoch, the training yielded output images on
the lower row intended to be similar to the upper-row input images. However, the output images remained blurry and
brain MRI details were not fully reproduced even after many training epochs. (b) LAE and LREG trends during training.
These errors decreased steadily for the latent space during training.
7.1. Training results for IntroVAE + SSIM and VAE + SSIM
We trained both IntroVAE + SSIM and VAE + SSIM on the training dataset, where the
encoder mapped the x to the latent space and the decoder mapped them back to generate realistic-
looking xˆ. The latter were expected to be similar to the input images.
Fig. 5a shows sample training results for image reconstruction by VAE + SSIM at checkpoint
epochs 10, 120, and 166; the upper and lower rows present the input images and the correspond-
ing output images, respectively. At the early training stage, the outputs were still indefinite
spherical objects (epoch 10); however, they gradually acquired distinct structures similar to brain
MRIs as training proceeded (epoch 166). The VAE + SSIM training curve steadily decreased
to the point of epoch 200, as shown in Fig. 5b. However, even after sufficient epochs, the re-
constructed images tended to be blurry and the detailed aspects of the input images were not
reproduced. Nevertheless, the global alignment and crude anatomical features were reproduced
to some extent.
Fig. 6a shows the same training process for IntroVAE + SSIM. Clearly, the reconstructed
images have sharp textures at checkpoint epoch 166; this result could not be achieved by VAE
+ SSIM. Therefore, IntroVAE + SSIM is more effective for generating realistic-looking images
with detailed structural information than VAE + SSIM. However, in contrast to its successful
generation of higher resolution images, the IntroVAE + SSIM training curve shown in Fig. 6b is
less stable than that of VAE + SSIM. Close observation reveals that, after a satisfactory decline
in LAE around epoch 120 (indicated by the second arrow in Fig. 6b), LREG(Decoder) began to
decrease, whereas both LREG(Encoder) and LMargin(Encoder) began to increase. These gradual changes
in the loss terms empirically reflect the improving image generation quality. This finding implies
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Fig. 6: Image reconstruction training process for IntroVAE + SSIM. (a) Sample results of image reconstruction
training process for IntroVAE + SSIM at checkpoint epochs 10, 120, and 166. At checkpoint epoch 166, detailed visual
features of the brain MRI were reconstructed, which was not achieved by VAE + SSIM. (b) IntroVAE + SSIM training
was less stable than that of VAE + SSIM. After an acceptable decrease in LAE, high-resolution images were generated
when LAE, LREG, and LEncoder increased and LREG decreased. This result implies that the images generated by the
decoder were sufficiently realistic to fool the encoder at that specific training period.
Fig. 7: Visual comparison of image reconstruction results of IntroVAE + SSIM and VAE + SSIM at checkpoint
epoch 166. (a) Input images and images generated by VAE + SSIM and IntroVAE + SSIM are shown on the first to
third rows, respectively. (b) Magnified views. These images confirm that fine details were well reproduced by IntroVAE
+ SSIM at various anatomical sites i.e., the cerebrum gyrus (upper and lower left images), cerebellum (lower right), and
masticator space (upper right).
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Fig. 8: Quantitative assessment of the quality and anatomical consistency of generated images. (a) Pixel-wise
softmax entropy given by segmentation network. Higher values appear in the obscure regions of the generated images,
especially those generated by VAE + SSIM. (b) Quality score distributions. The quality score is the sum of the pixel-wise
softmax entropy. Significantly higher values were obtained for the images generated by IntroVAE + SSIM compared
to those generated by VAE + SSIM. (c) Overlap scores obtained from segmentation outputs of input and reconstructed
images. Significantly higher values were obtained from the IntroVAE + SSIM framework.
that the images generated by the decoder successfully fooled the encoder for some samples. As
we could not find a better training setting that yielded stable convergence for adversarial training
of IntroVAE + SSIM, we fixed the model to epoch 166 for further evaluation.
Visual comparisons of the images generated by VAE + SSIM and IntroVAE + SSIM at the
same checkpoint (epoch 166) are shown in Fig. 7a; the first to third rows display the input images
and the corresponding images generated by VAE + SSIM and IntroVAE + SSIM, respectively.
The same input images were used for both models. Again, the images generated by IntroVAE
+ SSIM are more visually plausible than those produced by VAE + SSIM. Magnified views of
the generated images demonstrate that the finer details are well reproduced by IntroVAE + SSIM
(Fig. 7b), including the gyri, the vasculature, and the boundary between gray and white matter,
as well as extracranial sites such as the nose and masticator space.
7.2. Quantitative assessment of anatomical fidelity
To quantitatively assess the anatomical fidelity of the image reconstruction network, we de-
fined two metrics: the quality score and overlap score (see Section 6.1). The quality score eval-
uates the sharpness of the anatomical information in the generated images and was determined
by calculating the softmax entropy acquired from the segmentation network. Fig. 8a shows the
differences in the pixel-wise softmax entropy −∑yk p(yk |xi, j) log p(yk |xi, j) features given by the
segmentation network for the input image and the images reconstructed by IntroVAE + SSIM
and VAE + SSIM. The images generated by VAE + SSIM are blurrier than those produced by
IntroVAE + SSIM, yielding disturbed segmentation outputs in accordance with the localization
of higher entropy values. This observation is compatible with the assumption that the segmen-
tation network loses confidence in the prediction if the image does not have similar features to
those used for the model training. As shown in Fig. 8b, the mean ± standard deviations of the
quality score, which were calculated from the difference in the summations of the pixel-wise en-
tropy values of the generated images with those for the input images, were −5.6 ± 9.7 × 103 and
−6.7 ± 9.6 × 103 for IntroVAE + SSIM and VAE + SSIM, respectively. A Shapiro–Wilk W Test
did not confirm that the data formed a normal Gaussian distribution for both cases (p < 0.0001);
therefore, matched pair analysis was performed using a Wilcoxon signed rank test to reveal the
statistical significance (p < 0.0001) between IntroVAE + SSIM and VAE + SSIM.
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Fig. 9: Images generated by IntroVAE + SSIM through random sampling from the latent space. Excluding the
corrupted reconstruction on the right side (arrowhead), the generated images generally appear realistic.
Fig. 10: Geometric interpolation in the latent space. Geometric interpolation results with (a) translation, (b) scale,
and (c) rotation are shown. In each case, two images geometrically operated in opposite directions were mapped into the
latent space. Then, linearly subdivided points between the pair of latent positions were sampled and visualized through
the decoder.
To calculate the overlap score, segmentation results for input images and images recon-
structed by IntroVAE + SSIM and VAE + SSIM were compared for each anatomical label. The
white arrowhead in the centered image in Fig. 8a indicates large discordance (particularly in the
cerebellum region) in the image generated by IntroVAE + SSIM; therefore, guaranteed anatom-
ical consistency is also important for residual evaluation. The mean ± standard deviations of the
overlap scores were 0.49±0.12 and 0.42±0.11 for IntroVAE + SSIM and VAE + SSIM, respec-
tively (Fig. 8c). As with the quality score, a Shapiro–Wilk W test did not confirm that the data
formed a normal Gaussian distribution for either of the two cases (p < 0.0001). Thus, matched
pair analysis using a Wilcoxon signed rank test revealed statistical significance (p < 0.0001) be-
tween IntroVAE + SSIM and VAE + SSIM. In conclusion, we demonstrated that superior image
reconstruction is achieved using IntroVAE + SSIM compared to VAE + SSIM, with respect to
image quality and anatomical consistency.
7.3. Qualitative assessment of latent space
Model collapse is one unsuccessful mode of deep generative model training, in which a failed
state is obtained where only a few locations in the latent space can allow the decoder to generate
the expected results. Therefore, if the latent space is well formed with a smooth manifold, it can
be said that model collapse has been avoided. We qualitatively assessed the latent space acquired
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Fig. 11: Linear interpolation showing anatomical continuity through the craniocaudal axis. Two axially distant
slices were fed into the encoder and linearly subdivided points between the latent points were sampled and visualized
through the decoder. Although the model training was performed on randomly shuffled axial slices without craniocaudal
information, the model seemed to acquire a naturally consistent pattern among the axial images to some extent.
Fig. 12: Latent distributions of “normal” and “abnormal” images evaluated on the validation dataset. (a) t-SNE
plotting demonstrating mixed distribution of samples from each group, with no clear separation. (b) Histogram of KL-
divergence from normal Gaussian distribution according to group. The overlapped distribution is also shown.
by the trained IntroVAE + SSIM using several sampling methods.
Fig. 9 shows a set of images generated through random sampling of the latent space, which
generally appears realistic (excluding the image on the far right, indicated by the arrowhead,
which has a broken appearance). Fig. 10 also demonstrates smooth interpolation between sev-
eral latent positions, which were the mapping function destinations of the encoder for a partic-
ular pair of images. Here, the input images underwent arbitrary geometric transformations in
advance, i.e., translation, scaling, and rotation, to determine whether the latent space could re-
produce smooth transitions between these transformations. Linearly subdivided points between
the pair of latent positions were sampled and visualized through the decoder. The only transfor-
mation factor applied to the seed images was interpolated, which was not accompanied by any
other gross changes influencing the local image representation. Therefore, the learned manifold
was well constructed and capable of capturing smooth transitions for these arbitrary geomet-
rical transformations. Finally, Fig. 11 presents an anatomically plausible linear interpolation
along with the craniocaudal axis in the body, which was automatically acquired by the model
even though the axial slices were shuffled and randomly selected during reconstruction network
training.
7.4. Observation of latent distribution between normal and abnormal images
The encoder was trained to determine whether the input images came from real data distribu-
tion pdata or decoder pθ(xˆ|z) in the IntroVAE framework. Therefore, it is natural to speculate that
the encoder also acquired the ability to classify the presence of abnormalities in the image. To
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Configuration ROC-AUC
Sintensity 0.85 ± 0.06
Sperceptual(|L = (1)) 0.80 ± 0.09
Sperceptual(|L = (1, 2)) 0.83 ± 0.08
Sperceptual(|L = (1, 2, 3)) 0.86 ± 0.08
Sperceptual(|L = (1, 2, 3, 4)) 0.88 ± 0.07
Sperceptual(|L = (2, 3, 4)) 0.89 ± 0.06
Sperceptual(|L = (3, 4)) 0.90 ± 0.05
Sperceptual(|L = (4)) 0.88 ± 0.05
Table 5: Comparison of detection performance according to abnormality score configuration on the validation dataset.
confirm that possibility, we evaluated the latent distributions of “normal” and “abnormal” images
in the validation dataset. First, a t-distributed stochastic neighbor embedding (t-SNE) projection
was applied to visualize the image-wise distribution of each group in the latent space. Note that
t-SNE is an algorithm that maps a high-dimensional space to a low-dimensional space while try-
ing to maintain the distance between samples (van der Maaten, 2014; van der Maaten and Hinton,
2008). Fig. 12a demonstrates mixed distributions of images from each group, with no clear sep-
arations between groups. We also evaluated the regularization term LREG(z) in Eq. (15) for each
sample, to calculate the KL divergence from the normal Gaussian distribution. This property can
be informative as regards the image-wise classification, as the encoder acts as a discriminator
by altering the mapping destination according to the term. In other words, if abnormal images
with some defects are taken as “fake” by the encoder, a large value is assigned to LREG(z). Based
on these considerations, the discrete distribution of the LREG(z) values was computed over the
validation dataset and relative frequency histograms were independently plotted for each group
(Fig. 12b). Again, there was no distinct separation that can provide a discriminative boundary
for the groups, perhaps because abnormalities in the dataset tended to be confined to small loca-
tions (without affecting the global structure of the brain); thus, it was difficult for the encoder to
recognize them without specific supervision.
7.5. Exploration of abnormality score configuration
We compared abnormality score configurations with respect to their detection performance
on the validation dataset, as described in Section 5.4. The abnormality score candidates were the
intensity score Sintensity(X, Xˆ) and several patterns of perceptual score Sperceptual(X, Xˆ|L) given
a set of L ∈ {(1), (1, 2), (1, 2, 3), (1, 2, 3, 4), (2, 3, 4), (3, 4), (4)}. The mean ± standard deviation
of the ROC-AUCs for the metastatic brain tumor, extracranial metastatic tumor, postoperative
cavity, and structural change, NOS classes were calculated and compared for each configura-
tion; these values are listed in Table 5. Overall, Sperceptual(X, Xˆ|L = (3, 4)) gave the best mean
score of 0.90 ± 0.05. The perceptual scores, particularly those using f4, consistently exhibited
a higher level of ROC-AUCs than the other configurations, suggesting that higher-level image
features obtained in the deeper part of VGG16 may be robust and sensitive to the presence of
abnormalities.
7.6. Detection performance
Finally, using Sperceptual(X, Xˆ|L ∈ (3, 4)), we evaluated the class-wise detection performance
for the four abnormality classes in the test dataset. Naively calculated ROC curves are shown in
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Fig. 13: Class-wise detection performance for four abnormality classes. The mean ROC curves were naively cal-
culated according to different abnormality score thresholds for (a) metastatic brain tumors, (b) extracranial metastatic
tumors, (c) postoperative cavities, and (d) structural changes, NOS.
Fig. 14: Modified class-wise detection performance for four abnormality classes. The mean ROC curves were
calculated according to different abnormality score thresholds considering the voxels inside the body only, to correct
the significant foreground–background imbalance for (a) metastatic brain tumors, (b) extracranial metastatic tumors, (c)
postoperative cavities, and (d) structural changes, NOS.
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Fig. 13 and demonstrate the proposed method’s voxel-level performance according to different
abnormality score thresholds. The mean true positive rate is plotted at all operating points. The
standard deviation is also indicated, as illustrated by the blue overlay across the MRI volumes.
The mean ROC-AUCs with a range of standard deviations for the metastatic brain tumor, ex-
tracranial metastatic tumor, postoperative cavity, and structural change, NOS classes were 0.90
(range: 0.84–0.96), 0.87 (range: 0.76–0.96), 0.85 (range: 0.75–0.94), and 0.83 (range: 0.79–
0.87), respectively. The Youden index was used to determine reference points and the sensitivity
(recall), specificity, precision, and F1 score were calculated for each class (Table 6).
During the experiments, we noted a significant foreground–background imbalance caused by
the limited space of the body within the overall MRI volume, which created a tendency towards
overestimating the detection performance of the proposed method, which was reported at the
voxel level. In fact, as the black background surrounding the body does not provide any informa-
tion for radiologists, they usually do not pay much attention to this region during diagnosis. To
fairly evaluate the proposed methods detection performance, we believe the background should
be excluded from the calculation. Therefore, corrected ROC curves were calculated consider-
ing the voxels inside the body only, as described in Section 6.2. Fig. 14 shows the corrected
ROC curves and ROC-AUCs. The mean with a range of standard deviations of the corrected
ROC-AUCs for the metastatic brain tumor, extracranial metastatic tumor, postoperative cavity,
and structural change, NOS classes were 0.72 (range: 0.55–0.88), 0.66 (range: 0.37–0.89), 0.59
(range: 0.34–0.83), and 0.52 (range: 0.43–0.62), respectively. Using the Youden index to de-
termine reference points, the sensitivity (recall), specificity, precision, and F1 score were also
corrected for each class (Table 7). We believe that these values are more valid indicators of the
overall model performance.
As detailed in Table 1, cancer-associated lesions, i.e., metastatic brain tumors and extracra-
nial metastatic tumors, tended to have higher mean intensities than the other abnormalities. In the
corrected evaluation, the proposed method demonstrated intermediate performance for cancer-
associated lesions; however, its efficacy for low-intensity structural defects, i.e., the postoperative
cavity and structural change, NOS classes, was not significant. This finding implies that the gen-
eral contrast-enhancement characteristics of cancerous diseases produce distinguishable image
features for the model. Note also that the precision values were indeed low, at less than 0.01
for all classes (Table 7). This limitation of the proposed method was expected, given the much
higher prevalence of “normal” voxels over “abnormal” voxels, which yielded a larger number of
false positive voxels than true positive voxels.
Finally, Fig. 15 provides some example results. As shown in Figs. 15a–15f, 15h, cancer-
associated lesions were associated with distinct signals located in the labeled regions. In contrast,
postoperative cavities (Fig. 15f and 15g) and other structural changes appearing as post-ischemic
change (Fig. 15h) yielded slight abnormality score accumulations only. Note that some structural
deformations, mainly those due to brain surgery, were also detected based on the intermediate
intensity of the score, as indicated by the arrows in Fig. 15.
8. Discussion
We introduced a novel image reconstruction-based approach to unsupervised abnormality
detection in brain MRIs, focusing on a population exhibiting metastatic brain tumors. The con-
cept underlying the proposed approach is as follows: If a model can be trained to learn “nor-
mal” brain image variations, “abnormal” lesions in unseen images can be identified based on
certain measures of the differences between the query images and those identified as “normal”
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Fig. 15: Visual examples of reconstructed images, labels, and abnormality scores. Cancer-associated lesions, such
as (a–c, h) metastatic brain tumors, (d) a choroid plexus metastasis, and (e, f) skull metastases, corresponded with
distinct signals located in the labeled regions. On the other hand, (f, g) postoperative changes and (h) a structural change
appearing as post-ischemic change yielded slight abnormality score. Other undefined structural deformations were also
detected on the intermediate intensity of the score (arrows).
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Abnormal class Sensitivity Specificity Precision F1 score
Metastatic brain tumor 0.91 ± 0.15 0.72 ± 0.07 0.0057 ± 0.0109 0.011 ± 0.021
Extracranial metastatic tumor 0.97 ± 0.07 0.65 ± 0.07 0.0049 ± 0.0092 0.010 ± 0.018
Postoperative cavity 0.96 ± 0.08 0.66 ± 0.07 0.0050 ± 0.0093 0.010 ± 0.018
Structural change, NOS 0.95 ± 0.11 0.68 ± 0.07 0.0052 ± 0.0099 0.010 ± 0.019
Table 6: Final detection performance results on the test dataset.
Abnormal class Sensitivity Specificity Precision F1 score
Metastatic brain tumor 0.61 ± 0.27 0.89 ± 0.06 0.0082 ± 0.0153 0.015 ± 0.027
Extracranial metastatic tumor 0.48 ± 0.27 0.93 ± 0.04 0.0089 ± 0.0157 0.016 ± 0.026
Postoperative cavity 0.74 ± 0.25 0.84 ± 0.07 0.0073 ± 0.0142 0.014 ± 0.026
Structural change, NOS 0.95 ± 0.11 0.68 ± 0.07 0.0052 ± 0.0099 0.010 ± 0.019
Table 7: Corrected final detection performance results on the test dataset.
by the model. The proposed approach is based on an image reconstruction network exploiting
IntroVAE (Fig. 1). In addition, several techniques are incorporated to improve the alignment
between the input and reconstructed images, i.e., use of a structural similarity constraint as well
as post-processing methods involving latent representation search and image equalization (Fig.
2). One advantage of IntroVAE is that the network architecture remains simple, featuring an
encoder–decoder network pair. This holds even for high-quality image generation in comparison
to GAN-based architectures such as BiGAN, which incorporates an inverse mapping function
from the sample space to the latent space (Donahue et al., 2017; Zenati et al., 2018). There-
fore, the proposed model can be directly optimized in a single-stream fashion with a relatively
stabilized training process. Another benefit is that the explicitly defined latent space in the In-
troVAE + SSIM approach employed herein can capture the variation over the dataset and allow
the generation of “normal” replicas of the unseen images. Based on the smooth and continuous
latent manifold (Figs. 9–11), we confirmed that latent representation search followed by inten-
sity equalization can improve the image alignment with respect to the reconstruction error (Fig.
2b). As the optimal solution for computing pixel- and voxel-wise differences between images
is task-dependent, we compared several abnormality score configurations and showed that the
approach using deeper feature maps of the ImageNet-pretrained VGG16 model gave the high-
est ROC-AUC for the validation dataset (Table 4). Finally, the detection performance for each
abnormality class was evaluated on the independent test dataset with or without corrections to
facilitate clinically meaningful assessment (Figs. 13 and 14 and Tables 5 and 6).
The images generated by IntroVAE + SSIM were compared with those given by VAE + SSIM
through visual inspection (Fig. 7) and quantitatively (Fig. 8). We derived two measurements for
evaluating the anatomical fidelity, which is based on the image clarity and the anatomical consis-
tency upon reconstruction. A segmentation network trained on images in the same domain was
utilized. First, our investigations revealed that blurry regions in the generated images force the
segmentation network to make a prediction with high entropy (Fig. 8a). We exploited this ob-
servation to design a quality score for evaluating the sharpness and clarity of anatomical objects
in generated brain MRIs. We also noted that it is essential to evaluate the anatomical consistency
between images using the overlap score, because regional discordance appeared occasionally,
as shown in Fig. 8a. Thus, a combination of these two scores was considered necessary for
quantifying anatomical fidelity. Consequently, we statistically showed that IntroVAE + SSIM is
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superior to VAE + SSIM with respect to anatomical fidelity in our experiment (Fig. 8bc). To the
best of our knowledge, this is the first study to leverage a segmentation network for calculating
the quality and anatomical consistency of generated medical images.
Previously proposed approaches, which exploit image reconstruction networks trained solely
on healthy images, primarily evaluate pixel- and voxel-wise residuals by calculating the L1 dis-
tances (Schlegl et al., 2019, 2017). Because gadolinium contrast enhancement is fundamental
for detection of viable cancerous lesions in brain MRI, we also expected that Sintensity would play
a particularly important role in identifying metastatic brain tumors and extracranial metastatic
tumors. However, the configuration selection used in our approach clearly showed that consid-
eration of the differences among the high-level features of the pretrained network has more dis-
criminative power than the L1 distance of the intensities (Table 4). This finding may be because
the contrast injection enhances vasculature as well as diseased tissue, yielding a low signal-to-
noise ratio in the calculation of simple intensity difference. Hence, improved performance in
abnormality region identification can also be obtained for this evaluation methodology by using
the selected abnormality score in addition to the designs of the preceding image reconstruction
and post-processing stages. Our combinatorial formulation is also conceptually distinct because
previous studies exploiting perceptual loss generally considered a set of feature maps as a whole
(Johnson et al., 2016), although the results imply that there are more discriminative feature levels
in VGG16 models than in other models used for specific tasks. Learnable selection algorithms
are a possible future research direction, with the aim of better handling informative feature maps.
Interpretation of detection performance requires attention. The naive ROC-AUC calculation
that yielded values of approximately 0.9 satisfies clinical requirements to some extent (Fig. 13a
and Table 5). However, the foreground–background imbalance caused by the limited occupancy
of the body in the MRI volumes may generate bias that overestimates detection performance
when implemented in clinical practice. Therefore, we corrected the voxel-wise calculation by
confining it to within the limits of the body (Fig. 13b and Table 6). The resultant values seem
concordant with the visual results in Fig. 14. Overall, the detection performance was interme-
diate and inferior to previously reported supervised frameworks particularly oriented towards
brain metastasis (Charron et al., 2018; Grøvik et al., 2020; Hu et al., 2019; Kamnitsas et al.,
2017; Liu et al., 2017; Losch, 2015; Szegedy et al., 2015). However, there is no information
on whether the performance values reported in the previous studies were corrected in the same
manner. Furthermore, we emphasize that the dataset preparation cost of our approach is mini-
mal, as only “normal” images, which can be easily collected from a hospital, are required. In
contrast, preparation of a fully annotated dataset for a disease with wide intraclass variation and
co-existing abnormalities is quite costly. Moreover, deviations exist, and their boundaries with
normal anatomy are too ambiguous to be clearly delineated. Our experiment demonstrated the
normal anatomical variability of the brain distributed in a specific population range, and that this
pattern can be learned by an image reconstruction network and used for abnormality discrimina-
tion in the image space.
In particular, the method was shown to be relatively effective for cancer-associated lesions,
i.e., metastatic brain tumors and extracranial metastatic tumors, perhaps because these lesions
usually exhibit higher-intensity contrast enhancement than the surrounding normal anatomies,
having more discriminative characteristics in the image. Most previous studies only employed
a single abnormality label in their evaluations (Alaverdyan et al., 2020; Schlegl et al., 2019,
2017); thus, a multilabel dataset targeting a particular clinical context is meaningful because it
provides an opportunity to precisely evaluate the model performance according to the different
appearances of abnormal classes (Table 1). Although supervised trained models can recognize
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learned entities well, they sometimes overlook abnormalities that are apparent to the human eye if
no specific definition is provided in advance (Chilamkurthy et al., 2018). Therefore, unsupervised
abnormality detection can be regarded as a complement to supervised trained models, with a
promising future clinical implementation.
8.1. Limitations
Our experiments on unsupervised abnormality detection had the following limitations. First,
the dataset, which was designed to span the possible abnormalities occurring for a particular
clinical context, still presented difficulties, especially for region delineation of instances with
unclear boundaries. This problem may be fundamental to this field because arbitrary definition
of such deviations sacrifices experiments reproducibility. Second, low precision was apparent
due to the large number of false positive voxels compared to the true positive voxels (Table 6).
This problem cannot be overcome directly because of the small pixel- and voxel-level misalign-
ment produced by the reconstruction network. Improving image reconstruction or abnormality
extraction from the paired images will resolve this issue. Third, the inclusion of healthy controls
in the “normal” group can be arbitrary. Indeed, we first trained the reconstruction network us-
ing publicly accessible MRIs that were mainly obtained from young adults. We then evaluated
its detection performance using a dataset of glioma cases in older patients. In that case, some
global changes associated with aging, such as brain atrophy and ventricular enlargement pro-
duced “abnormal” voxels, lowering the signal-to-noise ratio for the target disease. Therefore, we
believe that our approach of selecting “normal” images from a population with the same clinical
background is reasonable; however, we do not believe this is an optimal definition of “normal.”
8.2. Conclusion
This paper reports a novel reconstruction-based approach to unsupervised abnormality detec-
tion in brain MRI. This method was developed by adopting the IntroVAE framework and incor-
porating a structural similarity constraint. Successful training of the proposed method yielded
improved image reconstruction with respect to both visual inspection and quantitatively evalu-
ated anatomical fidelity.
Despite the limitations discussed earlier, the proposed method is generalizable and can be
easily extended to other detection applications. Importantly, unsupervised abnormality detection
will be an essential topic of research because it is fundamentally difficult to span all possible
abnormalities using expert annotations in a finite dataset. In future work, we will also study
complementary use of a supervised trained model with an unsupervised learning framework.
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