We consider a mathematical model describing magnetisation dynamics with non-scalar damping. The model consists on a generalised Landau-Lifshitz-Gilbert equation with a general damping tensor. We apply Faedo-Galerkin/penalty method to show the existence of global weak solutions in one-dimensional case.
Introduction and preliminary results
Despite the phenomenological nature of the Landau-Lifshitz-Gilbert (LLG) equation (Gilbert, 2004) , it has been widely used for interpreting and predicting vast experimental results such as domain wall structure, magnetisation reversal and magnetic noise. The key term in the LLG equation is the damping, which is usually written in a simplest form α 0 m × ∂ t m, α 0 > 0, m is the magnetisation field and ∂ t m is its derivative with respect to time. Since many calculated magnetic properties such as magnetic hysteresis are not sensitive to the damping parameter, one has enjoyed the simplicity and usefulness of the LLG equation for a long time. However, there are other cases where the details of the damping matter. For example, the current-induced spin torque (Slonczewski, 2003) directly competes with the damping and thus the switching threshold depends on the strength and forms of the damping. A number of theoretical studies have already shown that the extension of LLG is needed in general (Rossi et al., 2005; Safonov and Bertram, 2003) , but it is unclear whether inclusion of more damping terms would describe the magnetisation better due to complexity of many damping mechanisms.
In the present paper, we shall be interested in magnetisation dynamics with a general damping tensor. The model equation consists on a generalised LLG equation with nonscalar damping. To describe the model equations, we consider Ω ⊂ R 3 a bounded and regular open set of R 3 . The generic point of R 3 is denoted by x = (x 1 , x 2 , x 3 ). We assume that a ferromagnetic material occupies the domain Ω.
The magnetisation field of the ferromagnetic material which belongs to S 2 (the unit sphere of R 3 ) almost everywhere is denoted by m(t, x). Its evolution is governed by the following modified LLG equation (Podio-Guidugli, 2001; Podio-Guidugli and Valente, 2001; Zhang and Zhang, 2009 )
where T > 0, the symbol × denotes the vector cross product in R 3 and ∂ ν m denotes the outward normal derivative of m on the boundary of Ω. The positive constant γ is the gyromagnetic ratio. The effective magnetic field H eff depends on m and is given by:
where a > 0 is the exchange coefficient and the term parameterised by the positive constant η, suggested by Baryakthar et al. (1997) , is motivated by certain experimental findings and expressed the view that dissipation processes of exchange origin are not properly accounted for by the Gilbert model in the classical LLG equation, see Podio-Guidugli (2001) for more details. The 3 × 3 differential damping tensor D in (1) is given by Zhang and Zhang (2009) 
where δ αβ is the unit matrix element, α 0 > 0, λ ≥ 0, α, β = 1, 2, 3, ∂ k xi m with k ∈ N * denotes the derivative of order k of the function m with respect to x i and (m × ∂ xi m) α denotes the components of m × ∂ xi m.
Remark 1: Since we focus on the new damping tensor and for the sake of simplicity, anisotropy field (which is generally taken linear with respect to m) and demagnetising field are neglected. However, we note that these simplifications do not limit the proposed analysis.
In recent years, LLG equation with scalar damping (λ = 0) has found a considerable amount of interest both on theoretical and numerical aspects and has been intensively studied by many authors; see for example Visintin (1985) , Alouges and Soyeur (1992) , Guo and Hong (2004) , Carbou and Fabrie (1998) , Bertsch et al. (2001) , Bartels and Prohl (2006) , Tilioua (2011 ), Roubiček et al. (2009 ), Hadda and Tilioua (2014 , Weinan and Wang (2000) , Prohl (2001) , Slodicka and Cimrák (2003) , Melcher and Ptashnyk (2013) , etc. The aim here is to study the global existence of weak solutions to the problems (1)-(3) when λ = 0 in one space dimension, more precisely we assume Ω = (0, 1), and we replace problems (1)- (3) by the following one in Q
where the operator L(m, ∂ x m) is defined by:
Throughout, we denote by
3 the classical Hilbert spaces equipped, respectively, with the usual norms denoted by · L p (Ω) , · H 1 (Ω) and · H 2 (Ω) .
Lemma 1:
The operator L(m, ∂ x m) satisfies the following property
Then (6) is proved.
Q is a solution of the problem (4) then we have for all t ∈ (0, T ) the following energy estimate
If m is a solution of (4), then it satisfies the relation
which leads after integration by using the boundary conditions to
Using property (6), and integrating from 0 to t, we obtain
for all t ∈ (0, T ). This completes the proof of the lemma. The next section is devoted to the proof of a global existence result of weak solutions for problem (4) by using Faedo-Galerkin/penalty method. We first state the definition of weak solutions for our problem. We then introduce a ε-penalty problem and show that it admits a weak solution. We make some a priori estimates uniform in ε, and by selecting a subsequence we show the existence of a global weak solution to the problem (4) (see Theorem 1).
Global existence of weak solutions
Let us first give the definition of weak solutions to problem (4).
Definition 1: Let m 0 ∈ H 2 (Ω) with |m 0 | = 1 a.e., we say that a three-dimensional vector m = (m 1 , m 2 , m 3 ) is a weak solution of problem (4) if
) and |m| = 1 a.e. in Q;
• For all Ψ ∈ C ∞ (Q) with Ψ(0, .) = Ψ(T, .) = 0, there holds
• For all t ∈ (0, T ), the energy estimate (7) holds.
We shall prove the following main result. To prove Theorem 1, we proceed as done by Alouges and Soyeur (1992) , Tilioua (2011), Podio-Guidugli and Valente (2001) .
The penalty problem
Let ε > 0. We introduce the following penalty problem.
For initial datum m 0 ∈ H 2 (Ω), and for each positive number T , find a vector field
) such as to satisfy the equation
subject to the initial and boundary conditions
The last term of Eq. (9) was introduced at the end to represent the constraint |m| = 1. We have the following result. (9) and (10) such that
Theorem 2: For each fixed positive ε, there is a weak solution
. Moreover, the following energy estimate holds
for all t ∈ (0, T ).
Proof: We show the existence of solutions for the penalty problems (9) and (10) by using Faedo-Galerkin method. We look for solutions to Eq. (9) of the form
where φ i is the orthonormalised eigenfunctions of the eigenvalue problems
where a i (t) is R 3 -valued vectors. We recall that each of the φ i also satisfies
We obtain the following approximated problem
on Q with the following initial and boundary conditions
and
Multiplying Eq. (13) by φ i and integrating over Ω, we get an ordinary differential system. In fact, we have
where
We have
To write the differential system in its standard form, it suffices to show that the matrix
This implies that (by property (6))
Hence u = 0, and the lemma is proved. It is easy to check the local existence of solutions for the system of ordinary differential equation obtained by multiplying Eq. (13) by φ i that can extend on (0, T ) for all T > 0 using energy estimate.
To get bounds on the solutions, we multiply Eq. (13) by ∂ t m ε,N and by integrating over Ω we obtain
Using the property (6), we obtain
We integrate from 0 to t, we get
for all t ∈ (0, T ). Using the fact that
, the righthand side of (14) is uniformly bounded.
Thus for ε fixed, we have
Then we have the following convergences for a subsequence further noted m
For the last convergence, we use the following lemma
The proof of Lemma 4 can be found by Lions (1969) . In order to pass to the limit as N → ∞, we use the following result.
Lemma 5: For a subsequence further noted m ε,N , we have
Proof: We recall that
Using continuous embeddings H
and (14), we obtain
where C is a positive constant independent of N . Then
On the other hand
Arguing as above and using (14), we obtain
In view of (20) and (21), we obtain that the sequence
. By compactness argument, for a subsequence, we have
In the following, we show that
By (14), we have
Using lemma (4), we deduce that
and the proof of Lemma 5 is complete. Now, we pass to the limit as N → ∞. Multiplying Eq. (13) by Φ ∈ H 1 (Q) ∩ L 2 (0, T, H 2 (Ω)) and integrating on Q, we get
Passing to the limit in the weak formulation (22), we obtain (11). Using the previous convergences and (14), we obtain (12) and the proof of Theorem 2 is finished.
Convergence of the approximate solutions
Our aim here is to pass to the limit as ε → 0. In view of (12), we have
We deduce that
is bounded in L 2 (0, T, H 1 (Ω)).
Hence, for subsequence, we get
Recall that m ε → m a.e. and ∂ x m ε → ∂ x m a.e.
In view of Lemma 4, we obtain χ = L αβ (m, ∂ x m)m ρ .
Then, we finish the proof of the lemma 6. Now, we pass to limit as ε → 0 in (23), we get (8) and inequality (7) follows from (12).
