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ASYMPTOTIC EXPANSION OF THE EXPECTED VOLUME
OF THE WIENER SAUSAGE IN EVEN DIMENSIONS
Yuji Hamana
Department of Mathematics, Kumamoto University
Abstract. We consider the Wiener sausage for a Brownian motion up to time t
associated with a closed ball in even dimensional cases. We obtain the asymptotic
expansion of the expected volume of the Wiener sausage for large t. The result says
that the expansion has many log terms, which do not appear in odd dimensional
cases.
1. Introduction
The Wiener sausage appears in various kinds of situations, for example heat con-
duction problems, random Schro¨dinger operators and Brownian motion in random
obstacles. In particular, in connection with heat conduction problems, the volume
of the Wiener sausage on the time interval [0, t] for a Brownian motion associated
with a non-polar compact set has been investigated for a long time. The expected
volume of the Wiener sausage is interpreted as the total energy flow from the non-
polar set. For large t it is asymptotically equal to 2pit/ log t in the two dimensional
case and t multiple of the Newtonian capacity of the non-polar set in higher dimen-
sions, which can be found in [17]. The improvement of these results are in [14, 15]
and the same problem for a stable sausage is discussed in [3, 16].
We should mention that limit theorems for the volume of the Wiener sausage
have been established. The laws of large numbers are described in [10, 12]. The
central limit theorems are proved in [13] and the results concerning large deviations
are given in [1, 2, 7].
This article deals with the case that the non-polar compact set is a closed ball
with radius r. If the dimension is odd, the explicit form of the mean volume of the
Wiener sausage and its asymptotic expansion have been obtained in [5, 6]. They
are represented by zeros of a suitable modified Bessel function. In comparison with
the odd dimensional case, the explicit form in the even dimensional case has an
additional part which concerns the integral of some function consisting of modified
Bessel functions. The formula is given in [9]. The asymptotic behavior of the mean
volume of the Wiener sausage is also discussed in [9]. It is remarkable that it has
the term of log t/td−3, which does not appear in the odd dimensional case. The
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purpose of this paper is to give the asymptotic expansion of the expected volume
of the Wiener sausage, which means the improvement of the result in [9].
This article is organized as follows. Section 2 is devoted to discussing about the
expected volume of the Wiener sausage and giving its asymptotic behavior in the
even dimensional cases. Section 3 deals with asymptotic behavior of a function
consisting of modified Bessel functions, which plays an important role to prove the
results given in Sections 2. We consider the case when the dimension is even and
not less than six in Section 4 and discuss the four dimensional case in Section 5.
Section 6 is devoted to proving lemmas given in Section 4.
2. The expected volume of the Wiener sausage
Let A be a compact set in Rd and {B(t)}t≥0 be a Brownian motion on Rd. The
Wiener sausage {W (t;A)}t≧0 for the Brownian motion associated with A is the
process defined by
W (t;A) = {x ∈ Rd ; x+B(s) ∈ A for some s ∈ [0, t]}
for t ≧ 0. It is easy to show that W (t;A) is also compact in Rd. For t > 0 let
L(t;A) =
∫
Rd\A
Px[τA ≦ t]dx,
where τA = inf{t ≧ 0 ; B(t) ∈ A} and Px is the probability measure of events
related to the Brownian motion starting from x ∈ Rd. It is easy to see that the
expectation of the volume of W (t;A) coincides with the sum of L(t;A) and the
volume of A (cf. [17]).
We first consider the formula for L(t;A) when A is a ball. Let D be a closed
ball with center 0 and radius r. The notation L(t) will be used to denote L(t;D).
One and three dimensional cases are easy. Indeed, by the well-known formula for
Px[τ ≦ t], we can see directly that
L(t) =
{
2
√
2t/pi if d = 1,
2pirt+ 4r2
√
2pit if d = 3.
For details, see [5, 10, 14]. In higher dimensional cases, although the explicit form
of Px[τ ≦ t] has been obtained in [8], it seems to be difficult to carry out the
integration on x. However the Laplace transform of L is given by
(2.1)
∫ ∞
0
e−λtL(t)dt =
Sd−1r
d−1
√
2λ3
Kd/2(r
√
2λ)
Kd/2−1(r
√
2λ)
for λ > 0, where Sd−1 has been used for the surface area of d− 1 dimensional unit
sphere and Kν is the modified Bessel function of the second kind (cf. [5]). It is
shown in [6, 9] that the right hand side of (2.1) can be inverted.
Before giving the result on L(t), we recall several facts on modified Bessel func-
tions. For each complex number ν the modified Bessel function of order ν is the
fundamental solutions of the modified Bessel differential equation
(2.2) z2
d2w
dz2
+ z
dw
dz
− (z2 + ν2)w = 0.
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The standard notation Iν and Kν are used to denote the solutions, which are called
the first kind and the second kind, respectively (cf. [11, 18]). When ν is real, both
Kν(x) and Iν(x) are real and positive for x > 0. In this paper we need information
on the zeros of Kν . For ν ∈ R let φ(ν) be the number of zeros of Kν . It is known
that φ(ν) is equal to |ν| − 1/2 if ν − 1/2 is an integer and the even number closest
to |ν| − 1/2 otherwise. In particular, φ(ν) = 0 if |ν| < 3/2. Kν has one real zero
if |ν| = 2n + 3/2 for some integer n and no zero otherwise. When φ(ν) ≧ 1, we
write zν,1, zν,2, . . . , zν,φ(ν) for the zeros of Kν and it is known that Re(zν,j) < 0 for
each j. Since Kν is one of the fundamental solutions of the second order equation
(2.2), it is easy to see that all zeros of Kν are of multiplicity one by the uniqueness
of the solution of ordinary differential equations. This yields that all zeros of Kν
are distinct. For details, see [18, pp.511–513]. This article deals with the case of
ν = d/2−1. For convenience, we use z(d)j and φd instead of zd/2−1,j and φ(d/2−1),
respectively.
When d is odd and not less than five, Theorem 1.1 in [6] shows that, for t > 0
(2.3) L(t) = S(d)r
[
(d− 2)t
2
+
r2
d− 4 −
√
2r3√
pit
φd∑
j=1
1
(z
(d)
j )
2
∫ ∞
0
e−
r2x2
2t +z
(d)
j
xdx
]
.
We have used S
(d)
r = Sd−1r
d−2 for simplicity. When d is even, Theorem 4.1 in [9]
shows that, for t > 0, if d = 2,
L(t) = 2pir
[√
2t
pi
+
√
2r2√
pit
∫ ∞
0
∫ ∞
0
xy − 1 + e−xy
y3G(2)(y)
e−
r2x2
2t dxdy
]
,
if d = 4,
(2.4) L(t) = 2pi2r2
[
t+
√
2r3√
pit
∫ ∞
0
∫ ∞
0
1− e−xy
y3G(4)(y)
e−
r2x2
2t dxdy
]
,
and, if d ≧ 6,
L(t) = S(d)r
[
(d− 2)t
2
+
r2
d− 4
−
√
2r3√
pit
φd∑
j=1
1
(z
(d)
j )
2
∫ ∞
0
e−
r2x2
2t +z
(d)
j
xdx
+
(−1)d/2−1√2r3√
pit
∫ ∞
0
∫ ∞
0
e−xy
y3G(d)(y)
e−
r2x2
2t dxdy
]
.
(2.5)
The notation G(d)(x) has been used to denote Kd/2−1(x)
2 + pi2Id/2−1(x)
2 and, if
not confuse, we use G(x) instead of G(d)(x) .
The remainder of this section is devoted to the asymptotic expansion of L(t;A)
for large t. Let M ≧ 1 be a given integer. In the two dimensional case, it has been
already proved
L(t;A) =
2pit
log t
[
1 +
c
(2)
1
log t
+
c
(2)
2
(log t)2
+ · · ·+ c
(2)
M
(log t)M
]
+O
[
t
(log t)M+2
]
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for some sequence {c(2)n }∞n=1 of real numbers (cf. [15]). In the higher dimensional
case, it has been shown
(2.6) L(t;A) =


c
(4)
1 t+ c
(4)
2 log t+ c
(4)
3 + c
(4)
4
log t
t
+ o
[
log t
t
]
if d = 4,
c
(d)
1 t+ c
(d)
2 + c
(d)
3 t
2−d/2 +O
[
t1−d/2
]
if d ≧ 5
and been given each constant c
(d)
j explicitly (cf. [14]). In the case of A = D, we
can improve (2.6). When d is odd and not less than five, Theorem 4.1 in [6] shows
L(t) = S(d)r
[
(d− 2)t
2
+
r2
d− 4
+
M∑
n=(d−5)/2
φd∑
j=1
λnr
2n+3
(z
(d)
j )
2n+3
1
tn+1/2
]
+O
[
1
tM+3/2
]
,
(2.7)
where
λn =
(−1)nΓ (2n+ 1)
2n−1/2
√
piΓ (n+ 1)
and Γ is the gamma function.
If d is even and d ≧ 6, the third term of (2.5) is the same as that of (2.3). This
means that the expansion of the third term of (2.5) can be derived by the method
used to obtain (2.7). Hence we need to consider the double integral in (2.5) and
have the following result whose proof is deferred to Section 4. For convenience, we
put N = d/2− 1. Note that N is an integer and not less than 2.
Theorem 2.1. Let M ≧ 1 be a given integer. If d ≧ 6 and d is even, we have
L(t) =S(d)r
[
d− 2
2
t+
r2
d− 4 +
M−1∑
m=0
N−1∑
n=0
r2N(m+1)+2n
tN(m+1)+n−1
m∑
k=0
ρ
(1)
m,n,k(log t)
k
+
M−1∑
m=0
N(M−m)−1∑
n=0
r2N(m+1)+2n+1
tN(m+1)+n−1/2
m∑
k=0
ρ
(2)
m,n,k(log t)
k
+
r2N(M+1)
tN(M+1)−1
M∑
k=0
ρ
(3)
k (log t)
k +
r2N(M+1)+1
tN(M+1)−1/2
M∑
k=0
ρ
(4)
k (log t)
k
]
+O
[
1
tN(M+1)−1/2
]
for sequences {ρ(1)n,m,k}, {ρ(2)n,m,k}, {ρ(3)k }, {ρ(4)k } of real numbers.
If d = 4, the calculation of (2.4) is similar. However, since G(x) is asymptotically
equal to 1/x2 as x ↓ 0, which will be discussed in the next section, we must treat
the double integral in (2.4) with much care. The result in the four dimensional case
is the following, which will be proved in Section 5.
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Theorem 2.2. Let M ≧ 1 be a given integer. If d = 4, we have
L(t) = 2pi2r2
[
t+
1
2
r2 log t+ r2σ(1) +
M∑
n=1
r2n+2
tn
n∑
k=0
σ
(2)
n,k(log t)
k
+
M∑
n=1
r2n+3
tn+1/2
n∑
k=0
σ
(3)
n,k(log t)
k
]
+O
[
(log t)M+1
tM+1
]
for a constant σ(1) and suitable sequences {σ(2)n,k}, {σ(3)n,k}.
3. Modified Bessel functions
This section is devoted to the asymptotic expansion of G(x) for small x in the case
when d is even and larger than or equal to 4, which will be used to compute the
double integral in (2.5). Recall N = d/2− 1. We have that N is a positive integer
and that
G(x) = KN (x)
2 + pi2IN (x)
2.
With the help of asymptotic behaviors of KN and IN , it can be easily shown
(3.1) G(x) =


1
κNx2N
{1 + o[1]} as x ↓ 0,
pie2x
2x
{1 + o[1]} as x→∞,
where the notation κN = 1/4
N−1Γ (N)2 (cf. [9]). However (3.1) for small x is not
sufficient for our purpose and thus we need to improve it in the following way.
Lemma 3.1. Let L ≧ 1 be a given integer. We have that, as x ↓ 0,
κNx
2NG(x) = 1− x2
L∑
n=0
αnx
2n − x2N log x
L∑
n=0
βnx
2n
− x4N (log x)2
L∑
n=0
γnx
2n +O
[
x2(L+2) log x
]
for some sequences {αn}∞n=0, {βn}∞n=0, {γn}∞n=0 of real numbers.
Proof. It is sufficient to prove this lemma for L ≧ 2N − 1. For n ≧ 0 let
ξn =


(−1)nΓ (N − n)
22n−N+1Γ (n+ 1)
if 0 ≦ n ≦ N − 1,
(−1)N{log 4 + ψ(n−N + 1) + ψ(n+ 1)}
22n−N+1Γ (n−N + 1)Γ (n+ 1) if n ≧ N ,
ηn =
(−1)N+1
22n+NΓ (n+ 1)Γ (n+N + 1)
,
where ψ is the first derivative of logΓ . The formula for KN yields
xNKN (x) =
N−1∑
n=0
ξnx
2n + x2N
∞∑
n=0
ξn+Nx
2n + x2N log x
∞∑
n=0
ηnx
2n
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(see [18, p.80]). Hence we have that, as x ↓ 0,
xNKN (x) =
L+1∑
n=0
ξnx
2n + x2N log x
L+1∑
n=0
ηnx
2n +O
[
x2(L+2)
]
.
This implies that x2NKN (x)
2 is
L+1∑
k=0
L+1∑
n=0
ξkξnx
2(k+n) + 2x2N log x
L+1∑
k=0
L+1∑
n=0
ξkηnx
2(k+n)
+ x4N (log x)2
L+1∑
k=0
L+1∑
n=0
ηkηnx
2(k+n) +O
[
x2(L+2)
]
.
(3.2)
It is easy to see that the first term of (3.2) is
L+1∑
k=0
L+1∑
n=k
ξkξn−kx
2n +O
[
x2(L+2)
]
=
L+1∑
n=0
( n∑
k=0
ξkξn−k
)
x2n +O
[
x2(L+2)
]
,
which is equal to
ξ20 + x
2
L∑
n=0
(n+1∑
k=0
ξkξn−k+1
)
x2n +O
[
x2(L+2)
]
.
Similarly we have that the second and the third terms of (3.2) are
x2N log x
L+1∑
n=0
(
2
n∑
k=0
ξkηn−k
)
x2n +O
[
x2(L+N+2) log x
]
and
x4N (log x)2
L+1∑
n=0
( n∑
k=0
ηkηn−k
)
x2n +O
[
x2(L+N+2)(log x)2
]
,
respectively. Note that ξ20 = 1/κN and then it follows that
x2NKN (x)
2 =
1
κN
+ x2
L∑
n=0
(n+1∑
k=0
ξkξn−k+1
)
x2n
+ x2N log x
L∑
n=0
(
2
n∑
k=0
ξkηn−k
)
x2n
+ x4N (log x)2
L∑
n=0
( n∑
k=0
ηkηn−k
)
x2n
+O
[
x2(L+2) + x2(L+N+1) log x
]
.
On the other hand, the formula for IN yields
(3.3) pixNIN (x) = x
2N
L−2N+1∑
n=0
ζnx
2n +O
[
x2(L−N+2)
]
,
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where
ζn =
pi
22n+NΓ (n+ 1)Γ (n+N + 1)
for n ≧ 0 (see [18, p.77]). Since 2(L−N + 2) ≧ L+ 2, we deduce from (3.3) that
pi2x2NIN (x)
2 = x4N
L−2N+1∑
k=0
L−2N+1∑
n=k
ζkζn−kx
2n +O
[
x2(L+2)
]
= x4N
L−2N+1∑
n=0
( n∑
k=0
ζkζn−k
)
x2n +O
[
x2(L+2)
]
,
which is equal to
x2
L∑
n=2N−1
(n−2N+1∑
k=0
ζkζn−2N−k+1
)
x2n +O
[
x2(L+2)
]
.
For an integer n ≧ 0 let
αn =


−κN
n+1∑
k=0
ξkξn−k+1 if 0 ≦ n ≦ 2N − 2,
−κN
(n+1∑
k=0
ξkξn−k+1 +
n−2N+1∑
k=0
ζkζn−2N−k+1
)
if n ≧ 2N − 1,
βn = −2κN
n∑
k=0
ξkηn−k, γn = −κN
n∑
k=0
ηkηn−k.
Hence we have
κNx
2NG(x) = 1− x2
L∑
n=0
αnx
2n − x2N log x
L∑
n=0
βnx
2n
− x4N (log x)2
L∑
n=0
γnx
2n +
{
O
[
x2(L+2) log x
]
if N = 1,
O
[
x2(L+2)
]
if N ≧ 2.
This completes the proof of this lemma. 
Let {pn,0}∞n=0 and {pn,1}∞n=0 be sequences of real numbers defined by

p0,0 = 1,
pn,0 =
n−1∑
m=0
αn−m−1pm,0 (n ≧ 0)
and 

p0,1 = β0,
pn,1 =
n−1∑
m=0
αn−m−1pm,1 +
n∑
m=0
βn−mpm,0 (n ≧ 0).
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Under the assumption that {pn,h}∞n=0 have been determined for 0 ≦ h ≦ k − 1, we
define a sequence {pn,k}∞n=0 of real numbers by

p0,k = β0p0,k−1 + γ0p0,k−2,
pn,k =
n−1∑
m=0
αn−m−1pm,k +
n∑
m=0
βn−mpm,k−1 +
n∑
m=0
γn−mpm,k−2 (n ≧ 0).
For integers n, j, k with 0 ≦ n ≦ N − 1, 0 ≦ k ≦ j let
(3.4) pjn,k = pn+(j−k)N,k.
Using the sequence {pjn,k}, we can obtain the asymptotic expansion of 1/G(x) as
x ↓ 0.
Proposition 3.2. For a given integer M ≧ 0 we have that, as x ↓ 0,
1
κNx2NG(x)
=
M∑
j=0
N−1∑
n=0
x2n+2Nj
j∑
k=0
pjn,k(log x)
k +O
[
x2N(M+1)(log x)M+1
]
.
Proof. It is sufficient to see the theorem for M ≧ 3. Moreover we consider only the
case of N ≧ 2 since the case of N = 1 can be shown in the similar way. Hence we
give a proof for M ≧ 3 when N ≧ 2.
Since κNx
2NG(x) = 1 + o[1] (see (3.1)), it is sufficient to see that
(3.5) κNx
2NG(x)
M∑
j=0
N−1∑
n=0
x2n+2Nj
j∑
k=0
pjn,k(log x)
k
is 1+O[x2N(M+1)(log x)M+1] as x ↓ 0. Applying Lemma 3.1 for L = N(M+1)−1,
we obtain
κNx
2NG(x) = 1− x2
N(M+1)−1∑
n=0
αnx
2n − x2N log x
NM∑
n=0
βnx
2n
− x4N (log x)2
N(M−1)∑
n=0
γnx
2n +O
[
x2N(M+1)+2(log x)2
]
.
This formula implies that the main part of (3.5) is
M∑
j=0
N−1∑
n=0
x2n+2Nj
j∑
k=0
pjn,k(log x)
k(3.6)
−
M∑
j=0
N−1∑
m=0
N(M+1)−1∑
n=0
αnx
2(m+n+1)+2Nj
j∑
k=0
pjm,k(log x)
k(3.7)
−
M∑
j=0
N−1∑
m=0
NM∑
n=0
βnx
2(m+n)+2N(j+1)
j∑
k=0
pjm,k(log x)
k+1(3.8)
−
M∑
j=0
N−1∑
m=0
N(M−1)∑
n=0
γnx
2(m+n)+2N(j+2)
j∑
k=0
pjm,k(log x)
k+2(3.9)
and the remaining part of (3.5) is O[x2N(M+1)(log x)M+1].
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It follows from p00,0 = 1 that (3.6) is equal to
1 +
N−1∑
n=1
x2np0n,0 +
M∑
j=1
N−1∑
n=0
x2n+2Nj
j∑
k=0
pjn,k(log x)
k.
For the calculation of (3.7) we first change the index of the summation from n to
l given by l = n +m + 1 and next write n again instead of l. Then we have that
(3.7) is
−
M∑
j=0
N−1∑
m=0
N(M+1)+m∑
n=m+1
αn−m−1x
2n+2Nj
j∑
k=0
pjm,k(log x)
k.
Since the contribution of the summation on n over [N(M + 1), N(M + 1) +m] is
of order x2N(M+1), the leading term of (3.7) is equal to
−
M∑
j=0
N−1∑
m=0
N(M+1)−1∑
n=m+1
αn−m−1x
2n+2Nj
j∑
k=0
pjm,k(log x)
k.
We divide the summation on n into two parts. One is the sum over [m+1, N ] and
the other is the sum over [N + 1, N(M + 1)− 1]. Therefore, changing the order of
the summations on n and m, we derive that the first part is
(3.10) −
M∑
j=0
N∑
n=1
x2n+2Nj
j∑
k=0
(n−1∑
m=0
αn−m−1p
j
m,k
)
(log x)k
and that the second one is
(3.11) −
M∑
j=0
N(M+1)−1∑
n=N+1
x2n+2Nj
j∑
k=0
(N−1∑
m=0
αn−m−1p
j
m,k
)
(log x)k.
Note that the case of n = N in (3.10) coincides with that in (3.11). Hence (3.7) is
−
M∑
j=0
N−1∑
n=1
x2n+2Nj
j∑
k=0
(n−1∑
m=0
αn−m−1p
j
m,k
)
(log x)k
−
M∑
j=0
N(M+1)−1∑
n=N
x2n+2Nj
j∑
k=0
(N−1∑
m=0
αn−m−1p
j
m,k
)
(log x)k
+O
[
x2N(M+1)
]
.
(3.12)
We must still calculate the second term of (3.12). Dividing the summation on n
into M parts such that the i-th part is the sum over [iN, (i+ 1)N − 1], we obtain
that the second term of (3.12) is
−
M∑
j=0
M∑
i=1
(i+1)N−1∑
n=iN
x2n+2Nj
j∑
k=0
(N−1∑
m=0
αn−m−1p
j
m,k
)
(log x)k,
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which coincides with
(3.13)
M∑
i=1
M∑
j=0
N−1∑
n=0
x2n+2N(i+j)
j∑
k=0
(N−1∑
m=0
αn+iN−m−1p
j
m,k
)
(log x)k.
Here we first have changed the index of the sum from n to l = n + iN and next
have written n again instead of l. Since the contribution of the summation on j
over [M − i,M ] in (3.13) is of order x2N(M+1)(log x)M , the leading term of (3.13)
is
−
M∑
i=1
M∑
j=i
N−1∑
n=0
x2n+2Nj
j−i∑
k=0
(N−1∑
m=0
αn+iN−m−1p
j−i
m,k
)
(log x)k.
A change of the order of the summations on i, j, k yields that (3.12) and also (3.7)
are equal to
−
M∑
j=0
N−1∑
n=1
x2n+2Nj
j∑
k=0
(n−1∑
m=0
αn−m−1p
j
m,k
)
(log x)k
−
M∑
j=1
N−1∑
n=0
x2n+2Nj
j−1∑
k=0
(j−k∑
i=1
N−1∑
m=0
αn+iN−m−1p
j−i
m,k
)
(log x)k
+O
[
x2N(M+1)(log x)M
]
.
The calculation of (3.8) is similar but easier than that of (3.7). The contribution
of the sum on n over [NM −m,NM ] is of order x2N(M+1)(log x)M+1. Then the
main term of (3.8) is
(3.14) −
M∑
j=1
N−1∑
m=0
NM−1∑
n=m
βn−mx
2n+2Nj
j∑
k=1
pjm,k−1(log x)
k.
We divide the summation on n into two parts such that the sums over [m,N − 1]
and [N,NM − 1]. Hence, changing the order of the summations on n and m, we
have that (3.14) is
−
M∑
j=1
N−1∑
n=0
x2n+2Nj
j∑
k=1
( n∑
m=0
βn−mp
j−1
m,k−1
)
(log x)k
−
M∑
j=1
NM−1∑
n=N
x2n+2Nj
j∑
k=1
(N−1∑
m=0
βn−mp
j−1
m,k−1
)
(log x)k.
(3.15)
Similarly to the second term of (3.12), we can derive that the second term of (3.15)
is the sum of
−
M∑
j=2
N−1∑
n=0
x2n+2Nj
j−1∑
k=1
(j−k∑
i=1
N−1∑
m=0
βn+iN−mp
j−i−1
m,k−1
)
(log x)k
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and the part which is of order x2N(M+1)(log x)M . The same calculation as (3.8)
shows that the leading term of (3.9) is
−
M∑
j=2
N−1∑
n=0
x2n+2Nj
j∑
k=2
( n∑
m=0
γn−mp
j−2
m,k−2
)
(log x)k
−
M∑
j=3
N−1∑
n=0
x2n+2Nj
j−1∑
k=2
(j−k∑
i=1
N−1∑
m=0
γn+iN−mp
j−i−2
m,k−2
)
(log x)k
and its error term is O[x2N(M+1)(log x)M+1]. Details are left to the reader.
Combining these calculations, we conclude that the main part of (3.5) is
1 +
N−1∑
n=1
x2np0n,0 +
M∑
j=1
N−1∑
n=0
x2n+2Nj
j∑
k=0
pjn,k(log x)
k
−
M∑
j=0
N−1∑
n=1
x2n+2Nj
j∑
k=0
n−1∑
m=0
αn−m−1p
j
m,k(log x)
k
−
M∑
j=1
N−1∑
n=0
x2n+2Nj
j−1∑
k=0
j−k∑
i=1
N−1∑
m=0
αn+iN−m−1p
j−i
m,k(log x)
k
−
M∑
j=1
N−1∑
n=0
x2n+2Nj
j∑
k=1
n∑
m=0
βn−mp
j−1
m,k−1(log x)
k
−
M∑
j=2
N−1∑
n=0
x2n+2Nj
j−1∑
k=1
j−k∑
i=1
N−1∑
m=0
βn+iN−mp
j−i−1
m,k−1(log x)
k
−
M∑
j=2
N−1∑
n=0
x2n+2Nj
j∑
k=2
n∑
m=0
γn−mp
j−2
m,k−2(log x)
k
−
M∑
j=3
N−1∑
n=0
x2n+2Nj
j−1∑
k=2
j−k∑
i=1
N−1∑
m=0
γn+iN−mp
j−i−2
m,k−2(log x)
k
(3.16)
and the remaining part of (3.5) is of order x2N(M+1)(log x)M+1.
We now concentrate on showing that all coefficients in (3.16) varnish except for
the constant. It is sufficient to consider only the coefficient of x2n+2Nj(log x)k for
1 ≦ n ≦ N −1, j ≧ 3 and 2 ≦ k ≦ j−1 since the way of calculations of other terms
are similar. We deduce from (3.4) that the coefficient of x2n+2Nj(log x)k in (3.16)
is equal to
pn+(j−k)N,k −
n−1∑
m=0
αn−m−1pm+(j−k)N,k −
j−k∑
i=1
N−1∑
m=0
αn+iN−m−1pm+(j−k−i)N,k
−
n∑
m=0
βn−mpm+(j−k)N,k−1 −
j−k∑
i=1
N−1∑
m=0
βn+iN−mpm+(j−k−i)N,k−1
−
n∑
m=0
γn−mpm+(j−k)N,k−2 −
j−k∑
i=1
N−1∑
m=0
γn+iN−mpm+(j−k−i)N,k−2.
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It is easy to see that the second term is
n+(j−k)N−1∑
m=(j−k)N
αn+(j−k)N−m−1pm,k.
Similarly we derive that the fourth and the sixth terms are
n+(j−k)N∑
m=(j−k)N
βn+(j−k)N−mpm,k−1,
n+(j−k)N∑
m=(j−k)N
γn+(j−k)N−mpm,k−2,
respectively. Moreover the third term is
j−k∑
i=1
(j−k−i+1)N−1∑
m=(j−k−i)N
αn+(j−k)N−m−1pm,k =
(j−k)N−1∑
m=0
αn+(j−k)N−m−1pm,k.
The same calculation shows that the fifth and the last terms are equal to
(j−k)N−1∑
m=0
βn+(j−k)N−mpm,k−1,
(j−k)N−1∑
m=0
γn+(j−k)N−mpm,k−2,
respectively. Therefore we have that the coefficient of x2n+2Nj(log x)k in (3.16)
coincides with
pn+(j−k)N,k −
n+(j−k)N−1∑
m=0
αn+(j−k)N−m−1pm+(j−k)N,k
−
n+(j−k)N∑
m=0
βn+(j−k)N−mpm+(j−k)N,k−1
−
n+(j−k)N∑
m=0
γn+(j−k)N−mpm+(j−k)N,k−2.
The definition of pn,k yields that it varnishes. 
4. The six or more dimensional cases
Our goal in this section is to show Theorem 2.1 with the help of (2.5). We assume
that d is even and not less than 6. Recall that we put N = d/2−1 in Section 2 and
thus N is an integer which is larger than or equal to 2. Throughout this section,
we use C1, . . . , C7 for positive constants independent of the variable.
We first consider the fourth term of the right hand side of (2.5). For t > 0 let
S(t) =
√
2r3√
pit
∫ ∞
0
∫ ∞
0
e−xy
y3G(y)
e−
r2x2
2t dxdy.
We set T (t) = S(r2t2/2) and thus obtain that
T (t) =
2r2√
pi t
∫ ∞
0
∫ ∞
0
e−xy
y3G(y)
e−
x2
t2 dxdy.
THE WIENER SAUSAGE IN EVEN DIMENSIONS 13
A change of the variable from x to u = x/t shows that T (t) is the sum of
2r2√
pi
∫ ∞
1
dy
∫ ∞
0
1
y3G(y)
e−tuye−u
2
du,(4.1)
2r2√
pi
∫ 1
0
dy
∫ ∞
0
1
y3G(y)
e−tuye−u
2
du.(4.2)
We first try to calculate (4.1). For simplicity, we put
am =
(−1)m
Γ (m+ 1)
, bm =
(−1)mΓ (2m+ 1)
Γ (m+ 1)
for an integer m ≧ 0. For x > 0 and an integer n ≧ 0 let
Rn(x) = e
−x −
n∑
k=0
akx
k.
It is easy to see that, for n ≧ 0,
|Rn(x)| ≦ An|x|n+1, x > 0,(4.3)
|Rn(x)| ≦ Bn|x|n, x ≧ 1(4.4)
for some suitable constants An and Bn. Applying the well-known formula
(4.5)
∫ 1
0
xa−1
(
log
1
x
)p
dx =
∫ ∞
0
e−axxpdx =
Γ (p+ 1)
ap+1
for p > −1 and a > 0, we have by (4.3) that∣∣∣∣
∫ ∞
1
dy
∫ ∞
0
1
y3G(y)
e−tuyRN(M+1)−2(u
2)du
∣∣∣∣
≦
C1
t2N(M+1)−1
∫ ∞
1
dy
y2N(M+1)+2G(y)
.
Note that (3.1) yields that 1/ypG(y) is integrable on [1,∞) for any p ∈ R. Hence
it follows that (4.1) is the sum of
(4.6)
2r2√
pi
N(M+1)−2∑
n=0
an
∫ ∞
1
dy
∫ ∞
0
1
y3G(y)
e−tuyu2ndu
and the part which is of order 1/t2N(M+1)−1. Applying (4.5) again, we have that
(4.6) is
(4.7)
2r2√
pi
N(M+1)−2∑
n=0
bn
∫ ∞
1
dy
y2n+4G(y)
1
t2n+1
and thus that the main term of (4.1) is (4.7) and the remaining term of (4.1) is of
order 1/t2N(M+1)−1.
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We next calculate (4.2), which is equal to
2r2√
pi
N−2∑
n=0
an
∫ 1
0
dy
∫ ∞
0
1
y3G(y)
e−tuyu2ndu(4.8)
+
2r2√
pi
∫ 1
0
dy
∫ ∞
0
1
y3G(y)
e−tuyRN−2(u
2)du.(4.9)
We remark that 1/ypG(y) is integrable on (0, 1) for p < 2N +1, which can be seen
from (3.1). The same calculation as (4.6) yields that (4.8) is
2r2√
pi
N−2∑
n=0
bn
∫ 1
0
dy
y2n+4G(y)
1
t2n+1
.
For the calculation of (4.9) we need to consider RN (u
2)/G(y). For 0 ≦ h ≦ N − 1
let
Q0h(x) =
1
G(x)
− κNx2N
h∑
n=0
x2np0n(x)
and for 0 ≦ h ≦ N − 1, m ≧ 1 let
Qmh (x) =
1
G(x)
− κNx2N
m−1∑
j=0
N−1∑
n=0
x2n+2Njpjn(x)
− κNx2N
h∑
n=0
x2n+2Nmpmn (x).
Here we have used the notation pjn(x) defined by
pjn(x) =
j∑
k=0
pjn,k(log x)
k.
Proposition 3.2 implies that, for m ≧ 0 and 0 < x < 1,
(4.10) |QmN−1(x)| ≦ C2x2N(m+2)
(
log
1
x
)m+1
.
In addition, it follows that, for 0 ≦ h ≦ N − 1 and m ≧ 1,
(4.11) Qmh (x) = Q
m−1
N−1(x)− κNx2N(m+1)
h∑
n=0
x2npmn (x)
and that, for 0 ≦ h ≦ N − 2 and m ≧ 0,
(4.12) Qmh (x) = Q
m
N−1(x) + κNx
2N(m+1)
N−1∑
n=h+1
x2npmn (x).
The first lemma in this section is the following.
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Lemma 4.1. For a given integer L ≧ 1 we have
RN−2(x)
G(y)
=QLN−1(y)RN(L+2)−2(x)
+
L∑
m=0
N−1∑
h=0
aN(m+1)+h−1Q
m
h (y)x
N(m+1)+h−1
+ κN
L∑
m=0
N−1∑
h=0
y2N(m+1)+2hpmh (y)RN(m+1)+h−2(x).
The proof of Lemma 4.1 is deferred to Section 6. For t > 0 and integers p, q ≧ 0
we set
V (t; p, q) =
∫ 1
0
dy
∫ ∞
0
y2p+1
(
log
1
y
)q
e−tuyRp(u
2)du.
The other lemma is the asymptotic expansion of V (t; p, q) for large t.
Lemma 4.2. Let L ≧ p+ 1 be a given integer. We have that, as t→∞,
V (t; p, q) =
q∑
h=0
µhp,q(log t)
h
t2p+2
+
L∑
n=p+1
q∑
h=0
θn,hp,q (log t)
h
t2n+1
+O
[
(log t)q
t2L+3
]
for suitable constants µhp,q and θ
n,h
p,q .
The proof of Lemma 4.2 will be also given in Section 6. We are now ready to
compute (4.9). For t > 0 let
T1(t) =
2r2√
pi
∫ 1
0
dy
∫ ∞
0
QMN−1(y)
y3
e−tuyRN(M+2)−2(u
2)du,
T2(t) =
2r2√
pi
M∑
m=0
N−1∑
h=0
aN(m+1)+h−1
∫ 1
0
dy
∫ ∞
0
Qmh (y)
y3
e−tuyu2N(m+1)+2h−2du,
T3(t) =
2r2κN√
pi
M∑
m=0
N−1∑
h=0
∫ 1
0
dy
∫ ∞
0
y2N(m+1)+2h−3pmh (y)
× e−tuyRN(m+1)+h−2(u2)du.
Lemma 4.1 for L =M implies that (4.9) is the sum of these three integrals.
It follows from (4.11) for h = N − 1 and m =M + 1 that
T1(t) =
2r2√
pi
∫ 1
0
dy
∫ ∞
0
QM+1N−1 (y)
y3
e−tuyRN(M+2)−2(u
2)du
+
2r2κN√
pi
M+1∑
k=0
(−1)kpM+10,k V (t;N(M + 2)− 2, k)
+
2r2κN√
pi
N−1∑
n=1
M+1∑
k=0
(−1)kpM+1n,k
∫ 1
0
dy
∫ ∞
0
y2n+2N(M+2)−3
(
log
1
y
)k
× e−tuyRN(M+2)−2(u2)dy,
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of which the j-th term is denoted by T j1 (t) for j = 1, 2, 3. In virtue of (4.3) and
(4.10), we have that |T 11 (t)| is bounded by
C3
∫ 1
0
dy
∫ ∞
0
y2N(M+3)−3
(
log
1
y
)M+2
e−tuyu2N(M+2)−2du,
which is not larger than
C4
t2N(M+2)−1
∫ 1
0
y2N−2
(
log
1
y
)M+2
dy.
Here we have applied (4.5). Therefore T 11 (t) is of order 1/t
2N(M+2)−1. Lemma 4.2
gives that, for t > 1
sup
0≦k≦M+1
|V (t;N(M + 2)− 2, k)| ≦ C5(log t)
M+1
t2N(M+2)−2
.
This immediately implies that T 21 (t) is of order (log t)
M+1/t2N(M+2)−2. The way
of estimate of T 31 (t) is similar to T
1
1 (t). Indeed, applying (4.3) and (4.5), we obtain
|T 31 (t)| ≦ C6
N−1∑
n=1
M+1∑
k=0
∫ 1
0
dy
∫ ∞
0
y2n+2N(M+2)−3
(
log
1
y
)k
e−tuyu2N(M+2)−2du
≦ C7
∫ 1
0
dy
∫ ∞
0
y2N(M+2)−1
(
log
1
y
)M+1
e−tuyu2N(M+2)−2du,
which is equal to a constant multiple of 1/t2N(M+2)−1. Therefore we can conclude
(4.13) T1(t) = O
[
(log t)M+1
t2N(M+2)−2
]
.
Carrying out the integral on u in T2(t), we have by (4.5) that
(4.14) T2(t) =
2r2√
pi
M∑
m=0
N−1∑
h=0
bN(m+1)+h−1
t2N(m+1)+2h−1
∫ 1
0
Qmh (y)
y2N(m+1)+2h+2
dy.
For 0 ≦ h ≦ N − 2 and m ≧ 0 we have by (4.12) that the integral on y in the right
hand side of (4.14) is the sum of
∫ 1
0
QmN−1(y)
y2N(m+1)+2h+2
dy,(4.15)
κN
N−1∑
n=h+1
m∑
k=0
(−1)kpmn,k
∫ 1
0
y2n−2h−2
(
log
1
y
)k
dy.(4.16)
It follows from (4.5) and (4.10) that the absolute value of (4.15) is bounded by a
constant multiple of
∫ 1
0
y2N−2h−2
(
log
1
y
)m+1
dy =
Γ (m+ 2)
(2N − 2h− 1)m+2 .
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It is easy to see that a bound of the absolute value of (4.16) is a constant multiple
of ∫ 1
0
y2n−2h−2
(
log
1
y
)m
dy =
Γ (m+ 1)
(2n− 2h− 1)m+1 .
Therefore we conclude that Qmh (y)/y
2N(m+1)+2h+2 is integrable on (0, 1). Setting
Ξ2m,h = Ξ
1
m,h
∫ 1
0
Qmh (y)
y2N(m+1)+2h+2
dy
for 0 ≦ m ≦M and 0 ≦ h ≦ N − 1, we have
(4.17) T2(t) =
2r2√
pi
M∑
m=0
N−1∑
h=0
Ξ1m,h
t2N(m+1)+2h−1
.
The definition of pmh (x) gives
T3(t) =
2r2κN√
pi
M∑
m=0
M−1∑
h=0
m∑
k=0
(−1)kpmh,kV (t;N(m+ 1) + h− 2, k).
Lemma 4.2 for L = N(M + 2)− 2 yields that the main part of T3(t) is the sum of
2r2√
pi
M∑
m=0
M−1∑
h=0
m∑
k=0
k∑
j=0
Ξ2m,h,k,j(log t)
j
t2N(m+1)+2h−2
,(4.18)
2r2√
pi
M∑
m=0
M−1∑
h=0
m∑
k=0
N(M+2)−2∑
n=N(m+1)+h−1
k∑
j=0
Ξ3m,h,k,n,j(log t)
j
t2n+1
,(4.19)
and the remainder of T3(t) is of order (log t)
M/t2N(M+2)−1, where
Ξ2m,h,k,j = (−1)kκNpmh,kµjN(m+1)+h−2,k,
Ξ3m,h,k,n,j = (−1)kκNpmh,kθn,jN(m+1)+h−2,k.
In addition, we put
Ξ4m,h,j =
m∑
k=j
Ξ2m,h,j,k, Ξ
5
m,h,n,j =
m∑
k=j
Ξ3m,h,k,n,j.
Then we have that (4.18) is
(4.20)
2r2√
pi
M∑
m=0
N−1∑
h=0
m∑
j=0
Ξ4m,h,j(log t)
j
t2N(m+1)+2h−2
and that (4.19) is equal to
2r2√
pi
M∑
m=0
N−1∑
h=0
N(M+2)−2∑
n=N(m+1)+h−1
m∑
j=0
Ξ5m,h,n,j(log t)
j
t2n+1
,
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which can be represented by
(4.21)
2r2√
pi
M∑
m=0
N−1∑
h=0
N(M−m+1)−1∑
n=h
m∑
j=0
Ξ5m,h,n+N(m+1)−1,j(log t)
j
t2N(m+1)+2n−1
.
We divide the summation on n in (4.21) into two parts. One is the sum over
[h,N−1] and the other is the sum over [N,N(M −m+1)−1]. Changing the order
of the summations on n and h in the both sums, we obtain that (4.21) is
2r2√
pi
M∑
m=0
N−1∑
n=0
m∑
j=0
( n∑
h=0
Ξ5m,h,n+N(m+1)−1,j
)
(log t)j
t2N(m+1)+2n−3
+
2r2√
pi
M∑
m=0
N(M−m+1)−1∑
n=N
m∑
j=0
(N−1∑
h=0
Ξ5m,h,n+N(m+1)−1,j
)
(log t)j
t2N(m+1)+2n−3
.
Let
Ξ6m,n,j =
min{n,N−1}∑
h=0
Ξ5m,h,n+N(m+1)−1,j
and then (4.21) is represented by
(4.22)
2r2√
pi
M∑
m=0
N(M−m+1)−1∑
n=0
m∑
j=0
Ξ6m,n,j(log t)
j
t2N(m+1)+2n−1
.
Hence, with the help of (4.13), we can accordingly obtain that (4.9) is the sum of
(4.17), (4.20), (4.22) and the term which is of order (log t)M+1/t2N(M+2)−2. Since
the contribution of the sum on n over [N(M −m)+ 1, N(M −m+1)− 1] in (4.22)
is of order (log t)M/t2N(M+1)+1, we have
T (t) =
2r2√
pi
N−2∑
n=0
Ξ7n
t2n+1
+
2r2√
pi
N(M+1)−2∑
n=N−1
Ξ7n
t2n+1
+
2r2√
pi
M∑
m=0
N−1∑
h=0
Ξ1m,h
t2N(m+1)+2h−1
+
2r2√
pi
M∑
m=0
N−1∑
h=0
m∑
j=0
Ξ4m,h,j(log t)
j
t2N(m+1)+2h−2
+
2r2√
pi
M∑
m=0
N(M−m)∑
n=0
m∑
j=0
Ξ6m,n,j(log t)
j
t2N(m+1)+2n−1
+O
[
1
t2N(M+1)−1
]
,
(4.23)
where
Ξ7n =


bn
∫ ∞
0
dy
y2n+4G(y)
if 0 ≦ n ≦ N − 2,
bn
∫ ∞
1
dy
y2n+4G(y)
if n ≧ N − 1.
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We remark that the second tem of the right hand side of (4.23) can be expressed
by
(4.24)
2r2√
pi
M−1∑
m=0
N(m+2)−2∑
n=N(m+1)−1
Ξ7n
t2n+1
=
2r2√
pi
M−1∑
m=0
N−1∑
n=0
Ξ7n+N(m+1)−1
t2N(m+1)+2n−1
and that the third term of (4.23) is
(4.25)
2r2√
pi
M−1∑
m=0
N−1∑
n=0
Ξ1m,n
t2N(m+1)+2n−1
+O
[
1
t2N(M+1)−1
]
.
Since both (4.24) and the first part of (4.25) are the special cases of the fifth term
of (4.23), it follows that
T (t) =
2r2√
pi
N−2∑
n=0
Ξ7n
t2n+1
+
2r2√
pi
M∑
m=0
N−1∑
h=0
m∑
j=0
Ξ4m,h,j(log t)
j
t2N(m+1)+2h−2
+
2r2√
pi
M∑
m=0
N(M−m)∑
n=0
m∑
j=0
Ξ8m,n,j(log t)
j
t2N(m+1)+2n−1
+O
[
1
t2N(M+1)−1
]
.
(4.26)
Here the notation Ξ8m,n,j has been used to denote Ξ
7
n+N(m+1)−1 + Ξ
1
m,n + Ξ
6
m,n,0
if 0 ≦ m ≦M − 1, 0 ≦ n ≦ N − 1, j = 0 and Ξ6m,n,j otherwise.
It is easy to see that the second term of the right hand side of (4.26) is
2r2√
pi
M−1∑
m=0
N−1∑
n=0
m∑
j=0
Ξ4m,n,j(log t)
j
t2N(m+1)+2n−2
+
2r2√
pi
M∑
j=0
Ξ4M,0,j(log t)
j
t2N(M+1)−2
+O
[
(log t)M
t2N(M+1)
]
.
and that the third term of (4.26) is
2r2√
pi
M−1∑
m=0
N(M−m)−1∑
n=0
m∑
j=0
Ξ8m,n,j(log t)
j
t2N(m+1)+2n−1
+
2r2√
pi
M−1∑
m=0
m∑
j=0
Ξ8m,N(M−m),j(log t)
j
t2N(M+1)−1
+
2r2√
pi
M∑
j=0
Ξ8M,0,j(log t)
j
t2N(M+1)−1
,
which is expressed by
2r2√
pi
M−1∑
m=0
N(M−m)−1∑
n=0
m∑
j=0
Ξ8m,n,j(log t)
j
t2N(m+1)+2n−1
+
2r2√
pi
M∑
j=0
Ξ9j (log t)
j
t2N(M+1)−1
.
Here we have set
Ξ9j =
M∑
m=j
Ξ8m,N(M−m),j .
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Let
Wm(t; {Ξj}) =
m∑
j=0
Ξj
(
log
√
2t
r
)j
for a sequence {Ξj}mj=0 of real numbers. Recall that T (t) = S(r2t2/2) for t > 0 and
hence (4.26) implies that S(t) is equal to
N−2∑
n=0
Ξ7nr
2n+3
2n−1/2
√
pi
1
t2n+1
+
M−1∑
m=0
N−1∑
n=0
r2N(m+1)+2n
2N(m+1)+n−2
√
pi
Wm(t; {Ξ4m,n,j})
tN(m+1)+n−1
+
M−1∑
m=0
N(M−m)−1∑
n=0
r2N(m+1)+2n+1
2N(m+1)+n−3/2
√
pi
Wm(t; {Ξ8m,n,j})
tN(m+1)+n−1/2
+
r2N(M+1)
2N(M+1)−2
√
pi
WM (t; {Ξ4M,0,j})
tN(M+1)−1
+
r2N(M+1)+1
2N(M+1)−3/2
√
pi
WM (t; {Ξ9j })
tN(M+1)−1/2
+O
[
1
tN(M+1)−1/2
]
.
(4.27)
We should note that it is easy to represent Wm(t; {Ξj}) as the polynomial of log t.
Indeed, by the binomial theorem, we have
(4.28) Wm(t; {Ξj}) =
m∑
k=0
Um,k({Ξj})(log t)k,
where
Um,k({Ξj}) =
m∑
j=k
Ξj
2j
(
j
k
)(
log
2
r2
)j−k
.
We must give the asymptotic expansion of the third term of the right hand side
of (2.5). The calculation is easy. Note that Re(z
(d)
j ) < 0 for each j = 1, 2, . . . , φd.
In virtue of (4.3) and (4.5), we can derive
∫ ∞
0
e−
r2x2
2t +z
(d)
j xdx = −
N(M+1)−2∑
n=0
bnr
2n
2n(z
(d)
j )
2n+1
1
tn
+O
[
1
tN(M+1)−1
]
.
This yields that the third term of (2.5) is equal to
(4.29)
N(M+1)−2∑
n=0
Ξ10n r
2n+3
tn+1/2
+O
[
1
tN(M+1)−1/2
]
,
where
Ξ10n =
bn
2n−1/2
√
pi
φd∑
j=1
1
(z
(d)
j )
2n+3
.
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We split the summation on n in (4.29) into two parts. One is the sum over [0, n−1]
and the other is the remainder. Thus the first term of (4.29) is
N−1∑
n=0
Ξ10n r
2n+3
tn+1/2
+
M−1∑
m=0
N(m+2)−2∑
n=N(m+1)−1
Ξ10n r
2n+3
tn+1/2
=
N−1∑
n=0
Ξ10n r
2n+3
tn+1/2
+
M−1∑
m=0
N−1∑
n=0
Ξ10N(m+1)+n−1r
2N(m+1)+2n+1
tN(m+1)+n−1/2
.
Recall that N = d/2− 1. We put
ρ(0)n =
(−1)NΞ7n
2n−1/2
√
pi
+ Ξ10n , ρ
(1)
m,n,k =
(−1)NUm,k({Ξ4m,n,j})
2N(m+1)+n−2
√
pi
,
ρ
(2)
m,n,k =


(−1)NUm,0({Ξ9m,n,j})
2N(m+1)+n−3/2
√
pi
+ Ξ10N(m+1)+n−1 if 0 ≦ n ≦ N − 1, k = 0,
(−1)NUm,k({Ξ8m,n,j})
2N(m+1)+n−3/2
√
pi
otherwise,
ρ
(3)
k =
(−1)NUm,k({Ξ4M,0,j})
2N(m+1)−2
√
pi
, ρ
(4)
k =
(−1)NUm,k({Ξ9j })
2N(m+1)−3/2
√
pi
.
Hence we obtain
L(t) =S(d)r
[
d− 2
2
t+
r2
d− 4 +
N−2∑
n=0
ρ
(0)
n r2n+3
tn+1/2
+
M−1∑
m=0
N−1∑
n=0
r2N(m+1)+2n
tN(m+1)+n−1
m∑
k=0
ρ
(1)
m,n,k(log t)
k
+
M−1∑
m=0
N(M−m)−1∑
n=0
r2N(m+1)+2n+1
tN(m+1)+n−1/2
m∑
k=0
ρ
(2)
m,n,k(log t)
k
+
r2N(M+1)
tN(M+1)−1
M∑
k=0
ρ
(3)
k (log t)
k +
r2N(M+1)+1
tN(M+1)−1/2
M∑
k=0
ρ
(4)
k (log t)
k
]
+O
[
1
tN(M+1)−1/2
]
.
It follow from (2.6) that the first term of the smaller one than the constant is the
term of 1/td/2−2 Since d/2 − 1 = N − 1, this implies that each ρ(0)n varnishes for
n = 0, 1, . . . , N − 2, We finish the proof of Theorem 2.1.
We remark that ρ
(0)
n = 0 yields an interesting equality concerning zeros of a
modified Bessel function. Recall that, for 0 ≦ n ≦ N − 2
Ξ7n = bn
∫ ∞
0
dy
y2n+4G(y)
, Ξ10n =
bn
2n−1/2
√
pi
φd∑
j=1
1
(z
(d)
j )
2n+3
.
22 Y. HAMANA
Hence it follows from ρ
(0)
n = 0 that
φd∑
j=1
1
(z
(d)
j )
2n+3
= (−1)N+1
∫ ∞
0
dy
y2n+4G(y)
.
Since z
(d)
j is a zero of KN , denoted by zN,j , and φd is the number of zeros of KN ,
which has been denoted by φ(N), we obtain the following.
Remark 4.3. Let n ≧ 2 a given integer. We have that, for m = 0, 1, . . . , n− 2,
φ(n)∑
j=1
1
z2m+3n,j
= (−1)n+1
∫ ∞
0
dx
x2m+4{Kn(x)2 + pi2In(x)2} .
5. The four dimensional case
This section deals with the case of d = 4, which is equivalent to N = 1. In order
to prove Theorem 2.2, we need to give a lemma like Lemma 4.1. Throughout this
section we use C8, . . . , C11 for positive constants independent of the variable.
Recall the definition of pjn(x) given in Section 4. For m ≧ 0 and x > 0 we set
Qm(x) =
1
G(x)
− x2
m∑
j=0
x2jpj0(x).
Then it follows that, for m ≧ 1 and x > 0,
(5.1) Qm−1(x) = Qm(x) + x2m+2pm0 (x).
In addition, Proposition 3.2 implies that, for m ≧ 0 and 0 < x < 1
(5.2) |Qm(x)| ≦ C8x2m+4
(
log
1
x
)m+1
.
Lemma 5.1. For a given integer L ≧ 1 we have
Q0(y)e−x = QL(y)RL−1(x) +
L−1∑
m=0
amQ
m(y)xm
+
L∑
m=1
y2m+2pm0 (y)Rm−1(x).
Proof. It follows from (5.1) that, for m ≧ 1
Qm−1(y)Rm−1(x) = Q
m(y)Rm(x) + amQ
m(y)xm + y2m+2pm0 (y)Rm−1(x).
Take the summation on m over [1, L] and then we have
Q0(y)R0(x) = Q
L(y)RL(x) +
L∑
m=1
amQ
m(y)xm +
L∑
m=1
y2m+2pm(y)Rm−1(x).
The definition of Rn(x) immediately yields the assertion of this lemma. 
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We are now ready to show Theorem 2.2 and concentrate on the second term of
the right hand side of (2.4). For t > 0 let
S(t) =
√
2r3√
pit
∫ ∞
0
∫ ∞
0
1− e−xy
y3G(y)
e−
r2x2
2t dxdy
and T (t) = S(r2t2/2). A similar calculation used in Section 4 yields
(5.3) T (t) =
2r2√
pi
∫ ∞
0
dy
∫ ∞
0
1− e−tuy
y3G(y)
e−u
2
du.
Since our purpose is to give the asymptotic expansion of (5.3) for large t, we may
consider the case of t > 1. We divide the interval of the integration on y into (0, 1)
and [1,∞). We have remarked that 1/y3G(y) is integrable on [1,∞). This implies
that the integral on y over this interval is easy to treat. However we must treat the
integral on y over (0, 1) in (5.3) with much care since (3.1) yields that 1/y3G(y) is
not integrable on (0, 1). The right hand side of (5.3) is the sum of
2r2√
pi
∫ ∞
1
dy
∫ ∞
0
e−u
2
y3G(y)
du,(5.4)
− 2r
2
√
pi
M∑
n=0
an
∫ ∞
1
dy
∫ ∞
0
1
y3G(y)
e−tuyu2ndu,(5.5)
− 2r
2
√
pi
∫ ∞
1
dy
∫ ∞
0
1
y3G(y)
e−tuyRM (u
2)du,(5.6)
2r2√
pi
∫ 1
0
dy
∫ ∞
0
1− e−tuy
y
e−u
2
du,(5.7)
2r2√
pi
∫ 1
0
dy
∫ ∞
0
1− e−tuy
y3G(y)
Q0(y)e−u
2
du.(5.8)
It is easy to see that (5.4) and (5.5) are equal to
r2
∫ ∞
1
dy
y3G(y)
, −2r
2
√
pi
M∑
n=0
bn
∫ ∞
1
dy
y2n+4G(y)
1
t2n+1
,
respectively. Moreover we deduce from (3.1), (4.3) and (4.5) that the absolute value
of (5.6) is dominated by
C9
t2M+3
∫ ∞
1
dy
y2M+6G(y)
= O
[
1
t2M+3
]
.
Changing the variable from y to v = ty, we obtain that (5.7) is
2r2√
pi
∫ 1
0
dv
∫ ∞
0
1− e−uv
v
e−u
2
du(5.9)
+
2r2√
pi
∫ t
1
dv
∫ ∞
0
e−u
2
v
du(5.10)
− 2r
2
√
pi
∫ ∞
1
dv
∫ ∞
0
e−uve−u
2
v
du(5.11)
+
2r2√
pi
∫ ∞
t
dv
∫ ∞
0
e−uve−u
2
v
du.(5.12)
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Since 0 ≦ 1 − e−uv ≦ uv for u, v ≧ 0, the integral in (5.9) converges. It is easy
to see that (5.10) coincides with r2 log t and that the absolute value of (5.11) is
dominated by a constant multiple of∫ ∞
1
dv
∫ ∞
0
e−uv
v
du =
∫ ∞
1
dv
v2
= 1,
which implies that the integral in (5.11) converges. It follows that (5.12) is equal
to
(5.13)
2r2√
pi
M∑
n=0
an
∫ ∞
t
dv
∫ ∞
0
u2ne−uv
v
du+
2r2√
pi
∫ ∞
t
dv
∫ ∞
0
e−uv
v
RM (u
2)du.
By (4.3) and (4.5) we have that the first term of (5.13) is
(5.14)
2r2√
pi
M∑
n=0
bn
2n+ 1
1
t2n+1
and that the absolute value of the second term of (5.13) is bounded by
C10
∫ ∞
t
dv
∫ ∞
0
u2M+2e−uv
v
du = O
[
1
t2M+3
]
.
Therefore we accordingly obtain that (5.7) is the sum of r2 log t, (5.9), (5.11), (5.14)
and the part which is of order 1/t2M+3.
We next consider (5.8). Lemma 5.1 yields that (5.8) is equal to
2r2√
pi
∫ 1
0
dy
∫ ∞
0
Q0(y)
y
e−u
2
du(5.15)
− 2r
2
√
pi
∫ 1
0
dy
∫ ∞
0
QM+2(y)
y3
e−tuyRM+1(u
2)du(5.16)
− 2r
2
√
pi
M+1∑
m=0
am
∫ 1
0
dy
∫ ∞
0
Qm(y)
y3
e−tuyu2mdu(5.17)
− 2r
2
√
pi
M+2∑
m=1
∫ 1
0
dy
∫ ∞
0
y2m−1pm0 (y)e
−tuyRm−1(u
2)du.(5.18)
Calculations of all terms are easy. It follows that (5.15) is
(5.19) r2
∫ 1
0
Q0(y)
y3
dy.
Since |Q0(y)|/y3 ≦ C8y log(1/y) for 0 < y < 1 obtained by (5.2), we have that
(5.19) and also (5.15) converge. It follows from (4.3) and (5.2) that the absolute
value of (5.16) is bounded by
C11
∫ 1
0
dy
∫ ∞
0
y2M+5
(
log
1
y
)M+3
u2M+4e−tuydu,
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which is not larger than a constant multiple of
1
t2M+5
∫ 1
0
(
log
1
y
)M+3
dy =
Γ (M + 4)
t2M+5
.
Applying (4.5) again, we deduce that (5.17) is
(5.20) −2r
2
√
pi
M+1∑
m=0
bn
∫ 1
0
Qm(y)
y2m+4
dy
1
t2m+1
.
We must check that Qm(y)/y2m+4 is integrable on (0, 1). However it can be easily
shown by (5.2). Recall the definition of V (t; p, q) given in Section 4 and then we
have that (5.18) is
(5.21) −2r
2
√
pi
M+2∑
m=1
m∑
k=0
(−1)kpm0,kV (t;m− 1, k).
Lemma 4.2 yields that the main part of (5.21) is
(5.22)
2r2√
pi
M+2∑
m=1
k∑
h=0
Ξ11m,h(log t)
h
t2m
+
2r2√
pi
M+2∑
n=1
n∑
m=1
m∑
h=0
Ξ12n,m,h(log t)
h
t2n+1
and the remainder of (5.21) is of order (log t)M+2/t2M+7, where
Ξ11m,h =
m∑
k=h
(−1)k+1pm0,kµhm−1,k, Ξ12n,m,h =
m∑
k=h
(−1)k+1pm0,kθn,hm−1,k.
Moreover the second term of (5.22) is
2r2√
pi
M+2∑
n=1
m∑
h=1
n∑
m=h
Ξ12n,m,h(log t)
h
t2n+1
+
2r2√
pi
M+2∑
n=1
n∑
m=1
Ξ12n,m,0
t2n+1
=
2r2√
pi
M+2∑
n=1
m∑
h=0
Ξ13n,h(log t)
h
t2n+1
,
(5.23)
where we have set
Ξ13n,h =
n∑
m=max{h,1}
Ξ12n,m,h.
This means that the leading part of (5.18) is the sum of the first term of (5.22)
and the right hand side of (5.23) and that the remaining part of (5.18) is of order
1/t2M+7. Therefore we can conclude that, as t→∞,
T (t) =r2 log t+ r2Ξ14 +
2r2√
pi
M+1∑
n=1
n∑
j=0
Ξ11n,j(log t)
j
t2n
+
2r2√
pi
M∑
n=0
Ξ15n
t2n+1
+
2r2√
pi
M∑
n=1
n∑
j=0
Ξ13n,j(log t)
j
t2n+1
+O
[
(log t)M+1
t2M+2
]
,
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where
Ξ14 =
∫ ∞
1
dy
y3G(y)
+
2√
pi
∫ 1
0
dv
∫ ∞
0
1− e−uv
v
e−u
2
du
− 2√
pi
∫ ∞
1
dv
∫ ∞
0
e−uve−u
2
v
du+
∫ 1
0
Q0(y)
y3
dy,
Ξ15n = bn
[
1
2n+ 1
−
∫ ∞
1
dy
y2n+4G(y)
−
∫ 1
0
Qn(y)
y2n+4
dy
]
.
In addition, for n ≧ 1 let
Ξ16n,j =
{
Ξ11n,0 + Ξ
15
n if j = 0,
Ξ11n,j if j ≧ 1.
It follows that
T (t) = r2 log t+ r2Ξ14 +
2r2Ξ150√
pi t
+
2r2√
pi
M∑
n=1
n∑
j=0
Ξ16n,j(log t)
j
t2n
+
2r2√
pi
M∑
n=1
n∑
j=0
Ξ13n,j(log t)
j
t2n+1
+O
[
(log t)M+1
t2M+2
]
.
Recall that T (t) is defined by S(r2t2/2) for t > 0. Then we obtain
S(t) =r2 log
√
2t
r
+ r2Ξ14 +
2r3Ξ150√
2pit
+
M∑
n=1
r2n+2
2n−1
√
pi
Wn(t; {Ξ16n,j})
tn
+
M∑
n=1
r2n+3
2n−1/2
√
pi
Wn(t; {Ξ13n,j})
tn+1/2
+O
[
(log t)M+1
tM+1
]
.
The remainder of the calculation is the same as (4.27). It follows from (2.6) that
the largest order which is smaller than the constant is log t/t. This immediately
implies that Ξ150 = 0. We put
σ(1) = Ξ14 +
1
2
log
2
r2
, σ
(2)
n,k =
Un,k({Ξ16n,j})
2n−1
√
pi
, σ
(3)
n,k =
Un,k({Ξ13n,j})
2n−1/2
√
pi
and hence obtain by (4.28) that
S(t) =
1
2
r2 log t+ r2σ(1) +
M∑
n=1
r2n+2
tn
n∑
k=0
σ
(2)
n,k(log t)
k
+
M∑
n=1
r2n+3
tn+1/2
n∑
k=0
σ
(2)
n,k(log t)
k +O
[
(log t)M+1
tM+1
]
.
This completes the proof of Theorem 2.2.
Similarly to Remark 4.3, we can easily deduce the following equality from the
fact that Ξ170 varnishes.
Remark 5.1. We have that∫ ∞
0
1
x4
[
1
K1(x)2 + pi2I1(x)2
− x2
]
dx = 0.
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6. The proofs of Lemmas.
This section is devoted to proving lemmas given in Section 4. We first try to see
Lemma 4.1. Let N ≧ 2 and M ≧ 1 be integers. We note that, for 1 ≦ h ≦ N − 1
and m ≧ 0,
Qmh−1(y) = Q
m
h (y) + κNy
2N(m+1)+2hpmh (y)
and then obtain
Qmh−1(y)RN(m+1)+h−2(x) =Q
m
h (y)RN(m+1)+h−1(x)
+ aN(m+1)+h−1Q
m
h (y)x
N(m+1)+h−1
+ κNy
2N(m+1)+2hpmh (y)RN(m+1)+h−2(x).
This immediately yields that, for m ≧ 0,
Qm0 (y)RN(m+1)−1(x)
= QmN−1(y)RN(m+2)−2(x)
+
N−1∑
h=1
aN(m+1)+h−1Q
m
h (y)x
N(m+1)+h−1
+ κN
N−1∑
h=1
y2N(m+1)+2hpmh (y)RN(m+1)+h−2(x).
(6.1)
It follows from (4.11) that, for m ≧ 1, the left hand side of (6.1) is
Qm−1N−1(y)RN(m+1)−2(x)− κNy2N(m+1)pm0 (y)RN(m+1)−2(x)
− aN(m+1)−1Qm0 (y)xN(m+1)−1.
This implies that, for m ≧ 0,
Qm−1N−1(y)RN(m+1)−2(x) =Q
m
N−1(y)RN(m+2)−2(x)
+
N−1∑
h=0
aN(m+1)+h−1Q
m
h (y)x
N(m+1)+h−1
+ κN
N−1∑
h=0
y2N(m+1)+2hpmh (y)RN(m+1)+h−2(x).
Taking the summation on m over [1, L], we can derive
Q0N−1(y)R2N−2(x)
= QLN−1(y)RN(L+2)−2(x)
+
L∑
m=1
N−1∑
h=0
aN(m+1)+h−1Q
m
h (y)x
N(m+1)+h−1
+ κN
L∑
m=1
N−1∑
h=0
y2N(m+1)+2hpmh (y)RN(m+1)+h−2(x).
(6.2)
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In the case of m = 0, we have that (6.1) means
Q00(y)RN−1(x) =Q
0
N−1(y)R2N−2(x) +
N−1∑
h=1
aN+h−1Q
0
h(y)x
N+h−1
+ κN
N−1∑
h=1
y2N+2hp0h(y)RN+h−2(x).
Since Q00(y)RN−1(x) is represented by
RN−2(x)
G(y)
− aN−1Q00(y)xN−1 − κNy2Np00(y)RN−2(x),
it follows that
RN−2(x)
G(y)
=Q0N−1(y)R2N−2(x) +
N−1∑
h=0
aN+h−1Q
0
h(y)x
N+h−1
+ κN
N−1∑
h=0
y2N+2hp0h(y)RN+h−2(x).
(6.3)
Combining (6.2) with (6.3), we can conclude the assertion of Lemma 4.1.
We next show Lemma 4.2. A change of the variable from y to v = ty yields
V (t; p, q) =
1
t2p+2
∫ t
0
dv
∫ ∞
0
v2p+1
(
log
t
v
)q
e−uvRp(u
2)du
=
1
t2p+2
q∑
j=0
(
q
j
)
(log t)jΛ(t; p, q − j),
(6.4)
where
Λ(t;α, β) =
∫ t
0
dv
∫ ∞
0
v2α+1
(
log
1
v
)β
e−uvRα(u
2)du
for integers α, β ≧ 0. We have that Λ(t;α, β) is equal to
∫ ∞
0
dv
∫ ∞
0
v2α+1
(
log
1
v
)β
e−uvRα(u
2)du(6.5)
−
∫ ∞
t
dv
∫ ∞
0
v2α+1
(
log
1
v
)β
e−uvRα(u
2)du.(6.6)
In order to see that (6.5) converges, we divide the domain of the integration into
the following three parts:
(i) v ≧ 1, u > 0, (ii) 0 < v < 1, 0 < u < 1, (iii) 0 < v < 1, u ≧ 1.
It follows from (4.3) and (4.5) that
∣∣∣∣
∫ ∞
1
dv
∫ ∞
0
v2α+1
(
log
1
v
)β
e−uvRα(u
2)du
∣∣∣∣ ≦ AαΓ (2α+ 3)
∫ ∞
1
(log v)β
v2
dv.
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This implies that the double integral in Case (i) converges. Using (4.3) again, we
have that the absolute value of the double integral in Case (ii) is bounded by
(6.7) Aα
∫ 1
0
dv
∫ 1
0
v2α+1
(
log
1
v
)β
e−uvu2α+2du.
We dominate v2α+1, e−uv, u2α+2 by 1 and apply (4.5) to the integral on v. Hence
a bound of (6.7) is AαΓ (β + 1). Applying (4.4) and (4.5), we have
∣∣∣∣
∫ 1
0
dv
∫ ∞
1
v2α+1
(
log
1
v
)β
e−uvRα(u
2)du
∣∣∣∣ ≦ BαΓ (2α+ 1)
∫ 1
0
(
log
1
v
)β
dv.
This means that the double integral in Case (iii) converges. Therefore we conclude
that (6.5) is finite and then we write µ¯α,β for (6.5). Let L ≧ α + 1 be an integer.
The definition of Rn(x) gives that (6.6) is the sum of
−
L∑
n=α+1
an
∫ ∞
t
dv
∫ ∞
0
v2α+1
(
log
1
v
)β
e−uvu2ndu,(6.8)
−
∫ ∞
t
dv
∫ ∞
0
v2α+1
(
log
1
v
)β
e−uvRL(u
2)du.(6.9)
It is easy to see that (6.9) is the error term. Indeed, it follows from (4.3) and (4.5)
that, for t > 1, the absolute value of (6.9) is dominated by
ALΓ (2L+ 3)
∫ ∞
t
(log v)β
v2L−2α+2
,
which is of order (log t)β/t2L−2α+1. We deduce from (4.5) that, for t > 1, (6.8) is
equal to
(6.10) (−1)β+1
L∑
n=α+1
bn
∫ ∞
t
(log v)β
v2n−2α
dv.
Note that, for t > 1 and n ≧ α+ 1, the integral on v in (6.10) is
∫ ∞
log t
xβe−(2n−2α−1)xdx =
1
t2n−2α−1
β∑
h=0
Γ (β + 1)(log t)h
Γ (h+ 1)(2n− 2α− 1)β−h+1
(see [4, p.340]). Hence we obtain that (6.10) is expressed by
L∑
n=α+1
β∑
h=0
θ¯n,hα,β(log t)
h
t2n−2α−1
,
where
θ¯n,hα,β =
(−1)β+1bnΓ (β + 1)
Γ (h+ 1)(2n− 2α− 1)β−h+1 .
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Therefore we deduce from (6.4) that
V (t; p, q) =
q∑
j=0
(
q
j
)
µ¯p,q(log t)
j
t2p+2
+
L∑
n=p+1
q∑
j=0
q−j∑
h=0
(
q
j
)
θ¯n,hp,q−j(log t)
h
t2n+1
+O
[
(log t)q
t2L+3
]
.
We set
µjp,q =
(
q
j
)
µ¯p,q, θ
n,h
p,q =
q−h∑
j=0
(
q
j
)
θ¯n,hp,q−j
and then finish the proof of Lemma 4.2.
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