ABSTRACT The zeroing-gradient (ZG) method, a combination of two neural dynamics methods, has been leveraged to construct controller for solving ship course tracking problem with near singularity considered. In this paper, the existing ZG controller is presented and revisited with its limitation identified. Specifically, this paper points out that there exist lagging errors for the ZG controller with the theoretical analyses provided. Then, to remedy the weakness, a new controller is proposed with an adaptive coefficient with zero theoretical tracking errors. Moreover, different activation functions are exploited to accelerate the convergence of the proposed controller. Finally, simulations are conducted to verify the superiority of the proposed controller.
I. INTRODUCTION
As a fluid, the surface of water is of irregularity, especially in the seas and oceans. When a ship sails on seas and oceans, interactions occur between water and the ship. In this sense, the trajectory of the ship is affected by various factors, wind speed, ocean current, and the mass of the ship. Besides, ship transport plays an important role in world trade [1] , of which the safety and economical efficiency should be guaranteed. Therefore, trajectory tracking control of the ship is of particular importance and worth investigating to ensure the sufficient accuracy of the trajectory.
Ship motion control includes ocean autonomous navigation, automatic departure of port area and collision avoidance
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problems [2] . Ocean autonomous navigation mainly includes course control and track control, for which different methods have been proposed, such as neural network control [3] - [5] , fuzzy logic control [6] , [7] , robust control [8] , nonlinear control [9] , the advanced model reference adaptive control [10] , [11] . Due to the unpredictable factors and unknown parameters, much effort has been devoted to proposing methods based on intelligent approaches [12] - [15] . For example, models based on backstepping and Nussbaum gain for solving nonlinear adaptive ship course tracking are investigated in [13] - [15] . A terminal sliding mode fuzzy control based on multiple sliding surfaces is proposed for ship course tracking steering in [16] , and a control combined with radial basis function neural network is proposed for course control of ship steering [17] . Note that the ship course control may encounter the near singularity issue during the real-time tracking and how to remedy the near singularity with predefined accuracy is still a knotty problem.
Recently, zeroing dynamics method or for short ZD method, is put forward in [18] , which is based on an error function and recurrently updates the estimation on the solution to the problem with residual error converging to zero. Such a method is widely applied in mathematics and engineering field, which is able to solve online/time-varying problems, such as time-varying Sylvester equation [18] , timevarying full-rank matrix inverse [19] , time-varying square roots finding [20] , robotic applications [21] and so on [22] , [23] . In addition, gradient dynamics (GD) is a classical and powerful methods, of which the negative gradient direction is exploited to generate the evolution based on a constructed energy function. The GD method is utilized to solve timevarying problems [24] , [25] , which often suffers from the large lagging errors. ZD method, originated from the research of zeroing-type recurrent neural networks, does not rely on the norm of the error function, and is able to solve timevarying problems without losing the evolving direction information [26] - [29] . In contrast, the GD method, originated from the gradient descent method, is able to solve a static problem without considering the velocity compensation. ZG (zeroing-gradient) method, as a combination of ZD and GD, is leveraged to construct controller for ship course tracking problem in [30] , which is able to handle the near singularity problem. Then, a finite difference formula is designed to construct discrete-time controller for ship course tracking in [31] . However, these controllers can not eliminate the lagging errors and thus may be not enough effective for ship course tracking.
In this paper, we make progress along this direction by proposing an adaptive zeroing-gradient controller for ship course tracking, which is able to handle the near singularity problem with zero theoretical residual error. The remainder of this paper is organized as follows. Section II presents the preliminaries on the ship course tracking system and then revisits the existing solutions. In addition, Section III proposes the adaptive zeroing-gradient controller with near singularity considered and residual error eliminated, which is guaranteed by the corresponding theoretical analyses. To accelerate the convergence speed of the controller, different activation functions are exploited. Computer simulations are conducted in Section IV to verify the effectiveness of the proposed controller. Finally, Section V concludes this paper with final remarks. Before ending this section, the contributions of this work are summarized as follows.
• An adaptive zeroing-gradient controller is proposed for the ship course control, which is able to handle the near singularity problem with zero theoretical error.
• Different activation functions are exploited to speed up the convergence of the proposed controller for ship course tracking.
• Theoretical analyses are provided to guarantee the availability and validity of the proposed controller. • Computer simulations are provided to verify the effectiveness and superiority of the proposed controller.
II. PRELIMINARIES, PROBLEM FORMULATION, AND REVISIT
This section presents the preliminaries on the ship course tracking system and then revisits the existing solutions.
A. PRELIMINARIES ON SHIP COURSE TRACKING
In this part, the ship course tracking system is provided. Due to the interaction between the ship and water caused by many factors encountered in the ocean, a ship may drift off the desired course, and a rudder is used to manipulate and control the course of the ship to maintain the expected route. The schematic diagram of a simplified ship navigation model is shown as Fig.1 . Besides, a function describing the relationship between the rudder angle and the yaw rate for small rudder angles is proposed in [32] , which is formulated as
where r denotes the yaw rate; δ denotes the rudder angle; K denotes the gain constant; T denotes the time constant. The function (1) does not consider many factors influencing the relation between the rudder angle and the yaw rate, e.g., the size of the ship, the depth of water, the salinity of the water and so on. Therefore, a new function for large rudder angle is presented by reverse spiral manoeuvres, in which a parameter α is termed the Norrbin coefficient [33] :
where ψ is the yaw angle andψ(t) = r(t). According to (2), we can control the trajectory of the ship by adjusting the rudder angle. In other words, the ship course tracking problem can be converted into the problem of controlling the rudder angle. Then, the ship course system in this paper can be expressed as
It is worth noting that (3) is an extended expression of (2), where x 1 (t) denotes the yaw angle and x 2 (t) denotes the yaw rate withẋ 1 (t) andẋ 2 (t) being their time derivatives, respectively; µ(t) is the control input denoting the rudder angle; y(t) is the output denoting yaw angle; ϕ 0 , ϕ 1 , ϕ 2 are parameters.
B. REVISIT TO EXISTING METHODS
In this part, the ZG controller with near singularity considered for ship course tracking is revisited. Then, the lagging error in the existing ZG controller is derived theoretically.
1) ZG CONTROLLER
The construction of ZG controller includes two parts: zeroing dynamics (ZD) method and gradient dynamics (GD) method.
The first step, using the ZD method to construct the error function as z 1 = y(t)−y d (t), where y d (t) is the desired output. According to equation (3) , error function can be rewritten as
Then, aided with the definition of error function z 1 :ż 1 (t) = −γ z 1 (t) according to ZD method, where γ > 0 ∈ R, equation (4) can be rearranged aṡ
On the basis of (3), (5) can be rewritten as
Likewise, by means of the definition of error function, we can obtain:
Combining formula (3) with formula (7), we can get the expression of the control input:
2 (t)). (8) So far, the ZD method has been used twice to obtain a closedloop system.
The second step, a ZG controller in the form ofμ(t) is obtained by using GD method based on ZD method.
Equation (8) can be rewritten as
Then, defined a function f (t) about time t as
. (10) Next, defined an energy function (t) = f 2 (t)/2 according to the GD method. Hence, a new controller can be carried out with the control input in the form ofμ(t) = −ν∂ /∂µ, where the parameter ν > 0 ∈ R is to control the convergence rate of the GD method [30] .
The above equation is termed the ZG controller in form ofμ(t) for solving ship course tracking problem. It can be seen from equation (11) that this controller can solve the problem of near singular points since it eliminate the division operation. In other words, no matter how the parameter ϕ 0 change at any time, ZG controller (11) can run smoothly without crashing.
2) THEORETICAL ANALYSES ON ZG CONTROLLER
As shown above, ZG controller (11) is able to solve the problem of near singularity occurs in the ship course tracking system effectively when coefficient ϕ 0 is varying with time.
However, large lagging residual error may be generated for the ship course tracking aided with the ZG controller (11) . The corresponding theoretical analyses are given as follows.
Theorem 1:
The residual error upper bound of the ZG controller (11) converges globally to an estimated error value instead of zero.
Proof: To express more clearly and concisely, equation (10) is reformulated as
where
Similarly, ZG controller (11) can be reformulated aṡ
By defining f (t) = 0 in equation (12) theoretically, we have the theoretical value of µ(t) termed µ * (t) as
Furthermore, a new error function is defined as E(t) = µ(t)− µ * (t) to indicate the value of residual error between µ(t) and µ * (t). Then, the time derivative of E(t) can be expressed aṡ E(t) =μ(t) −μ * (t). Define a Lyapunov function V (t) = E 2 (t)/2 and its time derivative is computed aṡ
of which the left part −νϕ 2 0 E 2 (t) is evidently less than zero. Suppose there is a positive real number that, for anyμ * (t), there is always > |μ * (t)|. ThusV (t) can be rewritten aṡ
0 |E(t)| − ). According to the above equation, the following three situations need to be discussed:
Case 1: suppose (νϕ 2 0 |E(t)| − ) > 0, where |E(t)| > ( /νϕ 2 0 ), and thusV (t) < 0, which indicates that V (t) is convergent and that |E(t)| is convergent to ( /νϕ 2 0 ). Case 2: suppose (νϕ 2 0 |E(t)| − ) = 0, where |E(t)| = ( /νϕ 2 0 ), and thusV (t) ≤ 0 which indicates that V (t) is convergent similarly.
Case 3: suppose (νϕ 2 0 |E(t)| − ) < 0, |E(t)| < ( /νϕ 2 0 ), and thusV (t) > 0 which indicates that V (t) is divergent.
From case 3 where V (t) is divergent, we can get:
it is worth noting that although V (t) is divergent in the case 3, we can come to a conclusion that the error function E(t) is bounded by /(νϕ 2 0 ) according to equation (14) . Summarizing the above three cases, we come to the conclusion that there always exists lagging error between the control input µ and the theoretical value µ * (t) for the ZG controller (11) in ship course tracking. The proof is complete.
III. ADAPTIVE ZG CONTROLLER AND THEORETICAL ANALYSES
In the above sections, we have discussed ZG controller (11) for solving ship course tracking problems, which indicates that there always exists residual error for the ZG controller (11) in ship course tracking. In this part, we propose an adaptive ZG controller to remedy the weakness of the existing ZG controller (11).
A. ADAPTIVE ZG CONTROLLER
In this part, an adaptive coefficient ξ (t) is exploited to replace the constant coefficient ν in the formula (11), and thus formula (11) is rewritten aṡ
is the adaptive coefficient and c > 1 is a constant. The formula (15) is the adaptive ZG controller, which leverages a varying parameter to control the convergence speed of the ZG controller, and is able to eliminate the lagging errors. The corresponding theoretical analyses are given as follows.
To accelerate the convergence speed of the proposed adaptive ZG controller (15) , different nonlinear activation functions are exploited, which should be monotone increasing and odd. Three activation functions used in this paper are written as follows [34] , [35] .
1) linear activation function:
2) power-sigmoid activation function:
3) hyperbolic sine activation function:
Thus, the adaptive ZG controller aided with activation function is presented aṡ
B. THEORETICAL ANALYSES
In this part, theoretical analyses on the proposed adaptive ZG controller (15) as well as its modification version (20) for ship course tracking problems are provided. Regarding the performance of the proposed adaptive ZG controller (15) in remedying the lagging error, we offer the following theorem.
Theorem 2: The proposed adaptive ZG controller (15) for solving ship course tracking problem (3) is of global convergence and the residual error converges to zero globally.
Proof: To prove the convergence of the adaptive ZG controller (15) for solving ship course tracking problem (3), a Lyapunov function is constructed:
where L(t) is always positive unless one condition that f (t) = 0. Then, the time derivative of L(t) can be derived asL
Finally, formula (22) can be reformulated aṡ
where c > 1, so the above equation is expressed aṡ
38208 VOLUME 7, 2019 As shown above, due toL(t) < 0 as c > 1, f (t) globally converges to zero. In other words, the proposed adaptive ZG controller (15) for solving ship course tracking problem (3) is of global convergence and the residual error converges to zero globally. The proof is complete.
Regarding the performance of the activation function aided adaptive ZG controller (20), we offer the following theorems.
Theorem 3: The convergence speed of the power-sigmoid activation function aided adaptive ZG controller (20) is faster than that of the adaptive ZG controller (15) for solving ship course tracking problem (3) .
Proof: According to the definition of the power-sigmoid activation function, i.e., equation (18), the corresponding theoretical analyses can be divided into the following two cases.
Case 1: when |x| ≥ 1, the power-sigmoid activation function degrades to σ p (x) = x 3 . Thus, for the case of |f (t)| ≥ 1, by combining formula (12) and the time derivative of formula (21), we havė
Therefore, for the case of |f (t)| ≥ 1, the convergence speed of the power-sigmoid activation function aided adaptive ZG controller (20) is faster than that of the adaptive ZG controller (15) for solving ship course tracking problem (3). Case 2: when |x| < 1, the power-sigmoid activation function degrades to σ p (x) = (1 + exp(−4))(1 − exp(−4x))/ ((1 − exp(−4))(1 + exp(−4x))). Thus, when |f (t)| < 1, by combining formula (12) and the time derivative of formula (21), we havė
Therefore, for the case of |f (t)| < 1, the convergence speed of the power-sigmoid activation function aided adaptive ZG controller (20) is faster than that of the adaptive ZG controller (15) for solving ship course tracking problem (3). The proof is complete.
Theorem 4:
The convergence speed of the hyperbolic sine activation function aided adaptive ZG controller (20) is faster than that of the adaptive ZG controller (15) for solving ship course tracking problem (3).
Proof: Using Taylor Expansion to the hyperbolic sine activation function generates
Combining formula (12) and the time derivative of formula (21) leads tȯ
Therefore, the convergence speed of the hyperbolic sine activation function aided adaptive ZG controller (20) is faster than that of the adaptive ZG controller (15) for solving ship course tracking problem (3). The proof is complete.
IV. SIMULATION VERIFICATIONS
In above sections, theoretical analyses are conducted to illustrate that the proposed adaptive ZG controller (15) as well as its modification (20) can remedy the large lagging error for solving ship course tracking problem (3) . In this section, computer simulations are carried out to further verify the effectiveness and superiority of adaptive gradient-based controller (15) and gradient-based controller with activation function (20) . In general, initially x 1 (0) = x 2 (0) = 0, µ(0) = 0, ϕ 1 = ϕ 2 = 100, time t = 40 s, and without loss of generality, ϕ 0 = 1000 * (sin(t − 3) + 1.01) for ship course system (3); the desired path is set as y d (t) = sin(0.2πt); γ = 5; ν = 2; c = 2. The existing ZG controller (11) can solve the near singularity problem when the parameter ϕ 0 changes with time. As shown in Fig. 2 , the ship course system (3) encounters a crash with time t = 20 s approximately. Specifically, as visualized in Fig. 2(a) , the output path y(t) converges to the desired path y d (t) quickly and then stops due to the crash of the whole system. It can be observed from Fig. 2(b) and (c) that the residual error converges to zero rapidly before 20 s. Fig. 2(d) illustrates the control-input trajectory, which encounters crash at around 20 s.
With the same initial conditions, simulation results synthesized by the proposed adaptive ZG controller (15) for solving ship course tracking problem are shown as Fig. 3 . Specifically, as visualized in Fig. 3(a) , the output path y(t) converges to the desired path y d (t) quickly, which does not encounter crash. In addition, it can be found in Fig. 3(b) and (c) that, the residual error converges to zero in a very short time, whose magnitude is acceptable. Fig. 3(d) plots the control input trajectory synthesized by the proposed controller. These results illustrate the superiority of the adaptive ZG controller (15) compared with the existing ZG controller (11) . Fig. 4 and Fig. 5 show the computer simulation results synthesized by the nonlinear activation function aided adaptive ZG controller (20) for solving ship course tracking problem, with the initial conditions same as those in Fig. 3 . It can be observed from these two figures that the convergence speed is accelerated via the nonlinear activation functions, as compared to that in Fig. 3 , which further verify the correctness of Theorems 3 and 4.
V. CONCLUSIONS
In this paper, the existing ZG controller (11) 
