Abstract: In this paper, we propose an intelligent binocular vision system for 3D scene reconstruction by using zoom lens. Unlike many existing methods which use precalibrated fixed focal length lens, our system allows users to change zoom and focus settings accordingly while taking photos. Thus, more details about some interesting parts of a scene can be captured clearly. In addition, using a zoom lens is advantageous especially when the system can only be moved within some small areas. After changing camera's zoom or focus setting, its intrinsic parameters will be changed. It is important to calibrate these parameters accurately in order to reconstruct the 3D scene model successfully. We propose an efficient camera calibration method which can dynamically compute the focal length and principle point. It is proved that this method could generate more accurate estimations than the linear interpolation method. We introduced a criterion in our system which can control the zoom lens properly. Our system also contains a strategy to detect and remove redundant photos, which can speed up the computation. Experimental results show that our proposed system could create more plausible 3D models.
Introduction

Preliminaries
In this section, the fundamental knowledge about 3D scene reconstruction using multi-view images is briefly explained. Please refer to [19] for more details.
Epipolar Geometry and 2-View Reconstruction 2.1.
The simplest case is reconstructing the scene from only two views. The relationship between these two views is described by Epipolar geometry. Suppose that cameras and are viewing the same scene, and the corresponding image planes are and respectively ( Fig. 1 ). Lights are reflected from a scene point to each camera center, which will hit on the image planes to construct its projections.
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where, is a 3 × 4 homogeneous matrix, called projection matrix which has the following form:
where, is called calibration matrix, is a 3 × 3 rotation matrix, is a 3-element vector, and both of which describe the transformation from the world coordinate system to j-th camera coordinate system. It is well known that for each pair of corresponding points, there exists the following equation:
where, is the homogeneous image coordinate, denotes the transpose of matrix or vector A, F is a 3 × 3 homogeneous matrix, called fundamental matrix. One known property of F is:
where, det(A) denotes the determinant of matrix A. F is a homogeneous matrix, so only the ratios among its elements are meaningful. Furthermore, F is a singular matrix. Thus, F has 7 degrees of freedom (DOF). One point pair can give one linear constraint about F, so at least 7 point pairs are necessary for estimating F [20] . Besides, because the singularity property of F will give a quadratic equation, which can have at most 4 roots (2 of which are imaginary), [21] describes an 8-point algorithm for estimating F.
When camera is calibrated, we can easily compute the normalized point as:
where, is a normalized point, and is the calibration matrix of j-th view.
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where, E is a 3 × 3 homogeneous matrix called essential matrix with 5 DOF. If we assume that the left camera coordinate system is aligned with the world coordinate system, its projection matrix will be:
where, I is a 3 × 3 identity matrix, and 0 means a 3-element zero vector. In this case, the projection matrix of the right view can be directly extracted from the essential matrix using singular value decomposition (SVD) as described in [19 pp. 258-259] .
Therefore, we can construct simultaneous linear equations about by using (1), and reconstruct this scene point. Usually, the estimated 3D point , as well as the projection matrix , will be optimized by some nonlinear algorithms. This process is called bundle adjustment [22] , [23] .
N-View Reconstruction 2.2.
N-view reconstruction is an extension of 2-view reconstruction. As shown in Fig. 2 , we can compute the camera's relative pose between each two adjacent views. After that, we need to combine all the reconstructed 3D points into one common coordinate system. Assume the reconstructed 3D point sets for image pairs (1, 2) and (2, 3) are and respectively. Notice that, these two sets may have different sizes. All members of are 3D points in the 1st camera coordinate system, whereas those in are in the 2nd camera coordinate system. We can apply a transformation on each point in :
= 0 1 .
As a result, each point in set ∪ is in the 2nd camera coordinate system.
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Similar transformations can be applied to other image pairs. Finally, all the reconstructed 3D points are aligned into a common coordinate system to form a 3D point cloud.
Dense 3D Reconstruction 2.3.
Usually, the result of section 2.2 is a sparse 3D point cloud, from which it is very difficult to understand the structure of the scene. Thus, we need to utilize some algorithms to densify the point cloud. One of the state-of-the-art dense 3D reconstruction methods is [15] . Here, we give a brief introduction of [15] , please refer to the original work for more details.
At first, features are detected by Harris and Difference-of-Gaussian (DoG) operators, and are matched along the Epipolar line. The matched features are then reconstructed as a small patch in the scene. This step is called the matching phase. The second step is an expansion, in which the initial reconstructed patches are spread to nearby pixels to obtain more patches. In the third step, which is called filtering, the visibility constraint is checked for each patch to eliminate the outliers lying either in front or behind the observed surface. The expansion and filtering steps are repeated for several times until no more patches can be added. Usually, the expansion step is the most time consuming step, and it may take several minutes to few hours according to the size of input image data.
Proposed Solution
In this section, the proposed binocular vision system is explained. This system uses our new calibration method to estimate camera's focal length. The details about this calibration method are discussed below. We also explain the criterion for controlling zoom lens, and the strategy for checking redundant images.
Binocular Vision System 3.1. Cameras are used to perceive the scene. We use two SONY SNC-RZ25N cameras, which provide Http commands to download the image, and control camera's pan, tilt, zoom and focus positions. They also have a network function that enables remote control.
Cameras are mounted on a platform, which is equipped on a programmable robot, iRobot Create 4400. This robot has a serial port for communication, which is converted to a USB interface. This USB is plugged to
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Volume 8, Number 6, December 2016 a notebook. We installed a tool [24] on this notebook to control the robot. A remote PC can move the robot by controlling the notebook, and retrieve image frames from cameras through network. Our system will then analyze the image and give suggestions to help users to control the zoom lens. Once users decide to capture the scene, the current frame will be checked by our proposed redundancy checking strategy. Once it passes the check, this image and camera settings will be written to disk. Then, the camera will be calibrated by using the proposed calibration method. When this is done, it is ready to move the robot and capture other photos.
Zoom Lens Calibration 3.2.
Camera calibration is to estimate the camera calibration matrix, K, which has the following form:
where, and are focal lengths on horizontal and vertical axes respectively, is called skew parameter, and , is called a principle point. Note that, in some cases, the lens distortion coefficients are also estimated during the calibration. However, for simplicity of explanation, we assume the lens distortion is negligible. For most modern cameras, it is reasonable to assume that = , = 0 and , is located at the image center [25] , [26] . For a camera with a zoom lens, changing zoom or focus will result in changes of focal length in the Pinhole camera model. As shown in Fig. 4 , this is equivalent to move the image plane along the optical axis to a new place. The geometric meaning of camera's focal length is the distance from camera center to the intersection of its image plane and optical axis. Thus, one can easily derive the following equation:
where, f and f' are the old and new focal lengths, respectively. In real world experiments, because of unavoidable errors in locations of points, and usually take different values. Furthermore, if we choose another point pair, the result will be different. In addition, due to imperfections of lens manufacturing, the optical axis will move slightly after changing zoom or focus, which means and . Thus, we propose an energy function as:
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where, N is the number of point pairs matched between the old and new views. Concretely speaking, the value of (11) is the standard deviation of and for a given parameter set , , , . By minimizing this energy, we can find the optimal locations of , and , . As a result, the new focal length can be computed as:
The old focal length is either precalibrated by some calibration tools, or the result of previous calibration by using our method. In order to suppress accumulative errors, we suggest taking several precalibrated results as seeds for our method.
Control of Zoom Lens 3.3.
When we use a zoom lens, one key question is: how shall we set the zoom at a proper position? Thus, we need a criterion to determine whether the current zoom position is proper or not. A proper zoom position should at least satisfy that scene details are clear enough to be detected in the image, and that the current image will be used in the 3D reconstruction. Based on this analysis, we define two terms for controlling a zoom lens properly.
The first term is called feature density (FD) of view I, defined as:
When feature density is higher than a predefined threshold , the current shooting area probably contains a lot of textures. In this case, it is better to zoom in further to capture more details of the scene. During this operation, the feature density may become higher because more scene textures can be detected. However, the feature density will start getting lower at some point. This is because the current zoom is sufficient enough comparing with the richness of scene texture. Thus, we should stop zooming in any further if feature density becomes lower than a predefined threshold .
The second term is called degree of planar degeneracy (DPD), which measures the unlikeness of the current shooing area is a planar object. For a pair of views, if all the correspondences lie on a plane in the real world, then there exists a 2D transformation between these two views:
where, H is a 3 × 3 homogeneous matrix. We can substitute (15) for (3), and get:
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One can verify that for any 3 × 3 skew symmetric matrix M, the following relationship holds:
Thus, the fundamental matrix F can be computed as:
Therefore, F cannot be uniquely defined. Consequently, it is impossible to uniquely determine the camera projection matrix, and the 3D positions of corresponding points. This is a degenerated case which should be avoided. The degree of planar degeneracy is defined as the average reprojection error of H:
where, dis(a, b) measures the Euclidean distance between points a and b.
When the degree of planar degeneracy is smaller than a predefined threshold , it means the matching points probably lie on a plane. Thus, we should zoom out the lens in order to avoid the planar degeneracy. On the other hand, when the degree of planar degeneracy is bigger than the threshold, it implies that the current shooting area is not like a plane. In this case, it is sensible to zoom in further if necessary.
In a summary, our criterion for controlling the zoom lens is:
The user should adjust the zoom lens gradually according to this suggestion, until our system gives judgement of "proper".
Strategy for Reducing Redundant Images 3.4.
In order to reconstruct the 3D model of a scene, one needs to take many photos from different viewpoints. However, if the input image set is too big, the computation time of 3D reconstruction will become very long. In this paper, we propose a strategy to detect and reject redundant images to speed up the computation.
Suppose an image set S, an image I that does not belong to S, feature points detected on I are denoted as . We match image I with each image in S, and define a counter for each feature point to record its matched times. For example, if is matched with another feature in an image from S, then will be increased by 1. After matching with all images in S, we can label each feature point in I as:
where, is a predefined threshold. Then, we compute the portion of features labeled as "redundant". If this portion is too big, it means most of features in I have already been found in S. In other words, I can only give limited contributions even if added to S. Thus, we will reject image I if its portion of redundant features exceeds a threshold .
Furthermore, in real world scenarios, it may take a long time to match each image in set S. Instead, we can
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Volume 8, Number 6, December 2016 randomly select images in S. Before saving the current view, our system will automatically check its degree of redundancy. Only when this view passes the check, it will be added to the image set used for 3D reconstruction.
Experimental Results
We conducted two experiments to verify the proposed vision system. The first experiment is to demonstrate the performance of our new camera calibration method. The second one is to test the efficiency of the proposed zoom lens control criterion, and the redundant image checking strategy.
Zoom Lens Calibration Experiment 4.1.
In this experiment, we compared our proposed calibration method with a general linear interpolation method. As mentioned before, the Sony SNC-RZ25N camera was used. The camera's zoom position can be moved freely in range of [0, 16000] (encoder value without unit).
We calibrated the camera at positions 0 to 16000 with step of 1000 using the Mat lab Computer Vision System Toolbox [27] - [29] . These calibration results were taken as ground truth data.
Two cases were tested in this experiment. Firstly, ground truth data at positions 0 to 16000 with step of 4000 were taken as the seeds to each calibration method. Secondly, positions 0 to 16000 with a smaller step, 2000, were taken as the seeds data. In both cases, the two methods were evaluated at positions 1000 to 15000 with step of 1000 (if it was not included in the seeds data). The absolute relative error (ARE) defined as the following equation was measured for each test case:
where, f and f' are the ground truth and estimated focal length, respectively. Notice that, the toolbox could produce two focal length values on horizontal and vertical axes individually. Their average was taken as a ground truth. Fig. 5 . Results when step of seed data is 4000 (first case).
As shown in Fig. 5 and 6 , the camera's focal length changes slowly in range 0 to 6000. According to the camera's data sheet, the zoom ratio only changes to about 2 × at position 6000. When zoom lens is moved
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Volume 8, Number 6, December 2016 within this range, the linear interpolation method can approximate the focal length very well. On the other hand, our proposed method also could produce accurate estimations. Obviously, we can easily know that our method outperformed the linear interpolation method in this range by comparing their AREs. The zoom ratio changes from about 2 × to 4 × when zoom is moved from 6000 to 10000. The camera's focal length changes a little more rapidly in this range. From the right side of Fig. 5 and Fig. 6 , we can clearly see that the AREs of each method became bigger. As in the previous range, our proposed method could produce much more accurate results than the linear interpolation in all cases of this range.
The camera's focal length changes very fast when zoom position is bigger than 10000. In fact, the corresponding zoom ratios for positions 10000 and 16000 are about 4 × and 18 ×, respectively. Thus, estimating the focal length becomes more challenging in this range. The AREs of both methods in this range were much bigger than those of other ranges. In most cases, our proposed method could still outperform the linear interpolation method. From Fig. 5 to Fig. 6 , we can see that the AREs of each method became smaller. This is because that the step of seed positions changes from 4000 to 2000. Thus, more accurate results could be expected.
The average AREs over all tested positions for the linear interpolation method are 0.0819 and 0.0199 when the step of seed positions are 4000 and 2000, respectively. The averages AREs of our proposed method are 0.0219 and 0.0144 for seed steps 4000 and 2000, respectively. Thus, it can be concluded that our method could generate more accurate results than the linear interpolation method.
Our method is advantageous when comparing with the interpolation method. For a zoom lens, the focal length will change if either zoom or focus setting is changed. Thus, strictly speaking, one needs construct a 2D interpolant which takes the combination of zoom and focus positions as index. It is a time consuming work to collect calibration results to construct such an interpolant. However, our method can dynamically calibrate the camera on any focus or zoom position. The only constraint of our method is that the current shooting area should not be textureless, which can be satisfied easily.
3D Scene Reconstruction Experiment 4.2. In cases 1, 2 and 3, we fixed the zoom and focus settings at the same position during experiment. In case 4, 5 and 6, we adjusted the zoom lens according to the suggestions given by the proposed zoom control criterion. In cases 1, 2, 4 and 5, the redundancy checking function was disabled. In cases 3 and 6, we checked the redundant views by using the proposed strategy. Case 2 is similar to case 1, except that more photos were taken and used for reconstruction. This scheme is also used for cases 4 and 5. For all cases, the parameters used by our proposed zoom control criterion and redundancy checking strategy (if enabled) are listed in Table 2 . This experiment was conducted on a Dell Precision T5610 PC with an Intel Xeon E5-2609 v2 CPU (2.50 GHz x 8 cores) and 32 GB memory. Table 3 lists the sparse, dense and mesh reconstruction results for each case. The final 3D models, as well as some selected parts are shown in Fig. 7 . The corresponding test cases from top to bottom rows in Fig. 7 are cases 1 to 6. 
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As shown in Fig. 7 , there is no significant difference between the results of cases 1 and 2. Even more images were given and more time were used for computation, the improvements from case 1 to 2 were very limited. On the contrary, the quality of some parts of the scene even became worse. For example, in the second column of Fig. 7 , the texts are more unrecognizable in case 2 than in case 1. In the third column of Fig. 7 , the numbers on the clock are blurred more severely in case 2 than case 1. Similarly, the improvements of reconstruction quality from case 4 to 5 were also very limited. However, unlike cases 1 and 2, it seemed that no part of the scene became more blurred.
This result implies the interesting fact that more images could not guarantee better result. We think the reason is that the quality of reconstruction depends most on the clarity of scene details in images. Though the number of images increased, the clarity of them remained the same.
Obviously, the overall reconstruction results when using a zoom lens (cases 4 to 6) are better than using a fixed focal lens (cases 1 to 3). For example, the texts in the second column of Fig. 7 are much more readable in cases 4 and 5, whereas they are severely blurred in cases 1 and 2. The numbers in the third column of Fig.  7 are also much clearer in cases 4 and 5 than in cases 1 and 2. This result implies that the proposed criterion can help users to control the zoom lens properly, and to take photos with better clarity of details.
Although using more images could not improve the quality of reconstruction, it could afford better completeness. The first column of Fig. 7 is an overview of the reconstructed 3D model. It can be seen clearly that cases 2 and 5 are more complete than cases 1 and 4, respectively.
The reconstruction quality of case 3 is almost the same as case 1. In case 3, our proposed strategy was used to detect and reject redundant images. Thus, a smaller input image set was used in case 3 than case 1. Similarly, this redundancy checking function was disabled in case 4, whereas enabled in case 6. There was no obvious drop in reconstruction quality after enabling our redundancy checking strategy.
As shown in Table 3 , our proposed redundancy checking strategy resulted in a decrease in computation time. For the fixed focal lens cases (1 and 3), the computation time was reduced at about 50%. The computation time was reduced at about 16% for the zoom lens cases (4 and 6).
In a summary, our proposed zoom control criterion could help users control the zoom lens properly, and take photos with clearer scene details. This could improve the reconstruction quality. On the other hand, our redundancy checking strategy could detect and reject redundant images efficiently, and speeded up the computation. The reconstruction quality after applying this strategy remained almost the same.
Conclusion
In this paper, we proposed an intelligent binocular vision system with zoom lens for reconstructing the 3D model of a scene. This system can dynamically calibrate the camera by using the proposed calibration method. This method can give more accurate results than the linear interpolation method. We also proposed a criterion to help users control the zoom lens properly. According to this criterion, users can easily take photos with clear scene details while avoiding the planar degeneracy. A strategy for detecting redundant images was also presented. Experimental results showed that the quality of reconstructed 3D models remained almost the same after applying the redundancy checking strategy, while the computation time reduced a lot. In future, we are planning to improve our vision system to be more intelligent, which can automatically reconstruct the scene without or with few user instructions.
