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Als Mensch-Maschine-Entgrenzung wird im Folgenden das Phänomen be-
zeichnet, dass sich die ursprünglich klaren Grenzen zwischen Menschen und 
den von ihnen geschaffenen technischen Arbeitsmitteln, den Maschinen, zu-
nehmend aufzulösen beginnen. Dazu beigetragen haben die großen Erkenntnis-
fortschritte, die in verschiedenen, nur lose miteinander verknüpften, aber im-
mer stärker konvergierenden wissenschaftlichen Bereichen in den letzten Jahren 
und Jahrzehnten gemacht worden sind. So ermöglichen die Neurowissenschaf-
ten Einsichten und Eingriffe in das Gehirn, die noch vor Kurzem undenkbar 
schienen, während das Forschungsfeld der künstlichen Intelligenz (KI) zuneh-
mend erfolgreich an der Nachbildung lernfähigen und intelligenten Verhaltens 
arbeitet. Zusammen mit Fortschritten in den Informations- und Neurotechno-
logien eröffnen sich dadurch zukunftsträchtige Anwendungsperspektiven, die 
das Potenzial haben, das Mensch-Technik-Verhältnis ganz neu zu definieren. 
Eine Schlüsselrolle spielen dabei immer autonomer agierende Maschinen, die 
als kollaborative Roboter über zunehmend menschliche Züge und Fertigkeiten 
verfügen oder als (extern oder intern getragene) Neuroprothesen mit dem 
menschlichen Körper verschmelzen. Auch wenn die technologische Entwick-
lung erst in den Anfängen steckt, begleitet und angetrieben wird sie gleichwohl 
von weitreichenden Zukunftsvorstellungen, welche bei aller Unschärfe und Wi-
dersprüchlichkeit die große gesellschaftliche Tragweite dieser Technisierungs-
prozesse deutlich vor Augen führen. Der vorliegende Sachstandsbericht hat u. a. 
zum Ziel, auf Basis einer fundierten Analyse des gegenwärtigen Standes von 
Forschung und Technik dem Realitätsgehalt dieser Visionen auf den Grund zu 
gehen. 
Zukunftsvisionen 
Die öffentlichen Debatten zu Technologien der Mensch-Maschine-Entgrenzung 
werden in hohem Maße durch weitreichende Zukunftsvisionen beeinflusst, die 
seit Anfang der 2000er Jahre vielfältige Beachtung finden. Diese Visionen sind 
kulturell sehr wirkmächtig und haben ganze Genres, wie z. B. die Science-
Fiction (in der Literatur, im Film und Spielebereich), maßgeblich geprägt. Vor 
diesem Hintergrund können die gegenwärtigen Diskussionen über Human 
Enhancement (HE) und über KI als zwei Paradebeispiele für die in den letzten 
Jahren zunehmend vertretene Ansicht gelten, dass bei der Ab- und Einschät-
zung neuer oder in der Entstehung befindlicher (emergierender) Technologien 




Betrachtet man allein die naturwissenschaftlich-technischen Grundlagen 
und Anknüpfungspunkte der visionären Diskussionen, liegt es nicht unbedingt 
nahe, Zukunftsvisionen zum neurotechnologischen Enhancement sowie zur KI 
und Robotik gemeinsam zu betrachten. Wie der Bericht zeigt, gibt es aber nicht 
nur auf der Anwendungs-, sondern auch auf der diskursiven Ebene etliche Be-
rührungspunkte. So spielt der sogenannte Transhumanismus, dem es um eine 
radikale Veränderung oder gar Überwindung der Conditio humana geht, als ein 
übergreifendes Deutungsmuster eine zunehmend zentrale Rolle. Auch auf der 
Akteursebene sind hinsichtlich der Visionsproduzenten und -verbreiter und 
ihrer Unterstützer erhebliche Überlappungen der beiden Felder festzustellen. 
Im Wesentlichen haben sich die visionären Diskussionen über die Zukunfts-
aussichten »starker« KI und über neurotechnologiebasierte Mensch-Maschine-
Entgrenzungen nach einem Muster entwickelt, das aus älteren zukunftsvisionä-
ren Technikdebatten – z. B. über Nanotechnologie – bekannt ist. In mehr oder 
weniger eng miteinander verbundenen, relativ kleinen Zirkeln namhafter Na-
turwissenschaftler, Ingenieure, Autoren und Industrieller werden z. T. sehr 
weitreichende Zukunftserwartungen diskutiert. Diese Erwartungen sind jedoch 
– wie die Analyse im Bericht zeigt – weitgehend deckungsgleich mit Spekulatio-
nen, die bereits vor vielen Jahrzehnten angestellt wurden. Im Fall der aktuellen 
Debatte über »Superintelligenz« (bzw. eine sehr leistungsfähige KI) wurden im 
Wesentlichen Motive aus den 1960er Jahren aufgegriffen – etwa die Idee einer 
selbstbewussten und sich selbstverstärkenden KI (Intelligenzexplosions- oder 
heute zumeist Singularitätshypothese) des Mathematikers Irving J. Good. Auch 
die aktuellen Diskussionen über ein Enhancement mit neurotechnologischen 
Mitteln haben eine lange Vorgeschichte. Ein grundlegendes Element ist die In-
terpretation des Menschen als ein Mängelwesen, vor deren Hintergrund dann 
z. B. der Physiker John D. Bernal, ein Pionier der modernen Lebenswissenschaf-
ten und des transhumanistischen Denkens, im Jahr 1929 die Vision einer massi-
ven, auch neurotechnologisch ermöglichten Cyborgisierung des menschlichen 
Körpers und einer letztendlichen Überwindung seiner natürlichen Beschrän-
kungen entwarf. Neu – z. B. im Vergleich zum Diskurs über Nanotechnologie – 
ist jedoch zum einen, dass führende Figuren der Computer- und Internetin-
dustrie (z. B. der PayPal-Gründer Elon Musk) nun selbst die Debatten inhaltlich 
mitprägen sowie die Forschung zu technikvisionären Themen und transhuma-
nistische Aktivisten noch stärker finanziell fördern. Zum anderen hat sich der 
Diskurs weit über die (vor allem in Großbritannien und den USA) seit längerer 
Zeit aktiven technikvisionären Zirkel hinaus ausgebreitet und auch in Deutsch-
land zunehmend Beachtung gefunden, nicht zuletzt in den Massenmedien. 
Der Umstand, dass ein relativ kleiner Kreis von Akteuren die zukunftsvisio-
nären Diskussionen wesentlich prägt, sollte einerseits nicht zum Anlass ge-
nommen werden, die Diskussionen über Mensch-Maschine-Entgrenzungen 
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zu ignorieren. Andererseits sollten aber der erhebliche intellektuelle Einfluss 
oder die ökonomische Macht vieler Beteiligter nicht dazu verleiten, ohne nä-
here Prüfung eine besondere Dringlichkeit oder Bedeutung der verhandelten 
Themen vorauszusetzen. Letztlich haben wir es hier fast durchgängig mit z. T. 
schon sehr alten Zukunftsvisionen zu tun, deren tatsächliche Basis angesichts 
des aktuellen Forschungs- und Entwicklungsstandes aber immer wieder weite-
rer Klärung bedarf. Neben Analysen, in denen die Zukunftsvisionen an der 
Realität gemessen werden, erscheinen auch Anstrengungen angezeigt, die in-
härenten Mechanismen und Dynamiken technikfuturistisch geprägter Diskus-
sionen besser zu verstehen. Dies betrifft vor allem den Aspekt der Themenset-
zung durch futuristische Netzwerke und die Logik der massenmedialen Be-
richterstattung. Der Blick auf die aktuelle Debatte über »starke« KI etwa zeigt, 
dass zwar viele Prominente vor der Entstehung einer »starken« KI mit Ichbe-
wusstsein warnen, womit sie gleichwohl dazu beitragen, bestimmte Technikvi-
sionen zu popularisieren und Aufmerksamkeit für noch nichtexistierende 
Technologien zu schaffen. 
Stand und Perspektiven der Neurotechnologien 
Die Reiz- und Signalverarbeitung im menschlichen Nervensystem erfolgt pri-
mär in Form elektrischer Erregung. Neurotechnologien machen sich dieses neu-
rophysiologische Wirkprinzip zunutze, um maschinelle Systeme über neuro-
elektrische Schnittstellen mit dem menschlichen Nervensystem zu koppeln. Im 
Falle stimulierender Schnittstellen werden elektrische Signale dabei vom Apparat 
zum Nervensystem, im Falle ableitender Schnittstellen vom Nervensystem zum 
Apparat übertragen. Außerdem ist zwischen invasiven und nichtinvasiven Ver-
fahren zu unterscheiden, je nachdem, ob sich die Schnittstelle im Inneren des 
Körpers befindet, was einen operativen Eingriff erforderlich macht, oder auf der 
Körperoberfläche, was zwar in der Anwendung unkomplizierter ist, dafür je-
doch unspezifischere Signale zur Folge hat. Durch diese verschiedenen Typen 
an neuroelektrischen Schnittstellen ergibt sich eine große Bandbreite an mögli-
chen Anwendungen, hauptsächlich im klinischen Bereich, die sich in unter-
schiedlichen Phasen der Entwicklung bzw. Anwendungsreife befinden. 
Ableitende Systeme unterscheiden sich danach, wo neuronale Aktivität er-
fasst wird (im peripheren oder zentralen Nervensystem) und auf welche Art 
(invasiv vs. nichtinvasiv), sowie natürlich auch danach, welche Geräte letztend-
lich gesteuert werden sollen (Prothese, Rollstuhl, Computer etc.). Die Steuerung 
von Greifprothesen ist einer der zentralen und angesichts der Vielzahl der Be-
troffenen auch kommerziell aussichtsreichsten Anwendungsbereiche. Seit über 
30 Jahren behilft man sich hier mit myoelektrischen Prothesen, bei denen Elek-
troden die verbliebene Muskelaktivität im Stumpf erfassen und damit batterie-
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betriebene Motoren in Gang setzen. Besonders bei der technischen Nachbil-
dung der Hand mit ihren verschiedenen Bewegungsmöglichkeiten stößt diese 
Methode aber aufgrund schwacher Signale schnell an Grenzen. Abhilfe ver-
spricht eine Steuerung direkt durch die Hirnaktivität, also quasi durch Gedan-
kenkraft, ohne den Umweg über das periphere Nervensystem. Dieser Weg wird 
seit etwa 20 Jahren intensiv erforscht. In dem vorliegenden Bericht werden dies-
bezügliche Anwendungen, die nichtinvasive Hirnschnittstellen umfassen, als 
Brain-Computer-Interfaces (BCI) bezeichnet, solche mit invasiven Schnittstel-
len als Brain-Machine-Interfaces (BMI): 
› BCI-Systeme nutzen in der Regel die neuroelektrische Gehirnaktivität, die 
über Elektroenzephalogramm (EEG) an der Kopfoberfläche erfasst und in 
maschinelle Steuerkommandos übersetzt wird. Sie sind bislang vor allem als 
computerbasiertes Kommunikationsmittel (z. B. Buchstabierhilfe bzw. Sur-
fen im Internet) für schwer gelähmte Patienten mit einigem Erfolg erprobt 
worden. Andere Anwendungszwecke – insbesondere die Steuerung exter-
ner Geräte wie Rollstühle, Hilfsroboter, Exoskelette, Drohnen etc. – werden 
zwar seit vielen Jahren intensiv erforscht, haben es aber noch nicht bis zur 
Anwendungsreife gebracht. Schnelle Erfolge sind auch in nächster Zeit 
nicht zu erwarten. Denn die Gewinnung von Oberflächenpotenzialen auf 
der Kopfhaut von gesunden wie kranken Nutzern ist zwar unproblematisch 
und weitgehend risikolos, leidet gleichzeitig aber an geringer räumlicher 
Auflösung sowie an verrauschten Signalen mit geringer Bandbreite. Die 
Nichtinvasivität erweist sich folglich zugleich als größter Pluspunkt wie 
auch als wesentlicher Nachteil derartiger Anwendungen. 
› BMI-Systeme: Im Unterschied zu den räumlich schlecht aufgelösten und oft 
verzerrten EEG-Ableitungen lassen sich mittels implantierter Mikroelekt-
roden prinzipiell sehr hohe und spezifische Datenraten aus dem Gehirn ge-
winnen. Aus diesem Grund eignen sich BMI-Anwendungen besser dazu, 
auch komplexere Gerätschaften wie etwa avancierte Gliedmaßenprothesen 
zu kontrollieren. Allerdings sind Prothesen, die direkt mit dem Gehirn ver-
kabelt sind, noch nicht aus dem Stadium der Grundlagenforschung heraus-
gekommen und wurden bislang vor allem im Tierversuch und nur in Ein-
zelfällen beim Menschen prototypisch realisiert. Einer verbreiteten Anwen-
dung steht derzeit neben den operativen Risiken vor allem die noch sehr 
eingeschränkte Langzeitstabilität der implantierten Sonden im Weg, die 
aufgrund der Fremdkörperreaktion des Körpers (Einkapselung) in der Re-
gel nach wenigen Wochen ihre Funktion verlieren. 
Während sich die ableitenden Systeme noch in einem sehr frühen Entwick-
lungsstadium befinden, was vor allem mit den komplexen Anforderungen an 
die Datenerfassung und -analyse zusammenhängt, gehören die vom Aufbau her 
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etwas einfacheren stimulierenden Systeme teilweise bereits seit Längerem zum 
klinischen Alltag. Auch hier ist zwischen invasiven und nichtinvasiven Verfah-
ren zu unterscheiden, wobei vor allem invasive Stimulationsanwendungen – 
etwa das Cochlea-Implantat zur Wiederherstellung des Gehörs oder die tiefe 
Hirnstimulation (Deep Brain Stimulation [DBS]) zur symptomatischen Thera-
pie neuromotorischer Erkrankungen wie Parkinson – zum festen Standardreper-
toire der Medizin gehören. Der Vorteil von invasiv stimulierenden Schnittstellen, 
die neben den bereits erwähnten noch viele andere therapeutische Anwendungen 
haben (z. B. als Rückenmark-, Muskel-, Blasen- oder Enddarmstimulatoren), liegt 
darin, dass im Unterschied zu den derzeit erforschten nichtinvasiven Stimula-
tionsverfahren, wie der transkraniellen Magnet- oder der Elektrostimulation, 
einzelne Muskeln, Nerven oder Hirnbereiche wesentlich spezifischer gereizt 
werden können. 
Speziell die weite Verbreitung sensorischer Neuroprothesen und der DBS-
Therapie, die beide auf das zentrale Nervensystem einwirken, wirft ethische 
Fragen auf und befeuert Cyborgvisionen, die eine baldige Verschmelzung von 
Mensch und Technik zu einer Art kybernetischem Mischwesen prognostizieren: 
› Bei der tiefen Hirnstimulation, die außer bei Parkinson inzwischen u. a. 
auch bei schweren Fällen von Zwangsstörungen und Depressionen zum 
Einsatz kommt, werden dem Patienten winzige Elektroden tief in das Ge-
hirn implantiert und dort verankert, der Stromimpuls erfolgt über einen 
Impulsgeber, der unterhalb des Schlüsselbeins unter die Haut eingepflanzt 
wird. Der therapeutische Nutzen der DBS ist bei den erwähnten Indikatio-
nen anerkannt, dennoch kommt sie nur als ultima ratio zur Anwendung. 
Dies hängt zum einen mit der Schwere des Eingriffs, zum anderen aber 
auch mit grundsätzlichen ethischen Vorbehalten zusammen, da bei Patien-
ten teilweise gravierende psychische Nebenwirkungen bis hin zu Persön-
lichkeitsveränderungen beobachtet wurden. 
› Sensorische Prothesen, wie das weitgehend ausgereifte Cochlea-Implantat 
oder das seit Kurzem erhältliche Retina-Implantat (zur Wiederherstellung 
des Sehsinns), setzen an peripheren Sinnesnerven an, um durch Reizung 
derselben die verlorengegangene Wahrnehmungsfähigkeit zumindest ru-
dimentär zu kompensieren. Dabei verschmelzen menschliches Gehirn und 
technisches Hilfsmittel zu einer Funktionseinheit, wobei auch gewisse Sin-
neserweiterungen möglich (z. B. ein überdurchschnittlich gutes Hören in 
sehr lauten Umgebungen) oder für die Zukunft denkbar sind (z. B. das Hö-
ren von Ultraschall). 
Zwar bieten die bestehenden Neurotechnologien also bereits jetzt Optionen, die 
menschliche Sinneswahrnehmung über das natürlich gegebene Maß hinaus zu 
erweitern. Es wäre jedoch sehr fragwürdig, solche technischen Sinneserweite-
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rungen als eine wünschenswerte Verbesserung der menschlichen Natur darzu-
stellen, weil der erreichbare Nutzen gegenüber den damit verbundenen gesund-
heitlichen Risiken gering erscheint und daher keine breitere gesellschaftliche 
Anwendung bei Nichtkranken rechtfertigen und auch in näherer Zukunft nicht 
erwarten lässt. 
Im Rahmen der invasiven Interaktion mit dem Nervensystem ist in jüngster 
Zeit eine neue Anwendungsdimension am Horizont aufgetaucht, die mit der 
Entwicklung bidirektionaler Schnittstellen einhergeht. Ziel ist eine Integration 
ableitender und stimulierender Verfahren. Konkret stehen zwei Anwendungs-
gebiete im Vordergrund: 
› »fühlende« Handprothesen, die eine sensorische Rückmeldung geben und 
damit ein natürlicheres Greifen ermöglichen sollen; 
› »intelligente« Implantate (auch Elektrozeutika genannt), die Hirnsignale 
autonom überwachen und nur bei Vorliegen von Auffälligkeiten, die etwa 
auf einen bevorstehenden epileptischen Anfall hindeuten, stimulatorisch 
aktiv werden. 
Mit der neurotechnologischen Integration von Sensorik und Aktorik wäre eine 
neue Dimension der Technisierung des Menschen erreicht. Bis derartige invasi-
ve Systeme klinisch nutzbar sein werden, dürfte es noch ein langer Weg sein. 
Wie die Geschichte der Neurotechnologien zeigt, besteht in diesem Feld ein ge-
nerelles Ungleichgewicht zwischen den intensiven, oft jahrzehntelangen For-
schungsbemühungen und den eher spärlichen klinischen Anwendungserfolgen. 
Verantwortlich dafür sind die hohen Entwicklungshürden, die durch die relativ 
strengen sicherheitstechnischen Anforderungen an derartige Medizinprodukte 
noch verschärft werden. Hinzu kommt, dass der Markt für viele neurotechnolo-
gische Anwendungen äußerst begrenzt ist, weil die Anwendungen zumeist nur 
auf sehr spezifische Indikationen zugeschnitten sind und damit letztlich auch 
nur für überschaubare Patientengruppen infrage kommen. 
Stand und Perspektiven der autonomen Robotik 
Roboter – gemeinhin als Manipulationsmaschinen definiert, die über einen ge-
wissen Grad an Autonomie verfügen – stehen synonym für die zunehmende 
Automatisierung der Gesellschaft, die im industriellen Bereich mit dem Auf-
kommen der ersten Industrieroboter in den 1970er Jahren eingesetzt hat. Hier-
bei handelt es sich in der Regel um große und schwere Maschinen, die aus Si-
cherheitsgründen strikt vom Menschen getrennt werden und weitgehend repe-
titive Tätigkeiten in hochgradig strukturierten Umgebungen zu vollbringen ha-
ben – Roboter dieser Art sind in der produzierenden Industrie heute massenhaft 
verbreitet. In den letzten 10 Jahren haben Forschung und Entwicklung auf dem 
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Gebiet der Robotik jedoch deutliche Fortschritte gemacht, sodass eine neue Ge-
neration von Robotern am Horizont auftaucht, die sogenannten autonomen 
Roboter, die als Service- oder Assistenzroboter zunehmend in alltägliche Berei-
che vordringen und dabei immer enger mit Menschen interagieren. Dieser neue 
Robotertyp verfügt über einen höheren Grad an Selbstständigkeit und ist in der 
Regel deutlich leichter und flexibler konstruiert als klassische Industrieroboter – 
er stellt mithin ganz neue Herausforderungen an Forschung und Entwicklung. 
Wesentliche Wissensgrundlagen für die Konstruktion autonomer Systeme 
sind in den beiden eng verwandten Forschungszweigen KI sowie des maschinel-
len Lernens (ML) verankert. Insbesondere die KI-Forschung, deren Wurzeln bis 
in die 1940er Jahre zurückgehen, hat in ihrer wechselvollen Geschichte die Ent-
wicklung robotischer Systeme maßgeblich geprägt. Während lange Zeit die 
Vorstellung einer »starken« KI leitend war, also die künstliche Nachbildung all-
gemeiner menschlicher Intelligenz inkl. Bewusstsein, hat diese Idee nach etli-
chen Rückschlägen innerhalb der Wissenschaft inzwischen an Anziehungskraft 
verloren. Stattdessen stehen heute spezifische Anwendungsprobleme im Vor-
dergrund, die man mithilfe künstlicher Systeme zu lösen versucht – ohne dabei 
im umfassenden Sinne intelligente Maschinen schaffen zu wollen (sogenannte 
»schwache« KI). In den Bereich der »schwachen« KI fallen etwa die Forschun-
gen zum ML, ein Gebiet, in dem in den letzten Jahren auf algorithmischer Ebe-
ne beeindruckende Anwendungserfolge erzielt werden konnten. 
Autonome Roboter lassen sich als Perception-Action-Learning-Systeme 
charakterisieren, d. h. als physische Agenten, die Wahrnehmung und Verhalten 
interaktiv und unter Echtzeitbedingungen realisieren. Die Entwicklung derarti-
ger Systeme erfordert eine konsequent interdisziplinäre Herangehensweise, die 
weit über die skizzierten Grundlagenfächer der KI- und ML-Forschung hinaus-
geht und vor allem auch technische Disziplinen wie die Mechatronik, die Rege-
lungstechnik oder die Elektrotechnik involviert. Zentrale Teilbereiche von For-
schung und Entwicklung im Feld der autonomen Robotik sind der Wahrneh-
mung, Lern- und Planverfahren (Steuerung) sowie der Systemintegration zuge-
ordnet: 
› Wahrnehmung: Grundlage für die Verhaltenssteuerung autonomer Roboter 
ist die Erstellung eines hinreichend guten Modells der Roboterumgebung 
und des eigenen Zustands aus sensorischen Informationen. Dafür braucht 
es erstens vielfältige Sensorik, die interne und externe Parameter erfassen 
kann, und zweitens Verfahren, die eine semantische Interpretation der 
wahrgenommenen Objekte ermöglichen (Objektklassifikation). Im Bereich 
der Sensorik und den Methoden der Dateninterpretation, Mustererkennung 
und Kartierung (etwa mithilfe von Deep Learning) wurden in den letzten 
Jahren deutliche Fortschritte erzielt. Dennoch stellt die autonome Wahr-
nehmung in Echtzeit, vor allem in Bezug auf ein umfassendes Szenenver-
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ständnis auf Grundlage einzelner Wahrnehmungsinhalte, immer noch eine 
große Herausforderung dar. Dies gilt im Besonderen, wenn es darum geht, 
menschliche Bewegungen zu erkennen und dann die Absicht dieser Bewe-
gungen zu eruieren, was für die Interaktion mit Menschen von großer Be-
deutung ist. 
› Lern- und Planverfahren: Neben Sensoren und Aktuatoren, die es ermögli-
chen, die Umwelt zu vermessen und in diese einzugreifen, sind insbesonde-
re Lern- und Adaptionsmechanismen zentral, welche das System befähigen, 
sich an sich verändernde Umgebungen anzupassen oder komplett neue 
Verhaltensweisen zu erwerben. Die verfügbaren Lern- und Planungsansätze 
stoßen in unstrukturierten Umgebungen und bei Bewegungsabläufen, wie 
sie humanoide Manipulationsroboter (mit ihren oft über mehr als 50 Rege-
lungsdimensionen) zu vollbringen haben, noch definitiv an ihre Grenzen. 
Erforderlich ist viel manuelle Programmierung und externe Feinsteuerung. 
Werden heute Roboter in komplexen Domänen eingesetzt, dann agieren 
diese deshalb in der Regel nur semiautonom: Der Roboter führt einzelne, 
klar definierte Aktionen autonom aus, die übergeordnete Steuerung sowie 
Zielfestlegung ist jedoch weiterhin Sache des Menschen. 
› Systemintegration: Ein Roboter ist mehr als die Summe seiner Teile. Erst 
durch die mechanische, elektrische und informationstechnische Verbin-
dung der verschiedenen Systembestandteile entsteht in der Summe sinnvol-
les Roboterverhalten. Ein wesentlicher Teil der Integration der unterschied-
lichen Systemkomponenten zu einem funktionsfähigen Gesamtsystem wird 
durch die Robotersoftware geleistet. Sie stellt eine der zentralen Hürden bei 
der Entwicklung autonomer Roboter dar, da vorhandene Softwarelösungen 
oft nur auf einen einzigen Roboter und einige spezialisierte Anwendungen 
zugeschnitten sind. Der dafür erforderliche Aufwand ist – nicht zuletzt we-
gen fehlender Standards im Bereich von Hard- und Software – erheblich 
und erfordert interdisziplinäre Kompetenzen, über die nur wenige Soft-
warespezialisten verfügen. 
Die autonome Robotik hat in den letzten Jahren zweifelsohne erhebliche Fort-
schritte gemacht. Angesichts des demografischen Wandels, der die meisten 
westlichen Staaten erfasst hat, ist eine verbreitete Hoffnung für die Zukunft, dass 
autonome technische Helfer die dadurch zu erwartenden Produktivitätsverluste 
ausgleichen können. Das erwartete Marktpotenzial für autonome Roboter ist 
demnach enorm, und es erstaunt deshalb nicht, dass sowohl private als auch 
öffentliche Akteure – zu nennen sind insbesondere die US-amerikanische De-
fense Advanced Research Projects Agency (DARPA) und die großen IT-
Konzerne Google, Apple und Amazon – bereit sind, viel Geld zu investieren. 
Die Anwendungsmöglichkeiten für autonome Roboter sind äußerst vielfältig – 
das Spektrum reicht vom Katastrophen- oder Kriegseinsatz über die Assistenz 
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in Pflegeeinrichtungen bis hin zum sozialen Gefährten für den Alltag –, die 
technologischen Anforderungen im Einzelnen so unterschiedlich wie die Ein-
satzfelder selber. Um ein genaueres Bild der heterogenen FuE-Dynamik zu be-
kommen, werden im Bericht exemplarische Anwendungen aus den einzelnen 
Einsatzbereichen vorgestellt, ihr Entwicklungsstand sowie die sich dabei stellen-
den Herausforderungen und Lösungsansätze kursorisch diskutiert. 
Die Breite der dargestellten Anwendungsbereiche macht deutlich, dass das 
Feld das Potenzial hat, viele alltägliche Lebensbereiche grundlegend zu verän-
dern. Auch wenn autonome Roboter heute schon erstaunliche Fähigkeiten be-
sitzen, ist dennoch festzuhalten, dass noch starke Beschränkungen bestehen, die 
auf längere Sicht Gegenstand intensiver Forschungen bleiben dürften. So er-
streckt sich der kommerzielle Aufschwung bislang im Wesentlichen auf mobile 
Roboter, d. h. Systeme, die sich in robotergerechten Umgebungen auf Rädern 
fortbewegen und nur sehr spezialisierte Fertigkeiten haben. Die »Königsdiszip-
lin« der autonomen Robotik, nämlich humanoide Systeme, die auch komple-
xere Manipulationsaufgaben in unstrukturierten Situationen selbstständig 
durchführen können, befindet sich nach wie vor in einem frühen Entwick-
lungsstadium – und damit auch Assistenz- und Serviceroboter, die über diese 
Kompetenzen verfügen müssen, um die in sie gesetzten großen Zukunftshoff-
nungen erfüllen zu können. Viele Einzelprojekte scheitern mangels langfristi-
ger Finanzierung oder weil sie es nicht schaffen, die benötigten interdisziplinä-
ren Fachkompetenzen zu bündeln, die für die Bewältigung eines solchen Vor-
habens unabdingbar sind. 
Vor diesem Hintergrund ist nicht davon auszugehen, dass sich die gesell-
schaftlichen Veränderungen abrupt vollziehen werden – eher ist mit einer all-
mählichen Verbreitung autonomer Roboter im Alltag zu rechnen, womit Raum 
für politische Weichenstellungen und eine gesellschaftliche Gestaltung der Ent-
wicklung bleiben dürfte. In Bezug auf die autonome Robotik scheint dieser Re-
flexionsprozess aber auch besonders drängend, und er sollte sich nicht nur auf 
Sicherheitsfragen beschränken. Denn Ziel dieses FuE-Feldes ist es, Maschinen 
zu erzeugen, die bisher dem Menschen vorbehaltene Tätigkeiten übernehmen. 
Diese menschenähnlichen Maschinen transportieren (im Rahmen ihrer techno-
logischen Möglichkeiten) ein bestimmtes Bild des Menschen sowie sozialer Be-
ziehungen und werden somit, je mehr sie in unseren Alltag Einzug halten, auch 
unser Selbstverständnis und unsere Lebensweise grundlegend herausfordern. 
Schlussfolgerungen 
Noch entwickeln sich die beiden Technikfelder (Neurotechnologien und auto-
nome Robotik) weitgehend abgegrenzt voneinander, was aufgrund der sehr un-
terschiedlichen wissenschaftlich-technologischen Grundlagen auch nicht weiter 
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erstaunlich ist. Aus übergeordneter Sicht ist mit Blick auf ihre Implikationen 
jedoch hervorzuheben, dass ihre Anwendungsperspektiven die beiden Pole ei-
ner übergreifenden Entgrenzungsdynamik markieren: Maschinen werden im-
mer menschenähnlicher (Roboter), gleichzeitig werden menschliche Körper 
zunehmend technisiert (Cyborg). Auf die Spitze getrieben wird diese Entwick-
lung durch die sich immer deutlicher abzeichnende Konvergenz von Robotik 
bzw. KI und Neurotechnologien. So sind Prothesen, welche die Bewegungsab-
sichten des Trägers aus seinen Muskelsignalen grob »herauslesen«, bereits Stan-
dard. Neuerdings wird aber auch intensiv an sogenannten intelligenten Robo-
terprothesen geforscht, die über einen wesentlich größeren Grad an Autonomie 
verfügen, um auch bei schwachen Signalen die volle Funktionsfähigkeit von 
Hand, Arm oder Bein wiederherzustellen. Daneben beginnen sich weitere An-
wendungen im Schnittfeld von Robotik und Neurotechnologien herauszukris-
tallisieren, etwa »intelligente« Implantate (Elektrozeutika), robotische Exoske-
lette oder BCI-gesteuerte Roboter. 
Das visionäre Potenzial dieser Entwicklungen steht außer Frage. Bei genau-
erer Betrachtung zeigt sich jedoch nicht selten, dass sich die populären, häufig 
transhumanistisch inspirierten Zukunftsvisionen auf Einschätzungen der Ent-
wicklungsdynamik stützen, die bestenfalls hochkontrovers, manchmal auch un-
klar sind oder gar jeglicher Grundlage entbehren. Derartig überschießende Er-
wartungshaltungen sind nicht zuletzt ein Symptom der noch sehr unscharfen 
Konturen der technologischen Felder selbst, die hinsichtlich möglicher Anwen-
dungsperspektiven einen weiten Zukunftshorizont eröffnen und damit allerlei 
Spekulationen Nahrung bieten. Vor diesem Hintergrund kommt der vorliegen-
de Bericht auf Basis der technologischen Bestandsaufnahme zum Schluss, dass 
zwischen den realen Anwendungsmöglichkeiten und den teils sehr weitreichen-
den Visionen ein deutliches Missverhältnis besteht: 
› So bieten auch die klinisch etablierten Neurotechnologien wie die tiefe 
Hirnstimulation oder das Cochlea-Implantat nur eine gewisse Kompensa-
tion für massive krankheitsbedingte Einschränkungen und sind zudem kei-
neswegs risikolos. Die meisten anderen Anwendungen, etwa im Bereich der 
Gehirn-Maschine-Schnittstellen, befinden sich noch in einem rein experi-
mentellen Stadium, und es wird noch viel Forschungs- und Entwicklungs-
arbeit erforderlich sein, diese Technologien zur Marktreife zu bringen. 
› Was die KI und Robotik anbelangt, so scheint die Aussicht auf eine Macht-
übernahme künstlicher Intelligenzen derzeit vernachlässigbar zu sein ange-
sichts der großen technologischen Herausforderungen (insbesondere der 
funktionalen Integration von Wahrnehmungs-, Planungs- und Manipula-
tionsfähigkeiten), vor denen die Entwicklung komplexerer Serviceroboter 
steht. Die bisherigen Erfolge, welche die KI-Forschung unzweifelhaft vor-
zuweisen hat, beschränken sich auf »lernfähige« Softwareanwendungen – 
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intelligentes oder autonomes Verhalten im menschlichen Sinne zeigen diese 
in keiner Weise, sodass völlig unklar bleibt, ob und wie sich eine physisch 
verkörperte »starke« KI überhaupt realisieren lässt. 
Die zu beobachtende Verkürzung der öffentlichen Debatte auf Cyborgs und 
künstliche Superintelligenzen ist vor allem deshalb wenig hilfreich, weil sie den 
Blick von den eigentlich drängenden normativen Fragen ablenkt, die mit der 
weiteren Verbreitung autonomer Systeme bereits jetzt relevant werden. Diese 
liegen, so ein Befund des vorliegenden Berichts, vor allem in den zunehmenden 
anthropologischen Grenzerfahrungen, die mit der kategorialen Angleichung 
von Mensch und Maschine im Zuge der beschriebenen Technisierungsprozesse 
einhergehen. Eine zentrale Rolle dabei spielt der Begriff der Handlung, der nach 
gängigen ethisch-rechtlichen Auffassungen eng mit dem Mensch- bzw. Perso-
nensein verknüpft ist. So gelten ausschließlich Personen als handlungsfähig, weil 
nur ihnen die Fähigkeit zugeschrieben wird, sich aus freien Stücken in ihrem 
Tun Ziele zu setzen und die Mittel auszuwählen, um diese zu erreichen. Ma-
schinen hingegen, als Produkte des Menschen, sind nach herkömmlichem Ver-
ständnis rein technische Hilfsmittel, um menschliche Zwecke zu erfüllen. Diese 
diametrale Abgrenzung von Mensch und Maschine bildet einen wesentlichen 
Pfeiler unserer normativen Ordnung, etwa in Bezug auf moralische Verantwor-
tungszuschreibungen, die auch rechtlichen Kategorien zugrunde liegen. Der 
weitere Fortschritt bei Robotern und Neurotechnologien bringt diese Grund-
ordnung immer mehr ins Wanken, insofern nämlich, als Technik im Zuge des-
sen ihren rein instrumentellen Charakter verliert und als zunehmend selbst-
ständig agierender Akteur ihrerseits tief in das persönlich-individuelle wie auch 
das gesellschaftlich-kollektive Selbstbewusstsein einzugreifen beginnt. Dass die-
se Entwicklung vielfältige normative Unsicherheiten aufwirft – etwa im Hin-
blick auf das leitende Menschenbild, den wünschbaren Grad an gesellschaftli-
cher Automatisierung (und damit auch Normierung) sowie die Gestaltung des 
Mensch-Technik-Verhältnisses –, dürfte auf der Hand liegen. 
Diese normativen Herausforderungen machen eine frühzeitige Auseinan-
dersetzung mit den gesellschaftlichen Konsequenzen, aber auch Rahmenbedin-
gungen der Entgrenzungsdynamik erforderlich. Wie eine »antizipatorische 
Governance«, die nicht nur Wissenschaft und Technik, sondern auch Politik, 
Wirtschaft und potenzielle Nutzer einbeziehen sollte, organisiert werden könn-
te, ist aber noch eine weitgehend offene Frage. Aus der Tatsache, dass die nor-
mativen Implikationen der neuen Entgrenzungstechnologien nicht unabhängig 
von ihren Anwendungskontexten zu beurteilen sind, lässt sich zumindest fol-
gern, dass eine übergeordnete Debatte zu den Chancen und Risiken dieser Ent-
wicklungen wenig sinnvoll erscheint. Stattdessen ist die gesellschaftliche Ausei-
nandersetzung sinnvollerweise mit einem differenzierten Blick auf die jeweili-
gen Anwendungsfelder und ihre moralischen Implikationen zu führen, dabei 
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möglichst unter Mitwirkung relevanter Akteure und Interessenvertreter. Ange-
sichts der anthropologischen Herausforderungen durch die neuen Technolo-
gien sollte es dabei letztlich immer auch um die Frage gehen, was wir als genui-
nen Wesenszug des Menschen und seiner Kultur verstehen sowie was davon wir 
für die Zukunft erhalten und vor maschinellem Zugriff schützen wollen. 
Angesichts des demografischen Wandels gilt der Bereich der Pflege und Ge-
sundheit für Deutschland zu Recht als paradigmatisches Anwendungsfeld für 
Technologien der Mensch-Maschine-Entgrenzung. Denn zukünftig ist mit einer 
zunehmenden Alterung der Bevölkerung und damit mit einem wachsenden 
Anteil pflegebedürftiger Menschen an der Gesamtbevölkerung zu rechnen. Der 
dadurch drohende Pflegenotstand gilt als eine der größten gesellschaftlichen 
Herausforderungen, die – so wird postuliert – nur mit dem verstärkten Einsatz 
neuer Technologien zu bewältigen ist. Speziell autonom agierenden Service- 
bzw. Pflegerobotern sowie der Kombination assistiver Technologien mit nicht-
invasiven Neurotechnologien (Steuerung von Exoskeletten, Kommunikations-
geräten etc. mittels Brain-Computer-Interface) wird großes Potenzial zuge-
schrieben, Pflegekräfte entlasten und Pflegebedürftige im Alltag und bei der Re-
habilitation unterstützen zu können – derartige Anwendungen befinden sich in 
Entwicklung und Erprobung. Wie entsprechende Assistenzsysteme und vor 
allem auch eine den pflegerischen Herausforderungen angemessene Gover-
nance der Technikentwicklung in der Praxis aussehen könnten, sind Fragen, 





Die fortlaufende technische Gestaltung seiner Lebenswelt gilt als ein Wesens-
merkmal des Menschen, der aus anthropologischer Sicht deshalb auch gerne als 
Homo faber – als Handwerker – bezeichnet wird. Im Laufe seiner Geschichte 
schuf der Mensch immer komplexere und wirkmächtigere Artefakte, um in sei-
ne Umwelt eingreifen und sie zu seinen Gunsten verändern zu können, wobei 
mehrere technische Entwicklungssprünge zu verzeichnen waren. Als besonders 
einschneidend gelten die erste landwirtschaftliche Revolution (ca. 10.000 v. Chr.), 
in der sich die Techniken zur agrarischen Nahrungsmittelproduktion entwickel-
ten, sowie die industrielle Revolution im 19. Jahrhundert, welche die Dampfma-
schine hervorbrachte und mit ihr neue Formen der industriellen Massenpro-
duktion. Diese Technisierungsprozesse haben den menschlichen Alltag tiefgrei-
fend verändert und prägen ihn noch heute. Derzeit befinden wir uns womöglich 
mitten in einem weiteren fundamentalen, technisch bedingten Umbruchpro-
zess, der als digitale oder informationelle Revolution bezeichnet wird und mit 
dem das Zeitalter der informationstechnisch vernetzten, teils als »intelligent« 
bezeichneten Maschinen begonnen hat. 
Maßgeblicher Motor der aktuellen Innovationsdynamik ist eine rasante Zu-
nahme der Rechenkapazität von Computern, gekoppelt an die zunehmende 
Miniaturisierung, Vernetzung und Verbilligung der relevanten technischen 
Komponenten. Der Fortschritt im Bereich der Computer- und Informations-
technologie macht es in Zusammenhang mit Erkenntnissen aus dem Bereich 
der Neurowissenschaften und der KI inzwischen möglich, Maschinen zu entwi-
ckeln, welche das Potenzial haben, das Mensch-Technik-Verhältnis ganz neu zu 
definieren. Zwei unterschiedliche Technologiefelder sind diesbezüglich von be-
sonderer Relevanz, nämlich die Neurotechnologien auf der einen und die auto-
nome Robotik auf der anderen Seite: 
› Neurotechnologien umfassen die invasive oder nichtinvasive Kopplung ma-
schineller Systeme an das Gehirn bzw. periphere Nervensystem. Dadurch 
wird es möglich, neuronale Signalprozesse direkt zu beeinflussen oder aber 
neuronale Signale über eine technische Schnittstelle auszulesen, mittels ma-
schinellen Lernens zu interpretieren und in maschinelle Aktivität umzuset-
zen (Steuerung von Neuroprothesen, Computern etc.). Damit eröffnen sich 
ganz neue Möglichkeiten, körperliche Defizite wie Gehörlosigkeit oder 
Blindheit technisch zu kompensieren (mithilfe sogenannter Neuroimplan-
tate oder -prothesen) oder Gliedmaßenprothesen anzusteuern. Die Techni-
sierung des Menschen erreicht dadurch eine ganz neue Qualität, da diese 
Geräte immer häufiger direkt am Gehirn ansetzen, also an der Quelle des 
menschlichen Bewusstseins und Selbstbewusstseins. 
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› Roboter sind dank ihres Autonomisierungsgrades bereits seit Längerem in 
der Lage, bislang Menschen vorbehaltene Tätigkeiten auszuüben. Neben 
dem klassischen und weitverbreiteten Industrieroboter, dessen Verhalten 
noch in vielerlei Hinsicht determiniert ist, wird in den Laboren von For-
schung und Industrie aber auch an neuen Robotertypen geforscht, die zu-
nehmend Tätigkeiten übernehmen sollen, die bisher nur von Menschen 
durchgeführt werden konnten. Hierzu gehören komplexe Aufgaben, die be-
züglich kognitiver Fähigkeiten (Autonomie, Intelligenz, Lernfähigkeit) ei-
nen hohen Entwicklungsgrad erfordern. Dadurch eröffnen sich neue An-
wendungsfelder, primär in den Bereichen Industrie, Haushalt, Medizin bzw. 
Pflege sowie beim Militär – konkrete Anwendungen sind etwa Servicerobo-
ter, die (in sehr einfacher Form) bereits im Haushalt oder in der Pflege ver-
breitet sind. Von traditionellen Maschinen unterscheiden sich solche Ma-
schinen dadurch, dass sie nicht nur die Handlungsfähigkeit des Menschen 
erweitern, sondern selbst in einem funktionalen Sinne quasi handlungsfähig 
sind, ja sein müssen, um die ihnen zugewiesenen Aufgaben erledigen zu 
können. 
Im »Zeitalter der Neurotechnologien« bezieht der Homo faber somit erstmals 
seinen inneren Wesenskern in den Technisierungsprozess mit ein (Müller 2010, 
S. 9), während er sich mit Robotern quasi sein technisches Ebenbild zu schaffen 
sucht. Verbindendes Kernmerkmal dieser (auf technologischer Ebene) noch 
weitgehend unverbundenen Entwicklungsstränge ist folglich, dass sie die tra-
dierte anthropologische Abgrenzung zwischen dem schaffenden Menschen ei-
nerseits und seinen technischen Hilfsmitteln andererseits grundlegend und je-
weils aus unterschiedlichen Richtungen herausfordern. Aus übergeordneter 
Perspektive zeigt sich eine wechselseitige Dynamik, die im Folgenden als 
Mensch-Maschine-Entgrenzung bezeichnet wird und futuristisch erscheinende 
Perspektiven eröffnet. 
So bietet der neurotechnologische Zugriff auf das Gehirn nicht nur die 
Chance, durch Krankheit oder Unfall hervorgerufene Defizite auszugleichen, 
sondern im Prinzip ist es bereits jetzt möglich, die psychische und körperliche 
Leistungsfähigkeit des Menschen mittels technischer Erweiterungen, die im o-
der am Körper getragen werden – sei es in Form von Prothesen, Neuroimplan-
taten oder Gehirn-Computer-Schnittstellen –, gezielt zu verbessern. Inwiefern 
eine derartige Verschmelzung des Menschen mit und damit seine steigende Ab-
hängigkeit von der Technik gesellschaftlich wünschenswert und unter ethisch-
moralischen Gesichtspunkten vertretbar ist, wird unter dem Schlagwort Human 
Enhancement (HE) bereits seit Längerem kontrovers diskutiert. Dass sich die 
vor allem philosophisch geprägten Fragestellungen vor dem Hintergrund ge-
genwärtiger Entwicklungen als aktueller denn je erweisen, zeigt u. a. das Beispiel 
des sogenannten »Cyborgismus«, bei dem es sich um eine Bewegung von Men-
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schen handelt, die vor allem mit Technologien zur Sinneserweiterung experi-
mentiert und dabei auch Implantate nutzt. Maschinenmenschen, sogenannte 
Cyborgs, sind also anscheinend keine rein futuristische Vision mehr. Dies wirft 
grundlegende Fragen auf: Wo verläuft die Grenze zwischen Mensch und Ma-
schine? Welche Folgen hat es für unsere Gesellschaft, wenn sich solche techni-
schen Erweiterungen, die zunächst nur für einen kleinen Personenkreis bezahl-
bar sein dürften, durchzusetzen beginnen? 
Parallel zu der zunehmenden Technisierung des Menschen ist zu beobach-
ten, dass körperextern agierende Maschinen (zumindest in funktionaler Hin-
sicht) immer menschenähnlicher werden und in machtvollere Rollen zu schlüp-
fen beginnen. Schon heute ist maschinelles Lernen anhand großer Datenmen-
gen ein etabliertes Phänomen, das Eingang in verschiedene Alltagsanwendun-
gen gefunden hat und etwa bei Überwachungstechnologien oder bei Suchma-
schinen zum Einsatz kommt. Zwar ist der superintelligente Roboter mit einem 
Ichbewusstsein noch ein unbestimmtes Zukunftsszenario, aber es ist bereits 
heute ein Punkt im Automatisierungsgrad erreicht, der nicht nur das menschli-
che Selbstverständnis, sondern auch die Gesellschaft grundlegend revolutionie-
ren könnte. Inwieweit wird z. B. die Autonomie von Menschen infrage gestellt, 
wenn sich derartige Anwendungen in sensiblen Alltagsbereichen wie der Pflege 
durchzusetzen beginnen? Neben ethischen wirft diese Entwicklung insbesonde-
re diffizile rechtliche Fragen auf, vor allem im Hinblick auf Sicherheit, Haftung 
und Datenschutz. Wie können die technischen Systeme und die in ihnen ge-
speicherten Daten juristisch vor Angriffen durch Dritte und Missbrauch ge-
schützt werden? Wer ist im Falle von Fehlfunktionen für die entstehenden 
Schäden verantwortlich? 
Zielsetzung und Zuschnitt des Berichts 
Eine besondere Relevanz gewinnt die Entgrenzungsthematik vor dem Hinter-
grund jüngst gestarteter Großprojekte in der EU (»Human Brain Project«) und 
den USA (»Brain Initiative«), in denen die Funktionsprinzipien des Gehirns 
mithilfe von Computern modelliert und simuliert werden sollen, nicht zuletzt 
mit dem Ziel, neue Anwendungsfelder im Schnittfeld von Robotik und Neuro-
wissenschaften bzw. -technologien zu erschließen. Angesichts der vielschichti-
gen Tragweite dieser Entwicklungen erscheint eine rechtzeitige Auseinanderset-
zung mit den zugrundeliegenden wissenschaftlich-technischen Fragen sowie 
den daraus erwachsenden Anwendungspotenzialen und Nebenfolgen also über-
aus sinnvoll und notwendig – umso mehr, als sich der technologische Fort-
schritt weitgehend schleichend vollzieht und unumkehrbare gesellschaftliche 
Veränderungen einleiten könnte. Vor diesem Hintergrund wurde das TAB vom 
zuständigen Ausschuss für Bildung, Forschung und Technikfolgenabschätzung 
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damit beauftragt, eine Untersuchung zum Thema »Mensch-Maschine-Entgren-
zungen« durchzuführen. 
Eine Abschätzung möglicher Technikfolgen in diesem Bereich steht jedoch 
vor mehreren Schwierigkeiten, wie sie für TA-Projekte typisch sind, die sich mit 
neuen und emergierenden Wissenschafts- und Technikfeldern befassen (soge-
nannte »New and Emerging Science and Technology« [NEST]), zu denen auch 
die hier angesprochenen gehören. Verantwortlich dafür sind im Wesentlichen 
die drei folgenden Merkmale der NEST: 
› Sie befinden sich noch in einem sehr frühen, grundlegenden Entwicklungs-
stadium, sodass Prognosen bezüglich realisierbarer Anwendungspotenziale 
und deren gesellschaftlicher Implikationen nur bedingt möglich sind – zu 
groß erscheint hierfür der »Möglichkeitsraum des Zukünftigen« (Grunwald 
2015, S. 66). 
› Prognosen bezüglich der weiteren Entwicklungsdynamik werden auch 
dadurch behindert, dass es sich in der Regel nicht nur um äußerst dynami-
sche, sondern auch um disziplinär weitverzweigte Forschungs- und Ent-
wicklungsfelder handelt. Hinzu kommt, dass sich maßgebliche Innova-
tionsimpulse nicht selten durch unerwartete Konvergenzprozesse an der 
Schnittstelle unterschiedlicher Wissenschafts- und Technologiebereiche er-
geben. Zu nennen sind vor allem die Nano-, Bio-, und Informationstechno-
logien sowie die Neuro- und Kognitionswissenschaften (TAB 2008). 
› Die unscharfen Konturen der Wissenschafts- und Technikfelder werden 
durch öffentliche Debatten konterkariert, die um futuristische, aber den-
noch teils erstaunlich präzise formulierte Technikvisionen kreisen. Was die 
gesellschaftliche Wünschbarkeit dieser weitreichenden Zukunftserwartun-
gen angeht, bestehen häufig sehr kontroverse Einschätzungen. Insgesamt 
resultiert so eine diskursive Gemengelage, die eine nüchterne Betrachtung 
von Chancen und Risiken erschwert. 
Um zu einer seriösen Einschätzung derselben zu kommen, ist es deshalb wich-
tig, zunächst den aktuellen Stand von Forschung, Entwicklung und Anwendung 
zu beschreiben, um auf dieser Basis dann die tatsächlich relevanten (anstelle 
rein hypothetischer und spekulativer) Herausforderungen zu eruieren. Dies ist 
grob umrissen die wesentliche Zielsetzung des vorliegenden Sachstandsberichts. 
Damit soll eine solide Basis geschaffen werden, um die komplexe Entgren-
zungsdynamik, ihre wissenschaftlich-technischen Perspektiven und gesellschaft-
lichen Implikationen im weiteren Projektverlauf anhand konkreter Anwen-
dungsfelder vertiefen und konkretisieren zu können. 
Der Sachstandsbericht hat folgende Struktur: In Kapitel II wird der aktuelle 
visionäre Diskurs zu Mensch-Maschine-Entgrenzungen durch Neurotechnolo-
gie, KI und Robotik skizziert, dabei werden auch historisch-kulturelle und ge-
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sellschaftliche Kontexte der Zukunftsvisionen beleuchtet. Vor diesem Hinter-
grund werden dann in Kapitel III der aktuelle Stand von Forschung und Ent-
wicklung in den Bereichen Neurotechnologien sowie der autonomen Robotik 
dargestellt, bevor in den Schlussfolgerungen (Kap. IV) die Realisierbarkeit der 
Visionen vorläufig bewertet und relevante normative Fragen umrissen werden. 
In Auftrag gegebene Gutachten 
Der vorliegende Bericht basiert auf folgenden Kurzgutachten, die im Rahmen 
des Projekts vergeben wurden: 
› Das Gehirn im Mittelpunkt. Neuroelektrische Schnittstellen schließen den 
Regelkreis. Prof. Dr. Ulrich Hofmann, Freiburg 
› Autonome Robotik, Maschinelles Lernen & Künstliche Intelligenz. Fraun-
hofer-Institut für Intelligente Analyse- und Informationssysteme (Autor: 
Prof. Dr. Sven Behnke), Sankt Augustin 
› Entwicklungen in den Bereichen autonome Robotik, maschinelles Lernen & 
künstliche Intelligenz. Prof. Dr. Stefan Schaal, Santa Monica, USA 
› Vision Assessment: Mensch-Maschine-Entgrenzungen. Zwischen künstli-
cher Intelligenz und Human Enhancement. Fraunhofer-Institut für System- 
und Innovationsforschung (Autoren: Dr. Bruno Gransche, Dr. Philine 
Warnke), Karlsruhe 
Der Gutachterin und den Gutachtern sei für die fruchtbare und engagierte Zu-
sammenarbeit herzlich gedankt. Ein besonderer Dank geht auch an Hannah 
Weinhardt für eine Auswertung und Zusammenfassung der TA-Debatten zum 
Thema, an Matthias Körber für ergänzende Recherchen und an Dr. Arnold Sau-
ter, Knud Böhle und Reinhard Heil für die kritische Durchsicht des Manu-
skripts sowie an Marion Birner und Brigitta-Ulrike Goelsdorf für die Aufberei-










Die aktuellen Diskussionen über die in diesem Bericht behandelten Technolo-
gien werden in hohem Maße durch weitreichende Zukunftsvisionen beeinflusst. 
Die Visionen wiederum fügen sich ein in bereits seit langer Zeit existierende, 
z. T. überlappende Diskurse zur Technisierung des menschlichen Körpers ei-
nerseits und zu autonomen oder intelligenten Maschinen andererseits. Diese 
Diskurse sind kulturell sehr wirkmächtig und haben ganze Genres, wie z. B. die 
Science-Fiction (in der Literatur, im Film und Spielebereich), maßgeblich ge-
prägt. Zudem – und auch: daher – können die gegenwärtigen Diskussionen 
über HE und KI als zwei Paradebeispiele für die in den letzten Jahren zuneh-
mend vertretene Ansicht gelten, dass bei der Ab- und Einschätzung neuer oder 
in der Entstehung befindlicher (emergierender) Technologien zumeist auch 
eine systematische Untersuchung von Zukunftsvisionen – ggf. einschließlich 
sehr weitreichender Visionen – angezeigt ist. Im Fall der Debatte über HE, das 
im Deutschen zumeist entweder als »Steigerung der menschlichen Leistungsfä-
higkeit« oder als »Verbesserung des Menschen« übersetzt wird, ist dabei eine 
Beschränkung auf technologische Eingriffe in den Körper und die Einnahme 
von Substanzen angezeigt (Coenen et al. 2009), da bei breiteren Definitionen 
fast jedwede Techniknutzung als HE gelten würde, wodurch die Debatte ihren 
spezifischen Sinn verlöre. 
Im gegebenen Rahmen können keine umfassende Visionsanalyse und 
-bewertung für die in diesem Bericht behandelten naturwissenschaftlich-tech-
nischen Entwicklungen und Themen vorgenommen werden. Es sollen aber zum 
einen – nach einer kurzen Einführung zur Bedeutung von Zukunftsvisionen in 
der Technikfolgenabschätzung und einer knappen Skizze der Konturen des vi-
sionären Diskurses zu Mensch-Maschine-Entgrenzungen (Kap. II.1) – die zent-
ralen Ideen und Zukunftsbilder in den visionären Diskussionen aus historischer 
Perspektive dargelegt werden (Kap. II.2). Eine solche historische Perspektive ist 
angezeigt, da die aktuellen Diskussionen ganz wesentlich auf älteren Ideen und 
Debatten basieren. Zum anderen soll beispielhaft auf die aktuellen visionären 
Diskussionen sowohl zu HE und Cyborgs als auch zu KI eingegangen werden 
(Kap. II.3). Hierbei geht es insbesondere auch darum, die Akteursnetzwerke 
darzustellen, die diese Diskussionen maßgeblich vorantreiben, da ohne eine sol-
che Darstellung die Dynamik vor allem der massenmedialen Debatten nicht zu 
verstehen ist. In einem Fazit (Kap. II.4) werden dann einige Schlussfolgerungen 
aus den vorherigen Teilkapiteln gezogen und die Ergebnisse in einen breiteren 
Kontext eingeordnet und bewertet. 
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Zur Analyse des visionären Diskurses 1. 
Visionäres Denken wird heute in Politik, Wirtschaft, Wissenschaft und ande-
ren Bereichen oft eingefordert. Unternehmen und andere Organisationen 
formulieren, z. B. in sogenannten »Vision Statements«, ihre »Vision« für die 
Zukunft. Ungeachtet des bekannten Ausspruchs des unlängst verstorbenen 
ehemaligen Bundeskanzlers Helmut Schmidt – wer eine Vision habe, solle 
zum Arzt gehen –, wird auch von der Politik erwartet, dass sie Visionen in die-
sem Sinne entwickelt und die Folgen potenziell einschneidender Entwicklun-
gen längerfristig zu antizipieren versucht. 
Beides gilt natürlich besonders für die Forschungs- und Technologiepolitik, 
in der durch die Technikfolgenabschätzung (TA) – und durch engverwandte 
oder weitgehend identische Forschungsbereiche wie Foresight und die Innova-
tions- und Technikanalyse – politischen Institutionen Orientierungs- und 
Handlungswissen für antizipatorische Governance bereitgestellt wird. Zuneh-
mend wird dabei auch Wissen zu den jeweils relevanten Zukunftsvisionen ein-
bezogen. In den letzten Jahrzehnten und insbesondere im 21. Jahrhundert hat 
das Interesse an den Funktionen und Bedeutungen von Zukunftsvisionen im 
Diskurs zu forschungs- und technologiepolitischen Fragen deutlich zugenom-
men. Auch in der wissenschaftlichen Politikberatung, nicht zuletzt für den 
Deutschen Bundestag (z. B. Gransche/Warnke 2014; Paschen et al. 2004; TAB 
2008), werden nun häufiger Zukunftsvisionen sowie deren Erzeugung und Nut-
zung analysiert (z. B. Berloznik et al. 2006; Coenen et al. 2009; van Est/Stemer-
ding 2012; Felt/Wynne 2007). Dabei kann die interdisziplinäre Forschung, die 
in Technikfolgenabschätzung und verwandten Feldern geleistet wird (z. B. 
Böhle/Bopp 2014; Ferrari et al. 2012), auch auf Erkenntnisse klassischer Dis-
ziplinen wie der Geschichtswissenschaft (McCray 2012), der Philosophie (z. B. 
Kaiser 2015; Nordmann 2007; Nordmann 2013) und der Soziologie (z. B. 
Jasanoff/Kim 2009; Selin 2008) zurückgreifen (siehe dazu Coenen/Simakova 
2013; Grunwald 2013; Schneider/Lösch 2015). 
Wie lässt sich die Rolle von Zukunftsvisionen im Diskurs über Naturwis-
senschaft und Technik charakterisieren? In einer von acatech – Deutsche Aka-
demie der Technikwissenschaften herausgegebenen Studie heißt es, dass »Zu-
kunftsvorstellungen«, die in Wissenschaft, Kunst und Kultur oder Journalismus 
artikuliert werden, eine »entscheidende Rolle in gesellschaftlichen Technikde-
batten« spielten (acatech 2012, S. 6). Zukunftsvorstellungen erfüllten »in der 
Forschungspolitik die Funktion der Legitimation öffentlicher Förderprogram-
me« und hätten daher »maßgeblichen Anteil an der Gestaltung der Agenda in 
Forschung und technischer Entwicklung«. Vor allem aber seien solche Vorstel-
lungen relevant für gesamtgesellschaftliche »Diskussionen über die Frage, mit 
welcher Technik wir als Gesellschaft zukünftig leben wollen«. Die unterschiedli-
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chen Zukunftsvorstellungen prägten aber nicht nur die gesellschaftlichen und 
politischen Debatten, sondern auch »das konkrete Entwicklungshandeln der 
Ingenieure« und somit auch auf dieser Ebene »die Ausgestaltung zukünftiger 
technischer Systeme und deren Nutzungsbedingungen« (acatech 2012, S. 6). Im 
Folgenden werden nun in diesem Sinne Zukunftsvisionen zu Technologien der 
Mensch-Maschine-Entgrenzung vorgestellt und diskutiert. 
Betrachtet man allein die naturwissenschaftlich-technischen Grundlagen 
und Anknüpfungspunkte der visionären Diskussionen, liegt es nicht unbedingt 
nahe, neurotechnologische HE-Visionen und Zukunftsvisionen zu KI und au-
tonomen Robotern gemeinsam zu betrachten. Zwar existieren – insbesondere 
im Feld avancierter Prothetik – interessante und vielversprechende technologi-
sche Konvergenzen, dennoch sind Neurotechnologien einerseits und KI (ein-
schließlich der auf KI setzenden Robotik) andererseits klar voneinander ab-
grenzbare Felder der Forschung und Technologieentwicklung. 
Dasselbe gilt für die populärsten Visionen zu diesen Feldern, die sich zu-
meist klar voneinander unterscheiden lassen. Beispielhaft können hier Cyborgs 
und Androiden genannt werden: Handelt es sich bei den Erstgenannten um 
Wesen, in denen der menschliche Körper mit Technik verschmolzen ist, handelt 
es sich bei den Letztgenannten um intelligente und Menschen täuschend ähn-
lich sehende Roboter. In Science-Fiction wie Massenmedien kommen zu diesem 
Duo oft noch hochintelligente KI-Entitäten hinzu, die nicht in humanoiden 
Körpern residieren, aber über Selbstbewusstsein verfügen und mit Menschen – 
oft aus einer überlegenen Position heraus – interagieren. Eine in letzter Zeit – 
u. a. durch Wally Pfisters Film »Transcendence« (2014) – bekannter werdende 
Mischform ist die Vision eines Hochladens des »Geistes« eines menschlichen 
Individuums auf Maschinen (das sogenannte Mind Uploading), woraus dann – 
so die Annahme – ein in den Maschinen oder sogar in digitalen Netzwerken 
existierendes, sich seiner selbst bewusstes Wesen menschlicher »Herkunft« ent-
stehen könnte (siehe dazu Seung 2013), das wiederum dazu in der Lage wäre, 
mit anderen Individuen gleichsam technotelepathisch zu kommunizieren. Vi-
sionen dieser Art werden seit den 2000er Jahren besonders öffentlichkeitswirk-
sam von dem erfolgreichen Ingenieur, Unternehmer und prominentesten 
Transhumanisten Ray Kurzweil (2005) propagiert. 
In den Massenmedien und auch in der Science-Fiction tauchen diese visio-
nären Denkfiguren häufig zusammen auf und werden miteinander vermengt. 
Daneben lassen sich weitere Gründe dafür nennen, warum beide visionären 
Diskussionen in der Zusammenschau betrachtet werden sollten: 
› Die naturwissenschaftlich-technischen Entwicklungen, die oft als Aus-
gangspunkte der Diskussionen dienen, lassen sich aus anthropologischer 
und technikphilosophischer Sicht als Vorboten oder erste Anzeichen einer 
umfassenden Mensch-Maschine-Entgrenzung begreifen, in der eine Tech-
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nisierung des menschlichen Körpers – vorbereitet durch eine Technisierung 
des Menschenbildes (Grunwald 2009) – und die Erschaffung anthropomor-
pher oder den Menschen bzw. menschliche Fähigkeiten imitierender Tech-
nik Hand in Hand gehen (für eine auch der Politikberatung dienende 
Technikfolgenabschätzung dazu van Est/Stemerding 2012) 
› Die Zusammenschau der beiden Diskussionen trägt auch dem Umstand 
Rechnung, dass bereits seit dem späten 20. Jahrhundert, deutlich verstärkt 
aber seit den 2000er Jahren eine umfassende Konvergenz – wenn nicht gar 
gezielte Zusammenführung – sehr weitreichender Technikvisionen aus ver-
schiedenen Feldern (z. B. Life Sciences und Biotechnologie; Informatik und 
Computertechnik; Hirnforschung und Neurotechnologie; Nanotechnologie; 
Militärforschung: Weltraumforschung) stattfindet oder zumindest weithin 
postuliert wird (TAB 2008). Diese Diskussionen stehen im Zeichen einer 
Renaissance der alten, oft als übertrieben oder gar (als für das Forschungs-
feld) verhängnisvoll charakterisierten KI-Euphorie, die sich weniger im vor-
sichtig gewordenen Mainstream der KI-Forschung als an deren Rändern 
und vor allem in anderen Bereichen äußert. 
› Den weltanschaulichen Rahmen für die Konvergenz (oder auch Zusam-
menführung) der Zukunftsvisionen zu verschiedenen Technikfeldern bietet 
immer öfter der sogenannte Transhumanismus, dem es erklärtermaßen da-
rum geht, die Conditio humana radikal zu verändern und z. B. das Altern, 
die Grenzen menschlicher und künstlicher Intelligenz, eine nicht selbstge-
wählte Psyche, menschliches Leiden und unsere Beschränkung auf den Pla-
neten Erde zu überwinden (Heil 2010a; Schneider 2009, S. 97). Während die 
Ideengeschichte des Transhumanismus mindestens bis in die 1920er Jahre 
zurückreicht, entstand eine organisierte transhumanistische Bewegung erst 
in den 1980er Jahren in den USA. Sie hat sich aber seit Ende der 1990er Jah-
re in verschiedenen Ländern akademisch, zivilgesellschaftlich und politisch 
etabliert, was sich in letzter Zeit sogar in diversen Parteigründungen nieder-
geschlagen hat (Wagner 2015). 
› Auf der Akteursebene sind hinsichtlich der Visionsproduzenten und -ver-
breiter und ihrer Unterstützer erhebliche Überlappungen der beiden Felder 
festzustellen (Kap. II.3). 
› Bemerkenswert ist u. a., dass zwar – insbesondere dezidiert transhu-
manistische – Teile dieser Netzwerke bereits seit den 1970er und 1980er 
Jahren bestehen (Schummer 2009) und schon z. B. den visionären Diskurs 
zur Nanotechnologie stark geprägt haben (Paschen et al. 2004; Simakova/ 
Coenen 2013), aber im neuen Jahrhundert sich nicht nur der Organisa-
tionsgrad und der akademische Einfluss der transhumanistischen Bewe-
gung erheblich erhöht haben, sondern sich zudem auch – neben einfluss-
reichen Industriellen – (weitere) prominente und renommierte Naturwis-
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senschaftler und Ingenieure sowie u. a. auch einige namhafte Sozial- und 
Geisteswissenschaftler, Künstler und Journalisten an den Diskussionen zu 
beteiligen begonnen haben. 
Kulturelle Wurzeln und Ideentraditionen 2. 
Im gegebenen Rahmen kann nur eine sehr grobe Skizze kultureller Wurzeln 
und Ideentraditionen erfolgen, die in diesem Zusammenhang bedeutsam er-
scheinen. Eine solche Skizze ist aber notwendig, da sich der Sinn der aktuellen 
Diskussionen ohne Berücksichtigung ihres historisch-kulturellen Hintergrunds 
kaum erschließen lässt.1 
Künstliche Menschen, Automaten und Roboter 2.1 
Ein naheliegender Ausgangspunkt für diese ideen- und kulturgeschichtliche 
Skizze ist die historisch sehr weit zurückreichende Faszination durch die Vor-
stellung künstlicher Menschen (Tabbert 2004; siehe auch Meyer-Drawe 1996): 
Hinsichtlich dieser ist – neben den für das Thema dieses Berichts weniger rele-
vanten Visionen der Alchemie und Religion (Golem, Homunculus) – auf die 
bereits für die Antike nachweisbare Entwicklungstätigkeit im Bereich der Au-
tomaten hinzuweisen, die dann in der Renaissance zunehmend auf humanoide 
Artefakte ausgeweitet wurde. Das Beispiel des berühmtesten Automatenkon-
strukteurs seiner Zeit, Jacques de Vaucanson (1709–1782) – der nicht nur einen 
für die Entwicklung der modernen Textilindustrie grundlegenden automati-
schen Webstuhl entwickelte, sondern besonderes Interesse an der Erschaffung 
möglichst lebensähnlicher Automaten in Menschen- und Tierform (z. B. Flöten-
spieler bzw. Ente) hatte –, zeigt, dass spielerische und nützliche Aspekte der Au-
tomatenkonstruktion in dieser Zeit durchaus miteinander verschränkt waren. 
Die Automaten Vaucansons und seiner Zeitgenossen sind zudem nicht nur 
von Interesse, weil sie oft Produkte realer Technikentwicklung waren (und kei-
neswegs nur Pseudoautomaten wie der immens populäre »Schachtürke«, bei 
dem die Bedienung geheim von einem kleinwüchsigen Menschen übernommen 
wurde). Sie zeigen zudem, dass das visionäre Ziel, künstliche Lebewesen (Men-
schen oder Tiere) herzustellen, auch weitverbreitete philosophische oder wis-
senschaftliche Grundannahmen der jeweiligen Zeit widerspiegeln kann. Die 
                                                  
1 Aus Platzgründen ausgespart oder nur am Rande behandelt werden allerdings einige 
durchaus relevante Themen, wie z. B. das erhebliche Ausmaß der Prägung relevanter 
Diskurse durch die Militär- und die Weltraumforschung (z. B. Coenen et al. 2009; 
TAB 2008). Überdies fokussieren die Ausführungen auf westliche Ideentraditionen. 
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z. B. für die moderne Medizin und das neuzeitliche europäische Verständnis des 
Menschen zentralen mechanistischen Auffassungen, wie sie von René Descartes 
(1596–1650), Julien Offray de La Mettrie (1709–1751) und anderen entwickelt 
wurden, fanden einen Ausdruck in den Automaten des 18. Jahrhunderts. Dem-
entsprechend äußerte sich die insbesondere ab Anfang des 19. Jahrhunderts 
zunehmende Fortschrittsskepsis ebenfalls in Visionen menschenähnlicher 
künstlicher Wesen. Zu den Hintergründen dieses wachsenden Zweifels am 
Fortschrittsdenken zählten das Sichtbarwerden negativer Folgen der industriel-
len Revolution und die Enttäuschung aufklärerischer Hoffnungen im Zuge der 
Französischen Revolution. Bei den Visionen handelte es sich dementsprechend 
oft um Schreckensvisionen, wie z. B. in Mary Shelleys Roman »Frankenstein or 
The Modern Prometheus« (1818). 
Obwohl ab der zweiten Hälfte des 19. Jahrhunderts und dann verstärkt im 
20. Jahrhundert biologische Visionen künstlicher oder technisch massiv umge-
formter Menschen, einschließlich der neuen Cyborgvisionen, an Relevanz ge-
wannen, blieben die Automatenvisionen von einiger Bedeutung. Zwar handelt 
Karel Čapeks literarisches Werk »R.U.R.« (Rossum's Universal Robots) aus dem 
Jahr 1920 – in dem der (von einem slawischen Wort für harte Arbeit abgeleitete) 
Begriff »Roboter« geprägt wird – von synthetisch erzeugten biologischen Wesen 
und nicht von den bald weltweit populären, als »Roboter« bezeichneten und da-
mals noch visionären Automaten (z. B. durch Fritz Langs epochalen Film »Met-
ropolis« von 1927, Abb. II.1). Dennoch ist Čapeks dystopisches Drama ein be-
deutsamer Ausdruck der mindestens seit dem 19. Jahrhundert bekannten Vor-
stellung einer wissenschaftlich-technisch erzeugten Sklavenpopulation, die der 
Menschheit zu Diensten sein wird. Noch heute versinnbildlichen weitreichende 
Robotisierungsvisionen eine Antriebskraft der gesamten westlichen, wenn nicht 
humanen Technikfortschrittsgeschichte: die Hoffnung auf eine Befreiung des 
Menschen von dem (im biblischen Sinn) nachparadiesischen Zwang zur Arbeit. 
Durch die in den 1930er bzw. 1940er Jahren erfolgende Entwicklung des 
Computers und der Kybernetik, eines einflussreichen interdisziplinären For-
schungsansatzes, wurden die heutigen Visionen zu KI und Robotik, aber auch 
zu HE, maßgeblich geprägt. Aus Kybernetik, Computerwissenschaft und In-
formatik entwickelte sich die KI-Forschung, die insbesondere anfangs stark 
durch die sogenannte »starke« KI-These geprägt wurde (Kap III.2). Durchaus 
im Sinne der alten aufklärerischen Automatentradition und der ihr zugrunde-
liegenden philosophischen und wissenschaftlichen Annahmen – zu denen in 
gewisser Hinsicht das Begreifen auch des Menschen als Maschine zählte –, geht 
es der »starken« KI darum, eine menschenähnliche, den Menschen aber dann 
intellektuell überflügelnde Intelligenz zu schaffen. In den bedeutenden futurolo-
gischen und Science-Fiction-Werken des Autors Stanislaw Lem wurden u. a. 
auch mögliche Implikationen einer zukünftigen »starken« KI vielschichtig the-
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matisiert. Die wohl bekannteste Schreckensvision findet sich in Stanley Ku-
bricks Film »2001: A Space Odyssey« (1968), der auf einem Werk des bedeuten-
den Technikvisionärs Arthur C. Clarke basiert sowie in Zusammenarbeit mit 
diesem realisiert wurde und in dem der hochintelligente Bordcomputer »HAL 
9000« versucht, die menschliche Besatzung eines Raumschiffs zu töten. 
Abb. II.1 Der Maschinenmensch »Maria« aus Metropolis (Replikat) 
 
Quelle: Jiuguang Wang/Wikimedia Commons/CC-BY-SA-2.0 
Eine Schlüsselfigur in der Ideen-, Forschungs- und Entwicklungstradition der 
»starken« KI ist Marvin Minsky, ein Mitbegründer der KI-Forschung. An ihm 
wird häufig auch eine zentrale Kritik an der »starken« KI festgemacht, dass deren 
Befürworter nämlich verschiedentlich viel zu weitreichende Erwartungen in die 
Welt gesetzt und damit die beiden sogenannten »KI-Winter« in der zweiten Hälf-
te der 1970er Jahre und in den Jahren um 1990 (Perioden weitverbreiteter Enttäu-
schung über das Forschungsfeld und entsprechender Zurückhaltung bei dessen 
Förderung) maßgeblich mitverursacht hätten (Kap. III.2.1). Tatsächlich gehört 
Minsky – wie z. B. auch der Robotiker Hans Moravec oder der Nanofuturist Eric 
Drexler (Coenen et al. 2009; Drexler 1986; Paschen et al. 2004) – zu denjenigen 
Forschern bzw. »Visioneers« (Visionsingenieuren; McCray 2012), die mit gewag-
ten, z. T. auch in populärwissenschaftlichen Werken verbreiteten Zukunftsvisio-
nen das öffentliche Bild des Forschungsfeldes sowie anderer Felder massiv beein-
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flusst haben. Im Fall von Minsky, Moravec, Drexler und anderen sind diese Vi-
sionen zudem stark transhumanistisch geprägt und enthalten auch sehr weitrei-
chende Erwartungen wie die einer Abschaffung des Todes oder Ablösung bzw. 
Ersetzung der Menschheit durch KI (Kap. II.3.1). 
Eine zentrale Bedeutung hat in diesen Diskussionen die sogenannte Singu-
laritätshypothese. Sie geht zurück auf ein 1965 vorgestelltes Konzept der »Intel-
ligenzexplosion« des Mathematikers Irving J. Good (1965), das besagt, dass eine 
dem Menschen überlegene KI eine weitere, noch intelligentere KI erzeugen 
können wird, die dann wiederum eine noch intelligentere KI entwickelt usw., 
wodurch es zu der besagten Intelligenzexplosion kommen werde.2 Das Überle-
ben der Menschheit hänge von der baldigen Konstruktion einer solchen Ma-
schine ab. Die Erfindung einer »ultraintelligenten« Maschine werde zudem 
womöglich die letzte menschliche Erfindung sein, da solche Maschinen, voraus-
gesetzt, sie ließen sich unter Kontrolle halten, dann zum Wohle der Menschheit 
auch die Erfindungstätigkeit übernehmen könnten. 
Durch den Mathematiker, Computerwissenschaftler und Science-Fiction-
Autor Vernor Vinge wurde dann im Jahr 1993 ein Konzept der »Singularität« 
vorgestellt,3 in dem die bevorstehende Heraufkunft einer dem Menschen über-
legenen KI als das bedeutendste Ereignis der menschlichen Geschichte fungiert, 
und das auf folgenden Annahmen basiert: Es wird ichbewusste und über-
menschlich intelligente Computer geben, große Computernetzwerke samt ihrer 
menschlichen Nutzer werden sich dann zu einer übermenschlich intelligenten 
Entität entwickeln und die biologischen Wissenschaften könnten zudem Mittel 
zur Verfügung stellen, den natürlichen menschlichen Intellekt zu steigern (bio-
logisches Enhancement). Ausgebaut und popularisiert wurde die Singularitäts-
hypothese dann vor allem durch Ray Kurzweil (2005). 
Das die aktuelle öffentliche Diskussion über KI prägende Motiv einer zukünf-
tigen Konkurrenz zwischen KI und der Menschheit – bei der Letztere unter Um-
ständen versklavt werden könnte – ist seit Mitte der 1980er Jahre auch in der po-
pulären Kultur weithin bekannt. Bereits im Jahr 1984 hatte James Camerons Film 
»The Terminator« eine Zukunft ausgemalt, in der intelligente Kampfroboter 
Krieg gegen ihre menschlichen Erschaffer führen. Die anhaltende Faszination 
durch dieses Thema zeigen der ähnliche Erfolg des Films »The Matrix« (1999) der 
Wachowski-Geschwister – dessen Handlung die Idee einer (nur wenigen Men-
schen bewussten) Versklavung der Menschheit durch KI-Entitäten zugrunde 
liegt – sowie der Umstand, dass beide Filme zu erfolgreichen Trilogien ausgebaut 
wurden. Vor diesem Hintergrund ist verständlich, wieso die sogenannten Asimo-
vschen Robotergesetze des Wissenschaftlers und Schriftstellers Isaac Asimov 
                                                  
2 Good war auch wissenschaftlicher Berater Stanley Kubricks für dessen Film »2001: 
Space Odyssey«. 
3 http://mindstalk.net/vinge/vinge-sing.html (15.12.2015) 
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(1919–1992) sowohl in ethischen als auch in technischen Diskussionen zur Robo-
tik bis heute eine einflussreiche Rolle spielen – weit über die Science-Fiction hin-
aus. In seinen literarischen Werken entwarf Asimov Szenarien eines zukünftigen 
lebensweltlichen Miteinanders von Menschen und Robotern, in denen der Schutz 
des Menschen ganz im Vordergrund stand. Roboter sind demzufolge intelligente 
Automaten, für die »Gesetze« zu gelten haben (z. B. »Ein Roboter darf keinen 
Menschen verletzen oder durch Untätigkeit zu Schaden kommen lassen.«). 
Transhumanismus, Cyborgs und Human Enhancement 2.2 
Auch die aktuellen Diskussionen über ein HE mit neurotechnologischen Mit-
teln haben eine längere Vorgeschichte. Für diese waren u. a. verschiedene na-
turwissenschaftlich-technische Fortschritte prägend, vor allem die seit dem 17. 
Jahrhundert gewonnenen Erkenntnisse über die Rolle der Elektrizität im 
menschlichen Nervensystem – die dann auch verschiedentlich zu Hoffnungen 
führten, Leben mithilfe elektrischer Stimulation zu schaffen – sowie der Aufstieg 
des biologischen Evolutionsdenkens im 19. Jahrhundert insbesondere im An-
schluss an Charles Darwin. 
Ein grundlegendes Element dieser Vorgeschichte ist die Bestimmung des 
Menschen als ein Mängelwesen, die im deutschsprachigen Raum z. B. von Johann 
Gottfried Herder, Ernst Kapp, Sigmund Freud und der modernen philosophi-
schen Anthropologie (Max Scheler, Helmuth Plessner, Arnold Gehlen etc.) vor-
genommen wurde. In diesem anthropologischen Ansatz kann Technik als Or-
ganprojektion oder -ersatz, als eine Körpererweiterung erscheinen – oder auch 
der Mensch insgesamt, in den Worten Freuds, als »Prothesengott«. Nicht zuletzt 
durch den infolge des modernen Kriegswesens und insbesondere des Ersten 
Weltkriegs stark ansteigenden Bedarfs an Prothesen und einer Eingliederung von 
Versehrten ins industrielle Arbeitsleben gewinnen Visionen und Experimente zu 
Mensch-Technik-Kopplungen im 20. Jahrhundert erheblich an Bedeutung. 
Nahezu alle aktuellen Diskussionen über HE, einschließlich derer über neu-
rotechnologisches Enhancement, wurzeln zudem in den transhumanistischen 
Zukunftsvisionen, die infolge des Aufstiegs des biologischen evolutionären 
Denkens im 19. Jahrhundert und speziell des Darwinismus entstanden sind 
(z. B. Coenen 2013; Heil 2010b; Saage 2011; Tirosh-Samuelson 2012). Schlüssel-
figuren waren hier bekannte Naturwissenschaftler oder Schriftsteller wie Her-
bert G. Wells, John D. Bernal (Abb. II.2), John B. S. Haldane und Julian Huxley, 
dessen Bruder Aldous auf die frühen transhumanistischen Visionen der Erstge-
nannten mit dem berühmten Roman »Brave New World« (1932) reagierte, auf 
den wiederum noch heute oft – insbesondere von konservativen HE-Kritikern – 
in Diskussionen vor allem über gentechnisches HE Bezug genommen wird. 
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Hinsichtlich der in diesem Bericht im Mittelpunkt stehenden Frage der 
Mensch-Maschine-Entgrenzung verdient von den genannten Transhumanis-
muspionieren die meiste Beachtung der brillante Naturwissenschaftler John D. 
Bernal. In seinem erstmals im Jahr 1929 erschienenen, bemerkenswerten futu-
rologischen Essay »The World, the Flesh and the Devil. An Inquiry into the Fu-
ture of the Three Enemies of the Rational Soul« (Bernal 1970) – der als ein 
grundlegendes Werk auch für die Visionen der Science-Fiction gelten kann 
(Slusser 2009) – finden sich u. a. auch Vorläufer heutiger Mind-Uploading- und 
Technotelepathievisionen sowie vor allem der Vision einer massiven Cyborgi-
sierung des menschlichen Körpers auf Basis neuroelektrischer Schnittstellen 
und diese nutzender, avancierter Prothetik.4 
Ein zentrales Szenario seines Essays sei kurz resümiert, weil es prädigitale 
Fassungen der Visionen der Cyborgisierung, des Mind Uploading, der telepa-
thischen Kommunikation mittels Technik und der Entstehung einer nichtbiolo-
gischen Intelligenz auf exemplarische Weise kombiniert: Letztlich, so Bernal, 
zähle am Menschen nur das Gehirn. Über ein mit ausreichend frischem Blut 
versorgtes Gehirn zu verfügen, bedeute »am Leben zu sein – zu denken«. So 
werde es zwar eine chirurgische Herausforderung, aber möglich sein, Nerven 
permanent mit einer Maschine zu verbinden, die entweder Botschaften an die 
Nerven senden oder von diesen erhalten kann.Im Anschluss an eine solche Pio-
niertat würde ein mechanischer Mensch entstehen, zunächst in Form von Ge-
hirnen in Zylindern, dann als avanciertes Mensch-Maschine-Wesen mit ver-
schiedenen Neuroprothesen, die dann auch mit zusätzlichen sensorischen und 
motorischen Mechanismen ausgestattet würden sowie andere Maschinen aus 
Entfernung kontrollieren könnten.  
Dieser »neue Mensch« möge auf den ersten Blick wie eine seltsame, mons-
tröse und inhumane Kreatur erscheinen, sei aber bloß die logische Folge des 
                                                  
4 Dieses frühe transhumanistische Denken stand wiederum im Kontext eines breiteren 
Diskurses über als fundamental wahrgenommene Änderungen im Mensch-Maschine-
Verhältnis. In diesem Diskurs wurden z. T. die Eingliederung des Menschen in den ma-
schinellen industriellen Arbeitsprozess und sogar die allgemeine lebensweltliche Unter-
ordnung des Menschen unter die Maschine enthusiastisch begrüßt. Besonders einfluss-
reich waren hier der italienische Futurismus (»Manifeste du Futurisme«, 1909, von Fi-
lippo Tommaso Marinetti) und, jenseits der Kunst, der Taylorismus, der auch mittels 
experimenteller Forschung zur Mensch-Technik-Kopplung (z. B. durch Alexei K. 
Gastew in der Sowjetunion) auf industrielle Prozessoptimierung abzielte. Nicht nur in 
Deutschland war in diesen Jahrzehnten die Prothetik z. T. darauf ausgerichtet, künstli-
che Gliedmaßen zu schaffen, die es Versehrten erlauben sollten, durch besondere Funk-
tionalitäten in der Fabrikarbeit beruflich zu reüssieren. So wurden künstliche Glieder 
entwickelt, die durch auswechselbare Teile sowohl als »Gebrauchsarme für das tägliche 
Leben« als auch als »Arbeitsarme für den Beruf« dienen konnten (Harrasser 2009). Die 
wohl bis heute bekannteste Kritik am Taylorismus und verwandten Strömungen ist 
Charlie Chaplins satirischer Spielfilm »Modern Times« (1936). 
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heutigen Menschentyps. Eine solche Entwicklung werde, insbesondere auch aus 
psychologischen Gründen, Zeit brauchen. Aber der »mechanische Mensch«, 
anscheinend ein Bruch in der organischen Evolution, stehe tatsächlich in der 
Tradition ständiger Evolution. Deren weiterer Fortgang führt in Bernals Vision 
dann zunächst von der ekstatischen elektrischen Vernetzung der einzelnen Ge-
hirne zur Herausbildung von multiplen Individuen (bzw. zusammengesetzten 
Geistern), die sich − aufgrund der Möglichkeit, nach einigen Jahrhunderten ab-
sterbende Gehirne unter Beibehaltung der Bewusstseinsinhalte durch neue zu 
ersetzen − subjektiv als unsterblich und insgesamt als Einheit wahrnehmen. Die 
so transformierten Teile der Menschheit brechen dann ins All auf. Während der 
rückständige Rest der Menschheit in einem geheim aus dem Weltraum kontrol-
lierten bukolischen Utopia auf Erden leben – einem »Menschenzoo«, wie es 
Bernal nennt –, macht sich die neue technohumane Zivilisation an die Erobe-
rung der Weiten des Weltalls und erreicht irgendwann den Punkt der rück-
standslosen Ersetzung bzw. Überwindung der menschlichen Biologie und 
schließlich die totale Kontrolle des Universums. 
Abb. II.2 John D. Bernal (Foto nach 1964) 
 
Quelle: Privatfotografie John Finney 
Das Szenario Bernals zeigt, dass Kurzweil und andere heutige Transhumanisten 
in vielerlei Hinsicht lediglich Epigonen Bernals sind (dazu z. B. Kurzweil 2005). 
Dieser malte bereits jene radikale Veränderung der Conditio humana aus, die 
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von der heutigen transhumanistischen Bewegung als Ziel ausgegeben wird: die 
schrittweise Überwindung menschlicher Leiblichkeit, eine heute als »Cyber-
unsterblichkeit« diskutierte ewige Existenz des individuellen Geistes, die Ab-
schaffung menschlichen Leids und psychischer Begrenzungen sowie die Aus-
weitung menschlicher und schließlich nicht mehr biologisch basierter Intelli-
genz, die dann die Beschränkung auf den Planeten Erde überwindet und sich im 
Universum weithin ausbreitet (Kurzweil 2005; auch Schneider 2009, S. 97). Vom 
heutigen Transhumanismus unterscheiden sich Bernals Visionen durch ein hö-
heres Maß an (oder zumindest einen expliziteren) Kollektivismus. Gemein ha-
ben sie mit Ersterem u. a. den quasireligiösen Überschwang sowie den An-
spruch, umfassende optimistische Visionen einer Zukunft zu entwerfen, in der 
wesentliche Hoffnungen der traditionellen christlichen Religion im Diesseits 
erfüllt worden sind. 
Ein weiteres grundlegendes Element der Vorgeschichte heutiger Diskussio-
nen über neurotechnologisches HE ist jener von der Kybernetik beeinflusste, in 
sich sehr vielfältige Diskurs, in dem direkt auf den im Jahr 1960 öffentlich gepräg-
ten Begriff des Cyborgs Bezug genommen wird. Cyborg ist die Kurzform von 
»Cybernetic Organism«, also für einen sogenannten kybernetischen Organismus, 
und wurde von den beiden Wissenschaftlern Manfred E. Clynes und Nathan S. 
Kline (Clynes/Kline 1960) im Rahmen der Weltraumforschung vorgestellt. Aus-
gangspunkt war dabei die Überlegung, dass hinsichtlich der Anforderungen, die 
Aufenthalte im außerirdischen Raum an den menschlichen Körper stellen, die 
Veränderung menschlicher Körperfunktionen eine sinnvollere Maßnahme wäre 
als die, den Astronauten dort eine irdische Umgebung zur Verfügung zu stellen. 
Bei dieser Maßnahme könne eine Vielfalt von Mitteln zum Einsatz kommen, Ziel 
sei die Schaffung sich selbstregulierender Mensch-Maschine-Systeme. 
Der Begriff erfuhr seitdem eine bemerkenswerte Entwicklung. Zu dieser 
zählt z. B. der vielbeachtete, zuerst im Jahr 1985 erschienene feministische Text 
»A Cyborg Manifesto: Science, Technology, and Socialist-Feminism in the Late 
Twentieth Century« von Donna Haraway (1991), in dem der Cyborg als Symbol 
für Selbstgestaltbarkeit und die Überwindung althergebrachter Identitäten ge-
deutet wird. Mit ihrem auch international einflussreichen Manifest hat Haraway 
mehrere Generationen von Gelehrten, aber auch Künstler beeinflusst, die sich in 
vielfältiger Weise auf Begriff und Figur des Cyborgs beziehen. Von besonderer 
Bedeutung ist in diesem Zusammenhang der Cyberfeminismus, der seit den 
frühen 1990er Jahren eine maßgebliche Rolle im feministischen Diskurs zu neu-
en Technologien spielt. Es ist aber darauf hinzuweisen, dass Haraway und ande-
re einflussreiche Autorinnen in diesem Bereich – wie z. B. Katherine Hayles, die 
herausragende akademische Vertreterin des sogenannten Posthumanismus 
(Hayles 1999) – transhumanistische Visionen eines auf Leistungssteigerung ab-
zielenden Umbaus des Körpers scharf kritisiert haben. 
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Eine ähnlich ambivalente Haltung zu Cyborgtechnologien und Transhu-
manismus findet sich in der einflussreichen Cyberpunkliteratur, einer eher 
düstere Zukunftsvisionen enthaltenden, in den 1980er Jahren entstandenen 
Spielart der Science-Fiction. In ihr wurde u. a. der Begriff »Cyberspace« ge-
prägt – von William Gibson in »Neuromancer« (1984) –, und Ideen und Bild-
lichkeiten des Cyberpunk übten einen großen Einfluss auf die populäre Wahr-
nehmung der in diesem Bericht behandelten Technologiefelder und -visionen 
aus, z. B. über den bereits zuvor erwähnten Film »The Matrix«. 
Aktuelle visionäre Diskurse und ihre Akteure 3. 
Seit Anfang der 2000er Jahre haben Zukunftsvisionen zu allen in diesem Bericht 
behandelten Forschungs- und Entwicklungsbereichen in erheblichem Maße 
Beachtung in den Massenmedien und in verschiedenen akademischen Diskus-
sionen gefunden. Der Transhumanismus spielt dabei als ein übergreifendes 
Deutungsmuster eine durchaus zentrale Rolle. In jüngster Zeit sticht in diesem 
Zusammenhang die Debatte über die Chancen und Risiken der KI hervor, bei 
der erstaunlicherweise Visionen einer sehr »starken« KI im Mittelpunkt stehen. 
Die aktuellen Diskussionen über Zukunftsvisionen zu Neurotechnologien, 
KI und Robotik werden erheblich von in den letzten Jahren deutlich gewachse-
nen Akteursnetzwerken mitgeprägt, in denen u. a. Naturwissenschaftler, Ingeni-
eure, führende Computer- und Internetindustrielle, Ethiker, Medienvertreter, 
Künstler und transhumanistische Aktivisten zusammenwirken. Zugleich haben 
die einschlägigen, auch transhumanistischen Zukunftsvisionen zunehmend 
Aufmerksamkeit jenseits der Massenmedien erlangt, in verschiedenen akademi-
schen und künstlerischen Kontexten, aber auch, in geringerem Umfang, im po-
litischen Diskurs. Im Folgenden werden zunächst einige relevante Netzwerke 
näher vorgestellt, um den spezifischen Charakter des zukunftsvisionären Dis-
kurses zu Mensch-Maschine-Entgrenzungen und KI, aber auch Gemein-
samkeiten mit älteren technikvisionären Diskussionen herauszuarbeiten.5 
                                                  
5 Bis Anfang der 2010er Jahre haben diese Netzwerke vor allem in der Technikfolgen-
abschätzung, in der sozial- und geisteswissenschaftlichen oder philosophischen Wis-
senschafts- und Technikforschung sowie (in geringem Umfang) in der Forschungs- 
und Technologiepolitik Beachtung gefunden. Zudem fand eine Berichterstattung in 
Massenmedien wie der F.A.Z. statt, wobei diese Zeitung transhumanistischen und an-
deren stark technikfuturistischen Autoren bereits um das Jahr 2000 herum ein Forum 
bot (Schirrmacher 2001). Vor allem außerhalb Deutschlands waren zudem die trans-
humanistischen und technikfuturistischen Netzwerke Zielscheibe der Kritik einiger 
zivilgesellschaftlicher Organisationen (wie der ETC Group) und auch militanter, z. T. 
verschwörungstheoretischer Aktivisten (in Frankreich). 
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Themensetzung durch futuristische Netzwerke 3.1 
Da in diesem Teilkapitel insbesondere auch auf den Einfluss des Transhuma-
nismus eingegangen wird, sei eingangs noch einmal darauf hingewiesen, dass es 
zwar seit den 1990er Jahren eine (kleine) organisierte transhumanistische Bewe-
gung gibt, es sich beim Transhumanismus aber vor allem um eine Weltan-
schauung in Form eines Ensembles von Zukunftsvisionen handelt, das bereits 
im ersten Drittel des 20. Jahrhunderts weitgehend entwickelt wurde (Kap. II.2) 
und dessen Einfluss auf das Denken über die Zukunft von Wissenschaft, Tech-
nik und Gesellschaft weit über die organisierte Bewegung hinausreicht. 
Visionäre Ingenieure und die frühe transhumanistische Community 
Bereits seit den 1970er Jahren bestehen z. T. überlappende Netzwerke, von de-
nen weitreichende, vor allem transhumanistische Zukunftsvisionen zu Feldern 
wie der Weltraumforschung, KI, Nanotechnologie, Biotechnologie und Neuro-
technologie propagiert werden. Die zentralen Akteure in diesen Netzwerken 
waren und sind sogenannte visionäre Ingenieure, die neben ihrer mehr oder 
weniger entwicklungsorientierten Forschungstätigkeit auch als Visioneers agie-
ren, also als Konstrukteure und Propagandisten weitreichender Zukunftsvisio-
nen (dazu z. B. McCray 2012; Schummer 2009). Ein Charakteristikum des Wir-
kens dieser Netzwerke ist der Umstand, dass sie mittels oft kühner Prognosen 
diverse Zukunftsvisionen zu den gerade genannten und zu weiteren For-
schungs- und Entwicklungsfeldern miteinander verbinden (dazu und zum Fol-
genden Coenen 2011 sowie Heil/Coenen 2014, S. 155 f.). 
Die bekanntesten Visioneers dieser Netzwerke – die bereits genannten Drex-
ler, Kurzweil, Minsky und Moravec – gelten in ihren eigenen Forschungsfeldern 
und über diese hinaus entweder als »Enfants terribles« oder als besonders visionä-
re Denker, die zwar extreme Ansichten vertreten, dadurch aber auch die weitrei-
chenden Potenziale der jeweiligen wissenschaftlich-technischen Entwicklungen 
ins Blickfeld rücken. Drexler und Kurzweil sind Schüler Minskys, und in ihren 
Visionen – wie auch denen Moravecs – spielt sehr »starke« KI eine zentrale Rolle. 
Weitere Naturwissenschaftler oder Ingenieure, die eine ähnliche Rolle wie die 
Genannten spielen, sind z. B. Kevin Warwick, der in der Öffentlichkeit mehr für 
seine Cyborgselbstexperimente und -selbstdarstellung als für seine Arbeiten in 
den Bereichen KI und Robotik bekannt ist, und der akademisch sehr produktive 
Biochemiker und Molekularbiologe George Church, der in den 2010er Jahren 
verstärkt mit auch über die Biologie hinausgehenden transhumanistischen Visio-
nen hervorgetreten ist (Church/Regis 2012). 
3.  Aktuelle visionäre Diskurse und ihre Akteure 
39 
Die Edge Foundation 
Eine bedeutende Rolle im zukunftsvisionären Diskurs zu Naturwissenschaft 
und Technik spielt die Edge Foundation mit ihrer Website edge.org. Der Verle-
ger John Brockman hat hier ein Netzwerk von Autoren mit vor allem naturwis-
senschaftlichem Hintergrund geschaffen, das auch in Deutschland – u. a. auf-
grund der Kooperation mit Schlüsselfiguren der hiesigen Medienlandschaft (wie 
z. B. Frank Schirrmacher und Hubert Burda) – meinungsbildend in Bezug auch 
auf Zukunftsvisionen zur KI und zu HE gewirkt und zudem auf einiges Interes-
se seitens führender IT-Industrieller gestoßen ist. 
Seit dem Jahr 2007 findet jährlich eine Veranstaltung namens »Edge Master 
Class« statt, an der neben Wissenschaftlern und vereinzelt Politikern auch mehr-
fach Führungsfiguren der IT-Industrie (wie die Google-Gründer) teilnahmen 
und sich Vorträge von bekannten Wissenschaftlern (z. B. von Church und dem 
prominenten Biochemiker und Unternehmer Craig Venter) anhörten und mit 
diesen diskutierten. Weitreichende Zukunftsvisionen spielten dabei eine bedeu-
tende Rolle. Bereits seit dem Jahr 1999 finden »The Edge Annual Dinners« statt, 
die auch als Milliardärsdinners bezeichnet werden. Hier haben sich – von 
Brockman so getaufte – »Intellektuelle der Dritten Kultur« (Naturwissenschaft-
ler und Ingenieure, die in die Rolle des welterklärenden Intellektuellen schlüp-
fen, aber auch Künstler, Philosophen und andere) u. a. mit Gründern und Füh-
rungsfiguren von IT-Unternehmen wie Amazon, AOL, Google und Microsoft 
und anderen Vertretern der Privatwirtschaft getroffen. Der als Verleger vieler 
dieser »Intellektuellen der Dritten Kultur« tätige Brockman bezeichnet diese 
Abendessen als bemerkenswerte Treffen außergewöhnlicher Geister, von Men-
schen, die unsere globale Kultur umschreiben (»rewriting our global culture«). 
An den Dinners nahmen auch verschiedene bekannte transhumanistische 
Denker und Aktivisten teil wie Minsky, Kurzweil und der Philosoph Nick 
Bostrom, eine Schlüsselfigur des organisierten Transhumanismus, Leiter des 
Future of Humanity Institute in Oxford und Autor des 2014, in Übersetzung 
auch in Deutschland erschienenen Buchs »Superintelligence« (Bostrom 2014). 
Seit dem Jahr 2005 stellt die Edge Foundation zudem jährlich eine Frage und 
veröffentlicht die Antworten dann auf edge.org und z. T. zusätzlich in Buch-
form. Während fast alle Fragen allgemeiner Natur waren (z. B. »Was halten Sie 
für wahr, können es aber nicht beweisen?«, »Über was haben Sie Ihre Ansicht 
geändert?« und »Was wird alles verändern? Welche alles verändernden wissen-
schaftlichen Ideen und Entwicklungen erwarten Sie noch zu Ihren Lebzeiten?«), 
wurde im Jahr 2015 gefragt: »What do you think about machines that think?« 
(»Was denken Sie über denkende Maschinen?«).6 
                                                  
6 www.edge.org/annual-question/what-do-you-think-about-machines-that-think 
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Der organisierte Transhumanismus 
Die Edge Foundation ist indes nur ein, wenn auch hervorstechendes Beispiel 
eines einflussreichen technikfuturistischen Netzwerkes. So hat es im Bereich der 
transhumanistischen Organisationen seit den 2000er Jahren einerseits Einheits-
bestrebungen gegeben, andererseits Differenzierungsprozesse. Die wichtigste 
transhumanistische Dachorganisation – die in vielen Ländern über Mitgliedsor-
ganisationen verfügt – nennt sich seit dem Jahr 2008 Humanity Plus (oder H+) 
und alte interne Gegensätze innerhalb der Bewegung sind zurückgegangen oder 
verschwunden. Dies betrifft vor allem den für eine Weile sehr starken Gegensatz 
zwischen dem älteren organisierten Transhumanismus (dem sogenannten 
Extropianismus mit Wurzeln in den 1970er Jahren und einer Organisationsge-
schichte seit den frühen 1990er Jahren) und der u. a. von Bostrom im Jahr 1998 
gegründeten World Transhumanist Association (WTA), der Vorgängerorgani-
sation von H+. Zugleich besteht eine ganze Reihe von erklärt transhumanisti-
schen oder transhumanistisch ausgerichteten Instituten, die erhebliche perso-
nelle Überschneidungen, aber leicht unterschiedliche thematische Ausrichtun-
gen aufweisen. Die Mehrzahl dieser Institute hat erhebliche Förderungen vor 
allem von Führungsfiguren oder Unternehmen der IT-Industrie erhalten oder 
profitiert noch von solchen. Genannt werden können hier das britische Centre 
for the Study of Existential Risk der Universität Cambridge, das Future of Hu-
manity Institute der Universität Oxford sowie sechs US-amerikanische Einrich-
tungen: das Future of Life Institute, das Foresight Institute, das Center for 
Responsible Nanotechnology, das Institute for Ethics and Emerging Technolo-
gies, das Machine Intelligence Research Institute und die auf NASA-Gelände 
gegründete Singularity University. 
Die letztgenannte, u. a. von Kurzweil und von Google gegründete Einrich-
tung nimmt Bezug auf das Konzept der »Singularität« (zur Vorgeschichte des 
Begriffs Kap. II.2.1). Es wurde insbesondere durch Kurzweil und die soge-
nannten Singularitarians bekanntgemacht, eine transhumanistische Strömung, 
die vor allem vom Machine Intelligence Research Institute (vormals: Singulari-
ty Institute for Artificial Intelligence) ausging. In Aussicht gestellt werden u. a. 
die Heilung von Krankheiten, eine Welt des Überflusses und des nachhaltigen 
Wirtschaftens sowie schließlich, nach dem Moment der Singularität, die Ver-
schmelzung von Mensch und Maschine, an deren Ende die völlige Überwin-
dung des menschlichen Leibes und »kybernetische Unsterblichkeit« stehen 
werden. 
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Die NBIC-Initiative zu Converging Technologies 
Vor allem in der Forschungspolitik, der Technikfolgenabschätzung und der 
Technikphilosophie hat die im Rahmen der Nanotechnologieförderung in den 
USA (Paschen et al. 2004) entstandene sogenannte NBIC-Initiative zu konver-
gierenden Technologien einige Beachtung gefunden (TAB 2008), wobei eine 
Konvergenz von Nano-, Bio-, Informations-, Kommunikations- und Neuro-
technologien und den zugehörigen Wissenschaften (bzw. Nano-Bio-Info-
Cogno [NBIC]) gemeint ist (Roco/Bainbridge 2003). Die Initiative wurde im 
Jahr 2001 von Vertretern der National Science Foundation (NSF) und des Han-
delsministeriums ins Leben gerufen und anfangs nicht nur von einer Reihe 
namhafter Persönlichkeiten aus Wissenschaft und Politik unterstützt, sondern 
auch durch Repräsentanten großer Unternehmen und verschiedener weiterer 
Institutionen der US-amerikanischen Forschungspolitik. Schlüsselfiguren und 
Hauptinitiatoren waren Mihail (Mike) Roco von der NSF, ein zentraler Akteur 
im Bereich der staatlichen Nanotechnologieförderung, und der Religionssozio-
loge William (Bill) Bainbridge, ein bekennender Transhumanist und in der NSF 
lange für die Förderung von avancierten Projekten zur Informationstechnologie 
zuständig. 
Die NBIC-Initiative kann als ein herausragendes Beispiel für den transhu-
manistischen Einfluss in Forschungspolitik und Wissenschaft gelten (TAB 
2008). Auch wenn sie es nicht erreicht hat, ein größeres Förderprogramm zu 
Converging Technologies zu inspirieren, hat sie doch (insbesondere) auf den 
(akademischen) Diskurs zu HE stark eingewirkt und zur neuerlichen Steigerung 
der Aufmerksamkeit für »starke« KI-Visionen beigetragen. Zu den im Rahmen 
der NBIC-Initiative entwickelten Visionen (Bainbridge 2006) gehört u. a., dass 
(bis zum Jahr 2025) der menschliche Körper haltbarer, langlebiger, einfacher zu 
reparieren und widerstandsfähiger gegen Alterungsprozesse sein wird, dass sich 
(bis zum Jahr 2050) menschliche Gedächtnisleistungen durch externe elektroni-
sche Speicherung steigern lassen und dass (bis zum Jahr 2070) Wissenschaftler 
Absichten, Überzeugungen, Sehnsüchte, Gefühle und Beweggründe als klar be-
stimmbare, berechenbare Prozesse verstehen und beschreiben werden. Jeder 
Mensch werde dann das Recht haben, die Fähigkeiten frei zu wählen, die er be-
sitzen möchte. Schließlich wird für das Jahr 2085 vorausgesagt, dass dann Ma-
schinen gebaut werden können, die funktional äquivalent zu einem menschli-
chen Gehirn sind. An der Initiative war die US-amerikanische Militärforschung 
beteiligt, u. a. durch die DARPA, die in dieser Zeit sehr offen HE mit diversen 
Mitteln sowie nichttherapeutische Kopplungen von Gehirn und Maschine als 
Ziele definiert hatte. Zudem hat die Rhetorik der Initiative (»Improving Human 
Performance«) z. T. Wurzeln in der US-Militärforschung (TAB 2008). 
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Zur Rolle der Computer- und Internetindustrie 
Offenkundig spielen derzeit Vertreter der Computer- und Internetindustrie eine 
entscheidende Rolle in der Popularisierung transhumanistischer und verwand-
ter technikfuturistischer Zukunftsvisionen. Die relevanten Netzwerke existieren 
z. T. – wie die Edge Foundation – bereits seit den 1990er Jahren.7 Zu den Schlüs-
selfiguren zählten bzw. zählen hier der Investor Peter Thiel – der u. a. mit der 
Gründung von PayPal und frühen Investitionen in Facebook ein Vermögen er-
zielte und diverse Transhumanisten bzw. deren Aktivitäten finanziell fördert –, 
Jaan Tallinn – einer der Gründer von Skype und des Centre for the Study of 
Existential Risk der Universität Cambridge, der zudem u. a. das Bostroms Fu-
ture of Humanity Institute und das Machine Intelligence Research Institute mit 
Spenden unterstützte – und der 2013 verstorbene IT-Unternehmer und Sach-
buchautor James Martin, dessen Spende an die Universität Oxford – die größte 
Einzelspende in der Geschichte der Universität – zum Aufbau der Oxford Mar-
tin School und dabei auch zur Gründung des Future of Humanity Institute und 
zur Förderung weiterer transhumanistischer Denker diente. Im Jahr 2006 orga-
nisierte die Oxford Martin School (zu diesem Zeitpunkt noch James Martin 21st 
Century School) die Konferenz »Tomorrow's People: The Challenges of Tech-
nology for Life Extension and Enhancement« (Healy/Rayner 2009) in Oxford, 
bei der zum ersten Mal eine große Zahl transhumanistischer Aktivisten (ein-
schließlich Bainbridge) und transhumanistisch orientierter Denker (wie der 
Ethiker John Harris) in einem größeren akademischen Rahmen zusammenka-
men und dabei auch auf renommierte nichttranshumanistische Wissenschaftler 
und Philosophen trafen, darunter bekannte Kritiker dieser Weltanschauung. 
Auf dieser Veranstaltung pries Martin den Transhumanismus als die Lösung für 
alle großen globalen Probleme. Unter den bedeutenden anwesenden Wissen-
schaftlern befand sich Martin Rees, Königlicher Astronom (Astronomer Royal), 
Kosmologe und Astrophysiker, der von 2005 bis 2010 Präsident der Royal 
                                                  
7 In den letzten Jahren hat in Deutschland die Medienberichterstattung zu diesen 
Netzwerken zugenommen und es wurden jüngst auch umfangreiche journalistische 
Analysen vorgelegt, die z. T. sehr kritisch oder sogar polemisch sind (Jansen 2015; 
Wagner 2015). Dabei stand und steht Google oft im Zentrum der Aufmerksamkeit. 
So heißt es in einer der sehr kritischen Analysen, dass das »transhumanistische Pro-
jekt Googles« das »größte Menschenexperiment aller Zeiten« sei, ein »Projekt der 
Erzeugung eines ›neuen Menschen‹, das von Transhumanisten wie Ray Kurzweil 
entscheidend vorgeprägt« worden sei (Jansen 2015, S. 297). Das Unternehmen sei 
die Speerspitze des Transhumanismus. Immer wieder wird auch in Medienberichten 
darauf hingewiesen, dass Google beim Erwerb von KI-Unternehmen auf die Dienste 
Kurzweils setzt, im Bereich Robotik massive Zukäufe tätigte (u. a. den führenden 
Militärroboterhersteller Boston Dynamics) und im Bereich Genetik und Biotechno-
logie mit Calico ein Unternehmen gründete, dessen Forschungsagenda als eine 
Kampfansage an das Altern, vielleicht sogar den Tod gelesen werden kann. 
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Society war. Er spielt mittlerweile eine wichtige Rolle in der Debatte über »star-
ke« KI und die womöglich durch sie entstehenden Risiken. 
Die Singularitätsidee ist in Teilen der IT-Industrie sehr populär. Veran-
staltungen des in Machine Intelligence Research Institute umbenannten Sin-
gularity Institute for Artificial Intelligence wurden von Führungsfiguren der 
IT-Industrie unterstützt oder als Redner besucht, z. B. von Peter Thiel und von 
Justin Rattner, dem ehemaligen Chief Technology Officer von Intel. Intel wie-
derum rief auf seinem internationalen Entwicklerforum im Jahr 2008 den 
Countdown auf dem Weg zur Singularität aus und führte dabei auch ein Vi-
deo über Kurzweil und seine Ideen vor. Bill Gates, der Gründer von Microsoft, 
pries Kurzweil als wichtigsten Zukunftsdenker unserer Zeit, und zahlreiche 
führende Mitarbeiter von Microsoft, Intel und den neueren Internetunter-
nehmen haben (z. T. regelmäßig) an Veranstaltungen der genannten Netzwer-
ke oder Organisationen teilgenommen. 
Der aktuelle Diskurs zu Enhancement und Cyborgs 3.2 
Nachdem bereits seit Längerem argumentiert wird, dass Menschen mit Herz-
schrittmachern, anderen Implantaten oder Prothesen per definitionem als Cy-
borgs gelten können, hat sich unlängst – nach Pionieraktivitäten Ende der 
1990er Jahre durch den bereits erwähnten transhumanistisch gesinnten For-
scher Kevin Warwick – in verschiedenen Ländern eine kleine, aber massenme-
dial vielbeachtete Cyborgbewegung gebildet. In Deutschland nimmt hier der in 
Berlin gegründete Verein Cyborg e. V. eine Vorreiterrolle ein. Zu beachten ist, 
dass die neuen Cyborgs keineswegs durchgängig der transhumanistischen Be-
wegung zuzurechnen sind. In den programmatischen Erklärungen des Cyborg 
e. V. zeigt sich z. B. insofern eine Distanz zum verbesserungsorientierten, HE ins 
Zentrum stellenden Transhumanismus, als der Verein als übergeordnetes Ziel 
der Körpermodifikation nicht die Steigerung der Leistungsfähigkeit oder gar die 
Überwindung menschlicher Körperlichkeit nennt und sich gegen jegliche 
»Normierung des Menschen« ausspricht (Kap. III.1.2).8 
Der transhumanistische Diskurs zu HE ist hingegen ganz überwiegend be-
stimmt durch Denkfiguren der Steigerung menschlicher Leistungsfähigkeit, der 
verbesserten Beherrschung körperlicher Funktionen und der Emotionalität so-
wie letztlich – durchaus kollektivistisch im Sinne einer »Verbesserung des Men-
                                                  
8 http://wiki.cyborgs.cc/wiki/Manifest (15.12.2015) 
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schen« gedacht – einer biologische Körperlichkeit überwindenden Weiterent-
wicklung des Menschengeschlechts.9 
Die entsprechenden Debatten laufen inzwischen seit bald zwei Jahrzehnten, 
und einige ihrer Themen und Argumente sind, wie bereits dargelegt wurde 
(Kap. II.2), weit älter. Eine Vielzahl von Entwicklungen und Ideen in verschie-
denen Wissenschafts- und Technikfeldern wird hinsichtlich ihrer Relevanz für 
Enhancement thematisiert. Dabei kommen u. a. die Bio-, Nano- und Neuro-
technologien, verschiedene Bereiche der pharmazeutischen Forschung und 
Entwicklung, die »kosmetische« plastische Chirurgie und die Prothetik zur 
Sprache. Als aktuelle oder mögliche zukünftige vorrangige Einsatzbereiche von 
Human-Enhancement-Technologien werden u. a. das Doping im Sport, das 
Militär, das Bildungssystem, das sogenannte aktive Altern und die Behinde-
rungskompensation genannt. Zahlreiche Analysen der letzten Jahre sind zu dem 
Schluss gekommen, dass zwischen den Visionen und der Realität gegenwärtiger 
Forschungs- und Entwicklungsstände insgesamt eine breite Lücke klafft (z. B. 
für das pharmakologische kognitive Enhancement Ferrari et al. 2012; Sauter/ 
Gerlinger 2012). Zudem wird immer wieder darauf hingewiesen, dass eine Fas-
zination durch Visionen einer technischen Umgestaltung des Menschen die 
Rationalität der politischen und gesellschaftlichen Diskurse zu Naturwissen-
schaft und Technik negativ beeinträchtigen könne und dass tatsächlich relevan-
te ethische und gesellschaftliche Probleme dabei aus dem Blick geraten oder 
übersehen würden (Nordmann 2007; TAB 2008). 
Es ist jedoch ebenfalls festzuhalten, dass im Bereich der Neurotechnologien 
weitreichende Enhancementvisionen zumindest zum derzeitigen Zeitpunkt 
weniger unrealistisch erscheinen als die Visionen eines pharmakologischen 
kognitiven Enhancement. Das liegt zum einen daran, dass über die Potenziale 
stimulierender Neurotechnologien für HE bisher weniger bekannt ist als über 
die medikamentöser Mittel, zum anderen eröffnen sich durch Technologien, bei 
denen neuronale Signale über eine technische Schnittstelle ausgelesen und in 
maschinelle Aktivität umgesetzt werden, zumindest für körperlich einge-
schränkte, prinzipiell aber auch für alle Nutzer neue Handlungsmöglichkeiten. 
Auch wenn – da bei breiteren Definitionen die Debatte ihren spezifischen Sinn 
verlöre – die letztgenannten, »ableitenden« Technologien nur dann als HE-
Technologien gelten sollten, wenn sie mit operativen Eingriffen in den mensch-
lichen Körper einhergehen (Coenen et al. 2009), sind doch die auf sie bezogenen 
                                                  
9 In einer acatech-Publikation, die Innovationspotenziale der Mensch-Maschine-
Interaktion behandelt, heißt es, dass der wirtschaftsliberale und libertäre Transhuma-
nismus des Silicon Valley zwar unbestritten ein technologiefreundliches Klima schaf-
fe, dass aber an ihm insbesondere die Erzeugung übersteigerter Erwartungen an tech-
nische Lösungen gesellschaftlicher Probleme sowie ein negativer Einfluss auf den de-
mokratischen Diskurs über neue Technologien kritisiert würde (acatech 2016, S. 58). 
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Zukunftsvisionen für eine Untersuchung zu Fragen der Mensch-Maschine-
Entgrenzung hochrelevant. 
Im Folgenden sollen Visionen zur Nutzung von Neurotechnologien für HE 
nicht dahingehend bewertet werden, inwieweit sie als realistische Möglichkeiten 
für die nähere Zukunft erscheinen (dazu aber Kap. III.1.2). Vielmehr geht es 
lediglich darum, einen Einblick in den stark zukunftsvisionären Diskurs zu 
Neurotechnologien und HE zu bieten. 
Die relevanten Visionen lassen sich (nicht ganz trennscharf) folgenden Zie-
len zuordnen: 1. der Verbesserung der kognitiven Leistungsfähigkeit von Men-
schen; 2. der verbesserten Kontrolle menschlicher Emotionalität; 3. der Erweite-
rung der sinnlichen Wahrnehmung; 4. neuen Kommunikationsmöglichkeiten 
zwischen Menschen (oder auch zwischen Menschen und anderen Wesen); 
5. Kopplungen von Menschen und Artefakten (Prothesen oder steuerbaren kör-
perexternen Maschinen), bei der Letztere 6. in einem bisher unbekannten Maß 
gleichsam zu Erweiterungen des menschlichen Körpers werden: 
1. Visionen einer Verbesserung der kognitiven Leistungsfähigkeit von Men-
schen werden – vor dem Hintergrund der Annahme, dass es künftig zu ei-
ner Konkurrenz zwischen menschlicher und Maschinenintelligenz kommen 
werde – oft im Zusammenhang mit Visionen zu »starker« KI entwickelt. 
Neben älteren kybernetisch inspirierten, aus den 1950er und 1960er Jahren 
stammenden Visionen einer parallelen, einander bedingenden Steigerung 
menschlicher und künstlicher Intelligenz (z. B. Licklider 1960) werden hier 
allerdings in letzter Zeit – auch vor dem Hintergrund einer gewissen Desil-
lusionierung in Bezug auf das pharmakologische kognitive Enhancement – 
vor allem Möglichkeiten einer Verbesserung menschlicher kognitiver Fä-
higkeiten mittels transkranieller Magnetstimulation oder transkranieller 
Gleichstromstimulation (zu diesen Technologien Kap. III.1.1 »Stimulati-
onsverfahren«) erforscht und diskutiert (Maslen et al. 2014). 
2. In letzter Zeit wird ebenfalls – insbesondere in transhumanistischen Krei- 
sen – verstärkt diskutiert, ob die tiefe Hirnstimulation (Kap. III.1.2) die 
Möglichkeit eröffnen könnte, menschliche Emotionen zuverlässig zu kon-
trollieren und zu manipulieren. Diese Visionen stehen im Zusammenhang 
mit – wiederum vor allem von transhumanistischer Seite entwickelten – 
Visionen eines sogenannten moralischen Enhancement, bei dem menschli-
che Eigenschaften und Verhaltensweisen pharmakologisch oder neurotech-
nologisch beeinflusst werden sollen. 
3. Nicht nur auf Basis des transhumanistischen Leistungssteigerungs- und 
Körperüberwindungsparadigmas werden bislang erfolgte, neue oder zu-
künftige neurotechnologische Entwicklungen (wie z. B. Cochlea- und Reti-
na-Implantate) zum Anlass genommen, einen Zukunftsmenschen zu ima-
ginieren, der über neue, künstliche Sinne verfügt. Diese Vision ist auch 
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maßgeblich für den neuen Cyborgismus (z. B. des Cyborg e. V.), der – 
durchaus z. T. auch in Abgrenzung vom transhumanistischen Leistungs-
steigerungs- und Körperüberwindungsparadigma – einen wenn nicht spie-
lerischen, so doch experimentellen Umgang mit menschlicher Körperlichkeit 
propagiert, bei dem gängige Körpernormen z. B. aus feministischer Sicht hin-
terfragt werden. 
4. Sensorische Neuroprothesen (wie Cochlea- und Retina-Implantate), aber 
insbesondere auch Gehirn-Maschine-Schnittstellen werden perspektivisch 
zuweilen als Mittel neuartiger Kommunikationsweisen zwischen Menschen 
(oder auch zwischen Mensch und Tier) angesehen. Von einer gewissen Re-
levanz ist hier auch die alte, seit Bernal bekannte Vision technotelepathi-
scher Kommunikation. In einer Vision des Physikers und Technikvisionärs 
Freeman Dyson wird z. B. eine Technotelepathie mittels direkter Umwand-
lung von neuronalen Signalen in Funksignale und der Platzierung mikro-
skopischer Sender und Empfänger im Gehirn ausgemalt.10 
5. Die wohl populärsten Visionen einer Cyborgisierung sind auf BMI-Techno-
logien gerichtet, von denen erwartet wird, dass Mensch und Maschine um-
fassend und tiefgreifend miteinander verschmelzen und dass künstliche 
Körperteile, insbesondere Gliedmaßen, eine neue technobiologische Kör-
perlichkeit ermöglichen werden. So wurde z. B. im Rahmen der NBIC-
Initiative für die 2040er Jahre prognostiziert, dass Soldaten die Fähigkeit 
haben werden, nur durch das Denken von Befehlen – oder sogar vor For-
mung des Befehls in ihrem Geist – Fahrzeuge sowie Waffen- und andere 
Kampfsysteme ohne jegliche Zeitverzögerung zu kontrollieren (Bainbridge 
2006). Jüngst hat zudem eine Studie (Herff et al. 2015) die Erwartung ge-
weckt, dass in Zukunft eine weitgehende, ganze Sätze rekonstruierende 
Spracherkennung aus Gehirnströmen durch neue, sogenannte Brain-to-
Text-Technologien möglich sein wird. In Bezug auf Gliedmaßenprothesen 
wird immer wieder – und nicht nur von transhumanistischer Seite – die 
Erwartung geäußert, dass das allgemein akzeptierte Ziel, funktional und 
sensorisch natürlichen Gliedmaßen entsprechende Prothesen zu entwi-
ckeln, hin zu einer – eventuell auch militärisch nutzbaren – Cyborgisierung 
erweitert werden könnte, bei der dann zusätzliche Funktionen oder sogar 
zusätzliche Gliedmaßen bereitgestellt würden. 
6. Ungeachtet des teils zweifelhaften Realitätsgehalts dieser Visionen hat es 
den Anschein, dass einige der in den HE- und Cyborgdebatten thematisier-
ten Technologien einen massiven Wandel im Mensch-Technik-Verhältnis 
anzeigen. So dürfte die Direktkopplung von komplexeren intellektuellen 
Leistungen mit Computertechnik prinzipiell machbar sein (Herff et al. 
                                                  
10 http://edge.org/q2009/q09_3.html#dyson (15.12.2015) 
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2015), und auch dokumentierte emotionale und andere Auswirkungen der 
Nutzung von stimulierenden Neurotechnologien (z. B. Dubiel 2006; 
Kap. III.1.2) geben Anlass dazu, die Möglichkeit einschneidender Verände-
rungen im Mensch-Maschine-Verhältnis zu diskutieren. 
Gerade auch vor dem Hintergrund dieser möglichen Anzeichen für einen signi-
fikanten Wandel im Mensch-Technik-Verhältnis ist der Umstand bemerkens-
wert, dass sich Visionen und erste Praktiken der Cyborgisierung nicht allein im 
transhumanistischen Rahmen entfalten. Während in diesem Rahmen – und in 
ähnlichen technikfuturistischen Kontexten – relativ umstandslos eine Verbesse-
rungs-, Körperbeherrschungs- und Entleiblichungslogik zugrunde gelegt wird, 
die angesichts der vielfältigen Aspekte und Aussichten der technischen Entwick-
lung unterkomplex erscheint, werden zunehmend sowohl in Kunstprojekten 
und anderen kulturellen Aktivitäten als auch seitens der (ja keineswegs aus-
schließlich transhumanistischen) Cyborgismusbewegung neue Verständnisse 
des Mensch-Technik-Verhältnisses wie auch neue Konzepte der Identität im 
technowissenschaftlichen Zeitalter entwickelt (oder zumindest als wünschens-
wert angesehen). Ohne dies in seiner Bedeutung überschätzen zu wollen, lässt 
sich vermuten, dass die – wahrscheinlich auch durch einen Informationsvor-
sprung verursachte – Dominanz transhumanistischer Perspektiven im Diskurs 
zukünftig abnehmen wird. 
Der aktuelle Diskurs zu einer Superintelligenz 3.3 
Angesichts der erheblichen Kritik, die Anhänger der »starken« KI wegen ihres 
Anfachens zukunftsvisionärer Diskussionen auf sich gezogen haben (Kap. II.2), 
ist es durchaus überraschend, dass die Zeit seit dem Jahr 2000 durch einen er-
heblichen neuerlichen Bedeutungszuwachs »starker« KI-Visionen gekennzeich-
net ist. Bemerkenswert ist, dass diese Renaissance des Themas »starke« KI weni-
ger innerhalb der relevanten Forschungs- und Entwicklungsbereiche selbst 
stattgefunden hat als vielmehr in übergreifenden Debatten über die Potenziale 
vieler verschiedener naturwissenschaftlich-technischer Felder (z. B. im Rahmen 
der NBIC-Initiative). Im Verlauf der 2010er Jahre setzte dann eine Debatte über 
eine »starke« KI ein, die im erheblichen Maße in den Massenmedien ausgetra-
gen wird und zu der – neben (oder in) den seit den 1990er Jahren gewachsenen 
transhumanistischen Netzwerken – u. a. auch eine ganze Reihe bekannter Wis-
senschaftler (wie z. B. Stephen Hawking) und Führungsfiguren der US-amerika-
nischen Computer- und Internetindustrie (wie z. B. Elon Musk) beiträgt. Diese 
Diskussion zeigt exemplarisch die hohe Themensetzungs- und Mobilisierungs-
fähigkeit der in Kapitel II.3.1 dargestellten Netzwerke. In den Medien, aber auch 
auf öffentlichen Diskussionsveranstaltungen, die von wissenschaftlichen Ein-
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richtungen organisiert werden, wird dabei z. T. mit plakativen Formulierungen 
gearbeitet, die das Kernthema der Debatte auf den Punkt bringen (»Mensch, 
Maschine! Wer wird künftig den Ton angeben?«; »Bald sind Maschinen intelli-
genter als wir. Werden sie … Freund oder Feind?«). 
Bemerkenswert ist der Umstand, dass sich die in der aktuellen Debatte vor-
herrschenden Denkfiguren, Zukunftsvisionen und Argumente bereits seit län-
gerer Zeit in transhumanistischen Zirkeln verbreiten und weitgehend identisch 
mit den in Kapitel II.2.1 erwähnten Spekulationen I. J. Goods zu einer »Intelli-
genzexplosion« sowie daran anknüpfenden Überlegungen Vernor Vinges und 
anderer zur sogenannten Singularität sind. Erwähnt werden können hier z. B. 
die populärwissenschaftlichen Arbeiten Hans Moravecs seit den 1980er Jahren 
(z. B. Moravec 2001) sowie neuere Wortmeldungen aus dem Machine Intelli-
gence Research Institute (vormals Singularity Institute for Artificial Intelligence) 
und von Nick Bostrom. Letzterer antwortete z. B. auf die Edge-Frage des Jahres 
2009 »What will change everything?« (»Was wird alles verändern? Welche alles 
verändernden wissenschaftlichen Ideen und Entwicklungen erwarten Sie noch 
zu Ihren Lebzeiten?«), dass dies die Heraufkunft einer »Superintelligenz« sein 
werde.11 Weitgehend auf Überlegungen Goods, Vinges' und Moravecs basie-
rend, plädiert Bostrom dafür, dass wir uns schon jetzt auf eine Intelligenzexplo-
sion vorbereiten sollten, bettet die Vision einer »starken« Super-KI in die trans-
humanistische Großerzählung ein und warnt, dass die Entstehung einer dem 
Menschen nicht freundlich gesonnenen Super-KI ein für die Menschheit exis-
tenzielles Risiko bedeuten könne (siehe auch Bostrom 2014). 
Die Debatte gewann an Schwung und verließ die transhumanistisch-
technikfuturistischen Zirkel, nachdem sich im Frühjahr 2014 der weltweit auch 
einer breiteren Öffentlichkeit bekannte theoretische Physiker und Sachbuchau-
tor Stephen Hawking, der Computerwissenschaftler und KI-Forscher Stuart 
Russell, der Kosmologe Max Tegmark (der einer der Gründer des Future of 
Life Institute ist und Spenden von Elon Musk für die Erforschung existenzi-
eller Risiken durch fortgeschrittene KI erhielt) sowie Frank Wilczek, Nobel-
preisträger für Physik des Jahres 2004, zu Wort gemeldet hatten. In einem Arti-
kel für die »Huffington Post« (19.4.2014)12 und die Zeitung »The Independent« 
(1.5.2014) sprechen sich die Autoren gegen eine denkfaule Selbstgefälligkeit in 
Bezug auf mögliche superintelligente Maschinen aus.13 Die vier Autoren beto-
                                                  
11 https://edge.org/response-detail/10228 (15.12.2015) 
12 www.huffingtonpost.com/stephen-hawking/artificial-intelligence_b_5174265.html 
(15.12.2015) 
13 Der Artikel erschien in der Woche der Kinopremiere des bereits erwähnten Films 
»Transcendence«, in dem ein transhumanistisch gesinnter Wissenschaftler, der nach 
einem Attentat durch militante KI-Gegner mittels Mind Uploading weiterexistiert, 
durch das Internet global die Kontrolle zu gewinnen versucht. Im Film sieht man den 
IT-Unternehmer Elon Musk eine Rede des Protagonisten im Stil Kurzweils lauschen. 
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nen, dass es sich als der Menschheit größter Fehler herausstellen könne, wenn 
hochintelligente Maschinen als bloße Science-Fiction abgetan werden. Ein 
Computer, der eine Quizshow im Fernsehen gewinnt – gemeint ist die 
»Watson« getaufte KI von IBM, die mittlerweile u. a. im Gesundheitswesen, bei 
der Analyse sozialer Netze und von Banken und Versicherungen (auch in 
Deutschland) eingesetzt wird (z. B. Fromme 2015) –, selbstfahrende Autos und 
digitale persönliche Assistenten wie »Siri« seien lediglich Symptome eines in-
formationstechnologischen Rüstungswettlaufs, der durch nie dagewesene Inves-
tionen und eine sich ständig verbessernde theoretische Grundlage ermöglicht 
werde. Blicke man weiter in die Zukunft, ließen sich keine grundsätzlichen 
Grenzen des Möglichen ausmachen, und ein explosionsartiger Übergang in ein 
neues Zeitalter, in dem KI Wirtschaft, Wissenschaft, Militärwesen und Politik 
bestimmen wird, sei durchaus denkbar. Während die kurzfristigen Auswirkun-
gen der KI davon abhingen, wer sie kontrolliert, stelle sich längerfristig die Fra-
ge, ob sie sich überhaupt kontrollieren lässt. Trotz dieser Aussichten gebe es 
wenige ernsthafte Forschung zum Thema. Nur kleine gemeinnützige Einrich-
tungen wie das Centre for the Study of Existential Risk der Universität 
Cambridge, das Future of Humanity Institute, das Machine Intelligence Rese-
arch Institute und das Future of Life Institute stellten sich dieser Aufgabe. 
Auf diesen Artikel folgte dann eine ganze Reihe weiterer Wortmeldungen 
ähnlichen Tenors, u. a. von den Industriellen Bill Gates (Microsoft), Elon Musk 
und Peter Thiel sowie noch einmal von Hawking, der – wie u. a. auch Bostrom, 
Church, Musk, Rees, Russell und Wilczek – zum wissenschaftlichen Beirat des 
von Tallin, Tegmark und anderen gegründeten Future of Life Institute gehört 
(Davies 2014).14 Gates bekundete, sich ebenfalls Sorgen hinsichtlich einer zu-
künftigen Superintelligenz zu machen und Hawking stellte seine Aussagen zu 
KI in den Kontext einer umfassenderen transhumanistischen Vision, indem er 
Überlegungen zu einem gentechnischen HE und zur menschlichen Kolonisa-
tion des Weltraums anstellte (Davies 2014). Der Bekanntheit und dem profes-
sionellen Hintergrund der Mahner entsprechend kam es zudem zu einer Welle 
von Beiträgen in Massenmedien. 
Die Edge-Frage des Jahres 2015 »What do you think about machines that 
think?« (»Was denken Sie über denkende Maschinen?«) wurde von knapp 
200 Personen beantwortet. Neben Wortmeldungen im Tenor der aktuellen Dis-
kussion, bei denen auch von der Möglichkeit einer selbstbewussten KI ausge-
gangen wird, finden sich zahlreiche Beiträge, in denen die Sorge um eine men-
                                                  
14 Ähnlich ist die Situation hinsichlich des Centre for the Study of Existential Risk der 
Universität Cambridge; zu dessen Gründern zählen Rees und Tallin und unter dessen 
wissenschaftlichen Beratern gehören Bostrom, Church, Hawking, Musk, Russell und 
Tegmark. 
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schenfeindliche Superintelligenz als unbegründet abgetan, aber davor gewarnt 
wird, zu viel Autorität an unintelligente Maschinen abzutreten, also Ergebnisse 
purer Rechenkraft zur nicht mehr hinterfragten Grundlage von Entscheidungen 
zu machen. Zudem wird oft dafür plädiert, statt über Mensch-gegen-Maschine-
Visionen lieber über ökonomische oder politische Aspekte der KI-Entwicklung 
und -Nutzung nachzudenken und zu diskutieren.15 
Im Dezember 2015 gab dann Musk bekannt, dass er zusammen mit Mit-
streitern vor allem aus dem Bereich der Computer- und Internetindustrie (u. a. 
Thiel) eine »Open AI« (»offene KI«) benannte Einrichtung fördern wird, in der 
renommierte Wissenschaftler und Ingenieure KI-Forschung betreiben und die 
Ergebnisse öffentlich verfügbar machen sollen. Diese Positionierung wurde al-
lerdings auch als bloße Verschleierung des Umstands gewertet, dass der Mahner 
Musk nun im KI-Bereich selbst die Konkurrenz mit Google und anderen von 
ihm als rein profitorientiert dargestellten Firmen aufnimmt (Tanriverdi 2015). 
Fazit 4. 
Im Wesentlichen entwickeln sich die visionären Diskussionen über die Zu-
kunftsaussichten »starker« KI und über neurotechnologiebasierte Mensch-
Maschine-Entgrenzungen nach einem Muster, das aus älteren zukunftsvi-
sionären Technikdebatten – z. B. über Nanotechnologie und Converging 
Technologies – bekannt ist: In mehr oder weniger eng miteinander verbunde-
nen Zirkeln prominenter Naturwissenschaftler, Ingenieure, Autoren und In-
dustrieller werden z. T. sehr weitreichende Zukunftserwartungen diskutiert, die 
stark durch die transhumanistische Weltanschauung geprägt sind. Diese Erwar-
tungen sind weitgehend deckungsgleich mit Spekulationen, die bereits vor vie-
                                                  
15 Auch in Deutschland haben die Beiträge zur neuen Debatte über KI mittlerweile zu-
genommen. Beispielhaft nennen lässt sich hier ein Diskussionspapier zu Chancen und 
Risiken der KI, an dem u. a. mit dem Philosophen Thomas Metzinger ein im Edge-
Netzwerk aktiver Forscher beteiligt war (Mannino et al. 2015). Auch in diesem wird 
die Erwartung geäußert, dass eine Intelligenzexplosion nach dem von Good vorherge-
sagten Muster stattfinden wird. Beispiellose ethische Herausforderungen würden sich 
daraus ergeben. Auch die Entwicklung phänomenaler Zustände in künstlichen Intelli-
genzen sei für die Zukunft nicht auszuschließen, sie könnten dann über (Selbst-) 
Bewusstsein und insbesondere auch über subjektive Präferenzen und Leidensfähigkeit 
verfügen. In der Studie wird sogar, was verwundert, von einem »soliden Konsens« 
darüber gesprochen, dass ein künstliches Bewusstsein prinzipiell möglich ist. Das 
Thema KI-Sicherheit verdiene auf jeden Fall in Politik und Forschung stärkere Beach-
tung. Es gelte, institutionell sicherheitsfördernde Maßnahmen auszuarbeiten, z. B. 
durch die Vergabe von Forschungsgeldern für entsprechende Projekte. Entwicklungs-
projekte zu gehirnanalogen KI-Architekturen sollten unter die Aufsicht von Ethik-
kommissionen gestellt werden. 
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len Jahrzehnten von Wissenschaftlern wie J. D. Bernal und I. J. Good angestellt 
wurden. Auch dieser epigonale Zug der aktuellen Diskussionen ist aus anderen 
neueren Technikdebatten bekannt. Nur wenig überspitzt lässt sich sagen, dass 
z. B. im Fall der aktuellen Debatte über Superintelligenz (bzw. eine sehr »starke« 
KI) eine relativ kleine Gruppe von bekannten Wissenschaftlern, Autoren und 
Industriellen – die selbst z. T. Institute gegründet haben, die sich mit den disku-
tierten Zukunftsaussichten befassen – für das Thema in der massenmedialen 
Öffentlichkeit Aufmerksamkeit geschaffen haben, wobei sie sich im Wesentli-
chen auf Spekulationen aus den 1960er Jahren stützen, ergänzt durch Verweise 
auf neuere technische Entwicklungen, die allerdings mit Visionen einer sehr 
»starken« KI nur wenig zu tun haben. 
Neu – z. B. im Vergleich zum Diskurs über Nanotechnologie – ist aber, dass 
führende Computer- und Internetindustrielle selbst die Debatte inhaltlich mit-
prägen. Zwar spielen hier wieder z. T. dieselben Netzwerke (wie z. B. die Edge 
Foundation Inc.) eine zentrale Rolle, die schon um das Jahr 2000 herum die 
Diskussionen über Nanotechnologie, KI und HE erheblich beeinflusst haben, 
und auch schon in diesen Diskussionen kam es – insbesondere durch Bill Joy 
(Schirrmacher 2001) – zu einflussreichen Wortmeldungen aus der Computer- 
und Internetindustrie. Inzwischen hat sich aber die Zahl der direkten Beiträge 
von Industriellen zur Diskussion deutlich erhöht, wie auch die Zahl der Füh-
rungsfiguren aus der Computer- und Internetindustrie, die Forschung zu tech-
nikvisionären Themen und transhumanistische Aktivisten finanziell fördern. 
Überdies zeigen die Akquiseaktivitäten und Kooperationen von Firmen wie 
Google bzw. der Holding Alphabet, dass in der Industrie ein signifikantes Inte-
resse an der Entwicklung avancierter KI- und Robotersysteme besteht, und eini-
ge öffentliche Äußerungen von Führungsfiguren der Computer- und Internet-
industrie legen die Vermutung nahe, dass die Charakterisierung des Transhu-
manismus als einer Art Ersatzreligion nicht gänzlich aus der Luft gegriffen ist. 
Auch wenn z. B. verschiedentlich die beiden Google-Gründer weitreichende 
Visionen zu KI und zur leistungssteigernden Verschmelzung von Mensch und 
Maschine öffentlich geäußert haben, ist es aber eine unzulässige Verkürzung, 
wenn das Unternehmen als Speerspitze speziell des Transhumanismus bezeich-
net wird. Gleiches gilt allgemein für eine Reduktion des Technikfuturismus in 
der Computer- und Internetindustrie auf den Transhumanismus. Es zeigt sich 
hier vielmehr ein umfassender, gegenwartsbezogener Fortschrittsoptimismus, 
hinter dem die weiterreichenden Zukunftsvisionen des Transhumanismus ste-
hen können, aber nicht müssen. 
In diesem Zusammenhang ist ein SPIEGEL-Interview mit Larry Page, ei-
nem der Google-Gründer aufschlussreich (Schulz 2015), das dazu dienen kann, 
die nichttranshumanistischen Teile des rationalen Kerns zukunftsvisionärer 
Diskussionen zu KI und anderen Themen herauszuarbeiten. Unter Verweis u. a. 
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auf den Fortschrittsoptimismus früherer Weltausstellungen kritisiert Page ein 
angeblich in Europa stark verbreitetes Weltbild, das durch Furcht vor Technik 
gekennzeichnet sei. Angesichts des von ihm wahrgenommenen beständigen 
technischen und gesellschaftlichen Fortschritts verstehe er diese Technikfurcht 
nicht, sie komme ihm irrational vor und ergebe wissenschaftlich keinen Sinn. 
Auf die Frage des Interviewers, ob die großen Visionen letztlich nicht einfach 
nur dazu dienten, ganz banale Geschäfte schönzufärben, entgegnet Page, dass 
sich große Ideen am schnellsten auf globaler Ebene durchsetzen ließen, wenn 
man sie mit einem Produkt bzw. einem Geschäft verbindet. 
Diese Art eines z. T. altmodisch anmutenden Fortschrittsoptimismus stellt 
den Rahmen dar, innerhalb dessen sich die stärker technikfuturistischen und 
auch die transhumanistischen Zukunftsvisionen mit Unterstützung von Teilen 
der Computer- und Internetindustrie entfalten können. Befeuert werden die 
zukunftsvisionären Diskussionen von immer neuen Erfolgsmeldungen aus den 
Firmen und Universitäten, wie z. B. im Dezember 2015 die Meldung aus dem 
von Google und der NASA aufgebauten Quantum Artificial Intelligence Lab, 
dass dort ein funktionsfähiger Quantencomputer und damit potenziell eine für 
die KI-Entwicklung zentrale Technologie entwickelt worden sei. Dabei bleibt 
aber oft unklar, ob die in den Diskussionen angeführten realen Fortschritte für 
die jeweiligen Visionen auch tatsächlich von Bedeutung sind. 
Abschließend bleibt zunächst Folgendes festzuhalten: Einerseits sollte der 
Umstand, dass ein relativ kleiner Kreis von – sich einander in ihren Spekulatio-
nen und sonstigen Überlegungen bestätigenden, z. T. organisatorisch miteinan-
der vernetzten – Akteuren die zukunftsvisionären Diskussionen wesentlich 
prägt, nicht zum Anlass genommen werden, die Relevanz dieser Diskussionen 
über Mensch-Maschine-Entgrenzungen zu ignorieren. Andererseits sollten aber 
der erhebliche intellektuelle Einfluss oder die ökonomische Macht vieler Betei-
ligter nicht dazu verleiten, ohne nähere Prüfung eine besondere Dringlichkeit 
oder Bedeutung der verhandelten Themen vorauszusetzen. Letztlich haben wir 
es hier fast durchgängig mit z. T. schon sehr alten Zukunftsvisionen zu tun, 
deren tatsächliche Basis angesichts des aktuellen Forschungs- und Entwick-
lungsstandes aber immer wieder weiterer Klärung bedarf. Solange keine neuen 
naturwissenschaftlich-technischen oder medizinischen Durchbrüche erzielt 
werden, die »starke« KI-Visionen oder Hoffnungen auf ein signifikantes HE 
rechtfertigen, hat die Befassung mit diesen Visionen eher den Charakter von 
Gedankenspielen oder kultur- und geisteswissenschaftlichen Überlegungen. 
Neben Analysen, in denen die Zukunftsvisionen an der Realität gemessen 
werden, erscheinen auch Anstrengungen angezeigt, die Mechanismen und Dy-
namiken technikfuturistisch geprägter Diskussionen besser zu verstehen. Seite 
an Seite mit Welterlösungsvorstellungen finden sich in diesem »technikvisionä-
ren Marketing« (Coenen 2009) i. d. R. auch immer Visionen eines Endes der 
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Menschheit oder ähnlicher Katastrophen, und beides dient zur Schaffung von 
Aufmerksamkeit für noch nichtexistierende Technologien. Neben der Aufmerk-
samkeit für die Argumentationsweisen und Themensetzungsfähigkeit des 
Technikfuturismus ließen sich zudem auch verstärkt Anstrengungen unter-
nehmen, den zukunftsvisionären Diskurs über Technologien der Mensch-
Maschine-Entgrenzung (wieder) offener zu gestalten. Einseitig auf eine Zu-
kunftsvision zu fokussieren – ganz gleich, ob diese dann als wünschenswert oder 
als albtraumhaft dargestellt wird –, birgt u. a. die Gefahr in sich, auf tatsächliche 















Stand der Technik III. 
Neurotechnologien 1. 
Das menschliche Gehirn gehört zweifelsohne zu den komplexesten Strukturen im 
bislang bekannten Universum. Allein schon die schiere Anzahl von schätzungs-
weise bis zu 100 Milliarden Neuronen – jener Gehirnzellen, die als Kernbaustein 
der Reiz- und Signalverarbeitung fungieren – ist beeindruckend. Doch die eigent-
liche Informationsverarbeitung und damit die außerordentlichen Fähigkeiten des 
gesamten Nervensystems basieren auf den mannigfachen Verknüpfungen seiner 
neuronalen Untereinheiten (dazu und zum Folgenden Hofmann 2014, S. 9). Ein 
einzelnes Neuron kann Eingangsinformationen von bis zu tausend anderen Neu-
ronen erhalten, sodass die Anzahl der synaptischen Verschaltungen mit 100 Billi-
onen die Anzahl der Sterne in der Milchstraße um drei Größenordnungen über-
trifft. Hinzu kommt, dass diese Verknüpfungsmuster nicht statisch sind, sondern 
plastisch, d. h. sich in Abhängigkeit von eingehenden Reizen äußerst dynamisch 
verändern. 
Seit vielen Jahrzehnten bemühen sich die Neurowissenschaften, die außer-
ordentliche Komplexität des Gehirns experimentell zu entschlüsseln. Besonders 
in den letzten Jahren konnten – zum einen dank immer ausgefeilterer Metho-
den wie bildgebender Verfahren, zum anderen dank Fortschritten in verwand-
ten Grundlagenbereichen (insbesondere der Molekularbiologie und der Infor-
matik) – zahlreiche Erkenntnisse gewonnen werden, die nicht nur neue Einsich-
ten, sondern zunehmend auch technische Eingriffe in das menschliche Gehirn 
ermöglichen (Hennen et al. 2008). Diese Entwicklung birgt große medizinische 
Potenziale, aber mindestens ebenso große ethische Sprengkraft. Denn das Ge-
hirn als »Zentralorgan des Menschen« (Clausen 2010b, S. 1) ist in die Regulie-
rung zahlreicher körperlicher, motorischer sowie psychischer Funktionen in-
volviert und damit Ausgangspunkt sowohl für die Herausbildung von (Selbst-) 
Bewusstsein wie auch, bei Schädigungen bzw. Funktionsstörungen, für zahlrei-
che Erkrankungen neurologischer (Schlaganfall, Demenzen, Parkinsonkrank-
heit, Epilepsie etc.) und psychiatrischer Art (Depression, Zwangs- und Angst-
störungen etc.). Die Entwicklung von Neurotechnologien weckt somit nicht nur 
Hoffnungen auf ganz neue medizinische Optionen zur Behandlung dieser 
Krankheiten oder zur Kompensation ihrer Folgen, sondern lässt außerdem Be-
fürchtungen wach werden, dass zukünftig auch das gesunde Gehirn (und mit 
ihm das menschliche Selbst) zunehmend dem technologischen Gestaltungswil-
len preisgegeben werden könnten. Inwiefern diese Hoffnungen oder auch Ängs-
te begründet sind, soll im Folgenden anhand eines fundierten Überblicks über 
den aktuellen Stand von Forschung und Entwicklung aufgezeigt werden 
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Wissenschaftliche Grundlagen:  
neuroelektrische Schnittstellen 1.1 
Trotz nach wie vor gravierender Wissenslücken, insbesondere was übergeord-
nete Hirnfunktionen anbelangt, ist das »Ein-Mal-Eins des Gehirns« (Monyer et 
al. 2004) auf zellulärer und molekularer Ebene schon recht gut entschlüsselt. So 
weiß man bereits seit einigen Jahrzehnten, dass die Signalverarbeitung im Ge-
hirn auf einfachen elektrophysiologischen Grundprinzipien beruht. Die grund-
legende Einheit neuronaler Kommunikation bilden demnach elektrische Poten-
zialschwankungen, die sogenannten Aktionspotenziale, die durch das zeitweili-
ge Öffnen und Schließen von Ionenkanälen zustande kommen und sich vom 
Zellkern aus in Richtung der Synapsen ausbreiten (dazu und zum Folgenden 
Hofmann 2014, S. 12 f.). 
Abb. III.1 Schematische Darstellung eines ankommenden Aktionspotenzials 
 
Quelle: nach Hofmann 2014, S. 19 
Sie bewirken auf ihrer terminalen Seite die Ausschüttung der zelleigenen Boten-
stoffe (Neurotransmitter) in den synaptischen Spalt und sind ihrerseits eine na-
türliche Reaktion des Neurons auf die eingehenden synaptischen Signale ande-
rer Neurone (Abb. III.1). Die Tatsache, dass die Reiz- und Signalverarbeitung 
im Nervensystem primär auf elektrischem Wege erfolgt, hat vielfältige Möglich-
keiten eröffnet, mit neuronaler Aktivität technologisch zu interagieren. Dabei 
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dem, ob Hirnsignale aus dem Nervensystem abgeleitet werden (ableitende 
Messverfahren) oder die Funktionsweise des Gehirns bzw. Nervensystems 
durch Zuführung elektrischer Ströme beeinflusst wird (Stimulationsverfahren). 
Ableitungsverfahren 
Der Goldstandard, um Aktionspotenziale und damit neuronale Aktivität zu 
messen, stellt die intrazelluläre Ableitung dar (dazu und zum Folgenden Hof-
mann 2014, S. 16 u. 18). Dabei wird eine Mikroelektrode direkt in das Zyto-
plasma einer Nervenzelle eingeführt, eine zweite Elektrode in ein neutrales Me-
dium außerhalb. Dieses Verfahren hat den Vorteil, dass sich Potenzialänderun-
gen in einzelnen Zellen sehr präzise erfassen lassen – da ein Aktionspotenzial 
etwa 100 mV groß ist, waren die hierfür erforderlichen Anforderungen an Ver-
stärkertechnik und Darstellung bereits in den 1940er Jahren erfüllt. Gleichwohl 
ist das Verfahren schwierig zu bewerkstelligen, da es in der Tiefe des Gehirns 
eine große Herausforderung darstellt, eine einzelne Zelle erstens zu lokalisieren 
und zweitens deren Zellmembran punktgenau zu durchstoßen, ohne die Funk-
tionsfähigkeit der Zelle zu beeinträchtigen. Aus diesem Grund kommen zur Da-
tengewinnung aus dem Gehirn häufig einfacher umsetzbare Messverfahren zur 
Anwendung, wie extrazelluläre, epidurale oder Kopfableitungen (Abb. III.2). 
Man zahlt zwar für die einfachere Methodik der extrazellulären Ableitung mit 
einer geringeren Präzision sowohl bei Signalqualität als auch Zielgenauigkeit – 
eine gewünschte Zelle lässt sich nicht mehr gezielt kontaktieren –, gewinnt dafür 
aber eine große Freiheit bei der Anzahl der Ableitpunkte im oder am Gewebe. 
Bei extrazellulären Ableitungen werden Tiefenelektroden in die Nähe akti-
ver Neurone eingeführt (dazu und zum Folgenden Hofmann 2014, S. 45 ff.). 
Damit lassen sich zwar Aktionspotenziale nicht direkt messen, dafür aber die 
indirekten Potenzialschwankungen im extrazellulären Medium. Um so die Ak-
tivität einzelner Neurone abbilden zu können (sogenannte Einzelzellableitungen, 
wie sie für elaborierte Brain-Machine-Interfaces oder aus medizinischen Gründen 
erforderlich sein können), ist nicht nur eine präzise Platzierung nahe der Zelle,16 
sondern vor allem auch der Einsatz von Mikroelektroden erforderlich, die unge-
fähr die gleiche Größe wie die ableitenden Zellen haben (ca. 0,02 mm Durchmes-
ser). Mit herkömmlichen Makroelektroden (1,2 mm Durchmesser) sind hinge-
gen nur sehr unspezifische, räumlich schlecht aufgelöste Messungen möglich, da 
aufgrund der großen Elektrodenfläche alle elektrischen Signale der Umgebung 
erfasst werden, die von mehreren Millionen Zellen stammen können. Damit 
                                                  
16 Auch mit geeigneten Elektroden lassen sich neuronale Aktionspotenziale im Gehirn 
nur bis zu Entfernungen von 50 bis100 μm extrazellulär feststellen (Hofmann 2014, 
S. 20). 
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derartige extrazelluläre Potenziale, die im Mikrovoltbereich beginnen, sichtbar 
gemacht werden können, müssen die Signale um den Faktor 100.000 verstärkt 
werden, was moderne Verstärkertechnik erforderlich macht. 
Abb. III.2 Illustration von ableitenden Verfahren 
 
Quelle: nach Hofmann 2014, S. 21 
Sowohl bei extra- als auch bei intrazellulären Tiefenableitungen handelt es sich 
um mikroskopische Messverfahren, die räumlich hochspezifische Messungen 
ermöglichen. Zur Erfassung der Hirnaktivität als Ganzes sind sie dementspre-
chend nicht geeignet. Hierzu ist man gezwungen, auf makroskopische Verfah-
ren zurückzugreifen, die bei der Hirnrinde (Elektrokortikogramm) oder der 
Kopfoberfläche (Elektroenzephalografie) ansetzen. Dabei macht man sich das 
Prinzip zunutze, dass Ströme im Schädelinneren relativ gut geleitet werden, so-
dass durch die synchrone Aktivität großer Neuronengruppen eine nennenswer-
te Stromstärke entsteht, die auch auf der Hirn- bzw. der Kopfhaut nachgewiesen 
werden kann (Hofmann 2014, S. 22). Zu beachten ist allerdings, dass Verfahren 
der Oberflächenableitung nur eine sehr beschränkte Tiefenschärfe aufweisen 
und im Wesentlichen nur die Aktivität der Großhirnrinde abbilden können. Da 
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den gewonnen Daten dennoch interessante klinisch-neurologische Einblicke 
gewinnen – vorausgesetzt, es gelingt, die relevanten Signale aus dem starken 
Hintergrundrauschen herauszufiltern. In dieser Hinsicht gibt es zwischen den 
beiden Verfahren prinzipielle Unterschiede, die mit dem unterschiedlichen 
Grad an Invasivität zu tun haben. 
Bei epiduralen Oberflächenableitungen, auch Elektrokortikogramm genannt 
(ECoG), wird ein Elektrodengitter (grid) aus Platimum-Iridium- oder Edel-
stahlelektroden unmittelbar auf (epidural) oder unter (subdural) der harten 
Hirnhaut angebracht (dazu und zum Folgenden Hofmann 2014, S. 43 ff.). Dazu 
wird dem lokalanästhesierten und wachen Patienten ein Teil der Schädeldecke 
entfernt und steril zwischengelagert, um anschließend mittels eines aufgelegten 
Elektrodengitters elektrische Signale direkt von der Hirnhaut aufzuzeichnen. 
Auf diese Weise lässt sich die Aktivität der oberflächlichen Großhirnrinde nah 
an der Quelle erfassen, was räumlich recht gut aufgelöste Ableitungen ermög-
licht – im Prinzip ist es möglich, wie Forschungen gezeigt haben, aus diesen Da-
ten die Bewegungsprofile einzelner Körperteile zu ermitteln (Shih et al. 2012, 
S. 272). Aufgrund ihrer guten räumlichen Auflösung stellen Elektrokortiko-
gramme seit den 1950er Jahren eine wichtige Methode dar, um die Quelle – den 
epileptogenen Herd oder Fokus – medikamentös nicht behandelbarer Epilepsie 
zu lokalisieren. Da natürlich nicht gewährleistet ist, dass während der wirken-
den Lokalanästhesie ein Anfall vorkommt, werden heutzutage Epilepsiepatien-
ten in einer ersten Operation mit dem Elektrodengrid ausgestattet und der 
Schädel wieder verschlossen. Diese Patienten verbleiben dann für bis zu drei 
Wochen auf speziell ausgestatteten Epilepsiestationen, wo sowohl 24 Stunden 
am Tag das Elektrodengrid abgeleitet wird als auch eine konstante Video- und 
Vitalzeichenüberwachung gewährleistet ist. Die Bereitschaft der Patienten vo-
rausgesetzt können währenddessen auch einfache neurowissenschaftliche Un-
tersuchungen unter kontrollierten Bedingungen durchgeführt werden. 
Als nichtinvasives Verfahren ist die Elektroenzephalografie (EEG) ohne 
komplizierte Operation und damit völlig risikolos durchführbar. Elektrisch lei-
tende Metallnäpfchen (Gold, Edelstahl oder Platin) oder Keramikringe (Silber 
bzw. Silberchlorid) werden hier an vorgegebenen, standardisierten Positionen 
mittels einer Kopfhaube oder eines flexiblen Netzes direkt auf der Kopfhaut 
fixiert.17 Durch die größere Distanz zur Quelle ergibt sich jedoch eine deutliche 
                                                  
17 Kommerziell erhältliche Anwendungen verfügen über eine kleinere Zahl an Elektro-
den und bestehen aus elektrolytgetränkten Filzstückchen, sodass sie mit geringem 
Aufwand zu montieren und zu unterhalten sind (dazu und zum Folgenden Hofmann 
2014, S. 36; vgl. Hairston et al. 2014). Alternativ werden zunehmend sogenannte Tro-
ckenelektroden aus Golddrahtbürstchen oder auch kontaktlose, sogenannte kapazitive 
Elektroden eingesetzt. Beide Varianten sind in der Nutzung zwar einfacher, aber 
durch ihre unterschiedlichen Messmechanismen und wegen »ungewohnter« Fehler-
quellen noch nicht als Ersatz für die Nasselektroden akzeptiert. 
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Verschlechterung der räumlichen Auflösung gegenüber epiduralen Ableitungen. 
Eine einzelne EEG-Elektrode erfasst die synchrone Aktivität von ca. 70 Mio. Zel-
len, während eine übliche ECoG-Elektrode immerhin ca. 1 Mio. Zellen abbil-
det.18 EEG-Signale sind zudem störanfällig und merklich verzerrt durch Schä-
delknochen und Kopfhaut, sodass ihre Interpretation selten eindeutig ist (dazu 
und zum Folgenden Hofmann 2014, S. 22 u. 34 ff.). Trotzdem dient das EEG seit 
Dekaden als sehr erfolgreiches Diagnosehilfsmittel in der neurologischen Klinik 
(etwa zur Feststellung des Hirntods oder der Epilepsie). Dabei macht man sich 
zunutze, dass sich bestimmte Wellenmuster in EEG-Signalen offenbar grob lo-
kalen Hirnfunktionen zuordnen lassen. Bei der Analyse eines EEG werden die 
Wellen daher zuerst in verschiedene Frequenzbänder zerlegt, deren Verteilung 
anschließend interpretiert wird (Kasten). Besonders interessant im Hinblick auf 
neurotechnologische Anwendungen ist, dass es offenbar auch Wellen gibt, die 
von Probanden mehr oder weniger erfolgreich gezielt erzeugt werden können – 
dieser Umstand lässt sich nicht nur therapeutisch nutzbar machen (sogenanntes 
Neurofeedback), sondern eröffnet auch die prinzipielle Möglichkeit zur Steue-
rung einfacher externer Maschinen mittels Hirnströmen (Kap. III.1.2). 
Anders als beim Gehirn (mittels EEG) und bei Muskeln (mittels Elektro-
myografie, EMG) lassen sich elektrische Aktivitätssignale aus dem peripheren 
Nervensystem nicht an der Körperoberfläche gewinnen (dazu und zum Fol-
genden Hofmann 2014, S. 39). Verantwortlich dafür ist der komplexe Aufbau 
peripherer Nerven, die eine große Zahl von Nervenfasern auf- und absteigen-
der Signalrichtung aus unterschiedlichen Körperregionen bündeln. Dadurch 
ergibt sich auf der Hautoberfläche kein sinnvoll interpretierbares Summensig-
nal. Insofern ist man bei der Ableitung von Signalen aus dem peripheren Ner-
vensystem – der sogenannten Elektroneurografie – auf invasive Methoden an-
gewiesen. Meist greift man dazu auf feine elektrisch leitende Nadeln zurück, 
die in die zähe, schützende Nervenhaut, das Epineurium, eingestochen wer-
den. Der komplexe Aufbau peripherer Nerven, die neben einer großen Zahl 
verschiedener Nervenfasern auch Blutgefäße enthalten, erschwert jedoch auch 
hier ein präzises Vorgehen. 
Neben den erwähnten Ableitungsverfahren, welche die neuronale Aktivität 
auf direktem Wege – also über die Erfassung elektrischer Erregungsleitung – 
abbilden, gibt es eine Reihe von Bildgebungsverfahren, die die Gehirnfunktion 
auf indirektem Wege messen. Hierzu dient vor allem die Bestimmung des 
Blutflusses auf lokaler Ebene (bzw. Veränderungen hiervon), da die Aktivität 
des Gehirns wie jede andere körperliche Betätigung auch von der Zufuhr von 
Sauerstoff und anderen Nährstoffen abhängig ist. 
                                                  
18 Normale Elektrokortikogramme haben eine Auflösung von etwas über 1 Mio. Neuro-
nen, bei einem Mikro-ECoG (Elektrodendurchmesser von 0,8 statt 4 mm) reduziert 
sich dieser Wert noch einmal deutlich auf 50.000 Neuronen (Hofmann 2014, S. 45). 
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EEG-Frequenzbänder und ihre funktionale Interpretation 
EEG-Signale sind das Resultat der synchronen Aktivität größerer kortikaler 
und subkortikaler Nervenverbände. Die Frequenzverteilung eines EEG zeigt, 
aus welchen grundlegenden Wellenzügen das Signal aufgebaut ist, was Rück-
schlüsse auf spezifische Hirnaktivitäten (im Bereich der Großhirnrinde) er-
laubt. Historisch hat es sich eingebürgert, zwischen dem δ-Band (2–4 Hz), 
dem θ-Band (4–8 Hz), dem α-Band (etwa 8–13 Hz), dem β-Band (etwa 13–
30 Hz) und dem γ-Band (über 30 Hz) zu unterscheiden. Aus langjährigen 
Forschungen ist bekannt, dass diese Bänder grob mit bestimmten psychi-
schen Prozessen korrespondieren (Niedermeyer/da Silva 2005). 
So weiß man z. B., dass eine hohe Amplitude im δ-Band vor allem wäh-
rend des Schlafes im EEG zu sehen ist. Findet sich dieses Band sehr promi-
nent während des Tages, kann das auf einen Hirnschaden hindeuten. θ-Band-
signale werden durch die Wechselwirkung zwischen dem Frontalen und dem 
Temporalen Hirnlappen erzeugt. Sie tauchen während Einschlaf- bzw. Auf-
wachphasen auf und werden mit geringer Aufmerksamkeit bei gleichzeitiger 
Erinnerungskonsolidierung oder bildorientierter kreativer Aktivität in Ver-
bindung gebracht. Die α-Wellen um 10 Hz erscheinen im EEG am besten 
sichtbar bei geschlossenen Augen im entspannten Zustand über dem Okzipi-
tallappen. Funktional wird dieses Band mit Aufmerksamkeit bei fehlender 
kognitiver Verarbeitung assoziiert. β-Rhythmen erscheinen bei Menschen, 
die sich stark konzentrieren, vor allem im Frontal- und Parietallappen. Über 
dem Motorkortex zeigen sich α- und β-Wellen, auch bei der mentalen Vor-
stellung, man würde Hände, Füße oder die Zunge bewegen (Pfurtscheller et 
al. 1997). Ebenfalls leicht kontrollierbar und damit nutzbar scheinen die so-
genannten μ-Rhythmen (8–12 Hz) und Teile des β-Bandes (15–25 Hz) zu 
sein (Pfurtscheller/Neuper 2001). Die γ-Wellen (über 30 Hz) bringt man vor 
allem mit dem Lösen kognitiver Aufgaben und höchster Konzentration in 
Verbindung. 
Quelle: Hofmann 2014, S. 37 f. 
Zur Darstellung der Durchblutungsänderung wurden verschiedene Verfahren 
entwickelt, die hier der Vollständigkeit halber Erwähnung finden sollen, ob-
wohl sie bei neurotechnologischen Anwendungen derzeit eher noch eine 
Randrolle spielen (zum Folgenden Hofmann 2014, S. 52 ff.): 
› Die Nahinfrarotspektroskopie (NIR) basiert auf dem Umstand, dass das 
Blut je nach Sauerstoffgehalt eine unterschiedliche Färbung aufweist und 
insbesondere auch nahinfrarotes Licht unterschiedlich absorbiert. Da Licht 
in diesem Spektralbereich Schädel und Hirngewebe problemlos durch-
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dringt, lässt sich mittels Durchleuchtung des Schädels mit nahinfrarotem 
Licht und Bestimmung des reflektierten Lichts indirekt auf die Hirnaktivität 
schließen. Die Methode ist ohne größeren technologischen Aufwand an-
wendbar und relativ kostengünstig, tiefere Gehirnregionen jenseits der 
Großhirnrinde lassen sich damit aber nicht abbilden. 
› Bei der Positronenemissionstomografie (PET) werden lebenswichtige Nähr-
stoffe mit kurzlebigen radioaktiven Isotopen markiert und dem Probanden 
injiziert. Über den Blutfluss verteilen sich die Isotope im Gehirn, vornehm-
lich dort, wo der größte Nährstoffbedarf und also in der Regel auch die 
größte Aktivität vorherrschen. Aus der zeitlichen und räumlichen Vertei-
lung des radioaktiven Zerfalls ergibt sich so indirekt ein grobes Bild der 
Hirnaktivität. Die PET-Untersuchung ist technologisch relativ aufwendig 
und entsprechend teuer. 
› Als Goldstandard bei den funktionellen bildgebenden Verfahren gilt seit 
einigen Jahren die funktionelle Kernspintomografie (fMRT). Hierbei macht 
man sich die unterschiedlichen magnetischen Eigenschaften von oxygenier-
tem und desoxygeniertem Blut zunutze, die sich in einem starken Magnet-
feld, wie es von modernen Kernspintomografen erzeugt wird, sichtbar ma-
chen lassen (sogenannter BOLD-Kontrast [Blood Oxygenation Level De-
pendent]). Über das BOLD-Signal lassen sich detaillierte Rückschlüsse auf 
die Hirnaktivität ziehen, und zwar auch von tiefliegenden Strukturen. Das 
fMRT-Verfahren erfreut sich entsprechender wissenschaftlicher Beliebtheit, 
trotz des großen technologischen Aufwandes und der hohen Kosten einer 
Untersuchung. Allerdings sind die illustrativen fMRT-Bilder, die sicherlich 
viel zur Hochkonjunktur der Neurowissenschaften der letzten Jahre beige-
tragen haben, nur scheinbar eindeutig zu interpretieren, sondern das Resul-
tat komplexer statistischer Analysen und mit entsprechend vielen methodi-
schen Fallstricken behaftet. 
Stimulationsverfahren 
Da Nervenzellen grundsätzlich bioelektrisch aktiv sind, kann Strom auch zur 
Stimulation eingesetzt werden. Werden Neuronen einem elektrischen Feld aus-
gesetzt, verhält sich das Zytoplasma im Inneren wie ein elektrischer Leiter und 
generiert einen Strom entlang des Axons, der zur Depolarisation der Zelle führt 
(dazu und zum Folgenden Hofmann 2014, S. 23 ff.). Je nach Stärke des elektri-
schen Feldes kann auf diese Weise ein Aktionspotenzial ausgelöst – falls der 
Schwellenwert überschritten wird – oder zumindest durch unterschwellige Rei-
zung eine erhöhte Erregbarkeit des Neurons erreicht werden (sogenannte Lang-
zeitpotenzierung). Da auf diese Weise im Grunde jedes Körperorgan stimuliert 
werden kann, gibt es eine große Bandbreite unterschiedlicher Stimulationsver-
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fahren, die sich nach ihrem Wirkort und dem Grad ihrer Invasivität differenzie-
ren lassen – das Spektrum reicht von der nichtinvasiven Stimulation von Mus-
keln (funktionelle Elektrostimulation), über den invasiven Herzschrittmacher 
bis hin zu der hochgradig invasiven Stimulation von Rückenmark und tiefen 
Hirnarealen. Aus neurotechnologischer Sicht sind dabei vor allem solche Ansät-
ze von Interesse, die direkt auf das Gehirn einwirken und damit quasi am Zent-
rum der Reiz- und Informationsverarbeitung ansetzen. 
Die heilende Wirkung extern verabreichter Stromschläge auf das Gehirn 
war offenbar bereits in der Antike bekannt (dazu und zum Folgenden Hofmann 
2014, S. 26 f. u. 61). Der römische Arzt Scribonius Largus beschreibt in seinen 
überlieferten Schriftstücken die Nutzung des Atlantischen Zitterrochens zur 
Behandlung unerträglicher Kopfschmerzen. Der Fisch sollte so lange auf die 
betroffene Körperstelle aufgelegt werden, bis diese taub war oder der Schmerz 
aufgehört hatte. Das Prinzip, dass durch ein starkes, extrakorporal erzeugtes 
elektrisches Feld neuronale Veränderungen im Gehirn bewirkt werden können, 
machen sich auch moderne nichtinvasive Stimulationsverfahren zunutze. Ein 
Beispiel ist die klinisch sehr effektive Elektrokonvulsionstherapie (EKT). Dabei 
wird unter kontrollierten Laborbedingungen und nach strenger Indikationsstel-
lung durch eine starke elektrische Stimulation des Gehirns ein gezielter epilepti-
scher Anfall im seitlichen Temporallappen ausgelöst, um durch die vorhande-
nen Selbstheilungskräfte eine Verbesserung des Neurotransmitterhaushalts zu 
erreichen. Um die bei epileptischen Anfällen auftretenden Muskelkrämpfe zu 
vermeiden, wird der betroffene Patient für kurze Zeit anästhesiert, während mit 
einem Muskelrelaxanz den Krämpfen vorgebeugt wird. Diese grobschlächtig 
anmutende Prozedur erzielt bei geeigneter Indikation, z. B. anderweitig nicht 
behandelbaren Depressionen, anerkannt positive, wenn auch nur vorüberge-
hende Resultate. 
Geringere, dafür aber direkt im Gehirn erzeugte Feldstärken lassen sich 
durch die transkranielle Magnetstimulation (TMS) erreichen (dazu und zum 
Folgenden Hofmann 2014, S. 26 u. 66 ff.). Anstatt über Elektroden am Kopf 
elektrische Impulse von außen zu verabreichen, wie bei der EKT, wird hier 
durch Spulen ein Magnetfeld direkt im Schädelinneren aufgebaut. Durch die 
schnelle Änderung des Magnetfeldes induziert man in den oberen Zentimetern 
der Hirnrinde Wirbelströme, die wiederum die dortigen Neuronen aktivieren 
können. Abhängig davon, ob es sich um eine einmalige Stimulation handelt 
(sTMS) oder eine repetitive Serie von niederfrequenten Stimulationspulsen 
(rTMS), hat die Anwendung unterschiedliche Auswirkungen auf das stimulierte 
Netzwerk. So lassen sich mittels einer einmaligen Stimulation (sTMS) des Mo-
torkortex Aktionspotenziale entlang der Nervenfasern und in der Folge periphe-
re Muskelkontraktionen erzeugen (Hallett 2000), eine Methode, die zur Diagno-
se motorischer Störungen wie der Multiplen Sklerose (MS), der Amyotrophen 
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Lateralsklerose (ALS) oder von Schlaganfall genutzt werden kann (Groppa et al. 
2012). Dagegen erreicht man mit rTMS längerfristige und unspezifischere Aus-
wirkungen, die sich in Aktivitätsänderungen im stimulierten Bereich der Groß-
hirnrinde zeigen können. Inwiefern sich derartige Effekte therapeutisch nutzbar 
machen lassen – beispielsweise gegen schwere Depressionen und schwere Mi-
gräne –, wird derzeit erforscht. Da die magnetischen Felder senkrecht und ohne 
Dämpfung durch den Schädel dringen und erst im Hirngewebe Wirbelströme 
induzieren, ist die Methode grundsätzlich frei von oberflächlichen Schmerzen, 
wie sie durch senkrecht die Haut durchdringende Ströme auftreten können. Der 
klinische Nutzen der Therapie ist aber umstritten und scheint stark von den 
Stimulationsparametern abhängig zu sein (Herwig et al. 2007; O'Reardon et al. 
2007). Aufgrund der Uneinheitlichkeit der Forschungsergebnisse und unklarer 
Nebenwirkungen gibt es eine klinisch-therapeutische und damit finanziell kom-
pensierte Anwendung für TMS erst in Großbritannien und den USA, jedoch 
nicht in Deutschland. Die Komplexität der Technologie mit Hochspannungs-
kondensatoren und gekühlten Hochstromspulen hat bisher auch dazu geführt, 
dass der Markt der transkraniellen Magnetstimulation von kommerziellen Anbie-
tern versorgt wird und Heimentwicklungen noch keine große Rolle spielen. 
Anders sieht dies bei der transkraniellen Gleich- oder Wechselstromstimula-
tion (tDCS oder tACS) aus. Von den USA ausgehend, appliziert sich eine wach-
sende Do-it-yourself-Community schwache Ströme über die Kopfhaut im 
Selbstversuch – etwa, indem in Salzlösung getränkte Schwämme am Kopf befes-
tigt und mit einer Batterie verbunden werden (dazu und zum Folgenden Hof-
mann 2014, S. 63 ff.). Obwohl auf der einen Seite der Schädelknochen jedem 
Stromfluss durch seinen geringen Wassergehalt einen hohen Widerstand entge-
gensetzt und auf der anderen Seite alleine schon durch die Sensibilität der Haut 
nicht beliebig hohe Stimulationsleistungen möglich sind, konnte in Studien ge-
zeigt werden, dass derart verabreichte schwache Ströme im Bereich von 1 bis 
2 mA durchaus eine unspezifische Wirkung auf das Gehirn ausüben (Nitsche/ 
Paulus 2000). Es wurden unterschiedlichste Effekte beschrieben: Verbesserun-
gen von Lern- und Merkfähigkeit, des Erinnerungsvermögens, der Behandlung 
von Migräne und Depression und sogar eine verringerte Kalorienaufnahme 
(Antal et al. 2011; Brunoni et al. 2012; Clark/Parasuraman 2014; Kaminski et al. 
2013; Meinzer et al. 2014). Bereits halten vereinzelte Experten das Enhancement 
der Hirnfunktionen durch schwache Ströme für eine aussichtsreiche Zukunfts-
option (Coffman et al. 2014), was etwas vorschnell erscheint, da es aktuell noch 
keine detaillierten und langfristigen Untersuchungen zu den tDCS/tACS-Aus-
wirkungen auf das Gehirn gibt. Ein Bericht des Nuffield Council on Bioethics 
kam in diesem Zusammenhang im Jahr 2013 zu der Einschätzung, dass man 
sehr vorsichtig damit sein sollte, von den Ergebnissen einiger weniger kleiner 
Studien unter Laborbedingungen auf die Möglichkeit dauerhafter Effekte in der 
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»realen Welt« zu schließen (Baldwin et al. 2013, S. 165 ff.). Auf jeden Fall sind 
die in der Literatur berichteten, durchgängig eher geringfügigen Wirkungen 
nicht geeignet, weitreichende Visionen einer Verbesserung der menschlichen 
Natur zu rechtfertigen. Auch der eigentliche Wirkmechanismus ist noch unbe-
kannt und Anlass für weitere Forschungsarbeit. 
Wesentlich spezifischere Wirkungen als durch die beschriebenen unbluti-
gen Verfahren können durch invasive Stimulatoren erreicht werden (dazu und 
zum Folgenden Hofmann 2014, S. 69 ff.). Hierbei werden Elektroden direkt in 
die Nähe des zu stimulierenden Bereichs implantiert – sei es tief im Gehirn, in 
Muskeln, Rückenmark oder an peripheren Nerven –, sodass die Wirkung der 
Stimulation auf ein enger umgrenztes Gebiet beschränkt bleibt. Da in all diesen 
Fällen die körperliche Unversehrtheit des Empfängers verletzt wird, sind darauf 
basierende Anwendungen (etwa die tiefe Hirnstimulation, Kap. III.1.2) derzeit 
nur bei einer entsprechenden medizinischen Indikation durchführbar. Die Mi-
niaturisierung der Stimulationssysteme durch geeignete Mikrosystemtechnik ist 
dabei ein zentrales Forschungsziel, denn die elektrische Schädigung des umlie-
genden Gewebes scheint bei mikroskopischen Stimulationselektroden offenbar 
geringer zu sein als bei Makroelektroden. Vor allem aber hat die Mikrostimula-
tion den Vorteil, eine sehr selektive und damit nebenwirkungsarme elektrische 
Reizung zu ermöglichen. Die Selektivität ist vor allem bei der Stimulation peri-
pherer Nerven, die aufgrund ihrer gebündelten Struktur schwer gezielt zu reizen 
sind, ein zentraler Aspekt. Lange behalf man sich mit einhüllenden, manschet-
tenartigen Elektroden (sogenannte Cuff-Elektroden), die nur über wenige Kon-
takte verfügen (Abb. III.3). Erst seit jüngster Zeit lässt sich durch mikrotechni-
sche Vielfachelektroden wie das Utah-Array eine größere Anzahl von Kontak-
ten herstellen. Trotzdem bringen auch die derzeit am höchsten entwickelten 
Sonden zur Stimulation peripherer Nerven nur eine Handvoll Elektroden in 
oder um die jeweilige große Nervenfaser ein, sodass noch keine ausgeprägt hohe 
Auflösung und Spezifität zu erwarten ist. 
Ein grundsätzliches Problem implantierter Schnittstellen (sowohl stimulie-
render als auch ableitender) ist die Fremdkörperreaktion (zum Folgenden Hof-
mann 2014, S. 29 ff. u. 85). Ihr liegt eine Immunantwort des Körpers zugrunde, 
die zur Einkapselung der Implantate mit Narbengewebe führt, sodass neuro-
elektrische Schnittstellen (insbesondere auf mikroskopischer Skala) den Kontakt 
zum neuronalen Gewebe verlieren und damit nach kurzer Zeit ihre Funktion 
einbüßen. Die Sicherung der langfristigen Stabilität und Funktionalität implan-
tierter Mikrosysteme über Jahre und Jahrzehnte ist deshalb ein wichtiges Ziel 
und gleichzeitig eine der größten Herausforderungen für die Forschung, die 
man durch die Entwicklung neuer biokompatibler Materialien und Oberflä-
chenstrukturen angeht (Nguyen et al. 2014). Der vielversprechendste Ansatz 
weist im Moment weg von rigiden Implantaten wie Metalldrähten oder Silizi-
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umnägeln hin zu flexiblen und weichen Implantaten, die im Gewebe mit-
schwimmen und weniger eingekapselt werden. Möglichem oxidativen Stress 
durch das fremde Material versucht man u. a. durch Beschichtung mit Materia-
lien, die selbst sehr viel Wasser enthalten (sogenannte Hydrogele), zu begegnen. 
Abb. III.3 Visualisierung elektrischer Kontaktierung am peripheren Spinalnerv 
 
A) Cuff-Elektrode, B) LIFE-Elektrode, C) TIME-Elektrode, 
D) Spiral- oder Helixelektrode 
Quelle: nach Hofmann 2014, S. 72 
In den letzten 10 Jahren wurde mit der sogenannten Optogenetik ein ganz neu-
artiges Stimulationsverfahren entwickelt, das die Nervenzellen auf optischem 
(statt elektrischem) Wege stimuliert (dazu und zum Folgenden Hofmann 2014, 
S. 80 ff.). Dieses neue Verfahren wurde in Fachkreisen euphorisch aufgenom-
men und gilt als »Quantensprung« für die neurowissenschaftliche Forschung, 
weil auf diese Weise eine ganz gezielte Lichtstimulation spezifischer Neuronen-
typen in bestimmten Hirnregionen möglich ist. Dies eröffnet bislang ungeahnte 
medizinische Perspektiven, etwa die Stimulierung elektrisch nichterreichbarer 
Hirnregionen zu therapeutischen Zwecken. Bis zur Realisierung ist es jedoch 
noch ein weiter Weg, denn das Verfahren setzt die gentechnische Manipulation 
der zu beeinflussenden Nervenzellen voraus, die mit lichtempfindlichen Ionen-
kanälen ausgestattet werden müssen. Aus diesem Grunde ist das Verfahren bis-
lang nur von experimentellem Wert und hat beim Menschen noch auf längere 
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Neurotechnologische Anwendungen: 
Stand und Entwicklungsperspektiven 1.2 
Auf Basis der zuvor beschriebenen neuroelektrischen Schnittstellen werden seit 
vielen Jahren neurotechnologische Anwendungen konzipiert und auch entwi-
ckelt, die technische Systeme an Nerven des peripheren oder zentralen Nerven-
systems koppeln. Je nachdem, in welche Richtung die Signalübertragung statt-
findet, sind diese Anwendungen ableitenden oder stimulierenden Typs – ab-
hängig davon, ob Hirn- bzw. Nervensignale dazu benutzt werden, externe Ap-
paraturen zu steuern (z. B. einen Computer), oder ob umgekehrt Hirn- bzw. 
Nervenaktivität durch elektrische Reize technisch beeinflusst wird. Zunehmend 
geraten auch bidirektionale Anwendungen in den Fokus von Forschung und 
Entwicklung. Hierbei wird versucht, durch Integration von ableitenden und 
stimulierenden Schnittstellen ein geschlossenes Feedbacksystem zu etablieren, 
beispielsweise im Rahmen fühlender Greifprothesen, die Sensorik und Aktorik 
verbinden. So ergibt sich eine große Bandbreite an möglichen neurotechnologi-
schen Anwendungen, die sich in unterschiedlichen Phasen der Entwicklung 
bzw. Anwendungsreife befinden (Tab. III.1). 
Tab. III.1 Kategorisierung neurotechnologischer Anwendungen 
 Art der Schnittstelle 
Richtung der  
Signalübertragung nichtinvasiv invasiv 
ableitend Brain-Computer-Interfaces 
(z. B. Thought Translation 
Device) 
Targeted Muscle  
Reinnervation (TMR) 
Brain-Machine-Interfaces  
(z. B. komplexe Greifpro-
thesen) 
stimulierend Fallfußstimulator tiefe Hirnstimulation 
sensorische Neuroprothe-
sen (Cochlea- und Retina-
Implantat etc.) 
Rückenmarkstimulation 
bidirektional  Elektrozeutika 
fühlende Greifprothese 
Eigene Zusammenstellung 
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Ableitende Systeme 
Trotz sehr unterschiedlicher Spielarten basieren alle ableitenden neurotechno-
logischen Anwendungen auf dem gleichen Grundprinzip. Die neuronale Aktivi-
tät, welche die Intention des Nutzers kodiert, wird im peripheren bzw. zentralen 
Nervensystem durch geeignete elektrophysiologische Schnittstellen19 erfasst, 
digitalisiert und an einen Computer weitergeleitet. Dort werden die Signale ana-
lysiert, um die Intention des Nutzers zu dechiffrieren, in Steuerbefehle übersetzt 
und schließlich über eine Programmschnittstelle an die jeweilige Anwendung 
übermittelt. Meist findet dabei noch eine sensorische Rückkopplung statt, zu-
meist in visueller Form, durch die der Nutzer lernt, das System besser zu kon-
trollieren (Abb. III.4). 
Zur Bewältigung dieser zahlreichen Prozessierungsschritte ist ein komple-
xer apparativer Aufbau erforderlich, der verschiedene Hardware- und Software-
komponenten umfasst, die sich im bzw. am Körper (je nach Art der Schnittstel-
le), zum Großteil jedoch außerhalb des Körpers befinden. Neben der Qualität 
und Verträglichkeit der ableitenden Sensoren hängt der Erfolg eines solchen 
Systems vor allem auch davon ab, inwiefern es gelingt, aus den riesigen erfassten 
Datenmengen mittels geeigneter Algorithmen die relevanten, teilweise hochin-
dividuellen Gehirnmuster zu erkennen und zu klassifizieren. Für diesen Prozess 
werden zunehmend Algorithmen eingesetzt, die auf Methoden des maschinel-
len Lernens basieren. 
Ableitende Systeme unterscheiden sich danach, wo (im peripheren oder 
zentralen Nervensystem) und auf welche Art (invasiv vs. nichtinvasiv) neurona-
le Aktivität erfasst wird, sowie natürlich auch danach, welche Geräte letztendlich 
gesteuert werden (Prothese, Rollstuhl, Computercursor etc.).20 Die Prothesen-
steuerung ist einer der zentralen und angesichts der Vielzahl der Betroffenen 
auch kommerziell aussichtsreichsten Anwendungsbereiche. Seit über 30 Jahren 
behilft man sich hier mit myoelektrischen Prothesen, bei denen Elektroden die 
verbliebene Muskelaktivität im Stumpf erfassen und damit batteriebetriebene 
Motoren in Gang setzen. Besonders bei der technischen Nachbildung der Hand 
mit ihren verschiedenen Bewegungsmöglichkeiten (Öffnen/Schließen, Drehen, 
                                                  
19 Alternative Herangehensweisen wie bildgebende Verfahren (fMRT etc.) spielen der-
zeit eine untergeordnete Rolle und werden dies vermutlich auch noch auf längere Zeit 
tun, da sie einen weit höheren maschinellen Aufwand erfordern. 
20 Wolpaw (2014) unterscheidet in diesem Zusammenhang fünf Anwendungszwecke 
von Brain-Computer-Interfaces: das Ersetzen einer Funktion (replace; z. B. die Steue-
rung eines Rollstuhl), die Wiederherstellung einer Funktion (restore; z. B. die Steue-
rung einer Prothese), das Bereitstellen steigernder (enhance; z. B. die Überwachung 
der Aufmerksamkeit), ergänzender (Supplement; z. B. ein zusätzlicher Roboterarm) 
oder verbessernder (improve; z. B. die Unterstützung der Schlaganfalltherapie) Funk-
tionalitäten. 
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Abb. III.4 Grundaufbau ableitender Anwendungen 
 
Quelle: nach Stieglitz et al. 2014, S. 459 
Abwinkeln) stößt diese Methode aber schnell an Grenzen. Aufgrund der gerin-
gen Spezifität der Daten erlauben herkömmliche myoelektrische Prothesen in 
der Regel nur eine sequentielle Steuerung der unterschiedlichen Bewegungs-
funktionen und sind deshalb nur (sehr) eingeschränkt praktikabel (Graimann 
2015, S. 21 f.). Es gibt in diesem Bereich in den letzten Jahren aber einige Fort-
schritte zu verzeichnen. Zum einen wird an »intelligenten« Roboterprothesen 
geforscht, die mit Sensoren u. a. zur Umwelt- und Objekterkennung ausgestattet 
sind und dank ausgefeilter Software eine teilautonome Unterstützung des 
Greifprozesses ermöglichen sollen (Graimann 2015, S. 24). Dies könnte die 
Handhabung komplexer Greifprothesen für den Nutzer deutlich erleichtern. 
Bereits in der klinischen Praxis etabliert ist zum anderen ein 2002 entwickeltes 
Verfahren, das als selektiver Nerventransfer (Targeted Muscle Reinnervation 
[TMR]) bekannt ist. Es ermöglicht armamputierten Patienten die Steuerung 
einer Prothese über den Brustmuskel, indem dieser quasi als Verstärker der 
schwachen nervösen Signale dient, die vorher der Bewegung des Armes dienten 
Rückkopplung
Anwendungen 



















































































 III.  Stand der Technik 
70 
(dazu und zum Folgenden Hofmann 2014, S. 40 ff.). Dazu werden die verbliebe-
nen Armnerven in verschiedene Segmente des zuvor deinnervierten Brustmus-
kels umgeleitet, wo sie wieder aussprossen und Informationen übertragen. Die 
so entstehenden muskulären Potenziale können dann mittels Elektrodenablei-
tung erfasst und zur Steuerung eines kompletten roboterisierten Armes mit 
Greifhand benutzt werden. Armprothesen, die sich dieses Prinzip zunutze ma-
chen, sind bereits auf dem Markt.21 Obwohl die eigentlich nichtinvasive Ablei-
tung des reinnervierten Brustmuskels erst durch eine invasive und risikobehaf-
tete Operation möglich wurde, ist zu erwarten, dass diese Technik im Laufe der 
kommenden zwei Dekaden zum Goldstandard bei Vollamputationen der Ex-
tremitäten aufsteigt. 
Entscheidend für den Erfolg dieses Systems ist, dass Patienten keine elabo-
rierten Kontrollsignale lernen müssen, sondern die Prothese nach geringem 
Trainingsaufwand intuitiv durch gedankliches Armbewegen steuern können 
(Hofmann 2014, S. 42; Kuiken et al. 2009). Das gelingt allerdings nur dann, 
wenn die Hirnsignale noch das periphere Nervensystem erreichen, was bei 
komplett Gelähmten nicht mehr der Fall ist. Außerdem lassen sich bei TMR 
durch das gezielte Umleiten der Armnerven zwar durchaus natürliche Bewe-
gungsabläufe erreichen – nach aktuellem Stand der Technik sind drei Gelenke 
gleichzeitig ansteuerbar, sodass sich z. B. mit etwas Übung ein Ball aus der Luft 
fangen lässt (Kuiken et al. 2009) –, allerdings wird das Verfahren derzeit nur bei 
Armamputation im Bereich des Schultergelenks eingesetzt.22 Aus diesen Grün-
den erscheinen ableitende Systeme, welche die Signale direkt aus dem Gehirn 
gewinnen, oft erfolgversprechender, wenn es darum geht, Prothesen oder ande-
re komplexe Gerätschaften über Gedankenkraft zu steuern. Die ersten Gehirn-
Maschine-Schnittstellen, die in den 1990er Jahren entwickelt worden waren, 
basierten alle auf EEG-Ableitungen, waren also nichtinvasiv, und dienten vor-
nehmlich als computerbasierte Kommunikationshilfe. Bei den später aufkom-
menden invasiven Varianten steht hingegen die Steuerung komplexer Prothe-
sen im Vordergrund. Aus diesem Grund werden – wie es auch in Teilen der 
Fachliteratur üblich ist – im Kontext dieses Berichts Anwendungen der ablei-
tenden Art, die nichtinvasive Schnittstellen beinhalten, als Brain-Computer-
Interfaces (BCI) bezeichnet, solche mit invasiven Schnittstellen als Brain-
Machine-Interfaces (BMI). 
                                                  
21 https://professionals.ottobock.ca/zb2b4ob/us01/en/USD/Prosthetics/Upper-Limb-
Prosthetics/Myoelectric-Elbows/DynamicArm-TMR/p/12K110~550 (15.12.2015) 
22 Dies hat damit zu tun, dass im Prothesenschaft die hochempfindlichen Elektroden 
angebracht sind und die Prothese für eine optimale Signalqualität direkt am Oberkör-
per befestigt wird. Die Eignung des TMR-Verfahrens zur Steuerung von Beinprothe-
sen wird derzeit erforscht (Stieglitz 2015, S. 12). 
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Brain-Computer-Interfaces 
Bis heute setzt der Großteil der BCI-Anwendungen auf EEG-Ableitungen als 
Methode der Wahl, um die Gehirnaktivität zu ermitteln. Nur vereinzelt werden 
dazu bildgebende Verfahren wie die funktionelle Magnetresonanztomografie 
(fMRT) verwendet, die sich aufgrund des hohen apparativen und finanziellen 
Aufwandes auch auf absehbare Zeit für eine Nutzung außerhalb des Labors als 
nicht praktikabel erweisen dürften. Das EEG hingegen hat den Vorteil, relativ 
einfach anwendbar zu sein und Kommunikation durch eine hohe zeitliche Auf-
lösung zu ermöglichen (Kübler/Neuper 2008, S. 208). Dabei macht man sich 
zunutze, dass ableitbare Gehirnpotenziale in bestimmten Frequenzbändern mit 
bestimmten psychischen Prozessen korrelieren, die vom Probanden bewusst 
steuerbar sind und somit zur Kontrolle eines externen Systems genutzt werden 
können (dazu und zum Folgenden Hofmann 2014, S. 93 ff.): 
› Steady-state visuell evozierte Potenziale: Dabei nutzt man die Eigenschaft 
des visuellen Systems aus, dass es ein elektrisches Abbild der Außenwelt er-
stellt (Kelly et al. 2005). Lässt man unterschiedliche Bereiche eines Compu-
termonitors mit unterschiedlichen Frequenzen blinken, wird man diese 
Blinkfrequenz im EEG-Signal wiederfinden. Aus der gemessenen Frequenz 
lässt sich folglich auf den Bereich des Schirms schließen, auf den der Pro-
band geblickt hat. Verschiedene Buchstabierhilfen basieren auf diesem Phä-
nomen. 
› Ereigniskorrelierte Potenziale werden durch die Präsentation visueller, takti-
ler oder auditorischer Stimuli ausgelöst. Das Signal-Rausch-Verhältnis die-
ser Kurven ist schlecht, sodass sich deren Identifikation im EEG als große 
Herausforderung darstellt, die meist durch wiederholte Präsentation des 
Reizes gelöst wird. Trotzdem basiert eine ganze Klasse von BCI, die zu 
Kommunikationszwecken genutzt werden, auf diesem Signal. Weit verbrei-
tet sind die sogenannten P300-Speller, Buchstabiersysteme, die sich die gut 
nachweisbare P300-Welle zunutze machen. Diese zeigt sich etwa 300 ms, 
nachdem ein auslösender Reiz – in diesem Fall ein bestimmtes, zufällig ein-
geblendetes Buchstabensymbol – vom Nutzer wahrgenommen wurde. 
› Langsame kortikale Potenziale sind eine Spezialform ereigniskorrelierter 
Potenziale, die sich als »langanhaltende Verschiebungen des gesamten EEG-
Spektrums« in Reaktion auf äußere, aber auch innere Reize äußern (Schnei-
der/Strauß 2013). Nutzer können in langwierigem mentalem Training ler-
nen, diese Potenziale mittels gedanklicher Vorstellungen gezielt in positiver 
oder negativer Richtung zu beeinflussen (Birbaumer 2006). Auf diesem 
Prinzip basierte eines der ersten BCI-Systeme, das »Thought Translation 
Device«, das in den 1990er Jahren von einer Gruppe um Nils Birbaumer an 
der Universität Tübingen entwickelt wurde (Birbaumer 2000). Schwerstge-
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lähmten Patienten ist es damit gelungen, einen Computercursor zu steuern 
und Texte zu verfassen.23 
› Auch das Fehlerpotenzial (Error-related Potential) ist im Grunde ein ereig-
niskorreliertes Potenzial. Es zeigt sich, sobald ein Nutzer bemerkt, dass das 
erzielte Resultat (z. B. die Wahl eines Buchstabens) nicht mit seinen Erwar-
tungen übereinstimmt. Damit ist ein starkes weiteres Muster erkennbar, das 
sogenannte Fehlerpotenzial, mit dem die Eingabe korrigiert oder eine ande-
re Aktion ausgeführt werden kann. 
Wie diese Auflistung bereits andeutet, sind EEG-basierte BCI-Systeme bislang 
vor allem als computerbasiertes Kommunikationsmittel (Buchstabierhilfe bzw. 
Surfen im Internet) für schwer gelähmte Patienten intensiv und mit einigem 
Erfolg erprobt worden. Andere Anwendungszwecke – insbesondere die Steue-
rung externer Geräte wie Rollstühle, Hilfsroboter, Exoskelette, Drohnen etc. 
(Clausen 2010b, S. 9 ff.) – werden zwar seit vielen Jahren intensiv erforscht, bis 
zum Praxiseinsatz außerhalb des Labors unter Alltagsbedingungen ist es jedoch 
noch ein weiter Weg (Lotte et al. 2015). 
Ein wichtiger Spezialfall stellt die Nutzung der BCI-Technologie zu thera-
peutischen Zwecken dar, das sogenannte Neurofeedback (Huster et al. 2014). 
Hierbei werden die per EEG aufgezeichneten Hirnsignale in eine Computera-
nimation übersetzt (z. B. einfaches Steuern eines Flugzeugs), was es dem Patien-
ten ermöglicht, seine Hirnaktivität nachhaltig in eine bestimmte Richtung zu 
beeinflussen. Ein derartiges Gehirntraining gilt als erfolgversprechende Alterna-
tive zu medikamentösen Therapien bei der Behandlung diverser psychischer 
Störungen (darunter insbesondere der Aufmerksamkeitsdefizit- bzw. Hyper-
aktivitätsstörung), inwiefern es auch bei der unterstützenden Rehabilitation von 
Hirnschädigungen weiterhilft (z. B. nach einem Schlaganfall), wird untersucht 
(Hammond 2007). 
Das Feld der BCI-Systeme erweist sich folglich als florierender Forschungs-
bereich, entsprechende Anwendungen stecken aber, bis auf wenige Ausnahmen, 
noch in den Kinderschuhen (dazu und zum Folgenden Hofmann 2014, S. 96 ff.). 
Schnelle Erfolge sind auch in nächster Zeit nicht zu erwarten, was mit verschie-
denen Faktoren zusammenhängt. Erstens ist die Nichtinvasivität zugleich größ-
                                                  
23 Allerdings setzt die Kommunikation mittels EEG-basierter BCI-Systeme interessan-
terweise voraus, dass die Patienten noch über eine zumindest minimale Bewegungs-
kontrolle verfügen, und sei es nur der Augen- oder Gesichtsmuskeln (Birbaumer/ 
Chaudhary 2015). Bei vollständig Gelähmten helfen sie jedoch nicht weiter, obwohl 
gerade diese Patientengruppe am allermeisten auf diesen Kommunikationsweg ange-
wiesen wäre. Erste Erfolge konnten jedoch mit einem neu entwickelten BCI-System 
erzielt werden, das nicht an der neuroelektrischen Hirnaktivität ansetzt, sondern den 
Blutfluss im Gehirn (bzw. dessen Veränderung) mittels Nahinfrarotspektroskopie be-
stimmt (Gallegos-Ayala et al. 2014). 
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ter Pluspunkt wie auch wesentlicher Nachteil der Technologie. Denn die Ge-
winnung von Oberflächenpotenzialen auf der Kopfhaut von gesunden wie 
kranken Nutzern ist zwar unproblematisch und risikolos, stellt gleichzeitig aber 
eine immense Herausforderung an die Signalverarbeitung und sinnvolle Nut-
zung dieser Daten dar. Aufgrund der Instabilität der Signale, ihrer Verrau-
schung mit Signalanteilen, die nicht aus dem Gehirn stammen,24 und einer be-
merkenswerten Variabilität zwischen Versuchsdurchgängen und zwischen Pro-
banden gelten BCI-Applikationen noch als äußerst trainingsintensiv und wenig 
verlässlich in Nutzung und Leistung – was insbesondere außerhalb des Labors 
und in der Daueranwendung ins Gewicht fällt. Zweitens bieten die zuvor aufge-
führten Verfahren in der Regel nur eine binäre Antwort – entweder zeigt sich 
ein bestimmtes Potenzial oder nicht –, und sind damit schwerlich geeignet, 
komplexere Anwendungen zu bedienen, die kontinuierliche Kontrollsignale 
benötigen (z. B. für die fein abgestimmte Kontrolle von Geschwindigkeit oder 
Kraftausübung). Drittens stellt schließlich die geringe Bandbreite der übertrag-
baren Steuerkommandos einen Engpass dar. Eine Übertragungsrate von ein bis 
zwei Zeichen pro Minute (Schreuder et al. 2011) erscheint für die Steuerung 
komplexer, zeitkritischer Geräte als sehr gering – zumindest für den realen Ein-
satz –, und sie dürfte sich auf absehbare Zeit auch kaum wesentlich steigern 
lassen.25 Klar ist also, dass die BCI-Technologie noch großer Entwicklungs-
sprünge bedarf, um das enge Feld der laborgetragenen BCI zu verlassen und 
eine weite Verbreitung zu erreichen. Neben der Verbesserung der Leistungsfä-
higkeit der Elektrodenschnittstellen richten sich die Entwicklungsbemühungen 
derzeit vor allem auf sogenannte hybride BCI-Systeme (Fazli et al. 2012), die 
verschiedene BCI-Signale oder auch andere Signalquellen (z. B. Muskelsignale) 
nutzen, um dadurch mehrere unabhängige Steuerkanäle zu erhalten. Außerdem 
greift die BCI-Forschung zunehmend Erkenntnisse und Ergebnisse der auto-
nomen Robotik auf (Lampe et al. 2014). Das Ziel ist, die sparsamen Steuersigna-
le einem maximalen Nutzen zuzuführen, indem die »Intelligenz« autonomer 
Systeme gezielt eingesetzt wird (del R. Millán et al. 2010). Diese Forschungen 
befinden sich jedoch noch in einem frühen Stadium. 
Obwohl sich die Entwicklung von BCI-Anwendungen derzeit noch fest in 
der Hand professioneller Neurowissenschaftler und klinischer Psychologen be-
findet, sind erste Bestrebungen zu beobachten, die Technologie einer breiteren 
Nutzergruppe verfügbar zu machen (dazu und zum Folgenden Hofmann 2014, 
S. 98 f.). Die zuvor erwähnte Neurofeedbacktherapie verbreitet sich zunehmend 
in psycho- und ergotherapeutischen Praxen. Verschiedene Hersteller bieten da-
                                                  
24 Problematisch sind hier insbesondere Störeinflüsse, die durch die Bewegung von Ge-
sichtsmuskeln entstehen, weshalb die Probanden in einem wissenschaftlichen Expe-
riment in der Regel gebeten werden, Kopf und Gesicht möglichst stillzuhalten. 
25 Der derzeitige Rekord steht bei etwa zehn Zeichen pro Minute (Bin et al. 2009). 
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zu auf kommerziellem Wege vereinfachte, relativ preiswerte und damit massen-
taugliche EEG-Systeme an (so etwa die Firmen emotiv und Brainfinger) (Kaplan 
et al. 2013; Ahn et al. 2014), die auch eine langsame, aber handfreie Navigation 
durch Computerspiele ermöglichen sollen (Hazrati/Hofmann 2013). Gleichzei-
tig ist mit BCI2000 eine mächtige und kostenlose Softwaretoolbox verfügbar, 
mit der auch Anfänger in die Lage versetzt werden, BCI-Experimente durchzu-
führen (Schalk et al. 2004).26 Somit ist es wohl nur eine Frage der Zeit, bis auch 
dieses Feld von Do-it-yourself-Anwendern erobert wird, die sicherlich ganz 
neue Anwendungsmöglichkeiten jenseits des klinisch-therapeutischen Spek-
trums erkunden werden. Allerdings ist nicht nur die Zuverlässigkeit kommer-
ziell erhältlicher Systeme noch sehr begrenzt, sondern es stellt sich auch die 
prinzipielle Frage, welcher Zusatznutzen von BCI-Systemen überhaupt für 
gesunde Personen zu erwarten ist, die sich im Vollbegriff ihrer körperlichen 
Kräfte befinden. Denn bestenfalls gewinnt der Nutzer die Leistungsfähigkeit 
einer klemmenden Maustaste hinzu, sodass die Steuerung von Geräten per 
Muskelkraft praktisch in allen Anwendungskontexten voraussichtlich noch 
auf längere Zeit bei Weitem effektiver, schneller und zuverlässiger sein wird. 
Brain-Machine-Interfaces 
Auf der Suche nach schärferen und höher aufgelösten Signalen sind einige BCI-
Forscher dazu übergegangen, ihre Datenquellen um epidurale Kortexableitun-
gen (ECoG) zu erweitern. Dank der höheren und spezifischeren Datenraten, die 
sich auf diese Weise gewinnen lassen, eröffnen sich ganz neue Möglichkeiten 
der Gerätesteuerung (Ortiz-Catalan et al. 2012) – jedoch geht dies nur auf Kos-
ten einer hochriskanten invasiven Prozedur, womit das Grunddilemma der per 
definitionem »blutigen« BMI-Systeme (zu denen auch ECoG-Systeme gehören) 
bereits umrissen ist. 
Das große Ziel, das mit invasiven im Gegensatz zu nichtinvasiven Schnitt-
stellen durchaus erreichbar scheint, ist die Entwicklung komplexer robotischer 
Gliedmaßen, die sich auch von schwerstgelähmten Patienten intuitiv steuern 
lassen. Intuitiv heißt, dass die Steuerung nicht indirekt erfolgt, über die bewuss-
te Beeinflussung bestimmter Hirnfrequenzen (wie im Falle von BCI-Anwen-
dungen), sondern direkt über Gedankenkraft. Hierzu kommen jedoch Oberflä-
chenableitungen nicht infrage, die auch im Falle von ECoG immer noch große 
Neuronenverbände abgreifen, sondern es braucht vielmehr zielgenaue Ablei-
tungen entweder aus dem peripheren Nervensystem oder aus dem Motorkortex. 
Weil es große Schwierigkeiten macht, auf invasivem Wege eine stabile und leis-
tungsfähige Schnittstelle zu den äußerst feinen peripheren Nerven aufzubauen, 
                                                  
26 www.schalklab.org/research/bci2000 (15.12.2015) 
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scheint der direkte Anschluss ans Gehirn derzeit der gangbarere Weg zu sein. 
Dank moderner Mikroelektroden wie dem Utah-Array lassen sich dort Einzel-
zellaktivitäten von mehreren Zellen simultan erfassen, womit sich – wie in ver-
schiedenen Tierversuchen gezeigt werden konnte – Bewegungsabsichten recht 
akkurat vorhersagen lassen (dazu und zum Folgenden Hofmann 2014, S. 100 f.). 
In einer wachsenden Zahl von Affenexperimenten ist es so seit Mitte der 2000er 
Jahre gelungen, die prinzipielle Machbarkeit eines BMI für prothetische Zwecke 
zu belegen (Carmena et al. 2003; Chapin et al. 1999; Nicolelis/Chapin 2008; 
Schwartz 2004; Wessberg et al. 2000). Versuchstiere lernten, verschiedene robo-
terisierte Manipulatoren wie Gliedmaßen akkurat zu kontrollieren, wenngleich 
die Steuerung aufgrund fehlender sensorischer Rückmeldung nur über Sicht-
kontakt funktioniert. Einige Gruppen berichten aktuell von erfolgreichen BMI-
Ableitungen aus Makaken mit vollimplantierten, kabellosen BMI-Systemen, die 
über viele Monate verlässlich einen Datendurchsatz von 4bit/sec liefern (Ches-
tek et al. 2011; Churchland et al. 2012; Nuyujukian et al. 2014). 
Da ein komplexer operativer Eingriff erforderlich ist, um die Sonden zu im-
plantieren, und vor allem die durch die Schädeldecke führende Verkabelung 
hohe Infektionsrisiken birgt, wurden prothetische BMI bislang nur in Einzelfäl-
len am Menschen erprobt (dazu und zum Folgenden Hofmann 2014, S. 101 ff.). 
2006 berichtete erstmals eine Gruppe der US-amerikanischen Brown University 
von der erfolgreichen Implantation und Nutzung eines Utah-Arrays im Motor-
kortex von Tetraplegikern (Hochberg et al. 2006). In jüngerer Zeit häufen sich 
die Erfolgsmeldungen (Abbott 2012), nicht zuletzt dank der massiven Förde-
rung durch die DARPA (Miranda et al. 2015). Diese sah sich durch die steigen-
de Zahl von gliedmaßenamputierten Kriegsveteranen dazu veranlasst, im Jahre 
2006 das »Revolutionizing Prosthetics program« zu starten.27 Ziel war die Ent-
wicklung einer anthropomorphen Armprothese, die über alle Eigenschaften 
eines natürlichen Arms verfügt – also auch über sensorische Kapazitäten und 
eine vergleichbare Feinmotorik. Das Förderprogramm ist 2010 durch das »Reli-
able Neural-Interface Technology (RE-NET) program« ergänzt worden, um 
gleichzeitig den Transfer der invasiven Schnittstellen vom Versuchstier zum 
Menschen zu beschleunigen.28 Die Bemühungen beginnen offensichtlich weite-
re Früchte zu tragen: Zwei amerikanische Forschergruppen melden erfolgreiche 
Implantationen und Ableitungen in Tetraplegikern mit Utah-Arrays 
(Abb. III.5) – die Patienten beider Gruppen waren in der Lage, komplexe robo-
terisierte Arme zielgerichtet zu kontrollieren, und das teilweise sogar über 5 Jah-
re nach der Implantation der Sonden (Collinger et al. 2013; Hochberg et al. 
2012). Letzteres ist bemerkenswert, dürfte aber eher eine absolute Ausnahme 
                                                  
27 www.darpa.mil/program/revolutionizing-prosthetics (15.12.2015) 
28 www.darpa.mil/program/re-net-reliable-peripheral-interfaces (15.12.2015) 
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sein, denn eine lange Reihe von Veröffentlichungen konstatiert, wie groß die 
Problematik der Fremdkörperreaktion für Hirnimplantate ist (Biran et al. 2005; 
Suner et al. 2005). Diese führt dazu, dass Mikroelektrodensonden vom Körper 
als Eindringling und Quelle für Entzündungen erkannt und eingekapselt wer-
den. Die so entstehende Glioseschicht verdrängt dann nicht nur die Neuronen 
von den Ableitkontakten, sondern sie hat auch eine neurotoxische Wirkung 
und kann zu Neuronenschädigung führen (Silver/Miller 2004). Die Implantate 
verlieren nach wenigen Wochen ihre Fähigkeit zur vielfachen Ableitung und 
können dann auch nicht mehr die Signale zur Robotersteuerung liefern – sie 
werden passiviert. Andererseits kommt es auch immer wieder vor, dass bei Im-
plantaten schon früh die diffizilen Stecker und Zuleitungen aufgrund von Mate-
rialermüdung versagen (Sanchez et al. 2006). 
Die großen Erwartungen der letzten Dekade, wofür die massive Förderung 
durch die DARPA exemplarisch steht, scheinen in den letzten Jahren einer ge-
wissen Ernüchterung gewichen zu sein (dazu und zum Folgenden Hofmann 
2014, S. 103 f.). Alltagstaugliche Implantate zur Steuerung komplexer Greifpro-
thesen sind derzeit noch Zukunftsmusik. Dennoch sind in den nächsten Jahren 
weitere große Fortschritte zu erwarten.  
Abb. III.5 Steuerung eines Roboterarms mittels implantierter Elektrode 
 
Quelle: nach Hochberg et al. 2012 
Es ist damit zu rechnen, dass sich die Datentransferrate der Hirnableitung, wel-
che die Transferrate aus nichtinvasiven BCI jetzt schon beträchtlich übersteigt, 
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mit noch leistungsfähigeren Elektrodenarrays weiter steigern lässt (Nuyujukian 
et al. 2014). Dementsprechend wird auch die Bedeutung der Signalverarbeitung 
zunehmen. Es braucht effizientere und robustere Algorithmen, welche in der 
Lage sind, aus der wachsenden Datenmenge die Intention des Nutzers zu deko-
dieren und in Steuersignale umzusetzen. Die Weiterentwicklung sogenannter 
»intelligenter« Prothesen, die Bewegungen teilautonom unterstützen und 
damit den Patienten in der Handhabung entlasten, ist in diesem Zusam-
menhang sicherlich ebenfalls ein wichtiges Forschungsthema für die Zu-
kunft. Allerdings kann auch eine noch so »intelligente« Prothese nicht die 
sensorische Rückmeldung ersetzen, die für die intuitive und exakte Steue-
rung einer komplexen Handprothese und insbesondere die Kontrolle des Greif-
prozesses essenziell ist – die Entwicklung invasiver neuroelektrischer Schnitt-
stellen, die einen bidirektionalen Datentransfer ermöglichen, steht insofern weit 
oben auf der Forschungsagenda und hat jüngst durch einen europäischen Erfolg 
einen neuen Schub bekommen (Raspopovic et al. 2014). 
Zentrale Voraussetzung für die Bewältigung dieser Herausforderungen sind 
neben geeigneten Versuchsmodellen vor allem aber langzeitstabile, minimal 
traumatisierende Implantate (dazu und zum Folgenden Hofmann 2014, 
S. 103 f.). Der Mangel daran stellt zweifelsohne eines der größten Hindernisse 
dar, um BMI-Anwendungen aus dem Stadium der Grundlagenforschung in die 
verbreitete Anwendung zu bringen. Hier sind insbesondere die Materialfor-
schung und Mikrosystemtechnik gefordert, Implantate zu entwickeln, welche 
die Fremdkörperreaktion und Traumatisierung nach einer Implantation redu-
zieren, die Liegezeit verlängern und zusätzlich eine bessere und sicherere Ab-
leitqualität durch aktive Sonden und kabellose Datenübertragung bieten. Wie 
schnell es gelingt (und ob überhaupt), diese Hürden zu überwinden, hängt nicht 
zuletzt auch vom industriellen Interesse an derartigen Neuroprothesen ab, das 
gerade in Europa aufgrund der doch ziemlich überschaubaren Zahl an Glied-
maßenamputierten wesentlich geringer als in den USA ausfällt. 
Stimulierende Systeme 
Im Gegensatz zu den ableitenden Anwendungen befinden sich etliche stimulie-
rende Systeme bereits seit vielen Jahrzehnten im klinischen Einsatz. Dies hat 
wesentlich damit zu tun, dass es sich vom Grundaufbau her in der Regel um 
wesentlich einfachere technische Systeme handelt, die insbesondere keine ähn-
lich hohen Anforderungen an Verfahren der Datengenerierung und -analyse 
haben. Die stimulierende Wirkung der Elektrizität auf das menschliche Nerven-
system wird im Rahmen diverser medizinischer Standardanwendungen sowohl 
auf invasivem als auch nichtinvasivem Wege ausgenutzt: 
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› Zu den ältesten nichtinvasiven Anwendungen gehört der in den 1960er Jah-
ren entwickelte Fallfußstimulator. Er wurde entwickelt, um Patienten, die 
etwa infolge eines Schlaganfalls an der sogenannten Fußheberschwäche lei-
den, beim Gang zu unterstützen. In der ursprünglichen Version wird der 
Peroneusnerv im Unterschenkel mittels Klebeelektroden stimuliert, sodass 
der gesamte Muskel effektiv zur Kontraktion und damit zum Heben des 
Fußes angeregt wird (Hofmann 2014, S. 62 f.). Der exakte Zeitpunkt der 
Stimulation wird durch einen Fersenschalter ermittelt. Heute gibt es ver-
schiedene kommerzielle kabellose Fußheberstimulatoren, die implantierba-
re Elektroden und teilweise auch implantierbare Steuerelemente benutzen. 
› Seit den 1950er Jahren wurden diverse invasive Schrittmacher für die Wie-
derherstellung autonomer Funktionen entwickelt, deren Implantation in-
zwischen zu den medizinischen Routineeingriffen zählt. Herzschrittmacher 
sind, mit knapp 80.000 neu implantierten Patienten pro Jahr allein in 
Deutschland,29 mit Abstand am weitesten verbreitet. Zunehmend kommen 
aber auch Atem- und Blasenschrittmacher zum Einsatz. Zielpersonen sind 
hier vor allem Querschnittsgelähmte, welche ihre Atmung bzw. Blase nicht 
mehr kontrollieren können (Hofmann 2014, S. 111 ff.). Anders als bei Herz-
schrittmachern, die direkt den Herzmuskel stimulieren und diesen so zur 
Kontraktion anregen, findet hier üblicherweise eine Reizung funktionell re-
levanter Nerven statt (Atemnerv bzw. Sakralnerv). Anders als die autonom 
stimulierenden Herz- und Atemschrittmacher werden Blasenschrittmacher 
durch ein externes Gerät gesteuert, um die Blasenentleerung bei Bedarf aus-
zulösen. 
› Ähnlich wie Herzschrittmacher funktionieren Vagusnervstimulatoren, die 
seit etwa 20 Jahren bei medikamentös schwer behandelbarer Epilepsie und 
seit Neuestem auch zur Behandlung therapieresistenter Depressionen ein-
gesetzt werden (in Deutschland jedoch derzeit nur in Einzelfällen).30 Der 
Vagusnerv spielt eine wichtige Rolle im vegetativen Nervensystem. Die Sti-
mulation erfolgt nach der chirurgischen Implantation der Elektroden im 
Halsbereich und des Schrittmachers in einem voreingestellten Rhythmus31 
und bewirkt bei Epilepsie eine deutliche Reduktion der Anfallshäufigkeit 
(Hofmann 2014, S. 109 f.). Die genauen Wirkmechanismen sind noch un-
bekannt, diverse andere Anwendungsgebiete (Migräne, Demenz, Parkinson 
etc.) werden derzeit erforscht. 
                                                  
29 http://de.statista.com/statistik/daten/studie/243619/umfrage/anzahl-der-
herzschrittmacher-eingriffe-in-deutschland-nach-art-des-eingriffs/ (15.12.2015) 
30 www.psychiatrie.med.uni-goettingen.de/de/content/patienten/239.html (15.12.2015) 
31 Zusätzlich gibt es die technische Möglichkeit, die Stimulationshäufigkeit über einen 
magnetischen Schalter selbst zu beeinflussen. 
1.  Neurotechnologien 
79 
› Zur Behandlung chronischer Schmerzen, die anderweitig nicht behandelbar 
sind, hat sich seit Jahrzehnten die Rückenmarkstimulation bewährt. Unter-
schiedliche Stimulatoren sind kommerziell erhältlich und zugelassen, wobei 
die einzelnen Elektrodenträger und der Implantationsort die wesentlichen 
Unterscheidungsmerkmale darstellen (dazu und zum Folgenden Hofmann 
2014, S. 73 f.). Die Platzierung wird entsprechend dem schmerzenden Kör-
perbereich ausgewählt, sodass die Weiterleitung der Schmerzsignale aus 
dem Rückenmark ans Gehirn unterdrückt wird und der Patient nur noch 
ein Kribbeln im vorher schmerzenden Bereich verspürt. 
Alle diese Anwendungen sind ausgereift und klinisch erprobt, ihr medizinischer 
Nutzen steht außer Frage. Ihre Risiken und Nebenwirkungen sind überschau-
bar, sieht man einmal von operativen Komplikationen ab, die natürlich nie ganz 
auszuschließen sind. Da die beschriebenen Systeme alle am peripheren (und 
zudem noch in der Regel am autonomen) Nervensystem andocken, hält sich 
ihre Brisanz im Sinne der eingangs beschriebenen Problematik der Mensch-
Maschine-Entgrenzung jedoch in Grenzen – hauptsächlich, weil sie quasi auto-
nom und technisch außerhalb der Reichweite des Bewusstseins agieren, rein der 
Funktionswiederherstellung bzw. der Rehabilitation dienen und somit nicht für 
ein Enhancement menschlicher Fähigkeiten infrage kommen. Anders sieht dies 
bei zwei weiteren Typen von invasiven Stimulationsanwendungen aus, der tie-
fen Hirnstimulation und den sensorischen Neuroprothesen, die direkt auf das 
Gehirn bzw. die Sinneswahrnehmung einwirken und somit ganz neue ethische 
Fragen aufwerfen. 
Tiefe Hirnstimulation 
Die tiefe Hirnstimulation (DBS) wird seit 1987 eingesetzt, um neurologische 
Bewegungsstörungen wie Morbus Parkinson (PD), essenzieller Tremor oder 
Dystonie symptomatisch zu therapieren (dazu und zum Folgenden Hofmann 
2014, S. 76 f. u. 117). Das Anwendungsspektrum des Therapieansatzes hat sich 
in den letzten Jahren sukzessive erweitert, in Europa besteht inzwischen auch 
eine Zulassung für bestimmte Formen von Zwangsstörungen und Epilepsie – 
die Eignung für die Behandlung einer ganzen Reihe psychiatrischer Erkrankun-
gen (darunter chronische Depressionen und Tourettesyndrom) wird mit teil-
weise sehr vielversprechenden Ergebnissen intensiv klinisch erforscht (Bron-
stein et al. 2011; Laxton et al. 2013; Lozano/Lipsman 2013; Tronnier et al. 2002). 
Es ist also mit einem wachsenden Markt zu rechnen, wobei schon die bisherigen 
Fallzahlen beeindruckend sind. Sogenannte »Hirnschrittmacher« wurden inzwi-
schen bei rund 125.000 Patienten weltweit eingesetzt und sind damit in be-
stimmten Indikationsgebieten schon fast eine Selbstverständlichkeit (Medtronic 
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2015). Dies ist äußerst bemerkenswert, handelt es sich doch um einen invasiven 
Therapieansatz: Mehrpolige Elektroden werden in einer stereotaktischen, d. h. 
minimalinvasiven Prozedur möglichst nahe an die relevanten Gehirnzentren 
verbracht (meist beidseitig), um dort – verbunden mit einem unter dem Schlüs-
selbein implantierten Impulsgeber – dauerhaft hochfrequente Impulse abzuge-
ben (Kuhn et al. 2010) (Abb. III.6). 
Abb. III.6 Tiefe Hirnstimulation: Stimulation des Nucleus subthalamicus 
zur Behandlung von Parkinson 
 
Quelle: Medtronic GmbH 
Der Erfolg der Therapie hängt einerseits wesentlich von der präzisen Plat-
zierung der Elektroden in der Zielregion ab, die je nach Indikation ver-
schieden ist. Vor der Implantation wird deshalb mittels bildgebender Ver-
fahren ein möglichst genaues Bild des Schädelinneren erzeugt und an-
schließend durch vorab eingeführte Mikroelektroden eine Teststimulation 
durchgeführt (bei vollem Bewusstsein des Patienten).32 Der genaue Stimula-
tionsort ist durch die Verwendung mehrpoliger Elektroden aber auch nach-
träglich noch in sehr engen Grenzen veränderbar (Kuhn et al. 2010). Die 
Stimulationswirkungen hängen andererseits zentral von den verabreichten 
Stimulationsparametern ab, die postoperativ oftmals in einem langwierigen 
                                                  
32 www.uniklinik-freiburg.de/neurologie/behandlung/bewegungsstoerungen/tiefe-
hirnstimulation.html (15.12.2015) 
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Prozess feinjustiert werden müssen,33 um sie der individuellen Symptoma-
tik des Patienten anzupassen.34 Obwohl die genauen Wirkmechanismen noch 
im Dunkeln liegen, scheint entscheidend zu sein, dass die DBS nicht einfach 
unspezifischen Einfluss auf das Aktivitätsverhalten aller umgebenden Neuronen 
nimmt, sondern offenbar nur die neuronale Ausschüttung des Neurotransmit-
ters γ-Aminobuttersäure (GABA) hervorruft (Feuerstein et al. 2011; Hofmann 
2014, S. 77). Dieser hat einen hemmenden Einfluss auf überaktive Nervenzellen, 
wodurch sich die therapeutischen Erfolge – etwa die deutliche Verbesserung der 
motorischen Kontrolle bei Bewegungsstörungen – zum Teil erklären lassen. 
Viele schwer Parkinsonkranke können mithilfe der DBS wieder ein (in 
mancherlei Hinsicht) beinahe normales Leben führen. Der therapeutische Nut-
zen gilt deshalb bei den etablierten Indikationen als groß, umso mehr, als die 
Wirkungen und somit auch mögliche Nebenwirkungen reversibel sind, das 
heißt nach Abbruch der Stimulation wieder verschwinden. Dennoch wurde die 
DBS bislang nur in schweren Fällen angewandt, quasi als ultima ratio, sofern 
also dem Patienten anderweitig nicht mehr zu helfen ist.35 Der Grund hierfür 
ist, dass die Implantation eines Hirnschrittmachers zwar als relativ sicher und 
nebenwirkungsarm gilt, aber keinesfalls als risikolos und nebenwirkungsfrei 
(dazu und zum Folgenden Hofmann 2014, S. 117 ff.). Alleine schon durch die 
komplizierte neurochirurgische Implantation lassen sich Komplikationen wie 
Hirnblutungen nie ganz ausschließen. Die Stimulationselektroden selbst sind 
zwar sehr stabil und weitestgehend vor Kabelbrüchen geschützt, trotzdem 
kommen Schäden an Kabeln und Steckverbindern vor. Außerdem muss die Bat-
terie des implantierten Pulsgebers etwa alle 3 bis 5 Jahre erneuert werden – was 
ebenfalls mit einem entsprechenden OP- und Infektionsrisiko einhergeht.36 Die 
Impulsgeber sind zudem bei Weitem keine kleinen Geräte, sodass sie an ihrem 
Implantationsort durch die darüber liegende Haut fühlbar sind und lokal zu 
Problemen führen können (Infektionen, Nekrosen). Obwohl etliche ausgereifte 
Systeme verschiedener Hersteller auf dem Markt sind, gibt es also noch reichlich 
Entwicklungs- und Forschungsbedarf in technischer und medizinischer Hin-
                                                  
33 Der Impulsgeber ist aus diesem Grund von außen programmierbar und kann per 
Magnetschalter ein- bzw. ausgeschaltet werden. 
34 www.uniklinik-freiburg.de/neurologie/behandlung/bewegungsstoerungen/tiefe-hirn 
stimulation.html (15.12.2015) 
35 Die Ergebnisse der deutsch-französischen Studie »Earlystim« könnten diesbezüglich 
jedoch ein Umdenken einleiten, denn die Studiendaten zeigen, dass die Neurostimula-
tion offenbar bereits in einem frühen Krankheitsstadium erfolgversprechend einge-
setzt werden kann (Schuepbach et al. 2013). 
36 Die Batterielaufzeit ist sehr individuell und u. a. abhängig von den programmierten 
Stimulationsparametern. Alternativ sind auch transkutan aufladbare Systeme am 
Markt verfügbar, die allerdings einen routinierten Umgang des Patienten mit dem La-
desystem erfordern (persönliche Mitteilung Dr. Holger Storcks, Medtronic GmbH, 
vom 4.3.2016). 
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sicht. Dazu gehören u. a. die mikroskopische Verkleinerung der Stimulations-
elektroden, die bessere und verlässlichere Zielpunkterfassung sowie eine längere 
Funktionsdauer der Impulsgeber. Aber auch wenn es gelingt, die Technologie 
weiter zu verbessern, dürften grundsätzliche ethische Vorbehalte gegenüber ei-
ner verbreiterten Anwendung der DBS bestehen bleiben. Sie hängen hauptsäch-
lich mit den teilweise schweren psychischen Nebenwirkungen zusammen, die 
bei Parkinsonpatienten mit Hirnschrittmacher immer wieder beobachtet wur-
den – dazu gehören Gedächtnis- (1,1–20 %) und Sprechstörungen (10,8–33 %), 
Depressionen (1,5–25 %), aber auch schwerere Persönlichkeitsveränderungen 
wie manische (2–28 %) oder aggressive Zustände (2 %) (Clausen 2010a). Ein 
besonders eindrückliches und gut dokumentiertes Beispiel ist der Fall des kürz-
lich verstorbenen, bedeutenden Soziologen Helmut Dubiel, der unter schwerem 
Parkinson litt und seine Erfahrungen mit einem Hirnschrittmacher in einem 
Buch ausführlich geschildert hat (Kasten). 
Die zunehmend durch systematische Untersuchungen – etwa im Rahmen 
des ELSA-DBS-Projektes37 (Witt 2013, S. 6 f.) – bestätigten Hinweise auf psychi-
sche DBS-Effekte machen deutlich, dass die Medizin mit jedem neurotechnolo-
gischen Eingriff ins Gehirn, also dem Organ, das unsere Wesenszüge zentral 
bestimmt, »ethische[s] Hochsicherheitsgebiet« (Quante 2014, S. 2) betritt. Das 
scheint selbst dann zu gelten, wenn die Prozedur wie bei DBS reversibel ist, da 
sich durch den Wechsel zwischen den unterschiedlichen Persönlichkeitszustän-
den – so legen es die Schilderungen von Dubiel nahe – die Entfremdungserfah-
rungen erst recht verstärken. Im Falle von DBS hat dies nicht nur eine schwieri-
ge Nutzen-Risiko-Abwägung zur Folge, sondern aus medizinethischer Sicht 
wird auch die Frage virulent, inwiefern das Prinzip der informierten Einwilli-
gung überhaupt noch umsetzbar ist (Witt 2013). Denn wenn die Persönlichkeit 
eines Patienten sich durch den neurotechnologischen Eingriff in wesentlichen 
Aspekten verändern kann, und damit unter Umständen auch dessen Sicht auf 
die Operation,38 stellt sich die Frage, auf welcher Grundlage die ethische Legiti-
mierung der Therapie erfolgen kann (Witt 2013, S. 12): Ist hierfür die Sicht des 
Patienten vor oder nach der Operation entscheidend? 
                                                  
37 http://geschichte-ethik.uk-koeln.de/de/forschungsstelle-ethik/forschung/elsa-dbs 
(15.12.2015) 
38 Dies ist kein reines Gedankenspiel. Es gibt tatsächlich Fallberichte, wonach Patien-
ten durch Behandlung mit DBS in manisch-euphorische Zustände verfallen, die sie 
selber – ganz im Gegensatz zu ihrem Umfeld – als unproblematisch ansehen und in 
der Folge auch nicht durch eine Anpassung der Stimulationsparameter beheben las-
sen möchten (Schermer 2011, S. 3). 
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»Tief im Hirn«: Der Fall Dubiel 
In seinem Buch »Tief im Hirn« (2006) beschreibt Helmut Dubiel, wie erheb-
lich sich der bei ihm implantierte Hirnschrittmacher auf sein Bewusstsein 
und seine Psyche ausgewirkte: So litt er bei eingeschaltetem Schrittmacher 
unter einem stark eingeschränkten Sprachvermögen, während er bei ausge-
schaltetem Schrittmacher mit den Krankheitssymptomen (depressive Zu-
stände, Tremor) zu kämpfen hatte. Das Erstaunliche an seiner Schilderung 
ist, wie es ihm offenbar möglich war, alleine durch Ein- und Ausschalten des 
Schrittmachers wie von Geisterhand zwischen diesen unterschiedlichen Zu-
ständen hin- und herzuwechseln. Er schreibt: »Die schlimmste Nebenfolge 
der Operation bestand in der Störung des Sprachzentrums im Hirn. ... Um 
›der Welt‹ nicht offenbar werden zu lassen, dass das Vokabular, dessen ich 
mich ohne Schwierigkeiten bedienen kann, schrumpft, beschränke ich mich 
unbewusst auf die Worte, die ich problemlos bewältigen kann, und befürch-
te, dass meine Artikulationsgabe meinem Denken, der Begriffsbildung und 
Urteilskraft immer deutlicher hinterherhinkt. ... Ein Licht im Tunnel der 
Ungewissheit wurde ein Jahr nach der OP sichtbar, weil eine Neurologin in 
einer anderen Klinik einfach vorschlug, den Schrittmacher versuchshalber 
abzustellen. Es war, als ob ein Geist aus mir sprach. In derselben Sekunde 
kehrte meine Stimme zurück, sonor, wohl artikuliert, nur ein wenig heiser. 
Interessant war, dass nicht nur das Sprechen im technischen Sinne wieder 
sofort funktionierte, sondern auch meine Verstandestätigkeit und die kogni-
tiven Funktionen – im buchstäblichen Sinne – wieder angeknipst waren.« 
Wie nah Technik bereits an Kernbereiche des Menschlichen herange-
rückt ist, zeigt Dubiels Schilderung der Folgen einer Reaktivierung seines 
Schrittmachers: »So faszinierend wie erschreckend war vor allem, dass die 
Depression von mir abfiel, so als sei ein eisernes Band um meine Seele ge-
sprungen. Faszinierend war die Leichtigkeit dieses Vorgangs. Ein Knopf-
druck, bestätigt durch ein kaum hörbares digitales Piepsen, unterstützt von 
einer winzigen Leuchtdiode, öffnete schlagartig den verhangenen Himmel. 
Freunde, die ich anrief, meinten, ich wäre frisch verliebt, so fröhlich muss ich 
geklungen haben. Erschreckend und irgendwie demütigend war die Banalität 
dieses Vorgangs.« 
Quelle: Dubiel 2006, S. 125 ff. 
Abgesehen von den praktischen Fragen, die sich daran anschließen, etwa nach 
der Notwendigkeit geeigneter ethischer Leitlinien (Kuhn et al. 2010, S. 111), 
wird anhand dieser Problematik auch der sehr eigentümliche Werkzeugcharak-
ter von Neuroimplantaten wie DBS deutlich. Indem sie quasi mit dem Gehirn 
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des Patienten verschmelzen und das Potenzial haben, über dessen Hirnprozesse 
auch dessen Selbst zu beeinflussen, spielen sie einen ungewöhnlich aktiven, ja 
umgestaltenden Part im Heilungsprozess (Clausen 2010b, S. 96 f.). Die Folge ist 
eine diffuse Entgrenzung von Mensch und Technik – weniger im räumlichen 
Sinne, sondern vor allem insofern, als der Patient durch die reversible Aktivie-
rung des Hirnschrittmachers gleichzeitig zum »Objekt und Subjekt technischer 
Kontrolle« (Müller 2010, S. 194) wird und damit zunehmend unklar wird, wer 
eigentlich wen beherrscht: der Mensch die Technik oder die Technik den Men-
schen. Zwar ist diese Problematik nicht ganz neu – sie stellt sich in ähnlicher 
Weise auch bei Pharmakotherapien (Sauter/Gerlinger 2012) –, jedoch spitzt sie 
sich bei den Neurotechnologien durch deren wesentlich spezifischere Wir-
kungsweise und ihren technischeren Charakter noch einmal deutlich zu. Diese 
Entwicklung wirft vielfältige philosophisch-anthropologische Fragen nach dem 
Menschenbild auf, die vor allem unter dem Stichwort »Cyborg« diskutiert wer-
den (Kap. II.2; Müller 2010). Klar ist, dass mit der technischen Veränderbarkeit 
automatisch auch die Optimierbarkeit des Menschen zum Thema wird, wenn-
gleich die tatsächliche Realisierbarkeit dieser Vision im Fall von DBS aus ethi-
schen und medizinischen Gründen (erhebliche Eingriffsrisiken vs. unklarer 
Nutzen) noch auf längere Sicht versperrt sein dürfte (Clausen 2012, S. 74). 
Sensorische Neuroprothesen 
Es ist ein uralte Vision: Blinde wieder sehen, Gehörlose wieder hören zu lassen. 
Was in biblischen Zeiten noch göttlichen Beistands bedurfte, ist heute dank der 
modernen Medizin fast schon profane Wirklichkeit geworden – sensorische 
Neuroprothesen, welche durch die Stimulation peripherer Nerven krankheits-
bedingt verloren gegangene Sinnesfunktionen partiell kompensieren, gehören 
heute zum klinischen Alltag. Die Grundsteine hierfür wurden bereits in den 
1950er Jahren gelegt, seither haben vor allem auditorische Neuroprothesen eine 
beispiellose Erfolgsgeschichte hinter sich, aber auch bei den wesentlich an-
spruchsvolleren Sehprothesen gibt es erste Durchbrüche zu vermelden. 
Zur Wiederherstellung der Hörfunktion kommen zwei unterschiedliche 
neurotechnologische Herangehensweisen infrage: das Cochlea-Implantat (CI) 
sowie das auditorische Hirnstammimplantat (Auditory Brainstem Implant 
[ABI]) Welcher Therapieansatz der geeignete ist, hängt zentral davon ab, ob der 
Hörnerv noch funktionsfähig ist. Meistens sind bei Gehörlosigkeit nur die sen-
siblen Haarzellen geschädigt, die den Schall in elektrische Impulse umwandeln 
und diese dann an die verbundenen Nervenfasern weitergeben. In solchen Fäl-
len besteht grundsätzlich die Möglichkeit, den intakten Hörnerven mithilfe ei-
ner in die Hörschnecke (Cochlea) eingeführten Mikroelektrodensonde zu sti-
mulieren – so das Grundprinzip des Cochlea-Implantats, das bereits in den 
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1970er Jahren erstmals klinisch erprobt, 1984 von der US-amerikanischen Food 
and Drug Agency (FDA) zugelassen und bis heute weltweit über 300.000-mal 
implantiert wurde (davon 30.000 in Deutschland; dazu und zum Folgenden 
Hofmann 2014, S. 105 f.).39 Moderne CI verfügen über bis zu 22 Kanäle, das 
heißt einzelne Elektroden, die je nach Platzierung auf dem Hörnerv unter-
schiedliche Tonwahrnehmungen erzeugen. Neben dem eigentlichen Implantat 
im Innenohr verfügt ein herkömmliches CI über mehrere außenliegende Kom-
ponenten (Abb. III.7). 
Abb. III.7 Aufbau eines Cochlea-Implantats 
 
Quelle: nach Hofmann 2014, S. 106 
Der Schall wird über ein externes Mikrofon aufgenommen, an einen Signalpro-
zessor weitergeleitet und dort kodiert. Dies ist u. a. deshalb erforderlich, da her-
kömmliche Stimulationselektroden nur etwa in die ersten eineinhalb der zwei-
einhalb Cochlea-Windungen eingeführt werden können und so ausschließlich 
in hohen Frequenzbereichen Höreindrücke erzeugen. Außengeräusche müssen 
also mittels des Signalprozessors auf diese wahrnehmbaren Frequenzen abgebil-
det werden, bevor die Signale schließlich mittels einer magnetischen Spulen-
kupplung durch die Kopfhaut hindurch (transdermal) an das Implantat weiter-
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geleitet werden. Außerdem hat der Signalprozessor die Aufgabe, Störgeräusche 
herauszufiltern und so auch in einer unruhigen Geräuschkulisse Sprachverste-
hen zu ermöglichen. 
Da nur etwa 22 Elektroden bis zu 30.000 Hörrezeptoren gegenüberstehen, 
ist der entstehende Höreindruck sehr individuell und nicht mit dem beim nor-
malen akustischen Hören vergleichbar. Entsprechend braucht es langes Trai-
ning, um Geräusche differenzieren und Sprache verstehen zu können. Mit mo-
dernen Geräten sind Gehörlose jedoch aufgrund der Plastizität des auditori-
schen Systems nach einiger Zeit zu erstaunlichen Hörleistungen fähig – Musik-
hören und Sprachverstehen sind dank hochentwickelter Signalprozessoren in 
der Regel problemlos möglich. Zu beachten ist allerdings, dass das Implantat bei 
taub geborenen Erwachsenen nur von geringem Nutzen ist, da die Hörbahn 
nicht ausgereift und das Gehör damit irreparabel geschädigt ist. Eindrucksvolle 
Therapieerfolge zeigen sich jedoch bei gehörlos geborenen Kindern. Sie sind zu 
einem weitgehend normalen Hör- und Spracherwerb in der Lage, sofern das CI 
beidseitig, vor allem jedoch rechtzeitig, das heißt möglichst in den ersten zwei 
Lebensjahren, eingesetzt wird. Da Gehörlosigkeit medizinisch als Behinderung 
gilt, haben gehörlos geborene Kinder in Deutschland einen rechtlichen An-
spruch auf ein krankenkassenfinanziertes CI (Müller/Zaracko 2010, S. 247). In-
teressanterweise kritisieren aber gerade Vertreter der Gehörlosencommunity 
diese Praxis teils vehement. Sie befürchten, dass die reiche Gehörlosenkultur mit 
ihrer eigenen Gebärdensprache dadurch verloren gehen könnte – zumindest 
jedoch zur defizitären, aus der Not geborenen Behindertenkultur gestempelt 
wird, die im Grunde genommen über keine eigenständige Existenzberechtigung 
verfügt (Heffley 2010; Park 2014). Für viele Betroffene ist die Gehörlosenkultur 
jedoch ein zentraler Bestandteil ihrer Identität. Als Ausweg aus diesem ethi-
schen Dilemma bietet sich an, dass man gehörlosen Kindern – die ja noch nicht 
autonom entscheiden können, in welcher der »Welten« sie später leben möch-
ten – sowohl eine Hörprothese implantiert als sie auch die Gebärdensprache 
erlernen lässt (Müller/Zaracko 2010, S. 248). 
Bei den wenigen gehörlosen Patienten, die über keinen funktionsfähigen 
Hörnerv mehr verfügen, was häufig aufgrund einer Tumorerkrankung der Fall 
ist (Neurofibromatose Typ II, [NF2]), versagt auch ein CI (Hofmann 2014, 
S. 106). In solch seltenen Fällen helfen derzeit nur auditorische Hirnstammim-
plantate weiter, die vom Grundaufbau und der Funktionsweise einem CI analog 
sind. Der einzige Unterschied ist das Implantat selber, das aus einer Oberflä-
chenelektrode besteht und direkt den am Hirnstamm verbliebenen Hör-
nervkern (Nucleus cochlearis) elektrisch stimuliert – es setzt also einen Schritt 
später in der Signalübertragung an und überbrückt damit das gesamte In-
nenohr. Aus diesem Grund sind die Hörergebnisse auch weniger vielverspre-
chend als bei einem CI und zudem oft nur nach jahrelangem Training erzielbar 
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(Colletti et al. 2012, S. 355). Patienten mit Neurofibromatose Typ II, für die ABI 
ursprünglich entwickelt wurden, können immerhin Umgebungsgeräusche 
wahrnehmen und besser Lippenlesen, erreichen aber in der Regel nur ein rudi-
mentäres Sprachverständnis (Siegbahn et al. 2014). Neuere Erkenntnisse deuten 
jedoch darauf hin, dass in anderen Indikationsgebieten, für die ABI inzwischen 
zugelassen wurden (Kinder mit Gehörnervaplasie, postmeningitische Ertaubung 
bei Erwachsenen etc.), deutlich bessere Ergebnisse erzielt werden können und 
Patienten insbesondere auch zu einem teilweise exzellenten Sprachverstehen in 
der Lage sind (Colletti et al. 2012). Dies trifft vor allem auch auf die mehr als 100 
Kinder zu, die weltweit mit einem ABI versorgt worden sind. Insgesamt scheint 
die Variabilität in der Hörqualität jedoch deutlich größer zu sein als bei einem 
CI, was nicht zuletzt auch damit zu tun haben könnte, dass der chirurgische 
Eingriff einerseits wesentlich komplizierter ist, andererseits aber auch deutlich 
seltener vorgenommen wird. 
Erklärtes Ziel der Hersteller von Hörprothesen ist die Erweiterung der Indi-
kationsstellung (dazu und zum Folgenden Hofmann 2014, S. 106 ff.). Beim 
Cochlea-Implantat geht die Entwicklung hin zu hybriden Systemen, die kon-
ventionelles Hörgerät und Hörprothese in einem System vereinen und so das 
Resthörvermögen (besonders in den tiefen Frequenzbereichen) besser erhalten 
sollen.40 Diese Geräte benötigen jedoch aufgrund der unterschiedlichen Signal-
quellen wesentlich ausgefeiltere Sprachprozessoren. Außerdem soll die bereits 
sehr gute Spracherkennung weiter verbessert werden, was leistungsfähigere 
Elektroden-Arrays und mehr Stimulationskontakte erfordert. Insgesamt ist die 
Entwicklung der elektronischen Hörhilfen mit dem derzeitigen Stand sicherlich 
noch nicht abgeschlossen. 
Aufgrund der wesentlich größeren Komplexität des visuellen Systems – 
130 Mio. Photorezeptoren stehen 30.000 Hörrezeptoren gegenüber – ist die 
Entwicklung von Sehprothesen deutlich anspruchsvoller (dazu und zum Folgen-
den Hofmann 2014, S. 108). Abbildung III.8 zeigt eine schematische Darstellung 
des visuellen Systems mit den möglichen Ansatzpunkten für eine neurotechno-
logische Stimulation (gestrichelte Bereiche): 
› Die Stimulation des visuellen Kortex bzw. des Sehnervs kommt infrage, 
wenn der Sehnerv oder die Sehbahn durch Hirntumore oder Unfall geschä-
digt sind (V1) (Duret et al. 2005). 
› Ist der Sehnerv noch intakt, die Retina jedoch beschädigt, bietet sich eine 
Stimulation der dortigen Ganglionzellen an verschiedenen Positionen am 
Augapfel an. 
                                                  
40 Abhängig vom Schadensort sind unterschiedliche Implantate möglich bzw. verfügbar: 
www.hoerzentrum-hannover.de/index.php?id=64 (15.12.2015). 
 III.  Stand der Technik 
88 
Abb. III.8 Ansatzpunkte für Sehprothesen 
 
Quelle: nach Stieglitz et al. 2014, S. 456 
Die ursprüngliche, bereits aus den 1960er Jahren stammende Idee, durch direk-
te Reizung des visuellen Kortex Seheindrücke zu erzeugen, hat sich bis heute als 
noch nicht gangbar herausgestellt (dazu und zum Folgenden Hofmann 2014, 
S. 107 f.).41 Auch der Versuch, durch Mikrostimulation des primären visuellen 
Kortex mit dem Utah-Array bessere Ergebnisse zu erreichen, muss wohl als ge-
scheitert gelten (Normann et al. 1999). Ein wenig weiter in der Entwicklung, 
aber auch noch weit entfernt von jeder klinischen Nutzung ist eine Sehprothese, 
die das Utah-Array in den Sehnerv implantieren und damit stimulieren möchte 
(Duret et al. 2005). Auf dem besten Wege, die klinische Erfolgsgeschichte des 
Cochlea-Implantats zu wiederholen, sind hingegen sogenannte Retina-Implan-
tate, welche die verbleibenden Nervenzellen der Retina stimulieren. Sie wurden 
primär zur symptomatischen Behandlung von degenerativen Netzhauterkran-
                                                  
41 Trotzdem gelang es William Dobelle Ende der 1990er Jahre, ein beachtliches Presse-
echo zu erhalten, als er einem blinden Erwachsenen Stimulationselektroden auf den 
visuellen Kortex implantierte und mit einem kameragebundenen Stimulationssystem 
verband (Hofmann 2014, S. 107). Angeblich war der Blinde damit sogar in der Lage, 
ein Auto über einen leeren Parkplatz zu lenken (Kotler 2002). Eine klinische Anwen-
dung fand sich für dieses System jedoch nicht und das Dobelle-Institut, das aus recht-
lichen Gründen nach Portugal verlegt worden war, beendete seine Arbeit nach dem 
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kungen wie der genetisch bedingten Retinitis Pigmentosa entwickelt, an der in 
Deutschland etwa 40.000 Menschen leiden.42 
Grundidee der Retina-Implantate ist es, mikrotechnisch erzeugte, flache Elek-
trodenarrays an eine Stelle auf (epiretinal), unter (subretinal) oder hinter der 
Netzhaut (suprachoroidal) so zu platzieren, dass die elektrische Stimulation der 
mikroskopischen Kontaktgitter die Aktivität der zerstörten Photorezeptoren 
ersetzt (dazu und zum Folgenden Hofmann 2014, S. 107 f.). Die Platzierung der 
stecknadelgroßen Elektrodenarrays erfolgt durch eine kleine Öffnung in der 
Lederhaut des Augapfels und durch geschickte intraoperative Platzierung. Bei 
den meisten Systemen wird die Arrayfolie kabellos oder durch einen Stecker mit 
dem Bildgewinnungs- und Verarbeitungssystem verbunden, und die Stimulati-
on der einzelnen Kontaktpunkte erfolgt dann entsprechend von außen. So ist es 
auch bei dem weltweit ersten zugelassenen Retina-Implantat der Fall – »Argus 
II« von Second Sight –, mit dem angeblich 5 bis 10 % Sehvermögen erreicht 
werden sollen (Humayun et al. 2012). Wesentliche Bestandteile des Systems 
werden extern am Körper getragen: Das Bildsignal wird über eine winzige, an 
einer Spezialbrille befestigte Kamera aufgenommen, dann an einen Minicompu-
ter übermittelt, kodiert und schließlich kabellos an das eigentliche Implantat 
übermittelt. Fast gänzlich ohne externe Hardware und damit besonders innova-
tiv ist das Alpha-IMS-System der Retina Implant AG, einer Ausgründung der 
Universität Tübingen. Die Gewinnung eines Abbildes der Außenwelt erfolgt mit 
den Photodioden eines implantierten, hochauflösenden Mikrochips, der über 
eine externe Stromquelle transdermal mit Energie versorgt wird. Die Ergebnisse 
sind vielversprechend: Blinde Patienten können Gegenstände wieder erkennen 
und teils sogar Gesichtsmimik und Buchstaben lesen (Stingl et al. 2013). Das seit 
2013 ebenfalls CE-zertifizierte Alpha-IMS-System befindet sich in einer frühen 
Phase der Markteinführung, weltweit wurden bislang etwas mehr als 40 Patien-
ten damit behandelt; in Deutschland werden die Kosten für die entsprechende 
Behandlung der Retinitis Pigmentosa seit 2014 von den Krankenkassen über-
nommen.43 
Cyborgs: Vision oder bereits Realität? 
Im Gegensatz zu den Cochlea-Implantaten handelt es sich bei den wenigen, 
kommerziell erhältlichen Retina-Implantaten noch um teure Nischenprodukte, 
die bislang nur für die symptomatische Therapie der relativ seltenen Erbkrank-
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heit Retinitis Pigmentosa zugelassen sind. Mit der weiteren Verbesserung der 
Systeme, insbesondere was die Auflösung der Mikrochips betrifft, ist jedoch in 
Zukunft mit einem erweiterten Indikationsbereich und einer Zulassung etwa 
auch für die altersbedingte Makuladegeneration zu rechnen, von der in 
Deutschland mehr als eine Million Menschen betroffen sind.44 
Unabhängig von medizinischen Nutzen- und Anwendungsfragen lässt sich 
insbesondere am Beispiel der zunehmend alltäglicher und leistungsfähiger wer-
denden Sinnesprothesen (und auch in begrenzterem Umfang in Zusammen-
hang mit der tiefen Hirnstimulation) symptomatisch verfolgen, wie Mensch 
und Maschine zunehmend zu einer Einheit verwachsen – und sich damit her-
kömmliche Vorstellungen einer körperlichen Norm aufzulösen beginnen. Denn 
die mit Cochlea- und Retina-Implantaten ermöglichte Sinneserfahrung hat zwar 
einerseits einen rein therapeutischen Zweck, dient also der Wiederherstellung 
der Hör- oder Sehfunktion, ist aber andererseits zu einem Grade künstlich, der 
eine klare Abgrenzung zwischen technischem Hilfsmittel und körperlicher 
Funktion ad absurdum führt. Beim Cochlea-Implantat handelt es sich ja nicht 
um eine bloße Hörhilfe, sondern um einen elektronischen Hörersatz. Das heißt, 
der Träger einer Hörprothese hört anders als der Normalhörende, und er muss 
das Hören ganz neu erlernen. Letzteres hat auch ganz konkrete Auswirkungen 
auf neuronaler Ebene, insofern nämlich, als sich auch das Gehirn plastisch auf 
die neuen Signale einstellen muss, um sie verarbeiten zu können, und so mit der 
Neuroprothese quasi zu einer Funktionseinheit verschmilzt. 
Vor diesem Hintergrund erscheint, auch angesichts der großen Menge an 
Personen mit Cochlea-Implantat (weltweit über 300.000 Personen, davon ca. 
30.000 in Deutschland), die Frage berechtigt, ob die insbesondere auch in den 
Diskussionen über Transhumanismus und HE weitverbreiteten Cyborgvisio-
nen – also die Verschmelzung von Mensch und Technik zu einer Art kyberneti-
schem Mischwesen (Kap. II.2) – möglicherweise bereits heute schon Realität 
geworden sind (Service 2013). Explizit bejaht wird dies von einer wachsenden 
Zahl von Aktivisten, die sich als Cyborgs bezeichnen und sich auch in Deutsch-
land in Plattformen wie dem 2013 gegründeten Cyborg e. V., einer »Gesellschaft 
zur Förderung und kritischen Begleitung der Verschmelzung von Mensch und 
Technik«45, zu vernetzen beginnen. Eine Kernforderung dieser Gesellschaft ist 
das Recht auf die technologische Modifikation des eigenen Körpers. Im Gegen-
satz zum Hauptstrom des transhumanistischen Diskurses verzichtet der Cyborg 
e. V. aber darauf, als übergeordnetes Ziel der Körpermodifikation eine Steigerung 
der menschlichen Leistungsfähigkeit, eine Verbesserung des Menschen oder gar 
eine Überwindung menschlicher Körperlichkeit zu nennen. Diese Herangehens-
                                                  
44 www.medical-tribune.de/medizin/fokus-medizin/artikeldetail/wie-moderne-technik-
blinde-sehen-laesst.html (15.12.2015) 
45 https://cyborgs.cc/ (15.12.2015) 
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weise, die sich vom vorrangig melioristisch denkenden Transhumanismus ab-
grenzt, beinhaltet auch die Ablehnung einer jeglichen »Normierung des Men-
schen«.46 
Während neurotechnologische Optimierungsmöglichkeiten für Nichtbe-
handlungsbedürftige aus Kosten- und Gesundheitsgründen auf längere Sicht 
verstellt sein dürften und tatsächlich in den Bereich des Visionären gehören, 
eröffnen sich Trägern von Neuroprothesen wie Enno Park, dem Gründer von 
Cyborg e. V., ganz neue Optionen. So bietet das von ihm genutzte Cochlea-
Implantat bereits die Möglichkeit, Störgeräusche auch in sehr lauter Umgebung 
(z. B. bei einem Konzert) quasi auszublenden, womit er imstande ist, in solchen 
Situationen z. T. besser zu hören als ein Nichthörgeschädigter. Im Prinzip wäre 
es zudem bereits heute ohne Weiteres durchführbar, den Sprachprozessor eines 
Cochlea-Implantats so umzuprogrammieren, dass sinneserweiternde Funktio-
nen ermöglicht werden – beispielsweise das Hören von Ultraschall. Rein aus 
rechtlicher Sicht spräche hier wohl nichts dagegen, praktisch lässt es sich derzeit 
jedoch kaum umsetzen, da Schnittstellen und Software u. a. aus patentrechtli-
chen, aber auch Sicherheitsgründen nicht offengelegt und damit nicht frei kon-
figurierbar sind. Offene Standards zu etablieren, gehört daher zu den primären 
Zielen des Cyborg e. V., schließlich gehe es dabei um die Selbstbestimmung 
über den eigenen Körper.47 Und Selbstbestimmung bedeutet hier in erster Linie 
Selbsttechnisierung, im Sinne der technologischen Modifizierung des eigenen 
Körpers. 
Interessant ist in diesem Zusammenhang auch der Fall des britischen 
Künstlers und Cyborgaktivisten Neil Harbisson, der an einer angeborenen Far-
benblindheit leidet. Zur Kompensation dieser Einschränkung trägt er einen so-
genannten Eyeborg (Abb. III.9), eine per Knochenimplantat fest mit dem Schä-
del verbundene Antennenvorrichtung, die es erlaubt, Farben akustisch wahrzu-
nehmen (Pearlman 2015). Harbisson gilt nicht nur als der erste offiziell aner-
kannte Cyborg – die britischen Behörden erlaubten ihm nach einigen Hin und 
Her, sich mit Eyeborg auf dem Passfoto ablichten zu lassen –, sein Beispiel 
macht zudem noch einmal deutlich, wie die Grenzen zwischen Therapie und 
Enhancement durch die neuen technologischen Optionen zunehmend ver-
schwimmen. Nicht nur, dass er Farben hören kann, sein elektronisches »Auge« 
bietet ihm darüber hinaus die Möglichkeit, auch in Frequenzbereiche vorzu-
dringen (Ultraviolett und Infrarot), die der natürlichen Wahrnehmung ver-
wehrt sind. Das Gerät wird mittlerweile testweise auch von Blinden verwendet. 
Bei Fällen, wie dem von Neil Harbisson, handelt es sich aber noch um Ein-
zelbeispiele. Auch die Zahl der Menschen, die aus medizinischen Gründen oder 
                                                  
46 http://wiki.cyborgs.cc/wiki/Manifest (15.12.2015) 
47 www.zeit.de/digital/internet/2013-07/sigint-enno-park-german-cyborg-
society/komplettansicht (15.12.2015) 
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zur Behinderungskompensation Neurotechnologien nutzen und sich aus die-
sem Grund als Cyborgs definiert haben – sei es wie Enno Park im positiven oder 
wie der bereits erwähnte Helmut Dubiel im negativen Sinne (als »Cyborg wider 
Willen«48) –, ist weiterhin gering. 
Abb. III.9 Neil Harbisson: Cyborg mit Eyeborg 
 
Quelle: nach Moon Ribas/Wikimedia Commons/CC-BY-3.0 
Vor allem aber sind Sinn und Zweck der bereits realisierten bzw. angestrebten 
neurotechnologischen Enhancementmöglichkeiten äußerst fraglich. Welcher 
Nutzen besteht beispielsweise darin, Ultraschall oder Infrarot wahrzunehmen? 
Geht damit tatsächlich eine (wie auch immer definierte) Verbesserung des 
menschlichen Körpers einher? Unter den aktuellen sozialen und technischen 
Rahmenbedingungen jedenfalls ist bei nüchterner Betrachtung kein nennens-
werter Zusatznutzen von gesellschaftlicher oder auch nur individueller Rele-
vanz erkennbar, keiner zumindest, der eine Operation bei einem körperlich 
nicht beeinträchtigten Menschen rechtfertigen könnte. Zudem ist in Bezug auf 
Cochlea-Implantate darauf hinzuweisen – was auch Enno Park vielfach getan 
hat –, dass den wenigen existierenden oder zukünftig möglichen Zusatzfähig-
keiten (wie das überdurchschnittliche Hören in sehr lauten Umgebungen) 
                                                  
48 www.wiwo.de/technologie/forschung/helmut-dubiel-ich-kam-mir-vor-wie-ein-
versuchskaninchen/11336310.html (15.12.2015) 
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weiterhin unterdurchschnittliche Hörfähigkeiten in vielen Situationen gegen-
überstehen. 
Forderungen und Praktiken der Cyborgisierung sind aktuell vor allem als 
ein Spiel mit technologischen Möglichkeiten und den durch sie beflügelten 
Zukunftsvisionen zu werten. Das heißt allerdings nicht, dass die Debatten zum 
Cyborgkonzept – oder gar die Diskussionen über als Cyborgisierungsprozesse 
begreifbare wissenschaftlich-technische Entwicklungen – müßig oder verfrüht 
wären. Angesichts der neurotechnologischen Entwicklungsdynamik erscheint 
eine möglichst frühzeitige gesellschaftliche Auseinandersetzung mit den ethi-
schen, rechtlichen und gesellschaftlichen Implikationen dieser neuen Techni-
sierungsprozesse – und insbesondere auch eine Verständigung über das gesell-
schaftlich Wünschbare – durchaus als angebracht (Müller 2010, S. 189). 
Forschungslandschaft in Deutschland 1.3 
Die gesamte Forschungs- und Entwicklungslandschaft im Umfeld der be-
schriebenen Neurotechniken gründet in der Bundesrepublik Deutschland auf 
einer weltbekannten und sehr starken neurowissenschaftlichen Grundlagen-
forschung (dazu und zum Folgenden Hofmann 2014, S. 103 u. 127 ff.). Deut-
sche Forschungsstandorte verfügen im Bereich der neuronalen Schnittstellen 
in der Regel über eine hervorragende Expertise, sie scheitern aber häufig da-
ran, die Nützlichkeit neurotechnischer Entwicklungen am Primaten oder kli-
niknah zu zeigen. 
Insbesondere die BCI-Forschung ist hierzulande prominent vertreten – als 
Zentrum der deutschen BCI-Forschung gilt das Institut für Medizinische Psy-
chologie und Verhaltensneurobiologie am Universitätsklinikum Tübingen49 
mit der Gruppe um Niels Birbaumer sowie das dortige Max-Planck-Institut 
(MPI) für biologische Kybernetik50, das sich mit der Weiterentwicklung bild-
gebender Verfahren beschäftigt (dazu und zum Folgenden Hofmann 2014, 
S. 128). In den letzten Jahren ist generell und auch in Deutschland eine deutli-
che Zunahme der Forschungstätigkeit im BCI-Feld zu beobachten. Neben den 
klassischen Disziplinen, die sich traditionell mit EEG-Signalen beschäftigen, 
also Neurologie und Psychologie, haben die entsprechenden Datensätze auch 
die Aufmerksamkeit der Machine-Learning-Community geweckt, welche die 
Algorithmen zur Analyse dieser hochkomplexen Daten weiterzuentwickeln 
sucht. Diesbezüglich kommen wichtige Impulse aus dem BMBF-geförderten 
                                                  
49 www.medizin.uni-tuebingen.de/Zuweiser/Institute/Medizinische+Psychologie.html 
(15.12.2015) 
50 www.kyb.tuebingen.mpg.de/de.html (15.12.2015) 
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»Berlin Brain-Computer Interface«51 an der TU Berlin. Auch Gruppen am 
Deutschen Forschungszentrum für Künstliche Intelligenz52, an der European 
Medical School in Oldenburg53 ebenso wie am Forschungszentrum Jülich54 
sind hier von Bedeutung. 
Die deutsche BMI-Forschung ist im Vergleich dazu international weniger 
sichtbar (dazu und zum Folgenden Hofmann 2014, S. 128 f.). Nur vereinzelte 
Standorte, hauptsächlich im Umfeld der Primatenforschung (Bremen, Göttin-
gen und Tübingen) oder der Epilepsiechirurgie (Freiburg und München), be-
schäftigen sich dezidiert mit der invasiven Gewinnung von elektrophysiologi-
schen Daten aus dem Gehirn von Tiermodellen. So gibt es zwar eine ganze 
Reihe von erstklassigen neurophysiologischen Gruppen, aber diese arbeiten 
meist am rein neurowissenschaftlichen Erkenntnisgewinn – weniger an der 
konkreten Anwendung. Als wichtige und herausragende Ausnahme ist im 
Rahmen der Forschung zum künstlichen Sehen die Universitäts-Augenklinik 
Tübingen55 zu nennen, die zusammen mit der Universität Marburg die ersten 
deutschen Anträge für ein Retina-Implantat gestellt hatte. Inzwischen wurde 
ein Teil des Know-hows von kommerziellen Herstellern übernommen, jedoch 
gibt die Tübinger Augenklinik immer noch das Maß vor, an dem sich die For-
schung orientiert. Bezüglich anderer stärker klinisch ausgerichteter For-
schungstätigkeiten in Deutschland sind folgende Fakten noch erwähnenswert: 
› Cochlea-Implantate werden nach Herstellerangaben an 85 Standorten in 
Deutschland implantiert. Die Technologie wird an der Medizinischen 
Hochschule Hannover, der Universität Köln und der Universität Olden-
burg weiterentwickelt. 
› Die Implantation eines Hirnschrittmachers durch eine stereotaktische 
Operation wird inzwischen an über 20 Standorten bundesweit angeboten. 
Deutschlandweit finden auch wissenschaftliche Aktivitäten statt, die von 
der Arbeitsgemeinschaft »Tiefe Hirnstimulation« koordiniert werden.56 
› Maßgebliche Forschungen zur funktionellen Elektrostimulation finden 
sich u. a. an der Klinik für Paraplegiologie des Universitätsklinikums Hei-
delberg57, während die transkranielle Gleichstromstimulation (tDCS) an 
der Klinik für Klinische Neurophysiologie der Universitätsmedizin Göt-
tingen58 mitentwickelt wurde und dort weiterhin intensiv und weltweit 
                                                  
51 www.bbci.de/ (15.12.2015) 
52 www.dfki.de/web (15.12.2015) 
53 www.uni-oldenburg.de/european-medical-school/ (15.12.2015) 
54 www.fz-juelich.de/portal/DE/Home/home_node.html (15.12.2015) 
55 www.medizin.uni-tuebingen.de/augenklinik/ (15.12.2015) 
56 www.tiefehirnstimulation.de/ (15.12.2015) 
57 www.klinikum.uni-heidelberg.de/Willkommen.115090.0.html (15.12.2015) 
58 www.neurologie.uni-goettingen.de/index.php/startseite.html (15.12.2015) 
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führend untersucht wird. Entwicklungen zur Neuroprothetik werden an 
diversen Fraunhofer-Instituten vorangetrieben, hier ist vor allem das 
Fraunhofer-Institut für Biomedizinsche Technik59 in St. Ingbert hervor-
zuheben. 
Trotz einzelner herausragender Gegenbeispiele hat die deutsche FuE-Land-
schaft – vor allem in Relation zu ihrem hervorragenden akademischen Ruf – 
insgesamt nicht allzu viele Entwicklungserfolge vorzuweisen (dazu und zum 
Folgenden Hofmann 2014, S. 129 f.). Dazu bedürfte es auf nationaler Ebene 
u. a. einer gezielteren und risikobereiteren Forschungsförderung. Was hierzu-
lande ebenfalls fehlt, ist ein Zentrum für Neurotechnik und Neuroprothetik, 
wie es in der Schweiz (Wyss Center for Neuroprosthetics),60 in Belgien (Neu-
roelectronics Research Flanders),61 Dänemark (SMI Aalborg)62 oder den USA 
(Pittsburgh, Brown, Duke) zu finden ist. Ein interdisziplinäres Forschungs-
zentrum auf höchstem akademischem Niveau könnte als eine Art Kondensati-
onskeim fungieren und dabei helfen, die akademisch hochrangige deutsche 
Neuroforschung zu bündeln, Ausgründungen zu ermöglichen und Industrie-
partner anzulocken. 
Fazit und Ausblick 1.4 
Wie der technologische Überblick gezeigt hat, befinden sich die meisten der 
zuvor beschriebenen Anwendungen noch in frühen Phasen der experimentel-
len Erprobung, mit wenigen Ausnahmen (Cochlea-Implantat, tiefe Hirnstimu-
lation) sind sie auf dem Stand von erweiterten Machbarkeitsbeweisen (Proofs 
of Principle) (Hofmann 2014, S. 131). Grundsätzlich gilt, dass sich die Ent-
wicklung nützlicher und verlässlicher neurotechnologischer Anwendungen 
vor eine Reihe prinzipieller Hürden gestellt sieht, deren Art und Ausprägung 
wesentlich vom Grad der Invasivität der zugrundeliegenden neuroelektrischen 
Schnittstellen abhängt (unabhängig von der Signalrichtung). Nichtinvasive 
Schnittstellen auf der einen Seite leiden an unspezifischen, räumlich schlecht 
aufgelösten Signalen (EEG) oder hohem apparativem Aufwand (fMRI), was 
ihre Nutzbarkeit außerhalb des Labors stark einschränkt. Invasive Schnittstel-
len auf der anderen Seite ermöglichen zwar den zielgenauen Austausch höhe-
rer Datenraten, machen dafür aber einen chirurgischen Eingriff erforderlich 
mit entsprechenden gesundheitlichen Risiken – mehr noch, der Körper rea-
                                                  
59 www.ibmt.fraunhofer.de/ (15.12.2015) 
60 http://cnp.epfl.ch/ (15.12.2015) 
61 www.nerf.be/ (15.12.2015) 
62 www.smi.hst.aau.dk/ (15.12.2015) 
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giert auf alle Implantate mit einer starken Fremdkörperreaktion und limitiert 
dadurch deren Verträglichkeit bzw. Liegezeit und damit auch den langfristigen 
Nutzen darauf basierender Anwendungen (Hofmann 2014, S. 5). Trotzdem 
wird bereits eine ganze Reihe der besprochenen neuroelektrischen Schnittstel-
len schon mehr oder weniger erfolgreich klinisch angewendet und ist damit 
grundsätzlich geeignet, im Rahmen von kommerzieller Forschung weiterent-
wickelt zu werden (Hofmann 2014, S. 89). Aufgrund ihrer deutlich höheren 
Bandbreite und der besseren Datenqualität verfügt die invasive Herangehens-
weise dabei anscheinend prinzipiell über das größere Zukunftspotenzial, ins-
besondere im Hinblick auf die angestrebte Interaktion mit komplexen Ma-
schinen (Hofmann 2014, S. 131; del R. Millán/Carmena 2010). Die Anwen-
dungsperspektiven nichtinvasiver Schnittstellen sind zwar diesbezüglich eher 
begrenzt, dennoch ist davon auszugehen, dass sie aufgrund ihrer relativ siche-
ren und risikolosen Anwendbarkeit perspektivisch eine weit größere Verbrei-
tung erfahren dürften – beispielsweise als Kommunikationshilfe für Schwerst-
gelähmte, als therapeutisches Hilfsmittel (Neurofeedback und Rehabilitation; 
Birbaumer/Chaudhary 2015) oder als Unterstützungstechnologie in der Pflege. 
Vor dem Hintergrund der begrenzten Bandbreite nichtinvasiver Mensch-Ma-
schine-Schnittstellen erweist sich die zunehmende Autonomisierung der ma-
schinellen Regelung (etwa in Form »intelligenter« Prothesen) als vielverspre-
chende und intensiv beforschte Option, um mit den eingeschränkten Steue-
rungsmöglichkeiten solcher Systeme umgehen zu können (sogenannte »shared 
autonomy«). BCI-Anwendungen stellen folglich ein konkretes Feld dar, in 
dem zukünftig mit einer zunehmenden Konvergenz zwischen Robotik und 
Neurotechnologien zu rechnen ist. 
Im Rahmen der invasiven Interaktion mit dem Nervensystem ist in jüngster 
Zeit eine neue Anwendungsdimension am Horizont aufgetaucht, die mit der 
Entwicklung bidirektionaler Schnittstellen einhergeht. Ziel ist die Entwicklung 
naturnaher Regelkreise durch Integration ableitender und stimulierender Verfah-
ren. Konkret stehen zwei Anwendungsgebiete im Vordergrund, nämlich die 
Entwicklung von »fühlenden« Prothesen sowie von aktiven Implantaten (auch 
Elektrozeutika genannt) (dazu und zum Folgenden Hofmann 2014, S. 120 ff.): 
› Fühlende Prothesen: Herkömmliche Prothesen geben dem Träger höchs-
tens ein minimales Feedback, das in der Regel nur als grober Widerstand 
wahrnehmbar ist. Das feinfühlige Greifen z. B. kleiner oder zerbrechlicher 
Gegenstände ist so nicht möglich, zudem wird die Prothese unter diesen 
Umständen als Fremdkörper wahrgenommen. Mit der fortlaufenden Ent-
wicklung immer komplexerer Handprothesen, die anspruchsvolle Bewe-
gungsfunktionen bieten, steigt deshalb auch der Bedarf an Möglichkeiten 
sensorischer Rückmeldung über bidirektionale Schnittstellen. Ansatzweise 
lässt sich dies offenbar bereits mit dem TMR-Verfahren realisieren, da die 
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in den Brustraum verpflanzten Armnerven bei Berührung auch sensori-
sche Reize an das Gehirn übermitteln – inwiefern sich so eine sensorische 
Rückmeldung aus der Prothese realisieren lässt, wird derzeit untersucht 
(Graimann 2015, S. 25). Eine direktere Integration von Sensorik und Akto-
rik verspricht der invasive Weg, der zurzeit intensiv erforscht wird. Mittels 
einer kurzzeitig implantierten Nervenschnittstelle gelang es jüngst im 
Rahmen des europäischen NEBIAS-Projekts63, an dem auch deutsche 
Wissenschaftler beteiligt sind, nicht nur Steuersignale aus dem Arm-
stumpf zu extrahieren, sondern auch Drucksignale aus der Prothese in die 
Nerven zurückzusenden (Raspopovic et al. 2014).64 Die Versuchsperson 
war also nicht nur in der Lage, die Unterarmprothese zu steuern, sondern 
mit ihr auch etwas zu fühlen. Dieser erste Prototyp demonstriert nicht nur 
die prinzipielle Machbarkeit einer Closed-Loop-Prothese, sondern zeigt 
auch, dass sich neben dem Gehirn möglicherweise auch das periphere 
Nervensystem erfolgversprechend für den Anschluss einer Armprothese 
nutzen lässt. 
› Elektrozeutika: Praktisch alle aktuell erhältlichen Schrittmacher arbeiten 
kontinuierlich innerhalb der vom betreuenden Arzt eingestellten Parame-
ter und Settings. Es gibt jedoch Hinweise, dass beispielsweise Hirnschritt-
macher unter Umständen effektiver und schonender eingesetzt werden 
können, wenn die Stimulation bedarfsgesteuert erfolgt. Vor Kurzem wur-
de in den USA erstmals ein System zur Unterdrückung epileptischer An-
fälle zugelassen, das diesem Prinzip folgt. Es überwacht automatisch die 
Hirnaktivität über eine ableitende Tiefenelektrode und wird nur bei Vor-
liegen auffälliger Signale stimulatorisch aktiv. Erkennt das System einen 
bevorstehenden Anfall aufgrund der eingestellten Schwellenwerte (oder 
macht der Patient selbst durch Nutzung eines magnetischen Signalgebers 
auf einen solchen aufmerksam), werden elektrische Pulse ausgelöst. Of-
fenbar, so zumindest die Ergebnisse einer klinischen Studie, erreicht diese 
Art der bedarfsgesteuerten Stimulation eine Halbierung der Anfälle und 
eine deutliche Lebensverbesserung aller befragten Patienten (Heck et al. 
2014). Auch wenn hinsichtlich geeigneter Biomarker und passender 
Schwellenwerte noch viel Forschungsbedarf besteht, scheint der Weg da-
mit vorgezeichnet für eine ganz neue Klasse autonom agierender neuro-
technologischer Implantate, die unter dem Begriff Elektrozeutika (aktive 
Implantate) zusammengefasst werden. 
Mit Blick auf den aktuellen Forschungshorizont ist zweierlei festzuhalten: Ers-
tens, dass medizinische Anwendungsperspektiven nach wie vor den primären 
                                                  
63 www.nebias-project.eu/ (15.12.2015) 
64 http://sssa.bioroboticsinstitute.it/news/Lifehand-bionic-hand (15.12.2015) 
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Treiber der Entwicklungsdynamik bilden – dies gilt selbst für die militärische 
Forschungsförderung, wie die primär auf die Prothesenentwicklung fokussier-
ten Programme der DARPA zeigen. Ein neurotechnologisch basiertes Enhan-
cement, also eine Steigerung der Fähigkeiten gesunder Menschen, dürfte auf 
absehbare Zeit nur eine theoretische Option bleiben – bei invasiven Systemen 
verbietet es sich praktisch aufgrund der erforderlichen operativen Eingriffe, 
bei nichtinvasiven Systemen scheint es keinen wirklichen Zusatznutzen zu ver-
sprechen. Zweitens befinden sich selbst die fortschrittlichsten Closed-Loop-
Systeme noch in einem derart frühen Entwicklungsstadium, dass laut Exper-
tenschätzung noch mit mindestens 10 bis 20 Jahren Entwicklungsarbeit zu 
rechnen ist, bis an eine breite klinische Nutzung gedacht werden kann (Hof-
mann 2014, S. 131). Dabei ist bei allen Prototypen völlig offen, ob es überhaupt 
gelingt, den im Fall der Neurotechnologien besonders tiefen »translationalen 
Graben« (translational gap) – also die Lücke zwischen Laborerfolgen und all-
tagstauglichen Lösungen – zu überwinden (dazu und zum Folgenden Hof-
mann 2014, S. 125 ff.; Kübler et al. 2013; Serruya 2014). Die Geschichte der 
Neurotechnologien zeigt, wie groß in diesem Feld das generelle Ungleichge-
wicht zwischen jahrzehntelangen, intensiven Forschungsbemühungen und 
den eher spärlichen klinischen Anwendungserfolgen ist. Einer der Gründe ist 
in den relativ hohen Zulassungsanforderungen an Neurotechnologien zu se-
hen, die als Medizinprodukte in Deutschland unter das Medizinproduktege-
setz (MPG) fallen.65 Dieses verlangt vor Markteinführung in aller Regel den 
Nachweis, dass das Produkt »sicher ist, die ihm zugeschriebenen medizini-
schen Leistungen erbracht werden und etwaige Risiken im Zusammenhang 
mit der vorgesehenen Anwendung gemessen am Nutzen für den Patienten 
vertretbar sind« (Becker et al. 2010, S. 27).66 
                                                  
65 Das deutsche Medizinproduktegesetz vom 7.8.2002 setzt die europäischen Richtlinien 
zu aktiven Implantaten (Richtlinie 90/385/EWG), Medizinprodukten (Richtlinie 
93/42/EWG) und In-vitro-Diagnostika (Richtlinie 98/79/EG) in nationales Recht um 
(Erstfassung 1994). Sein Zweck ist, »den Verkehr mit Medizinprodukten zu regeln 
und dadurch für die Sicherheit, Eignung und Leistung der Medizinprodukte sowie die 
Gesundheit und den erforderlichen Schutz der Patienten, Anwender und Dritter zu 
sorgen« (§ 1). 
66 Soweit die Theorie, die in der Praxis aber nicht immer eingehalten wird. So ist die euro-
päische Zulassungspraxis von Medizinprodukten in den letzten Jahren durch einige 
Skandale, u. a. aufgrund schadhafter Brustimplantate und Hüftprothesen, erschüttert 
worden und wird derzeit grundlegend revidiert. Als wesentliches Problem der aktuellen 
Regulierung gilt, dass für die Zertifizierung der Produkte private Prüfstellen verantwort-
lich sind (sogenannte benannte Stellen). Mit der neuen Medical Device Regulation 
(MDR), die bisher im Entwurf vorliegt, soll die Patientensicherheit durch strengere 
Überwachung von Herstellern und Markt gestärkt werden – eine zentrale staatliche Zu-
lassung, wie sie für Arzneimittel erforderlich ist, ist aber nach wie vor nicht vorgesehen. 
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Um diese Anforderungen zu erfüllen, muss die Schnittstelle an den mensch-
lichen Nerven verlässlich, langdauernd und funktional mit hoher Bandbreite 
funktionieren, bei Vollimplantaten bedeutet dies neben geringem Stromver-
brauch auch verträgliche Liegezeiten im Zeitraum von Jahren sowie eine Funk-
tionsdauer der Elektronik über Jahrzehnte. Die damit verbundenen Herausfor-
derungen an Forschung und Entwicklung sind enorm und lassen sich nur mit 
einem interdisziplinären Ansatz lösen, der Materialforschung, Systemtechnik, 
Medizin und Neurowissenschaften einbezieht. Zu den sehr hohen Entwick-
lungshürden kommt verschärfend hinzu, dass der Markt für viele neurotechno-
logische Anwendungen sehr begrenzt ist, weil die Anwendungen zumeist nur 
auf sehr spezifische Indikationen zugeschnitten sind und damit auch nur für 
überschaubare Patientengruppen infrage kommen. So ist es nicht ausgeschlos-
sen – und auch bereits geschehen –, dass ein Produkt zwar technologisch ausge-
reift und innovativ ist, aber dennoch letztendlich kommerziell scheitert – mit 
unter Umständen fatalen Folgen für die bereits behandelten Patienten.67 Diese 
unsicheren Marktaussichten hemmen das privatwirtschaftliche Engagement 
und mithin auch die Innovationsdynamik.  
Autonome Robotik 2. 
Die Idee von Automaten, die sich menschenähnlich verhalten, lässt sich viele 
Jahrhunderte zurückverfolgen – in Zeiten also, in denen ihre technische Reali-
sierbarkeit bestenfalls ansatzweise vorstellbar war, geschweige denn aufgezeigt 
werden konnte (Kap. II.2). Es handelte sich deshalb lange um ein Thema, das 
fast ausschließlich in der Kunst behandelt wurde, dabei zumeist mit stark futu-
ristischen Anklängen (wie in der Science-Fiction). Selbst der Begriff »Roboter«, 
geht wie in Kapitel II erwähnt, auf ein dystopisches Drama Karel Čapeks (1920) 
zurück. In diesem lehnen sich die Roboter gegen ihre Ausbeutung auf – mit 
letztlich fatalen Konsequenzen für die Menschheit. Damit ist schon vieles ange-
sprochen, was auch heute noch den gesellschaftlichen Diskurs um die Robotik 
prägt (Kap. II.3): nämlich zum einen die Auseinandersetzung mit der zuneh-
menden Automatisierung unserer Arbeitswelt, die bereits mit der Industrialisie-
                                                  
67 Ein Beispiel ist das implantierte Freehandsystem der Firma Neurocontrol, Cleveland 
(dazu und zum Folgenden Hofmann 2014, S. 70). Dieses als Neuroprothese hochge-
lobte, durch Signale willkürlich steuerbarer Muskeln kontrollierte System ermöglichte 
es Tetraplegikern, funktionell sinnvolle Greifbewegungen auszuführen. Leider er-
reichte Neurocontrol trotz Zulassung durch die FDA, hoher Akzeptanz bei den Pati-
enten und nachgewiesener Verbesserung bei den Tätigkeiten des täglichen Lebens 
keinen wirtschaftlichen Erfolg und stellte deshalb um 1998 den Verkauf ein. Eine 
Langzeitunterstützung der noch lebenden Nutzer ist kaum möglich und endet meist 
in der Explantation der Muskelelektroden und Verkabelung. 
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rung eingesetzt hat, zum anderen die kulturgeschichtlich tief verankerte Angst 
vor – und Faszination durch – menschenähnliche künstliche Wesen, wie sie 
beispielweise in der Legende vom Golem oder in Mary Shelleys auch durch Ver-
filmungen populären Roman »Frankenstein or The Modern Prometheus« zum 
Ausdruck kommen. 
Heutzutage sind Roboter längst Realität und haben Einzug in viele gesell-
schaftliche Bereiche gehalten. Was genau jedoch ein Roboter ist, darüber besteht 
immer noch keine eindeutige Klarheit. Eine verbreitete Definition lautet, dass 
Roboter autonome Manipulationsmaschinen sind, die menschliche Tätigkeiten 
übernehmen und damit die »menschliche Handlungsfähigkeit« erweitern kön-
nen (Christaller et al. 2001, S. 19; RoboLaw 2014, S. 15). Damit werden typi-
scherweise folgende Merkmale in Verbindung gebracht: 
› Essenziell ist, das ergibt sich direkt aus obiger Definition, ein gewisser Grad 
an Autonomie, d. h. eine Eigenständigkeit im Verhalten, welche die Maschi-
ne befähigt, ohne externe Hilfe sinnvolle Aufgaben durchzuführen. Das 
setzt voraus, dass die entsprechenden Systeme über eine gewisse Wahrneh-
mungs- und Planungsfähigkeit verfügen. 
› Um in der Welt agieren und in diese eingreifen zu können, sollten Roboter 
einen realen physischen Körper haben, bestehend »aus mechatronischen 
Komponenten, Sensoren und rechnerbasierten Kontroll- und Steuerungs-
funktionen« (Christaller et al. 2001, S. 19). Reine Softwaresysteme oder vir-
tuelle Maschinen sind damit keine Roboter im ursprünglichen Sinne, ob-
wohl die Grenzen zwischen virtuellen und realen Maschinen zunehmend zu 
verschwimmen beginnen (etwa im Rahmen intelligenter Umgebungen). 
› Schließlich weisen Roboter in der Regel eine gewisse Menschenähnlichkeit 
auf, was auch, aber nicht unbedingt die Gestalt betrifft. Der Maschinen-
mensch oder humanoide Roboter dominiert zwar das populäre Bild von 
Robotern, wie es von der Science-Fiction-Literatur geprägt ist, ist aber tech-
nisch gesehen eher die Ausnahme. Wenn von der Menschenähnlichkeit von 
Robotern die Rede ist, so bezieht sich dies vor allem auf bestimmte kogniti-
ve Eigenschaften, insbesondere das Vermögen, sich intelligent, d. h. rational 
und zielgerichtet zu verhalten. Was das im Einzelnen bedeutet, bleibt aber 
selbst beim Menschen und umso mehr bei Maschinen häufig vage. 
Die drei beschriebenen Kriterien – Autonomie, Verkörperung und (künstliche) 
Intelligenz – lassen sich, nicht zuletzt aufgrund ihrer Unbestimmtheit, einer 
Vielzahl von Systemen zuschreiben, die sie in höchst unterschiedlichem Maße 
erfüllen. Entsprechend vielfältig und weit gefächert ist das Forschungs- und 
Entwicklungsfeld der Robotik, das in seiner jungen, knapp 50-jährigen Ge-
schichte verschiedenste Technologien von ganz disparater Erscheinungsform 
und technischen Fähigkeiten hervorgebracht hat. 
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Am einen Ende des Spektrums stehen die klassischen Industrieroboter, die 
etwa ab den 1970er Jahren im industriellen Bereich aufkamen (dazu und zum 
Folgenden Schaal 2014, S. 3 f.). Dabei handelt es sich im Wesentlichen um gro-
ße, stationäre Manipulationsarme, die einfach zu steuern sind, wenig Compu-
terleistung brauchen und sich deshalb nur für weitgehend repetitive Tätigkeiten 
in hochgradig strukturierten Fabrikumgebungen eignen. Die Sensorik dieser 
Roboter ist minimal und bei der Konstruktion legt man Wert auf hohe Steifig-
keit, Positionsgenauigkeit, Traglasten und Geschwindigkeiten. Die meisten In-
dustrieroboter sind bis heute dieser Art. Am anderen Ende des Spektrums ste-
hen die sogenannten autonomen Roboter, die etwa seit Mitte der 1990er Jahre 
erforscht und entwickelt werden. Wie der Name schon sagt, verfügen diese Sys-
teme über einen deutlich höheren Grad an Autonomie, das heißt, sie sind fähig, 
wesentlich komplexere Aufgaben selbstständig durchzuführen. Das erfordert 
zum einen die technische Umsetzung anspruchsvoller Fähigkeiten im sensori-
schen, motorischen und kognitiven Bereich, eröffnet zum anderen aber auch 
ganz neue Anwendungsperspektiven – etwa den Einsatz im Servicebereich 
(Haushalt, Restaurants, Hotels etc.), in sozialen Interaktionssituationen (z. B. im 
Therapie- oder Pflegebereich) oder im Katastrophen- oder Kriegsfall. Bereits 
diese kurze Auflistung macht deutlich, dass autonome Roboter verstärkt und 
vor allem in enger Interaktion mit Menschen und in natürlichen Umgebungen 
zum Einsatz kommen. Es ist die fortschreitende Durchdringung der Gesell-
schaft mit zunehmend autonom agierenden Systemen dieser Art, welche die 
Thematik der Mensch-Maschine-Entgrenzung derzeit besonders virulent er-
scheinen lässt. 
Es liegt auf der Hand, dass Konstruktion, Aufbau und Fertigkeiten eines au-
tonomen Roboters spezifisch auf sein jeweiliges Einsatzgebiet zugeschnitten sein 
müssen und man es entsprechend auch hier mit einem sehr heterogenen Tech-
nologiefeld zu tun hat (die Bandbreite reicht vom mobilen Roboter auf vier Rä-
dern über den Flugroboter bis hin zum winzig kleinen Nanoroboter für den 
Einsatz im menschlichen Körper). Als Königsdisziplin der autonomen Robotik, 
ja der Robotik überhaupt, gilt aber der humanoide Roboter, der den menschli-
chen Körper und Geist technisch nachzubilden versucht. Diese Maschinen 
kommen dem Menschen am nächsten, und zwar im doppelten Wortsinne – 
aufgrund ihrer menschenähnlichen Gestalt sind sie nämlich für Servicetätigkei-
ten in menschlichen Umgebungen besonders prädestiniert –, weshalb sie im 
Zentrum weitreichender Heils- und Schreckensvisionen stehen. Ihnen wird im 
folgenden Überblick deshalb auch besonderes Augenmerk geschenkt, auch und 
vor allem, weil sich in ihnen die fortschreitende technologische Entgrenzung 
von Mensch und Maschine paradigmatisch zuspitzt. Autonome Fahrsysteme 
und Flugroboter hingegen, die aus dieser Sicht weniger relevant erscheinen, sol-
len im Folgenden nicht weiter vertieft werden. 
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Wissenschaftliche Grundlagen: künstliche Intelligenz und 
maschinelles Lernen 2.1 
Autonome Roboter lassen sich als Perception-Action-Learning-Systeme charak-
terisieren, d. h. als physische Agenten, die Wahrnehmung und Verhalten inter-
aktiv und unter Echtzeitbedingungen realisieren (dazu und zum Folgenden 
Schaal 2014, S. 12 f.) (Abb. III.10). 
Abb. III.10 Der Perception-Action-Learning-Loop 
 
Quelle: nach Behnke 2014, S. 10 
Neben Sensoren und Aktuatoren, die es ermöglichen, die Umwelt zu vermessen 
und in diese einzugreifen, sind dafür insbesondere Lern- und Adaptionsmecha-
nismen zentral, welche das System befähigen, sich an sich verändernde Umge-
bungen anzupassen oder komplett neue Verhaltensweisen zu erwerben. Nur so 
wird es auch in die Lage versetzt, robust und unfallfrei auf neue Situationen  
oder plötzliche Störungen reagieren zu können. Wesentliche Wissensgrundla-
gen für die Konstruktion derartiger Agenten sind in den beiden eng verwandten 
Forschungszweigen der künstlichen Intelligenz (KI) sowie des maschinellen 
Lernens (ML) verankert. 
Künstliche Intelligenz 
Das Forschungsgebiet der KI beschäftigt sich aus einer interdisziplinären Per-
spektive mit künstlichen Systemen, die intelligentes Verhalten zeigen, ein-
schließlich der Fähigkeit, selbst solche Systeme zu bauen (dazu und zum Fol-
genden Schaal 2014, S. 5 ff.). Dabei stehen nicht notgedrungen Robotersysteme 
oder anderweitig physische Agenten im Vordergrund, sondern ein wesentlicher, 
wenn nicht sogar der größere Teilbereich der KI-Forschung beschäftigt sich mit 
Softwaresystemen (bzw. -agenten), die Informationen rein abstrakt verarbeiten 
und über keinerlei mechanische Komponenten verfügen (Behnke 2014, S. 5). 
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Begriff ist auch beim Menschen nicht eindeutig definiert68 –, vielmehr wird 
über die Beschäftigung mit künstlichen Formen der Intelligenz die Frage, was 
Intelligenz ist bzw. welche Aspekte intelligentes Verhalten auszeichnen, selber 
zum Thema (Russell/Norvig 2014). 
Die KI-Forschung, deren Wurzeln bis in die 1940er Jahre zurückgehen, gilt 
als eine wesentliche Grundlagendisziplin für die Robotik und hat in ihrer wech-
selvollen Geschichte, die hier nur in Grundzügen wiedergegeben werden kann, 
die Entwicklung robotischer Systeme immer wieder maßgeblich geprägt. Lange 
war die Zielvorstellung leitend, dass es eine Intelligenz zu erschaffen gilt, die alle 
Aspekte der menschlichen Intelligenz repliziert: die sogenannte »starke« KI. 
Eine solche Maschine würde über Bewusstsein, einen freien Willen sowie Emo-
tionen verfügen und wäre einem Menschen in ihren intellektuellen Fertigkeiten 
mindestens ebenbürtig. Symptomatisch für diese Sichtweise steht der von 
Turing im Jahr 1950 vorgeschlagene Test, mit dem festgestellt werden soll, ob 
eine Maschine über Denkvermögen verfügt. Die Versuchsanordnung ist folgen-
de: Eine Person unterhält sich gleichzeitig mit einem Mensch und einem Com-
puter, die sich in einem anderen Raum befinden und deren Antworten er folg-
lich nicht zuordnen kann. Gelingt es dem Computer, das Gespräch so zu füh-
ren, dass der Fragesteller nicht sagen kann, ob er die Maschine ist, hat er den 
Test bestanden. Eine solche Maschine, so die Annahme, simuliert nicht nur In-
telligenz, sie ist tatsächlich intelligent. Heutzutage hat diese umstrittene Idee der 
sogenannten »starken« KI innerhalb der Wissenschaft weitgehend an Anzie-
hungskraft verloren. Stattdessen stehen spezifische Anwendungsprobleme im 
Vordergrund, die man mithilfe künstlicher Systeme zu lösen versucht – ohne 
dabei im umfassenden Sinne intelligente Maschinen schaffen zu wollen (soge-
nannte »schwache« KI). Die Themen der »schwachen« KI sind vornehmlich 
anwendungsorientiert und umfassen u. a. Wissensrepräsentation und -verar-
beitung, Problemlösen und Planen, Adaption und Lernen (Russell/Norvig 
2014). Nach wie vor jedoch dominiert die Vision einer »starken« KI den öffent-
lichen Diskurs über Robotik, beeinflusst durch die Science-Fiction-Literatur 
und medienwirksame Thesen einflussreicher Transhumanisten wie Ray Kurz-
weil (2005) (Kap. II.3). 
                                                  
68 Bei der Intelligenz handelt es sich um einen alltagssprachlichen Sammelbegriff, der 
unterschiedlichste Aspekte der kognitiven Leistungsfähigkeit des Menschen zusam-
menfasst. In der Psychologie wird der abstrakte Begriff der Intelligenz in der Regel 
mittels standardisierter Testverfahren (sogenannte IQ-Tests) messbar gemacht. Dabei 
gibt es eine große Zahl abweichender Operationalisierungen (sowohl für die allgemei-
ne Intelligenz wie auch für unterschiedliche Intelligenzkomponenten), in die theoreti-
sche Hintergrundannahmen verschiedener Art einfließen. Messergebnisse wie der In-
telligenzquotient, welche die intellektuelle Leistungsfähigkeit einer Person bewerten 
sollen, sind folglich als psychometrisches Konstrukt zu betrachten und damit von um-
strittener Aussagekraft (Sauter/Gerlinger 2012, S. 53). 
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Die eng mit der Idee einer »starken« KI verknüpfte klassische KI-Forschung 
folgte mehrheitlich dem Paradigma, dass intelligentes Verhalten primär durch 
abstrakte Symbolverarbeitung erzeugt wird und das Substrat der Berechnungen 
dabei keine entscheidende Rolle spielt (Behnke 2014, S. 5). Die Entwicklung des 
modernen Computers, zusammen mit der Entstehung von symbolischen Pro-
grammiersprachen, die wissensbasierte Systeme unterstützen, erwiesen sich 
hierbei als wesentliche Triebkräfte (dazu und zum Folgenden Schaal 2014, 
S. 6 ff.). In den 1970er und 1980er Jahren konnte die KI-Forschung tatsächlich 
einige Erfolge in der abstrakten Wissensverarbeitung erzielen, wobei man sich 
hauptsächlich auf Gebiete konzentrierte, die logisches Problemlösen erfordern – 
etwa das Schachspiel oder das Beweisen von mathematischen Theoremen. In 
den Bereichen hingegen, in denen Menschen und selbst Kinder von Natur aus 
sehr kompetent sind (Wahrnehmung, Bewegung und Lernen), stießen die da-
maligen rechnerbasierten KI-Systeme schnell an Grenzen. Zudem war selbst das 
Kreieren von Expertensystemen für die logische Wissensverarbeitung so auf-
wendig und anwendungsspezifisch, dass die Industrie Entwicklungen im Be-
reich der KI weitgehend aufgab. So glänzte der Rechner »Deep Blue« von IBM, 
der 1997 als erster Computer gegen den damaligen Schachweltmeister Garry 
Kasparow gewann, vor allem dank seiner puren, rohen Rechenkraft, die durch 
256 Prozessoren erzeugt wurde. Für die hochentwickelte und millionenteure 
Hardware gab es nach dem Wettkampf keine weitere Verwendung, sie wurde 
demontiert und wanderte in Teilen als Ausstellungsstück ins Museum. 
Die Tatsache, dass die Fähigkeiten eines 4 Jahre alten Kindes, Objekte zu 
erkennen, zu manipulieren und etwas über neue Objekte zu lernen, weit über 
das hinausgehen, was damalige KI-Systeme erreichen konnten (und auch heute 
erreichen können), führte ab den 1980er Jahren zu einer zunehmenden Ernüch-
terung sowohl der Geldgeber als auch der Fachgemeinde (Schaal 2014, S. 6). Vor 
diesem Hintergrund und inspiriert von kognitionswissenschaftlichen Thesen 
kam zunehmend die Sichtweise auf, dass die Entwicklung von Intelligenz einen 
Körper braucht und sich nur in der Interaktion mit einer reichhaltigen Umwelt 
zeigt (»embodied cognition«) (Behnke 2014, S. 5; Pfeifer/Bongard 2007). Diese 
Embodimenthypothese leitete in zweierlei Hinsicht einen Paradigmenwechsel 
in der KI-Forschung ein (dazu und zum Folgenden Schaal 2014, S. 7 f.): 
› Zum einen rückte die Robotik (im Speziellen die humanoide Robotik), die 
sich mit physisch (und nicht nur formal) repräsentierten Systemen befasst, 
wieder verstärkt in den Fokus der KI-Forscher. Zwar hatte die Robotik schon 
zuvor eine wichtige Rolle in der KI gespielt, jedoch meist in Form mobiler 
Roboter, die sich auf Rädern fortbewegen und über keine Manipulatoren ver-
fügen. Die Steuerung von mobilen Robotern ist jedoch verhältnismäßig trivi-
al, da sie auf den zweidimensionalen Raum beschränkt ist, sodass diese sich 
besonders zur Untersuchung von einfachen Wahrnehmungs- und Planungs-
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problemen anbieten. Als Modell zur Erforschung von komplexeren (mensch-
lichen) Aspekten der Intelligenz sind mobile Roboter jedoch weniger geeig-
net. Der wesentlich bessere Ansatzpunkt hierfür sind humanoide Roboter, 
die in Echtzeit die nichttriviale Aufgabe des Balancierens in hochdimensiona-
len Räumen lösen und komplexe Bewegungssequenzen planen müssen. Diese 
komplexen Anforderungen benötigen oft andere Algorithmen als diejenigen, 
die in der KI der mobilen Robotik verwendet werden. 
› Der neue Blick auf die situative Interaktion eines verkörperten Agenten mit 
seiner Umwelt hat zum anderen dazu beigetragen, dass neben der abstrak-
ten Intelligenz andere Verhaltensaspekte stärker in den Fokus der KI-For-
schung geraten sind. Stand im klassischen Paradigma noch der abstrakt 
»denkende« Rechner im Vordergrund, ist es nun der »lernende« Akteur, 
der sich mit seinem Körper in Echtzeit in einer neuen Umwelt zurechtfin-
den muss. Gleichzeitig orientierte man sich am Vorbild realer Organismen, 
speziell der neuronalen Informationsverarbeitung, um solche Lernprozesse 
künstlich zu simulieren (Görz et al. 2014, S. 12 f.). Die Forschung an »künst-
lichen neuronalen Netzen« geht bis in die 1940er Jahre zurück, erlebte jedoch 
in den 1980er Jahren einen anhaltenden Aufschwung und begründete letzt-
lich die Entwicklung einer neuen Teildisziplin der KI-Forschung, dem ML, 
welche die Robotikforschung der letzten Jahre tiefgreifend bestimmt hat. 
Maschinelles Lernen 
Die Wurzeln des ML liegen in der KI-Forschung, wie zuvor beschrieben, der 
Bereich hat sich jedoch längst als eigenständiges Forschungsfeld etabliert und 
von seinen disziplinären Ursprüngen emanzipiert. Sehr allgemein gesprochen 
wird sich beim ML mit dem Generieren und dem Studium von Algorithmen, 
die sich datengetrieben verbessern können, befasst (Schaal 2014, S. 9). Der 
Schwerpunkt liegt somit auf empirischen, datengetriebenen Methoden und ins-
besondere der statistischen Datenverarbeitung und nicht, wie bei der herkömmli-
chen KI-Forschung, auf der logischen Wissensverarbeitung. Wesentliche Grund-
lagen liegen in der Theorie der »künstlichen neuronalen Netze«, die sich – wie der 
Name bereits besagt – von Strukturmerkmalen des Gehirns inspirieren ließ, um 
Lernvorgänge mathematisch zu modellieren. Die Grundidee ist, durch die Ver-
knüpfung einfacher informationsverarbeitender Einheiten (den künstlichen 
Neuronen) assoziatives Lernen zu ermöglichen, indem die Gewichtung der 
Verknüpfungen und damit der Output des Netzes sich erfahrungsabhängig ver-
ändert (Behnke 2014, S. 5; Oberhofer/Zimmerer 1996). 
Indem es gelang, Netzwerke mit vielen Schichten zu generieren, die theore-
tisch unbegrenzte Lernfähigkeit besitzen und die einfach zu trainieren sind 
(Bishop 2007), kam es Mitte der 1980er Jahre zu einer regelrechten Explosion 
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der Forschungsaktivitäten (dazu und zum Folgenden Schaal 2014, S. 9 f.). Plötz-
lich schienen mithilfe neuronaler Netze Forschungsfragen lösbar, an denen die 
KI-Forschung bislang gescheitert war, wie zum Beispiel Probleme beim maschi-
nellen Sehen (z. B. Objekterkennung bzw. Segmentierung), bei kognitiven Pro-
zessen (z. B. Gedächtnis und Assoziationen) oder der Sprachverarbeitung etc. 
(Rumelhart/McClelland 1986). Die ersten empirischen Erfolge weckten gleich-
zeitig das Interesse von stärker mathematisch und statistisch orientierten For-
schern, die Anfang der 1990er Jahre aufzeigten, dass neuronale Netze als statisti-
sche Algorithmen interpretiert werden können (Hertz et al. 1991). Damit verlor 
aber auch die »neuronale Metapher«, d. h. die biologische Interpretation der 
abstrakten Netzwerke aus künstlichen Neuronen, in der Forschung immer mehr 
an Bedeutung (Suzuki 2013). So kam es, dass das Forschungsgebiet der neuro-
nalen Netze erst dem »statistischen Lernen« und schließlich allgemein dem ML 
zugeordnet wurde. 
Heute gehören das ML im Allgemeinen und künstliche neuronale Netze im 
Speziellen zu den wichtigsten Werkzeugen der Informationstechnologie. Ein 
zentrales Anwendungsfeld ist die Mustererkennung, wie sie bei der Datenverar-
beitung und -klassifikation (etwa Bildklassifikation, Sprachverarbeitung), in der 
Bioinformatik (z. B. bei genetischen Analysen) oder in den Neurowissenschaften 
(etwa der EEG-Signalverarbeitung) eine zentrale Rolle spielt – die potenziellen 
Anwendungsmöglichkeiten sind nahezu unbegrenzt. Insbesondere zwei Entwick-
lungen haben dazu beigetragen, dass sich Methoden des ML in immer mehr Be-
reiche auszubreiten beginnen (dazu und zum Folgenden Schaal 2014, S. 10): 
› Durch die rasante Entwicklung der Computer- und Speicherleistung bietet 
sich erstens die Möglichkeit, immer umfangreichere Netzwerkarchitekturen 
zu entwickeln (bzw. die gleiche Rechenkraft lässt sich entsprechend kosten-
günstiger realisieren). 
› Zweitens liegt mit den enormen Datenmengen, die über das Internet zu-
gänglich sind, ein potenziell riesiger Schatz für statistische Analysen bereit 
(Big Data), den vor allem Großkonzerne wie Google, Facebook, Amazon, 
Apple etc. durch Data-Mining zu erschließen suchen und für die Weiter-
entwicklung ihrer ML-Algorithmen nutzen. 
Das Training mehrschichtiger Architekturen an großen Datenmengen wird 
auch als »Deep Learning« bezeichnet – ein Begriff, den Hinton/Salakhutdinov 
(2006) geprägt haben (dazu und zum Folgenden Behnke 2014, S. 30). Häufig 
werden hierbei zunächst durch unüberwachtes Lernen Merkmalshierarchien 
erzeugt, die dann durch diskriminatives Training an die konkrete Aufgabe an-
gepasst werden – die Berechnungen sind hochgradig parallel und können gut 
durch parallele Hardwarearchitekturen beschleunigt werden. Auf diese Weise 
konnten in den letzten Jahren einige teils spektakuläre Erfolge erzielt werden. 
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So basiert Apples Spracherkennungssoftware »Siri« auf Deep-Learning-Algo-
rithmen. Im Sommer 2014 konnte Google mit einer besonders tiefen Netz-
werkarchitektur die Erkennungsleistung bei zwei ImageNet-Challenges – 
Wettbewerben zur Bildkategorisierung und zur Objektdetektion in Bildern – 
deutlich verbessern (Szegedy et al. 2014). Kürzlich wurde zudem, ebenfalls von 
einem Google-Team, ein Verfahren zur natürlichsprachlichen Beschreibung 
von Bildern vorgestellt, das erstaunlich oft plausible Bildbeschreibungen pro-
duziert (Vinyals et al. 2014). Wenn es noch eines Beweises für das große Po-
tenzial des ML bedurft hätte, dann wurde er im März 2016 endgültig geliefert, 
als das Programm AlphaGo der Google-Firma DeepMind einen der weltbesten 
Go-Profispieler in einem Wettkampf vernichtend schlug. Dieser Erfolg ist 
deshalb so bemerkenswert, weil Go wesentlich komplexer und weniger bere-
chenbar ist als Schach und deshalb noch auf längere Zeit als eine der letzten 
Bastionen menschlicher Überlegenheit gegolten hatte.69 Dass diese Bastion 
nun genommen wurde, und zwar auf eine auch für Experten durchaus überra-
schende und beeindruckende Weise, fand großes mediales Echo. 
Klassische Lernaufgaben in ML zeichnen sich in der Regel dadurch aus, 
dass das System erst an einem möglichst umfangreichen Datensatz trainiert 
werden muss, bevor der Lernerfolg anschließend an Testdatensätzen überprüft 
werden kann (Schaal 2014, S. 10 f.). Viele Methoden sind darauf angewiesen, 
dass ein Experte Daten auswählt, geeignete Vorverarbeitungsschritte zur 
Merkmalsextraktion implementiert, den Lernalgorithmus und dessen Parame-
ter bestimmt und die für die Informationsverarbeitung genutzten Repräsenta-
tionen des Systems festlegt (Behnke 2014, S. 29). Mit anderen Worten, die Au-
tonomie der Lernsysteme ist bislang sehr begrenzt und die bisherigen Erfolge 
beschränken sich auch weitgehend auf Bereiche, in denen vorstrukturierte Da-
tenmengen vorliegen (Toussaint et al. 2010, S. 3). Bei der Robotik, besonders 
der autonomen Robotik, sind diese Rahmenbedingungen in der Regel nicht 
oder nur unzureichend gegeben, denn ein Roboter, der mit einer komplexen 
Umwelt interagiert, hat eben nicht allein mit vorgefertigten Daten zu tun, son-
dern es ist geradezu erwünscht, dass er selbstständig aus eigener Erfahrung 
lernt. Eine wesentliche Aufgabe von ML in der Robotik besteht daher darin, 
                                                  
69 AlphaGo kombiniert verschiedene KI-Lernverfahren: zum einen das auch bei her-
kömmlichen Go-Programmen übliche Monte-Carlo-Verfahren, das verschiedene Spiel-
verläufe statistisch simuliert; zum anderen tiefe neuronale Netzwerke, welche die Stel-
lung bewerten und die Suche nach dem nächsten Zug eingrenzen (Silver et al. 2016). 
Die neuronalen Netze wurden erst anhand von Meisterpartien trainiert und lernten an-
schließend weiter dazu, indem sie tausende Partien gegen sich selbst spielten. Beeindru-
ckend ist, in welch kurzer Zeit das Programm auf diese Weise, also quasi selbstlernend, 
seine Spielstärke vom Amateur- auf das Profiniveau heben konnte. Die Hoffnung der 
Entwickler ist, dass die zugrundeliegende Lernarchitektur keineswegs nur auf Go be-
schränkt ist, sondern sich auch auf gesellschaftliche Probleme anwenden lässt. 
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Lernverfahren zu entwickeln, die ein erstrebtes Zielverhalten aus der Interak-
tion mit der Umwelt erzeugen können. Besonders relevant sind in diesem Zu-
sammenhang Methoden des Lernens aus Belohnungen und Bestrafungen, das 
sogenannte Reinforcementlernen (Behnke 2014, S. 13; vgl. Sutton/Barto 1998). 
Diese Methoden ändern das Roboterverhalten so, dass der erwartete Nutzen 
maximiert wird. Es muss also nicht ein korrektes Verhalten für jede Situation 
vorgegeben werden, sondern die Lernziele werden als Kosten- oder Beloh-
nungsfunktion definiert – beispielsweise zur Optimierung von Gangparame-
tern eines zweibeinigen Roboters (Faber/Behnke 2007). In der Praxis stößt 
dieses Lernparadigma jedoch auf enorme Herausforderungen, die sich im so-
genannten »Exploration-Exploitation-Dilemma« (Thrun 1992) zuspitzen (da-
zu und zum Folgenden Schaal 2014, S. 11 f.). Der Roboter lernt nur, wenn er 
Neues ausprobiert, was allerdings die Gefahr birgt, dass durch suboptimales 
Verhalten Schäden am Roboter oder dessen Umgebung entstehen. Somit 
ergibt sich ein Zielkonflikt zwischen dem Ausprobieren von neuem Verhalten 
(Exploration) einerseits sowie der Nutzung von bereits erlerntem Verhalten 
(Exploitation) andererseits. Die sich daraus ergebenden Fragestellungen, die 
sich darin zuspitzen, dass Lerndaten selbst erzeugt werden müssen, gehen über 
das Fachgebiet des ML hinaus, in dem normalerweise mit fixen Trainingsda-
ten gearbeitet wird, und benötigen daher eigene Algorithmen. 
Auffällig ist, dass spätestens mit dem jüngsten Aufkommen von Deep-
Learning-Algorithmen, deren Struktur der Hierarchie visueller Areale im Kor-
tex ähnelt (Behnke 2014, S. 30), biologische Analogien wieder stärker in den 
Vordergrund rücken. Nach wie vor interessieren sich Robotik- und KI-
Forscher für biologische Vorbilder und speziell die Architektur des Gehirns, 
um informationstechnologische Systeme weiter zu verbessern (»reverse engi-
neering of the brain«). Diese haben jedoch inzwischen einen Entwicklungs-
grad erreicht, der umgekehrt auch verstärkt auf neurowissenschaftliches Inte-
resse stößt (Rucci et al. 2007). So werden Roboter zunehmend als experimen-
telle Plattform benutzt, um Aspekte der menschlichen Informationsverarbei-
tung, kognitive Prozesse oder Sprachentwicklung modellhaft untersuchen zu 
können. Hierfür sind vor allem humanoide Roboter geeignet, welche über 
komplexe sensomotorische Fähigkeiten verfügen, die denen des Menschen 
ähnlich sind – Beispiele für entsprechende Forschungsplattformen sind der 
Roboter »iCub« und der in Berlin entwickelte Roboter »Myon« (Kasten) (Hild 
et al. 2012; Metta et al. 2008). Dementsprechend ist aktuell eine zunehmende 
Konvergenz zwischen neurowissenschaftlichen, kognitionswissenschaftlichen 
und informationstechnologischen Fragestellungen zu beobachten, die auch im 
Aufblühen hybrider Forschungsbereiche wie der kognitiven Robotik, der Neu-
roinformatik oder der Neurorobotik zum Ausdruck kommt. Diese Entwick-
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lung ist bislang hauptsächlich auf die Grundlagenforschung beschränkt und 
wird etwa im aktuellen Human Brain Project der EU stark vorangetrieben. 
Myon: Ein Roboter als Opernstar? 
Myon ist ein humanoider Roboter, der von einer Forschergruppe um Prof. 
Manfred Hild am Forschungslabor Neurorobotik der Beuth Hochschule für 
Technik Berlin konzipiert und realisiert worden ist. Der 1,25 m große Robo-
ter verfügt über ein innovatives Design: Er ist modular aufgebaut und kann 
während des Betriebs auseinandergebaut werden, da die einzelnen Module 
(Arme, Beine, Kopf und Torso) über eine eigene Energieversorgung und 
Steuerungseinheit verfügen und damit völlig unabhängig voneinander funk-
tionieren. Myon besteht insgesamt aus 48 Aktuatoren, die 32 Freiheitsgrade 
bereitstellen. Die Welt nimmt er u. a. über eine am Kopf angebrachte Kame-
ra wahr, anstelle der Ohren befinden sich Mikrofone. 
Das menschenähnliche Äußere hat System, denn Myon ist in erster Linie 
ein Forschungsobjekt, anhand dessen Fragen aus dem Bereich der sogenann-
ten Neurorobotik untersucht werden sollen. Dieses neue Forschungsfeld, das 
Methoden aus den Neurowissenschaften, der Robotik und der KI-Forschung 
kombiniert, interessiert sich dafür, wie autonome Roboter (auf Basis neuro-
naler Regelungsstrukturen) ihr Verhalten adaptiv an die reale Umwelt anpas-
sen. Auch das Innenleben von Myon wurde deshalb in Analogie zur mensch-
lichen Biologie gestaltet, indem »die sensomotorischen Regelkreise ... in einer 
gewissen Abstraktionsebene die Strukturen und Neurodynamiken eines Ge-
hirns nachbilden«.70 Nach Aussage von Prof. Manfred Hild befindet sich  
Myon derzeit noch etwa auf dem Entwicklungsstand eines Kleinkindes – die 
Hoffnung ist, dass er mit der Zeit selbstständig neue Fähigkeiten hinzugewinnt 
und sich schrittweise zu einem intelligenteren Wesen weiterentwickelt.71 
Voraussetzung dafür ist, dass er fortlaufend neue Erfahrungen macht 
und neuen Eindrücken ausgesetzt wird. Ein Experiment, das in diesem Sinne 
durchgeführt wurde, machte Myon auch einem breiteren Publikum bekannt. 
In der Oper »My Square Lady«, die in der Komischen Oper Berlin im Juni 
und Juli 2015 aufgeführt wurde, spielte Myon die Hauptrolle. Dadurch soll er 
»das ›Kraftwerk der Gefühle‹ Oper in all seinen Facetten erkunden und dabei 
lernen, was es heißt, menschliche Gefühle zu empfinden, sie auszudrücken 
und bei anderen hervorzurufen«.72 
                                                  
70 www.neurorobotics.de/index_de.php (15.12.2015) 
71 www.berliner-zeitung.de/wissen/roboter-myon-lernt-wie-ein-kind, 
10808894,25535008.html (15.12.2015) 
72 www.komische-oper-berlin.de/spielplan/my-square-lady/ (15.12.2015) 
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Nach zweijährigen Proben, die als offener Lernprozess angelegt waren, 
erfolgte dann der große Bühnenauftritt – mit großem Presseecho, aber insge-
samt wohl eher bescheidenem Ergebnis, wie ein Videomitschnitt der Auffüh-
rung zeigt.73 
Wo steht die autonome Robotik? 2.2 
Ein autonomer Roboter ist eine hochkomplexe Maschine, die aus einer Vielzahl 
an Komponenten besteht, wozu Sensoren zur Wahrnehmung der Umwelt, 
Steuerungsmechanismen zur Realisierung der Aktionsmöglichkeiten sowie 
Lern- und Planverfahren gehören. Die Entwicklung solcher Systeme benötigt 
eine konsequent interdisziplinäre Herangehensweise, die weit über die skizzier-
ten Grundlagenfächer der KI- und ML-Forschung hinausgeht und vor allem 
auch technische Disziplinen wie die Mechatronik, die Regelungstechnik oder 
die Elektrotechnik involviert. Eine besondere Herausforderung stellt die In-
tegration der unterschiedlichen Systemkomponenten zu einem funktionieren-
den Gesamtsystem dar. Der aktuelle Stand von Forschung und Entwicklung in 
den Bereichen Wahrnehmung, Lern- und Planverfahren (Steuerung) sowie Sys-
temintegration soll im Folgenden genauer beleuchtet werden. 
Wahrnehmung 
Grundlage für die Verhaltenssteuerung autonomer Roboter ist die Erstellung 
eines hinreichend guten Modells der Roboterumgebung und des eigenen Zu-
stands aus sensorischen Informationen (Behnke 2014, S. 6). Dafür braucht es 
zweierlei: erstens vielfältige Sensoren, die bestimmte Eigenschaften des Roboters 
und der Umgebung erfassen können, und zweitens Verfahren, die eine semanti-
sche Interpretation der wahrgenommenen Objekte ermöglichen (Objektklassi-
fikation). 
Moderne Robotersysteme enthalten unterschiedlichste Wahrnehmungssen-
sorik (dazu und zum Folgenden Behnke 2014, S. 6 f.). Der Wahrnehmung der 
Postur – der relativen Lage der einzelnen Teile des Roboters zueinander – die-
nen Gelenkencoder, die Position und Geschwindigkeit messen. Für die Schät-
zung der Lage im Raum werden Beschleunigungs-, Drehraten- und Magnetfeld-
sensoren kombiniert (Allgeuer/Behnke 2014). Zur Messung von Interaktions-
kräften werden an Berührungspunkten zwischen Roboter und Umwelt Kraft-
momentensensoren verbaut. Künstliche Häute ermöglichen die Erfassung hap-
                                                  
73 www.youtube.com/watch?v=G13lHqljoRA (15.12.2015) 
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tischer Reize. Mikrofone dienen der akustischen Erfassung von Szenen oder der 
Spracherkennung (Bregman 1994; Rabiner/Juang 1993). Autonome Roboter, 
die sich möglichst selbstständig bewegen sollen, brauchen alle diese sensori-
schen Möglichkeiten, zweifelsohne am wichtigsten jedoch sind visuelle Wahr-
nehmungsmöglichkeiten, die ein möglichst detailliertes Abbild der Umgebung 
erzeugen. Im Falle mobiler Roboter, die sich auf Rädern fortbewegen, ist die 
einfache Erfassung der horizontalen Ebene häufig ausreichend. Dazu dienen 
beispielsweise Sensorsysteme zur Abstandsmessung wie Ultraschallsensoren 
oder 2-D-Laserscanner, mit welchen die Distanz zu Hindernissen bestimmt 
werden kann. Sobald aber im Raum operiert wird (was bei den meisten auto-
nomen Robotern der Fall ist), ist eine angemessene räumliche Wahrnehmung 
unerlässlich, damit jedem Objekt (inklusive des Roboters selbst) auch eine Posi-
tion und eine Orientierung im Raum zugeordnet werden können – nur so las-
sen sich Handlungen in Bezug auf diese Objekte planen. Zum Einsatz kommen 
hierbei beispielsweise schwenkbare Kamerasysteme oder Laserscanner, die Ab-
stände in einem weiten Sichtfeld – oder gar in alle Raumrichtungen – messen 
können. Abbildung III.11 zeigt eine mit einem schwenkbaren Laserscanner er-
zeugte Oberflächenelementkarte eines Innenraums. 
Abb. III.11 Mit schwenkbarem Laserscanner erzeugte 
3-D-Karte eines Innenraums 
 
Quelle: Kläß et al. 2012 
 III.  Stand der Technik 
112 
Um zielgerichtet navigieren zu können, muss ein Roboter in der Lage sein, so-
wohl die verschiedenen Messungen zu Karten zu aggregieren als auch gleichzei-
tig seine eigene Position und Orientierung innerhalb dieser Karten zu lokalisie-
ren (dazu und zum Folgenden Behnke 2014, S. 8, sowie Schaal 2014, S. 32 f.). 
Diese zirkuläre Aufgabe, die auch als »Simultaneous Localization and Mapping« 
(SLAM) bekannt ist, wird dadurch erschwert, dass sowohl die sensorischen 
Messungen rauschbehaftet und unzuverlässig sind, als auch die Roboterbewe-
gung (und nicht allzu selten auch die Bewegung der Objekte selber) die Unsi-
cherheit erhöht. Unerlässlich ist vor allem eine ausreichende Tiefenwahrneh-
mung. Ein übliches Verfahren, das sich am menschlichen Sehsystem orientiert, 
ist die gleichzeitige Aufnahme der Szene aus mehreren Perspektiven, etwa durch 
Stereokamerapaare. Die Stereowahrnehmung ist allerdings ziemlich rechenauf-
wendig und nicht sehr zuverlässig. Ganz neue Möglichkeiten bieten dagegen 
RGB-D-Kameras, die infrarote Lichtprojektionen auf die Umgebung werfen und 
so texturierte Oberflächen für die Tiefentriangulation schaffen. So liefert der Ki-
nectsensor der Firma Microsoft, der für Videospiele entwickelt wurde und schon 
für rund 200 Euro erhältlich ist, direkt 3-D-Bilddaten mit recht hoher Qualität. 
Für die 3-D-Wahrnehmung in der Robotik hat dies in den letzten 5 Jahren einen 
breiten Umschwung eingeleitet, da es viel einfacher geworden ist, Manipulations-
objekte in der Umwelt zu erkennen und zu lokalisieren. Nahezu jedes Robotikla-
bor benutzt heute diese Sensoren. Im Außenbereich sind RGB-D-Kameras auf-
grund der Überstrahlung mit Sonnenlicht jedoch nicht einsetzbar. 
Um ein robustes Abbild der Außenwelt zu erhalten, ist zusätzlich zu der 3-
D-Rekonstruktion in der Regel auch eine semantische Interpretation der Um-
gebung erforderlich, das heißt die Unterscheidung und Kategorisierung der 
wahrgenommenen Objekte (Behnke 2014, S. 8). Die zuvor beschriebenen Ver-
fahren, die dem Deep Learning zuzuordnen sind, erzielen hierbei bereits sehr 
gute Ergebnisse. Voraussetzung dafür sind allerdings ein umfangreiches Trai-
ning anhand von Lerndaten und der Zugriff auf große Rechennetzwerke, was 
sich bei Robotern nicht so einfach umsetzen lässt. Die autonome Wahrneh-
mung in Echtzeit, vor allem in Bezug auf ein umfassendes Szenenverständnis 
auf Grundlage einzelner Wahrnehmungsinhalte, stellt immer noch eine große 
Herausforderung dar (Toussaint et al. 2010, S. 14). Dies gilt im Besonderen für 
die »Action Recognition«, das heißt das Erkennen von Handlungen (dazu und 
zum Folgenden Schaal 2014, S. 32). Speziell geht es darum, menschliche Bewe-
gungen zu erkennen und dann die Absicht dieser Bewegungen zu eruieren. So 
ist es relativ einfach, eine Fortbewegung auf zwei Beinen zu erkennen. Schon 
wesentlich schwieriger zu erkennen ist, ob jemand Fußball spielt oder joggt. 
Letztendlich möchte man erreichen, dass autonome Roboter die Fähigkeit be-
kommen, jede Art von Handlung zu verstehen, wie zum Beispiel das Greifen 
einer Tasse, das Essen mit einer Gabel oder das Spielen mit Bauklötzen. Das ist 
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besonders dann essenziell, wenn autonome Roboter in menschlichen Umge-
bungen und mit Menschen interagieren sollen. Um diese äußerst anspruchsvol-
le Fähigkeit realisieren zu können, wird eine Kombination aus Situationsver-
ständnis, Objekterkennung, dem Erkennen von Handlungsabsichten und dem 
Verstehen von zeitlichen Abläufen benötigt. 
Auch wenn die Sensorik und die Methoden der Dateninterpretation, Mus-
tererkennung und Kartierung in den letzten Jahren deutliche Fortschritte erzielt 
haben, ist abschließend festzuhalten, dass die Wahrnehmung der Umwelt im-
mer noch ein großes Problem für autonome Roboter darstellt (dazu und zum 
Folgenden Behnke 2014, S. 9). Schon die sensorische Erfassung ist nicht immer 
einfach. Transparente Materialien, reflektierende Oberflächen, homogene Flä-
chen, tief schwarze Oberflächen sowie kleine bzw. entfernte Objekte sind schwer 
zu erfassen. Häufig müssen verschiedene Sensormodalitäten eingesetzt werden, 
um Defizite einzelner Modalitäten auszugleichen, was wiederum eine Heraus-
forderung an die Datenfusion darstellt. Auch die Interpretation der Messungen 
ist noch immer nicht gut genug gelöst. Dies liegt vor allem an der Variabilität 
der vorkommenden Szenen. Unterschiedliche Ausprägungen von Objektkate-
gorien, artikulierte und deformierbare Objekte, Änderungen in Perspektive und 
Beleuchtung, Verdeckungen etc. machen die Interpretation schwierig. Men-
schen können vielfältige vage Hinweise, z. B. zur Rekonstruktion der 3-D-
Geometrie, integrieren und sind der maschinellen Wahrnehmung immer noch 
in vielen Aspekten voraus. Nur wenn die Szenen relativ einfach sind und die 
Aufnahmebedingungen kontrolliert werden können, wie beispielsweise bei der 
Erkennung von Fahrzeugkennzeichen, der Postsortierung oder der Qualitäts-
kontrolle in der Industrie, sind heutige Wahrnehmungssysteme dem Menschen 
ebenbürtig oder sogar überlegen. 
Lern- und Planverfahren 
Roboter verfügen üblicherweise über eine Vielzahl von Aktionsmöglichkeiten 
(dazu und zum Folgenden Behnke 2014, S. 9 ff.). Sie können sich in ihrer Um-
gebung bewegen, Objekte manipulieren und akustische oder optische Signale 
von sich geben. Vor diesem Hintergrund ist die Aufgabe der Verhaltenspla-
nung, auf Basis der durch die Wahrnehmung gewonnenen Weltsicht konkrete 
Aktionen zu generieren, welche die Welt – inklusive den Roboter selbst – so 
beeinflussen, dass bestimmte Ziele erreicht werden. Klar ist dabei, dass autono-
me Roboter nicht vollständig für alle Anforderungen unterschiedlicher Ein-
satzumgebungen vorprogrammiert werden können. Daher ist in diesem Zu-
sammenhang auch die Implementierung von Lernverfahren für die Anpassung 
an konkrete Gegebenheiten erforderlich. 
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Bei der Verhaltenssteuerung lassen sich drei grundsätzliche Herangehens-
weisen unterscheiden, nämlich deliberative, reaktive sowie hybride Kontroll-
strukturen (dazu und zum Folgenden Behnke 2014, S. 10 f.): 
› Roboter mit sogenannter deliberativer Kontrollarchitektur versuchen erst, 
ein möglichst vollständiges Modell des für die Anwendung relevanten Teils 
der Welt zu erstellen. Darauf basierend wird eine Aktionsfolge geplant, die 
einen Startzustand in einen Zielzustand überführt, bevor es schließlich zur 
Ausführung der Aktionen kommt. Dieses stark planungsbasierte, von der 
klassischen KI-Forschung geprägte Vorgehen benötigt viel Rechenzeit und 
gute Modelle der Welt und der Effekte von Aktionen. Letzteres ist jedoch 
schwierig zu erreichen, da die Welt in der Regel nicht deterministisch auf-
gebaut ist: Messungen sind rauschbehaftet und können fehlerhaft sein, Ak-
tionen führen nicht sicher zu Nachfolgezuständen, sondern Nachfolgezu-
stände werden nur mit bestimmten Wahrscheinlichkeiten erreicht. 
› Reaktive Ansätze beruhen auf einem einfachen Stimulus-Response-Modell 
und sind dadurch weniger planungs-, dafür stärker verhaltensbasiert. Kon-
kret heißt dies, dass der Roboter direkt auf sensorische Inputs reagiert, ohne 
dass eine übergeordnete Planung erzeugt wird – generiert wird also eine au-
genblickliche Abbildung, die zukünftige Entwicklungen nicht berücksich-
tigt. Gegenüber deliberativen Steuerungsansätzen hat dies den Vorteil, dass 
so schnell auf neue Situationen reagiert werden kann, allerdings ist die 
Komplexität der erzeugbaren Verhaltensweisen begrenzt. 
› Bei hybriden Ansätzen wird versucht, das Beste aus reaktiven und delibera-
tiven Zugängen zu vereinen, meist basierend auf einer hierarchischen Vor-
gehensweise. Ein typisches Beispiel hierfür ist eine dreischichtige Architek-
tur (Gat 1998). Diese besteht aus einer langsamen deliberativen Ebene, die 
in die Zukunft plant, einer schnellen reaktiven Ebene, die primitive Verhal-
tensweisen generiert, und einer Zwischenschicht, die zwischen beiden ver-
mittelt. Wie in Abbildung III.12 illustriert, werden in aktuellen Systemen 
auch mehr als drei Schichten benutzt. So plant der von der Forschergruppe 
»Mapping on Demand« entwickelte Flugroboter anhand von Explorations-
zielen Missionen und konkretisiert diese schrittweise (Nieuwenhuisen/ 
Behnke 2014). Wichtig ist dabei, dass die niedrigeren Ebenen immer aktuel-
lere und detailliertere Repräsentationen benutzen sowie Ausnahmesituatio-
nen erkennen und diese der nächsthöheren Ebene signalisieren. 
Auch wenn für die Generierung des Roboterverhaltens schon brauchbare An-
sätze existieren, müssen oft vereinfachende Annahmen gemacht werden, um 
das Roboterverhalten in Echtzeit planen zu können – beispielsweise, dass die 
Dynamik der Roboterbewegung keine wesentliche Rolle spielt (Behnke 2014, 
S. 12). Bei komplexen Bewegungsabläufen, wie sie humanoide Manipulationsro-
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boter zu vollbringen haben, stoßen die derzeitigen Verfahren definitiv an ihre 
Grenzen. Derartige Roboter verfügen oft über mehr als 50 Regelungsdimensio-
nen, darunter sieben Freiheitsgrade pro Arm und Bein und darüber hinaus zehn 
bis 20 zusätzliche Freiheitsgrade für Körper, Finger und Kopf (dazu und zum 
Folgenden Schaal 2014, S. 29 f.). Um komplexes Verhalten zu verwirklichen – 
etwa Manipulationsaufgaben, Fortbewegung auf Beinen oder Ganzkörpermani-
pulationen (Aufgaben, bei denen Arme und Beine gleichzeitig im Einsatz sind, 
wie z. B. beim Aufheben eines Objekts vom Boden) –, ist deshalb noch viel ma-
nuelle Programmierung und externe Feinsteuerung vonnöten. Damit beispiels-
weise der Roboter eine Tasse aus dem Küchenschrank holt, wird die Gesamt-
aufgabe in einzelne Unteraufgaben unterteilt (z. B. »in die Küche gehen«, »den 
Schrank finden«, »die Schranktür öffnen«, »die Tasse greifen« etc.) und die Ab-
folge definiert, in denen sie durchgeführt werden sollen. Anschließend wird das 
Verhalten des Roboters für die einzelnen Unteraufgaben programmiert oder 
idealerweise durch Lernverfahren erzeugt. 
Abb. III.12 Geschichtete Kontrollarchitektur eines Flugroboters 
 
Quelle: nach Nieuwenhuisen/Behnke 2014 
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den Behnke 2014, S. 12 u. 14, sowie Schaal 2014, S. 11 f.). Wie bereits erwähnt, 
greift man häufig auf Kostenfunktionen zurück, um Lernziele zu definieren (so-
genanntes Reinforcementlernen).74 Aufgrund der Komplexität des Gesamtsys-
tems, das unterschiedliche Komponenten und damit Lernaspekte beinhaltet, ge-
schieht dies häufig nicht auf der Ebene des Gesamtsystems, sondern unterschied-
liche Teile des Systems – von der Wahrnehmung bis zur Aktionsgenerierung – 
benötigen spezielle Lernalgorithmen. Ob das gewünschte Lernergebnis dann je-
weils auch erreicht wird oder gar ein komplettes System mit Wahrnehmungs- 
und Handlungsfähigkeit entwickelt werden kann, steht und fällt zum einen mit 
der Qualität der Kostenfunktionen – diese passend zu formulieren, ist Aufgabe 
von Experten und alles andere als trivial. Zum anderen sind die Verfahren des 
Reinforcementlernens gerade in komplexen Umwelten sehr zeitaufwendig, sodass 
eine große Zahl an Erfahrungen (bzw. Misserfolgen) benötigt wird, um das opti-
male Ergebnis zu erreichen. Aus all diesen Gründen ist es bis zur Realisierung von 
praxistauglichen Robotern, die selbstständig aus eigener Erfahrung lernen, noch 
ein weiter Weg. Derzeit werden Lernverfahren in der Regel nur zur Optimierung 
einzelner Systemkomponenten eingesetzt, bevor der Roboter zur Anwendung 
kommt. Ein Weiterlernen beim Anwender im täglichen Einsatz – ohne Überwa-
chung durch den Hersteller – ist mit der Gefahr verbunden, dass sich das Robo-
terverhalten unvorhersehbar ändert, und wird daher vermieden. 
Autonom agierende Roboterhelfer, wie sie zuvor als Vision beschrieben 
wurden, sind folglich noch weitgehend Zukunftsmusik (dazu und zum Folgen-
den Schaal 2014, S. 30, sowie Behnke 2014, S. 30 f.). Gewisse autonome Unter-
verhalten sind zwar heute schon erzielbar, wie z. B. das Balancieren und Gehen 
auf zwei Beinen im ebenen Gelände oder das Greifen von Gegenständen. Bei 
komplexeren Szenarien stößt die Steuerung autonomer Roboter jedoch noch 
schnell an Grenzen. So ist in vielen Fällen überhaupt nicht klar, wie das Ziel ei-
nes Verhaltens formalisiert werden kann – was bedeutet es beispielsweise ma-
thematisch, mit einem Löffel die Suppe umzurühren? –, sodass es zu sehr spezi-
ellen Lösungen für eine Verhaltensaufgabe kommen kann, die weder robust 
noch auf andere Aufgaben oder andere Roboter übertragbar sind. Kleine Ände-
rungen in der Umwelt oder der Kalibrierung des Roboters können dann kom-
plettes Fehlverhalten zur Folge haben. Wenn heute Roboter in komplexen Do-
mänen eingesetzt werden (sollen), dann ist es deshalb in der Regel so, dass diese 
nur semiautonom agieren: Der Roboter führt einzelne Aktionen autonom aus, 
die übergeordnete Steuerung sowie Zielfestlegung ist jedoch weiterhin Sache des 
                                                  
74 Ein anderes Lernparadigma, das sich stärker am menschlichen Lernverhalten anlehnt, 
ist das Lernen aus Vorbildern. Dabei werden komplexe Handlungen anhand weniger 
Beispiele durch Vormachen oder Imitation auf den Roboter übertragen. Vorausset-
zung dafür ist, dass zwischen Roboter und Vorbild eine hinreichende Ähnlichkeit be-
steht, damit Beispielhandlungen auf dem Roboter auch in geeigneter Weise repräsen-
tiert werden können (Behnke 2014, S. 13). 
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Menschen. Beispiele für eine enge Aufgabenverteilung zwischen Mensch und 
Roboter finden sich in Fahrerassistenzsystemen oder teleoperierten Robotern. 
Auch die kürzlich abgeschlossene »DARPA Robotics Challenge«,75 in der Robo-
ter komplexe Aufgaben in Katastrophenszenarien lösen sollten, erlaubte die 
Fernsteuerung der Roboter – jedoch unter der Bedingung unzuverlässiger 
Kommunikation, sodass die Teams zumindest gezwungen waren, einen gewis-
sen Grad an Autonomie zu verwirklichen (»supervised autonomy«). Entschei-
dend für den Erfolg einer derartigen Mensch-Roboter-Kooperation ist die Ge-
staltung der Benutzerschnittstelle. Wie kann der Mensch die Situation des Ro-
boters möglichst intuitiv erfassen und möglichst einfach mit dem Roboter zu-
sammenarbeiten? Auch der Wechsel zwischen Autonomiegraden, wie bei-
spielsweise die Übergabe der Kontrolle von einer an ihre Grenzen stoßenden 
autonomen Fahrzeugsteuerung an den Menschen, muss noch weiter untersucht 
werden. 
Systemintegration 
Autonome Roboter sind mehr als die Summe ihrer Teile (dazu und zum Fol-
genden Behnke 2014, S. 14, sowie Schaal 2014, S. 36). Als Perception-Action-
Learning-Systeme operieren ihre einzelnen Komponenten nicht unabhängig 
voneinander, sondern in engster Interaktion. Somit entsteht erst durch die me-
chanische, elektrische und informationstechnische Integration der verschiede-
nen Systembestandteile in einem kohärenten Gesamtsystem in der Summe 
sinnvolles Roboterverhalten. Passende und qualitativ hochwertige Hardware – 
insbesondere standardisierte Schnittstellen (z. B. Controller Area Network 
[CAN] oder EtherCAT), aber auch leistungsfähige Sensoren – ist dafür notwen-
dig, aber keineswegs ausreichend. Ein wesentlicher Teil der Funktionalität eines 
Roboters wird durch Softwaresysteme hergestellt, und genau diese Softwaresys-
teme stellen einen der Knackpunkte für die autonome Robotik dar. 
Auch die Robotersoftware besteht aus zahlreichen Komponenten, die in der 
Regel auf mehreren Steuercomputern laufen, unterschiedliche Funktionalitäten 
des Systems bereitstellen (Wahrnehmungs-, Steuerungs- und Lernalgorithmen) 
und durch spezielle Programme (sogenannte Middleware) verbunden werden 
müssen (dazu und zum Folgenden Behnke 2014, S. 14 f., sowie Schaal 2014, 
S. 37). Bislang ist es so, dass nahezu jedes Labor hierfür eigene Lösungen entwi-
ckelt, die oft nur auf einen einzigen Roboter und einige spezialisierte Anwen-
dungen zugeschnitten sind und darüber hinaus auf ganz unterschiedlichen Me-
thoden und Paradigmen der KI- und ML-Forschung beruhen können (z. B. 
Reinforcementlernen vs. Imitationslernen). Deswegen sind die Ergebnisse oft 
                                                  
75 www.theroboticschallenge.org/ (15.12.2015) 
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nicht, oder nicht einfach, auf andere Systeme übertragbar. Versuche, generali-
sierte Softwaresysteme zu entwickeln, gibt es zwar, sie sind jedoch noch nicht 
ausgereift. Das Robot Operating System (ROS) von Willow Garage (USA), das 
von der Open Source Robotics Foundation und zahlreichen Forschergruppen 
quelloffen weiterentwickelt wird, ist weltweit vermutlich am meisten verbreitet. 
Der dahinter liegende Grundgedanke ist, eine Softwareplattform bereitzustellen, 
die unabhängig von spezieller Roboterhardware ist, viele Prozessmodule koor-
diniert, zudem einfach erweiterbar ist und es mithin erlaubt, relativ komplexe, 
aber dennoch standardisierte Softwarelösungen zu entwickeln. Viele Software-
komponenten zur Wahrnehmung, Planung, Kommunikation, Überwachung 
und Visualisierung existieren bereits für ROS. Diese Module können auf spezi-
ellen Plattformen veröffentlicht und mit vergleichsweise geringem Aufwand an 
neue Roboter und Problemstellungen angepasst werden. 
Obwohl ROS in vielen Forschungslaboren Anklang gefunden hat, ist es mit 
einigen Nachteilen verbunden: Zum einen unterstützt das System keine Echt-
zeitregelung, die bei vielen Robotern notwendig ist, zum anderen ist das Soft-
waresystem sehr komplex und zudem abhängig von dem Betriebssystem Linux, 
auf dem es läuft (dazu und zum Folgenden Schaal 2014, S. 37). Weiterhin ist die 
Qualität der verfügbaren Module oft mangelhaft – meistens handelt es sich da-
bei um schlecht dokumentierte Software, die schwer zu verstehen und oft nicht 
sehr zuverlässig ist. Benutzt man solche Software mit einem kostspieligen Robo-
ter, besteht die Gefahr, dass ein Softwarefehler das System beschädigt. Neben 
ROS existieren viele weitere generalisierte Softwareentwicklungen für die Robo-
tik, die jedoch alle wesentlich spezialisierter sind. So hat das Italian Institute of 
Technology (IIT) z. B. eine Softwareumgebung für den iCub-Roboter76 geschaf-
fen, die viele Funktionen für die Benutzer zur Verfügung stellt. Auch der fran-
zösische Roboterhersteller Aldebaran Robotics77 stellt eine ähnliche Software-
umgebung für seinen humanoiden Roboter NAO bereit. Zusätzlich gibt es spe-
zialisierte Open-Source-Pakete für Computer Vision (OpenCV), Planen 
(RAVE), Echtzeitregelung (SL), Optimierung (DoCoMo) oder 3-D-Vision 
(PointCloud Library). Hierbei handelt es sich meist um kleinere Projekte, die 
aber oft von recht guter Qualität sind. 
Letztendlich stellt die Softwaretechnik nach wie vor eine der wesentlichen 
Hürden bei der Entwicklung autonomer Roboter dar (dazu und zum Folgenden 
Schaal 2014, S. 37 f. u. 45). Es ist meistens relativ problemlos möglich, eine Ro-
botikfunktion in einer Machbarkeitsstudie so zu programmieren, dass das er-
wünschte Verhalten im Labor sporadisch demonstriert werden kann. Wesent-
lich schwieriger ist es jedoch, ein robustes autonomes System mit reproduzier-
barem Verhalten herzustellen, dessen Software optimal auf die Hardware abge-
                                                  
76 www.icub.org/ (15.12.2015) 
77 www.aldebaran.com/en (15.12.2015) 
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stimmt ist. Wie groß diese Aufgabe ist, wurde auch in der bereits erwähnten 
DARPA Robotics Challenge deutlich. Der 2012 gestartete Wettbewerb hatte 
zum Ziel, die Entwicklung humanoider, semiautonomer Roboter zu fördern, die 
im Katastropheneinsatz nutzbar sein könnten. In einem Parcours mussten dazu, 
unter menschlicher Beihilfe, eine Reihe von Mobilitäts- und Manipulations-
aufgaben bewältigt werden, wie z. B. das Überqueren eines Schuttfelds, das Klet-
tern auf einer Leiter oder das Öffnen von Türen. Ein Video, in dem Ausschnitte 
aus dem Wettbewerb zu sehen sind, zeigt, dass viele der Roboter bereits an we-
sentlich geringeren Herausforderungen scheiterten und es nicht schafften, sich 
in ebenem Gelände fortzubewegen, ohne plötzlich umzufallen – und dies nach 
jahrelanger Entwicklungszeit.78 Der Wettbewerb wurde 2015 abgeschlossen, 
gewonnen hat das Team des Korea Advanced Institute of Science and Techno-
logy mit dem humanoiden Roboter Hubo. 
Das Bild der stolpernden Roboter der DARPA Robotics Challenge illus-
triert, dass in der Robotik ganz andere und konservativere Methoden des Pro-
grammierens erforderlich sind als bei reinen Software- oder KI-Systemen, da 
Softwarefehler wesentlich gravierendere Auswirkungen haben können (dazu 
und zum Folgenden Behnke 2014, S. 15, sowie Schaal 2014, S. 36 ff. u. 42). Trotz 
der Unterstützung durch Standards, Middleware und Softwarebibliotheken 
ist der dafür erforderliche Aufwand erheblich und erfordert interdisziplinä-
re Kompetenzen, über die nur wenige Softwarespezialisten verfügen. Auf-
grund des großen Entwicklungsaufwandes sind gute Manipulationsroboter 
bislang sehr teuer – das Kostenspektrum für einen humanoiden Roboter be-
ginnt normalerweise bei ca. 500.000 Euro und kann schnell bei mehreren Mil-
lionen Euro liegen. Daher ist für Forschungsaufgaben der Einsatz von standar-
disierten Plattformen – einheitlicher Hardware und Systemsoftware – der Ent-
wicklung eines eigenen Robotersystems häufig vorzuziehen. Einer der bedeu-
tendsten Forschungsroboter ist iCub (Abb. III.13), der 2004 im Rahmen des 
europäischen RobotCup-Projekts unter Führung des Italian Institute of Tech-
nology (IIT), entstanden ist.79 Mit 53 Gelenken von beachtlicher Komplexität 
und von Größe und Erscheinung her einem 4-jährigen Kind nachempfunden, 
wurde iCub entwickelt, um grundlegende Fragen zur Entwicklung von Motorik, 
Wahrnehmung und Lernkompetenz zu erforschen (Metta et al. 2008). Mittler-
weile wird der Roboter von ca. 20 Forschungslabors im Rahmen verschiedener 
Grundlagenprojekte genutzt.80 Andere wichtige offene Forschungsplattformen 
sind der Roboter NAO der Firma Alderaban,81 der Roboter PR2 von Willow 
                                                  
78 www.youtube.com/watch?v=g0TaYhjpOfo&feature=youtu.be. (15.12.2015) 
79 www.icub.org/ (15.12.2015) 
80 www.icub.org/projects.php (15.12.2015) 
81 www.aldebaran.com/en/humanoid-robot/nao-robot (15.12.2015) 
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Garage82 sowie der Gewinner der DARPA Robotics Challenge, der Roboter 
Hubo des Korea Advanced Institute of Science and Technology (KAIST) (Park 
et al. 2007). 
Abb. III.13 Der Roboter iCub 
 
Quelle: Fondazione Istituto Italiano di Tecnologia 
Anwendungsfelder und Beispiele 2.3 
Übergeordneter Sinn und Zweck der autonomen Robotik ist die Entwicklung 
von Systemen, welche die Automatisierung menschlicher Tätigkeitsfelder vo-
rantreiben. Ein besonderer Bedarf hierfür zeichnet sich insbesondere angesichts 
des demografischen Wandels ab, der die meisten hochentwickelten Staaten er-
fasst hat (dazu und zum Folgenden Schaal 2014, S. 19 ff.). Aufgrund sinkender 
Geburtsraten einerseits und besserer Ernährung und medizinischer Versorgung 
andererseits steigt der Anteil älterer und damit unterstützungs- und pflegebe-
dürftiger Menschen an der Gesamtbevölkerung sukzessive an, während der  
Anteil der erwerbstätigen Bevölkerung entsprechend schrumpft. Das bedeutet, 
dass die Ressourcen für die Versorgung der alternden Bevölkerung von einer 
immer geringeren Zahl Menschen erwirtschaftet werden müssen. Angesichts 
dessen ist eine verbreitete Hoffnung für die Zukunft, dass autonome technische 
Helfer die zu erwartenden Produktivitätsverluste ausgleichen sowie auch den 
steigenden Betreuungs- und Versorgungsbedarf decken können. Das prognosti-
zierte Marktpotenzial für autonome Roboter ist demnach enorm, und es er-
                                                  
82 www.willowgarage.com/pages/pr2/overview (15.12.2015) 
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staunt nicht, dass sowohl private als auch öffentliche Akteure – zu nennen sind 
insbesondere die DARPA und die großen IT-Konzerne Google, Apple und 
Amazon – bereit sind, viel Geld in die autonome Robotik zu investieren. 
Die Anwendungsmöglichkeiten für autonome Roboter sind im Einzelnen 
äußerst vielfältig und sprengen bei Weitem den rein demografisch begründeten 
Einsatzzweck: 
› Autonome Roboter sollen als Kampf-, Transport- oder Katastrophenrobo-
ter die menschlichen Aktionsmöglichkeiten erweitern, speziell in unzugäng-
lichen oder gefährlichen Umgebungen; 
› sie sollen als Service- oder Assistenzroboter mühsame Alltagstätigkeiten im 
Haushalt erleichtern oder Dienstleistungen in Bereichen wie der Pflege oder 
dem Gastgewerbe erbringen; 
› eine ähnliche Bestimmung haben sogenannte soziale Roboter, eine spezielle 
Form der Serviceroboter, die mit einem menschlichen Gegenüber interagie-
ren sollen, sei es als Spielgefährte, Therapeut oder Museumsführer; 
› und natürlich sollen sie auch als Industrieroboter dazu beitragen, die in-
dustrielle Produktivität zu steigern. Hier wird zunehmend an komplexere 
Aufgaben gedacht, die durchaus in enger Kooperation mit Menschen 
durchgeführt werden können – und nicht nur an monotone, hochspeziali-
sierte Arbeiten in abgesperrten Bereichen, wie sie traditionelle Industriero-
boter vollbringen; 
› ein weiteres, jedoch noch rein futuristisches Anwendungsszenario ist der 
medizinische Einsatz als Nanoroboter, die sich im Körperinnern über die 
Blutbahn fortbewegen, um körperliche Prozesse zu überwachen oder in die-
se einzugreifen. 
Die technologischen Anforderungen sind im Einzelnen so unterschiedlich wie 
die Anwendungsfelder selber. Um ein genaueres Bild der heterogenen FuE-
Dynamik zu bekommen, werden im Folgenden exemplarische Anwendungen 
aus den einzelnen Einsatzbereichen vorgestellt und ihr Entwicklungsstand sowie 
die sich dabei stellenden Herausforderungen und Lösungsansätze kursorisch 
diskutiert. 
Autonome Roboter für industrielle Anwendungen 
Wie bereits erwähnt, verfügen herkömmliche Industrieroboter nur über mini-
male Sensorik und kaum über autonome Fähigkeiten. Sie werden deshalb aus-
schließlich in abgesperrten Bereichen und für repetitive Tätigkeiten in einem 
Produktionssystem eingesetzt, das ganz auf sie abgestimmt sein muss. Die Ro-
botik erobert aber auch zunehmend neue industrielle Bereiche, eine Entwick-
lung, die in Deutschland unter dem Schlagwort Industrie 4.0 diskutiert wird 
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(Hirsch-Kreinsen/Weyer 2014). So taucht am Horizont eine neue Generation 
von autonomeren Industrierobotern auf, die mit Menschen kollaborieren, 
komplexe Aufgaben selbst erfüllen und sich flexibel an neue Aufgaben anpassen 
können. Diese Systeme sind v. a. aus Sicherheitsgründen wesentlich leichter ge-
baut als klassische Industrieroboter, außerdem mit nachgiebiger Steuerung und 
einer hohen Anzahl diverser Sensoren ausgestattet (Schaal 2014, S. 27). 
Ein typisches Beispiel für diesen neuen Typus von Industrieroboter ist der 
Leichtbauroboter der Firma Kuka, der ursprünglich in den Forschungslaboren 
des Deutschen Zentrums für Luft- und Raumfahrt (DLR) entwickelt wurde, ei-
nem der in Europa führenden Institute für Mechatronik und zukunftsorientier-
te Robotik (Abb. III.14 links) (Bischoff et al. 2010).  
Abb. III.14 Leichtbauroboter LBR iiwa und Baxter 
 
Quelle: KUKA Roboter GmbH (links); Rethink Robotics, Inc. (rechts) 
Es handelt sich hierbei im Wesentlichen um einen flexiblen Roboterarm, der 
dank seiner ausgefeilten Sensorik als »äußerst feinfühlig« gilt und aufgrund sei-
ner sieben Achsen über eine Beweglichkeit verfügt, die sogar die eines menschli-
chen Arms übertreffen soll.83 Er eignet sich damit vor allem für feinmechani-
sche Handhabungs- und Manipulationsaufgaben, die bislang ohne menschli-
ches Fingerspitzengefühl nicht durchführbar waren, etwa Schweißen oder kom-
plizierte, kleinteilige Montagevorgänge. Dank seiner modularen Bauweise und 
seines geringen Gewichts von etwa 20 kg lässt er sich flexibel für vielfältige Auf-
gaben einsetzen – nicht nur im industriellen, sondern etwa auch im medizini-
schen Bereich. Mit dem neuesten Modell des Leichtbauroboters, dem LBR iiwa, 
                                                  
83 www.kuka-lbr-iiwa.com/de/ (15.12.2015) 
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hat Kuka erstmals einen serienreifen Leichtbauroboter für den industriellen 
Dauereinsatz vorgestellt. 
Stärker an mittelständische Industrieunternehmen richtet sich der kollabo-
rative Roboter Baxter der Firma Rethink Robotics, der über zwei Manipula-
tionsarme und humanoides Aussehen verfügt (Abb. III.14 rechts).84 Der ca. 
30.000 Euro teure Baxter ist dazu gedacht, einfachere Arbeitsabläufe flexibel zu 
automatisieren, ohne dass dafür spezielle Sicherheitsmaßnahmen erforderlich 
wären (dazu und zum Folgenden Schaal 2014, S. 31). Baxter lernt durch Vorma-
chen der Aufgaben, womit er sich unkompliziert in neue Prozesse integrieren 
lassen soll. Von der Funktionalität her kommt er jedoch bei Weitem nicht an 
die deutlich teureren Roboterarme von Kuka heran (ein Kuka Leichtbauroboter 
kostet ca. 100.000 Euro), weshalb das Konzept bei Unternehmen anscheinend 
auch noch keinen großen Anklang gefunden hat. 
Während leichte, flexibel einsetzbare Manipulationsroboter, wie der Kuka 
Leichtbauroboter und Baxter, noch Exoten in der Industriewelt sind, haben au-
tonome Transportsysteme auf Rädern schon eine deutlich weitere Verbreitung 
gefunden. Ein Beispiel sind etwa die mobilen Lagerroboter, die von der Firma 
Kiva Systems entwickelt wurden und die der Automatisierung von Warenlagern 
dienen (dazu und zum Folgenden Behnke 2014, S. 20). Das System besteht aus 
zahlreichen mobilen Robotern, die sich teilautonom in Lagerhallen bewegen 
können und Transportaufträge erledigen.85 Amazon, das laut eigenen Angaben 
etwa 15.000 solcher Roboter im Einsatz hat,86 hat Kiva Systems 2012 für 775 
Mio. US-Dollar erworben und in Amazon Robotics umbenannt. Ein ähnliches 
Beispiel sind die fahrerlosen Transportsysteme der Firma swisslog,87 die für 
Hol- und Bringdienste im Krankenhaus entwickelt wurden. Um Hindernisse 
zuverlässig zu erkennen und Kollisionen zu vermeiden, sind sie mit einem 
270°-Sicherheitslaserscanner ausgestattet, der gleichzeitig der Lokalisierung 
dient. Die Roboter stoppen vor Hindernissen, planen aber keine Alternativ-
route, wenn der vordefinierte Pfad dauerhaft blockiert ist. 
Was in semistrukturierten Gebieten, wie z. B. in einem Warenlager, schon 
recht gut funktioniert, stößt in unstrukturierteren Umgebungen, etwa einem 
                                                  
84 www.rethinkrobotics.com/baxter/ (15.12.2015) 
85 Jeder Roboter kann ein Regal mit Waren anheben und transportieren (dazu und zum 
Folgenden Behnke 2014, S. 20). Ein Managementsystem sorgt dafür, dass die zu einem 
Packauftrag gehörenden Regale in der richtigen Reihenfolge zu einer Packstation ge-
bracht werden, an der ein Mensch das Greifen und Verpacken der Ware erledigt. Die 
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Krankenhaus, noch auf größere Schwierigkeiten. Insbesondere wird es verstärk-
ter Forschungsanstrengungen hinsichtlich Wahrnehmung, Regelung und An-
passungsfähigkeit bedürfen, bis autonome Manipulationsroboter in industriellen 
Kontexten wirtschaftlich einsetzbar sind. Dies zeigte auch die Amazon Picking 
Challenge, die kürzlich mit dem Ziel veranstaltet wurde, das automatisierte Grei-
fen von Gegenständen zu verbessern.88 Aufgabe des Wettbewerbs war es, einen 
Roboter bzw. Roboterarm zu entwickeln, der verschiedene kleinere Alltagsgegen-
stände in einem Regal identifizieren und sicher daraus entnehmen kann. Auch 
der Roboter des siegreichen Teams RBO von der TU Berlin erledigte diese Auf-
gaben nur im Zeitlupentempo, wie auf einem Internetvideo zu sehen ist,89 und 
war nicht imstande, in 20 Minuten alle zwölf Objekte fehlerfrei abzulegen. 
Roboter für unzugängliche oder gefährliche Umgebungen 
Der Einsatz von autonomen Robotern ist besonders dann angezeigt, wenn Auf-
gaben in Situationen erledigt werden müssen, die für Menschen zu gefährlich 
oder nicht zugänglich sind (dazu und zum Folgenden Behnke 2014, S. 24, sowie 
Schaal 2014, S. 15). Beispiele dafür sind Katastrophen, der Weltraum oder Krie-
ge. Bereits in den 1950er Jahren gab es die ersten aus der Distanz gesteuerten 
Teleroboter, etwa um radioaktive Gegenstände aus der Entfernung zu manipu-
lieren. Diese Systeme waren jedoch weder autonom, noch entsprachen sie dem 
modernen Bild eines Roboters: Es handelte sich im Wesentlichen um rein me-
chanische Robotikarme, die über ein externes Handhabungssystem gesteuert 
wurden. Heute werden im Idealfall, wie es zum Beispiel bei modernen Drohnen 
bereits der Fall ist, autonome oder semiautonome Roboter verwendet, die we-
sentlich komplexere Aufgaben (Rettungseinsätze, Aufräum- und Reparaturar-
beiten, Überwachung und Aufklärung) in unstrukturierten Umgebungen selbst 
durchführen können und dabei nur punktuell externe Hilfe über eine Fernsteu-
erung benötigen.90 
Die Anforderungen an Fortbewegung, Manipulation und Aufklärung sind 
im Katastropheneinsatz besonders hoch (dazu und zum Folgenden Behnke 
                                                  
88 http://amazonpickingchallenge.org/ (15.12.2015) 
89 www.youtube.com/watch?v=UrpMfdj-Mpc&feature=youtu.be (15.12.2015) 
90 Beim Einsatz in für Menschen unzugänglichen Umgebungen spielen die durch Tele-
operation entstehenden Personalkosten nur eine untergeordnete Rolle (dazu und zum 
Folgenden Behnke 2014, S. 25). Bei guter Kommunikationsverbindung zwischen Ro-
boter und Operator erscheint daher oft eine direkte Kontrolle des Roboters wün-
schenswert. Dennoch werden teilautonome Verhaltensweisen entwickelt, um die Auf-
gaben schneller und präziser zu erfüllen und auch bei fehlender Kontrolle die Einsatz-
fähigkeit sicherzustellen. 
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2014, S. 24; Schaal 2014, sowie S. 2 u. 16).91 Dass die zur Verfügung stehenden 
Technologien diese Ansprüche bei Weitem noch nicht erfüllen können, zeigt 
die bereits erwähnte DARPA Robotics Challenge wie auch die Reaktorkatastro-
phe von Fukushima. Obwohl Japan in der Robotik zu den führenden Nationen 
zählt, stand kein autonomes System bereit, das sinnvoll Hilfe hätte leisten kön-
nen. Bei den zur Verfügung stehenden Technologien handelt es sich um mobile 
Roboter (auf Rädern), die – meist ferngesteuert – zur Aufklärung, zur Bergung 
gefährlicher Gegenstände bzw. zur Entschärfung von Sprengsätzen eingesetzt 
werden. Abbildung III.15 (links) zeigt den Roboter Packbot92 der Firma iRobot 
im Einsatz. Dieser Roboter kann mit einem 3-D-Laserscanner die Einsatzumge-
bung erfassen, Karten erzeugen und autonom navigieren. Wesentliche Impulse 
zur Entwicklung autonomerer Robotersysteme kommen aus der Weltraumfor-
schung, wo eine Teleoperation aufgrund der langen Signallaufzeit sowie der be-
grenzten Kommunikationsmöglichkeiten naturgemäß an Grenzen stößt. Im 
Rahmen des NASA Robonaut-Projekts93 wird seit vielen Jahren an Robotern 
dieser Art geforscht. Der Curiosity-Rover94 der NASA befindet sich seit 2012 
auf dem Mars und führt dort mit zehn Instrumenten Untersuchungen durch. 
Der Roboter kann autonom navigieren, wird aber vom NASA Jet Propulsion 
Laboratory aus konfiguriert und überwacht. 
Ein besonders umstrittenes Gebiet ist der Einsatz militärischer Roboter (da-
zu und zum Folgenden Schaal 2014, S. 17 u. 40). Einerseits möchte man Men-
schen aus militärischen Gefahrenzonen möglichst fern halten, andererseits wirft 
die zunehmende Automatisierung von Kampfhandlungen viele ethische Prob-
lematiken auf, die aktuell kontrovers diskutiert werden (International Commit-
tee of the Red Cross 2014) – in einem offenen Brief wurde, wie bereits erwähnt 
(Kap. II.3), jüngst von über 20.000 Personen, darunter viele KI-Forscher und 
Berühmtheiten wie Stephen Hawking und Elon Musk, ein Verbot offensiver 
autonomer Waffen gefordert.95 Im Vordergrund der Debatte steht die Frage, 
inwiefern es ethisch vertretbar und völkerrechtlich zulässig ist, Maschinen im 
Gefecht autonom über Leben und Tod von Menschen entscheiden zu lassen 
(Royakkers/van Est 2015, S. 249 ff.). Bereits heute befinden sich diverse, roboter-
ähnliche Maschinen im militärischen Einsatz, ihre Autonomie ist allerdings 
noch eher begrenzt. Sicherlich am weitesten verbreitet sind Drohnen, die zwar 
bereits in großer Zahl militärische Handlungen ausführen (TAB 2011), dabei 
                                                  
91 www.wissenschaft.de/technik-kommunikation/technik/-/journal_content/56/12054/ 
939663/Kein-Markt-f%C3 %BCr-Katastrophen-Roboter/ (15.12.2015) 
92 www.irobot.com/For-Defense-and-Security/Robots/510-PackBot.aspx#PublicSafety 
(15.12.2015) 
93 http://robonaut.jsc.nasa.gov/default.asp (15.12.2015) 
94 www.nasa.gov/mission_pages/msl/ (15.12.2015) 
95 http://futureoflife.org/AI/open_letter_autonomous_weapons (15.12.2015) 
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jedoch ferngesteuert werden, sodass sich ihre Selbstständigkeit im Wesentlichen 
auf die stabile Flugkontrolle beschränkt. Ebenfalls einen stark militärischen 
Anwendungsbezug, wenngleich keinen Waffencharakter, haben der bereits er-
wähnte Packbot, der seit 2002 in tausendfacher Zahl von der US-Armee u. a. als 
Spähroboter eingesetzt wird, sowie die Transportroboter »BigDog« und dessen 
Nachfolger »LS3« (Legged Squad Support Systems)96 (Abb. III.15 rechts). Hier-
bei handelt es sich um einen maultierähnlichen Lastenroboter auf vier Beinen, 
der über einen Benzinmotor angetrieben wird und bis zu 180 kg transportieren 
kann. Das von der Firma Boston Dynamics97 entwickelte Projekt wurde 2005 
von der DARPA beauftragt und mit ca. 100 Mio. US-Dollar unterstützt, erste 
Prototypen werden von der US-Armee getestet. LS3 kann sich auch in schwieri-
gem Gelände sicher und semiautonom fortbewegen, dabei wird er über Fern-
steuerung dirigiert oder er wird darauf programmiert, mithilfe seiner visuellen 
Sensoren einem Menschen zu folgen. 
Abb. III.15 Packbot und LS3 
 
Quelle: U.S. Army (links); DARPA (rechts) 
Es wird erwartet, dass sich derartige Roboter »in den kommenden Jahren ... von 
reinen ferngesteuerten Maschinen – etwa zur Bombenentschärfung oder als 
bewegliche Videokamera in Gebäuden – zu vernetzten Systemen fortentwi-
ckeln, die eigenständig agieren und Aufträge erfüllen« (Dickow 2015, S. 17). Die 
ethischen, rechtlichen und sicherheitspolitischen Fragen, die diese Entwicklung 
im Hinblick auf mögliche Kampfeinsätze aufwirft, sind drängend. Gleichwohl 
ist festzuhalten, dass noch mindestens 10 bis 20 Jahre vergehen dürften, bis 
komplett autonome Roboter in unstrukturiertem Gelände wirklich einsatzfähig 
                                                  
96 www.bostondynamics.com/robot_ls3.html (15.12.2015) 
97 www.bostondynamics.com (15.12.2015) 
2.  Autonome Robotik 
127 
sind (Schaal 2014, S. 72). Die Autonomie, welche die Erledigung etwa spezieller 
militärischer Aufgaben am Boden erfordert, liegt noch weit jenseits dessen, 
wozu die Technologien derzeit imstande sind. Bei Drohnen dürfte sich die Ent-
wicklung in Richtung Autonomie hingegen deutlich schneller vollziehen. 
Serviceroboter 
Der Servicebereich ist neben der Industrie sicherlich eines der zukunftsträch-
tigsten Einsatzgebiete für autonome Roboter. Laut International Federation of 
Robotics (IFR) sind Serviceroboter gerade dabei, die Welt zu erobern: Seit Jah-
ren steigen die Verkaufsraten im zweistelligen Bereich (IFR 2015b).98 Für einfa-
che Aufgaben in Haushalt und Garten, wie Staubsaugen und Rasenmähen, sind 
kostengünstige Serviceroboter schon heute verfügbar und haben eine weite 
Verbreitung gefunden (dazu und zum Folgenden Behnke 2014, S. 19). Bei-
spielsweise bietet die Firma iRobot Staubsaugerroboter, Bodenreinigungsrobo-
ter, Bodenwischroboter sowie Roboter zur Reinigung von Swimmingpools und 
Dachrinnen an. Diese Geräte – die Bezeichnung Roboter ist hier sicherlich hoch 
gegriffen – sind mit einfachen Sensoren wie Abstandssensoren und Kon-
taktsensoren ausgestattet und haben eine geringe Rechenleistung. Typisch ist 
das quasi zufällige Fahren bis zu einem Hindernis, an dem die Richtung geän-
dert wird. Wenn die Umgebung robotergerecht gestaltet wird, z. B. durch Ver-
meiden auf dem Boden liegender Kabel, können sie ihre Aufgaben selbstständig 
erledigen. Sie finden auch ihre Ladestation wieder, die im Infrarotbereich Signa-
le aussendet. Auch einfache Rasenmähroboter verfolgen eine ähnliche Strategie. 
Dazu wird die zu mähende Fläche in der Regel durch ein Kabel eingegrenzt. 
Damit die Roboter systematischer vorgehen können, werden bessere Sensoren 
und mehr Rechenleistung benötigt.99 
Entscheidend für den Markterfolg solcher Helfer ist, dass der Mehrwert, der 
durch Arbeitserleichterung oder erhöhten Komfort entsteht, die Anschaffungs-
                                                  
98 So stieg der weltweite Verkauf von Haushaltsrobotern um 28 % auf ca. 3 Mio. Einhei-
ten. Bei den Servicerobotern für professionelle Anwendungen wurden 2014 rund 
24.200 Einheiten verkauft (v. a. in den Bereichen Verteidigung und Landwirtschaft, 
dort insbesondere Melkroboter), was einer Steigerung gegenüber 2013 von 11,5 % ent-
spricht. Als Zukunftsmarkt gelten private Assistenzroboter für die Senioren- und Be-
hindertenbetreuung, die einen massiven Zuwachs zu verzeichnen haben (2014: 4.416 
verkaufte Einheiten gegenüber 699 Einheiten in 2013) (IFR 2015b). Darauf hinzuwei-
sen ist, dass die IFR den Begriff Serviceroboter sehr weit definiert und ex negativo alle 
Roboter darunter fasst, die nicht zu den industriellen Produktionsrobotern zählen. 
99 Kürzlich hat die Firma Dyson einen Staubsaugerroboter auf den Markt gebracht, der 
mit einer Rundumkamera ausgestattet ist, eine Karte der Einsatzumgebung erstellt, 
sich lokalisiert und systematisch die zu reinigende Fläche abdeckt. Ähnliche Ziele ver-
folgt Bosch mit dem LogiCut-Navigationssystem für Rasenmähroboter. 
 III.  Stand der Technik 
128 
kosten rechtfertigt (Behnke 2014, S. 19). Dies scheint im Großen und Ganzen 
bereits der Fall zu sein, wie die rasant wachsenden Verkaufszahlen andeuten. 
2014 wurden laut IFR weltweit 4,7 Mio. Haushaltsroboter verkauft, 28 % mehr 
als 2013 (IFR 2015b). Geschätzt wird, dass 2015 bis 2018 noch einmal 25 Mio. 
privat genutzte Geräte hinzukommen. Trotz dieser Erfolgszahlen ist die Auto-
nomie der bislang verfügbaren Serviceroboter bescheiden. In der Regel bewegen 
sie sich auf Rädern fort und können somit nur in begrenztem Umfang Hinder-
nisse überwinden, außerdem verfügen sie nur über geringe Manipulationsmög-
lichkeiten – sie eignen sich folglich nur für hochspezialisierte, repetitive Aufga-
ben in klar geordneten (sogenannten robotergerechten) Arbeitsumgebungen. 
Indes wird in Forschung und Entwicklung bereits seit Längerem intensiv an 
einer neuen Generation von Servicerobotern gearbeitet, die fähig sein sollen, 
unterschiedliche Aufgaben auch in unstrukturierten Alltagsumgebungen selbst-
ständig zu bewältigen. Dazu bedarf es hochentwickelter Interaktionsmöglichkei-
ten sowie der Fähigkeit, sich mittels zahlreicher Sensoren auch in veränderten 
Umgebungen zurechtzufinden und aus Misserfolgen zu lernen (dazu und zum 
Folgenden Behnke 2014, S. 23 f.). Das Anwendungs- und Marktpotenzial für 
autonome Helfer, die über diese Kompetenzen verfügen, ist sehr groß. Sie könn-
ten es hilfsbedürftigen Menschen ermöglichen, länger selbstbestimmt im ge-
wohnten Umfeld zu leben, und auch in professionellen Pflegeeinrichtungen 
zahlreiche Aufgaben übernehmen. Große Potenziale bietet auch die Servicein-
dustrie, in der es viele scheinbar einfache Tätigkeiten gibt, die Roboter erledigen 
könnten, wie das Säubern von Tischen im Restaurant oder die Herrichtung von 
Gästezimmern im Hotel. Der größte Markt ist sicher der breite Einsatz im 
Haushalt, um jedermann von Alltagstätigkeiten zu entlasten. 
Noch sind die Früchte der langjährigen Entwicklungsanstrengungen aber 
nicht ausgereift. Die vorliegenden Prototypen – Beispiele sind »PR2«100 (Willow 
Garage), »Twendy-One«101 (Waseda Universität), »Care-O-Bot«102 (Fraunhofer 
IPA), »Rollin' Justin61«103 (DLR), »Armar«104 (Karlsruher Institut für Techno-
logie) oder »Cosero«105 (Universität Bonn) – haben einen deutlich stärkeren 
Forschungs- als Anwendungsbezug und sind noch sehr teuer (die Kosten gehen 
in die Hunderttausende Euro) (dazu und zum Folgenden Behnke 2014, S. 23). 
Auffällig ist die verbreitete humanoide Gestalt, die es u. a. ermöglichen soll, in 
einem Umfeld zu agieren, das an den Menschen angepasst ist. Das bereits beste-
hende Potenzial persönlicher Serviceroboter wird bei Demonstrationen deut-
                                                  
100 www.willowgarage.com/pages/pr2/overview (15.12.2015) 
101 http://twendyone.com/ (15.12.2015) 
102 www.care-o-bot.de/de/care-o-bot-4.html (15.12.2015) 
103 www.dlr.de/rm/desktopdefault.aspx/tabid-5471 (15.12.2015) 
104 http://his.anthropomatik.kit.edu/241.php (15.12.2015) 
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lich, bei denen diese komplexe Aufgaben lösen, wie das Einräumen von Ge-
schirr in eine Spülmaschine oder das Backen von Pfannkuchen (Beetz et al. 
2011). Allerdings erfordern diese Demonstrationen in der Regel immer noch 
viel Entwicklungsaufwand und funktionieren nur unter hinreichend kontrol-
lierten Bedingungen. An einen produktiven Einsatz unter realen Bedingungen 
ist somit noch lange nicht zu denken. 
Eines der am weitesten entwickelten Systeme, das der Marktreife schon recht 
nahe kommt, ist der vom Fraunhofer-Institut für Produktionstechnik und Auto-
matisierung entwickelte Care-O-Bot, der seit 2015 in der vierten Generation vor-
liegt (Abb. III.16 links). Er wird als »elektronischer Butler« angepriesen, der »so 
zuvorkommend, freundlich und sympathisch wie ein Gentleman« sei (Fraunhof-
er-Institut für Produktionstechnik und Automatisierung 2015). Der Roboter, der 
sich dank innovativer Kugelgelenke in Hüfte und Hals sogar bücken kann und 
einfache Gesten wie Nicken oder Kopfschütteln beherrscht, ist modular aufgebaut 
und lässt sich somit für vielseitige Einsatzzwecke konfigurieren. Der ursprünglich 
intendierte Anwendungszweck ist, das lässt sich bereits dem Namen entnehmen, 
der pflegerische Einsatz zuhause oder in einer professionellen Einrichtung. Ein 
typisches Einsatzszenario, das auch schon real getestet wurde, ist das Holen oder 
Bringen von Gegenständen, damit sich die Pfleger auf ihre eigentliche Aufgabe 
konzentrieren können. Die Bedienung erfolgt über einen am Kopf angebrachten 
Touchscreen, zusätzlich verfügt das System über Mikrofone zur Spracherken-
nung und Kameras zur Personen- und Gestenerkennung. 
Abb. III.16 Care-O-Bot 4 und Cosero 
 
Quelle: Fraunhofer IPA (Foto: Rainer Bez) (links); Universität Bonn (rechts) 
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Um die Forschung im Bereich komplexer Serviceroboter für häusliche Anwen-
dungen zu fördern und unterschiedliche Ansätze vergleichbar zu machen, ver-
anstaltet die RoboCup-Federation jährliche internationale Wettbewerbe in der 
@Home-Liga (dazu und zum Folgenden Behnke 2014, S. 23 f.; Stückler et al. 
2012). Hier müssen die Roboter autonom eine Reihe komplexer Aufgaben lö-
sen, wie beispielsweise das Holen von Getränken oder das Wegräumen herum-
liegender Gegenstände. Abbildung III.16 (rechts) zeigt den Serviceroboter Cose-
ro der Universität Bonn im Einsatz, wie er eine Flasche zu öffnen versucht. Da 
die autonome Verhaltenssteuerung dieser Serviceroboter noch schnell an Gren-
zen stößt, wurde für Cosero ein Teleoperationsinterface auf einem Tablet-PC 
implementiert, mit dem ein Nutzer den Roboter aus der Ferne überwachen und 
konfigurieren kann (Schwarz et al. 2014). Die Steuerung erfolgt auf drei Ebenen: 
Auf der obersten Ebene spezifiziert der Nutzer Aufgaben, wie »hole das Bier aus 
dem Kühlschrank«. Auf der mittleren Ebene werden einzelne Aktionen konfi-
guriert: Der Roboter greift beispielsweise ein auf dem Bildschirm selektiertes 
Objekt oder fährt zu einer bestimmten Stelle. Auf der untersten Ebene kann der 
Nutzer den Roboter direkt steuern. 
Ziel eines solchen Teleoperationsinterfaces ist es, den jeweils höchst mögli-
chen Autonomiegrad zu nutzen, d. h., der Roboter soll möglichst viele Aufgaben 
selbst erledigen, um den Nutzer zu entlasten und auch um die Ausführungszeit 
niedrig zu halten (dazu und zum Folgenden Behnke 2014, S. 24, sowie Schaal 
2014, S. 71). Auf diese Weise wird die Intelligenz des Nutzers mit der Fähigkeit 
zur mobilen Manipulation des Roboters kombiniert, was insbesondere für Nut-
zer mit Mobilitätseinschränkungen sehr hilfreich sein kann. Da im klinischen 
Bereich oft bereits eine vergleichsweise kleine Hilfe einen großen Unterschied 
machen kann und auch höhere Preise akzeptiert werden, könnten einfache As-
sistenzroboter dieser Art bereits in den nächsten 5 bis 10 Jahren von der For-
schung in die breitere Anwendung übergehen. 
Soziale Roboter 
Die Robotik durchläuft momentan eine Entwicklung, die sich zunehmend von 
der rein industriellen Anwendung wegbewegt und stärker die Bereiche des 
normalen täglichen Lebens in den Blick nimmt (Schaal 2014, S. 25). Dabei ist es 
fast zwangsläufig, dass Roboter und Menschen sich immer näherkommen, eine 
Entwicklung, die bereits bei den gängigen Servicerobotern zu beobachten ist. 
Für Service- und Industrieroboter wird zukünftig die intuitive Interaktion mit 
Menschen wesentlicher Teil der Funktionalität sein. Neben diesen etablierten 
Anwendungsbereichen eröffnen sich aber auch andere Einsatzfelder, bei denen 
die soziale Interaktion ganz zentral im Vordergrund steht: etwa therapeutische 
Aufgaben, die Betreuung von Kindern bzw. älteren Menschen, der Einsatz als 
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»Spielgefährte«, »Museumsführer« oder »Aufsichtsperson«. Roboter, die für 
solche Aufgaben geeignet sind, werden als soziale Interaktionsroboter bezeich-
net – allerdings ist die Abgrenzung zum Serviceroboter dabei unscharf (Feil-
Seifer/Matarić 2005). Bei sozialen Robotern handelt es sich im Grunde genom-
men um eine spezielle Ausprägung von Servicerobotern, bei denen die soziale 
Interaktionssituation den eigentlichen Anwendungszweck bestimmt und die 
deshalb über besondere Kommunikationsmittel sowie Ausdrucksmöglichkeiten 
verfügen müssen. 
Kinder und ältere Menschen scheinen stark auf Interaktionsroboter zu rea-
gieren, da sie eine ausgeprägte Veranlagung zur Imitation haben (dazu und zum 
Folgenden Behnke 2014, S. 27 f.). In Pilotstudien konnte gezeigt werden, dass 
insbesondere autistische Kinder auf humanoide Robotern ansprechen und da-
von in ihrem Kommunikationsverhalten profitieren, wodurch sich neue Thera-
piemöglichkeiten ergeben (Wainer et al. 2010). Eine englische Forschergruppe 
hat spezifisch für den Umgang mit autistischen Kindern den humanoiden Ro-
boter Kaspar entwickelt, der, vom Aussehen einer Spielzeugpuppe ähnlich, über 
sehr einfache gestische und mimische Ausdrucksmöglichkeiten verfügt.106 Auf 
ähnliche Weise werden Roboter auch bereits bei älteren Menschen, etwa bei 
Demenzpatienten, zu therapeutischen Zwecken eingesetzt. Für einige Furore 
sorgte in diesem Zusammenhang die vom japanischen National Institute of Ad-
vanced Industrial Science and Technology (AIST) entwickelte Roboterrobbe 
»Paro« (Abb. III.17 links), die inzwischen auch in Deutschland zugelassen ist 
und in etwa 100 Altenheimen zum Einsatz kommt.107 Paro ist als eine Art 
künstliches Haustier für demente Personen gedacht. Der etwa 50 cm große Ro-
boter reagiert auf Berührung und Geräusche, er kann sich Personen zuwenden 
und ist fähig, Personen anhand ihrer Stimme zu unterscheiden. Das niedliche 
Äußere, die robbenähnlichen Geräusche und Bewegungen des Roboters wecken 
offenbar Fürsorgeinstinkte und sprechen die Demenzpatienten auf einer emoti-
onalen Ebene an (Wada/Shibata 2007). 
Ein anderes Beispiel für einen Interaktionsroboter ist »Robotinho«, der für 
den Einsatz als Museumsführer entwickelt wurde (dazu und zum Folgenden 
Behnke 2014, S. 27; Nieuwenhuisen/Behnke 2013). Dieser Roboter kommuni-
ziert mit den Besuchern über mehrere Kanäle gleichzeitig, verfügt über aus-
drucksstarke Mimik und animiert den Mund beim Sprechen. Die Augen und 
Augenlider sind beweglich, und der Roboter erzeugt Blickkontakt mit seinen 
Kommunikationspartnern und wendet sich diesen mit Kopf und Rumpf zu. Der 
Robotinho ist fähig, verschiedene Gesten zu generieren – beispielsweise lenkt er 
die Aufmerksamkeit der Besucher durch Zeigegesten und gleichzeitiges Hinse-
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hen auf bestimmte Ausstellungsstücke, die er gerade erläutert. Auch bei der Na-
vigation macht der Roboter durch seine Körpersprache klar, in welche Richtung 
er sich gerade bewegen möchte, bzw. behält die ihm folgenden Besucher im 
Blick. Dadurch, dass der Roboter die Kommunikationskanäle der zwischen-
menschlichen Kommunikation nutzt, wirkt er besonders intuitiv. Robotinho 
wurde 2010 testweise im Deutschen Museum Bonn eingesetzt. 
Abb. III.17 Paro und Pepper 
 
Quelle: motoyen/Flickr/CC-BY-2.0 (links); Xavier Caré/Wikimedia Commons/  
CC-BY-SA-4.0 (rechts) 
Es ist damit zu rechnen, dass im Zuge des demografischen Wandels zukünftig 
vor allem Zuwendungsroboter an Bedeutung gewinnen könnten, wenngleich 
deren pflegerischer Einsatz durchaus auf ethische Bedenken stößt (Christaller et 
al. 2001, S. 212). Bereits jetzt scheinen soziale Roboter ein recht großes Marktpo-
tenzial zu haben (dazu und zum Folgenden Behnke 2014, S. 28, sowie Schaal 
2014, S. 26 f.). Darauf deuten etwa die Vorverkaufszahlen für den einfachen 
Kommunikationsroboter »Jibo«108 hin, der mehr als 4.800-mal vorbestellt 
wurde. Dabei kann der stationäre Jibo nicht viel mehr als ein modernes 
Smartphone – das jedoch zu einem recht günstigen Preis von ca. 750 US-Dollar. 
Er verfügt weder über Arme noch Beine, dafür jedoch über eine drehbare, kopf-
ähnliche Kugel, in der ein Bildschirm und allerlei Technik (Raummikrofon, 
zwei HD-Kameras, Software zur Sprach- und Gesichtserkennung etc.) unter-
gebracht sind. Damit soll er zu einfachen sozialen Interaktionen fähig sein, etwa 
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Personen am Gesicht zu erkennen und sie beim Namen zu nennen. Auch die 
französische Firma Aldebaran hat kürzlich mit Erfolg einen sozialen Gefährten – 
den humanoiden Familienroboter »Pepper«109 (Abb. III.17 rechts) – auf den 
Markt gebracht. Auch hier waren die ersten 1.000 Exemplare sofort ausverkauft 
(zu einem Preis von je etwa 1.400 Euro). Pepper, der sich autonom fortbewegen 
kann und damit etwas komplexer aufgebaut ist als Jibo, verfügt ebenfalls über 
keine praktischen Fertigkeiten, sondern ist als lernfähiger Robotergefährte kon-
zipiert, der auch auf emotionaler Ebene mit Menschen interagieren können soll. 
Neben dem privaten Bereich ist er deshalb primär für den Einsatz in Verkaufs-
räumen vorgesehen. 
Bei diesen kommerziellen Beispielen scheint es sich aber vor allem noch um 
technische Spielereien zu handeln, von einem wirklichen Durchbruch in der 
sozialen Robotik kann noch keine Rede sein. Trotz teils sehr langer Entwick-
lungszeiträume – im Falle von Paro dauerte es von 1993 bis 2004, bis das Pro-
dukt in Serienreife vorlag – verfügen die beschriebenen Interaktionsroboter nur 
über minimale autonome Funktionen und nur über ein eingeschränktes Reper-
toire an Interaktionsmöglichkeiten. Während die Produktion von Sprache, Mi-
mik, Gestik etc. teilweise schon recht gut funktioniert, ist die Erkennung der 
menschlichen Äußerungen, die für eine erfolgreiche soziale Interaktion wesent-
lich ist, häufig noch mit gravierenden Problemen behaftet und verbesserungs-
bedürftig. Einen autonomen sozialen Roboter mit komplexem Sozialverhalten 
zu entwickeln, stellt nicht zuletzt auch deshalb eine besondere, bislang noch 
nichtgelöste Herausforderung dar, weil es die Grenzen der herkömmlichen 
Robotikforschung sprengt (dazu und zum Folgenden Schaal 2014, S. 26 f.). Zu 
den ursprünglichen Robotikthemen wie Lernen, Adaption, Planen, Regeltech-
nik etc. kommen neue Themengebiete hinzu wie das automatische Anpassen an 
verschiedene menschliche Verhaltensmuster, die Aufmerksamkeitskontrolle 
oder das Erkennen von Emotionen und Absichten (Schaal 2007). Nicht zu ver-
gessen ist ein weiteres wichtiges Forschungsthema, nämlich das Design des Ro-
boteraussehens, das entscheidenden Einfluss auf die Nutzerakzeptanz hat (Wal-
ters et al. 2008). 
Nanoroboter 
Ein Anwendungsfeld mit stark visionären Anklängen ist der Einsatz autonomer 
Nanoroboter im Inneren des menschlichen Körpers, die dort körperliche Funk-
tionen selbstständig überwachen und diagnostische, therapeutische oder prä-
ventive Maßnahmen durchführen sollen (dazu und zum Folgenden Gransche/ 
Warnke 2014, S. 65 ff.). So futuristisch dies klingt: Die ursprüngliche Idee für 
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»schluckbare Chirurgen« im Nanoformat stammt bereits aus den 1950er Jahren 
und wurde von dem Physiker Richard Feynman seinem Mitarbeiter Albert 
Hibbs zugeschrieben.110 Jahrzehnte danach wird zwar intensiv an mikrosko-
pisch kleinen »Robotern« geforscht, die im menschlichen Körper eingesetzt 
werden sollen – und zwar durchaus mit einigem Erfolg (Tottori et al. 2014). 
Hierbei handelt es sich jedoch in der Regel um biologische Systeme auf bakteri-
eller oder DNA-Basis, die aus technischer Sicht wenig bis gar nichts mit dem 
hier verwendeten Roboterbegriff zu tun haben, obwohl sie Nanoroboter ge-
nannt werden (Mavroidis/Ferreira 2013). 
Gleichwohl wird – an der Schnittstelle Robotik, Materialforschung, Bio-
chemie und Biophysik – weiterhin auch an einer stärker technisch orientierten 
Umsetzung der ursprünglichen Vision gearbeitet (dazu und zum Folgenden 
Schaal 2014, S. 23 f. u. 72). Die Hindernisse für die Entwicklung von Nanorobo-
tern im eigentlichen Sinne sind jedoch sehr groß, da im Mikro- und Nanome-
terbereich ganz andere physikalische Gesetzmäßigkeiten herrschen, etwa in Be-
zug auf den Flüssigkeitswiderstand, als wir sie aus alltäglichen Größenordnun-
gen kennen (Spatz/Schaal 2014). Herkömmliche Konzepte und Ansätze aus der 
Robotik helfen hier nicht weiter. Folglich ist die Wissenschaft derzeit noch mit 
sehr grundlegenden Fragen befasst und versucht zu verstehen, wie man mit sen-
sorischen und motorischen Funktionen ausgestattete Nanoroboter überhaupt 
generieren kann und wie es gelingen könnte, Informationsverarbeitung und 
Energieversorgung in diesen kleinen Systemen zu realisieren. Derartige Proble-
me werden die Grundlagenforschung voraussichtlich noch für die nächsten 10 
bis 30 Jahre beschäftigen. Dennoch ist es nicht ausgeschlossen, dass schon frü-
her in einigen klinischen Bereichen biobasierte Nanoroboter eingesetzt werden, 
etwa um Arzneimittel gezielt in den Körper einzubringen. Die Risiken solcher 
Praktiken sind jedoch noch völlig unklar, genauso wie man bisher nicht weiß, 
wie man Nanoroboter wieder aus dem Körper extrahieren könnte. 
Forschungslandschaft in Deutschland 2.4 
Vor allem aufgrund seiner starken Automobilindustrie zählt Deutschland, ge-
messen an den Verkäufen im Jahr 2014, zum weltweit fünftgrößten Markt für 
Industrieroboter (nach Japan, China, den USA und Korea) (IFR 2015a). Hin-
sichtlich der Roboterdichte steht Deutschland (mit 282 installierten Industrie-
robotern pro 10.000 Beschäftigte in der Produktionsindustrie) sogar auf dem 
dritten Platz nach Korea und Japan. Diese wettbewerbsstarke Position im Be-
reich der Industrierobotik entspricht den wissenschaftlich-technischen und 
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wirtschaftlichen Stärken Deutschlands auf dem Gebiet der Automatisierungs-
technik, sie verdankt sich aber auch einer vielfältigen Forschungslandschaft, in 
der nicht zuletzt wesentliche Beiträge zur Entwicklung autonomer Roboter, KI 
und ML gemacht worden sind. Als herausragende deutsche Zentren für For-
schung und Entwicklung sind diesbezüglich zu nennen (dazu und zum Folgen-
den Behnke 2014, S. 16 ff.): 
› Das DLR Robotik und Mechatronik Zentrum (RMC),111 das Forschung 
und Entwicklung auf den Gebieten Robotik, Mechatronik und optische Sys-
teme für Anwendungen in den Bereichen Raumfahrt, Luftfahrt und Ver-
kehr betreibt. Hier wurden beispielsweise die Leichtbauroboter entwickelt, 
die inzwischen von der Firma Kuka vermarktet werden. Weitere herausra-
gende Entwicklungen sind der Serviceroboter Justin, der medizinische Ro-
boter MIRO und die Laufmaschine TORO. 
› Das Max-Planck-Institut für Intelligente Systeme,112 das an den Standorten 
Tübingen und Stuttgart grundlegende Arbeiten mit dem Ziel des Verständ-
nisses der Prinzipien von Wahrnehmen, Lernen und Handeln in autono-
men Systemen durchführt. Das Institut verfolgt einen interdisziplinären 
Ansatz. Besonders relevant für die hier besprochene Thematik sind die Ar-
beiten der Abteilungen Perzeptive Systeme, Empirische Inferenz und Auto-
nome Motorik. 
› Auch die Fraunhofer-Gesellschaft betreibt angewandte Forschung auf dem 
Gebiet der Robotik und KI, unter anderem am Institut für Produktions-
technik und Automatisierung IPA,113 an dem z. B. die Care-O-Bot-Ser-
viceroboter entwickelt wurden, oder am Institut für Optronik, Systemtech-
nik und Bildauswertung IOSB,114 wo Roboter zur Unterstützung von Ret-
tungskräften entwickelt werden. Am Institut für Intelligente Analyse- und 
Informationssysteme IAIS werden die Forschungsgebiete Kognitive Robotik 
und Deep Learning verfolgt.115 
› Das Deutsche Forschungszentrum für Künstliche Intelligenz (DFKI),116 das 
Standorte in Kaiserslautern, Saarbrücken und Bremen unterhält und auf 
dem Gebiet innovativer Softwaretechnologien auf der Basis von KI-Metho-
den die führende wirtschaftsnahe Forschungseinrichtung Deutschlands ist. 
Im Bremer Robotics Innovation Center (RIC) werden mobile Robotersys-
teme entwickelt, die an Land, zu Wasser, in der Luft und im Weltraum für 
komplexe Aufgaben eingesetzt werden. 
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Daneben gibt es auch an vielen Universitäten führende Forschergruppen (dazu 
und zum Folgenden Behnke 2014, S. 16 f.). Hervorzuheben sind die TU Mün-
chen, wo bis 2014 im Rahmen des DFG-Exzellenzclusters Kognition für techni-
sche Systeme (CoTeSys)117 Serviceroboter für den Haushalt entwickelt wurden, 
sowie das Institut für Anthropomatik und Robotik118 des Karlsruher Instituts 
für Technologie (KIT), an dem im Rahmen des DFG-Sonderforschungsbereichs 
»Humanoide Roboter«119 (SFB 588, Laufzeit 2001–2012) die Armar-Servicero-
boter entstanden sind. Eine umfangreiche Liste der zahlreichen deutschen Ar-
beitsgruppen findet sich im Internet.120 
Als besondere Stärke der deutschen Robotikforschung gilt ihre breite aka-
demische Basis, in der grundlagenorientiert an autonomen Robotersystemen 
gearbeitet wird (dazu und zum Folgenden Behnke 2014, S. 18 f., sowie Schaal 
2014, S. 75). Im Hinblick auf die autonome Robotik wird allerdings als Manko 
gesehen, dass im Bereich der Industrie noch die klassische Automatisierung im 
Vordergrund steht – die Industrieforschung in der autonomen Robotik ist in 
anderen führenden Robotikländern deutlich stärker, beispielsweise in den USA 
(z. B. Google, iRobot, Rethink Robotics) oder in Japan (z. B. Yaskawa, Kawada, 
Fanuc, Toyota, Honda). Hinzu kommt, dass sich in Deutschland zwischen aka-
demischer Forschung und der Industrie eine recht große Lücke auftut, welche 
eine Überführung der Forschungsergebnisse in Innovationen erschwert – die 
intensive Kooperation zwischen dem DLR und Kuka, die u. a. den Leichtbauro-
boter hervorgebracht hat, ist hier eine der wenigen erwähnenswerten Ausnah-
men (Bischoff et al. 2010). Um den tiefen Graben zwischen Grundlagenfor-
schung und Anwendung zu überwinden, bräuchte es eine gezielte und risikobe-
reite Förderung vielversprechender Forschungsprojekte der autonomen Robotik 
in einer finanziell signifikanten Größenordnung – die fehlt aber in Deutschland 
weitgehend. Zwar gab es von 2005 bis 2009 das Verbundprojekt »Deutsche Ser-
vicerobotik Initiative« (DESIRE),121 das im Rahmen des Programms »Leitinno-
vation Servicerobotik« des Bundesministeriums für Bildung und Forschung 
(BMBF) gefördert wurde. Auch der aktuelle BMBF-Förderschwerpunkt 
»Mensch-Technik-Interaktion im demografischen Wandel« weist vielfältige in-
haltliche Bezüge zur Servicerobotik auf.122 Dennoch werden vom BMBF derzeit 
aber nur sieben kleinere, anwendungsorientierte Servicerobotikprojekte geför-
                                                  
117 www.cotesys.org/ (15.12.2015) 
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122 Die Ausrichtung der deutschen Forschungsförderung im Bereich Robotik wird vertie-
fend in dem Horizon-Scanning des VDI/VDE-IT zum Thema »Mensch-Maschine-
Entgrenzung im Anwendungsfeld ›Gesundheit im demografischen Wandel‹« betrach-
tet (in Vorbereitung). 
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dert,123 was deutlich hinter den Programmen anderer Länder zurückbleibt. So 
hat die USA neben der DARPA-Förderung eine »National Robotics Initiative« 
ins Leben gerufen, in der autonome Roboter entwickelt werden sollen, die 
Schweiz hat mit dem National Center of Competence Research (NCCR) ein Ro-
botikkompetenzzentrum gegründet und auch Japan hat kürzlich eine Robo-
tikstrategie vorgelegt. 
Fazit 2.5 
Die autonome Robotik hat in den letzten Jahren zweifelsohne erhebliche Fort-
schritte gemacht, was sich an der wachsenden Verbreitung autonomer Systeme 
in Forschung, Industrie und Haushalt ablesen lässt. Die Breite der dargestellten 
Anwendungsbereiche macht zudem deutlich, dass das Feld das Potenzial hat, 
viele alltägliche Lebensbereiche grundlegend zu verändern (Behnke 2014, S. 37). 
Auch wenn autonome Roboter heute schon über erstaunliche Fähigkeiten in 
einzelnen Aspekten verfügen, ist dennoch festzuhalten, dass noch starke Be-
schränkungen bestehen, die auf längere Sicht Gegenstand intensiver Forschun-
gen bleiben dürften. So beschränkt sich der kommerzielle Aufschwung im We-
sentlichen auf mobile Roboter, d. h. Systeme, die sich auf Rädern fortbewegen 
und nur sehr spezialisierte Fertigkeiten haben (dazu und zum Folgenden Schaal 
2014, S. vi f.). Die Königsdisziplin der autonomen Robotik, nämlich humanoide 
Systeme, die auch komplexere Manipulationsaufgaben in unstrukturierten Um-
gebungen selbstständig durchführen können, befindet sich nach wie vor in ei-
nem frühen Forschungsstadium – und damit auch Assistenz- und Servicerobo-
ter, die über diese Kompetenzen verfügen müssen, um die in sie gesetzten gro-
ßen Zukunftshoffnungen erfüllen zu können. Die Forschungsaufgaben, die es 
diesbezüglich noch zu lösen gilt, sind groß und sind auf mindestens zwei unter-
schiedlichen Ebenen angesiedelt (zum Folgenden Schaal 2014, S. 72 f.): 
› Die Verbesserung der Hardware wie effizientere Rechner, längerfristig ver-
fügbare Energiequellen, beweglichere und robustere Aktuatoren sowie eine 
leistungsstärkere Sensorik: Die bestehenden Hardwarekomponenten sind 
oft noch zu groß und teuer sowie nicht auf den erforderlichen Leichtbau 
ausgelegt, und insbesondere die mechatronische Integration der unzähligen 
Bausteine zu einem ebenso kompakten wie funktionalen Gesamtsystem 
stellt eine große Hürde dar. 
› Die Entwicklung standardisierter Softwarearchitekturen, welche eine effizi-
ente Programmierung von Wahrnehmungs-, Lern- und Anpassungsfähig-
                                                  
123 www.softwaresysteme.pt-dlr.de/de/forschungsvorhaben-servicerobotik.php 
(15.12.2015) 
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keiten ermöglicht: Diesbezüglich ist oft noch nicht einmal geklärt, wie ro-
buste Perception-Action-Learning-Systeme überhaupt zu programmieren 
sind, d. h. welche Algorithmen sich hierfür eignen. 
Die Entwicklung autonomer Robotiksysteme erfordert demzufolge einen be-
sonders langen Atem und geeignete institutionelle sowie finanzielle Rahmenbe-
dingungen. Viele Einzelprojekte scheitern mangels langfristiger Finanzierung 
oder weil sie es nicht schaffen, die benötigten interdisziplinären Fachkompeten-
zen zu bündeln, die für die Bewältigung eines solchen Vorhabens unabdingbar 
sind. Die weltweit hervorstechenden Forschungsprojekte in der autonomen Ro-
botik zeichnen sich dadurch aus, dass eine beachtliche finanzielle Projektförde-
rung führende Forschungsteams längerfristig zusammenbringt – beispielhaft 
hierfür ist die DARPA-Förderung des letzten Jahrzehnts, welche die USA in 
wenigen Jahren an die Spitze der Robotikforschung katapultiert hat (dazu und 
zum Folgenden Schaal 2014, S. vii u. 61 f.). Viele Staaten – insbesondere die 
USA und Japan – haben dies erkannt und entsprechende nationale Förderpro-
gramme ins Leben gerufen. Auch die Privatindustrie setzt bereits seit Längerem 
auf das ökonomische Potenzial der Robotik und unterstützt langfristige und 
intensive Forschungsbemühungen. Zu beobachten ist, dass sich der Fokus der 
Unternehmen zunehmend von der klassischen Industrieautomatisierung auf die 
autonome Robotik mit ihren flexibleren Systemen verschiebt. Neben den nam-
haften Automobilherstellern und großen Zulieferern, die alle an Fahrerassis-
tenzsystemen arbeiten, ist es in Deutschland vor allem die in Augsburg ansässi-
ge Firma Kuka, die sich maßgeblich in der Servicerobotik engagiert (Behnke 
2014, S. 18). Auffällig ist jedoch, dass in den letzten Jahren vor allem die großen 
amerikanischen IT-Konzerne hohe Investitionen in die autonome Robotik getä-
tigt haben. So hat Google mehrere kleine Robotikfirmen aufgekauft – darunter 
Boston Dynamics, welche die Roboter »Little Dog« und »Atlas« herstellt – und 
eine neue Robotiksparte aufgebaut. Amazon hat die Firma Kiva Robotics über-
nommen, um die Automatisierung seiner Warenlager weiterzutreiben. Außer-
dem arbeitet der Konzern aktiv an semiautonomen Drohnen sowie an der Ver-
besserung autonomer Manipulationsroboter. 
Da die entsprechenden Forschungsaktivitäten und Entwicklungsbemühun-
gen der Internetkonzerne teilweise vertraulich ablaufen (Schaal 2014, S. 62), gibt 
es Raum für kritische Spekulationen bezüglich deren wirtschaftlicher Motive 
und Zielsetzungen. Eine immer wieder geäußerte Befürchtung ist, dass sich die 
gewaltige Wirtschaftskraft dieser Konzerne in den Dienst von technologischen 
Machbarkeitsvisionen stellt, die demokratisch nicht legitimiert sind (Wagner 
2015). Dass derartige Spekulationen nicht ganz unbegründet sind, zeigt sich 
daran, dass Google vor einigen Jahren den Transhumanisten Ray Kurzweil als 
technischen Direktor verpflichtet hat. Transhumanistische Zukunftsvisionen, 
nach denen autonome Systeme bald ein Selbstbewusstsein entwickeln und sich 
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bewusst der menschlichen Kontrolle entziehen könnten, erweisen sich bei nüch-
terner Betrachtung der Sachlage aber derzeit als kaum realistisch. Die jüngeren, 
ohne Zweifel beeindruckenden Anwendungserfolge, die auf Methoden der KI-
Forschung basieren, beschränken sich im Wesentlichen auf körperlose Soft-
wareagenten – Googles erfolgreiche Suchmaschine ist dafür sicherlich das beste 
Beispiel. Doch sind derartige KI-Systeme tatsächlich autonom, geschweige denn 
intelligent zu nennen? Angesichts ihrer rein virtuellen Existenz und ihrer sehr 
eng begrenzten »kognitiven« Leistungsfähigkeit ist dies äußerst fraglich. Ange-
sichts dessen scheint absehbar weniger die Machtübernahme intelligenter Ma-
schinen das drängende Problem zu sein als vielmehr die Tatsache, dass zwar 
immer einflussreichere, aber verhältnismäßig »dumme« Algorithmen zur Ge-
schäftsbasis neuer digitaler Monopole werden und damit zu einem Machtwerk-
zeug, das sich gesellschaftlicher Kontrolle weitgehend entzieht (Lanier 2014). 
Mit Blick auf autonome Robotiksysteme bleibt festzuhalten, dass sie sich – 
anders als Softwareagenten – in der physischen Realität zu bewähren haben, was 
die zuvor beschriebenen, großen FuE-Herausforderungen mit sich bringt. Vor 
diesem Hintergrund ist nicht davon auszugehen, dass sich die gesellschaftlichen 
Veränderungen abrupt vollziehen werden; eher ist mit einer allmählichen Ver-
breitung autonomer Roboter im Alltag zu rechnen, womit Raum für politische 
Weichenstellungen und eine gesellschaftliche Gestaltung der Entwicklung blei-
ben dürfte (Schaal 2014, S. 70). Die gesellschaftliche Handhabe ist schon allein 
deshalb gegeben, weil sich der derzeitige Aufschwung der autonomen Robotik 
nicht in einem rechtsfreien Raum abspielt, sondern durch zahlreiche nationale 
und internationale Regelwerke eingehegt wird (dazu und zum Folgenden Behn-
ke 2014, S. 32 ff.). So haben autonome Roboter, die in engeren Kontakt mit 
Menschen kommen könnten, nach derzeitiger Rechtslage bestimmten Sicher-
heitsvorschriften und -normen zu genügen. Die hier maßgebliche Rechtsbe-
stimmung ist die EU-Maschinenrichtlinie 2006/42/EG, die grundlegende Si-
cherheitsanforderungen für die Konstruktion und den Bau von Maschinen fest-
legt. Die Zulassung kann demzufolge nur erteilt werden, wenn eine Risikobeur-
teilung durchgeführt und die sich daraus ergebenden notwendigen Sicherheits-
maßnahmen umgesetzt wurden (VDMA 2014) – diese Kriterien stellen für au-
tonome Systeme im Prinzip hohe Hürden dar. Derzeit ist jedoch noch alleine 
der Hersteller für die Sicherheit der Systeme verantwortlich (sogenannte Eigen-
zertifizierung), generell mangelt es noch an professionellen Stellen, welche die 
komplexe Zertifizierung von Robotersystemen unterstützen oder gar überneh-
men könnten. 
Selbstverständlich sind bestehende Vorschriften und Normen, die ja nach 
Anwendungsfeld stark differieren können, nicht in Stein gemeißelt, sondern 
müssen an sich verändernde Problemlagen angepasst werden. Mit dem Ein-
dringen autonomer Roboter in alltägliche Lebensbereiche stellen sich hier viele 
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neue Fragen, nicht nur im Hinblick auf Sicherheitsaspekte, sondern auch bezüg-
lich Haftungs- und Datenschutzfragen (Müller 2014). Allerdings gilt es im Auge 
zu behalten, dass der Grat zwischen einer Unterregulierung einerseits, die recht-
liche Grauzonen schafft und Sicherheitsbedürfnisse ignoriert, sowie einer rest-
riktiven Überregulierung andererseits, durch welche die Innovationstätigkeit in 
bestimmten Anwendungsbereichen ganz zum Erliegen kommen kann, unter 
Umständen sehr schmal ist (Royakkers/van Est 2015, S. 332). Dieses Span-
nungsverhältnis, das auch als Collingridge-Dilemma124 bekannt ist, ist typisch 
für die Regulation von emergierenden Technologien wie der autonomen Robo-
tik. Um in solchen Situationen eine demokratische Governance von Innovati-
onsprozessen zu ermöglichen, hat die Europäische Kommission vorgeschlagen, 
den Fokus weg von der Gestaltung der regulativen Rahmenbedingungen und 
hin zur Gestaltung des Forschungs- und Innovationsprozesses selber zu ver-
schieben (von Schomberg 2014). Ziel dieser sogenannten »Responsible Research 
and Innovation« (RRI) ist u. a., die Bevölkerung möglichst früh in die Techno-
logieentwicklung einzubeziehen, um Ergebnisse zu erhalten, die in Einklang mit 
fundamentalen Werten und gesellschaftlichen Bedürfnissen stehen. Dies ge-
schieht in Anerkenntnis der Tatsache, dass Technologien immer, wenn auch oft 
nur implizit, bestimmte Wert- und Normvorstellungen verkörpern, insofern sie 
durch ihr spezifisches Design und ihre spezifische Funktionalität konkrete Nut-
zungsweisen nahelegen oder gar vorschreiben (und andere hingegen ausschlie-
ßen); autonome Roboter, die sensible soziale Bereiche (teil)automatisieren (und 
damit zwangsläufig auch normieren) sollen, sind hierfür sicherlich ein beson-
ders gutes Beispiel (van den Berg 2011). Es geht also darum, diese oft verborge-
nen Werte und Normen gesellschaftlich zu öffnen, indem die ethischen und 
gesellschaftlichen Dimensionen der neuen Technologien und ihrer Anwendun-
gen möglichst frühzeitig reflektiert werden. In Bezug auf die autonome Robotik 
scheint dieser Reflexionsprozess besonders drängend. Denn Ziel dieses FuE-Fel-
des ist es ja, Maschinen zu erzeugen, die bisher dem Menschen vorbehaltene 
Tätigkeiten übernehmen. Diese menschenähnlichen Maschinen transportieren 
(im Rahmen technologischer Möglichkeiten) ein bestimmtes Bild des Menschen 
sowie sozialer Beziehungen und werden somit, je mehr sie in unseren Alltag 
Einzug halten, auch unser Selbstverständnis grundlegend herausfordern – in 
Bezug auf so zentrale Konzepte wie Selbstbestimmung, Verantwortungsfähig-
keit und Identität. 
                                                  
124 Der britische Technikforscher David Collingridge (1982) machte als erster darauf auf-
merksam, dass die Abschätzung von Technikfolgen einem grundsätzlichen Dilemma 
unterliegt: So sind die gesellschaftlichen Auswirkungen einer Technologie in einem frü-
hen Stadium kaum absehbar – sie sind es vielmehr erst dann, wenn die Technologie-
entwicklung bereits weit fortgeschritten und damit kaum noch steuerbar ist. 
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Schlussfolgerungen und Ausblick IV. 
Tendenzen zur Verschmelzung von Mensch und Maschine, die Thema des vor-
liegenden Berichts sind, werden derzeit hauptsächlich durch Entwicklungen in 
zwei hochdynamischen Technologiefeldern verstärkt: 
› Auf der einen Seite durch das weite Feld der Neurotechnologien, das die 
direkte Kopplung des menschlichen Gehirns bzw. Nervensystems mit ma-
schinellen Systemen unterschiedlicher Art zum Ziel hat. Gegenwärtig ge-
schieht dies noch vorwiegend aus therapeutischen und diagnostischen 
Gründen, teilweise bereits mit beachtlichem Erfolg. Die Brisanz neurotech-
nologischer Entwicklungen steht außer Frage, denn mit dem Gehirn wird 
nicht mehr nur der menschliche Körper, sondern im Prinzip das menschli-
che Selbst dem technischen Gestaltungs- und Optimierungswillen unter-
worfen. 
› Auf der anderen Seite arbeiten die Robotik- und die KI-Forschung an der 
Entwicklung von Maschinen, die möglichst autonom – d. h. quasi intelligent 
und folglich menschenähnlich – agieren. Insbesondere humanoide Manipu-
lationsroboter, die zukünftig vermehrt auch in Alltagssituationen zum Ein-
satz kommen sollen, wecken Assoziationen zum künstlichen Menschen und 
verwischen, zumindest perspektivisch, zunehmend die Grenzen zwischen 
Maschine und Mensch. Auch wenn von einem breiteren Einsatz derartiger 
»Maschinenmenschen« noch nicht zu sprechen ist, steht außer Frage, dass 
die autonome Robotik unsere Gesellschaft zukünftig tiefgreifend prägen 
wird. 
Noch entwickeln sich die beiden emergierenden Felder weitgehend abgegrenzt 
voneinander, was aufgrund der sehr unterschiedlichen wissenschaftlich-techno-
logischen Grundlagen auch nicht weiter erstaunlich ist. Aus übergeordneter 
Sicht ist mit Blick auf ihre Implikationen jedoch hervorzuheben, dass ihre An-
wendungsperspektiven die beiden Pole einer übergreifenden Entgrenzungsdy-
namik markieren. Mit anderen Worten, Cyborg und humanoider Roboter sind 
spiegelbildliche Reflexionsfiguren, die auf die reziproke Annäherung von 
Mensch und Maschine verweisen (Takahashi 2010): Maschinen werden immer 
menschenähnlicher (Roboter), gleichzeitig werden Menschen zunehmend tech-
nisiert (Cyborg). 
Auf die Spitze getrieben wird diese Entwicklung durch die sich immer deut-
licher abzeichnende Konvergenz von Robotik bzw. KI und Neurotechnologien. 
So sind Prothesen, welche die Bewegungsabsichten des Trägers aus seinen Mus-
kelsignalen grob »herauslesen«, bereits Standard. Neuerdings wird aber auch 
intensiv an sogenannten intelligenten Roboterprothesen geforscht, die über 
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einen wesentlich größeren Grad an Autonomie verfügen, um auch bei schwa-
chen Signalen die volle Funktionsfähigkeit von Hand, Arm oder Bein wieder-
herzustellen. Demzufolge gibt der Mensch nur den Bewegungsimpuls, den an-
schließenden Bewegungsablauf (z. B. Greifprozess) vollzieht die Prothese weit-
gehend selbstständig mithilfe vielfältiger Sensorik und maschineller Lernalgo-
rithmen (Schaal 2014, S. 22 f.). Ähnliches gilt für weitere Anwendungen, die sich 
im Schnittfeld von Robotik und Neurotechnologien herauszukristallisieren be-
ginnen, 
› etwa intelligente Implantate (Elektrozeutika), die Körperfunktionen über-
wachen und therapeutische Maßnahmen nach Bedarf autonom einleiten 
(Kap. III.1.4), 
› robotische Exoskelette (wie sie bereits in der Rehabilitationstherapie einge-
setzt werden; Sale et al. 2012), welche die Laufbewegung und Balance selbst-
ständig regeln, oder 
› humanoide Roboter, die mittels BCI gesteuert werden – bislang allerdings 
nur im Labor (Gopura et al. 2011; Petit et al. 2015). 
Das Ergebnis ist jeweils, dass Mensch und autonom agierende Technik zu einer 
zunehmend schwerer auflösbaren Einheit verschmelzen, sodass in letzter Kon-
sequenz nicht mehr eindeutig unterscheidbar ist, ob der Mensch die Maschine 
steuert oder umgekehrt. Während diese Anwendungsfelder gute Beispiele dafür 
sind, wie sich der Mensch die Technik gewissermaßen »einverleibt«, ist gleich-
zeitig zu beobachten, dass sich die Entwicklung autonomer Systeme immer 
stärker an menschlichen Prinzipien der Reiz- und Informationsverarbeitung, 
des Lernens oder der Aufmerksamkeitssteuerung orientiert (Gransche/Warnke 
2014, S. 6) – Beispiele sind etwa das »Neuromorphic Computing«125 (Waldrop 
2013), wie es im »Human Brain Project« schwerpunktmäßig erforscht wird.126 
Zukunftsvisionen und ihre gesellschaftliche Relevanz 
Das visionäre Potenzial dieser Entwicklungen steht außer Frage. Angesichts der 
rasant wachsenden Rechenkapazität von Computern sowie der zunehmenden 
Miniaturisierung relevanter elektrotechnischer Komponenten werden Zu-
kunftserwartungen immer populärer, welche im Kern die baldige und weitge-
hende Entgrenzung von Mensch und Maschine prognostizieren. In ihrer extre-
men Form, wie sie zum Beispiel von Ray Kurzweil und anderen Transhumanis-
                                                  
125 Mit neuromorphen Computersystemen wird versucht, die plastische Struktur des 
Gehirns, insbesondere dessen neuronale Verschaltungsarchitektur, auf Silizium nach-
zubauen. Die Hoffnung ist vor allem, dass neuromorphe Chips deutlich energieeffizi-
enter arbeiten als bislang verfügbare Systeme. 
126 www.humanbrainproject.eu/de/neuromorphic-computing-platform (15.12.2015) 
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ten seit Längerem vertreten wird, prophezeien diese Visionen den Anbruch ei-
nes neuen posthumanistischen Zeitalters, in dem die menschliche Natur durch 
die gänzliche Verschmelzung von Mensch (bzw. Gehirn) und superintelligenten 
Maschinen technisch überwunden bzw. völlig neu definiert wird. Derartige, zu-
weilen quasireligiös anmutende Visionen bilden wesentliche Referenzpunkte 
der gesellschaftlichen, aber auch der ethischen Debatte rund um Entwicklungen 
im Bereich der Neurotechnologien, der Robotik und der KI. Diese Debatte folgt 
damit älteren Technikdebatten wie z. B. der über die Nanotechnologie, mit de-
nen sie zudem gemein hat, dass die in ihr zirkulierenden Visionen sich im We-
sentlichen an ältere Schriften (der 1920er bis 1960er Jahre) anlehnen und ledig-
lich technisch z. T. aktualisiert worden sind. 
Dabei differieren die Auffassungen über die gesellschaftlichen Chancen und 
Risiken mitunter erheblich, was sich gerade aktuell am Beispiel des öffentlichen 
Diskurses um die Robotik deutlich nachverfolgen lässt. Große Hoffnungen auf 
eine neue industrielle Revolution und vielseitige Erleichterungen im Alltag tref-
fen auf düstere Zukunftsbilder, die eine Massenarbeitslosigkeit aufgrund fort-
schreitender Automatisierung oder eine nicht mehr beherrschbare »Explosion« 
maschineller Intelligenz prognostizieren. Dabei zeigt sich bei genauerer Be-
trachtung nicht selten, dass sich konkrete Zukunftsprognosen auf Einschätzun-
gen der Entwicklungsdynamik stützen, die bestenfalls hochkontrovers, manch-
mal auch unklar sind oder gar jeglicher Grundlage entbehren. Einer der häufigs-
ten »futurologischen Fehlschlüsse« (Sturma 2003, S. 38) besteht darin, den tech-
nischen Entwicklungsprozessen eine »deterministische Eigenlogik« zu unterstel-
len (Grunwald 2011, S. 6) – etwa, indem die atemberaubende Geschwindigkeit 
des digitalen technischen Fortschritts extrapoliert und davon auf die baldige 
Überwindung technologischer Hürden geschlossen wird. Daraus, dass die Re-
chenleistung von Prozessoren exponentiell anwächst, folgt allerdings nicht, dass 
wissenschaftlich-technische Fragen – etwa die Entschlüsselung des Gehirns – 
auch tatsächlich durch pure Rechenkraft alleine lösbar sind (Lanier 2014). Zu-
dem wird gerne übersehen, dass Technikentwicklung auch ein sozialer Prozess 
ist, geprägt von vielfältigen gesellschaftlichen und ökonomischen Faktoren, wie 
die oft schwierige Übertragung von Laborlösungen in die praxistaugliche An-
wendung deutlich zeigt. Dennoch neigen relevante Akteure angesichts erster 
Erfolge immer wieder auch zu kalkulierten Übertreibungen, um die aufmerk-
samkeitsgenerierenden Mechanismen der Mediengesellschaft für ihre Sache zu 
nutzen. So entsteht eine diskursive Gemengelage, in der sich »Facts and Fiction« 
oft kaum noch unterscheiden lassen, was insgesamt nicht zu einem verantwor-
tungsvollen Umgang mit dem technischen Fortschritt und seinen gesellschaftli-
chen Herausforderungen beiträgt, sondern die Unsicherheiten und Unklarhei-
ten tendenziell erhöht. 
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Überschießende Erwartungen sind nicht zuletzt ein Symptom der noch sehr 
unscharfen Konturen der technologischen Felder selbst, die hinsichtlich mögli-
cher Anwendungsperspektiven einen weiten Zukunftshorizont eröffnen und 
damit allerlei Spekulationen Nahrung bieten. Daraus folgt umgekehrt, dass jeg-
liche Prognosen zu Technikentwicklungen und mehr noch eine Antizipation 
ihrer Folgen auf äußerst schwankendem Grund stehen – dies zeigen auch die 
Erfahrungen aus ähnlich gelagerten Debatten zu anderen emergierenden Tech-
nologiefeldern, etwa der Nanotechnologie. Eine Schlussfolgerung daraus lautet, 
dass eine Zukunftsorientierung praktisch nur über eine reflexive Betrachtung 
gegenwärtiger Entwicklungen in Wissenschaft und Gesellschaft erreicht werden 
kann: zum einen, indem man sich mit »gesellschaftlichen Praktiken, unter-
schwelligen Sorgen, impliziten Hoffnungen und Befürchtungen« beschäftigt 
(Grunwald 2015, S. 66), wie sie in den erwähnten Technikvisionen zum Aus-
druck kommen. Da diese, so spekulativ sie auch sind, die weitere Entwicklungs-
dynamik subtil beeinflussen können (auch dies eine Folge der sozialen Bedingt-
heit von wissenschaftlich-technischen Entwicklungsprozessen), sind sie nämlich 
gleichwohl von faktischer Bedeutung. Zum anderen ist es wichtig, und darin 
besteht eine wichtige Zielsetzung dieses Berichts, eine kritische Bestandsauf-
nahme der aktuellen Leistungsfähigkeit der Technologien einerseits und ihrer 
sich bereits abzeichnenden Anwendungsmöglichkeiten andererseits vorzuneh-
men. Nur vor diesem Hintergrund lässt sich jenseits spekulativer Erwägungen 
eine fundierte Einschätzung gewinnen, welche gesellschaftspolitischen Wei-
chenstellungen bereits jetzt geboten scheinen und wie ein verantwortungsvoller 
Umgang mit dem wissenschaftlich-technischen Fortschritt aussehen könnte. 
Vor diesem Hintergrund ist festzuhalten, dass nach derzeitigem wissen-
schaftlich-technischem Entwicklungsstand viele der in den Zukunftsdiskursen 
formulierten Erwartungen weitgehend spekulativ erscheinen. Zwar erlauben es 
die bestehenden Neurotechnologien schon jetzt, die menschlichen Sinnesfähig-
keiten zu modifizieren oder zu ergänzen. Aktuelle therapeutische wie spieleri-
sche Anwendungen solcher Cyborgtechnologien lassen es aber nicht als ange-
bracht erscheinen, hier von einer wünschbaren Steigerung der menschlichen 
Leistungsfähigkeit oder gar einer Verbesserung der menschlichen Natur zu 
sprechen. In erster Linie deshalb, weil die Zusatzfähigkeiten (wie z. B. die 
Wahrnehmung von Ultraviolett mithilfe der Eyeborg-Technologie Neil Harbis-
sons) z. T. gesellschaftlich und sogar für den individuellen Nutzer kaum von 
relevantem Nutzen und darüber hinaus (insbesondere bei den invasiven Tech-
nologien) damit gesundheitliche Risiken verbunden sind, die heute noch keine 
Anwendung bei Gesunden rechtfertigen und sicherlich auch in den nächsten 
10 Jahren nicht erwarten lassen. Überdies erscheint es problematisch, dass dezi-
diert transhumanistische Autoren in ihren Zukunftsvisionen nicht nur einer 
Steigerungs- und Entleiblichungslogik folgen, sondern oft auch die von ihnen 
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imaginierten Zukünfte als kaum aufhaltbar darstellen. Hier stellt man eine Ein-
seitigkeit zukunftsbezogenen Denkens fest, die nicht nur bedenklich ist, weil 
viele dieser Visionen kaum auf dem gegenwärtigen Forschungs- und Entwick-
lungsstand basieren, sondern vor allem auch, weil dadurch reale Chancen und 
Herausforderungen durch die Technikentwicklung aus dem Blickfeld zu geraten 
drohen. 
Was die KI und Robotik anbelangen, so dürfte die Aussicht auf eine Macht-
übernahme künstlicher Intelligenzen derzeit vernachlässigbar sein angesichts 
der großen technologischen Herausforderungen, vor denen z. B. die Entwick-
lung komplexerer Manipulationsroboter steht. Bei allem Respekt für die intel-
lektuelle Statur derjenigen, die – mit welcher Risiko-Nutzen-Abwägung auch 
immer – die Zukunftsvision einer sehr »starken« KI zu einem wichtigen, wenn 
nicht zentralen Thema heutiger politisch-gesellschaftlicher und akademischer 
Reflektion machen wollen, ist doch große Skepsis hinsichtlich ihrer Bedeutung 
für die Gegenwart oder nähere Zukunft angebracht. Vor allem ist weitgehend 
unklar, wie sich eine »starke« KI realisieren ließe. Die bisherigen Erfolge, welche 
die KI-Forschung unzweifelhaft vorzuweisen hat, beschränken sich auf lernfähi-
ge Softwareanwendungen (etwa zur Sprach- und Bilderkennung, als Überset-
zungs- oder Spielprogramme, im Rahmen des automatisierten Börsenhandels 
etc.; Bostrom 2014, S. 27 ff.), die zwar das digitale Zeitalter tiefgreifend prägen, 
aber aufgrund ihrer Spezialisierung gleichwohl vollends dem Paradigma der 
»schwachen« KI verhaftet sind. Gängige Übersetzungsprogramme beispielswei-
se basieren auf rein statistischen Verfahren der Textanalyse. Weder verstehen 
sie die Sprachen, die sie übersetzen, noch sind sie sich überhaupt bewusst, dass 
sie übersetzen. Auch wenn es sich hierbei inzwischen um mächtige Werkzeuge 
handelt – intelligentes oder autonomes Verhalten im menschlichen Sinne zeigen 
sie in keiner Weise. Dies ist nicht zuletzt deshalb so, weil ihre Funktionalität rein 
auf die digitale Datenwelt beschränkt bleibt. Die Herausbildung von Selbstbe-
wusstsein und (allgemeiner) Intelligenz könnte jedoch wesentlich an die Mög-
lichkeit gebunden sein, so legen es zumindest neuere Befunde aus den Kogniti-
onswissenschaften nahe, körperlich mit der physischen (und sozialen) Umwelt 
zu interagieren – genau die dafür erforderliche funktionale Integration von 
Wahrnehmungs-, Planungs- und Manipulationsfähigkeiten gehört aber zu den 
größten und bislang weitgehend ungelösten Problemen der KI- und Robotikfor-
schung. Mit dem kommerziellen Durchbruch von Servicerobotern, die sich 
auch in alltäglichen Situationen intelligent verhalten und selbstständig zurecht-
finden, ist in den nächsten 20 Jahren, und wahrscheinlich noch darüber hinaus, 
jedenfalls nicht zu rechnen. 
Allein der – durchaus bemerkenswerte – Umstand, dass mit global führen-
den Unternehmen und Holdings wie Alphabet (vormals Google) einige Akteure 
in diesem Diskurs stark präsent sind, denen am ehesten eine Realisierung der 
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Visionen zugetraut werden kann, reicht als Begründung für eine antizipatori-
sche Governance noch nicht aus. Es ist vielmehr hier – wie auch bei den neuro-
technologischen Enhancementdiskussionen – darauf hinzuweisen, dass die eher 
an weit in die Zukunft blickende Science-Fiction gemahnenden Visionen, die ja 
durchaus zu faszinieren vermögen, dazu beitragen können, realistischere Chan-
cen und Risiken aus dem Blickfeld zu verdrängen. Die zu beobachtende Verkür-
zung der öffentlichen Debatte auf Cyborgs und künstliche Superintelligenzen, 
die außer Kontrolle geraten könnten, ist vor allem deshalb wenig hilfreich, weil 
sie den Blick von den eigentlich drängenden normativen Fragen ablenkt, die mit 
der weiteren Verbreitung autonomer Systeme bereits jetzt einhergehen. 
Anthropologische Grenzerfahrungen und ihre normativen 
Implikationen 
Dafür, dass in absehbarer Zeit die technische Optimierung der »Natur« des 
Menschen (in einem größeren, d. h. gesellschaftlich relevanten Maßstab) oder 
eine »Intelligenzexplosion« bei Maschinen bevorsteht, gibt es demnach keine 
Anzeichen. Mithin stellt sich die Frage: Welcher Art sind denn die gesellschaftli-
chen Herausforderungen, die durch den schleichenden Trend zur technologi-
schen Entgrenzung von Mensch und Maschine entstehen? 
Aus Sicht des niederländischen Rathenau Instituut sind autonome Roboter 
und neurotechnologische Anwendungen paradigmatische Beispiele einer über-
greifenden Entwicklung, die als »Intimate-technological Revolution« charakte-
risiert wird (van Est 2014). Deren Kernmerkmal bestehe darin, dass digitale Gerä-
te – etwa Wearables, Kommunikationsplattformen, Neuroprothesen, Servicero-
boter etc. – unsere Körper und sozialen Praktiken immer stärker durchdringen 
und damit verändern, vor allem aber auch subtil beeinflussbar machen. Das 
Rathenau Instituut spielt damit primär auf die zunehmende Verschmelzung von 
persönlicher und digitaler Sphäre an, eine Entwicklung, wie sie für das Zeitalter 
der Digitalisierung charakteristisch ist. Das räumliche Vordringen elektroni-
scher Geräte in höchstpersönliche Lebens- und Körperbereiche wirft vor allem 
ethisch-rechtliche Fragen hinsichtlich des Schutzes von Persönlichkeitsrechten 
auf (Datenschutz, Schutz der Privatsphäre und der Autonomie) – zweifelsohne 
sind dies auch wichtige Aspekte der hier behandelten Technologien. Nicht nur 
neurotechnologische Anwendungen, sondern auch autonome Roboter, die eng 
mit Menschen zusammenarbeiten, benötigen für ihre Steuerung zahlreiche In-
formationen, die unter Umständen bis in die privatesten Bereiche der Nutzer 
hineinreichen (Behnke 2014, S. 34). Der spezifische Blick auf die in diesem Be-
richt behandelten Technikphänomene rückt aber noch etwas anders gelagerte 
Folgendimensionen in den Vordergrund, die sich weniger aus der räumlichen 
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Verschmelzung von Mensch und Maschine ergeben, sondern vor allem mit 
anthropologischen Grenzüberschreitungen zusammenhängen. 
Entwicklungen im Bereich der Neurotechnologien und autonomen Robotik 
führen nämlich aus genau entgegengesetzter Richtung dazu, dass Mensch und 
Maschine sich zunehmend kategorial angleichen. Das heißt, die Problematik 
liegt weniger darin, dass die Technik sich dem Menschen immer mehr annähert 
oder ihm visuell ähnlicher wird – vielmehr geht es um die subtile Verwischung 
der fundamentalen Charakteristika, die eine Person oder eine Maschine ausma-
chen. Eine zentrale Rolle dabei spielt der Begriff der Handlung, der nach gängi-
gen ethisch-rechtlichen Auffassungen eng mit dem Mensch- bzw. Personensein 
verknüpft ist (Neuhäuser 2012). So gelten ausschließlich Personen als hand-
lungsfähig, weil nur ihnen die Fähigkeit zugeschrieben wird, sich aus freien Stü-
cken in ihrem Tun Ziele zu setzen und die Mittel auszuwählen, um diese zu er-
reichen. Maschinen hingegen, als Produkte des Menschen, sind nach herkömm-
lichem Verständnis reine technische Hilfsmittel, um menschliche Zwecke zu 
erfüllen. Ihnen wird folglich nicht die Fähigkeit zuerkannt, eigene Absichten zu 
verfolgen, weshalb ihr Verhalten als reiner mechanischer Ablauf zu qualifizieren 
ist. Diese diametrale Abgrenzung von Mensch und Maschine, die sich wesent-
lich an Aspekten der Handlungs- und Entscheidungsfähigkeit festmacht, bildet 
einen wesentlichen Pfeiler unserer normativen Ordnung, etwa in Bezug auf mo-
ralische Verantwortungszuschreibungen, die auch rechtlichen Vorstellungen 
(zivilrechtliche Haftung, strafrechtliche Schuldfähigkeit) zugrunde liegen (Hil-
gendorf 2012). Während Personen für ihre Taten selbstverständlich zur Ver-
antwortung gezogen werden, hat das »Fehlverhalten« von Maschinen, seien die 
Konsequenzen auch noch so gravierend, keinerlei juristische Konsequenzen für 
die Maschine selber – es werden höchstens Hersteller oder Nutzer haftbar ge-
macht. 
Der weitere Fortschritt bei Robotern und Neurotechnologien bringt diese 
Grundordnung immer mehr ins Wanken, insofern nämlich, als Technik im Zu-
ge dessen ihren rein instrumentellen Charakter verliert und als zunehmend 
selbstständig agierender Akteur ihrerseits tief in das persönlich-individuelle wie 
auch das gesellschaftlich-kollektive Selbstbewusstsein einzugreifen beginnt. So 
machen neurotechnologische Zugriffe auf das menschliche Gehirn eben nicht 
bei körperlichen Funktionen halt, sondern können auch mehr oder weniger 
direkte Auswirkungen auf psychische Funktionen und Persönlichkeitsaspekte 
der Betroffenen haben. Bei der tiefen Hirnstimulation etwa besteht das Problem 
von Persönlichkeitsveränderungen, was im Extremfall dazu führen kann, dass 
die Authentizität der psychischen Verfassung oder gar Zurechnungsfähigkeit 
eines Patienten infragegestellt wird – was aber nicht ausschließt, dass dieser sich 
genau in der technisch ausgelöstenVerfassung authentisch und gut fühlt (z. B. 
Mackenzie 2011; Pham et al. 2015). 
 IV.  Schlussfolgerungen und Ausblick 
148 
Je stärker das menschliche Selbst in Technisierungsprozesse einbezogen 
wird, umso mehr löst sich auch die traditionelle Dichotomie zwischen mensch-
licher Autonomie und maschineller Zweckgebundenheit auf. Sie erscheint spä-
testens dann fraglich, wenn autonome technische Systeme einen aktiven Part in 
menschlichen Handlungsvollzügen spielen, d. h. mit dem Menschen zu einer 
hybriden Handlungseinheit verschmelzen – wie es bei intelligenten Prothesen in 
nicht allzu ferner Zukunft der Fall sein könnte. Die klare Trennung zwischen 
menschlichem Akteur und technischem Hilfsmittel ist dann kaum noch mög-
lich, was fundamentale anthropologische Kategorien – wie Verantwortungsfä-
higkeit, Selbstbestimmtheit, Identität – herausfordert. Daraus ergeben sich ganz 
neue moralische und rechtliche Fragen, die in ähnlicher Weise auch mit der 
weiteren Verbreitung selbstlernender Roboter virulent werden. Da diese sich 
zunehmend eigenständig verhalten, wird bereits intensiv diskutiert, wer für 
Schäden, die von autonomen Robotern verursacht werden, verantwortlich ist 
(Beck 2012). Ist es der Hersteller, für den das spezifische Verhalten des autono-
men Systems (aufgrund dessen lernender Weiterentwicklung) unter den gege-
benen Umständen ja kaum vorhersehbar war? Oder ist es der Nutzer, der den 
Roboter zwar eingesetzt hat, dessen Verhalten aber gar nicht kontrollieren 
konnte? In dem Maße, in dem Maschinen sich autonomer verhalten und in so-
ziale Praktiken integriert werden, könnten diese beiden Alternativen zuneh-
mend unbefriedigend erscheinen. Zwar sind aktuelle Robotersysteme noch weit 
davon entfernt, eine eigene Handlungspersönlichkeit zu entwickeln. Schon jetzt 
können sich bei teilautonomen Maschinen aber rechtliche Unsicherheiten in 
Zurechnungsfragen ergeben (wie ein aktueller Fall zeigt),127 die sich in Zukunft 
bei steigender maschineller Autonomie weiter zuspitzen dürften und bereits 
heute die Frage nach dem moralischen und rechtlichen Status von autonomen 
Robotern laut werden lassen (Behnke 2014, S. 36). 
Während die rechtlichen Konsequenzen, welche die »Übertragung unseres 
normativen Grundvokabulars auf Maschinen« mit sich bringt, nach Einschät-
zung von Rechtsexperten größtenteils beherrschbar scheinen (Hilgendorf 2012, 
S. 132) – auch Tieren und juristischen Personen werden schließlich Rechte und 
teilweise Pflichte zugeschrieben –, sind die moralischen Implikationen dieser 
anthropologischen Grenzverschiebungen noch nicht wirklich absehbar. Klar ist, 
dass sie traditionelle Orientierungen infrage stellen und damit normative Unsi-
cherheiten aufwerfen – etwa im Hinblick auf das leitende Menschenbild, den 
wünschbaren Grad an gesellschaftlicher Automatisierung (und damit auch 
Normierung) sowie die Gestaltung des Mensch-Technik-Verhältnisses –, die 
sich bereits jetzt abzeichnen. Verstärkt werden diese Unsicherheiten dadurch, 
                                                  
127 www.welt.de/wirtschaft/article146407129/Wen-soll-das-autonome-Auto-lieber-
ueberfahren.html (15.12.2015) 
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dass zentrale Zielvorstellungen in einem eigentümlichen Spannungsverhältnis 
zueinander zu stehen scheinen: Auf der einen Seite ist die zunehmende Auto-
nomisierung von Maschinen in vielen gesellschaftlichen Bereichen erwünscht 
und wird angestrebt (z. B. aus wirtschaftlichen oder medizinischen Gründen), 
gleichzeitig ist damit auf der anderen Seite ein menschlicher Autonomie- und 
Kontrollverlust verbunden, der menschliche Grundbedürfnisse nach Sicherheit 
und Selbstbestimmung zu verletzen droht und die Frage nach den Grenzen des 
Fortschritts bzw. der angemessenen Gestaltung der Systeme aufwirft. Vor die-
sem Hintergrund scheint eine gesellschaftliche Verständigung darüber, ob es 
bestimmte Lebensbereiche und Aufgaben gibt, die mit großer Vorsicht zu be-
handeln sind oder gar ganz von einer Automatisierung ausgenommen werden 
sollten, schon jetzt dringend erforderlich (Royakkers/van Est 2015, S. 322). Als 
Konsens gilt, dass die menschliche Würde unveräußerlich ist und Technisie-
rungsprozesse, die auf eine Instrumentalisierung und Verdinglichung des Men-
schen hinauslaufen – was dann der Fall ist, wenn sich die ursprüngliche Zweck-
Mittel-Logik der Technikanwendung ins Gegenteil verkehrt (der Mensch also 
zum Mittel degradiert wird, das der Erfüllung maschineller Zwecke dient) –, 
diesbezüglich eine wesentliche moralische Grenze überschreiten, die nicht über-
schritten werden sollte. Aus diesem Instrumentalisierungsverbot lässt sich die 
allgemeine Richtschnur ableiten, dass die Entwicklung technischer Mittel nicht 
zum Selbstzweck werden, sondern immer im Dienste des menschlichen Wohl-
ergehens als übergeordnetem und maßgeblichem Zweck stehen sollte (Royak-
kers/van Est 2015, S. 334). Wie sich diese abstrakte Forderung im Hinblick auf 
Regulierungsfragen und die Gestaltung des technischen Fortschritts fassbar ma-
chen lässt, ist damit natürlich noch keineswegs geklärt. 
Derzeit dreht sich die normative Debatte weitgehend um Sicherheitsfragen 
und wird hauptsächlich auf technischer Ebene geführt, etwa im Rahmen nicht 
demokratisch legitimierter designtechnischer Normungsprozesse der internati-
onalen Organisation für Normung (ISO). Vorrangig technokratisch angelegte 
Lösungsansätze sind der Entwicklung aber nicht angemessen, da es sich bei 
komplexen Technologien wie autonomen Robotern oder Neurotechnologien 
um soziotechnische Systeme handelt – Systeme also, die tiefgreifende Auswir-
kungen auf die sozialen Praktiken und Strukturen haben, in die sie eingebettet 
werden, und deshalb nicht unabhängig von ihren Anwendungskontexten zu 
beurteilen sind. Beispiele hierfür sind die soziokulturellen Auswirkungen der 
zunehmenden Verbreitung von Cochlea-Implantaten auf die Gehörlosencom-
munity oder die Art und Weise, wie bereits so einfache teilautonome Maschinen 
wie Staubsaugerroboter eine robotergerechte Umgestaltung der häuslichen 
Umgebung erforderlich machen (Sung et al. 2007). Da die soziokulturellen 
Veränderungen, die durch neue technische Systeme angestoßen werden (neue 
Infrastrukturen, Standards, Handlungsroutinen, Kompetenzgewinne wie auch 
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-verluste) oft tiefgreifend und irreversibel sind – die Art und Weise, wie Smart-
phones in wenigen Jahren unsere Alltagskultur umgestaltet haben, ist hierfür 
sicherlich das eindrücklichste Beispiel –, sollte die normative Debatte öffentlich 
geführt werden und nicht nur die Technologien im engeren Sinne, sondern 
auch ihre soziale und kulturelle Anwendungsdimension thematisieren (Robo-
Law 2014, S. 209). Angesichts der anthropologischen Herausforderungen der 
neuen Technologien sollte es dabei letztlich immer auch um die Frage gehen, 
was wir als genuinen Wesenszug des Menschen und seiner Kultur verstehen, 
was davon wir für die Zukunft erhalten und vor maschinellem Zugriff schützen 
wollen. 
Ausblick 
Eine frühzeitige Auseinandersetzung mit den gesellschaftlichen Konsequenzen, 
aber auch Rahmenbedingungen der Entgrenzungsdynamik scheint angesichts 
ihrer großen normativen Herausforderungen dringend erforderlich. Wie eine 
derartige »antizipatorische Governance«, die nicht nur Wissenschaft und Tech-
nik, sondern auch Politik, Wirtschaft und potenzielle Nutzer einbeziehen sollte, 
organisiert werden könnte, ist noch eine weitgehend offene Frage. Aus der Tat-
sache, dass die normativen Implikationen der neuen Entgrenzungstechnologien 
nur kontextbezogen zu beurteilen sind, lässt sich zumindest folgern, dass eine 
übergeordnete Debatte zu den Chancen und Risiken dieser Entwicklungen we-
nig sinnvoll erscheint. Stattdessen ist die gesellschaftliche Auseinandersetzung 
sinnvollerweise mit einem differenzierten Blick auf die jeweiligen Anwendungs-
felder und ihre moralischen Implikationen zu führen, dabei möglichst unter 
Mitwirkung relevanter Akteure und Interessenvertreter. Auf internationaler 
Ebene ist es vor allem der Militärbereich, der diesbezüglich die drängendsten 
Fragen aufwirft (Royakkers/van Est 2015, S. 249 ff.) – die Entwicklung teilauto-
nomer Waffensysteme ist bereits weit fortgeschritten und folgt einer militäri-
schen Aufrüstungslogik, die sich nur schwer unter demokratische Kontrolle 
bringen lässt. Die öffentliche Debatte über die Eingrenzung autonomer 
Kampfmaschinen,128 die sich menschlicher Kontrolle weitgehend entziehen, 
oder auch die neurotechnologische Beeinflussung von Soldaten (etwa aus thera-
peutischen Gründen, siehe dazu das SUBNETS-Programm129 der DARPA) hat 
erst vor Kurzem eingesetzt und damit viel zu spät. Dieser Fehler sollte im Pfle-
gebereich, der sich auf nationaler Ebene zu einem der maßgeblichen Anwen-
                                                  
128 http://futureoflife.org/open-letter-autonomous-weapons/ (15.12.2015) 
129 www.darpa.mil/program/systems-based-neurotechnology-for-emerging-therapies 
(15.12.2015) 
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dungsfelder für Technologien der Mensch-Maschine-Entgrenzung entwickeln 
könnte, nicht wiederholt werden. 
Zukünftig ist hierzulande nach allen Prognosen mit einer starken Alterung 
der Bevölkerung und damit mit einem wachsenden Anteil pflegebedürftiger 
Menschen an der Gesamtbevölkerung zu rechnen. Der dadurch drohende Pfle-
genotstand gilt als eine der größten gesellschaftlichen Herausforderungen, die – 
so wird postuliert – nur mit dem verstärkten Einsatz neuer Technologien zu 
bewältigen ist. Speziell autonom agierenden Service- bzw. Pflegerobotern sowie 
der Kombination assistiver Technologien mit nichtinvasiven Neurotechnolo-
gien (Steuerung von Exoskeletten, Kommunikationsgeräten etc. mittels Brain-
Computer-Interface) wird großes Potenzial zugeschrieben, Pflegekräfte entlas-
ten und Pflegebedürftige im Alltag und bei der Rehabilitation unterstützen zu 
können – entsprechende Anwendungen befinden sich in Entwicklung und Er-
probung. Diesen Chancen stehen jedoch auch ethische Risiken gegenüber, die 
vor allem im Autonomieverlust der oft nicht mehr artikulationsfähigen und 
besonders hilfsbedürftigen Pflegebedürftigen zu sehen sind. Kritiker dieser Ent-
wicklung befürchten daher, dass die zukünftige Automatisierung des Pflegebe-
reichs vor allem einer ökonomischen Rationalisierungslogik folgen könnte und 
nicht mehr den Menschen und seine vielfältigen Bedürfnisse ins Zentrum stellt 
(Krings et al. 2014, S. 96). Kaum zu bestreiten ist, dass der Grat zwischen einem 
selbstbestimmten Leben durch Technik einerseits und der technikbedingten 
Entmündigung Pflegebedürftiger andererseits sehr schmal ist. Vor diesem Hin-
tergrund werden zu Recht sozialverträgliche Lösungen gefordert, die sich pri-
mär an gesellschaftlichen Bedarfen und menschlichen Bedürfnissen orientieren 
(Stiftung neue Verantwortung 2013, S. 2). 
Dass dies nur gemeinsam mit den Betroffenen (Pflegepersonal, ältere Men-
schen) geht, ergibt sich aus den bisherigen Erörterungen, ebenso, dass die Ge-
staltung der Pflegeumgebung zentral im Fokus stehen sollte. Wie entsprechende 
Assistenzsysteme und vor allem auch eine den pflegerischen Herausforderun-
gen angemessene Governance der Technikentwicklung jedoch in der Praxis aus-
sehen könnten, sind Fragen, welche den Rahmen dieses Berichts sprengen und 
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