Abstract-In this paper, we consider massive multiple input multiple output systems that employ linear precoding techniques and are impaired by transmitter-side nonlinearities and channel estimation errors. We present an analytical method for the statistical characterization of the transmitted signals and develop a general framework to obtain analytically, the performance of different precoding techniques under the assumption of imperfect channel state information and for different types of nonlinearities. Regardless of the particular nonlinear transmission scenario, it is shown that the performance penalty associated to the nonlinear distortion can be tolerable if the number of transmit antennas is greater than the number of independent data streams.
antennas to multiple, single-antenna or multi-antenna, mobile terminals (MTs).
Due to the very large number of antennas that may compose massive MIMO transmitters, it can be easily noted that their practical implementation requires simplified, non-ideal hardware in each transmission branch, as well as simple digital signal processing techniques [11] , [12] . In fact, to avoid expensive transceivers, it is indispensable that low-cost, low-resolution digital-to-analog converters (DACs) and/or highly-efficient nonlinear power amplifiers are employed. Under these conditions, it is almost unavoidable that the transmitted signals are severely nonlinearly distorted, which can lead to substantial performance degradations that should be carefully evaluated by the system's designer. In this work, we consider two types of memoryless nonlinearities: Cartesian nonlinearities (also denoted as I-Q nonlinearities) and bandpass nonlinearities (also known as polar nonlinearities) [13] . We present general analytical models for both types and then particularize those models for specific nonlinearities such as the ones associated to DACs [14] or nonlinear power amplifiers [15] , [16] .
Although single-carrier (SC) signals in general do not present a Gaussian nature, they can be considered approximately Gaussian after undergo through the aforementioned precoding operations. Under these conditions, we can take advantage of analytical tools to characterize nonlinearly distorted Gaussian signals, such as the Bussgang's theorem [17] , and obtain the performance of the nonlinear massive MIMO system analytically. In fact, the Bussgang's theorem gives an interesting representation of the nonlinearly distorted signal, by separating it as the sum of uncorrelated useful and distortion terms, which facilitates the analytical treatment of nonlinearly distorted Gaussian signals. By taking advantage of the Bussgang's theorem, the characterization of the achievable sum rate and the spectral efficiency for both the uplink and downlink of massive MIMO systems with low-resolution quantization processes have been recently done [18] [19] [20] . However, although adequate to characterize Gaussian signals submitted to Cartesian nonlinearities, the Bussgang's theorem is not sufficient to capture the effect of analog bandpass nonlinearities operating on continuous-time signals nor the effect of digital nonlinearities operating on oversampled signals, since these nonlinearities require more sophisticated analytical tools, such as the ones based on intermodulation products (IMPs) [21] , [22] .
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MIMO systems employing different precoding techniques. In [23] , the BER associated to a ZF precoding technique was theoretically studied considering one-bit DACs and perfect CSI. In [24] , [25] , the downlink performance of massive MIMO systems with minimum mean square error (MMSE) and MRT precoding was presented taking into account lowresolution DACs imperfect CSI. An important fact that should be mentioned is that all these works ([18] - [20] , [23] , [25] ) make use of the Bussgang's theorem for the characterization of nonlinear effects, since they are only concerned with the impact of digital quantization processes operating on Nyquist-sampled signals. However, future massive MIMO systems may be impaired by different types of nonlinearities, such as: (i) digital nonlinearities operating on Nyquist-sampled signals, (ii) digital nonlinearities operating on oversampled signals or (iii) analog nonlinearities, such as the ones associated to nonlinear amplification processes. Indeed, the Bussgang's theorem is only adequate to fully characterize the nonlinear distortion effects for the first case (i) since, for remaining cases (i.e., for the cases (ii) and (iii)), a spectral characterization is required. To the authors' knowledge, the first work that was aware of that problem was [26] , which presented the BER performance of a massive MIMO system considering nonlinear amplifiers, an SVD technique and perfect channel CSI. More recently, the impact of low-resolution DACs in the performance of MIMO orthogonal frequency division multiplexing systems was addressed in [27] , [28] . For that purpose, the authors of those works employed not only the Bussgang's theorem, but also analytical spectral characterization tools.
Relatively to the above mentioned works, the main novelty of this work relies on its generality. We present a general framework for the analytical performance evaluation of nonlinear massive MIMO systems without making any restriction on the precoding technique nor on type of the nonlinearity, that can be operating on Nyquist-sampled signals, oversampled signals or analog signals. In addition, we take into account the realistic scenario of imperfect CSI at the BS. This framework can then be particularized for different transmission scenarios, which include combinations of different precoding techniques, classes of nonlinearities and different levels of CSI quality at the BS.
Through a set of performance results, it is shown that the proposed analytical method is very accurate. Moreover, regardless of the specific scenario, it is demonstrated that the performance penalty associated to the nonlinear distortion decreases by increasing the number of transmit antennas, provided that the number of receive antennas is kept constant. Therefore, thanks to the possibility of having strongly nonlinear transmitters without substantial performance degradations, we can have very low-cost, highly-efficient massive MIMO implementations.
A. Notation Aspects
Throughout this paper we adopt the following notation: bold face letters (e.g., X) denote a matrix or a vector. X (i, j ) represents the element on the j th column of the i th line of the matrix X and X (i) represents the i th element of the column vector X. X T , X H and tr(X) represent the conjugate, the complex conjugate (Hermitian version) and the trace of X, respectively. I n denotes an n × n identity matrix and 0 m×n denotes an m × n all-zeros matrix. exp( j arg(X)) is a matrix composed with the phases of the elements of the matrix X. diag(X) is a diagonal matrix whose the diagonal is the vector X. E[·] denotes the expected value. R X = E[XX H ] and E X denote the covariance matrix and the energy associated to vector X, respectively.
II. SYSTEM CHARACTERIZATION

A. General Nonlinear Massive MIMO System Model
Let us consider a single-carrier, massive MIMO system composed by G transmit antennas and C receive antennas. At a given time instant n, the data symbols to be transmitted onto the C streams are represented by the block s n = [s (1) n s (2) n . . . s (C) n ] T . Without loss of generality, we consider quadrature phase shift keying (QPSK) constellations, although our analysis can be easily extended to other constellations. The symbol transmitted on the cth stream at the nth time instant is represented as s
It is assumed that the data symbols are uncorrelated between the C streams, which means that the covariance matrix of s n is given by
Under these conditions, the energy associated to s n = [s (1) n s (2) n . . . s
In this work we are interested in the performance evaluation of different linear precoding techniques, whose corresponding precoded signals are submitted to a nonlinear device. For this purpose, we consider the general nonlinear, massive MIMO scheme depicted in Fig. 1 , whose the main blocks and signals are described in the remaining of this subsection. In general, we denote the G × C precoding matrix by P and the precoded signal associated to the nth time instant as
and x (g) n denotes the precoded signal transmitted by the gth antenna at that instant. By assuming that the symbols x (g) n are uncorrelated, the average energy (i.e., average over several channel realizations) of
where R x n is the covariance matrix of
denotes the average power of the precoded signal, which is approximately equal for all transmit branches. After the precoding operation, the signal is submitted to a nonlinear operation, which is represented by the function f (x). For a given input x (g) n , the nonlinearity yields In the following, we assume that the nonlinear operation in each transmit branch is modeled by the same nonlinearity (the generalization to other cases is straightforward). For this reason, we commit a slight notation abuse and also represent the block of nonlinearly distorted, precoded data symbols associated to the nth time instant as y n = [y
n ] T , where
As mentioned before, our framework supports different classes of nonlinearities such as Cartesian (or I-Q) memoryless nonlinearities as well as bandpass (or polar) memoryless nonlinearities. Regarding Cartesian nonlinearities, the real and the imaginary parts of the precoded signal are submitted to separate nonlinear devices. Therefore, the output the gth nonlinearity at the nth time instant can be written as
where f I (x) and f Q (x) represent the nonlinearities applied to the in-phase and quadrature components of the precoded signal, respectively. As a particularization of this class of nonlinearities, we consider a quantization operation with b bits of resolution and clipping level s M (in fact, we study the joint effects of amplitude clipping and quantization). Without loss of generality, we assume uniform, mid-rise quantizers (the extension to other quantization characteristics is straightforward). In this case, the nonlinearities associated to the in-phase and quadrature branches are equal, i.e.,
For bandpass memoryless nonlinearities, we adopt a model characterized by the so-called amplitude modulation/amplitude modulation (AM/AM) and amplitude modulation/phase modulation (AM/PM) conversion functions, denoted by A(x) and (x), respectively, that solely depend on the envelope of the input signal [13] . Under these conditions, the nonlinearity output can be written as
Without loss of generality, we will consider models for solid state power amplifiers (SSPAs) and travelling wave tube amplifiers (TWTA), although our results can also be applied to other bandpass memoryless nonlinearities. The TWTAs are usually characterized by the Saleh's model [15] , that defines the AM/AM conversion function of the bandpass nonlinearity as
and the AM/PM conversion function as
where s M is maximum value of the input which agrees with the output envelope at saturation and θ M is the phase rotation when the input signal is s M . On the other hand, the Rapp's model for the SSPAs [16] considers a null AM/PM conversion function, i.e., (|x (g) n |) ≈ 0, and an AM/AM conversion function given by
where p defines how sharp is the transition between the linear region and the saturation region of the amplification curve. It should be noted that when p → ∞, we end up with an ideal envelope clipping, which also corresponds to the equivalent characteristic of an ideal pre-distorted amplifier [13] . It is also worth to mention that although we give more attention to these two classes of nonlinearity (i.e., Cartesian and bandpass nonlinearities), our main conclusions are still valid for other nonlinearities at the transmitter side.
At the reception, the signal received at the nth time instant is represented as z n = [z
where
n ] T denotes the set of additive white Gaussian noise (AWGN) samples associated to the nth time instant. Each noise sample is modeled by a complex Gaussian distribution with ν
, where σ 2 ν = N 0 /2 represents the two-sided noise power spectral density (PSD).
Besides a general nonlinearity at the transmitter, we also consider imperfect CSI. For this reason, the massive MIMO channel with Rayleigh flat-fading is represented by the C × G matrix H. This "effective" channel can be seen as the sum of a given unbiased estimateĤ and an adequate error term ε, i.e.,
where each element ofĤ represents the estimated channel between the gth transmit antenna and the cth receive antenna, which is assumed to be independently, identically complex Gaussian distributed 1 with unitary variance, i.e.,
We also assume that the quality of the channel estimates is directly related to the signalto-noise ratio (SNR) of the downlink (the SNR measured at the different users), although the channel is estimated by the BS. For this reason, we are considering that β concentrates the differences between the uplink and the downlink SNRs. Under these conditions, the elements of CSI error term are complex Gaussian distributed with ε (c,g) ∼ CN (0, 2σ 2 ε ), where σ 2 ε = σ 2 ν /β. This is usually the scenario of time division duplexing (TDD) massive MIMO systems that take advantage of the channel's reciprocity and obtain the channel estimates for the downlink through the reception of pilots symbols in the uplink (the generalization to other scenarios (e.g., when the CSI accuracy is independent of the SNR) is straightforward). Clearly, the lower the value of β, the poorer is the channel estimate. On the other hand, as β → ∞, ε → 0 C×G and the channel estimate tends to be perfect, i.e., H =Ĥ. Under the general assumption of imperfect CSI, the received signal can be written by replacing (13) into (12), which yields
B. Analytical Evaluation of Nonlinear Distortion Effects on Gaussian Signals
This work takes advantage of results regarding the analytical characterization of nonlinearly distorted Gaussian signals. In fact, although the transmitted data symbols that compose s n = [s (1) n s (2) n . . . s (C) n ] T are not Gaussian, the elements of the precoded signal
n ] T are, in general, well approximated by a complex Gaussian distribution, i.e.,
In the following, we denote the random variable that models the real and imaginary parts of x
, whose the PDF is
This means that the absolute value of the samples of the precoded signal is approximately Rayleigh-distributed, being modeled by r ∼ Rayleigh(σ x ). It should be noted that this Gaussian approximation for precoded signals is justified by the central limit theorem (CLT) [29] , since the precoding matrix P has large dimensions (especially when G C) and the transmitted data symbols s (c) n are uncorrelated. Therefore, one can employ available analytical tools to characterize the output of nonlinear devices driven by Gaussian signals and obtain the corresponding impact of the nonlinear distortion effects on the performance of massive MIMO systems. The characterization of the nonlinear distortion effects that follows is divided into two parts: time-domain characterization and frequency-domain characterization.
1) Time-Domain Characterization: The Bussgang's theorem [17] is a widely used tool employed to study nonlinear effects in Gaussian-like signals. It allows us to decompose the output of a nonlinearly distorted Gaussian signal as the sum of two uncorrelated components. Therefore, we may express the nonlinearly distorted signal transmitted at the nth time instant at the gth antenna as
where α is a scale factor related to the nonlinearity 23 and d (g) n is the nonlinear distortion term associated to the symbol transmitted at the nth time instant on the gth antenna. It should be noted that (16) holds due to the validity of the Gaussian approximation for the precoded signals. This approximation is tight not only when we consider an average of the precoded signal over different channel realizations, but also for a single channel realization, provided that the size of the MIMO system is large. The scale factor α of (16) can be defined as
It should also be mentioned that when we employ bandpass memoryless nonlinearities with AM/PM distortion, the scale factor α can be complex-valued. For that reason, the transmitted symbols are not only scaled but also rotated. Therefore, in order to avoid a severe performance degradation, α should be compensated at the reception. This can be made by estimating α at the transmitter and send it to the receiver. By taking advantage of the fact that this is a slow-varying 2 In the case of Cartesian nonlinearities, we are assuming the same nonlinearity h(x) for each branch. If the nonlinearities associated with the in-phase and quadrature branches were different, there would be a different α for each branch. Our analytical characterization could easily be extended to that scenario. 3 We are committing a slight notation abuse in (17) since f (·) can be f bp (·) or h(·) according to the nonlinearity type.
parameter, this is only required when the nonlinearity changes and/or its operation point changes. As an alternative, α can be estimated implicitly together with the channel estimation and/or with the carrier offset estimation processes.
The average power of the precoded signals at the input of the nonlinearity is
On the other hand, the average power of the nonlinearly distorted signal is
and the average power of the useful component is
This means that the power of the distortion component is given by
Since the signal at the input of each nonlinearity has the same average power, we can write
n ] T groups the nonlinear distortion terms associated to the nth time instant. Therefore, by replacing (22) in (14), we havẽ
Since the precoded data symbols x (g) n are uncorrelated between the different transmit branches, the nonlinear distortion terms d (g) n are also uncorrelated between the different transmit branches. This means that the covariance matrix of the nonlinear distortion terms is
is the average power of the distortion term given by (21) . Thus, the average energy of d n is
Therefore, the average energy associated to the block y n can be computed as
Under these conditions, the average bit energy is simply given by
The signal-to-distortion ratio (SDR), that measures the ratio between the average power of the useful signal and the average power of the distortion term is given by
In addition, to obtain the impact of the nonlinear distortion in terms of loss of useful power for detection purposes, we can define the ratio
which gives the fraction of the useful signal power in the total transmit power [22] .
2) Frequency-Domain Characterization: When dealing with digital nonlinearities operating on signals sampled at the Nyquist rate (i.e., when no oversampling is taken into account), although the nonlinear distortion has a bandwidth higher than the one of the input signal, the aliased replicas of the distortion component will fall in-band and sum up with the in-band distortion. Therefore, it can be shown that the PSD of the "equivalent nonlinear distortion" component G d ( f ) will be flat [22] .
Let us assume that H R ( f ) is the frequency-response of the detection filter defined for the frequency range [−B/2, B/2], where B = 1/T s is the bandwidth of the signal at the input of the nonlinearity and T s denotes the symbol rate of that signal. Under these conditions, all nonlinear distortion falls in band and its average power is given
Clearly, (30) gives exactly the same result of (21). Therefore, a spectral characterization of the distortion term is not necessary and the Bussgang's theorem gives accurate results [18] [19] [20] , [23] , [25] . However, as already pointed out, for the general case, we should take into account the spectral characterization of the nonlinear distortion component. In fact, it should be noted that for digital nonlinearities operating on oversampled signals and/or for nonlinearities operating on analog signals, the PSD of the distortion term is not flat and spreads along a bandwidth larger than B (if the nonlinearity is accurately characterized by γ IMPs, the bandwidth can be as high as (2γ + 1)B), 4 as is shown in Fig. 2 , that depicts the PSD of the distortion component at the output of an SSPA with s M /σ x = 1.0 and p = 1, as well as the frequency response of an ideal detection filter with bandwidth B.
From the figure, one can clearly note that the nonlinear distortion that impacts the performance is limited by the detection filter, since it is able to filter part of it. Thus, one may define the power of the effective nonlinear distortion that degrades the performance as
It should be noted that the effective part of nonlinear distortion that impacts the performance can only be obtained through an accurate spectral characterization of the nonlinear distortion
To obtain that spectral characterization, one should employ appropriate IMP tools [21] , [22] . For bandpass nonlinearities, it can be shown that PSD of the distortion component is given by [22] (32) where G x ( f ) is the PSD of the input signal and P bp 2γ +1 represents the total power associated to the IMP of order 2γ + 1, that can be computed as
with L
γ (·) denoting the generalized Laguerre polynomial of order γ [30] .
Regarding Cartesian nonlinearities, it can be shown that PSD of the nonlinear distortion component is given by [22] 
with P 2γ +1 representing the total power associated to the IMP of order 2γ + 1, which can be computed as follows
where H 2γ +1 (·) represents the Hermite polynomial of order 2γ + 1 [31] . Note that when the spectral characterization is required to obtain the nonlinearities' impact, the effective average power of the distortion component that should be considered for detection purposes can be computed as
where η B ≤ 1 is scale factor that accounts for the fact that some of the nonlinear distortion is filtered out. This scale factor can be obtained as
Clearly, for analog nonlinearities, the use of σ 2 d instead of σ 2 d,eff leads to lower bound on the performance, since the nonlinear distortion power is overestimated. On the contrary, for digital nonlinearities without oversampling, we have η B = 1 and σ 2 d,eff = σ 2 d . Fig. 3 shows the evolution of η B with the normalized saturation level s M /σ x , considering SSPAs with different sharpness factors p.
Throughout this work, to accurately evaluate the impact of the nonlinear distortion for all nonlinearities, we will compute the scale factor η B to obtain σ 2 d,eff .
III. ANALYTICAL PERFORMANCE EVALUATION OF DIFFERENT PRECODING TECHNIQUES THROUGH
A GENERAL MODEL In this section, a general model for the performance evaluation of nonlinear massive MIMO systems with imperfect CSI is presented. This model is subsequently particularized in subsections III-C, III-A and III-B, regarding different linear precoding techniques. Let us start by rewrite (23) as
To evaluate the performance of a given precoding technique, it might be interesting to separate the useful and the interference parts of the signal for detection purposes. In order to that, let us decompose the matrix J as the sum of two matrices: a diagonal matrix, diag(U), containing the "gains" for the different streams and a hollow matrix (a square matrix with zeros on its diagonal) B that, in a given row, has the interference weights associated to the effect of the others streams in that stream. Under these conditions, we have
Therefore,
For a given stream, the signal for detection purposes at the nth time instant can hence be written as
Moreover, we can rewrite (40) in terms of its useful, interference, distortion and noise components, resulting 5
n ] T represent the interference and the distortion components associated to the signal received at the nth time instant. Finally, the signal for detection purposes associated to nth time instant of the cth stream can be written as
In fact, the both the nonlinear distortion and the residual interference terms are approximately Gaussian, and the same applies to their sum. Therefore, this means that one can define an equivalent noise for detection purposes for a given stream c, whose the average power is given by 5 In fact, since diag( ) is non-zero, there is a signal term in the distortion component s n . However, since = εP term and ε is almost uncorrelated with the data symbols, s n can be regarded as noise term uncorrelated with the data symbols.
It should be noted that the power of the distortion and interference terms may depend on the stream, i.e., it can vary with c, which does not happens with the noise power, which is equal for all streams. Note also that when the transmission is linear and the BS has perfect CSI, the received signal associated to the cth stream is
Under these conditions, let us define the signal-to-interferenceplus-noise ratio (SINR), which is defined as the ratio between the power of the useful signal to the power of the interference components plus the AWGN for a given channel realization and a given stream, i.e.,
In addition, if we neglect the AWGN component, i.e., if σ 2 ν → 0, we obtain the signal-to-interference ratio (SIR), that measures the ratio between the useful and interference components for a given precoding technique, channel realization and stream, being defined as
The SIR allows us to evaluate the weight of the interference on the useful signal after a given precoding operation. Therefore, the levels of interference introduced by different precoding techniques can be compared. In fact, although this is not the only impairment that impacts the systems' performance, its isolate analysis is important. Fig. 4 shows the average SIR H,c over several channel realizations for EGT [10] and MRT [9] techniques, whose the precoding matrices are given as
and
respectively. We also consider that C = 8, C = 16 and different values of G. From this figure, it can be noted that the impact of interference is higher when the EGT is considered, since this technique presents lower SIR values. Essentially, this means that one can expect a higher BER for that precoding technique. However, for both techniques, it is clear that the higher the ratio G/C, the higher the SIR levels. Therefore, one can notice that these low-complexity precoding schemes might be considered for the downlink of massive MIMO systems without much degradation on the received signal, provided that G C. However, to obtain the effective performance associated to each stream, we must take into account not only the self-interference associated to the precoding technique, but also other impairments such as the nonlinear distortion effects, the channel estimation errors and the AWGN. For that purpose, let us recall (43) to define the BER performance for the cth stream, considering a given precoding technique and channel realization as
where Q(·) denotes the well-known Gaussian error function [32] . The average BER of the cth stream is computed as
where E H [·] denotes the expectation over the channel realizations. On the other hand, the average BER of the system is
In the next subsections, we particularize (50) for different precoding techniques.
A. MRT
In the MRT, the precoding matrix is defined as in (49). Therefore, it is clear that the matrix J (see (39)) is not diagonal, which means that there is interference among the streams (i.e., inter-user interference if we are considering C single-antenna receivers) and B = 0 C×C . More concretely
Therefore, the overall interference is defined as
In Appendix V, it is shown that the average power of the interference component is given by
Relatively to the distortion term, we have
Using an approach similar of the one of Appendix V, it can be shown that the power of the distortion component (which is independent of the stream) is given by
Therefore, by defining
and replacing (55), (57) in (50), we have
B. EGT
Taking into account the definition of the precoding matrix of EGT in (48), we have
In fact,
Taking into account (73), the power of the interference component can be computed as
In addition, it is easy to see that (56) also defines the distortion component for this precoding technique. Under these conditions, we have
C. ZF
Regarding ZF techniques [8] , the precoding matrix is given by the pseudo-inverse of the channel estimates matrix, i.e.,
In this technique, the channel is totally inverted, which means that B = 0 C×C . Therefore, there is no inter-user interference and Under these conditions, the total interference component is defined as
Following an approach similar to that of Appendix V, it can be shown that the power associated to the interference component is given by
Furthermore, by taking advantage of (56) and (57), the BER associated to the cth stream and a given channel realization can be defined as
IV. PERFORMANCE RESULTS
In this section we present a set of performance results considering different nonlinear massive MIMO systems. More concretely, we compare the theoretical BER performance results derived in section III with simulated BER results obtained through Monte Carlo Simulations. This comparison is made for different scenarios which include different combinations of precoding techniques, types of nonlinearities and CSI qualities. Unless otherwise stated, we assume that the channels are uncorrelated. Fig. 5 shows the performance of a massive MIMO system with G = 128 and C = 16, considering both ZF and MRT techniques. In addition to the ideal transmission scenario, we consider two different nonlinear transmissions scenarios: one where nonlinear SSPAs with p = 1 and s M /σ x = 0.5 (η B = 0.6 (see Fig. 3) ) are employed and another where 1-bit DACs are taken into account. The CSI is assumed to be perfect, i.e., β = ∞. From the figure, it can be noted that, regardless of the precoding technique and of the nonlinearity, the theoretical and simulated results match with a high degree of accuracy. As expected, since the nonlinear distortion effects associated to one bit quantizers are higher than the ones associated to a nonlinear SSPA, which is a smoother nonlinearity, the corresponding performance degradation is higher. Moreover, the performance associated to ZF transmitters is much better than that of MRT since in ZF there is no inter-user interference. Fig. 6 shows the performance of ZF and EGT techniques considering quantizers with s M /σ x = 1.0 and b = 1 bits of resolution, C = 16 and different values of G. Once again, the CSI is assumed to be perfectly estimated at the transmitter. Besides the accurate agreement between the simulated and theoretical results, one can also note that regardless of the precoding technique, the impact of such a coarse quantization is reduced by increasing the number of transmit antennas, provided that the number of streams is maintained fixed. This is a consequence of the fact that the SDR ratio for detection purposes is approximately the SDR associated to a given transmit antenna weighted by the factor G/C. Therefore, one can increase the number of transmit antennas G to improve the SDR at the different users, which leads to performance improvements. This reveals that it is possible to use simple, non-ideal hardware without compromising substantially the performance, provided that G C, even when a lowcomplexity precoding technique such as the EGT is employed.
Let us analyze now the impact of imperfect channel estimates, i.e, β = ∞. Fig. 7 shows the average BER associated to the different streams of a massive MIMO system with G = 128 transmit antennas and C = 16 streams. We consider ZF precoding as well as DACs with different resolutions and a normalized clipping level s M /σ x = 0.5.
From this figure, it can be noted that our analytical method allows to obtain accurate BER values, even when we have imperfect CSI (β = 4) and quantizers with different resolutions are taken into account. As expected, increasing b leads to lower nonlinear distortion effects and better performances. Fig. 8 shows the average BER considering MRT and nonlinear SSPAs with p = 20 and normalized saturation level s M /σ x = 1.0 (for this specific case, η B ≈ 0.62 (see Fig. 3 ), where the case of p = ∞ is analyzed). The number of users is C = 16 and the number of transmit antennas is variable. We consider scenarios with imperfect CSI, with β = 1 and β = 10, and cenarios with perfect CSI, where β = +∞. Once again, besides the high accuracy between the theoretical and simulated results that can be observed in the figure, one can note that, regardless of β, the impact of the nonlinear distortion decreases when G increases, provided that the number of streams is fixed, even when we have imperfect CSI. This is an important result since it means that the impact of the nonlinear distortion can be reduced in scenarios where G C, which enables the use of highly energy-efficient hardware, even when low-complexity linear precoding techniques are employed and there are channel estimation errors. Let us now consider the impact of correlation at the different BS transmit antennas. For that purpose, we can modify our channel model in such a way that the lines ofĤ are uncorrelated (i.e., the channels between the different MTs are uncorrelated), but the adjacent elements along a given line have a correlation factor μ. Fig. 10 presents the average system's BER considering a MIMO system with G = 256 and C = 16, MRT precoding, different nonlinearities and a correlation factor of μ = 0.8.
As can be seen in the figure, our analytical framework provides accurate BER results, even when correlated channels are considered. Indeed, even when the correlation factor is as high as μ = 0.8, we obtain a tight agreement between the simulated and theoretical results, regardless of the type of nonlinearity and regardless of the quality of the CSI.
V. CONCLUSIONS
In this work we presented a simple, yet accurate, analytical framework for the performance evaluation of nonlinear massive MIMO systems that is adequate for different classes of nonlinearities and precoding techniques and that considers channel estimation errors. It is shown that the degradation associated to the nonlinear distortion reduces by increasing the number of transmit antennas, provided that the number of receive antennas is kept constant. Therefore, the use of simplified hardware might be possible without having severe performance degradation, which directly matches with the important necessity of having low-cost, highly energy-efficient massive MIMO implementations.
APPENDIX
In this appendix we present the derivation of (55). Let us start by writing the interference component associated to the nth time instant (see (54)) as 
As I a n and I b n are independent, we have 
In fact, the average power of the first interference component, I a n , is essentially dependent on the power of the elements of the C × C matrix a n , E[|a
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