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This thesis investigates innovations, trends, conventions and practices in online social
media. Tackling these problems will give more insight into how their users use these
online platforms with the hope that the results can be generalized to the oﬄine world.
Every major step in human history was accompanied by an innovation, from the time
that mankind invented and mastered the production of fire, to the invention of the World
Wide Web. The societal process of adopting innovations has been a case that has fas-
cinated many researchers throughout the past century. Prior to the existence of online
social networks, economists and sociologists were able to study these phenomena on
small groups of people through microeconomics and microsociology. However, the data
gathered from these online communities help us to take one step further, initiating stud-
ies on macroeconomic and macrosociologal problemsin addition to the previous two
areas. Work in this thesis sheds light on the properties of both innovators and laggards,
the expansion and adaptation of innovation, competition among innovations with the
same purpose, and the eventual crowding out of competitor innovations in the target
society. Lastly, we look at the bigger picture by studying the entire diffusion process as
a whole, abstracting out a great deal of details. This offers a view on why every single
idea, content, product, etc., fails to go viral.
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CHAPTER 1
INTRODUCTION
The study of diffusion of innovation dates back to 1903, when Gabriel Tarde [26]
defined the innovation-decision process. The process had 5 steps; knowledge, forming
an attitude, a decision to adopt or reject, implementation and use, and confirmation of
the decision. Once the innovation occurs, it has the capability to spread to other people.
The five step process starts out very slow. At some point, other users start adopting it,
and the innovation gains momentum until it reaches critical mass and experiences its
surge which results into it becoming prevalent. At this point, the process has reached
its saturation, and from there on, the diffusion process slows down. No amount of effort
will help the innovation spread any faster.
He showed that this process can be demonstrated by an S-curve shape shown in figure
1.1, where the x-axis is time and the y-axis is the fraction of people who adopted the
innovation.
This work inspires a huge body of work, such as the famous book Crossing the
Chasm [62] that has the Probability Density Function (PDF) of the S-shape curve on
its cover or the early celebrated work of Ryan and Gross in 1943 [77]. In this work,
Ryan and Gross studied the adoption of genetically modified seed corns by the farmers
located in Iowa. They verified that there is indeed the S-shaped pattern in the behavior
of farmers 1.2 and showed that there is delay between the time the farmers hear about
these new seeds and when they start using it. In the beginning, very few farmers, the
early adopters, dared to try this new type of seed. As time passes and the others see the
outcome of farms that used these new seeds, they start using them as well.
A few decades later, in 1962, Rogers published a book entirely based on previous
studies on diffusion of innovation in fields such as anthropology, early sociology, rural
1
Figure 1.1: S-shape curve of the diffusion process
Figure 1.2: The time farmers hear about new seed corns versus the time they start using
it
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sociology, education, industrial sociology, and medical sociology.
More recently with the birth of the internet and common usage of online social me-
dia, online platforms play a huge role in our lives. An important aspect of the everyday
experience on large on-line platforms is the emergence and spread of new activities and
behaviors, including resharing of content, participation in new topics, and adoption of
new features. These activities are described by various terms — as trends in the topic
detection and social media literatures, and innovations by sociologists working on the
diffusion of new behaviors [69]. An active line of recent research has used rich Web
datasets to study the properties of such trends in on-line settings, and how they develop
over time (e.g. [4, 39, 55, 52, 29, 38, 7, 10, 88]). The analyses performed in this style
have extensively investigated the temporal aspects of trends, including patterns that ac-
company bursts of on-line activity [45, 48, 21, 89], and the network dynamics of their
spread at both local levels [10, 52] and global levels [55, 29, 38]. In recent years, the on-
line domain has provided a powerful setting in which to study this process. All of these
online platforms have given a chance to revisit all the classic sociological problems us-
ing the massive data they create, such as, how do two innovation competitors compete
to win the market when innovations of same purpose emerge in the ecosystem, or how
do new words and language emerge in a community and how they spread [25, 30]?
In addition to observing the birth of these innovations and trends in these rich collec-
tions of online social media, the immense amount of data makes the process of observing
the spread of new ideas and innovations through social networks much easier. A grow-
ing line of research has discovered principles for both the local mechanisms and global
properties involved in the spread of pieces of information, such as messages, quotes,
links, news stories, and photos [4, 39, 54, 55, 53, 3, 20, 37, 12], the diffusion of new
products through viral marketing [52], and the cascading recruitment to on-line groups
3
[10, 6].
Another central question along this line is understanding how the theories of dif-
fusion can address the process of competition and selection among conventions; when
there are multiple possible behaviors and a group must choose among them, can we
characterize how this selection process takes place, and how the latent interaction be-
tween competing options unfolds? The rise of new idioms and terminology [25]; techni-
cal standards in engineering and technological domains [9]; themes in political rhetoric
[34]; and styles in artistic and other subjective domains [78] are all cases where we
can pose such questions. It is important to note that the set of issues surrounding such
conventions is far from monolithic — in particular, in cases with high costs to miscoor-
dination, one tends to see a single convention crowd out all the others almost completely,
while in cases where the convention has lower coordination effects and poses lower nor-
mative constraints, one typically finds extensive coexistence of conventions, with one
convention dominating and others persisting in parts of the population [90].
However this is not all, nowadays given all these online social media and the easy
mechanisms for resharing (as easy as one click), there are more high-level questions in
this domain to ask. One could focus on the user experience on these network in response
to these information diffusions. Users on modern social and information networks play
dual roles as content producers and consumers; content they produce is seen by their
friends or followers, and content they see (or consume) on the network is produced by
users they are friends with or following. In addition to producing their own content, these
networks also provide users with low-friction content-producing mechanisms. Users can
switch from being consumers to content producers with a single click, as they can share
or retweet content that they want to communicate to their followers. In some cases,
consumption activity (such as “liking”) is akin to content production from the user in
4
terms of what their followers and friends observe.
Having a low barrier for content production is clearly important in activating the
information-sharing aspects of social and information networks, but some of these
mechanisms could be viewed as existing in tension with a basic contract of these net-
works. A key premise of a social or information networks is that users opt in to connect
to friends or users that they are explicitly interested in hearing from. But, in the presence
of sharing mechanisms, cascades originate on the network and hence a user can often
see content from users they did not opt in to see content from. It is conceivable that
cascades could overwhelm a user’s homepage (news feed, timeline, ...) , rendering the
network significantly less useful to the user. Therefore, one important question related
to cascades asks whether they are beneficial to the health of the social network.
1.1 Contributions
Chapter 2 presents work on finding language innovation and trends in online social me-
dia and uses them to investigate properties of different users in these different stages of
these innovations spreading in the community. Finding these vocabulary that are intro-
duced to the language is a challenging task for several reasons. First, there is no clear
definition for language innovations. Second, even if a definition is set, there might be
words that existed before but find a new meaning (homonyms) after an event that hap-
pens in the community. Third, typos might fool the algorithm into counting them as
innovations. In this chapter, we propose a method for detecting bursts of usage of dif-
ferent words which is inspired by an algorithm in [45]. Using these bursts will help in
providing an algorithm, robust to challenges listed above. Previously, most algorithms
require manual tuning of the parameters for each dataset independently, which leads to
human biases. The outcome of running this algorithm on multiple datasets, such as pop-
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ular subreddits, academic settings, review websites and online retailers verifies multiple
findings in this research area. This chapter is a collaboration with Jon Kleinberg and ap-
peared in proceedings of International Conference on Web and Social Media (ICWSM)
2016.
The work presented in chapter 3 is a follow-up work to Chapter 2. After detecting
language innovations and the properties of the early and late adopters, a natural question
to ask is: how do these innovations spread in networks? Studying diffusion of innova-
tions requires a tag that enables us to track the spreading of the item and connections
among people or users that use that innovation. This occurs in many previous studies
such as the inheritance of DNA, spread of viruses, tweets, Facebook posts and online
memes. However, once the context is changed to language, the problem becomes in-
tractable. Keeping track of the communication among all people and how words spread
in a community is simply impossible, even without dealing with homonyms and syn-
onyms. In chapter 3, we present a way to get one step closer to answering this ques-
tion. By relaxing the requirement of natural languages to programming languages the
problem becomes much simpler while keeping the context. The benefit of using pro-
gramming languages is that each command has a single deterministic meaning, which
already removes two of the biggest stated challenges in the problem. This chapter is
joint work with Jon Kleinberg and Cristian Danescu-Niculescu-Mizil and appeared in
proceedings of International Conference on Web and Social Media (ICWSM) 2017.
In chapter 4, we continue working on the spread of innovations in the context of
programming languages. Now that the problem of tracking these innovations is solved,
the next natural step is to ask how these innovations interact with each other. More pre-
cisely, we ask: which one of the two language innovations that serve the same purpose
(synonyms), will end up being the more popular one and winning over the crowd? But
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we don’t stop at this question and investigate the outcome of the scenario when two
users of the language collaborate and disagree on terms. The second question that we
undertake in this chapter is: which person has more influence in a collaboration? There
have been general models proposed for diffusion of innovations in the literature, how-
ever, the underlying connections were known, and these models do not try to capture
the properties of nodes (people) in the network. The work done in this chapter addresses
the two problems mentioned and focuses on one-on-one interactions, giving us more
insight on the spread of these innovations. This chapter is joint work with Jon Kleinberg
and Cristian Danescu-Niculescu-Mizil and appeared in proceedings of World Wide Web
(WWW) 2017.
Finally, in chapter 5, we look at diffusion on social media from the bird’s-eye view
and how it impacts the social medium as a whole. This work started as a collaboration
with Twitter, to understand how content did not overflow the network when the retweet
mechanism was introduced. There has been a lot of work on cascades and diffusion
on social media, however, the work shown in this chapter takes a different approach to
this problem. Instead of looking at these cascades and how they spread, we look at the
effects of these cascades on their audience. In other words, cascade trees are usually
known to have the producer of the content as the root and the content flowing outwards,
but in this work, the root of the tree is the consumer of the content and the content is
flowing inwards. This problem has not been studied before in academia, since it requires
the private logs logged by the online platform. In addition to the data mining section,
showing how far content travels in these networks we propose a theoretical model to
exhibit why adding a resharing feature to the system does not make the content overflow
the network. This chapter is joint work with Jon Kleinberg, Aneesh Sharma and Krishna
Kamath; and appeared in proceedings of World Wide Web (WWW) 2017 [75].
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CHAPTER 2
STATUS GRADIANT OF TRENDS IN SOCIAL MEDIA
An active line of research has studied the detection and representation of trends in
social media content. There is still relatively little understanding, however, of methods
to characterize the early adopters of these trends: who picks up on these trends at dif-
ferent points in time, and what is their role in the system? We develop a framework for
analyzing the population of users who participate in trending topics over the course of
these topics’ lifecycles. Central to our analysis is the notion of a status gradient, de-
scribing how users of different activity levels adopt a trend at different points in time.
Across multiple datasets, we find that this methodology reveals key differences in the
nature of the early adopters in different domains.
2.1 Introduction
Online social media have become immersed in our daily lives and all the users activities
provide us researchers with a huge body of data to study. An issue that has received less
exploration using these types of datasets is the set of distinguishing characteristics of the
participants themselves — those who take part in a trend in an on-line domain. This has
long been a central question for sociologists working in diffusion more broadly: who
adopts new behaviors, and how do early adopters differ from later ones [69]?
Key question: Who adopts new behaviors, and when do they adopt them?. When
empirical studies of trends and innovations in off-line domains seek to characterize
the adopters of new behaviors, the following crucial dichotomy emerges: is the trend
proceeding from the “outside in,” starting with peripheral or marginal members of the
community and being adopted by the high-status central members; or is the innovation
8
proceeding from the “inside out,” starting with the elites and moving to the periphery
[1, 14, 22, 23, 65]?
Note that this question can be framed at either a broader population level or a more
detailed network structural level. We pursue the broader population-level framing here,
in which it is relevant to any distinction between elite and more peripheral members of
a community, and not necessarily tied to measures based on network structure.
There are compelling arguments for the role of both the elites and the periphery
in the progress of a trend. Some of the foundational work on adopter characteristics
established that early adopters have significantly higher socioeconomic status in aggre-
gate than arbitrary members of the population [27, 68]; elites also play a crucial role
— as likely opinion leaders —in the two-step flow theory of media influence [42]. On
the other hand, a parallel line of work has argued for the important role of peripheral
members of the community in the emergence of innovations; Simmel’s notion of “the
stranger” who brings ideas from outside the mainstream captures this notion [79], as
does the theory of change agents [60, 86] and the power of individuals who span struc-
tural holes, often from the periphery of a group [18, 47].
This question of how a trend flows through a population — whether from high-status
individual to lower-status ones, or vice versa — is a deep issue at the heart of diffusion
processes. It is therefore natural to ask how it is reflected in the adoption of trends in
on-line settings. The interesting fact, however, is that there is no existing general frame-
work or family of measures that can be applied to user activity in an on-line domain to
characterize trends according to whether they are proceeding from elites outward or pe-
ripheral members inward. In contrast to the extensive definitions and measures that have
been developed to characterize temporal and network properties of on-line diffusion,
this progress of adoption along dimensions of status is an issue that to a large extent has
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remained computationally unformulated.
Contribution: Formulating the status gradient of a trend. We define a formalism
that we term the status gradient, which aims to take a first step toward characterizing
how the adopter population of a trend changes over time with respect to their status
in the community. Our goal in defining the status gradient is that it should be easy to
adapt to data from different domains, and it should admit a natural interpretation for
comparing the behavior of trends across these domains.
We start from the premise that the computation of a status gradient for a trend should
produce a time series showing how the status of adopters in the community evolves over
the life cycle of the trend. To make this concrete, we need (i) a way of assessing the
status of community members, and (ii) a way of identifying trends.
While our methods can adapt to any way of defining (i) and (ii), for purposes of
this work we operationalize them in a simple, concrete way as follows. Since our focus
in this work is on settings where the output of the community is textual, we will think
abstractly of each user as producing a sequence of posts, and the candidate trends as
corresponding to words in these posts. (The adaptation to more complex definitions of
status and trends would fit naturally within our framework as well.)
• We will use the activity level of each user as a simplified proxy for their status:
users who produce more content are in general more visible and more actively
engaged in the community, and hence we can take this activity as a simple form
of status.1 The current activity level of a user at a time t is the total number of posts
they have produced up until t, and their final activity level is the total number of
1In the datasets with a non-trivial presence of high-activity spammers, we employ heuristics to remove
such users, so that this pathological form of high activity is kept out of our analysis.
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posts they have produced overall.
• We use a burst-detection approach for identifying trending words in posts [45];
thus, for a given trending word w, we have a time βw when it entered its burst state
of elevated activity. When thinking about a trending word w, we will generally
work with “relative time” in which βw corresponds to time 0.
We could try to define the status gradient simply in terms of the average activity
level (our proxy for status) of the users who adopt a trend at each point in time. But
this would miss a crucial point: high-activity users are already overrepresented in trends
simply because they are overrepresented in all of a site’s activities. This is, in a sense, a
consequence of what it means to be high-activity. And this subtlety is arguably part of
the reason why a useful definition of something like the status gradient has been elusive.
Our approach takes this issue into account. We provide precise definitions in the
following section, but roughly speaking we say that the status gradient for a trending
word w is a function fw of time, where fw(t) measures the extent to which high-activity
users are overrepresented or underrepresented in the use of w, relative to the baseline
distribution of activity levels in the use of random words. The point is that since high-
activity users are expected to be heavily represented in usage of both w and of “typical”
words, the status gradient is really emerging from the difference between these two.
2.2 Overview of Approach and Summary of Results
We apply our method to a range of on-line datasets, including Amazon reviews from
several large product categories [59], Reddit posts and comments from several active
sub-communities [82], posts from two beer-reviewing communities [25], and paper titles
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from DBLP and Arxiv.
We begin with a self-contained description of the status gradient we compute, before
discussing the detailed implementation and results in subsequent sections. Recall that
for purposes of our exposition here, we have an on-line community containing posts by
users; each user’s activity level is the number of posts he or she has produced; and a
trending word w is a word that appears in a subset of the posts and has a burst starting
at a time βw.
Perhaps the simplest attempt to define a status gradient would be via the following
function of time. First, abusing terminology slightly, we define the activity level of a
post to be the activity level of the post’s author. Now, let Pw(t) be the set of all posts at
time t + βw containing w, and let gw(t) be the median activity level of the posts in Pw(t).
Such a function gw would allow us to determine whether the median activity level
of users of the trending word w is increasing or decreasing with time, but it would not
allow us to make statements about whether this median activity level at a given time
t + βw is high or low viewed as an isolated quantity in itself. To make this latter kind of
statement, we need a baseline for comparison, and that could be provided most simply by
comparing gw(t) to the median activity level g∗ of the set of all posts in the community.
The quantity g∗ has an important meaning: half of all posts are written by users of
activity level above g∗, and half are written by users of activity level below g∗. Thus
if gw(t) < g∗, it means that the users of activity level at most gw(t) are producing half
the occurrences of w at time t + βw, but globally are producing less than half the posts
in the community overall. In other words, the trending word w at time t is being over-
produced by low-activity users and underproduced by high-activity users; it is being
adopted mainly by the periphery of the community. The opposite holds true if gw(t) > g∗.
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Note how this comparison to g∗ allows us to make absolute statements about the activity
level of users of w at time t + βw without reference to the activity at other times.
This then suggests how to define the status gradient function fw(t) that we actually
use, as a normalized version of gw(t). To do so, we first define the distribution of activity
levels H : [0,∞)→ [0, 1] so that H(x) is the fraction of all posts whose activity level is
at most x. We then define
fw(t) = H(gw(t)).
This is the natural general formulation of our observations in the previous paragraph:
the users of activity level at most gw(t) are producing half the occurrences of w at time
t +βw, but globally are producing an fw(t) fraction of the posts in the community overall.
When fw(t) is small (and in particular below 1/2), it means that half the occurrences of
w at time t + βw are being produced by a relatively small slice of low-activity users, so
the trend is being adopted mainly by the periphery; and again, the opposite holds when
fw(t) is large.
Our proposal, then, is to consider fw(t) as a function of time. Its relation to 0.5 con-
veys whether the trend is being overproduced by high-activity or low-activity members
of the community, and because it is monotonic in the more basic function gw(t), its dy-
namics over time show how this effect changes over the life cycle of the trend w.
Summary of Results. We find recurring patterns in the status gradients that reflect as-
pects of the underlying domains. First, for essentially all the datasets, the status gradient
indicates that high-activity users are overrepresented in their adoption of trends (even
relative to their high base rate of activity), suggesting their role in the development of
trends.
We find interesting behavior in the status gradient right around time 0, the point
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at which the burst characterizing the trend begins. At time 0, the status gradient for
most of the sites we study exhibits a sharp drop, reflecting an influx of lower-activity
users as the trend first becomes prominent. This is a natural dynamic; however, it is
not the whole picture. Rather, for datasets where we can identify a distinction between
consumers of content (the users creating posts on the site) and producers of content (the
entities generating the primary material that is the subject of the posts), we generally
find a sharp drop in the activity level of consumers at time 0, but not in the activity
level of producers. Indeed, for some of our largest datasets, the activity levels of the two
populations move inversely at time 0, with the activity level of consumers falling as the
activity level of producers rises. This suggests a structure that is natural in retrospect
but difficult to discern without the status gradient: in aggregate, the onset of a burst is
characterized by producers of rising status moving in to provide content to consumers
of falling status.
We now provide more details about the methods and the datasets where we evaluate
them, followed by the results we obtain.
2.3 Data Description
Throughout this chapter, we will study multiple on-line communities gathered from dif-
ferent sources. The study uses the three biggest communities on Amazon.com, several
of the largest sub-reddits from reddit.com, two large beer-reviewing communities that
have been the subject of prior research, and the set of all papers on DBLP and Arxiv
(using only the title of each).
• Amazon.com, in addition to allowing users to purchase items, hosts a rich set
of reviews; these are the textual posts that we use as a source of trends. We take
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all the reviews written before December 2013 for the top 3 departments: TV and
Movies, Music, and Books [59].
• Reddit is one of the most active community-driven platforms, allowing users to
post questions, ideas and comments. Reddit is organized into thousands of cat-
egories called sub-reddits; we study 5 of the biggest text-based sub-reddits. Our
Reddit data includes all the Reddit posts and comments posted before January
2014 [82]. Reddit contains a lot of content generated by robots and spammers;
heuristics were used to remove this content from the dataset.
• The two on-line beer communities Beer Advocate and Rate Beer, include re-
views of beers from 2001 to 2011. Users on these two platforms describe a beer
using a mixture of well-known and newly-adopted adjectives [25].
• DBLP is a website with bibliographic data for published papers in the computer
science community. For this study we only use the title of the publications.
• Arxiv is a repository of on-line preprints of scientific papers in physics, mathe-
matics, computer science, and an expanding set of other scientific fields. As with
DBLP, we use the titles of the papers uploaded on Arxiv for our analysis, restrict-
ing to papers before November 2015. We study both the set of all Arxiv papers
(denoted Arxiv All), as well as subsets corresponding to well-defined sub-fields.
Two that we focus on in particular are the set of all statistics and computer science
categories, denoted Arxiv stat-cs, and astrophysics — denoted Arxiv astro-ph —
as an instance of a large sub-category of physics. In this study we only use papers
that use \author and \title for including their title and their names.
More specific details about these datasets can be found in Table 2.1.
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Dataset Authors Documents
Amazon Music 971,186 11,726,645
Amazon Movies and TV 846,915 14,391,833
Amazon Books 1,715,479 23,625,228
Reddit music 969,895 5,873,797
Reddit movies 930,893 1,0541,409
Reddit books 392,000 2,575,104
Reddit worldnews 1,196,638 16,091,492
Reddit gaming 1,811,850 33,868,254
Rate Beer 29,265 2,854,842
Beer Advocate 343,285 2,908,790
DBLP 1,510,698 2,781,522
Arxiv astro-ph 83,983 167,580
Arxiv stats-cs 63,128 71,131
Arxiv All 326,102 717,425
Table 2.1: Number of authors and documents in the studied datasets.
2.4 Details of Methods
In this section we describe our method for finding trends and then how we use these to
compute the status gradient. We run this method for each of these datasets separately so
we can compare the communities with each other. In each of these communities, users
produce textual content, and so for unity of terminology we will refer to the textual out-
put in any of these domains (in the form of posts, comments, reviews, and publication
titles) as a set of documents; similarly, we will refer to the producers of any of this con-
tent (posters, commenters, reviewers, researchers) as the authors. For Amazon, Reddit,
and the beer communities we use an approach that is essentially identical across all the
domains; the DBLP and Arxiv datasets have a structure that necessitates some slight
differences that we will describe below.
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2.4.1 Finding Trends
As discussed above, the trends we analyze are associated with word bursts — words that
increase in usage in a well-defined way. We compute word bursts using an underlying
probabilistic automaton as a generative model, following [45]. These word bursts form
the set of trends on which we then base the computation of status gradients.
For each dataset (among Amazon, Reddit, and the beer communities), and for each
word w in the dataset, let αw denote the fraction of documents in which it appears. We
define a two-state automaton that we imagine to probabilistically generate the presence
or absence of the word w in each document. In its “low state” q0 the automaton gener-
ates the word with probability αw, and in its “high state” q1 it generates the word with
probability cDαw for a constant cD > 1 that is uniform for the given dataset D. Finally, it
transitions between the two states with probability p. (In what follows we use p = 0.1,
but other values give similar results.)
Now, for each word w, let fw,1, fw,2, . . . , fw,n be a sequence in which fw,i denotes
the fraction of documents in week i that contain w. We compute the state sequence
S w,1, S w,2, . . . , S w,n (with each S w,i ∈ {q0, q1}) that maximizes the likelihood of observing
the fractions fw,1, fw,2, . . . , fw,n when the automaton starts in q0. Intuitively, this provides
us with a sequence of “low rate” and “high rate” time intervals that conform as well as
possible to the observed frequency of usage, taking into account (via the transition prob-
ability p) that we do not expect extremely rapid transitions back and forth between low
and high rates. Moreover, words that are used very frequently throughout the duration
of the dataset will tend to produce state sequences that stay in q0, since it is difficult for
them to rise above their already high rate of usage.
A burst is then a maximal sequence of states that are all equal to q1, and the be-
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ginning of this sequence corresponds to a point in time at which w can be viewed as
“trending.” The weight of the burst is the difference in log-probabilities between the
state sequence that uses q1 for the interval of the burst and the sequence that stays in q0.
To avoid certain pathologies in the trends we analyze, we put in a number of heuris-
tic filters; for completeness we describe these here. First, since a word might produce
several disjoint time intervals in the automaton’s high state, we focus only on the inter-
val with highest weight. For simplicity of phrasing, we refer to this as the burst for the
word (Other choices, such as focusing on the first or longest interval, produce similar
results). Next, we take a number of steps to make sure we are studying bursty words
that have enough overall occurrences, and that exist for more than a narrow window of
time. The quantity cD defined above controls how much higher the rate of q1 is relative
to q0; too high a value of cD tends to produce short, extremely high bursts that may have
very few occurrences of the word. We therefore choose the maximum cD subject to the
property that the median number of occurrences of words that enter the burst state is at
least 5000. Further, we only consider word bursts of at least eight weeks in length, and
only for words that were used at least once every three months for a year extending in
either direction from the start of the burst.
With these steps in place, we take the top 500 bursty words sorted by the weight
of their burst interval, and we use these as the trending words for building the status
gradient. With our heuristics in place, each of these words occurred at least 200 times.
For illustrative purposes, a list of top 5 words for each dataset is shown in Table 2.2.
18
Dataset Words
Amazon Music anger, metallica, coldplay, limp, kanye
Amazon Movies and TV lohan, lindsay, sorcerers, towers, gladiator
Amazon Books kindle, vinci, bush, phoenix, potter
Reddit Music daft, skrillex, hipster, radiohead, arcade
Reddit movies batman, bane, superman, bond, django
Reddit books hunger, nook, borders, gatsby, twilight
Reddit worldnews israel, hamas, isis, gaza, crimea
Reddit gaming gta, skyrim, portal, diablo, halo
Rate Beer cigar, tropical, winter, kernel, farmstead
Beer Advocate finger, tulip, pine, funk, roast
DBLP parallel, cloud, social, database, objectoriented
Arxiv astro-ph chandra, spitzer, asca, kepler, xmmnewton
Arxiv stats-cs deep, channels, neural, capacity, convolutional
Arxiv All learning, chandra, xray, spitzer, bayesian
Table 2.2: The top 5 words that our algorithm finds using the burst detection method.
Words in parenthesis are stop words that got removed by the algorithm.
2.4.2 Computing the Status Gradient
Now we describe the computation of the status gradient. This follows the overview
from earlier in the chapter, with one main change. In the earlier overview, we described
a computation that used only the the documents containing a single bursty word w. This,
however, leads to status gradients (as functions of time) that are quite noisy. Instead, we
compute a single, smoother aggregate status gradient over all the bursty words in the
dataset.
Essentially, we can do this simply by merging all the time-stamped documents con-
taining any of the bursty words, including each document with a multiplicity corre-
sponding to the number of bursty words it contains, and shifting the time-stamp on each
instance of a document with bursty word w to be relative to the start of the burst for
w. Specifically, each of the bursty words w selected above has a time βw at which its
burst interval begins. For each document containing w, produced at time T , we define
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its relative time to be T − βw — i.e. time is shifted so that the start of the burst is at time
0. (Time is measured in integer numbers of weeks for all of our datasets except DBLP
and Arxiv, where it is measured in integer numbers of years and months, respectively.)
Now we take all the documents and we bucket them into groups that all have the
same relative time: for each document produced at time T containing a bursty word
w, we place it in the bucket associated with its relative time T − βw.2 From here, the
computation proceeds as in the overview earlier in the chapter: for each relative time t,
we consider the median activity level g(t) of all documents in the bucket associated with
t. This function g(t) plays the role of the single-word function gw(t) from the overview,
and the computation continues from there.
Final and Current Activity Levels. The computation of the status gradient involves
the activity levels of users, and there are two natural ways to define this quantity, each
leading to qualitatively different sets of questions. The first is the final activity level:
defining each user’s activity level to be the lifetime number of documents they produced.
Under this interpretation, an author will have the same activity whenever we see them in
the data, since it corresponds to their cumulative activity. This was implicitly the notion
of activity level that was used to describe the status gradient computation earlier.
An alternate, also meaningful, way to define an author’s activity level is to define it
instantaneously at any time t to be the number of documents the author has produced
up to time t. This reflects the author’s involvement with the community at the time he
or she produced the document, but it does not show his or her eventual activity in the
community.
2If a document contains multiple bursty words, we place it in multiple buckets. Also, to reduce noise,
in a post-processing step we combine adjacent buckets if they both have fewer than a threshold number
of documents θ, and we continue this combining process iteratively from earlier to later buckets until all
buckets have at least θ documents. In our analysis we use θ = 1500.
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Performing the analysis in terms of the final activity level is straightforward. For the
analysis in terms of the current activity level, we need to be careful about a subtlety.
If we directly adapt the method described so far, we run into the problem that users’
current activity levels are increasing with time, resulting in status gradient plots that
increase monotonically for a superficial reason. To handle this issue, we compare doc-
uments containing bursty words with documents which were written at approximately
the same time. Document d written at time td that has a bursty word will be compared to
documents written in the same week as d. We say that the fractional rank of document
d is the fraction of documents written in the same week td whose authors have a smaller
current activity level than the author of d. Note that the fractional rank is independent
of the trending word; it depends only on the week. Now that each document has a score
that eliminates the underlying monotone increase, we can go back to the relative time
domain and use the same method that we employed for the final activity level, but us-
ing the fractional rank instead of the final activity level. Note that in this computation
we thus have an extra level of indirection — once for finding the fractional rank and a
second time for computing the status gradient function.
As it turns out, the analyses using final and current activity levels give very similar
results; due to this similarity, we focus here on the computation and results for the final
activity level.
Bigrams. Thus far we have performed all the analysis using trends that consist of sin-
gle words (unigrams). But we can perform a strictly analogous computation in which the
trends are comprised of bursty two-word sequences (bigrams), after stop-word removal.
Essentially all aspects of the computation remain the same. The top 5 bigrams that the
algorithm finds are shown in Table 2.3.
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Dataset Bigrams
Amazon Music st-anger, green-day, limp-bizkit, 50-cent, x-y
Amazon Movies and TV
mean-Girls, rings-trilogy, lindsay-lohan,
matrix-reloaded, two-towers
Amazon Books
da-Vinci, john-kerry, harry-potter, twilight-book,
fellowship-(of the)-ring
Reddit Music
daft-punk, get-lucky, chance-rapper, mumford-(&)-sons,
arctic-monkeys
Reddit movies
pacific-rim, iron-man, man-(of)-steel, guardians-
(of the)-galaxy, dark-knight
Reddit books
hunger-games, shades-(of)-grey, gone-girl, great-gatsby,
skin-game
Reddit worldnews
north-korea, chemical-weapons, human-shields,
iron-dome, civilian-casualties
Reddit gaming gta-v, last-(of)-us, mass-effect, bioshock-infinite, wii-u
Rate Beer
cigar-city, black-ipa, belgian-yeast, cask-handpump,
hop-front
Beer Advocate
lacing-s, finger-head, moderate-carbonation,
poured-tulip, head-aroma
Table 2.3: The top 5 bigrams that our algorithm finds using the burst detection method.
Words in parenthesis are stop words that got removed by the algorithm.
The results for bigrams in all datasets are very similar to those for unigrams, and so
in what follows we focus on the results for unigrams.
DBLP and Arxiv. Compared to other datasets that we use in this study, DBLP and
Arxiv have a different structure in ways that are useful to highlight. We will point out
two main differences.
First, documents on DBLP/Arxiv generally only arrive in yearly/monthly incre-
ments, rather than daily or weekly increments in the other datasets, and so we perform
our analyses by placing documents into buckets corresponding to years/month rather
than weeks. In our heuristics for burst detection on DBLP, we require a minimum burst
length of 3 years (in place of the previous requirement of 8 weeks). We found it was not
necessary to use any additional minimum-length filters.
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The second and more dramatic structural difference from the other datasets is that a
given document will generally have multiple authors. To deal with this issue, we adopt
the following simple approach: We define the current and final activity level of a docu-
ment as the highest current and final activity level, respectively, among all its authors.3
Note, however, that a document still contributes to the activity level of all its authors.
We observe that the bursty words identified for these datasets appear in at least 70
documents each instead of the minimum 200 we saw for the other datasets. We scaled
down other parameters accordingly, and did not compute bursty bigrams for DBLP and
Arxiv.
2.5 Results
Now that we have a method for computing status gradients, we combine the curves
fw(t) over the top bursty words in each dataset, as described above, aligning each bursty
word so that time 0 is the start of its burst, βw. In the underlying definition of the status
gradient, we focus here on the final activity level of users; the results for current user
activity are very similar.
2.5.1 Dynamics of Activity Levels
The panels of Figure 2.1 show the aggregate status gradient curves for the three Amazon
categories, four of the sub-reddits, and one of the beer communities. (Results for the
other sub-reddits and beer communities are similar.)
3The results for taking the median experience instead of the maximum for each paper leads to similar
results.
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The plots in Figure 2.1 exhibit two key commonalities.
Figure 2.1: The status gradients for datasets from Amazon, Reddit, and an on-line beer
community, based on the final activity level of users and a ranked set of 500 bursty
words for each dataset.
• First, they lie almost entirely above the line y = 0.5. Recalling the definition of the
status gradient, this means that high-activity individuals are using bursty words at
a rate greater than what their overall activity level would suggest. That is, even
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Figure 2.2: The status gradient for DBLP and Arxiv papers, as well as the stats-cs and
astro-ph subsets of Arxiv, using final activity levels.
relative to their already high level of contribution to the site, the most active users
are additionally adopting the trending words.
• However, there is an important transition in the curves right at relative time t = 0,
the point at which the burst begins. For most of these communities there is a sharp
drop, indicating that the aggregate final activity level of users engaging in the
trend is abruptly reduced as the trend begins. Intuitively, this points to an influx
of lower-activity users as the trend starts to become large. This forms interesting
parallels with related phenomena in cases where users pursue content that has
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become popular [5, 19].
This pair of properties — overrepresentation of high-activity users in trends (even
relative to their general activity level); and an influx of lower-activity users at the onset
of the trend — are the two dominant dynamics that the status gradient reveals. Relative
to these two observations, we now identify a further crucial property, the distinction
between producers and consumers.
2.5.2 Producers vs. Consumers
We noted that the academic domains we study exhibit a considerably different status
gradient. On DBLP (Figure 2.2), the activity level of authors rises to a maximum very
close to relative time t = 0, indicating an influx of high-activity users right at the start
of a trend. Arxiv stats-cs shows the same effect, and the other Arxiv datasets show a
time-shifted version of this pattern, increasing through time 0 and reaching a maximum
shortly afterward. (This time-shifting of Arxiv relative to DBLP may be connected to
the fact that Arxiv contains preprints while DBLP is a record of published work, which
may therefore have been in circulation for a longer time before the formal date of its
appearance.) This dramatic contrast to the status gradients in Figure 2.1 highlights the
fact that there is no single “obvious” behavior at time t = 0, the start of the trend. It
is intuitive that low-activity users should rush in at the start of a trend, as they do on
Amazon, Reddit, and the beer communities; but it is also intuitive that high-activity
users should arrive to capitalize on the start of a trend, as they do on DBLP and Arxiv. A
natural question is therefore whether there is an underlying structural contrast between
the domains that might point to further analysis.
Here we explore the following contrast. We can think of the users on Amazon, Red-
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Figure 2.3: Status gradients for producers — brands on Amazon and the beer commu-
nity, and domains for Reddit World News. As functions of time, these status gradients
show strong contrasts with the corresponding plots for the activity levels of users (con-
sumers).
dit, and the beer communities as consumers of information: they are reviewing or com-
menting on items (products on Amazon, generally links and news items on Reddit, and
beers on the beer communities) that are being produced by entities outside the site.
DBLP and Arxiv are very different: its bibliographic data is tracking the activities of
producers — authors who produce papers for consumption by an audience. Could this
distinction between producers and consumers be relevant to the different behaviors of
the status gradients?
To explore this question, we look for analogues of producers in the domains corre-
sponding to Figure 2.1: if the status gradient plots in that figure reflected populations
of consumers, who are the corresponding producers in these domains? We start with
Amazon; for each review, there is not just an author for the review (representing the
consumer side) but also the brand of the product being reviewed (serving as a marker
for the producer side). We can define activity levels for brands just as we did for users,
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based on the total number of reviews this brand is associated with, and then use this in
the Amazon data to compute status gradients for brands rather than for users.
The contrasts with the user plots are striking, as shown in Figure 2.3, and consistent
with what we saw on DBLP and Arxiv: the status gradients for producers on Amazon
go up at time t = 0, and for two of the three categories (Music and Movies/TV), the
increase at t = 0 is dramatic. This suggests an interesting producer-consumer dynamic
in bursts on Amazon, characterized by a simultaneous influx of high-activity brands
and low-activity users at the onset of the burst: the two populations move inversely at
the trend begins. Intuitively, the onset of a burst is characterized by producers of rising
activity level moving in to provide content to consumers of falling activity level.
We can look for analogues of producers in the other two domains from Figure 2.1 as
well. For Rate Beer, each review is accompanied by the brand of the beer, and computing
status gradients for brands we find a mild increase at t = 0 here too — as on Amazon,
contrasting sharply with the drop at t = 0 for the user population. For Reddit, it is unclear
whether there is a notion of a “producer” as clean as brands in the other domains, but
for Reddit World News, where most posts consist of a shared link, we can consider the
domain of the link as a kind of producer of the information. The status gradient for
domains on Reddit World News is noisy over time, but we see a generally flat curve at
t = 0; while it does not increase at the onset of the trend, it again contrasts sharply with
the drop at t = 0 in the user population.
Posters vs. Commenters
As a more focused distinction, we can also look at contrasts between different sub-
populations of users on certain of the sites. In particular, since the text we study on
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Figure 2.4: A comparison between the status gradients computed from posts, comments,
and the union of posts and comments on a large sub-reddit (gaming) .
Reddit comes from threads that begin with a post and are followed by a sequence of
comments, we can look at the distinction between the status gradients of posters and
commenters.
We find (Figure 2.4) that high-activity users are overrepresented more strongly in the
bursts in comments than in posts; this distinction is relatively minimal long before the
burst, but it widens as the onset of the burst approaches, and the drop in the status gradi-
ent at t = 0 is much more strongly manifested among the posters than the commenters.
This is consistent with a picture in which lower-activity users initiate threads via posts,
and higher-activity users participate through comments, with this disparity becoming
strongest as the trend begins.
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Figure 2.5: The average number of bursty words used per document, as a function of the
author’s life stage in the community.
Life stages
As a final point, we briefly consider a version of the dual question studied by Danescu-
Niculescu-Mizil et al [25] — rather than tracking the life cycles of the words, as we have
done so far, we can look at the life cycles of the users and investigate how they use bursty
words over their life course on the site. One reason why it is interesting to compare
to this earlier work using a similar methodology is that we are studying a related but
fundamentally different type of behavior from what they considered. The word usage
that they focused on can be viewed as lexical innovations, or novelties, in that they are
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words that had never been used before at all in the community. Here, on the other hand,
we are studying trending word usage through the identification of bursts — the words in
our analysis might have been used a non-zero number of times prior to the start of the
burst, but they grew dramatically in size when the burst began, thus constituting trending
growth. It is not at all clear a priori that users’ behavior with respect to bursty words over
their lifetime should be analogous to their behavior with respect to novelties, but we can
investigate this by adapting the methodology from Danescu-Niculescu-Mizil et al [25].
Here is how we set up the computation. First, we remove any authors (together with
the documents they have written) if their final activity level is less than 10, since their
life span is too short to analyze. Then, we find four cut-off values that divide authors
into quintiles — five groups based on their final activity level such that each group has
produced a fifth of the remaining documents. We focus on the middle three of these
quintiles: three groups of different final activity levels who have each collectively con-
tributed the same amount of content.
We then follow each author over a sequence of brief life stages, each corresponding
to the production of five documents. For each life stage and each quintile we find the
average number of bursty words per document they produce.
We find that the aggregate use of bursty words over user life cycles can look dif-
ferent across different communities. A representative sampling of the different kinds of
patterns can be seen in Figure 2.5. For many of the communities, we see the pattern
noted by Danescu-Niculescu-Mizil et al, but adapted to bursty words instead of lexical
innovations — the usage increases over the early part of a user’s life cycle but then de-
creases at the end. For others, such as Reddit gaming shown in the figure, users have
the highest rate of adoption of bursty words at the beginning of their life cycles, and it
decreases steadily from there. As with our earlier measures, these contrasts suggest the
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broader question of characterizing structural differences across sites through the differ-
ent life cycles of users and the trending words they adopt.
2.6 Conclusion
In this chapter, we have a proposed a definition, the status gradient, and shown how
it can be used to characterize the adoption of a trend across a social media commu-
nity’s user population. In particular, this has allowed us to study the following contrast,
which has proven elusive in earlier work: are trends in social media primarily picked
up by a small number of the most active members of a community, or by a large mass
of less central members who collectively account for a comparable amount of activ-
ity? Our goal has been to develop a clean, intuitive computational formulation of this
question, in a manner that makes it possible to compare results across multiple datasets.
We find recurring patterns, including a tendency for the most active users to be even
further overrepresented in trends, and a contrast between the underlying dynamics for
consumers versus producers of information.
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CHAPTER 3
TRACING THE USE OF PRACTICES THROUGH NETWORKS OF
COLLABORATION
An active line of research has used on-line data to study the ways in which discrete
units of information—including messages, photos, product recommendations, group
invitations—spread through social networks. There is relatively little understanding,
however, of how on-line data might help in studying the diffusion of more complex
practices — roughly, routines or styles of chapter that are generally handed down from
one person to another through collaboration or mentorship. In this work, we propose a
framework together with a novel type of data analysis that seeks to study the spread of
such practices by tracking their syntactic signatures in large document collections. Cen-
tral to this framework is the notion of an inheritance graph that represents how people
pass the practice on to others through collaboration. Our analysis of these inheritance
graphs demonstrates that we can trace a significant number of practices over long time-
spans, and we show that the structure of these graphs can help in predicting the longevity
of collaborations within a field, as well as the fitness of the practices themselves.
3.1 Introduction
On-line domains have provided a rich collection of settings in which to observe how
new ideas and innovations spread through social networks. A growing line of research
has discovered principles for both the local mechanisms and global properties involved
in the spread of pieces of information such as messages, quotes, links, news stories, and
photos [4, 39, 54, 55, 53, 3, 20, 37, 12], the diffusion of new products through viral
marketing [52], and the cascading recruitment to on-line groups [10, 6].
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A common feature in these approaches has been to trace some discrete “unit of
transmission” that can be feasibly tracked through the underlying system: a piece of
text, a link, a product, or membership in a group. This is natural: the power of on-
line data for analyzing diffusion comes in part through the large scale and fine-grained
resolution with which we can observe things flowing through a network; therefore, to
harness this power it is crucial for those things to be algorithmically recognizable and
trackable. As a result, certain types of social diffusion have been particularly difficult to
approach using on-line data—notably, a broad set of cascading behaviors that we could
refer to as practices, which are a collection of styles or routines within a community that
are passed down between people over many years, often through direct collaboration,
mentorship or instruction. Particular stylistic elements involved in writing software, or
performing music, or playing football, might all be examples of such practices in their
respective fields. While complex practices are one of the primary modes studied by
qualitative research in diffusion [80], the challenge for large-scale quantitative analysis
has been both to recognize when someone has begun to adopt a practice, and also to
identify how it was transmitted to them.
Tracking the Spread of Practices. A natural approach to tracking the spread of a
practice is to find a concretely recognizable “tag” that tends to travel with the practice
as it is handed down from one person to another, rendering its use and transmission
easily visible. A beautiful instance of this strategy was carried out by David Kaiser in
his analysis of the use of Feynman diagrams in physics [41]. Feynman diagrams were
proposed by Richard Feynman as a way to organize complex physics calculations, and
due to the technical sophistication involved in their use, the initial spread of Feynman
diagrams within the physics community proceeded in much the style described above,
with young researchers adopting the practice through collaboration with colleagues who
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had already used it. In contrast to many comparable practices, Feynman diagrams had
a distinctive syntactic format that made it easy to tell when they were being used. As a
result, their spread could be very accurately tracked through the physics literature of the
mid-20th-century. The result, in Kaiser’s analysis, was a detailed map of how an idea
spread through the field via networks of mentorship. As he writes:
The story of the spread of Feynman diagrams reveals the work required to craft both re-
search tools and the tool users who will put them to work. The great majority of physicists
who used the diagrams during the decade after their introduction did so only after work-
ing closely with a member of the diagrammatic network. Postdocs circulated through the
Institute for Advanced Study, participating in intense study sessions and collaborative cal-
culations while there. Then they took jobs throughout the United States (and elsewhere)
and began to drill their own students in how to use the diagrams. To an overwhelming
degree, physicists who remained outside this rapidly expanding network did not pick up
the diagrams for their research. Personal contact and individual mentoring remained the
diagrams’ predominant means of circulation even years after explicit instructions for the
diagrams’ use had been in print. [41]
The Feynman diagram thus functions in two roles in this analysis: as an important
technical innovation, and as a “tracking device” for mapping pathways of mentorship
and collaboration. If we want to bring this idea to a setting with large-scale data, we must
deal with the following question: where can we find a rich collection of such tracking
devices with which to perform this type of analysis? We do not expect most objects in
this collection to be technical advances comparable to the Feynman diagram, but we
need a large supply of them, and we need to be able to mechanically recognize both
their use and their spread.
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The present work: Diffusion of practices in academic writing. In this chapter, we
describe a framework for tracking the spread of practices as they are passed down
through networks of collaboration, and we demonstrate a number of ways in which
our analysis has predictive value for the underlying system. We make use of a setting
where practices have the recognizability that we need.—a novel dataset of latex macros
in the e-print arXiv that we have recently developed.
In writing the LATEX source for a paper, authors will often define one or more macros
as a way to make the writing of the paper easier and more modular; as in a standard pro-
gramming language, each instance of a macro instance is specified by a name (hence-
forth name) and a body definition (henceforth body) which defines the functionality of
the macro. Each time the formatting software for the paper sees the name of the macro,
it replaces it with the body of the macro in the text; thus, for example, the command,
\def\Reals{\mathbb{R}} defines a macro, and whenever the author writes \Reals in
the source file for the paper, the symbol R will appear in the outcome.
We will use this dataset in the next chapter for other purposes, specifically, treating
macros names as instances of naming conventions. Macros in our context have a num-
ber of the key properties we need. First, a latex macro is something whose presence
can be tracked as it spreads through the papers in the arXiv collection; we can thus see
when an author first uses it, and when their co-authors use it. Second, while an arbitrary
macro clearly does not correspond in general to an important technical innovation, a suf-
ficiently complex macro often does encode some non-trivial technical shorthand within
a concrete sub-field, and hence its use signifies the corresponding use of some technical
practice within the field. And finally, there are several hundred thousand latex macros in
papers on the arXiv, and so we have the ability to track a huge number of such diffusion
events, and to make comparative statements about their properties.
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Figure 3.1: Sample subsets of BFS trees for three different macros. At each depth we
show the date when the highlighted author (node) uses the macro for the first time; the
highlighted edge is a paper in which an author passes on the macro to an author (node)
in the next level of the tree.
If we want to use macros to trace the diffusion of practices between collaborators, we
first need to establish whether macros indeed spread via “inheritance” from co-authors:
as with the Feynman diagram, can most of the initial set of uses of a macro trace a path
back to a single early use through a chain of co-authorship? We find that this is true for a
significant fraction of macros, by using an inheritance graph for each macro that records
how each author’s first use can be imputed to a co-authorship with an earlier user of the
macro. Specifically, for each macro we can build a graph on the set of authors who have
used it, and we include a directed inheritance edge from author u to author v if (i) u used
the macro before v did, and (ii) v’s first use of the macro is in a paper with u. We find
that many of these inheritance graphs contain giant directed subtrees rooted at a single
early use of the macro, indicating that a significant fraction of the users of the macro can
indeed trace a direct path back to a single shared early ancestor under this inheritance
relation.
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These structures represent interesting instances of diffusion for several reasons. First,
they are “organic” in a way that the spread of many on-line memes are not: when we
study on-line diffusion in settings where a user’s exposure to content is governed by a
recommendation system or ranking algorithm, there is the added complexity that part
of the diffusion process is being guided by the internals of the algorithms underlying
the system. With macros in arXiv papers, on the other hand, while authors may use
automated tools to format the source of their papers, there is relatively little influence
from automated recommendations or rankings in the actual decisions to include spe-
cific macros. Second, we are studying processes here that play out over years and even
decades; among other findings about the structure of our inheritance graphs, we observe
that their diameters can take multiple years to increase even by one hop. We are thus
observing effects that are taking place over multiple academic generations.
The present work: Estimating fitness. If these inheritance graphs—obtaining by
tracing simple syntactic signatures in the source files of papers—are telling us some-
thing about the spread of practices through the underlying community, then their struc-
tural properties may contain latent signals about the outcomes of authors, topics, and
relationships. In the latter part of this chapter, we show that this is the case, by iden-
tifying such signals built from the inheritance structures, and showing that they have
predictive value.
As one instance, suppose we wish to estimate the future longevity of a collaboration
between two authors u and v—that is, controlling for the number of papers they have
written thus far, we ask how many papers they will write in the future. If (u, v) is an edge
of the inheritance graph for some macro, does this help in performing such an estimate?
One might posit that since this edge represents something concrete that u passed on to v
in their collaboration, we should increase our estimate of the strength of the relationship
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and hence its future longevity. This intuition turns out not to be correct on its own: the
existence of a (u, v) edge by itself doesn’t significantly modify the estimate. However,
we find that something close to this intuition does apply. First, we note that since a
(u, v) edge only means that a macro used by u showed up subsequently in a paper that
u co-authored with v, it is providing only very weak information about v’s role in the
interaction. We would have a stronger signal if (u, v) were an internal edge of some
inheritance graph, meaning that v has at least one outgoing edge; in this case, v was
part of a paper that subsequently passed the macro on to a third party w. We find that if
(u, v) is an internal edge of an inheritance graph, this does in fact provide a non-trivial
predictive signal for increased longevity of the u-v collaboration; informally, it is not
enough that u passed something on to v, but that v subsequently was part of the process
of passing it on to a third party w. In fact, we find something more: when (u, v) is an
edge that is not internal (so that u’s passing on of the macro “ends” at v), it in fact
provides a weak predictive signal that the collaboration will actually have slightly lower
longevity than an arbitrary collaboration between two co-authors (again controlling for
the number of joint papers up to the point of observation).
In what follows, we formalize this analysis and its conclusion. We also develop anal-
yses through which macro inheritance can be used to help estimate the future longevity
of an author—how many papers will they write in the future? —and the fitness of an
individual macro itself—how many authors will use it in the future?
The remainder of the chapter is organized into three main sections. We first briefly
describe the structure of the data and how it is used in our analyses. We then formally de-
fine the inheritance graphs and survey some of their basic properties. Finally, we analyze
the relation between these inheritance structures and the longevity of co-authorships, au-
thors, and macros.
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3.2 Data Description
The dataset we study contains the macros used in over one million papers submitted to
the e-print arXiv from its inception in 1991 through November 2015. The arXiv is a
repository of scientific pre-prints in different formats, primarily in LATEX. For a prefix of
this time period, the ordering of the papers in our data is only resolved up to one-month
granularity (the remainder is totally ordered), but our methods work with this level of
granularity.
From the LATEX source files we extract all macros defined by the most common
methods, specifically \def, \newcommand and \renewcommand. This results in macros
from over 400, 000 papers. Note that we do not recursively substitute names that occur
inside of another macro body. Macros have two major components, the name and the
body. Whenever the author uses \name the LATEX compiler replaces it with the body and
compiles the text. In our study the body serves as the “tracking device” discussed in the
introduction, for studying how a macro is passed between collaborators over time. In
general, when we refer to a “macro”, we mean a macro body unless specified otherwise.
For our study we use macro bodies that have length greater than 20 characters, and
which have been used by at least 30 different authors. We apply the length filter so
that we can focus on macros that are distinctive enough that we expect them to move
primarily through copying and transmission, rather than independent invention.
Table 3.1 summarizes basic statistics about our data.1
3.3 Inheritance Graphs
1Our macro dataset is available at http://github.com/CornellNLP/Macros; a repository of arXiv
papers is available at http://arxiv.org/help/bulk_data_s3.
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Number of papers with a macro 402,478
Number of macros defined 15,771,021
Number of unique macro bodies 2,586,548
Average number of names per body 1.1
Number of unique authors 168,451
Average author per paper 2.2
Table 3.1: Dataset details
Defining inheritance graphs. We begin by formally defining the inheritance graphs
described in the introduction. For each macro m we create a graph (Vm, Em) where Vm
is the set of authors who have used macro m in at least one of their papers. We add a
directed edge (u, v) to the edge set Em if there is a paper that uses m with u and v as
co-authors, such that (i) this is v’s first use of m, but (ii) u has used m in at least one
previous paper. This is the formal sense in which m is being passed from u to v: v’s first
use of m occurs in collaboration with u, a prior user of m. Note that there can be multiple
edges leading into a single node. For instance take a paper with authors u, v and z that
uses macro m, and assume that u and v have used m before but z is using it for the first
time; then both the edges (u, z) and (v, z) are in the graph.
Now, if all authors of a paper p are using m for the first time, then the nodes corre-
sponding to these authors will not have any incoming edges. (Nodes of this form are the
only ones with no incoming edges.) For each such paper p, we replace the nodes corre-
sponding to the authors of p with a single supernode corresponding to p. We will refer
to this as a source node, and to the authors of p as source authors. The resulting graph,
with supernodes for papers where no author has used the macro before, and with author
nodes for all others, is the inheritance graph Gm for the macro m. Because the process of
inheritance, as defined, goes forward in time, Gm is necessarily a directed acyclic graph
(DAG).
Using these graphs we should be able to trace back a macro’s life to its inception
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Figure 3.2: (a) The CDF for the ratio of the largest reachable set to the number of nodes
in the graph. (b) The average number of months that pass from the date of appearance
of the root paper to the date of appearance of nodes at a given depth, grouped by the
maximum depth of the tree. (c) The average number of nodes in each depth, for the
largest reachable set for each macro.
and to the authors who first used it. Note that there might be multiple source papers, and
hence several groups of co-authors who independently serve as “origins” for the macro.
For portions of the analysis where we are interested in looking at the number of authors
who all follow from a single source paper, we will identify the source paper that has
directed paths to the largest number of nodes in the graph Gm. We will refer to this as
the seed paper, and to the set of authors of this paper as the seed authors. (Note that
the seed paper might not be the chronologically earliest paper to use the macro m; it is
simply the one that can reach the most other nodes.)
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Analyzing the inheritance graphs.. Our dataset contains several hundred thousand
different macros, and as a first step we analyze the properties of the graphs Gm that they
produce. In Figure 3.1 we take three sample macros and show subsets of the breadth-first
search (BFS) trees that are obtained starting from the seed paper. For example in Figure
3.1(a) the graph is created on the macro, \hbox{$\rm\thinspace L {\odot}$} and the
seed node is the paper astroph/9405052 with authors Xavier Barcons and Maria Teresa
Ceballos. The seed paper used this macro in 1994, and some of the nodes at depth 6 in
the BFS tree are from 2014—a 20-year time span to reach a depth of 6 in the cascading
adoption of the macro. This reinforces the sense in which we are studying cascades
that play out on a multi-generational time scale of decades, rather than the time scale
of minutes or hours that characterizes many on-line cascades. The seed node of Figure
3.1(b) is the paper hep-th/0106008 with authors Selena Ng and Malcolm Perry, and the
seed node of Figure 3.1(c) is the paper hep-ph/9302234 with authors Jose R Lopez et
al. Since all other nodes in these BFS trees have incoming edges, they all correspond to
individual authors who enter the graph at their first adoption of the macro, whereas the
root node corresponds to a single paper and to the contracted set of authors of this paper.
We now consider some of the basic properties of these inheritance graphs. First,
each source paper has a reachable set in Gm—the set of nodes it can reach by directed
paths—and recall that we defined the seed paper to be the source paper with the largest
reachable set. In Figure 3.2(a) we observe that a non-trivial fraction of the macros have
a seed paper whose reachable set is a large fraction of all the authors who eventually
adopt the macro. This provides a first concrete sense in which the inheritance patterns
contained in Gm represent a global structure that spans much of the use of the macro m.
In Figure 3.2(b) and 3.2(c) we show the properties of the graphs and nodes grouped
based on the maximum depth of the BFS tree and the depth of the individual nodes.
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Figure 3.2(b) shows the average time it takes for the macro to get from the root to the
nodes in each depth grouped by the maximum depth of the tree. This figure shows how
these cascades can take multiple years to add a single level of depth to the tree, and a
decade or more to reach their eventual maximum depth. In Figure 3.2(c) we show the
median width (number of nodes) of trees at each depth, again grouped by the maximum
depth of the tree. Based on this plot we see that most of these trees have are narrow in
their top and bottom layers, with fewer nodes, and are wider in the middle.
The plots thus far have been concerned with the global structure of the inheritance
graph and its shortest paths as represented by breadth-first search trees. Now we take a
deeper look at the properties of individual edges in the graph. For this we will first define
the notions of local and global experience, and we will use these two terms throughout.
At time t the global experience of an author is the number of papers the respective author
has written. At time t the local experience of an author is defined with respect to a macro
m and is the number of papers up to time t in which the author has used m. This is a
version of the notion of local experience relative to an arbitrary term, as used in [76].
Figure 3.3: The Cumulative Distribution Function of the global experience difference
between the source and destination of an edge.
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Consider an edge (u, v) in the inheritance graph for a macro m. At the moment when
the macro is passed from u to v, the local experience of v with respect to m is 0 by def-
inition, and the local experience of u with respect to m is greater than 0. What do we
expect about the global experience of these two nodes? To the extent that passing on a
macro is a form of “teaching” from one person to another, we may expect the global ex-
perience of u (the “teacher”) to be higher than the global experience of v (the “learner”).
On the other hand, there is a history of sociological work in the diffusion of innovations
suggesting that innovations often originate with outsiders who come from the periphery
of the system [25, 60, 79, 86], which would be consistent with v having higher global
experience than u. Figure 3.3 addresses this question by showing the cumulative dis-
tribution of the global experience difference between u and v. The median experience
difference is clearly shifted in the positive direction, consistent with the “teacher” node
u having the higher global experience in general.
3.4 Fitness
Now that we have some insight into how the information diffusion process unfolds in our
data, we investigate whether these inheritance structures can provide predictive signal
for the outcomes of co-authorships, authors, and the macros themselves. In all cases we
will think in terms of the fitness of the object in question—the extent to which it survives
for a long period of time and/or produces many descendants.
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3.4.1 Fitness of collaborations
We start by considering the fitness of collaborations—given two authors u and v who
have written a certain number of papers up to a given point in time, or perhaps who have
not yet collaborated, can we use anything in the structure of macro inheritance to help
predict how many more papers they will write in the future?
A natural hypothesis is that if v inherits macros from u, then this indicates a certain
strength to the relationship (following the teacher-learner intuition above), and this may
be predictive of a longer future history of collaboration. To examine this hypothesis, we
perform the following computational test as a controlled paired comparison. We find
pairs of co-authorships u-v and u′-v′ with properties that (i) neither pair has collaborated
before, (ii) their first co-authorship happens in the same month, (iii) (u, v) is an edge in
an inheritance graph, and (iv) (u′, v′) is not. (Note that since we are looking at pairs of
co-authorships, we are looking at four authors in total for each instance: u, v, u′, and v′.)
Now we can ask, aggregating over many such pairs of co-authorships, whether there is
a significant difference in the future number of papers that these pairs of authors write
together. (Since their initial co-authorships took place in the same month, they have a
comparable future time span in which to write further papers.)
In fact, we find that there isn’t a significant difference, at odds with our initial hy-
pothesis about macro inheritance. However, there is more going on in the inheritance
structure that we can take advantage of. We divide the edges of the inheritance graphs
into two sets: internal edges (u, v), where the node v has at least one outgoing edge, and
terminal edges (u, v), where the node v has no outgoing edge. Internal edges add extra
structural information, since they indicate that not only u passed the macro m to v, but
that v was then part of the process of passing m in a collaboration subsequent to the one
in which they originally inherited it.
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Figure 3.4: Comparison of three different co-authorship settings through different years
in the data. The bars show the win percentage of the first of the two listed categories;
e.g., the red bar indicates the percentage of times co-authors with internal edges end up
writing more papers than the matched co-authors with terminal edges. The horizontal
red line indicates the 50% baseline.
We find that the fitness of u-v co-authorships is significantly higher when (u, v) forms
an internal edge, in contrast to the lack of effect when (u, v) is an arbitrary edge. We
evaluate this using an extension of our previous paired comparison: in conditions (i)-
(iv) above for forming pairs of co-authorships, we replace conditions (iii) and (iv) with
the following:
• Internal edge vs. arbitrary co-authorship: (iii) (u, v) is an internal edge and (iv)
(u′, v′) is not an edge.
• Internal edge vs. terminal edge: (iii) (u, v) is an internal edge and (iv) (u′, v′) is a
terminal edge.
• Terminal edge vs. arbitrary co-authorship: (iii) (u, v) is a terminal edge and (iv)
(u′, v′) is not an edge.
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In each of these three settings, we look at the fraction of times that one of the categories
produced the co-authorship with more future papers. In our paired setting, if we were to
draw two co-authorships uniformly at random over all possible co-authorships (without
regard to the type of the edge), there is a 50% chance that the first would produce the
higher number of future papers. Thus, we can calibrate each of the three comparisons
listed above using this 50% baseline. Figure 3.4 shows these results, grouped into two-
year bins: we find that internal edges win a large fraction of the comparisons against each
of the other two categories, whereas there is little difference between terminal edges and
arbitrary co-authorships.
3.4.2 Fitness of authors
We now consider the fitness of the authors themselves; we will show that the way authors
use macros can provide a weak but non-trivial signal about how many papers they will
eventually write, a quantity that we refer to as the fitness of the author.
The particular property we consider is a type of “stability” in the usage of the macro.
For a given macro body, there are many possible names that can be used for it, and
authors differ in the extent to which their papers preserve a relatively stable choice of
names for the same macro body: some almost always use the same name, while for other
authors the name changes frequently. (For example, an author who almost always uses
the name \vbar for the macro body $\overline{v}$, versus an author whose papers
alternate between using \vbar, \barv, \vb, \vbarsymb, and others, all for this same
macro body.) We could think of the first type of author as exerting more control over the
source of her papers than the second type of author, and this distinction between the two
types of authors—based on their behavior with respect to macros—naturally raises the
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question whether the stability of macro names could provide predictive value for author
fitness.
Here is how we formally define this measure. For a particular author a, we say they
change the name of macro m on paper p if the previous time they used m’s macro body,
the name was different. Then, for a set of authors A and a set of macros M, we define
f (A,M, x) to be the probability of an author in A changing the name of a macro in M the
xth time they use it. We consider this name-change probability, f (A,M, x) for x ∈ [0, 40]
and different groups of authors and macros. In particular we look at groups of authors
that have more than θ papers in the entire corpus. We set θ to be 40, 50, . . . , 130 and we
let M range over three possible sets: the set of all macros; the set of wide-spread macros
(more than 250 authors use the macro body); and the set of narrow-spread macros (at
least 20 authors used it and at most 250).
One source of variability in this analysis is that even once we fix the minimum
number of papers θ written by an author a, as well as the usage number x of the macro
m that we are considering, it is still possible that author a’s xth use of the macro might
come toward the end of their professional lifetime or early in their professional lifetime.
(It must come at the xth paper they write or later, since they need time to have used the
macro m a total of x times, but this is all we know.) It is easy to believe that authors who
use a macro in their early life stages might exhibit different phenomena from those who
use it in a later life stage. Therefore, in addition to the measures defined so far, we also
consider analyses involving only the set of macro uses that come early in the authors’
professional lifetime—specifically only macro uses that happen in the author’s first 40
papers.
The results for all these settings are shown in Figure 3.4: the three sets of macros
(all macros, wide-spread macros, and narrow-spread macros); for each of these sets, we
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consider both the authors’ full lifetimes and just their early life stages. In each case, the
x-axis shows the number of macro uses (i.e. the authors’ local experience with respect
to the macro), and the different curves represent authors grouped by different values of
the minimum number of papers θ.
(a) (b)
(c) (d)
This suggests that overtime authors build a certain “loyalty” to the names they have
used consistently; this is consistent with our findings in the next chapter regarding the
competition between macro-naming conventions.
But we also find something else: that (eventually) more prolific authors (larger θ)
have a lower name-change probability (compare ordering of curves in each subplot of
Figure 3.4. This suggests that the macro name change probability might be a signal with
predictive value for author fitness (which, again, we define as the number of papers the
author will eventually write).
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(e) (f)
Figure 3.4: Each panel shows the probability an author changes the name of a macro on
their xth use of it. A single curve in each plot shows the set of all authors with at least
θ papers, for θ equal to 40, 50, . . . , 130. Each row of panels corresponds to a different
set of macros: the first row shows results for the set of all macros; the second for the set
of narrow-spread macros; and the third for the set of wide-spread macros (as defined in
the text). The left column of panels shows the analysis for each of these three sets over
the authors’ full professional lifetimes. The right column of panels shows the analysis
for each of these three sets restricted to the authors’ early life stages (first 40 papers
only). Thus, the panels are (a) full lifetimes, all macros; (b) early life stages, all macros;
(c) full lifetimes, narrow-spread macros; (d) early life stages, narrow-spread macros; (e)
full lifetimes, wide-spread macros; (f) early life stages, wide-spread macros.
To test this idea, we set up an author fitness prediction task as follows. For a given
minimum number of papers θ we consider the low-fitness authors to be the ones with
fitness below the 20th percentile and high-fitness authors to be those above the 80th per-
centile. We then see whether simply using the frequency with which an author changes
macro names in the first θ papers can serve as a predictor for this two-class problem:
whether an author’s fitness is below the 20th percentile or above the 80th percentile.
By using the probability of macro name changes, we are able to predict which of
these two classes an author belongs to with a performance that exceeds the random
baseline of 50% by a small but statistically significant amount. Figure 3.5 shows the
performance for different values of θ. We emphasize that predicting an author’s fitness
is a challenging task for which one doesn’t expect strong performance even from rich
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Papers revealed (θ) 20’th Percentile 80’th Percentile
10 13 38
20 25 58
30 36 73
40 47 87
50 58 99
Table 3.2: Global experience thresholds used in defining the author fitness classes for
each number θ of papers revealed.
feature sets; this makes it all the more striking that one can obtain non-trivial perfor-
mance from the frequency of macro name changes, a very low-level property about the
production of the papers themselves.
Moreover, for settings involving large values of θ the name-change probability is
more predictive than an arguably more natural structural feature: the author’s total num-
ber of co-authors (Figure 3.5). We also note that in such settings the name-change fea-
ture also outperforms other more direct macro-based features, such as the total number
of macros used, or total number of distinct macro bodies used.
3.4.3 Fitness of macros
Finally, we consider the fitness of the macros themselves. We define the fitness of a
macro to be the total number of authors who eventually use the macro body, and inves-
tigate which features are predictive of this variable.
We set up a prediction task as follows. We first find all macros that get adopted by
at least k authors. Each of these macros has a fitness (of at least k), and we define σ(k)
to be the median of this multiset of fitness values: of all macros that reach at least k
authors, half of them have a fitness of at most σ(k), and half of them have a fitness of at
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Figure 3.5: The accuracy of predicting the number of publications of an author given
her first few papers, θ. We compare the performance of the name-change probability
features with the features based on number of co-authors.
least σ(k). In table 3.3 we report σ(k) and the number of macro instances for different
values of k.
k σ(k) Instances
40 98 49,415
80 156 30,107
120 242 20,119
160 340 14,662
200 437 11,794
Table 3.3: Summary of the macro fitness prediction dataset: For a macro that reaches at
least k authors, the task is to predict whether it will eventually reach σ(k) authors (the
median fitness of such macros).
We can thus use σ(k) to construct a balanced prediction task, in the style of the
cascade prediction analyses from [20]. For a given macro that reaches at least k authors,
we observe all the information on the papers and authors up to the point at which the
kth author adopts the macro, and the task is then to predict if this macro will eventually
reach σ(k) authors. We learn a logistic regression model for different values of k and
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report the accuracy in Figure 3.6 on an 80-20 train-test split.2
Figure 3.6: The accuracy of predicting how widely a macro spreads, using different
subsets of features.
We use the following features.
• Features related to the diffusion speed of the macro: the number of papers that the
macro needs in order to reach k2 and k distinct authors; and the number of months
that the macro needs in order to reach k2 and k distinct authors.
• Experience of the macro users: the average usage experience of the first k authors
who adopted it.
• Structural features of the macro users: the local and global clustering coefficients
of the co-authorship graph on the first k authors to use the macro.
• Structural features of the macro body: the length of the macro body, the number
of dollar signs in the macro (generally used for mathematical notation), the num-
2We can achieve a 1% to 4% better accuracy by using a non-linear classifier such as decision trees,
but we opt to use the more interpretable model.
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ber of non-alphanumerical characters, and the maximum depth of nested curly
brackets.
In Figure 3.6 we show the prediction performance for different subsets of these fea-
tures, as a function of k; note that performance increases with increasing k. As observed
above, predicting macro fitness is a problem whose syntactic form is closely analogous
to the prediction of cascade size for memes in social media [20]; given this, and the fact
that the spread of macros plays out over so much longer time scales, and without the
role of ranking or recommendation algorithms, it is interesting to note the similarities
and contrasts in the prediction results. One of the most intriguing contrasts is in the role
of diffusion speed features: for cascade prediction in social media, the speed features
alone yielded performance almost matching that of the full feature set, and significantly
outperforming the set of all non-speed features [20]. For our domain, on the other hand,
the speed features perform 5-10% worse than the full feature set; they also perform
worse for most values of k than the set of all non-speed features. This suggests that for
macro fitness, the speed features are considerably less powerful than they are in the so-
cial media context, indicating that there may be more to be gained from the synthesis of
a much broader set of features.
3.5 Conclusion
The spread of practices between collaborators is a challenging form of diffusion to track,
since one needs to be able to recognize when someone has begun using a practice, and
how it was conveyed to them. Motivated by work that used the Feynman diagram as an
easily recognizable “tracer” of a complex practice [41], we track the spread of several
hundred thousand macros through the papers of the e-print arXiv over a 25-year period.
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Long macros often serve as technical shorthand within a defined sub-field, and their
syntactic precision makes it easy to follow their flow through the collaboration network.
We construct inheritance graphs showing how the macro spread between collaborators,
and we find that many macros have a clear “seed set” of authors with the property
that a large fraction of the subsequent users of the macro can trace a direct inheritance
path back to this seed set. The resulting diffusion patterns are intriguing, in that they
span multiple academic generations and several decades, and unlike cascades in social
media, the spread of these macros takes place with very little influence from ranking or
recommendation algorithms.
We also find that properties of macro inheritance provide signals that are predictive
for larger-scale properties that have nothing to do with macros. These include predic-
tions about the longevity of collaborations and the number of papers that an author will
write over their professional lifetime on the arXiv.
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CHAPTER 4
COMPETITION AND SELECTION AMONG CONVENTIONS
In many domains, a latent competition among different conventions determines which
one will come to dominate. One sees such effects in the success of community jargon,
of competing frames in political rhetoric, or of terminology in technical contexts. These
effects have become widespread in the on-line domain, where the ease of information
transmission makes them particularly forceful, and where the available data offers the
potential to study competition among conventions at a fine-grained level.
In analyzing the dynamics of conventions over time, however, even with detailed
on-line data, one encounters two significant challenges. First, as conventions evolve, the
underlying substance of their meaning tends to change as well; and such substantive
changes confound investigations of social effects. Second, the selection of a convention
takes place through the complex interactions of individuals within a community, and
contention between the users of competing conventions plays a key role in the conven-
tion’s evolution. Any analysis of the overall dynamics must take place in the presence
of these two issues.
In this chapter we study a setting in which we can cleanly track the competition
among conventions while explicitly taking these sources of complexity into account.
Our analysis is based on the spread of low-level authoring conventions in the e-print
arXiv over 24 years and roughly a million posted papers: by tracking the spread of
macros and other author-defined conventions, we are able to study conventions that vary
even as the underlying meaning remains constant. We find that the interaction among
co-authors over time plays a crucial role in the selection of conventions; the distinction
between more and less experienced members of the community, and the distinction be-
tween conventions with visible versus invisible effects, are both central to the underlying
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processes. Through our analysis we make predictions at the population level about the
ultimate success of different synonymous conventions over time — and at the individual
level about the outcome of “fights” between people over convention choices.
4.1 Introduction
Our work here begins by noting two central methodological challenges that arise in
studying the evolution of conventions: one is an issue of content versus structure, and
the other is an issue of local versus global effects.
• Substantive shift. First, it is possible for one convention to eclipse another because
of a substantive shift — in which the substantive meaning of one convention has a rel-
ative advantage over the other. If we seek to understand the role that social structure
plays, we must look for settings in which the competing conventions are essentially syn-
onymous at the level of their substance. The work on this question to date has faced the
challenge that in most natural settings it is hard to verify whether competing conven-
tions are semantically equivalent, and thus to disentangle social effects from the relative
advantage of one convention over another.
This is a distinction that is also familiar in studies of biological evolution, where
the use of neutral variation — mutations that have minimal effect on an organisms’s
fitness — has come to be an enormously influential methodology for studying effects of
population structure on evolution in the absence of overt selective pressure [44]. What
is the analogue of neutral variation in the diffusion of on-line information?
• Diffusion through interaction. Second, much of the work on diffusion — both the-
oretically and via on-line data — has studied the global competition among conventions
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via local mechanisms of contagion: these mechanisms posit that at a local level, the use
of the convention spreads from one person to another, either probabilistically or through
best-response behavior, and the competition among these contagion processes leads to
the global outcome. But in most domains where non-trivial conventions are competing,
the competition takes place not just globally but also locally through person-to-person
interaction. Returning to our examples above: a single interaction between speakers in a
dialogue or discussion, collaborators on a technical project, politicians framing a shared
position, or artists performing a shared work may all implicitly involve competition be-
tween the conventions used by the participants in this interaction. The global outcome
of the competition between two conventions may emerge from the results of thousands
or millions of these micro-level competitions. This type of diffusion through interaction
requires a fine-grained analysis of the local competition, rather than just a view of the
local dynamics as concurrent contagion processes.
In the rest of the chapter, we propose an analysis framework for the competition and
selection among conventions that explicitly addresses these issues of neutral variation
and diffusion through interaction. We do this through a set of novel definitions and
measures, together with a rich source of data that clearly display both notions at work.
The data we use in this chapter is very similar to the data used in Chapter 3. We
study how low-level authoring conventions emerge through the collaborations among
different overlapping sets of co-authors over a multi-year time span. The source files on
the arXiv provide a detailed view into a wide range of such authoring conventions; we
focus primarily on the role of author-defined macros in LATEX as one abundant supply of
conventions.
The appeal of focusing on macros is that they provide an extremely rich source of
synonymous conventions in the social ecosystem of the arXiv. Whenever the name for a
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macro changes while the body remains the same — for example, when someone chooses
to use \R instead of \Reals for the symbol R — the author is settling on an arbitrary
choice of convention while the underlying meaning remains constant. As argued above,
this type of control for meaning is crucial if we want to study the social structure around
convention change separately from substantive shifts in content; however, controlling
for meaning is very hard to achieve unless one has an almost mechanistic specification
of this meaning. Macros provide us with precisely such a specification in their body.
Also, they are pervasive in arXiv: roughly 40% of all arXiv papers contain at least one
user-defined macro.
Moreover, because papers on the arXiv are largely co-authored, the competition
among synonymous macros is also a powerful setting in which to define and then study
some of the basic properties of diffusion through interaction. Two macro names with the
same body are competing not just globally based on their relative prevalence in the full
population of papers, but also locally each time two people who follow different conven-
tions come together to co-author a paper. Analyzing the history of the arXiv provides us
with a way to study how such instance-by-instance competition plays out in the context
of these larger diffusion processes.
The arXiv thus provides us with the ingredients for analyzing information diffusion
in a way that addresses these methodological challenges. At the same time, we note that
the arXiv is of course a controlled domain representing a single type of broad activity
— scientific authorship — and as such our work is approaching these issues via a case
study of this particular domain. It will be interesting to study how the observations here
generalize to different contexts; our approach is set up to facilitate this by providing a
road map for these types of analyses across domains.
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Overview of results. We begin by using the controlled setting provided by our data
to study the competition between synonymous conventions at a global level. A con-
crete way to formulate this question is to look at two competing names for the same
macro body up to a certain point in time, and ask whether we can predict which name
will become dominant at some point in the future. First, we find that properties of the
name itself — e.g., features related to its orthography, since the meaning is fixed — do
not seem to have any predictive power; the differences in the competing names for the
same macro body appear to truly represent neutral variation, a fact that offers a striking
opportunity to explore other features in the absence of selective pressure.1
We find, instead, that features related to the experience of a name’s early users — the
number of previous papers that each has written on the arXiv — have significant predic-
tive value for the question of whether a macro name will grow to become dominant. In
general, names that eventually become dominant tend to start with an initial author pop-
ulation that is relatively “younger” (with lower experience), and then they successfully
spread to “older” users. Names that don’t achieve dominance are more associated with
initial user populations that are older in aggregate, and also fail to spread to new adopters
with higher experience. These hand-offs between different “generations” of people, and
how they contribute to the success of a convention, is an interesting issue connected to
the role of status in diffusion [25, 69], and the results from our data suggest interesting
directions in which to explore these issues further.
We next ask how this competition plays out at a local level, dropping down from
the global scale in order to explore diffusion through interaction. We develop a frame-
work for analyzing the instance-by-instance competition that arises when authors fol-
1The fact that the name itself provides no predictive power may be in part a reflection of the fact
that authors tend to choose reasonable and informative names for their macros; it is easy to imagine that
a particularly inapt name could have more difficulties in its adoption, but this is not the situation that
generally seems to apply.
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lowing different synonymous conventions meet to collaborate. In particular, if authors
A and B meet for the first time to write a two-authored paper, and they have previously
used different macro names for the same macro body, how does the resulting “fight”
over the choice of convention turn out? We find that the relative experience level of the
two authors is again a highly informative property of the interaction; the author who
is “younger” (with lower experience) tends to win these fights, with the probability of
winning increasing as the gap in experience grows. Building a set of features based on
experience — both numerically and through certain more complex structural analogues,
such as the authors’ graph-theoretic properties in the larger co-author network — we
are able to develop methods for predicting the outcomes of these fights with non-trivial
accuracy.
It is an interesting question to consider possible mechanisms for the dominance of
younger participants in these instance-by-instance fights; a natural hypothesis is that
they play a larger role in the detailed implementation of the paper, and hence have more
control over definitional questions such as macros. Such a model would suggest the
conjecture that younger co-authors should not necessarily win fights over questions that
are less about low-level implementation and more about high-level, visible decisions
where the status of the older co-author is arguably more implicated. We show that this
indeed appears to be the case, by studying the latent competition between co-authors
over conventions in the title of the paper, rather than the macros. We can think of the
title as occupying the opposite end of the visibility spectrum from macro names, in that
decisions about titling conventions are highly visible; and here, under a set of defini-
tions that we formulate here, we find that the older co-author tends to win fights about
titling conventions, with the effect increasing as the experience gap increases (here in
the opposite direction from what we saw in fights over macro names). In summary, our
results suggest the beginnings of a set of principles that could be summarized in carica-
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ture as, “In a collaboration, the younger people win the invisible fights while the older
people win the visible fights.” We argue that developing this notion more deeply is an
interesting direction for further research, and we point to some additional steps along
these lines.
More broadly, our focus is on developing new definitions around some fundamental
issues that have been difficult to address in diffusion and the selection of conventions
— the role of neutral variation, represented through the properties of synonymous con-
ventions, and the dynamics of competition not just at a global level but through the
continuous low-level competition between users of different conventions as they inter-
act in the system. We hope that our exploration of these definitions and concepts in a
case study on the arXiv will indicate how such analyses can be carried more broadly
across other domains as well.
4.2 Further Related Work
Words as conventions. One of the most widespread sources of conventions is in the
choice of words used to refer to particular concepts. As noted above, our use of macros is
designed to contrast with an inherent source of complexity in the analysis of conventions
in natural language, namely the severe difficulty in controlling for the precise meaning
of a concept as the words referring to it change.
Analysis of changes in language over long time periods has considered a dual prob-
lem to ours: how fixed linguistic constructs aquire new meanings. This has been under-
taken recently in studies of historical shifts in word meanings [81, 61, 40] and grammat-
ical constructions [67], relying on books and news data that span long periods of time.
Related studies have been performed in the on-line domain, analyzing global changes in
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the linguistic system of Twitter [32, 31, 36] and other on-line communities [25, 51].
Sociolinguistic studies of linguistic change have addressed changes in phonology
and spelling that vary systematically across time [49], status [50] and region [66]. As
such, these studies are similar to ours in that they also explore variations in for,m of con-
ventions used to refer to fixed concepts (e.g., whether the final ‘r’ in ‘car’ is pronounced
or not), albeit the discussions are generally limited to a handful of examples.
Diffusion of information and cultural items. As discussed in the introduction, there
has been a long line of work studying the processes by which discrete units of informa-
tion diffuse on-line; these include memes [57, 64], hashtags on Twitter [70, 71, 56, 58]
and on-line news content [2, 16, 11]. A growing strand of research within this topic has
considered the problem of predicting future popularity, with specific prediction stud-
ies involving downloadable content [78], quotes embedded in broader cultural contexts
[24, 15], hashtags [83], and memes [20, 84].
Most of these previous studies could not control for the meaning of the convention
or content that is spreading, with two notable exceptions. The first is a study on the
emergence of the retweet convention on Twitter [46]; this represents an in-depth study
of a single convention providing extended insights, in contrast to our study of thousands
of distinct conventions and the common properties across them. The second is a study
of competition between hashtags on Twitter that only differ in capitalization, suffixes,
or relative levels of abbreviation (e.g., #saveTheNationalHealthService vs. #savethen-
ationalhealthservice vs. #savetheNHS) [84]. Our setting allows for a more general way
of identifying synonymous conventions, and for verifying that they are indeed synony-
mous. And perhaps more crucially, the study of hashtags in [84] showed that the or-
thography of different hashtags was in fact predictive of their success, establishing that
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in fact these different versions of hashtags do not represent neutral variations as in our
case, but instead variation that affects relative fitness.
Role of experience. Our work also explores the interplay between individuals’ levels
of experience and their roles in the diffusion of conventions, including the question of
whether new conventions originate with younger members of the community, or whether
the older members have a relative advantage in imposing their forms of conventions.
Such questions about trade-offs based on experience and status in the diffusion of inno-
vations has a long history of study in off-line domains [27, 68, 79, 60, 86, 18, 47], and
more recently has been explored in on-line domains as well [25, 76]. However, these
lines of work do not look at instances where synonymous conventions compete with
each other, or where it is possible to see such competition playing out at a local level
through person-to-person contention.
4.3 Data
The data used in this chapter is the data introduced in the previous chapter. Further
details about the dataset can be found in Table 3.1.
4.4 Global Competition Between Conventions
We begin by considering the competition between conventions, in the form of macro
names, at a global level. To give a concrete sense for the behavior we are interested in
studying, here is a simple example of competition among macro names — one of many
with a similar flavor on the arXiv. In March 1996, Luty, Schmaltz, and Terning posted a
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paper to the arXiv, on an application of gauge theories in theoretical physics, in which
they defined the macro name \Yfund to expand to a macro body representing a very
simple instance of a combinatorial structure known as a Young tableau:
\raisebox{-.5pt}{\drawsquare{6.5}{0.4}}
This macro body was used again (with the same name \Yfund) in two more papers
in May 1996, seven more in the remainder of 1996, and a steady stream of others after
that. Of the first 30 uses of this macro body, all but three referred to it by the name
\Yfund. (The other three used \fun, a name that never really caught on.) But then, in
a paper in May 1998, Hanany, Strassler, and Uranga used the name \fund to refer to
this macro body. A competition soon broke out between \Yfund and \fund, with \fund
gradually becoming more prevalent. The macro body has by now appeared in over 600
papers on the arXiv; of the most recent 100 uses, 39 used \Yfund and 61 used \fund.
Figure 4.1 shows how this changeover between the two macro names took place; the
x-axis is a time axis, indexed in order of uses of the macro body, and the y-axis shows
a sliding-window average of the fraction of authors using the names \Yfund and \fund
as a function of time.
This type of dynamic has played out with many macros on the arXiv, and the point
is not that the choice of macro name is consequential for the substance of the authors’
research. In fact, the point is the opposite: changes in the macro name are a source of
neutral variation, essentially incidental to the real progress of the community, and hence
they let us probe the changeover dynamics in conventions at the level of individuals,
their characteristics, and their interactions.
We also note that the competition underlying the changeover dynamics can take
several different possible forms. It may be that authors following the two conventions
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interact directly through co-authorship or other mechanisms. But it may also be that one
convention overtakes another even without direct interaction between the followers of
the two conventions, simply because one of the two conventions grows in adopters and
usage significantly faster than the other. This too is a form of competition between the
conventions, played out in their relative rates of growth.
Defining changeovers. We now describe how we identify a broad set of instances in
which one macro name overtakes another. For parameters s, q, and θ, we find macro
bodies that have at least s total occurrences, where there is a name Ne that is the most
used name in the first q fraction of occurrences, and a different name N` is the most
used in the last q fraction of occurrences. Moreover, each of Ne and N` is widely used in
the sense that Ne is used by more than a θ fraction of authors who use the macro body
in its first q fraction of occurrences, and that N` is used by more than a θ fraction of
authors who use the macro body in its last q fraction of occurrences. In our analysis, we
use s = 100, q = 0.3 and θ = 0.3, although other choices of these parameters produce
similar results.
If these properties are met for a given macro body β, we say that β undergoes a
changeover from Ne to N`, and we refer to Ne as the early name for β, and N` as the
late name for β. In Figure 4.2 and 4.3 we show some aggregate properties of the set of
changeovers on the arXiv. First, consider a given macro body β with mβ occurrences;
for any 0 ≤ t0 ≤ t1 ≤ 1, we define the interval [t0, t1] in the body’s lifespan to be
the set of papers indexed between t0mβ and t1mβ in the time-sorted ordering of papers
using β. We will refer to quantities like t0 and t1 as “times,” (or “macro life-stages”)
corresponding to a fraction of the way through a macro body’s lifespan on the arXiv.
Now, if β undergoes a changeover, we define the function fβ(t, t′) to be the fraction
of authors in the interval [t, t′] that use the early name Ne, and we define the function
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Figure 4.1: An example changeover: \fund surpasses the once-dominant \Yfund as the
preferred name used to invoke Young tableau; y-axis indicates the percentage of users
of each name out of all authors using the respective body.
Figure 4.2: Aggregated temporal usage trends of early name (Ne) and late name (N`)
for all macros undergoing changeovers; their crossing point is well before the middle of
their lifespan.
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Figure 4.3: The distribution of crossing points (percentage out of all macros undergoing
changeovers
gβ(t, t′) to be the fraction of authors in the interval [t, t′] that use the late name N`.
We can turn these into single-variable functions by fixing an increment δ and defining
fβ,δ(t) = fβ(t, t + δ) and gβ,δ(t) = gβ(t, t + δ); these are just the fractions of usage in
length-δ intervals beginning at t.
Figure 4.2 fixes δ = 0.05 and shows the median values of fβ,δ(t) and gβ,δ(t), as func-
tions of t, aggregated over all β that undergo changeovers. It is intuitively sensible that
fβ,δ(t) should be falling in t and gβ,δ(t) should be rising in t, since N` is in effect par-
tially taking over from Ne. It is intriguing, however, that the shapes of the two curves
are not symmetric in time—in that they cross well before the midway point at t = 0.5—
considering that the definition of changeover is temporally symmetrical.
Figure 4.3 shows the distribution of these crossing points, over all β that undergo
changeovers. For this plot, we formalize the crossing point as the minimum t such that
gβ,δ(t′) ≥ fβ,δ(t′) for all t′ ∈ [t, t + .1], so as to require that the crossing persist for a non-
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trivial interval of time. This plot too highlights the fact that the crossing tends to occur
early in the usage of the macro body β, well before the midway point, although there is
considerable diversity — for some macro bodies, the crossing point comes very late.
4.4.1 Properties of the authors in a changeover
We now examine the properties of the authors who use competing names in a
changeover. In order to have a baseline for comparison, we pair macros undergoing
changeovers with macros that do not undergo changeovers, but which have similar be-
havior up to their first q fraction of uses.
Thus, for each macro body β that undergoes a changeover, we find a macro body γ
that does not undergo a changeover, for which (i) the total volumes of usage are approx-
imately the same, mβ ≈ mγ, and (ii) there are two names N′e and N′` for γ such that the
prevalence of these two names in their early phases are approximately the same as Ne
and N` respectively: fβ(0, q) ≈ fγ(0, q) and gβ(0, q) ≈ gγ(0, q).2 We will refer to β and
γ as a matched pair of macro bodies. Intuitively, from the perspective of their volume
up to time q, the two names N` and N′` — for β and γ respectively — had very similar
initial conditions, and hence we are forced to look at other properties to find a difference
between them.
A key property that we consider is the experience of the authors using these names;
recall that an author’s experience at a given point in time is the number of papers they’ve
written up to that time, which measures a kind of “age”. (Accordingly, when we refer to
authors as “younger” or “older,” it is with respect to this measure of experience, and not
to biological age.) Now, for a matched pair of macro bodies β and γ, we can look at
2The precise filter we use is to require that mβ/mγ ∈ [.91, 1.1] and | fβ(0, q) − fγ(0, q)| and |gβ(0, q) −
gγ(0, q)| are both below .01.
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(a)
(b)
Figure 4.4: Changeovers and user experience. (a) Average usage experience (b) Average
adoption experience. When comparing names that eventually overtake their competitors
(Nl, solid blue lines) with those that don’t (N′l , dashed blue lines), we observe that they
tend to start with a younger user-base and then successfully transition to more experi-
enced users.
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the following quantities at a time t ∈ [0, 1]: the average usage experience of authors of
each given name at time t, as well as the average adoption experience of users of each
given name at time t; the former quantity aggregates over the experience of all users of
the given name at time t, while the latter quantity aggregates only over the experience
of authors using the given name for the first time at t.
In Figure 4.4 we show the average usage experience (left panel) and average adop-
tion experience (right panel) for the four names Ne,N`,N′e, and N
′
`, averaged over all
matched pairs (β, γ). We notice a few respects in which these curves exhibit similar
properties between β and γ: first, they all increase, which is natural since experience
values are increasing as time runs forward on the arXiv. Moreover, the curves for N` and
N′` start out below the curves for Ne and N
′
e, which is consistent with the intuition that
new terminology tends to start with more peripheral authors [76].
However, the curves for β and γ also differ in important ways, and this pro-
vides us with some insight into the differences between macro bodies β that undergo
changeovers and macro bodies γ that don’t. First, and most visibly, the name N` per-
forms a major transition over its lifetime, going from authors with very low experience
to authors with very high experience, while the experience of authors using Ne plateaus.
Conversely, N′` fails to perform a corresponding transition, and remains concentrated
on authors of low experience throughout its lifespan. In this sense, N` and Ne almost
“change roles” as the plot progresses, with the curve for N` initially tracking N′` but
eventually tracking N′e, and the opposite holding for Ne. There is also a small but sig-
nificant difference at the smallest values of t: the average experience for N` starts out
lower than for N′`, a difference that may point to the value of low author experience in
predicting the eventual success of a macro name. (We explore this further when we look
at interaction dynamics in the next section.)
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4.4.2 Predicting changeovers
We can also evaluate whether the properties we have assembled about the authors using
competing names hold predictive power in the task of forecasting whether a changeover
will occur. We formulate this as a prediction task, where for each matched pair of macro
bodies β and γ — each involving two competing names— we try to predict early on
which of them will undergo a changeover. Notice that because of the matching process,
we have a balanced dataset where the two classes have the same aggregate characteristics
in the early stages of their lifespans.
We first find that using only properties of the two competing macro names them-
selves — length, number of non-alphabetic characters, proportions of lowercase and
uppercase characters — provides no predictive power. In other words, we can’t predict
simply from names like \Yfund and \fund which one will prevail. This reinforces the
sense in which these truly represent neutral variations; the changes in name do not seem3
to be fitness-enhancing on their own.
However, we get non-trivial predictive power when we add attributes of the authors
using the names in their early stages. In particular, we define features based on the num-
ber of distinct authors using each name in the first q (= 0.3) fraction of the macro body’s
lifespan, as well as the average usage experience and average adoption experience in
windows of [t, t + .05] for t ∈ {0, .05, .10, .15, .20, .25}.
Here and in the rest of the chapter, we perform logistic regression using features that
are normalized using the z-score, with data that has balanced labels and 80/20 split on
data for training and testing. The accuracies using different subsets of the features are
presented in Table 4.1. The most important features are the average usage experience
3There is, however, the possibility that more complex name features could turn out to hold predictive
power.
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and the average adoption experience, with low values favoring changeovers: a name
used by a younger generation is more likely to take over its competitor.
Feature set Accuracy
Random baseline 50%
Name features 50%
Average usage experience features 58%
Average adoption experience features 60%
All author-based features 59%
All features 57%
Table 4.1: Accuracy of changeover prediction (± 4% confidence intervals for all rows).
4.5 Diffusion through Interaction: Dynamics of Local Competition
We now begin with a set of analyses designed to study how diffusion through interaction
is taking place in our domain — the way in which competition over a set of conventions,
in the form of different macro names for the same macro body, is taking place at a paper-
by-paper level.
The “age” of the authors will again play an important role in these analyses, and we
continue to use the experience of an author — the number of papers they have written
— as a measure of age. Unless otherwise specified, when we are considering an author
in the context of a particular paper they have written, we will be thinking about their
experience at the moment this paper was written (as opposed to their eventual experience
at the end of our dataset).
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(a) (b)
(c)
Figure 4.5: Percentage of fights won by the older author as a function of difference in
experience. (a) Invisible fights: name (b) Visible fights: paper title (c) Low-visibility
fights: body. The larger the experience gap, the more likely the younger author is to win
the (invisible) macro name fights (a) and the (low-visibility) macro body fights (c); the
opposite trend holds for the (much more visible) title fights (b).
4.5.1 Fights over macro names
We now consider the outcome of competition between two authors who have recently
used different conventions for the same macro body. In order to have a consistent struc-
tured setting for such competition, we consider situations in which two authors A and B
meet to write a paper, each having used a different name for the macro body β, and one
of these two names is used in their co-authored paper. In this case, we say that a fight
has occurred between A and B over the choice of name for body β, and the fight is won
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by the author whose name is used in their joint paper. A basic question is to characterize
and potentially predict the winner of a fight of this form — how does it depend on the
properties of A and B, and potentially of the macro body and name?
More formally, we require that (i) two authors A and B write a paper P in which they
are the only co-authors;4 (ii) the paper P involves a macro body β that each author has
used before; (iii) in their most recent uses of β (in earlier papers), A and B used names
ηA and ηB with ηA , ηB; and (iv) one of ηA or ηB is used as the name for β in the new
co-authored paper P. Further, in order to study macros that have non-trivial usage, we
require that the macro body be used in the dataset by at least 30 distinct authors, and
that the length of the body be at least 10 characters. Also, since certain pairs of authors
might satisfy conditions (i)-(iv) many times, and there might be close alignment in the
outcome of all their fights, we only consider a single fight for all pairs of papers that A
and B co-author, selecting a chronologically earliest one.5
The left panel of Figure 4.5 shows that the younger author (the one with lower expe-
rience) wins these fights significantly more often than the older author, with the proba-
bility that the older wins decreasing as the experience difference between the two authors
increases. These results are significant (p < 0.05)6 using the full set of 1574 fight in-
stances that passed the conjunction of all the filters described above, and was balanced
to control for author-position effects, with the first and second authors winning an equal
number of fights.
4For robustness, we also redo the analysis on three-author papers, examining fights between the second
and the third authors and obtain qualitatively similar results.
5For the portion of our data in which we only have time granularity at the one-month level, we further
restrict to instances in which A and B have no other papers in the month of their current co-authorship
and their previous usage of β, making the temporal ordering unambiguous.
6Here and throughout the paper we use the binomial test for statistical significance.
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A prediction task. We can use this distinction in experience to perform a prediction
task: given an instance of a fight, and the past history leading up to it, how accurately
can we predict who will win the fight?
The most basic approach to this would be to simply formulate a prediction task
problem using two features: the experience of the first author and the experience of the
second author, aiming to guess which of them will win the fights. The left panel of Fig-
ure 4.5 suggests that we would already be able to achieve non-trivial performance from
just these two features, and we find that we achieve 58.2% accuracy using a logistic
regression model. If we declare an instance to have label 0 when the first-listed author
wins the fight, and label 1 when the second-listed author wins the fight, then we can in-
terpret the coefficients for the experience of these two authors in the logistic regression
model, shown in Table 4.2. Note that the positive coefficient for the first author (Expe-
rience 1) means that higher first-author experience produces an output of the logistic
function that favors label 1, corresponding to the second author winning the fight. Con-
versely, the negative coefficient for the second author (Experience 2) means that higher
second-author experience favors the label 0, corresponding to the first author winning. In
consequence, for both authors higher experience works against them winning the fight,
and lower experience tends to favor them in the prediction.
Experience 1 Experience 2
Feature coefficient 0.40 -0.59
Table 4.2: Feature coefficients for predicting macro fights outcome when only using
experience.
We can achieve non-trivially higher prediction performance by including a set of
other natural features about the instance as follows. In particular, we use the following
set of features.
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Feature Experience 1 Experience 2 Flexibility 1
Feature coefficient 0.48 -0.54 0.47
Feature Flexibility 2 Degree 2 Betweenness 2
Feature coefficient -0.54 -0.38 0.55
Table 4.3: Top 6 feature coefficients for predicting the outcome of macro fights.
• Experience: The number of papers the author has written prior to the fight.
• Prior uses: The number of prior papers in which the author has used the macro
body.
• Flexibility: The fraction of consecutive uses of the body in which the author
used two different names. (This is a measure of “flexibility” in that it shows the
fraction of prior uses of the body in which the author changed names relative to
their immediately preceding use.)
• Degree: We build a co-author graph on all authors who have used body, based
only on papers that were written prior to the fight. This feature is the degree of the
author in this co-author graph.
• Betweenness: The betweenness of the author in the co-author graph from the
preceding point. (This is one measure of how central the author is in the graph.)
• Properties of name: The length of name.
• Properties of body: The length, number of non-alphabetic characters and the
maximum depth of curly braces in body.
When we put all these features together, we are able to obtain 67.3% accuracy via
logistic regression. The coefficients with the 6 largest absolute values in the model are
shown in Table 4.3. Experience behaves as before; degree is naturally aligned with ex-
perience (since older authors have more time to acquire co-authors); and flexibility be-
haves as one would intuitively expect (since more flexible authors are more likely to
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also change in the current fight). It is interesting that high betweenness helps predict
that an author will win a fight, since the results on experience might have suggested the
opposite intuition.
To summarize, as noted in the introduction of this chapter, it is interesting that the
older author does not play the dominant role — relative to the younger author — in
determining the outcome of the convention, given what we know about the tendency of
high-status individuals to drive the outcomes of interactions [87]. A natural hypothesis
is that the older author is ceding control over low-level decisions on conventions like
macro names to the younger author. This suggests that we may arguably see a different
outcome if we were to look at fights over decisions that were less low-level, more visible
to readers, and hence more prominent. In such a case, where the status of the older author
is more implicated by the outcome in the eyes of readers, is the older author more likely
to win the fight? We now describe an analysis that addresses this contrast.
4.5.2 Visible fights
What would a more visible type of fight look like, and how does the young-old dynamic
work in this case? We now formalize a set of fights involving one of the most visible
decisions about a paper — the choice of title. For fights involving titles, we need a
different set-up than the one we used for macros, and a more indirect one. In the case
of macros, the convention was the choice of a name for a macro body, but since paper
titles are generally written in a free-form manner, we need to decide what the space of
possible conventions is.
In order to have a concrete definition to work with, and one that intuitively has
a visible effect on the style of the title, we define conventions in the choice of title
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based on the presence or absence of certain punctuation, formatting, or parts of speech.
Specifically, for a given title, we ask whether it exhibits one of seven possible styles
(not all mutually exclusive): Does it contain a colon, question mark, or mathematical
notation; and is its first word a noun, verb, adjective, or determiner? For each of these
seven questions, we say that a title is a positive instance of the corresponding style if it
contains the indicated feature.
Now, if authors A and B write a paper together, how do we define the notion of
a fight over one of these stylistic titling conventions? Asking about the immediately
preceding title for each author produces data that is too sparse to get meaningful results,
and so instead, we look at each author’s lifetime tendency to use each of the stylistic
conventions.
Defining a fight over the title. Specifically, let us fix one of the stylistic conventions
σ defined above, and consider a two-authored paper in which the authors have never
written a paper before.7 Let Ey and Eo denote the experience of the younger and older
authors on this paper respectively, and let Py and Po be the lifetime fraction of papers
on which the younger and older authors used convention σ, only considering papers
they did not write together.8 Finally, we let Iσ be an indicator variable equal to 1 or 0
depending on the presence or absence of the convention in the paper.
Intuitively, we’d like to consider the value of Iσ in relation to which of Py or Po is
larger. To have a meaningful baseline for comparison, we match each of our fights in
pairs: for each fight given by (Ey, Eo, Py, Po, Iσ), we find a fight using the same σ but a
7We also add some additional filters, including a sufficiently high experience for the older author, and
at least 10 lifetime papers by the younger author that are not written with the older author.
8Since the younger author often has relatively few papers at the time of the fight, we use the set of
all papers written by each author (not counting their joint papers) to determine these fractions. This uses
information from the future beyond the paper itself, but note that we are not using this for a prediction
task, only to determine the relative tendencies of the authors to use the convention over their lifetimes.
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different paper, where the values of Py and Po are swapped, and where Iσ is inverted.
That is, we find a fight (E′y, E
′
o, P
′
y, P
′
o, I
′
σ) with P
′
y ≈ Po, and P′o ≈ Py, and I′σ = 1 − Iσ.
Thus, we have a set of matched pairs, where in each pair, one of them has higher Py, the
other has higher Po, and they differ on the presence or absence of σ.
What is the effect of this construction? If in each pair, the instance with higher Py
is always the one where Iσ = 1, it would mean that σ always occurs in the instances
where the younger author has a higher tendency toward σ; in other words, we’d be able
to perfectly infer the presence or absence of σ in each given pair from the relative values
of Py and Po, with the younger author playing a greater role driving the presence of σ.
If in each pair, the instance with higher Po is always the one where Iσ = 1, we would
again have perfect prediction with the older author driving the presence of σ. In general,
we say that in a single pair, low experience is dominant if Iσ = 1 in the instance with
higher Py, and high experience is dominant if Iσ = 1 in the instance with higher Po. If
the Iσ values were assigned at random, we’d expect low experience and high experience
to each be dominant in half the pairs. What do we see in the actual pairs?
We find that in approximately 57% of the pairs, high experience is dominant, which
at the number of pairs we have is significant relative to a random assignment baseline
with p < .001. Moreover, we can group the pairs into buckets based on Eo − Ey, and
perform this analysis on each bucket separately. As we see in the middle panel of Figure
4.5, the extent to which high experience is dominant is increasing in the experience
difference — the opposite effect from what we saw in the left panel for fights over
macro names.
Thus, we have a concrete sense in which older authors are winning visible fights
over features of the paper title, even though they are losing invisible fights over macro
names.
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4.5.3 Low visibility fights
We have now seen the outcomes of two types of fights representing opposite extremes
of visibility — fights over macro names, which are essentially invisible to readers; and
fights over stylistic conventions in a paper’s title, which is extremely visible. Since
younger authors tend to win the invisible fights and lose the visible fights in these for-
mulations, it becomes natural to probe the spectrum of possible fights in between these
extremes and thus gain more insight into how the outcome of a fight relates to its level
of visibility.
This is largely an open question, but here we describe one initial investigation in
this direction. Consider the case in which two authors meet to write a paper, and they
each use the same macro name but for different bodies. For example, both authors
might use \eps, but one uses it to mean \epsilon () while the other uses it to mean
\varepsilon (ε). Whose macro body will end up getting used in the paper they write
together? We will call this a macro-body fight, and what’s interesting is that it has exactly
the structure of our earlier macro-name fights, except with the roles of the name and the
body reversed: now the authors arrive with a shared name corresponding to different
bodies, and this contention must be resolved. An important contrast, however, is that
for many macro bodies, the outcome of this fight will be visible, albeit often at a very
low level in the formatting and choice of symbols in the paper. We can therefore think
of these as low-visibility fights, and can ask whether younger or older authors will tend
to win them.
To explore this question, we need to deal with the fact that not all macro-body fights
will have visible effects. Thus we select a small number of very common macro names
where the effects of different bodies are generally visible in the paper. Specifically,
we use the following names: \proof, \eps and \Re. For these fights we run the same
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procedure as for macro-name fights, but we swap the roles of the name and body of the
macro, and we remove the filter of length 20, since names and bodies are generally
short in this case. With these three macro names we end up with 1092 fight instances.
We observe that the young author wins 60% of the instances, suggesting that the pattern
of outcomes is closer to what we saw in the invisible macro-name fights. Grouping the
results by the difference in experience, we see in the right panel of Figure 4.5 that these
low-visibility fights follow the same trend as the invisible fights.
4.6 Conclusion
Analyzing the competition among conventions has been a methodological challenge,
because the substance underlying the convention generally changes, at least to some
extent, together with the convention itself. We study a setting — macros on the e-print
arXiv — where it is possible to fully control for the meaning of the convention (the
body of the macro) even as the convention itself (the choice of name) is changing. In
the resulting analysis, we focus on two main issues. First, we find that instances in
which one macro name convention overtakes another are characterized by young initial
users of the convention that ultimately succeeds, together with a transitional phase in
which the successful convention spreads to older users. Second, we consider the local,
instance-by-instance competition among pairs of authors who must resolve contention
over the choice of convention in the process of writing a joint paper. In this type of
diffusion through interaction, we find that younger authors tend to win fights (such as
for macro names) that do not produce visible consequences, or produce low-visibility
consequences, while older authors tend to win fights (such as for titling conventions)
that produce highly visible consequences.
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CHAPTER 5
CASCADES: A VIEW FROM AUDIENCE
Cascades on social and information networks have been a tremendously popular
subject of study in the past decade, and there is a considerable literature on phenomena
such as diffusion mechanisms, virality, cascade prediction, and peer network effects.
Against the backdrop of this research, a basic question has received comparatively little
attention: how desirable are cascades on a social media platform from the point of view
of users? While versions of this question have been considered from the perspective of
the producers of cascades, any answer to this question must also take into account the
effect of cascades on their audience — the viewers of the cascade who do not directly
participate in generating the content that launched it. In this work, we seek to fill this
gap by providing a consumer perspective of information cascades.
Users on social and information networks play the dual role of producers and con-
sumers, and in this chapter we focus on how users perceive cascades as consumers.
Starting from this perspective, we perform an empirical study of the interaction of Twit-
ter users with retweet cascades. We measure how often users observe retweets in their
home timeline, and observe a phenomenon that we term the Impressions Paradox: the
share of impressions for cascades of size k decays much more slowly than frequency
of cascades of size k. Thus, the audience for cascades can be quite large even for rare
large cascades. We also measure audience engagement with retweet cascades in com-
parison to non-retweeted or organic content. Our results show that cascades often rival
or exceed organic content in engagement received per impression. This result is perhaps
surprising in that consumers didn’t opt in to see tweets from these authors. Furthermore,
although cascading content is widely popular, one would expect it to eventually reach
parts of the audience that may not be interested in the content. Motivated by the ten-
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sion in these empirical findings, we posit a simple theoretical model that focuses on the
effect of cascades on the audience (rather than the cascade producers). Our results on
this model highlight the balance between retweeting as a high-quality content selection
mechanism and the role of network users in filtering irrelevant content. In particular, the
results suggest that together these two effects enable the audience to consume a high
quality stream of content in the presence of cascades.
5.1 Introduction
When retweets were first introduced on Twitter, users expressed many such con-
cerns [13]. A key question then is: what effect do cascades have on consumption behav-
ior? A pithy answer is provided by the existence of networks with hundreds of millions
of active users; this at least suggests that the effect of cascades is not as negative as users
feared it to be.
One aspect of user consumption behavior is deeply intertwined with production in
that production of content (via re-sharing) is also simultaneously consumption behavior.
Production has been widely studied in the literature under the topics of information prop-
agation and diffusion of content. We note however that this is only a part of consumption
and some basic characteristics of consumption behavior have not been addressed to the
best of our knowledge. For instance, although virality of content on Twitter has been ex-
tensively discussed [37, 88], we do not understand the view of virality from a consumer
perspective: what fraction of tweets consumed by consumers on Twitter are viral? Do
users engage with these more than with non-viral content in their home timeline? We
emphasize that the consumer view could be quite different from the producer perspec-
tive for virality: even though a small fraction of tweets “go viral”, a large fraction of the
consumer experience on Twitter could still be shaped by viral content. This is because
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when we think about the population of all views of tweets, we’re sampling tweets in pro-
portion to their popularity, and this sampling based on size leads to effects where a small
number of items (extremely popular tweets in this case) can make up a large fraction of
the sample [8].
We examine the above questions through empirical analysis of user behavior on
Twitter. Each time a user views a tweet — referred to as an impression of the tweet
— they can choose to engage with it through several means, including clicking on it,
liking it, or retweeting it. Given observations of what tweets a user sees in their home
timeline via tweet impression logs, as well as tweet engagement and sharing activity, we
can piece together a consumer view of cascades on Twitter. Through this analysis, we
observe that retweet cascades indeed occupy a substantial fraction (roughly a quarter)
of a typical user’s timeline, and 1 out of 3 impressions in the dataset we analyze are due
to cascades. Thus, cascades have a substantial impact on the user experience at Twitter
given their prevalence in users’ home timelines. This impact is arising despite the fact
that extremely few tweets generate large cascades; the point is that for a producer of
content, it is very rare to see your tweet become viral, but for a consumer of content,
much of your time is spent looking at viral content. We term this dichotomy the Im-
pressions Paradox; it is a counter-intuitive contrast in two ways of looking at the same
population, in the spirit of similar phenomena that arise because of sampling biased by
size.
In light of our previous discussion, we note that this wide prevalence of retweets does
indeed impose upon users content that they did not opt in to see. It is natural to wonder
whether users respond negatively to this imposition on their home timeline, which they
have carefully constructed through their choice of users to follow.
Analyzing user engagement with cascades provides a way to answer this question. In
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particular, we compare user engagement probabilities (retweeting, liking and clicking)
on retweeted content versus organic content (directly produced by a person the user
follows). Our main finding here is that retweeted content rivals or exceeds the organic
content in engagement. It is useful to consider this fact in the context of user fears of
irrelevant content showing up in their timeline (even if it might be high quality; the
best tweet on politics may be uninteresting to a user not interested in politics). Viewed
in this light, our finding is perhaps quite unexpected. On the other hand, this result is
exactly what one might expect if we think of retweets as a high quality tweet selection
mechanism — users might only engage with the best tweets, so it is unsurprising that
the best tweets get high engagement. Note however, that popular tweets also get viewed
by many users, resulting in a very high number of impressions. Thus, even with an
assumption that popular tweets have high quality, it seems unclear why they should
get high engagement per impression as their growth in audience size might completely
outpace the set of interested users.
In order to understand this effect quantitatively, we propose and analyze a simple
theoretical model of retweeting behavior that teases apart these two effects. Our model
is novel in that it inverts the traditional view of cascades as a tree being rooted at the
author, to a tree that is centered at an arbitrary user — a member of the audience for
cascades — who receives a mix of organic tweets and retweets. This model helps us
quantify two metrics for a user’s home timeline: precision (seeing content that is relevant
or topical for users) and quality (highly engaging content for a topic). Intuitively, users
would like to have a high precision and high quality home timeline where most of the
content is relevant and highly engaging. In the presence of retweets, it seems unclear
a priori whether the content will still be relevant, and further how would one quantify
changes in tweet quality. Our analytical and simulation results show that it is indeed
possible for users to have the best of both worlds by seeing high quality and relevant
87
retweets in their timeline. Furthermore, this model also helps us understand the value of
retweets by quantifying a counterfactual world where retweets would not exist.
5.2 Related work
There has been extensive work on on-line information diffusion. This has included
studies of news [2, 16, 11], recommendations [52], quotes [24], hashtags on Twitter
[70, 83, 71, 56, 58], information flow on Twitter [88] and memes on Facebook [29, 20].
Past work has also investigated methodological issues including definitions of virality
[37], the problem of prediction [20], the trade-off between precision and recall in cas-
cading content [17], and the role of mathematical epidemic models [35].
In addition, it has been shown that only a very small fraction of cascades become
viral [37] but the ones that do become viral cover a large/diverse set of users. In other
words, if you are the source of a cascade you have a low chance of creating a viral
cascade but, once we switch to the consumer’s point of view we observe that a large
fraction of a user’s timeline is made up of these diffusing pieces of content. Another
related theme on the work presented in this chapter has been the observation that a small
number of “elite” users produce a substantial fraction of original content on Twitter [88].
As with other studies, this one also focused on active cascade participants, and our work
is differentiated by the focus on cascade audience.
The primary focus of the body of prior work on cascades has been either on the
source of the content or on the structural properties of the cascades themselves. In this
chapter, we study the effect of different properties of the cascade tree, and the underlying
follower graph, on the experience of the consumers of cascades. In particular we first
show that although most tweets do not get re-shared but they are a significant fraction of
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the content an average user reads. We also find that consumers prefer either very popular
content or personalized content coming from users they opted to follow. Then we look at
each consumer as an individual and show that different consumers might show different
behavior but a single user is consistent on the type of content they like over several days.
Finally, we complete our argument with a simple model that captures how the re-share
mechanism features enhance the experience of consumers.
5.3 Empirical Analysis on Twitter
In order to analyze audience behavior with cascades, we undertook an empirical inves-
tigation on Twitter. A user u on Twitter typically spends the majority of their time on
their personalized home page, called the home timeline, which primarily consists of a
collection of Tweets from a set of users F(u) that u chooses to follow. Since most con-
tent is consumed on the home timeline, we focus our analysis on user behavior in the
home timeline. Further, to keep our analysis most interpretable, we ignore some prod-
ucts that rank the Twitter home timeline, such as “While you were away” [85], and focus
exclusively on impressions of unranked tweets. These tweets are presented in a reverse-
chronological fashion, and hence they allow us to study a version of the question that is
independent of the ranking process (since ranking can have a large implication for the
visibility and hence effect of cascades; see e.g. Facebook’s work on this issue [33]).
We measure both views (or impressions) of tweets as well as user engagements with
the tweets in our analysis. We define these terms in the sections below, but the goal of
the analysis is to provide insight into the impact of cascades on consumer experience
via impressions, and gauge their reception of this content via engagement. The dataset
for this analysis was collected from Twitter logs during a 16 day period during summer
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2016. Because of user privacy, we conduct all the analysis in a user-anonymized fashion,
and present results from aggregate analysis. Note that for some of the plots we use
a relative scale for the y-axis to anonymize actual values, as a relative comparison of
values is the main goal for these plots.
5.3.1 Cascade Views
The first step in our empirical investigation is to understand whether cascades constitute
a significant fraction of overall audience attention. Perhaps the simplest metric for mea-
suring this is to understand the raw volume share in a user’s home timelines. But before
we proceed with that, we need to define what we mean by a tweet cascade and what
constitutes a “view” of a tweet.
(a) (b)
Figure 5.1: (a) The number of cascades in a log-log plot bucketed using the blog2c func-
tion (b) The distribution of the fraction of home timeline impressions constituted by
retweets, over all Twitter users. The horizontal line represents the average value.
In this work any tweet that is retweeted at least once is called a cascade as it has one
retweeter (or adopter) other than the original tweeter. As has been noted in prior work,
most cascades are shallow (star-like) and only a rare few go on to be “viral”. We also
refer to a cascade size, which is the number of eventual retweeters (or adopters) that the
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tweet gathers, as measured after a few days of the original tweet. In order for our analysis
to be valid the dataset must be large enough to catch cascades from a spectrum of sizes.
We confirm this by visually plotting the cascade size distribution in Figure 5.1(a), which
shows the average number of cascades with size between [2k, 2k+1) over the 16 days.
Clearly, the data has enough cascades in each bucket even for a single day.
Next, we define a tweet view or an impression on the home timeline. The ideal mea-
surement is to check that the user really “saw” the tweet, but in absence of that, we just
measure whether the tweet stayed on the user’s mobile screen for a large enough time.
This filters out a variety of behaviors, and among them the common pattern of scrolling
quickly through the home timeline, where the user just glances at a large number of
tweets.
With these definitions we turn our attention to studying how much audience attention
is commanded by cascades. Perhaps the most basic measurement to make is to measure
what fraction of a users’ home timeline impressions came from cascades that did not
originate in the user’s direct neighborhood. We find that 68% of all home timeline tweet
impressions are from users’ direct followings, and the remainder 32% come from cas-
cades that originate from outside of a users’ direct neighborhood. A different view of
this overall statistic comes from looking at this from each individual user’s perspec-
tive, through which we can measure what fraction of a user’s timeline impressions come
from retweets. The distribution of this quantity is shown in Figure 5.1(b), from which
it is evident that for half of all users, approximately a quarter of their timeline consists
of retweets. An additional dimension of tweet impressions coming from cascades is that
these tweets bring in a fair bit of author diversity: 55% of unique authors who appear in
a user’s timeline are from outside the user’s direct followings.
Given that nearly a quarter of a user’s home timeline consists of cascades, it is natural
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Distance Impressions Hop count Impressions
1 68.86% 1 66.70%
2 30.53% 2 27.48%
3 0.59% 3 3.66%
4 10−3% 4 1.09%
5 10−4% 5 0.45%
6 4 × 10−5% 6 0.23%
7 6 × 10−6% 7 0.13%
Table 5.1: The percentage of tweets on a timeline based on their distance and hop-count
to the receiver
to ask how these cascades reach the user. To provide insight into this question, we look
at how far away the cascade originated, and how long it took to get to the user. For
the former, we measure the network distance (shortest directed path) from the user to
the cascade originator (the author of the root tweet in the cascade). Table 5.1 shows the
percentage of tweet impressions that occur for each distance (out of all impressions), and
from the data it is clearly visible that almost all impressions come from within distance
2 in the graph.
To understand the path the cascade took to reach a user, we reconstruct the cascade
tree1 and compute the number of hops on the tree that are between the user and the root
of the tree; we refer to this quantity as the hop-count. The distribution of impressions
w.r.t the hop-count is shown in Table 5.1. As is the case with distance, almost all im-
pressions occur on hop counts 1 and 2. This data is all in agreement with prior work
that has also commented on the vast majority of cascades being very shallow in terms
of hop-count [37]. However, we do note that in contrast with distance, impressions for
larger hop-counts don’t quickly die down to zero. An obvious hypothesis for this is the
possibility that some large cascades survive for a long time and hence reach users via all
kinds of paths. This leads to the question of the impact of these large cascades from the
1The cascade is a directed acyclic graph from a user’s perspective, but we can think of it as a tree by
picking the first incoming edge for each node by time — that is also a close approximation to how Twitter
treats retweets in practice.
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perspective of impressions.
(a) (b)
Figure 5.2: (a) Illustrating the Impressions Paradox: share of impressions for cascades
of size k decays much more slowly than frequency of cascades of size k. Note that x-
axis is log scale. (b) Cascade growth ratio is the ratio between number of impressions
generated by these cascades to number of tweets generated by these cascades.
Recall that 1 out of 3 impressions arise from cascades, and in light of the previous
discussion, we would like to understand which kinds of cascades are contributing to
these impressions. It is useful to remember that large cascades are quite rare on Twitter,
as illustrated in Figure 5.2(a): on a log-percentage plot, the fraction of tweets that get
more than 8 retweets is less than 1%. However, since some cascades survive for a long
time, it is natural to ask what is the share of impressions generated by these cascades.
The share of impressions is also shown on the same Figure 5.2(a), and this presents a
stark contrast from the probability of tweets generating a large cascade — even though
91% of tweets have a cascade size of 1, these generate only 33% of impressions coming
from retweets, with the large cascades contributing a substantial fraction of impressions
coming from retweets. We term this the Impressions Paradox: the share of impressions
for cascades of size k decays much more slowly than frequency of cascades of size k.
We also note that for all cascades of a given size, one can compute a cascade growth
metric: the ratio between number of impressions generated by these cascades to number
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of tweets generated by these cascades. Intuitively, one would expect this ratio to be
high for small cascades since almost every retweet brings in a large set of new audience
members who haven’t seen it by other means, while for larger cascades the gain in new
audience per retweet might be lower since the presence of triangles means that new
retweets may eventually reach people who have already seen it by other means. In fact,
from Figure 5.2(b), we notice that the growth ratio for cascades hits a peak around size
32, and is the same for the smallest and largest cascades!
Thus, it seems clear that even though large cascades (especially “viral” ones) are
infrequent on Twitter, they constitute a substantial fraction of audience attention. This
observation leads to the question of how does the audience react to the presence of cas-
cades in their home timeline. We address this question in the next section by analyzing
user engagement.
5.3.2 Engagement with Cascades
Users on Twitter engage with tweets in a variety of ways, and we focus on the following
engagements in our analysis: retweets (resharing the tweet with your followers), likes
(previously known as favoriting), and clicks (either a click on a link/mention/hashtag
in a tweet, or a visit to a “tweet details” page are considered as clicks). Together, these
engagements provide a broad perspective on how users perceive the content as engage-
ments are often a reflection of how much users enjoyed the content. This is not always
the case though, and engagement is skewed by a range of factors: social acceptability,
context, and inherent clickability (for instance, “clickbait” may have a high clickthrough
rate) of content to name a few. Despite these shortcomings, the large scale of data anal-
ysis that we conduct does provide a directional guide on user enjoyment by measuring
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Figure 5.3: Probability of interaction based on distance. Note that the y-axis values are
randomly pinned to 0.01.
engagement.
Engagement with cascades doesn’t occur in a vacuum, and here we contrast engage-
ment on cascades against the natural baseline of engagement on “organic” tweets, i.e.
tweets authored directly by a user’s followings. This comparison is readily obtained by
measuring how the probability of retweets, likes and clicks varies with graph distance.
These curves are presented in Figure 5.3, which shows that the various engagement
measures behave quite differently. In particular, a tweet from a neighbor has a higher
probability of receiving a like than tweets coming from users that are farther away in
the network. On the other hand, a cascade tweet that originated outside of the user’s
direct network has a higher chance of getting retweeted and clicked. This perhaps is an
indication that liking has a social element to it, and users tend to primarily like personal-
ized content or tweets that come from their direct neighbors. On the other hand, a tweet
that arrives in a cascade from outside the neighborhood is “retweetable” by definition,
and hence just by this selection mechanism it increases its chances of getting retweeted
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Figure 5.4: The click Through Rate (CTR) of tweets coming from different distances
against different hop counts with errorbars. Note that the y-axis values are randomly
pinned to 10%.
as compared to an average tweet that may not received any retweets at all. The click
probability curve shows different behavior than both likes and retweets, and the proba-
bility of clicking on the tweet increases till distance 3. It is important to point out that
to a consumer on Twitter, the only visible distinction in distance is whether it is 1 (di-
rect connection) or greater (retweet). Thus, the difference between click probability in
distances 2 and beyond likely comes from something other than user selectiveness be-
tween in and out of network content. An appealing hypothesis is that perhaps inherently
clickable content travels farther on the network. We examine this next via a hop count
analysis.
Recall that hop-count refers to the distance from the user to the author in the cascade
tree. In order to understand the click probability variation, we turn to examining click-
through rate (CTR) of tweets by hop-count — since this route is predominantly available
to larger cascades, it provides us a way to measure how users react to large cascades
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versus other smaller cascades. This data is presented in Figure 5.4, where there is a
curve for a fixed distane showing the average CTR of tweets based on the hop-count
value. There are several things to notice in this plot. First, observe that for a fixed hop-
count, CTR generally decreases with distance — this clarifies that the increase with
distance observed in Figure 5.3 is at least partially due to an effect that it to some extent
like Simpson’s paradox. We also note from Figure 5.4 that CTR generally increases with
hop-count. Recall that higher hop counts are generally only available to large cascades,
and hence the higher CTR indicates that popular content generates more clicks. We
emphasize that this is not a causal statement, and in particular popular content might
precisely be more popular because it generates more clicks.
(a) (b)
Figure 5.5: (a) Likes per impression for different cascade sizes bucketed by log base
2 (note that the y-axis values are randomly pinned to 0.01.) (b) Distribution over the
correlation of different users, liking content based on its size.
Given this data, we are left with the intriguing observation that users enjoy consum-
ing (via liking/clicking) content both from their direct neighbors as well as from large
cascades. But the combined effect of these two mechanisms is apriori unclear. In partic-
ular, since large cascades can travel farther from their source, does their overall appeal
overcome the fact that their audience is not their direct neighbors? The most direct way
to study this question is to look at like probability per tweet impression based on the
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cascade size of the tweet, and Figure 5.5(a) shows the result of this investigation. Note
that the cascades are bucketed as before, since the number of cascades with large sizes
are rare. We observe from Figure 5.5(a) that cascades with very small and very large
sizes have high like per impression rates. These stand in contrast with a smaller like per
impression value for medium size cascades. We can thus see the two mechanisms men-
tioned above at play here: at small cascade sizes, content is being liked by neighbors
(perhaps driven by a social aspect), while at large sizes content is likeable in general so
most users enjoy consuming it. But there is an “uncanny valley” in the middle where not
naturally likeable content reaches users who are not quite interested in it. The connection
between Figure 5.2(b) and 5.5(a) is very interesting, and we leave further investigation
of this connection as a direction for future work.
From 5.5(a), it seems clear that the most popular content, as indicated by size, has
the highest like rate. Since users on Twitter can see the overall popularity of a tweet
(the number of retweets and likes), size does provide a signaling mechanism that could
potentially bias the highest like rate in the favor of popular tweets, fueling a rich-gets-
richer effect. Another possibility is that tweets have an intrinsic “quality” that drives
their popularity and higher size is partially a result of this quality (it could still involve
other factors too, such as being lucky and receiving attention from popular users early
in the tweet’s lifetime). To disambiguate between these possibilities, we observe that
over the lifetime of a cascade, different users view the tweet at different points in its
popularity. This allows us to study whether users react differently to tweets that had
different eventual sizes but were viewed at the same level of popularity by users. We can
see from results in Figure 5.6 that the cascades that ended up with a larger eventual size
had a higher like and retweet rate even earlier in their life. This provides some evidence
that intrinsic quality of a tweet does contribute to its eventual popularity.
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(a)
(b)
Figure 5.6: The behavior of consumers relative to the current popularity of the content,
(a) Likes (b) Retweets.
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Individual User Preferences
The analysis above suggests that globally popular content is also locally popular at an
aggregate level for users. We now examine individual user variation for these prefer-
ences: do most users like globally popular content? Are users consistent in their prefer-
ences on local vs global content? In order to study these questions, we randomly selected
10000 active users on Twitter, where if a user had at least one interaction each day for
more than 15 days out of a 16 day period in June, we count him/her as an active user.
Let us first turn to the question of local vs global preference for a user. To study
this, for each user we compute the Pearson correlation coefficient between the final
cascade size and like probability of all the tweets that the user viewed in this period.
The distribution of these correlations over the 10000 users is shown in Figure 5.5(b). As
we see from the plot, most users have a negative correlation, implying that they prefer
personalized content. However, the correlation coefficient is low for these negatively
correlated users, and if we only focus instead on users who have strong correlation
then most of these are positively correlated. In either case, users do seem to exhibit a
local/global content preference.
The local/global preference as expressed by a correlation is however rather weak,
and leaves open the question of whether users are consistent in their preferences. Here,
we study user consistency via the following analysis. We define the function f (u, d, x),
for user u, day d and any x ∈ [0, 1], to be the fraction of likes produced by the x fraction
of smallest cascades that user u sees on day d. If f (u, d, 0.5) < 0.50, it means that user u
likes content that is part of smaller cascades at a greater rate than they like content that
is part of larger cascades; we could think of this as the user liking personal content more
than broadly-shared general content. The implication is the opposite if the inequality is
reversed: if f (u, d, 0.5) > 0.50, then the user u like content that it part of large cascades
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Consistent small cascade liker 19.4%
Consistent big cascade liker 47.1%
Indifferent 33.5%
Table 5.2: Fraction of each type of the three user.
(and hence more broadly-shared general content) at a greater rate. We operationalize this
definition by identifying users who like small (respectively, large) cascades according
to the condition f (u, d, 0.5) ≥ 0.55 (respectively f (u, d, 0.5) ≤ 0.45).
Further, if a user likes the same type of cascades at least 11 days over the 16 day
period, we call her a consistent user (either a liker or large cascades or a liker of small
cascades); otherwise we call her indifferent. With this definition of consistency, we find
that more than 66% of our users are consistent. The fraction of users of each type can
be seen in Table 5.2. As a simple baseline, note that if each user independently decided
each day with uniform probability whether to like small cascades or large cascades,
we’d expect only 21% of all users to be consistent, rather than over 66% as we find in
the data.
We also provide a useful illustration of how these three user behaviors are distinct.
We define i(u, d, x) (l(u, d, x)) to be the fraction of impressions (likes) that user u had
on day d and the cascade sizes were less than x. We then show how these two func-
tions behave for all three types of users (prefers personal content, broader content or
indifferent) in Figure 5.7. We draw the function i(u, d, x) with dashed line and l(u, d, x)
with solid lines. This data clearly indicates that users do indeed have consistently differ-
ent preferences, which might stem from using Twitter for different purposes. We leave a
more in-depth investigation of this to future work, but note that Twitter does exhibit both
social and information network structural properties indicating the presence of multiple
usage scenarios [63].
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(a) (b)
(c)
Figure 5.7: Three samples of different groups of users: (a) Small cascade liker (b) Large
cascade liker (c) Indifferent. Note that figure (b) and (c) have the same legends as figure
(a).
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We now summarize our overall empirical findings: cascades have a large audience
on Twitter, larger than one might expect just based on cascade occurrence (cf. the Im-
pressions Paradox). Furthermore, users seem to like these cascades, even relative to
organic content. However, these observations seem to be somewhat at odds with each
other: since a lot of users see large cascades, either cascading content is always appre-
ciated by a large majority or somehow it reaches predominantly users who would enjoy
it. The latter possibility is what we explore in the remainder of this work, with the lens
of a simple theoretical model.
5.4 Modeling Cascades For Audience
The empirical analysis presented earlier leads to the conclusion that a quarter of a typi-
cal user’s timeline consists of retweets, and users find this content engaging. As we’ve
alluded to before, this presents a conflict between the view of users choosing exactly
what content they want to see (by following a set of users) and engaging content being
bubbled up through the network via retweets. In this section, we posit a simple theoret-
ical model that shows this conflict can be resolved in a natural manner by users being
selective about content they retweet. We emphasize that the model is purposely bare-
bones so that it can provide stylized insight into why cascades turn out to be relevant for
users.
The main idea of our model is to think of an inverted tree where a member of the
audience (a consumer of cascades) is the root, in contrast to the standard view of the
cascade originator as the root node. This allows us to examine the path that content
takes to arrive at the audience member at the root node. The model includes a notion of
topic, which governs whether a given user is interested in a given tweet. We can now
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define the model formally using these notions.
Each user u in the network has a set of topics they are interested in: Iu ⊂ I, where
|Iu| = d and the set I contains the universe of topics (|I| = D). For a fixed arbitrary user
a, we consider their two-hop neighborhood (recall from Table 5.1 that vast majority of
the retweets arrive from two hops away): a follows the set of users B = {b1, . . . , bk}, and
each user bi follows Ci = {ci1, . . . , cik′}, with the entire second hop neighborhood being
denoted by C =
k⋃
i=1
Ci. In this simple network, we assume that if a user u follows user v,
then u is interested in a significant fraction of v’s topics. More formally, we assume that
for a fixed constant 0 < α < 1, |Iu ∩ Iv| ≥ αd. We’ll shortly address the question of how
this extended neighborhood is generated, but first we will focus on the cascade process
given such a network.
Given a network that has content being produced and consumed on it, for each user
u we will have a “home timeline” which is populated by content produced by the set of
users that u follows; we denote the set of tweets in u’s home timeline by TLu. We now
specify the content production process. First, we link users’ topical interests to tweets
by assigning a single topic it to each tweet t, where it is selected from the author’s list
of topics. We also assume that tweet t has an intrinsic quality qt, which is in line with
our observations from Figure 5.6. For tweet production, we assume simplistically that at
all users produce tweets at each epoch as follows. First, each user u creates an original
candidate tweet to on one of the topics ito ∈ Iu, with a quality qto drawn from a specified
distribution D, but doesn’t publish this candidate to its followers yet. The user picks
her tweet that she will publish as follows: she considers her own tweet and her home
timeline TLu — consisting of tweets produced in the previous epoch by the users she
follows — and then among the tweets t in this set for which it ∈ Iu, she selects the tweet
th of highest quality qth
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This setting reflects the fact that users can both participate in cascades as well as
produce original content. Further, the model allows for user curation for cascades that
biases towards participation in higher quality cascades. The goal of the model is to
capture the consumer viewpoint on cascades, and the consumer view is governed by
whether the content in their home timeline is high quality, and also on whether it is on a
topic that is interesting to them. We formally define these metrics for the home timeline
of a given user a as follows:
Definition 5.4.1 (Precision) We define precision for a user u as the fraction of tweets
in u’s timeline that u would be interested in: Precisionu =
∑
t∈TLu
|{it∈Iu}|
|TLu | .
Definition 5.4.2 (Quality) We define the timeline quality for a user u as the average
quality of all tweets in u’s home timeline: quality(u) =
∑
t∈TLu
q(t)
|TLu | .
Definition 5.4.3 (Timeline Utility (TLU)) If δ is the quality coefficient for tweets that
are not on topic for the consumer then the overall timeline utility of the home timeline
for a given user u, can be defined as
TLUu =
∑
t∈TLu
g(t, u) · qt.
Here g(t, u) = 1 if it ∈ Iu, and g(t, u) = δ ≤ 1 otherwise. Thus, TLUu increases if there
are high-quality tweets and decreases if there are off-topic tweets.
Thus, the model aims to capture the effect of cascades on the twin goals of having
users enjoy both high quality and precise content. Intuitively, retweets seem to filter
for high quality tweets but the effect on precision is less clear. In fact, the exact effect
on precision depends on network topology. We now define how the network is created,
starting with a simple model that is analytically tractable. We’ll later define a more
complex model on which we simulated the model.
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Possibly the simplest way to construct a network is to build a tree. We proceed
by having given the node a for which we want to study the above metrics, and her
corresponding topical interests. Then we pick k random interest sets that satisfies the
homophily condition (of α fraction interest overlap), and designate those to be the in-
terest sets of the nodes in B. We then repeat the same procedure for each bi and create
k neighbors for each bi while also satisfying the homophily restrictions. Given this net-
work generation model, now we can analyze the effect of cascades on previously defined
quality and precision metrics.
For the theoretical analysis we look into a basic setting where δ = 1. In the next
subsection we remove these restrictions and report the results on the simulation. We
begin by noting that based on the graph generation process, the distribution of topics
in Ci on the topics in Ibi is uniform. Now, in every epoch but the first (once retweets
start moving through the network), the view of a node bi is as follows. If bi receives a
tweet that she is not interested in, that has no chance of being propagated. Otherwise,
she will keep the tweet as a candidate in the maximization step. Now, we know that the
distribution of the tweet topics coming from {ci1, . . . , cik} is uniform on Ibi , so we observe
that the model is equivalent to bi itself generating many tweets and only publishing the
best. If we look at the process in this manner, then it is clear that the expected precision
does not change when we introduce retweets. However, with this procedure the quality
of tweets will go up. It is easy to see that the expected quality of a single tweet is less
than the expectation of the maximum of independent draws from the same distribution.
We formalize the gain in quality for two specific distributions, and note that the analysis
can be extended to other distributions.
In particular we investigate the two cases where D is either a uniform distribution
over [0, 1] or an exponential distribution with rate λ. We use G to refer to the distribution
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of the maximum of k draws from D. A question we want to answer is; how much do
retweets help the quality of the timeline to increase? Let X be a random variable drawn
from D and Y be a random variable drawn from G. With our notation we are interested
in E[Y]
E[X] . It is well known that the mean of a uniform distribution over [0, 1] is
1
2 and the
mean of a exponential distribution of rate λ is 1
λ
. Now we state two well-known lemmas
about the maximum of a set of independent draws from a fixed distribution [72].
Lemma 5.4.4 The expectation of the maximum of k i.i.d draws from a uniform distribu-
tion over [0, 1] is kk+1 .
Lemma 5.4.5 The expectation of the maximum of k i.i.d draws from an exponential
distribution of rate λ is Hk
λ
, where Hk is the k-th harmonic number.
We can now state the main theoretical result on the effect of retweets on quality. We skip
by proof but note that it is easily obtained from the above two lemmas.
Theorem 5.4.6 The multiplicative increase in quality E[Y]
E[X] in the scenario where D is
uniform is 2kk+1 and whenD is an exponential distribution with rate λ, it is Hk.
The theorem formalizes the gain in quality that comes from having cascades in the
network, which is a counterfactual that is not easily observable in the Twitter network2.
To gain some sense of the scale of this increase, let us consider a network where the
average degree of nodes is 50 (This number is a lower-bound for the Twitter network).
By plugging in 50 for k we see that the uniform and exponential distribution model yield
a 96% and 350% increase in quality, respectively! This shows how valuable retweets can
be to a network, as illustrated by our stylized model. We re-emphasize that we do not
2This remains hard to measure even via experimentation as there is a large network effect to contend
with.
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claim our theorem to be representative of the gain in the Twitter setting — the goal of
this modeling exercise is to shed light on the effect of cascades on the audience, and we
can quantify that effect with the help of a formal model. We now explore generalizing
this model by removing some assumptions.
5.4.1 Model Extensions
The above model is quite simple and makes a few strong assumptions in order to be
analytically tractable. In this section, we explore the effect of removing or generalizing
these assumptions via simulating the model. In particular, there are two obvious ways
we can generalize the model.
First, we previously assumed that the two-hop graph was a tree, but now we gener-
alize that to the following two graphs:
• Tree Contracted model: Here, we create the graph using the Tree model but con-
tract all the nodes in layer B and C that have the same interest set into one single
node.
• k-NN: Here, we create a number of nodes3 with their own interest set, and each
person follows the k people that have the most common interests with them. (We
break ties in this choice of k at random.)
Second, we can change various aspects of the model in the previous section, which
includes both changing existing parameter values and generalization of behavior from
the model in the previous section. The generalizations we examine are as follows:
• δ: Recall that if a user receives an off-topic tweet of quality q, then she sees that
3For our simulations, we use 4 × 105 nodes.
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as a tweet with quality qδ. This parameter is used for both in finding the T LU and
the retweeting procedure, and was previously set to 1. Here, we explore the effect of
using other values for δ.
• k′ = |C||B| : This parameter allows us to control the average degree of the neighbors of
the target node to her degree. We note that in our simulations, the results stabilize
once this ratio is above 20, and this value is above 20 for Twitter in particular.
• The self-interest factor (p): We introduce a new parameter to allow users the flex-
ibility to tweet original content instead of simply retweeting others. We stipulate
that in each epoch, a user tweets her own tweet with probability p, and otherwise,
retweets one of the tweets that she has received. Also, when retweeting the user
differentiates between the tweets from the people she follows and the people that
she does not follow (We take following to be a proxy for knowing). Thus, once she
decides to retweet someone, with probability p she picks the highest quality tweet
created by one of her immediate followees, otherwise she picks the highest quality
tweet from the pool of tweets coming from more than one hop away from her.
Note that as we increase p, this method creates a bias towards (i) creating her own
organic tweet, and (ii) while retweeting, she prioritizes her immediate neighbors’
tweet over tweets coming from deeper in the network. This creates a mechanism
that constructs timelines which most of its content is from at most two hops away.
The simulations results from varying the network model and the above parameters
are all shown in Figure 5.8. From the results, we observe that the following holds unless
δ is close to 14: by introducing retweets in the network, the precision remains essentially
the same and the quality goes up, leading to a higher T LU. This is quite consistent with
the theorem in the previous section and shows that the observations in the previous
4Recall that δ being close to 1 would imply users not distinguishing between on and off topic tweets,
and hence it makes sense to focus on results where δ is smaller than 1.
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(a) (b)
(c) (d)
Figure 5.8: Precision, Quality and TLU over different models and parameters set. (a)
Simple tree model (b) Tree Contracted model with p = 0.6 (c) Tree Contracted model
with δ = 0 (d) k-NN model with p=0.6.
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section are somewhat robust to the specific network model and parameters.
5.5 Conclusion
Information cascades on networks affect not only the users who actively participate in
them, but also the audience who are consequently exposed to the cascades. Our work
provides a view of cascades from the point of view of the audience, which has not
received much attention to the best of our knowledge. Our findings related to the Im-
pressions Paradox provides a novel perspective for future work on the effect of cascades
on their audience.
The theoretical model presented here is quite simplistic, but it does highlight the
crucial role of cascade participants as gatekeepers of precision.
Healthy dynamics on social networks requires both active producers and engaged
consumers. We believe our work provides a novel and useful consumer counterpoint to
the extensive literature on the role that producers play in cascades.
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CHAPTER 6
FUTURE WORK
Many of the valuable data sources that has been studied in this thesis, have just been
created and we are just getting started on understanding interactions on these online
social platforms. Moving forward there are two natural ideas that is worth pursuing.
First being, now that we know more about interactions among people on online social
networks we can go back to the original question and see if our findings hold in the
oﬄine world. Second, is taking the work shown in each of the chapters in this thesis
and, generalizing, completing and verifying them.
The work shown in chapter 2 proposed an approach that is suitable in many contexts,
therefore it suggests a wide range of directions for further work. In particular, we showed
how the activity level of users participating in a trend changes over time, but there are
many parameters of the trend that vary as time unfolds, and it would be interesting to
track several of these at once and try to identify relationships across them. It would also
be interesting to try incorporating the notion of the status gradient into formulations for
the problem of starting or influencing a cascade, building on theoretical work on this
topic [28, 43].
In chapter 3 we shed light on how innovations spread through networks of collab-
oration. First, it would be interesting to develop a comparative analysis between the
structure of inheritance graphs that we defined and the corresponding structures for the
diffusion of on-line memes. Are there systematic ways in which the two types of diffu-
sion patterns differ, and can these be connected to differences in the underlying mecha-
nisms? Second, we believe that there may well be additional links between inheritance
structures and prediction problems for the trajectory of the overall system; for example,
can we evaluate the future course of larger sub-areas based on the inheritance patterns
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that exhibit? And finally, identifying “tracers” for complex practices is a style of analysis
that can be applied in other domains as well; as we broaden the set of contexts in which
we can perform this type of analysis, we may better understand the ways in which the
flow of practices helps reinforce and illuminate our understanding of large collaborative
communities.
Chapter 4 proposed clean methodology to study conventions that are synonymous
which enables a number of further directions for research. First, there are other domains
where it should be possible to control for the meaning of a convention, for example in
repositories of source code where naming conventions can change while the behavior of
the code remains constant. It is an interesting question to see whether similar phenomena
hold in the dynamics of conventions there. More generally, it is an interesting question
to look for additional structure beyond the changeover and fight dynamics presented in
this thesis on the competition between these conventions. And finally, it is intriguing to
consider using the mathematics developed around the theory of neutral variation [44] to
begin developing models for the evolution of synonymous conventions over time.
Chapter 5 tries to reveal why users on social networks do not get overwhelmed or
annoyed by the content they receive after introducing resharing mechanisms. We used
empirical experiments and theoretical models to achieve this goal. In addition to further
generalizations of the model, this work raises several additional open questions for fu-
ture work. Clearly, not all users retweet on topic, but does the network rewire itself (via
audience following/unfollowing) so that precision remains high? Furthermore, an aspect
of cascades we did not discuss here is their usefulness as a discovery mechanism; can
effective discovery coexist with high precision in the network?
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