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Abstrakt
Bakalářská práce se zabývá principy práce grafických adaptérů, jejich nasazením pro běžné
výpočty za pomoci grafických knihoven a porovnáním těchto knihoven. V práci je vysvětlena
vhodnost využití grafických adapterů pro různé výpočty, omezení a efektivnost použití pro-
gramovacích metod na základě principů práce grafických adaptérů. Jsou zde porovnávány
grafické knihovny Nvidia Cuda, OpenCL a to jak v rychlosti přenosů dat, tak při jedno-
duchých a komplexních výpočtech. Výsledkem práce je vyhodnocení testů a zhodnocení
vhodnosti využití grafických knihoven ve vybraných výpočtech.
Abstract
Bachelor´s thesis deals with principles of graphics adaptors work and their using for common
calculations by the help of graphics library and bachelor´s thesis deals also with comparing
of these libraries. In the bachelor´s thesis, there is explanation of suitability of graphics
adaptors usage for different types of calculations, restrictions and efficiency usage of pro-
gramming method on basis of principles of graphics adaptors work. In the bachelor´s thesis,
there are comparisons of graphics libraries Nvidia Cuda and OpenCL, their comparisons
both in transfer rates and for simple and complex calculations. Bachelor´s thesis results
are interpretations of tests and suitability assessments of utilization of graphics libraries in
selected calculations.
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Kapitola 1
Úvod
V dnešní době rozvoje počítačů dospěly grafické adaptéry do fáze, kdy je na nich bez větších
omezení možné provádět obecné výpočty. Hlavním důvodem využití grafických adaptérů v
těchto výpočtech je jejich výpočetní výkon, který v dnešní době dosahuje desetinásobků
až stonásobků výkonu standardních procesorů. Proto je motivace využít grafické adaptéry
vysoká. Tento výkon je možné využít pouze v některých typech výpočtů a je závislý na
správně optimalizovaném kódu programu.
1.1 Zaměření práce
Bakalářská práce je určena převážně programátorům v oblasti výpočtů na grafických adap-
térech. Programátoři bez zkušeností s programováním obecných výpočtů na grafických
adaptérech využijí nejspíš celý rozsah práce, zatímco pokročilejší programátoři ocení pře-
devším poslední části práce týkající se testů výkonnosti knihoven pro rozhodnutí, jakou
knihovnu bude nejefektivnější využít pro jejich budoucí nebo stávající produkt.
1.2 Složení práce
Začátek práce obsahuje ”Principy práce na grafických čipech”. Tato kapitola slouží pro
komplexní pochopení funkcionality grafických adaptérů, výhod jednotlivých architektur a
výběru výpočtů, které budou na grafických adaptérech efektivní. Část ”Hisotorie GPU”,
která ukazuje, jak grafické adaptéry fungovaly v minulosti a nyní, je důležitá pro pochopení,
které grafické adaptéry podporují obecné grafické výpočty a proč. Další částí je ”Vývoj mo-
derních GPU na kartách Nvidia”a ”Vývoj moderních GPU na kartách ATI/AMD”. Tato
část slouží k vysvětlení výhod a nevýhod různých architektur grafických adaptérů, které
je vhodné znát při programování konkrétních aplikací. Dále je zde část zabývající se ”Pa-
ralelním zpracováním”, která se týká efektivní práce na grafických adaptérech a vhodných
výpočtech. Poslední část této kapitoly je ”Efektivita a vhodnost výpočtů”a zabývá se efek-
tivními a neefektivními technikami psaní kódů programu.
Další kapitola se zabývá základy práce s grafickými knihovnami ATI Stream, Nvidia
CUDA, OpenCL a Direct Compute a jejich výhodami a nevýhodami při použítí na grafické
výpočty. U porovnávaných knihoven CUDA a OpenCL jsou vysvětleny způsoby práce s
knihovnou, přístup ke sdílené paměti, způsob řešení front a další nezbytnosti týkající se
práce v dané knihovně.
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Následující kapitola ukazuje návrhy testů, které byly použity pro testování grafických
knihoven, a to jak paměťové, tak výpočetní. Jsou zde popsány různé možnosti přístupu k
testům a podrobněji ty, které byly zvoleny.
Předposlední kapitola se věnuje samotné implementaci testů, členění souborů a popisu
základních částí zdrojových kódů.
Poslední kapitola se věnuje ”Vyhodnocení testů”, poukázání na klady a nedostatky
grafických knihoven u různých typů výpočtů.
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Kapitola 2
Principy práce GPU
2.1 Historie GPU
Grafické adaptéry se vyvíjejí už řadu let. Kolem roku 1990 uměly grafické adaptéry pouze
vykreslovat framebuffer(vyrovnávací paměť určená pro zobrazení na obrazovce), popř. znaky
ze znakové sady. Později se přidal do grafického adaptéru grafický procesor (dále jen GPU),
který z počátku přidával podporu pro vykreslení grafických primitiv, jako je úsečka, trojú-
helník atd. Kolem roku 1995 se některé grafické karty zaměřovaly na 3D akceleraci (3dfx),
některé na 2D akceleraci (s3, matrox) a některé byly univerzální (NVIDIA, ATIs).
Postupem času vznikaly standardy DirectX a OpenGL, které specifikovaly, jaké funkce
má grafická karta mít. Pro splnění DirectX 7 specifikací muselo GPU disponovat T&L
jednotkou, která umožňovala počítat transformační výpočty a výpočty, které určují sytost
barvy objektu v jednotlivých bodech na grafické kartě. Tato jednotka ovšem nebyla pro-
gramovatelná (výstupy závisely pouze na vstupech).
Vstupní data
Transformation
and Lighting
Primitive setup Rasterizer Pixel processing
Frame buffer
DirectX 7
Grafické karty s podporou DirectX 8 obsahovaly navíc částečně programovatelné jednotky
Pixel shader a Vertex shader. Vertex shader slouží k naprogramování operací nad existu-
jícími vrcholy vstupní geometrie. Pixel shader počítá barvu výsledných pixelů, zohledňuje
při výpočtech světelné efekty, stíny, bump mapping, transparentnost atd. Pro naprogramo-
vání těchto jednotek se využívá jazyků GLSL pro OpenGL a HLSL pro DirectX (používaný
později v Direct Compute), známých jako jazyky shaderů.
S nástupem DirectX 9.0 a 9.0c se zlepšovala programovatelnost těchto jednotek. Pro ka-
ždý pixel a vrchol bylo možno provést více operací. V praxi to znamenalo možnost lepších
efektů.
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Vstupní data Vertex shader Primitive setup Rasterizer Pixel shader
Frame buffer
DirectX 8 - 9.0c
S nástupem DirectX 10 začíná éra programovatelných jednotek Compute shader. Tyto
Compute shader jednotky mohou vykonávat jak operace s pixely, tak s vrcholy a libovolné
jiné operace (např. operace s geometrií známé pod pojmem Geometry Shader). S nástupem
těchto jednotek začínají vznikat také Grafické knihovny pro obecné výpočty, zprvu hard-
warově závislé, jako je Nvidia Cuda a Ati Stream, a později nezávislé, jako je OpenCL.
Vstupní data
Compute shader
Vertex shader
Primitive setup Rasterizer
Frame buffer
DirectX 10
Compute shader
Pixel shader
Compute shader
Geometry shader
S nástupem aktuálního DirectX 11 byla přidána podpora pro GPGPU přímo do speci-
fikace DirectX ve formě knihovny Direct Compute. Tato podpora je zpětně kompatibilní
s GPU, které podporuje DirectX 10. Dále byla přidána do grafických adaptérů podpora
hardwarové Teselace(proces při kterém je nahra) pomocí jednotky zvané teselátor. Tato
jednotka není programovatelná (jako například T&L) a ovládá se pomocí Hull shaderu,
kterým se nastavují vstupy a parametry pro Teselátor a Domain shader umístěný za tese-
látorem je vyhodnocuje.
Vstupní data
Compute shader
Vertex shader
Primitive setup
RasterizerFrame buffer
DirectX 11
Compute shader
Pixel shader
Compute shader
Geometry shader
Hull Shader
TesselatorDomain shader
2.2 Vývoj moderních GPU na kartách NVIDIA
2.2.1 G80
Rodina čipů G80 od firmy NVIDIA je vůbec první architekturou, která disponovala plnou
podporou rozhraní DirectX 10 a tím i novou strukturou shaderovacích jednotek známých
jako Compute shadery. GPU čip se skládá z maximálního počtu 8 TPC(blok multipro-
cesorů) a 128KB L2 cache paměti, která je ale pouze pro čtení. Každé TPC se skládá
ze 2 multiprocesorů(SM) jednotek a 8KB L1 cache. V tomto multiprocesoru je 8 CUDA
procesorů, 1 wrap procesor a sdílená pamět 16kB. Tento multiprocesor dokáže vykonat 8
SP(Single precision - číslo s plovoucí čárkou o jednoduché přesnosti ekvivalent float) operací
nebo 2 SFU(speciální operace např. log, sin . . .) operace.
Nejoptimálnější bude tedy využití násobků 8 výpočetních jednotel (work-item) v pra-
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covní skupině (work-group). Z hlediska sdílení dat mezi procesy lze předpokládat velmi
rychlou odezvu v jednom SM. Nelze předpokládat rychlou odezvu mezi procesy v různých
SM v GPU, díky nutnosti užití hlavní grafické paměti.
2.2.2 G200
S nástupem rodiny čipů G200 se změnila především struktura TPC. Každé TPC obsahuje
místo 2 multiprocesorů hned 3 multiprocesory, pro které je k dispozici sdílená 16kB L1
cache a 8 texturovacích jednotek. Maximální počet TCP je v této rodině 10 (v závislosti na
modelu) a L2 cache se zdvojnásobila na 256KB. Stále však zůstává pouze pro čtení. Změna
také nastala v přidání podpory pro DP operace, kde jedna multiprocesor dokáže v cyklu
vykonat 1 DP(Double precision - číslo s plovoucí desetinnou čárkou s dvojitou přesností
ekvivalent double) operaci.
Nejoptimálnější zůstávají násobky 8 výpočetních jednotek work-itemů v pracovní sku-
pine, jako u předchozí generace čipů. Rychlost sdílení dat zůstává stejná.
2.2.3 GF100
Rodina čipů GF100 (Fermi) je z hlediska vývoje čipů ve společnosti NVIDIA na bázi Com-
pute shaderů revoluční. GPU se skládá z maximálního počtu 4 GPC(blok multiprocesorů)
bloků a 768KB L2 cache, do které lze zapisovat a také z ní lze číst. V každém GPC bloku
jsou 4 multiprocesory. Každá multiprocesor obsahuje 32 procesorů, 64KB L1/sdílené pa-
měti, 2 Wrap schedulery a 4 texturovací jednotky. Díky 2 Wrap schedulerům lze paralelně
vykonat 2 různé instrukce naráz v jednom multiprocesoru, čehož se může využít například
ve větvení programu. U nejvyššího možného dostupného modelu GTX 580 lze vykonávat
2(wrap schedulery) * 16 multiprocesorů = 32 různých instrukcí naráz. Na jednom multipro-
cesoru lze vykonat 32 SP operací, 16 DP operací a 4 SFU operace. Je tedy patrné, že nastal
obrovský posun výkonu v DP operacích. Další velkou změnou je podpora konkurentního
zpracování kernelů(program určený pro grafický adaptér), kde několik kernelů může běžet
naráz v různých multiprocesorech.
Nejoptimálnější počet výpočetních jednotek v pracovní skupině jsou násobky 32. Z hle-
diska použití hierarchie vyrovnávacích pamětí L1/L2 jako sdílené paměti v multiproce-
soru/GPU lze předpokládat velice rychlou práci se sdílenými daty mezi veškerými CUDA
procesory v GPU. Toho lze využít například v paralelních řadících algoritmech.
GPU G80 G200 Fermi
Transistory 0.69 miliard 1.4 miliard 3.0 miliard
Počet SM/GPU 16 30 16
Počet CUDA/SM(CUDA/GPU) 8(128) 8(240) 32(512)
Počet SFU/SM(SFU/GPU) 2(32) 2(60) 4(64)
Počet Wrap/SM(Wrap/GPU) 1(8) 1(10) 2(32)
Počet SP/SM(SP/GPU) 8(128) 8(240) 32(512)
Počet DP/SM(DP/GPU) 0(0) 1(30) 16(256)
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2.3 Vývoj moderních GPU na kartách AMD/ATI
2.3.1 R600
První rodina čipů, která byla vyrobena s podporou DirectX 10 u společnosti ATI/AMD
byla R600. Její klíčové vlastnosti jsou architektura VLIW5. GPU se z hlediska GPGPU
skládá z několika multiprocesorů(SIMD) a 256KB L2 cache. Multiprocesor se skládá 16
procesorových bloků(Thread procesor) a 32KB L1 cache. Výpočetní blok se skládá z 5 pro-
cesorů(Stream processor). Každý z těchto procesorů dokáže vykonat v taktu 1 SP operaci,
jedna z těchto 5 procesorů je speciální a dokáže sám provést SFU a 4 procesory vykonají 1
DP operaci v jednom cyklu. Maximální počet multiprocesorů je u největšího jednočipového
modelu 4. Tato rodina čipů už obsahovala Teselační jednotku.
Nejoptimálnější je použít v pracovní skupině násobky 80 výpočetních jednotek. Podle
přítomnosti L1/L2 cache paměti lze předpokládat rychlou práci se sdílenými daty mezi
Stream procesory v celém GPU.
2.3.2 R700
S příchodem další generace čipů řady 4000 se architektura příliš nezměnila. Změnou prošla
L1 cache paměť na multiprocesoru z 32KB na 16KB. Z hlediska GPGPU je podstatné, že
přibyl počet multiprocesorů u čipů. Místo maximálního počtu 4 multiprocesorů je u této
rodiny čipů 10 multiprocesorů.
Nejoptimálnější je použít ve work-grupě násobky 80 work-itemů. Podle přítomnosti
L1/L2 cache paměti lze předpokládat rychlou práci se sdílenými daty mezi Stream procesory
v celém GPU.
2.3.3 Evergreen
V další generaci čipů Evergreen nastaly změny převážně v podpoře DirectX 11. Změny ne-
byly až tak zásadní, protože už v rodině čipů R600 byly do čipu integrovány teselační jed-
notky. Znovu byla snížena L1 cache na polovičních 8KB na multiprocesor. Jako kompenzace
byla zvýšila velikost L2 paměti na 512KB. Opět se zapracovalo na přidání multiprocesorů
na maximální počet 20, ale architektura zůstává stejná.
Nejoptimálnější je použít v pracovní skupině násobky 80 výpočetních jednotek. Podle
přítomnosti L1/L2 cache paměti lze předpokládat rychlou práci se sdílenými daty mezi
multiprocesory v celém GPU.
2.3.4 Northern Islands
V aktuální architektuře Northern Islands se objevila první větší změna ve struktuře mul-
tiprocesoru. Tou změnou je přechod z VLIW5 na VLIW4 architekturu. Ta s sebou nese
snížení počtu procesorů v procesorových blocích z 5 na 4. Všechny procesory jsou stejného
typu a žádný není speciální. Na jednom bloku procesorů je možné vykonat v 1 taktu 1 SFU,
1 DP a 4 SP s tím, že SFU operace zabere 3 a DP 4 procesory. Lze tedy říci, že oproti
předchozí architektuře se zvýšil počet SFU a DP vzhledem k celkovému počtu procesorů za
cyklus. Cache paměti zůstali zachovány.
Nejoptimálnější je použít v pracovní skupině násobky 64 výpočetních jednotek. Podle
přítomnosti L1/L2 cache paměti lze předpokládat rychlou práci se sdílenými daty mezi
Stream procesory v celém GPU.
8
GPU R600 R700 Evergreen Northern Islands
Transistory 0,67 miliard 0,96 miliard 2.15 miliard 2.64 miliard
Počet SM/GPU 4 10 20 24
Počet Stream/SM(Stream/GPU) 80(320) 80(800) 80(1600) 64(1536)
Počet SFU/SM(SFU/GPU) 16(64) 16(160) 16(320) 16(384)
Počet Wrap/SM(Wrap/GPU) 1(4) 1(10) 1(20) 1(24)
Počet SP/SM(SP/GPU) 80(320) 80(800) 80(1600) 64(1536)
Počet DP/SM(DP/GPU) 16(64) 16(160) 16(320) 16(384)
2.4 Efektivita a vhodnost výpočtů
Tato kapitola popisuje popisuje rozdíly mezi efektivním a neefektivním přístupem k vý-
voji programů na grafických adaptérech. Při správném použití sdílené paměti, správného
poměru vláken na skupinu a minimalizaci kopírování dat nejužším místem, kterým je sběr-
nice mezi operační pamětí a grafickým adaptérem lze ovlivnit rychlost výpočtů i více než
desetinásobně.
2.4.1 Vliv velikosti pracovní skupiny
Pracovní skupina je základní stavební prvek výpočtů na grafických adaptérech. Pracovní
skupina obsazuje vždy jeden multiprocesor, který má hardwarově daný počet výpočetních
jednotek a velikost sdílené paměti. Tyto hodnoty se v různých značkách a různých řadách
grafických adaptérů různí jak již bylo zmíněno dříve. Grafický adaptér obsahuje několik
těchto multiprocesorů, na kterých lze vykonávat paralelně kód několika pracovních skupin.
Pro správné využití grafického adaptéru by se mohlo zdát, že je postačující mít počet
pracovních skupin o velikosti počtu multiprocesorů. Protože není možné migrovat se sku-
pinami mezi multiprocesory, je možné, že některé multiprocesory budou mít kód hotový
rychleji (např. z důvodů vynechání podmíněné větve výpočtu) a tak by se na zbylé multi-
procesory čekalo, než by dokončily operace, aby se mohly začít vykonávat další. Proto je
vhodnější využít co největšího počtu skupin, aby ztráty ve výkonu byly co nejmenší.
Z vlastností SIMD procesorů, které provádějí stejné instrukce nad více daty je zřejmé,
že multiprocesor nelze využít pro další kód do chvíle, kdy se dokončí všechny instrukce
předchozího kódu. Proto by se na rozdíl od počtu skupin mohlo zdát, že pro zahlcení
např. 8 procesorů by stačilo 8 vláken pro multiprocesor. To by jistě stačilo kdyby plánovač
zpracoval první prvních 8 vláken, pak dalších 8 vláken atd. Kdyby byl takhle plánovač
navržen tak by se např. na kopírování z globální paměti do registrů čekalo stovky cyklů,
při kterých by byly procesory nečinné. S ohledem na tuto skutečnost byl plánovač navržen
tak, že v čekání na data provádí kód dalších vláken. Je tedy vhodné mít co největší velikost
pracovní skupiny aby se ztráty převážně při kopírování z globální paměti(global-memory,
hlavní grafická paměť) pokryly. Někdy může být velká pracovní skupina i nevýhoda a to
převážně kvůli malé velikosti sdílené paměti pro multiprocesor o které je více napsáno v
další kapitole.
Pokud je k dispozici program, který neobsahuje počet vláken pro maximální zahlcení
multiprocesorů o velkém množství pracovních skupin je vhodné promyslet, s ohledem na
vlastnosti grafické karty, jak velké je vhodné mít skupinu a kolik skupin je vhodné v pro-
gramu mít.
Vliv pracovní skupiny na konkrétním příkladu je dále diskutován v kapitole 4.2.
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2.4.2 Vliv použití sdílené paměťi
Jak již bylo zmíněno, sdílená paměť má obrovský vliv na rychlost výpočtů. Při čtení a
zápisu ze sdílené paměti oproti globální je rozdíl přibližně stonásobný. Využít sdílené pa-
měti je velice lákavé, ale použití nese i svá úskalí. Sdílenou paměť je nutné alokovat a
naplnit přímo ve vlákně prováděném na grafickém adaptéru. Lze ji tak využít pouze po-
mocí způsobu kopírování dat z operační pamětif do grafického adaptéru a následné spuštění
kernelu na grafickém adaptéru, kde si data pracovní skupina zkopíruje do sdílené paměti
multiprocesoru, který obsadila potřebná data.
Je nutné pamatovat na to, že do sdílené paměti se z globální paměti musí data jednou
nakopírovat. Efektivně lze využít sdílenou paměť pouze tehdy, kdy se ze stejného místa v
globální paměti čte nebo zapisuje víckrát v dané pracovní skupině. Například při využití pro
sečtení dvou vektorů se každé číslo čte z paměti pouze jednou a zapisuje pouze jednou. Tato
operace je tedy pro využití sdílené paměti nevhodná. Počet přístupů ke globální paměti se
nesníží jen se zvětší zpoždění při čtení a zápisu na sdílenou paměť. Dalším příkladem může
být násobení matic. Každé číslo z 1. matice se ve skupině čte tolikrát, jak je skupina široká
a každé číslo z 2 matice podle výšky skupiny. Pokud máme pracovní skupinu postavenou
jako matici 16 * 16 a výška matic je 10 byl by počet přístupů do hlavní paměti 10 x 16 x
16 + 10 x 16 x 16 + 16 x 16 = 5376. Při využití sdílené paměti je počet přístupů pouze 10
x 16 + 10 x 16 + 16 x 16 = 576. Rozdíl je tedy devítinásobný lze tedy očekávat obrovský
nárůst výkonu.
Dalším omezujícím faktorem je její velikost, která se u různých typů adaptérů značně liší.
Jelikož je sdílená paměť pro celou skupinu, je nutné zvolit správný kompromis mezi velikostí
skupiny a rozsahu použití sdílené paměti pro skupinu. Například pokud má grafická karta v
SIMD jednotce 16kB sdílené paměti a je nutné naalokovat pro každé vlákno 50 proměnných
typu int nebo float tak je maximální teoretická velikost pracovní skupiny 16kB/4*50 = 81.
Praktická velikost je tedy z hlediska zarovnání 64 vláken v pracovní skupině, což se může
zdát z hlediska správného zahlcení multiprocesoru málo.
Poslední překážkou ve využití sdílené paměti je její dostupnost. Sdílená paměť je do-
stupná pouze z jednoho multiprocesoru, nelze ji tedy žádným způsobem kopírovat mezi
multiprocesory. Jediným způsobem jak dostat data ze sdílené paměti jednoho multiproce-
soru do sdílené paměti druhého by se tak zdálo být kopírování přes globální paměť. Jelikož
není možná migrace mezi multiprocesory, není možné dopočítat kód kernelu pro všechny
skupiny do jednoho bodu. Z toho vyplývá, že není žádný způsob jak provést synchronizaci
mezi všemi pracovními skupinami. Z tohoto důvodu je nutné vyčkat na ukončení všech
operací v kernelu a založení nového, který nakopíruje data z hlavní paměti do sdílené, kde
je možné z daty prasovat dále.
Kokrétní příklad vlivu použití sdílené paměti je dále diskutován v kapitole 4.2.
2.4.3 Vliv počtu paměťových přenosů
Nejužším místem v prostupnosti dat je sběrnice mezi grafickým adaptérem a hlavní pamětí.
V dnešní době je rychlost této sběrnice vůči výkonným grafickým adaptérům více než
desetkrát menší než prostupnost dat na grafickém adaptéru, proto je potřeba přenosy mezi
operační pamětí a grafickým adaptérem minimalizovat. Toho lze dosáhnout například tím,
že po provedení kernelu se nebudou všechna data kopírovat zpět do operační paměti, ale jen
jejich část která je potřebná pro další počítání v hostitelském vlákně. Pokud jsou výsledná
data určená pro další počítání na grafickém adaptéru, tak rozhodně není vhodné tyto data
kopírovat zpět do operační paměti a potom zpátky na grafický adaptér.
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Dále je vhodné vytvářet spíše velké buffery než mnoho malých. Při kopírování velkého
množství malých bufferů se může projevit zvyšující se latence pamětí oproti dávkovému
režimu(burst), mnohonásobné volání DMA a především čas volání funkcí pro kopírování
bufferů.
2.4.4 Vliv asynchronního provádění operací
Pro efektivní práci s jedním grafickým adaptérem a nezbytnou součástí pro práci s více
grafickými adaptéry najednou je asynchroní provádění operací. Pokud by se prováděli ope-
race synchronně s hlavním vláknem bylo by možné pracovat pouze s jedním grafickým
adaptérem a hlavní vlákno by nemohlo vykonávat žádné další operace mezi vykonáním
grafické operace. Dále při provedení operace s grafickou kartou je u synchronních přenosů
nutné vrátit řízení procesoru, který zavolá další funkci pro grafické operace. Grafická karta
musí např. zpracovat vstupy, které mohly být u asynchronního volání už připraveny. To
je značně neefektivní, proto byly vyvinuty mechanismy pro asynchronní operace s daty a
asynchronní provádění kernelů. Tyto mechanismy se v jednolivých knihovnách liší, prin-
cipielně však zůstávají stejné. Je možné pomocí nich přidávat do fronty operace po sobě
nezbytně následující, aby bylo zajištěno správné pořadí vykonání operací ve frontě. Front
je možné mít více a tyto fronty mohou být vykonávány paralelně. Fronty poskytují určitý
luxus v programu kdy v libovolné fázi hostitelského vlákna je možné vytvořit fronty úloh
pro grafické adaptéry, provádět na procesoru další operace a poté kdykoliv zkontrolovat
stav front popř. si vyzvednout data.
Více front je možné efektivně využít i u jednoho adaptéru. Např. pokud se provádí
kernel, který už má nedostatečný počet pracovních skupin na zaplnění všech multiprocesorů,
je možné zbytek multiprocesorů zaplnit pracovními skupinami z jiného kernelu na tomto
kernelu nezávislého. Dále je možné u provádění kernelu kopírovat na kernelu nezávislá data
do grafické nebo z grafické paměti. Ne všechny grafické adaptéry podporují konkurentní
zpracování kernelů.
S asynchronními přenosy se váže několik problémů. Je vhodné alokovat stránkově-
uzamknutou paměť (page-locked), některé knihovny tuto paměť pro asynchronní paměťové
přenosy vyžadují. Pokud je potřeba provádět paralelně s grafickými kernely i hostitelský
kód je nutné průběžně hlídat výsledky operací pro zásobení grafiky dalšími daty. Dále je
nutné se vyvarovat situace, kdy jeden grafický adaptér čte z místa, na které zapisuje druhý
adaptér nebo hostitelské vlákno.
11
Kapitola 3
Knihovny pro výpočty na GPU
3.1 Vývoj knihoven na GPU Nvidia
První knihovna pro GPGPU od firmy Nvidia vyšla v únoru 2007 pod jménem Cuda SDK.
O měsíc později vyšla řada grafických adaptérů G8x, která disponovala podporou Cuda ve
verzi 1.0. Cuda SDK obsahovala jak nižší jazyk (ptx, cubin), tak vysoký jazyk (CUDA C).
V Dubnu 2009 NVidia uvolnila OpenCL ovladače a SDK podporující OpenCL pro
omezený počet vývojářů. Finální verzi Cuda SDK, podporující OpenCL 1.0, Nvidia uvolnila
spolu s Knihovnou CUDA SDK 3.0. Do OpenCL podpory zahrnula veškerý hardware s
CUDA architekturou.
3.2 Vývoj knihoven na GPU ATI/AMD
Počátky vývoje knihoven pro GPGPU u firmy ATI/AMD sahají do listopadu roku 2006, kdy
firma představila vrstu CTM nad grafickými adaptéry AMD R580 a novějšími. Tato vrstva
obsahovala instrukční set pro výpočetní operace a operace s pamětí na grafickém adaptéru.
To poskytlo vývojářům způsob vyvíjení kompilátorů, knihoven a dalších nástrojů pro vývoj
graficky akcelerovaných programů.
V prosinci roku 2007 AMD vyvinula nástupce CTM, který se nazývá CAL. CAL je
nízkoúrovňová vrstva nad grafickým adaptérem, která překládá nižší jazyk AMD IL do
strojového kódu. K vrstvě CAL byla přidána knihovna ACML pro matematické výpočty,
video knihovna AVT a další knihovny, které dohromady tvoří balík Stream SDK. Společně
se Stream SDK představila AMD vyšší jazyk Brook+, který je modifikací jazyku BrookGPU
vyvinutého na Standfordské univerzitě. K tomuto jazyku vydala knihovnu Brook SDK.
V srpnu roku 2009 vydalo AMD první beta verzi knihovny Stream SDK 2.0, která
obsahovala knihovnu OpenCL. Do konce roku AMD vydala produkční verzi Stream SDK
2.0 s OpenCL podporou pro grafické karty řady R7xx, R8xx a procesory AMD s instrukční
sadou SSE3.
V srpnu roku 2010 vydalo AMD knihovnu Stream SDK 2.2 s podporou OpenCL 1.1.
3.3 ATI CAL
ATI CAL (Compute Abstraction Layer) byla vyvinuta firmou ATI/AMD jako nástupce
ATI CTM (Close to Metal), což je vrstva pro překlad jazyka AMD IL do strojového kódu.
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Je vhodná především pro ladění a optimalizaci výkonu aplikací nad grafickými adaptéry.
AMD IL je mezičlánek mezi vyššímy jazyky a strojovým kódem.
3.3.1 Příklad zdrojového kódu kernelu
il_ps_2_0
dcl_input_interp(linear) v0.xy__
dcl_output_generic o0
dcl_cb cb0[1]
dcl_resource_id(0)_type(2d,unnorm)_fmtx(unknown)_fmty(unknown)_fmtz(unknown)_fmtw(unknown)
sample_resource(0)_sampler(0) r0, v0.xyxx
mul o0, r0, cb0[0]
end
3.4 Brook+
Brook+ je vyšší programovací jazyk, který vznikl z jazyka BrookGPU a byl vyvinut na
Standfordské univerzitě. Jazyk využívala firma ATI/AMD.
3.4.1 Příklad zdrojového kódu
kernel void vect_add(float input_1<>, float input_2<>, out float output<>)
{
output = input_1 + input_2;
}
3.5 Nvidia C for Cuda
Nvidia C for Cuda je vyšší programovací jazyk vyvinutý firmou Nvidia. Poprvé se objevil
v balíku CUDA SDK, vydaném v roce 2007.
3.5.1 Asynchronní přenosy
Asynchronní přenosy jsou řešeny pomocí tzv. Streamů. Kde Stream je fronta, do které se
přidávají operace. Pokud není nadefinován žádný Stream, jsou asynchronní operace pro-
váděny v pořadí za sebou. Každá operace může začít až po předchozí operaci ve frontě.
Tento mechanismus front je velice jednoduchý, není nutné vytvářet stále nové proměnné
pro čekání na předchozí operace, ale má určitou nevýhodu.
Tou nevýhodou je nemožnost jednoduchým způsobem čekat na výsledky od dvou nebo
více streamů pro vykonání další operace. Například při využití 2 grafických adaptérů může
nastat požadavek na provedení jednoho nebo několika kernelů na každém z grafických adap-
térů. Aby to bylo možné provést paralelně, je nutné využít pro každou grafiku vlastní stream.
Po vypočtení obou streamů může nastat nutnost z výsledků na jednom z adaptérů počítat
další výpočty. Jediný způsob, jak tohle vyřešit, je synchronizovat hostované vlákno s oběma
streamy, popř. se všemi procesy.
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cudaSetDevice(0);
cudaMemcpyAsync(...,stream[0]);
func<<<...,stream[0]>>>(...,output[0]);
cudaSetDevice(1);
cudaMemcpyAsync(...,stream[1]);
func<<<...,stream[1]>>>(...,output[1]);
cudaThreadSynchronize();
func<<<...,stream[0]>>>(output[0], output[1], ...);
3.5.2 Měření času
Měření času je možné na grafickém adaptéru pomocí dvou metod.
První z nich spočívá přímo ve volání funkcí pro měření času v grafickém vlákně. Nejprve
je třeba u této metody zjištit startovací časy alespoň jednoho vlákna v pracovní skupině,
následná synchronizace vláken ve skupině, aby bylo zaručeno, že bude čas změřen před
jakýmkoliv výpočtem a že změření nejpozdějšího konečného času bude u pracovní skupiny
po sychronizaci. V procesorovém vlákně nalezení nejmenší startovní hodnoty a největší ko-
nečné hodnoty. Tento způsob je dobrý například pro měření časti kernelu, kde není jiný
způsob řešení. Vyžaduje ale další buffery pro konečné a startovací časy, takže pro měření
celkového času kernelu je toto řešení dosti kostrbaté.
__global__ void func(..., clock_t *t_start, clock_t *t_stop)
{
block_x = blockIdx.x; local_x = threadIdx.x;
if(local_x == 0) t_start[block_x] = clock();
__syncthreads();
...
__syncthreads();
if(local_x == 0) t_stop[block_x] = clock();
}
Druhou metodou je počítání pomocí tzv. událostí, kdy se vytvoří dvě události. Jedna
z nich se spustí před měřenou operací a druhá po měřené operaci, po provedení operací
je možné zavolat funkci, která z těchto eventů vypočítá celkový čas na grafickém adaptéru
mezi těmito eventy. Eventy lze také přiřadit k celkovému průběhu nebo k operacím jednoho
streamu. Je možné na ně čekat místo čekání na dokončení celého streamu. Mají ale jednu
nevýhodu, spočívající v nutnosti použít asynchronní volání měřené funkce pro správné vy-
počtení času.
cudaEvent_t start_event, stop_event; float time;
cudaEventCreate(&start_event);cudaEventCreate(&stop_event);
cudaEventRecord(start_event, stream);
...
cudaEventRecord(stop_event, stream);
cudaEventElapsedTime(&time, start, stop);
cudaEventDestroy(start);cudaEventDestroy(stop);
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3.5.3 Sdílená paměť
Sdílená paměť může být provedena v C for CUDA dvěma metodami a to dynamickou cestou
a statickou.
Statická metoda spočívá v přímém vytvoření proměnné o známé, předem definované,
velikosti přímo v kernelu. Nevýhody této cesty jsou jasné, nelze vytvořit pole o velikosti
známé až za běhu programu.
__shared__ float prom[30];
Dynamická metoda spočívá ve vypočtení velikosti v hostovém vlákně a v následném pře-
dání velikosti pomocí parametru volání kernelu. V kernelu je potom proměnná přístupná
pomocí přídomku extern.
extern __shared__ float prom[];
3.5.4 Volání kernelu
Volání kernelu je v této knihovně velice jednoduše vyřešené. Volání probíhá jako volání
klasické funkce jazyka c s přídavnými parametry mezi operátory «¡»¿. Mezi tyto parametry
patří velikost pracovní skupiny, počet pracovních skupin, velikost dynamické sdílené paměti
a přiřazení k frontě.
name<<<grid_size, group_size, shared_size, stream>>>(par_a, par_b, par_c);
3.5.5 Příklad zdrojového kódu
__global__ void vect_add(float *input_1, float *input_2, float *output)
{
int gid = blockIdx.x * blockDim.x + threadIdx.x;
output[gid] = input_1[gid] + input_2[gid];
}
3.6 OpenCL
Knihovnu OpenCL vyvíjela nejdříve firma Apple, která předala v červnu 2008 vývoj spo-
lečnosti Khronos. V prosinci roku 2008 byla vydána finální podoba OpenCL 1.0. V červnu
2010 byla vydána nová specifikace OpenCL 1.1, která je zpětně kompatibilní se stařší spe-
cifikací OpenCL 1.0, ale přidává podporu nových datových typů, možnosti sdílení dat mezi
OpenCL a OpenGL a další vylepšení.
OpenCL je knihovna pro paralelní výpočty na mnoha typech zařízení. Na rozdíl od
ostatních GPGPU knihoven je možné provádět paralelní výpočty i na procesorech.
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3.6.1 Asynchronní přenosy
Asynchronní přenosy jsou řešeny pomocí tzn. výstupních událostí (event) a vstupního se-
znamu událostí (event list). Pokud nejsou nadefinovány žádné vstupní události, čeká se na
provedení všech předchozích operací pro dané zařízení podobně. Toto chování lze změnit
pomocí nastavení parametru fronty pro dané zařízení a částečně tím urychlit běh díky para-
lelnímu zpracování několika nezávislých kernelů naráz, popř. kopírováním dat do grafického
adaptéru v průběhu kernelu.
Pro vytvoření fronty na sobě závislých procesů je nutné vytvářet pro každý další ker-
nel nebo přenos další událost, která se nastaví jako výstupní událost jedné operace a jako
vstupní pro následující operaci, což se může jevit pro psaní dost nepříjemně. Vstupní se-
znam událostí ale umožňuje libovolně větvit asynchronní přenosy bez synchronizace pomocí
hostového procesu. Je tedy možné nadefinovat několik po sobě jdoucích operací na dvou
zařízeních (např. grafických adaptérech, procesorech) a do vstupního listu operace, pracující
s výstupy těchto operací, nastavit výstupní události obou těchto operací. Tuto vlastnost je
možné uplatnit i pomocí asynchronního volání clEnqueueBarrier pro danou frontu.
clEnqueueWriteBuffer(queue[0], ...,0,NULL,&event[0]);
clEnqueueNDRangeKernel(queue[0], ...,1,&event[0],&event[2]);
clEnqueueWriteBuffer(queue[1], ...,0,NULL,&event[1]);
clEnqueueNDRangeKernel(queue[1], ...,1,&event[1],&event[3]);
clEnqueueNDRangeKernel(queue[0]...,2, &event[2],&event[4]);
3.6.2 Měření času
Měření času pomocí grafického adaptéru je možné pomocí tzv. profilování u událostí (event),
které je nutné zapnout v parametru fronty na zařízení. Toto měření spočívá ve vytvoření
nastavení události jako výstupní události nějaké operace. Po dokončení této operace lze
pomocí knihovních funkcí zjistit konečný čas operace a následně z těchto hodnot vypočítat
výsledný čas operace. Měřit lze jak synchronní, tak asynchronní operace s pamětí nebo
voláním jader.
cl_ulong start_time, stop_time;float time;
clEnqueueNDRangeKernel(...,&time_event);
clGetEventProfilingInfo(time_event, CL_PROFILING_COMMAND_START, \
sizeof(cl_ulong), &start_time, NULL);
clGetEventProfilingInfo(time_event, CL_PROFILING_COMMAND_END, \
sizeof(cl_ulong), &end_time, NULL);
float time = (end - start) * 1.0e-6f;
3.6.3 Sdílená paměť
Použití sdílené paměti u OpenCL je vyřešeno pomocí předání prázdného ukazatele o ve-
likosti sdílené paměti. Lze tak dynamicky v hostovaném vlákně určit, jak velké množství
sdílené paměti se má naalokovat. Je možné kernelu předat více parametrů s dynamicky
vytvořenou pamětí, narozdíl od C for CUDA, kde se externě přiřazuje daná velikost do
jedné proměnné.
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__kernel void func(..., __local *param_1, __local *param_2)
3.6.4 Volání kernelu
Volání kernelu probíhá pomocí nastavení parametrů, umístění a velikosti pomocí clSetKer-
nelArg a následného volání založení kernelu, u kterého se dají nastavit události, velikosti
pracovní skupiny a počet pracovních skupin. Před prvním voláním kernelu je ale nutné
mít vytvořené pro dané zařízení queue, program a kernel, což se může jevit ve srovnání s
jednoduchým voláním v C for CUDA zdlouhavé.
clCreateContent(...);
cl_program program = clCreateProgramWithSource(content, programs_count, &program_source, program_len, &error_msg);
clBuildProgram(program, device_count, devices, options, notify, data);
cl_kernel kernel = clCreateKernel(program, kernel_info, &err);
clEnqueueNDRangeKernel(queue, kernel, work_dim, offset, global_size, local_size, event_count, event_list, event);
3.6.5 Příklad zdrojového kódu
__kernel void vect_add(__global float* input_1, __global float* input_2, __global float* output)
{
int gid = get_global_id(0);
output[gid] = input_1[gid] + input_2[gid];
}
3.7 Direct Compute
S příchodem DirectX 11 přibyla do specifikace knihovna Direct Compute pro grafické vý-
počty. Aby ji bylo možné využít i se starším hardwarem obsahujícím Compute Shadery,
objevila se ve specifikaci i částečná podpora pro zařízení s podporou DirectX 10.
Direct Compute používá standardní jazyk pro programování shaderů na rozhraní Di-
rectX HLSL. Knihovna Direct Compute je především omezená nutností provozovat výpočty
na operačních systémech firmy Microsoft.
3.7.1 Příklad zdrojového kódu
StructuredBuffer<float> input_1;
StructuredBuffer<float> input_2;
RWStructuredBuffer<float> output;
[numthreads(128, 1, 1)]
void vect_add(uint3 id_thread : SV_DispatchThreadID)
{
output[id_thread.x] = input_1[id_thread.x] + input_2[id_thread.x];
}
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Kapitola 4
Návrh testů
4.1 Testy datových přenosů
Pro uplatnění grafické karty pro obecné výpočty v praxi je důležité, aby měl procesor
výsledná data k dispozici dříve, než by je vypočítal sám. K času výpočtu algoritmů na
grafikém adaptéru neodmyslitelně patří čas potřebný pro kopírování dat z operační paměti
do grafické paměti, kde s nimi může grafický adaptér disponovat, následné kopírování zpět
a někdy i kopírování v rámci grafické paměti. Čas potřebný ke kopírování dat bývá zvláště
u algoritmů, které potřebují velké množství vstupů a je nad nimi malý počet výpočtů, i
delší než samotný výpočet. Z tohoto důvodu bylo nezbytné zahrnout do testů i testy pro
porovnání paměťových prostupností z hlediska knihoven.
Porovnání grafických knihoven z hlediska paměťových testů je možné na základě aloko-
vání bufferů stejných nebo různých velikostí a vypočtení času potřebného pro zkopírování
určitého množství dat. Je ale pravděpodobné, že porovnání přenosů různých velikostí bu-
fferů může nepříznivě ovlivňovat počet volání alokačních funkcí na jednotku dat. Proto je
vhodnější porovnání velikosti stejných bufferů, které jsou v testu zvoleny. Aby byla patrná
nejen optimalizace kopírování na zařízení, ale i režie volání funkcí knihoven, jsou testy na-
vrženy tak, aby porovnávaly závislosti rychlosti přenosu na velikosti bufferů na různých
knihovnách.
Časy přenosů je možné měřit na grafickém adaptéru nebo na procesoru. Z hlediska další
práce s výslednými daty na procesoru je potřebné vědět, kdy bude procesor informován
o dostupnouti dat od volání funkce pro kopírování. Z tohoto hlediska by bylo výhodnější
použít měření času na hlavním procesoru jako rozdíl časů mezi voláním funkce a obdržením
odpovědi po dokončení. Někdy je ale možné s daty počítat po dokončení operace asyn-
chronně s procesorem dál, bez nutnosti čekání na výsledek u procesoru. Toho lze využít
např. u kopírování dat na zařízení a následného provedení kernelu. Tuto funkci zajišťují
fronty nebo proudy, které byly popsány v kapitole. U asynchronního (proudového) zpraco-
vání dat by bylo vhodnější měřit čas na grafickém adaptéru. Aby bylo porovnání přenosů
úplné, jsou v testu obsaženy obě tyto metody na obou zvolených knihovnách.
4.2 Testy výpočtů
K otestování všech vlastností knihoven spojených s dobou běhu kernelu je důležité navrh-
nout takový algoritmus, na kterém je možné otestovat veškeré vlivy, které ovlivňují výsledky
testů na knihovnách. K těmto vlivům patří především možnost v algoritmu efektivně použít
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sdílenou paměť, která je nedílnou součástí optimalizací zdrojových kódů. Dále je vhodné
otestovat další optimalizační vlivy, jako je porovnání knihoven, za použití různě velkých
pracovních skupin, různého počtu pracovních skupin a různého počtu operací v kernelu.
Tento algoritmus musí jít zparalelizovat pro efektivní běh na SIMD multiprocesorech.
K dispozici se nabízely jednoduché algoritmy typu součet, rozdíl vektorů nebo matic. U
těchto algoritmů by jistě šel otestovat vliv velikosti pracovních skupin a počtu pracovních
skupin pomocí různých velikostí vektorů. Počet operací by šel vyřešit pomocí různých počtů
vektorů. Ovšem tyto kernely jsou jedním z případů, kde není možné efektivním způsobem
využít sdílenou paměť z důvodů čtení každého člena vektoru pouze jednou. Sdílená paměť
by tak pouze prodloužila běh kernelu.
Dalším algoritmem, který je možný zparalelizovat, je násobení matic. U tohoto algo-
ritmu jde, stejně jako u vektorů, pomocí změn ve výšce první matice a šířce druhé matice
otestovat různý počet a velikost pracovních skupin. Otestování různého počtu operací je
možné provést pomocí změn ve velikosti šířky první matice a výšky druhé matice. Sdílenou
paměť lze také využít, protože každý prvek z první matice se čte tolikrát, jak je velká šířka
výsledné matice, a každý prvek z druhé matice, jak je velká výška výsledné matice. Tento
algoritmus je kvůli vhodnosti zvolen pro výpočet.
Otázkou pro návrh takového algoritmu je nutné promyslet, jak sdílenou paměť využít,
aby ji bylo možné použít pro různou velikost pracovních skupin a pro různý počet operací.
Obecný výpočet snížení počtu čtení z globální paměti:
šířka 1 matice, výška 2 matice . . . v
šířka pracovní skupiny . . .x
výška pracovní skupiny . . . y
počet čtení bez použití sdílené paměti . . . n
počet čtení s použitím sdílené paměti . . . s
procenta z původního čtení . . . p
velikost pro zapsání obou vstupních matic do sdílené paměti . . . c
velikost pro zapsání 1 matici do sdílené paměti . . . c1
velikost pro zapsání 1 matici do sdílené paměti . . . c2
n = 2xyv
s = vx+ vy
s = v · (x+ y)
p = 100 · s
n
p = 100 · v · (x+ y)
2xyv
p = 100 · (x+ y)
2xy
c1 = yv
c2 = xv
c = c1 + c2
c = v · (x+ y)
Pro minimální počet čtení z globální paměti, a tím i minimální velikost sdílené paměti
pro úplnou optimalizaci (všechny počítané prvky jsou v sdílené paměti), se nabízela mož-
nost použít čtvercovou velikost pracovní skupiny a načíst veškerá data do sdílené paměti.
S těmito daty ze sdílené paměti pracovat a výsledek zkopírovat do sdílené paměti.
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Matice 1
Matice 2
Matice 1
Matice 2
Prvky výstupní matice aktuální pracovní skupiny
Prvky vstupní matice aktuální pracovní skupiny s použitím sdílené paměti
Prvky vstupní matice aktuální pracovní skupiny bez použití sdílené paměti 
Prvky vstupní matice nepoužité v této pracovní skupině 
Prvky výstupní matice ostatních pracovních skupin
1 pracovní skupina 10 pracovní skupina
Obecný výpočet snížení počtu čtení z globální paměti pro čtvercovou velikost pracovní
skupiny.
p = 100 · (x+ y)
2xy
/y = x
p = 100 · x
x2
p =
100
x
c1 = vx
c2 = vy /y = x
c2 = vx
c = 2vx
Z uvedeného výpočtu je patrné, že je výsledná % počtu čtení jsou úměrná velikosti
pracovní skupiny. Pro poloviční optimalizaci je nutné využít násobku šířky první matice a
jednoho z rozměrů pracovní skupiny, pro úplnou optimalizaci její dvojnásobek. Pokud by
ale pracovní skupina měla velikost 32 * 32 a velikost sdílené paměti 16kB, u čehož je možné
využít 4096 proměnných typu integer nebo float, maximální šířka 1 matice by byla:
c = 2vx
v = 2 · c
x
v = 2 · 4096
32
v = 64
Toto omezení je docela veliké při nutnosti počítat násobky matic o velikostech 1024 *
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1024 a větší, ani načtení pouze poloviny prvků do sdílené paměti by nebylo nijak oslnivé.
Pro vyřešení tohoto problému se naskytla 2 řešení. Prvním bylo omezit velikost pracovní
skupiny, aby nebylo nutné využít takové množství sdílené paměti, to ale odporuje požadavku
variabilní velikosti matic až po maximální nejefektivnější velikost. Druhou z možností je
najít jiné rozložení pracovních skupin pro minimální velikost sdílené paměti pro pouze
poloviční optimalizaci (zapsání prvků z jedné vstupní matice do sdílené paměti). Pro zvolení
testů byla uplatněna druhá metoda.
Bylo potřeba najít takovou pracovní skupinu, která by při poloviční optimalizaci c1 byla
i přes maximální velikost pracovní skupiny schopna pojmout co největší matice.
c1 = v · y
c1 = v · 1
c1 = v
Dle vzorce je jasné, že je potřeba zvolit pro maximální možnou šířku matice hodnotu
výšky pracovní skupiny co nejmenší, což je 1. Pokud dosadíme tuto hodnotu do vzorce,
je patrné, že poloviční optimalizace těchto matic není závislá na celkové velikosti pracovní
skupiny a je možné použít stejnou šířku 1 matice a výšku 2. matice, kolik pojme prvků
sdílená paměť, což je u datového typu int a sdílené paměti 16kB 4096 prvků. Je potřebné
mít pro nejlepší výtěžnost šířku výsledné matice o velikosti násobku pracovní skupiny. Pro
zjednodušení je v testu zvolena šířka výsledné matice o velikosti pracovní skupiny a výška
výsledné matice o počtu pracovních skupin.
Matice 1
Matice 2
Matice 1
Matice 2
Prvky výstupní matice aktuální pracovní skupiny
Prvky vstupní matice aktuální pracovní skupiny s použitím sdílené paměti
Prvky vstupní matice aktuální pracovní skupiny bez použití sdílené paměti 
Prvky vstupní matice nepoužité v této pracovní skupině 
Prvky výstupní matice ostatních pracovních skupin
1 pracovní skupina 10 pracovní skupina
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Kapitola 5
Implementace
5.1 Rozčlenění implementace
Implementace je rozčleněna na několik částí.
První částí jsou objekty pro abstrakci testovaných knihoven. Tato abstrakce zaručuje
shodné volání funkcí pro všechny knihovny, a to především pro kopírování dat, použití
časovačů. Mezi tyto objekty patří Objekt pro abstrakci knihovny CUDA ”cuda lib”. Objekt
pro abstrakci knihovny OpenCL ”ocl lib”a knihovna pro abstrakci hosta ”host lib”. Některé
funkce bylo nutné naimplementovat pouze pro jednu z knihoven. Např. funkce pro změnu
bufferů na náhodné hodnoty ”randomize buffer”je čistě výsadou abstrakce hosta. Volání
kernelu ”proc kernel”je čistě výsadou OpenCL.
K úplné abstrakci těchto knihoven byl použit objekt pro práci s objekty z první části
”main lib”, který je umístěný ve stejnojmenném souboru. Tento objekt na základě volání
funkce a flagu, umístěném v proměnné ”flags”, zavolá funkce patřičné knihovny, pokud jsou
dostupné.
Třetí částí jsou samotné kernely testů, umístěné v souborech ”ocl test””cuda test”a
”host test”. Tyto soubory obsahují kernely knihoven a jejich abstrakce pro sjednocené vo-
lání.
Čtvrtou částí je objekt pro práci s abstrakcemi knihoven, umístěnými v třetí části. Tento
objekt se jmenuje ”main test”a leží ve stejnojmenném souboru. Objekt pracuje obdobně
jako ”main lib”. Na základě volání funkce se správným flagem v proměnné ”flags”volá
abstraktní kernely z třetí části.
Pátou částí jsou samotné testy, které se nacházejí v souboru ”main.h”a volají objekty
”main lib”a ”main test”. Tyto testy přeposílají data o volbě knihovny, časovače, datového
typu, volby synchronizace a typu použité paměti, obdržené z hlavní funkce ”main”do ob-
jektů ”main lib”a ”main test”, a jako výstupem dostávají strukturu časovače proc time.
Tyto testy provádějí daný test s určitým počtem opakování, definovaným z hlavní funkce
”main”, a po vykonání zprůměrují výsledné časy a potom je vracejí hlavní funkci main.
Šestou a poslední částí je funkce ”main”, která řídí veškeré testování, volá funkce testů
a posílá jim veškerá, v minulé části uvedená, data. Tato funkce je zároveň zodpovědná za
správné uložení výsledných souborů do formátu csv pomocí funkcí ”print mat mul test”a
”print mem test”.
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5.2 Problémy při implementaci
V knihovně C for CUDA se při vývoji vyskytly určité problémy, proto i když bylo naim-
plementováno i synchronní čekání, po nakopírování tisíců malých bufferů grafická karta
začala vykazovat chyby. Proto bylo nahrazeno synchronní volání asynchronním s čekáním
na událost ”dokončení asynchroního kopírování”.
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Kapitola 6
Výsledky a vyhodnocení testů
6.1 Popisky grafů a použité výrazy
Aby bylo možné vložit do grafu co nejvíce údajů a přitom zachovat jejich čitelnost, byly
zkráceny jména popisků.
Konkrétní vysvětlení popisků grafů:
”Zařízení” hodnota byla změřena pomocí grafickém adaptéru
”Host” hodnota byla změřena pomocí procesoru
”vše” celkový čas průběhu(i s kopírováním pamětí mezi adaptérem a hlavní pamětí)
”a” při měření hodnoty byly použity asynchronní operace pomocí front
”sa” při měření byly použity asynchronní operace s čekáním na dokončení všech operací
”se” při měření byly použity asynchronní operace s čekáním na událost dokončení poslední operace
”” při měření byly použity synchronní operace
6.2 Testy
6.2.1 Testovací sestava
Testy byly prováděny na sestavě obsahující grafickou kartu GeForce 8600GT, která ob-
sahuje 512MB DDR2 pamětí, 4 multiprocesory, v každém z nich 8 výpočetních jader
a 16kB sdílené paměti, procesor Core2 Duo T9300 a 2GB DDR2 666MHz pamětí. Obě
knihovny v informacích ohlásily maximální velikost pracovní skupiny 512 pracovních jed-
notek a velikost použitelné paměti 500MB. Za chodu testů byly vypnuté veškeré aplikace
a spořivé funkce(podtaktování CPU, podtaktování GPU, podtaktování sběrnice PCI-E),
které by mohly ovlivnit výkon. Na systému se nepracovalo, aby byly výsledky co nejpřes-
nější. Všechny testy byly prováděny na stránkově uzamknuté paměti pro vyšší výkon a
nemožnost swapowat operační paměť na disk.
6.2.2 Nastavení paměťových testů
Implementovaná aplikace byla nastavena na spuštění paměťových testů 20 krát. Výsledky
obdržené aplikací byly protříděny o pseudo-synchronní výsledky provedené na hostovém
vlákně, které nevykazovaly žádné rozdíly oproti výsledkům provedeným pomocí synchron-
ních operací. Výsledky byly zaokrouhleny na celá čísla kvůli vysokému řádu hodnot.
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6.2.3 Prostupnost z hlavní paměti do grafické
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Cuda Zařízení 1025 1595 1830 1974 2054 2100 2121 2134 2140 2144 2145 2146 2146
OpenCL Zařízení 1287 1488 422 500 685 784 987 1484 1363 1330 1318 1319 1325
Cuda Host 239 429 710 1020 1359 1661 1867 1981 2069 2105 2126 2131 2141
OpenCL Host 73 116 115 166 212 229 350 693 847 962 1035 1081 1112
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Propustnost dat z hlavní paměti do grafické paměti
Z testu paměťové prostupnosti při kopírování z hlavní paměti do grafické za užití času
na grafickém adaptéru jednoznačně vyplývá, že knihovna C for CUDA je skoro o polo-
vinu rychlejší. Překvapující je výsledek kopírování malých bufferů, které OpenCL zvládá
dle měření na grafickém adaptéru rychleji. Pokud nejsou počítany abnormální rychlosti u
malých bufferů u OpenCL, má kopírování pomocí OpenCL postupně rostoucí tendenci a
dosahuje hodnot blížícím se maximu až u bufferů o velikost 4MB, zatímco Cuda se blíží
maximům už u 128kB. To může u OpenCL způsobovat zdržení u kernelů, které obsahují
málo výpočtů a potřebují pouze malé množství dat. Knihovna C for CUDA je tak o více
než 300% rychlejší u kopírování 128kB bufferů a o 40-50% rychlejší v kopírování bufferů o
velikostech 4MB nebo víc.
Z hlediska měření času na procesoru je rozdíl mezi knihovnami ještě větší. U kopírování
malých bufferů už anomálie vysoké rychlosti není tak patrná, i když i zde se v křivce
vyskytuje netradiční rozdíl mezi 64kB bufferem a 128kB. Kopírování nejmenších bufferů je
o více než 200% rychlejší na knihovně C for CUDA a rozdíl roste až přes 500% u 256kB
bufferu. Dále se rozdíl postupně srovnává až na přibližně dvojnásobný rozdíl. Zajímavé je,
že měřením rychlosti kopírování na procesoru nebylo ani při několikanásobného zakládání
1 bufferu (128MB) dosaženo stejných výsledků jako na grafickém adaptéru.
Z testu lze jednoznačně říci, že knihovna C for CUDA je v datových přenosech rychlejší
než OpenCL. Její rychlosti na grafickém adaptéru se z většími buffery přibližně shodují s
časy změřenými na procesoru.
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6.2.4 Prostupnost z grafické paměti do grafické paměti
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Cuda Zařízení 1198 2359 2859 3796 4175 4447 4614 4667 4710 4730 4743 4737 4747
OpenCL Zařízení 2397 3008 3183 2636 3128 3380 4273 4889 4912 4922 4927 4932 4927
Cuda Host 115 223 433 768 1308 2020 3366 4055 4521 4748 4822 4845 4908
OpenCL Host 78 137 220 321 418 492 856 1370 1910 2365 2712 2908 3045
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Prostupnost dat z grafické paměti do grafické paměti
Z tohoto testu je patrný velký rozdíl oproti předchozímu. Z hlediska porovnání časů na
grafických adaptérech je možné vypozorovat u OpenCL u malých bufferů podobný výkyv
jako u předchozího testu. V tomto případě knihovna OpenCL jen v bufferech mezi 256kB
a 2 MB ztrácí na Cudu 30% ale při kopírování bufferů o větších velikostech vede OpenCL
zhruba o 5%. Je možné pozorovat podobný průběh křivky, kde je OpenCL v bufferech o
určitých velikostech ztrátová. Křivka u CUDA má očekávaný průběh.
U porovnání rychlostí změřených z času na procesoru je patrný ještě větší rozdíl mezi
rychlostí naměřenou na procesoru a na grafickém adaptéru u knihovny OpenCL. U Malých
bufferů je rozdíl očekávaný, kvůli latenci při volání funkcí a vyskytuje se na obou knihov-
nách. S postupným přibýváním velikosti se tato ztráta na knihovně CUDA ztrácí zatímco
u OpenCL zůstává. I při největších velikostech bufferů je rychlost při grafických měření na
OpenCL o 60% větší.
Z testu lze usoudit dle rychlostí naměřených na grafickém adaptéru, že je situace u
knihoven přibližně shodná, ovšem u procesorového měření OpenCL značně zaostává.
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6.2.5 Prostupnost z grafické paměti do grafické paměti
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Cuda Zařízení 982 1237 1415 1523 1581 1613 1628 1636 1641 1643 1644 1645 1645
OpenCL Zařízení 165 279 344 505 656 763 1032 1034 1035 1037 1041 1050 1054
Cuda Host 231 399 642 889 1161 1348 1483 1560 1599 1621 1632 1639 1642
OpenCL Host 81 148 254 401 558 694 935 982 1006 1023 1033 1050 1057
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Prostupnost dat z grafické paměti do hlavní paměti
V posledním z testů přenosů paměti je vidět podobný průběh jako v prvním testu. Z hle-
diska grafického měření je vidět oproti předchozím testů nepřítomnost nezvyklé rychlosti
při malých velikostech bufferů u OpenCL. CUDA je přibližně o 200% rychleší u malých
bufferů. U větších bufferů než 512kB se situace ustaluje na o 60% lepší pro CUDU. Stejně
jako v minulých testech má CUDA rychlý nástup a rychlost se blíží maximu už při 256kB
bufferu.
V procesorovém měření rychlosti je jednoznačným překvapením OpenCL, které kromě
nejmenších bufferů prakticky neztrácí více než 20% na grafické měření a od velikosti bufferu
2MB ztrácí méně než 10%, což je oproti minulým měřením značný rozdíl. Cuda u proce-
sorového měření ztrácí jako v předešlých testech přibližně stejnou dobu, která se postupně
snižuje se zvyšuící se velikostí bufferů.
Z testu lze usoudit jednoznačně rychlejší CUDU, která dominuje jak v procesorovém
měření, tak v grafickém měření knihoven. Překvapením jsou takřka stejné procesorově a
graficky naměřené výsledky OpenCL oproti předchozím měřením.
6.2.6 Celkové hodnocení paměťových testů
V paměťových testech lze jednoznačně vyzdvihnout knihovnu CUDA, která je ve všech
rychlostech kopírování mezi grafickou pamětí a hlavní pamětí rychlejší o 60 a více %. Jediný
paměťový test, kde je schopná OpenCL Cudě konkurovat je test kopírování z grafické paměti
do grafické paměti. Cuda vykazuje ve všech testech shodnou křivku jak v procesorových,
tak grafických měřeních.
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6.2.7 Nastavení výpočetních testů
Implementovaná aplikace byla nastavena na spuštění výpočetních testů 100 krát. Výsledky
obdržené aplikací byly protříděny o některé pseudo-synchronní výsledky provedené na hos-
tovém vlákně, které nevykazovaly žádné rozdíly oproti výsledkům provedeným pomocí syn-
chronních operací. Výsledky byly zaokrouhleny na 2 desetinná čísla kvůli nízkému řádu
hodnot. Testy byly prováděny způsobem, kdy jsou jiné než testované hodnoty nastaveny
na maximum. Např. u testu počtu pracovních skupin byla nastavena pracovní skupina na
maximální hodnotu 512 pracovních jednotek a počet operací na 2048.
6.2.8 Testy velkosti pracovních skupin
1 2 4 8 16 32 64 128 256 512
Cuda Zařízení 3,65 3,60 4,20 6,15 9,38 19,70 41,84 82,66 153,71 314,99
OpenCL Zařízení 3,64 3,61 4,25 6,22 9,34 19,44 45,57 89,95 170,20 320,62
Cuda Host 3,81 3,77 4,35 6,32 9,53 19,79 42,08 82,85 153,85 314,98
OpenCL Host 3,96 3,95 4,57 6,53 9,65 19,70 46,58 89,56 170,60 322,52
Cuda Zařízení vše 3,93 3,89 4,50 6,46 9,72 20,10 42,37 83,42 154,96 317,20
OpenCL Zařízení vše 4,39 4,13 5,01 7,05 10,09 20,33 46,70 91,37 172,09 323,87
Cuda Host vše 4,55 4,50 5,08 7,07 10,32 20,64 43,11 84,12 155,81 318,08
OpenCL Host vše 7,20 7,18 7,81 9,75 13,15 23,36 50,58 95,63 178,08 331,77
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Porovnání vlivu velikosti pracovních skupin na rychlost výpočtu 
U grafického měření času je z grafu patrné, že obě knihovny vykazují prakticky ve všech
velikostech pracovních skupin podobné výsledky. Při nižších velikosteh pracovních skupin
je knihovna OpenCL o maximálně 5% rychlejší, zatímco u větších velikostí dominuje Cuda
s rozdílem okolo 10%.
Z procesorového měření je vidět drobné zaostávání za grafickými časy u obou knihoven,
které je však u větších skupin zanedbatelné.
Situace v měření celkového času i s kopírováním pamětí na grafickém adaptéru je po-
dobná. Je zde vidět opět propad v paměťových přenosech mezi knihovnami, zvláště u malých
skupin. Např. u skupiny velké 8 pracovních jednotek je rozdíl u Cudy mezi celkovým časem
a časem běhu kernelu 0,31ms zatímco u OpenCL je tento rozdíl 0,83ms což je o 167% horší
čas kopírování. Ve větších skupinách je tento rozdíl zanedbatelný.
Z celkových měření na procesoru je zřejmý propad OpenCL oproti grafickému měření
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o 3ms v celém rozsahu. Může to být způsobeno např. synchronním přenosem a jeho nevý-
hodami popsanými v kapitole 2.4.4. Převážně při malém počtu grafických výpočtů je tento
propad obrovský, jak je vidět u pracovních skupin o velikostech menších než 8.
Z testu lze říci, že jsou obě knihovny přibližně stejně rychlé. Propad zaznamenává
OpenCL jen v celkovém čase měřeném při synchronních operacích. Vliv synchronizace na
rychlost knihoven je otestován v kapitole 6.2.12. Z grafu je patrné, že použití velmi malých
velikostí skupin je nevhodné. U velikostí do 16 pracovních jednotek(dvojnásobek procesorů
v multiprocesoru) je čas nerovnoměrně rostoucí. Z toho vyplývá nutnost použít alespoň
dvojnásobek pracovních skupin oproti procesorům v multiprocesoru.
6.2.9 Testy počtu pracovních skupin
1 2 4 8 16 32 64
Cuda Zařízení 5,34 11,09 21,27 41,13 80,34 157,34 315,47
OpenCL Zařízení 5,21 10,89 22,66 43,98 83,67 162,25 322,30
Cuda Host 5,48 11,32 21,36 41,37 80,93 157,85 315,30
OpenCL Host 5,64 11,13 22,83 44,15 83,23 162,10 323,21
Cuda Zařízení vše 7,25 13,01 23,20 43,08 82,33 159,40 317,69
OpenCL Zařízení vše 7,62 13,92 25,15 46,51 86,66 165,32 325,54
Cuda Host vše 7,85 13,70 23,71 43,79 83,44 160,57 318,51
OpenCL Host vše 13,44 18,91 30,63 52,25 91,71 170,75 332,40
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Porovnání vlivu počtu pracovních skupin na rychlost výpočtu 
Při grafickém měření testů velikosti pracovních skupin lze vidět podobný průběh jak v
minulém testu. OpenCL je u malých počtů skupin o něco rychlejší, zatímco CUDA je rych-
lejší u větších skupin. Rozdíl maximálně 5% je ale zanetbatelný.
Při procesorovém měření času je situace také obdobná jak v minulém testu. U OpenCL
je opět vidět drobný propad vůči času na grafickém adaptéru, který je patrný zejména v
malých velikostech skupin. U Cudy je tento rozdíl výrazně menší.
Ani u grafického měření celkového času se žádné překvapení nekoná. Rozdíl mezi knihov-
nami je zde dán nejspíše díky paměťové prostupnosti, která je u OpenCL nižší jak je videt
v kapitole 6.2.3 a 6.2.5. U větších velikostí se tento rozdíl ztrácí.
U procesorového měření celkového času je u OpenCL zřejmý výrazný propad oproti
grafickému měření. Propad se ve všech velikostech skupin pohybuje mezi 5 a 7 ms. Může
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být dán kvůli synchronní metodě čekání na každou grafickou operaci.
Z testu vyplývá, že rozdíly mezi knihovnami v porovnání počtu skupin je minimální.
Jediné kde knihovna OpenCL zaostává je při procesorovém měření celkového času, které
může být způsobeno vlivem dlouhého čekání na synchronizaci. Vliv synchronizace je popsán
v kapitole 2.4.4. Z grafu je patrná určitá lineárnost průběhu už od 1 pracovní skupiny.
Vzhledem k fyzickému počtu 4 multiprocesorů na testované grafice je to nečekaný průběh.
Může být dán příliš častým přístupem na grafickou paměť díky nevyužií sdílené paměti.
6.2.10 Testy počtu operací
1 2 4 8 16 32 64 128 256 512 1024 2048
Cuda Zařízení 0,23 0,42 0,80 1,54 2,80 3,37 6,90 24,63 48,19 91,66 171,99 314,50
OpenCL Zařízení 0,25 0,44 0,80 1,50 2,74 3,56 6,83 23,86 45,94 88,27 167,48 321,40
Cuda Host 0,38 0,57 0,95 1,69 2,98 3,53 7,05 24,83 48,32 91,89 172,77 314,18
OpenCL Host 0,60 0,78 1,14 1,84 3,08 3,87 7,17 24,13 46,20 88,54 169,09 322,45
Cuda Zařízení vše 0,35 0,54 0,93 1,67 2,94 3,52 7,09 24,88 48,57 92,30 173,16 316,71
OpenCL Zařízení vše 0,57 0,75 1,12 1,83 3,09 3,93 7,36 24,48 46,75 89,65 169,37 324,64
Cuda Host vše 0,93 1,13 1,51 2,26 3,57 4,12 7,69 25,53 49,21 92,99 174,55 317,25
OpenCL Host vše 3,51 3,64 4,02 4,74 5,97 6,74 10,38 27,46 49,85 94,42 176,07 331,62
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Porovnání vlivu počtu operací v kernelu na rychlost výpočtu 
Grafické měření ukazuje, že je knihovna OpenCL ve větším počtu operací o něco rychlejší.
Rozdíl však činí pouze 5%.
Z procesorového měření vyplývá, jako z minulých testů, 0.3ms zpoždění oproti grafic-
kému času, které se vyskytuje ve všech počtech operací. U knihovny Cuda je tento rozdíl
pouze 0.15ms.
Grafické měření celkového času poukazuje na ztrátu knihovny OpenCL oproti času ker-
nelu zhruba 0,3ms. To může být způsobeno pomalejšími paměťovými přenosy jako v minu-
lých testech.
Při procesorovém měření celkového času OpenCL, stejně jako v minulých testech, značně
zaostává. Ve všech testech má ztrátu oproti grafickému měření tohoto času 3ms. Tato ztráta
při změtšování se počtu operací nepatrně narůstá až na 7ms. Při malých počtech operací
je rozdíl téměř 600%.
V testu si lze všimnout lineární závislosti počtu operací a době potřebné pro vykonání
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těchto operací.
6.2.11 Testy velkosti pracovních skupin při použití sdílené paměti
1 2 4 8 16 32 64 128 256 512
Cuda Zařízení 53,39 37,82 30,38 27,07 24,28 23,38 23,10 23,09 24,24 30,48
OpenCL Zařízení 45,88 33,98 28,43 26,05 23,73 23,07 22,82 22,80 23,77 29,77
Cuda Host 53,53 37,96 30,52 27,22 24,41 23,52 23,23 23,24 24,38 30,61
OpenCL Host 46,16 34,27 28,74 26,35 23,99 23,41 24,57 23,16 24,15 30,20
Cuda Zařízení vše 53,68 38,11 30,68 27,38 24,62 23,78 23,62 23,86 25,49 32,69
OpenCL Zařízení vše 46,92 34,92 29,51 27,06 25,00 23,97 23,83 24,05 25,52 32,95
Cuda Host vše 54,32 38,73 31,32 27,98 25,21 24,37 24,20 24,47 26,07 33,30
OpenCL Host vše 49,50 37,59 32,05 29,69 27,39 27,07 28,52 29,05 31,07 39,07
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Porovnání vlivu velikosti pracovní skupiny s použitím sdílené paměti na 
rychlost výpočtu 
Hned v grafickém měření je zřejmé, že knihovna OpenCL má s použitím sdílené paměti
u různých velikostí skupin navrch. Rozdíl je zpočátku 16 % a postupně se snižuje až na
prakticky stejou hodnotu s knihovnou Cuda.
V procesorové měření je situace obdobná. V tomto testu na knihovně OpenCL je ztráta
při procesorovém měření jako v minulých testech 0.3ms. Lze tedy označit tuto hodnotu za
běžou způsobenou nejspíše vlivem synchronizace.
Z grafickém měření celkového času oproti grafickému měření běhu kernelu lze poukázat
na větší rozdíl v knihovně OpenCL. I přez tento rozdíl nedosahuje Cuda zdaleka takových
výsledků jako OpenCL.
V procesorovém měření celkového času OpenCL ztrácí 3ms na grafický čas na rozdíl od
knihovny Cuda s jejími 0,7ms.
Z testu lze vyzdvihnout jednoznačně knihovnu OpenCL, která je v testu rychlejší až
o 15%. Z grafu jde vidět velký rozdíl v průběhu oproti stejnému testu bez použití sdílené
paměti. Je zde vidět prakticky nulový rozdíl při využití pracovní skupiny o velikosti počtu
procesorů v multiprocesoru(8) nebo využití 32 krát větší skupiny, což je skvělý výsledek.
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6.2.12 Testy počtu pracovních skupin skupin při použití sdílené paměti
1 2 4 8 16 32 64
Cuda Zařízení 1,87 1,85 1,83 3,67 7,37 14,98 30,45
OpenCL Zařízení 2,09 2,00 1,79 3,60 7,26 14,71 29,74
Cuda Host 2,03 2,01 2,00 3,83 7,53 15,14 30,61
OpenCL Host 2,46 2,32 2,15 3,96 7,63 15,08 30,18
Cuda Zařízení vše 3,79 3,77 3,76 5,62 9,36 17,04 32,67
OpenCL Zařízení vše 4,50 4,42 4,23 6,07 10,12 17,65 32,93
Cuda Host vše 4,39 4,37 4,38 6,21 9,94 17,67 33,28
OpenCL Host vše 10,26 10,00 9,96 11,93 15,91 23,45 39,12
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Porovnání vlivu počtu pracovních skupin s použitím sdílené paměti na 
rychlost výpočtu 
Z měření času vyplývá, že knihovna Cuda má zpočátku o 10% lepší časy než OpenCL.
Tyto rozdíly se ale postupným zvyšováním počtu skupin ztrácejí.
Opět se zde vyskytuje problém u měření celkového času na procesoru u knihovny
OpenCL. Tentokrát je však ještě razantnější. Rozdíl dosahuje konstantních 6ms u celého
průběhu.
Při počtu pracovních skupin o velikostech menších než počet multiprocesorů je čas na
rozdíl od shodného testu bez sdílené paměti stejný. Ve větších počtech pracovních skupin
rychlost lineárně klesá. Potvrdila se tak doměnka z testu počtu pracovních skupin.
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6.2.13 Testy synchronizace a počtu operací při použití sdílené paměti
1 2 4 8 16 32 64 128 256 512 1024 2048
Cuda Host 0,81 0,81 0,85 0,90 1,04 1,27 1,78 2,72 4,71 8,77 16,97 33,25
OpenCL Host 3,33 3,36 3,39 3,45 3,41 3,89 4,57 5,62 7,74 13,61 22,15 39,03
Cuda Host a 0,64 0,66 0,69 0,74 0,86 1,12 1,61 2,58 4,56 8,63 16,82 33,11
OpenCL Host a 0,43 0,44 0,47 0,53 0,64 0,91 1,55 2,53 4,56 8,72 16,68 32,82
OpenCL Host sa 3,34 3,36 3,39 3,43 3,46 3,89 4,60 5,62 7,77 13,62 22,21 39,17
OpenCL Host se 3,31 3,34 3,37 3,40 3,40 3,76 4,43 5,51 7,61 13,61 22,09 39,04
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Vliv synchronizace přenosů a počtu operací při využití sdílené paměti na 
celkový čas výpočtu
Z testu je patrný vliv různých způsobů synchronizace u knihoven OpenCL a CUDA. Tento
vliv je zkoumán na základě vysokých časů zjištěných v předchozích testech.
U knihovny Cuda je vidět rozdíl mezi sychronními a asynchronními testy pouze 0.16ms,
zatímco u OpenCL hrajou synchronní přenosy neblahou roli pro výkon celé knihovny. Jak
je vidět z grafu, je nepodstatné jakým způsobemu v OpenCL synchronizaci provádíme. Ani
čekání na událost nebo celkové čekání na výsledku nic nemění.
Z testu lze usoudit, že u OpenCL je jednoznačně lepší využít asynchronní čekání s
využitím front. U Cudy je z testů vidět také rozdíl v synchronním a asynchronním čekání,
ovšem není tak razantní oproti OpenCL.
6.2.14 Vyhodnocení výpočetních testů
Z testů lze říci, že obě knihovny vykazují přibližně shodný výkon. U OpenCL je potřeba pro
dosažení patřičného výkonu, převážně při nízkém počtu operací, zvolit asynchronní přístup
s využitím front.
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Kapitola 7
Závěr
Cílem práce bylo porovnání grafických knihoven pro obecné výpočty na grafických adapté-
rech.
Z testů vyplývá, že je OpenCL i CUDA je přibližně stejně rychlá knihovna a to jak při
práci se sdílenou pamětí tak bez ní. OpenCL však nese jistá úskalí s kterými je nutné počí-
tat. Synchronní datové přenosy v této knihovně značně redukují celkový výkon knihovny.
Rozdíl je znát převážně u malého počtu výpočtu, kde se stává OpenCL se synchronními
přenosy značně zaostávající oproti knihovně CUDA. Dále je nutné říci, že OpenCL má i
přez asynchronní práci z knihovnou ztráty ve výkonu přenosů dat. Celkově lze říci, že při
operacích s velkým objemem dat a malým počtem výpočtů je jednotnačně lepší využít
knihovnu CUDA, v jiném případě je možné využít obě knihovny zcela bez ztrát ve výkonu.
Práce pro byla mě velkým přínosem z hlediska zabřednutí do tématiky paralelních sys-
témů, které pro mne byly něčím novým. Také jsem si při psaní práce ujasnil mnoho infor-
mací o grafických architekturách, částech grafických adaptérů a o funkcionalitě grafických
adaptérů.
Další vývoj by mohl směřovat k rozšíření počtu knihoven, obzvláště o Direct Compute,
které volí odlišný přístup k vývoji obecných výpočtů oproti testovaným knihovnám. Také
by bylo vhodné aplikaci rozšířit o testy obsahující složitější algoritmy, které by mohli dělat
některé z knihoven problémy. Bylo by také možné přidat do knihoven podporu front, které
mohou být využity pro otestování systémů s více grafickými adaptéry. Budoucí vývoj by
mohl zkoumat problémy zjištěné při implementaci u knihovny CUDA popsané v kapitole
5.2.
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