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A method is proposed for the solution of boundary value problems in which the 
locations of the interfaces are unknown. Numerical results are obtained for the 
steady state solution of a shafftype furnace. 
In many physical systems modeled by differential equations that are 
subject to boundary and interface conditions, the locations of part of the 
boundary or interfaces are unknown, In [ 11, the invariant imbedding 
technique is applied to a variety of these problems. In this paper we show 
that many free interface problems can be transformed into multipoint 
boundary value problems by a simple scaling technique in such a way that 
the initial value method [2-51 can be applied directly to obtain numerical 
results. 
After describing the method in the next section, we apply it to a shaft-type 
furnace [l] and present numerical results for the steady state solution. 
2. THE SCALING METHOD 
In order to illustrate the method, we consider an n-dimensional first order 
system in which the dynamics change at an unknown interior point. Let the 
dynamics be described by 
Mr)ldr =.f1(x(r), r), r1<r<r2, 
Wr)ldr =fAx(r), r), r,<r<r,, 
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(2.1) 
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and the boundary conditions given by 
g, = gl(x(~l)Y x(r3)) = 03 
gz = &(X(~*)) =07 
(2.2) 
where g, is an n-dimensional vector, g, is a scalar, and r, and r3 are given. 
The switching time, r2, as well as the initial condition, x(tr), are unknown. 
We denote the solution on ri < r < ri+ , by xi(r), i = 1, 2. 
The independent variable, r, is now replaced by a new variable, t, related 
to r by the conditions 
u,t+v,=r if t, < t < t, and r,<r<r,, 
(2.3) 
u,t+v,=r if r2 < t < t, and r2 < r < r3, 
where t, is a prescribed switching time, the best available approximation for 
r2, and the scaling factors u,, u2 and v,, v2 are unknown. From (2.2) and 
(2.3) and the continuity of x at t = t2, we have the following boundary con- 
ditions, 
g, = &@,(G+)~ x*(t;)) = 03 
g2 = g2Mt;)) = 0, 
g, = Xl@1 1, + u,) -x&t, + v,) = 0, 
g, = u, t, + v, - 5, = 0, 
g, = (24, - 242) t, + Vl - v2 = 0, 
g, = u,t, + v, - r3 = 0, 
(2.4) 
where g, and g, are n-dimensional vectors; g,, g,, g, and g, are scalars; and 
the notation x(l*) indicates the usual right and left limits at t. The dynamics 
(2.1) are therefore replaced by 
dX(t)/dt = UiJ(X(t), Uit + Vi), ti<t&ti+,, i= 1,2, (2.5) 
and we augment his system with the equations 
du,/dt = dv,/dt = 0, ti(t<ti+,, i= 1,2. (2.6) 
Problem (2.4)-(2.6) is an (n + 2)-dimensional three point boundary value 
problem with prescribed boundary points and unknown initial conditions, 
x(t’), u(tf), u(tt), i = 1, 2. Such a problem can be solved numerically by 
shooting methods for multipoints problems uch as quasilinearization, [6], or 
the initial value adjusting method [2-51 if the dynamics, J;:, are twice 
continuously differentiable in x and continuously differentiable in t, and g, is 
twice continuously differentiable in its arguments. The algorithm for the 
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initial value adjusting method for (2.4)-(2.6) can be described briefly as 
follows. Let Z = (.z(‘)(t:)‘, .z’*‘(t:)‘)‘, z(I) = (xi, ui, u,)‘; f”’ = (u&, 0, 0)‘, 
i = 1, 2; and g(z(‘)(t:), z(‘)(t;), z(*)(t:), z(“(t;)) = (g, ,..., g,J’. At the kth 
iteration, assume that the initial conditions kz”‘(t:), of (2.5) and (2.6) are 
given, as well as their terminal values, k~(i)(t,--+ i), i = 1, 2. The boundary 
conditions are replaced by 
“g = g(kz”‘(tf), kZ(yt;), “z”‘(t:), kZ”‘(t;)). 
Next we consider the perturbed initial value problem 
(2.7) 
d =m, t), y(tf ) = “z”)(t:) + eej, (2.8) 
j = 1, 2,..., n + 2, i = 1, 2, where ej is the jth unit vector and E is a pertur- 
bation parameter such that 0 < E < 1. Denote the solution by !JJ(~) J ’ 
Substituting (2.8) into (2.7), we write 
;g(‘)(&) = g(i”y”‘(t:),jky’l)(f;), kz(*yt:), “z’“(t;)), 
jkg(*)(&) = g(“z”‘(l:), kZyf;), ;y’“‘(t:), jkJyt;)), 
(2.9) 
j = l,..., n + 2. Using (2.7) and (2.9), we define the following 
2(n + 2) x 2(n + 2) matrix ks(~) and 2(n + 2) x (n + 2) submatrices 
kS(iy&): 
kS(&) = (kS(‘)(&), ks’2’(E)>, 
ks(iy&)(( l/&)(ikg’i’(E) - “g)), 
(2.10) 
j = l,..., n + 2, i = 1, 2. Using (2.7) and (2.10), we form the algorithm 
kS(&)(k+ ‘Z - kZ) = -kg, k = 0, 1, 2 ,..., (2.11) 
for the adjustment of initial values, ‘zCi), i = 1, 2. 
The convergence criterion is defined by 
k+‘G = (k+‘g’ k+‘g/2(n + 2))“‘) (2.12) 
and the iteration is terminated if k+ ‘G ( (I, a prescribed tolerance. The 
method deals directly with the original equations and boundary conditions 
and very little prelimnary work is required for its application. 
3. GENERALIZATIONS 
The generalization from one to several unknown switching times is 
immediate. If one of the end points, say r3, is unknown, then a condition, 
h(r,, x(5&) = 0 is required in order to determine the solution. 
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The form of the boundary conditions may also be more general than that 
of (2.2). Jump discontinuities uch as occur for the scaling variables at the 
switching times may also occur in the dependent variables. If the dynamics 
correspond to a higher order equation, this means that discontinuities can 
also occur in derivatives of the dependent variable. The initial value 
adjusting method can also be applied if the boundary conditions have the 
general form 
&-(~I 1, X(G )3x($ ),..., x(Q) = 0, (3.1) 
where g is twice continuously differentiable in its arguments. The dimension 
of g (i.e., the number of boundary conditions) is required to be 
(m - l)(n + 2) if the original dynamics are represented by a system of size n 
and if m boundary points are included. If 1 of the boundary points are 
unknown, then 2(m - 1) - 1 of the conditions for g are obtained from the 
scaling conditions as indicated by g,, g, and g, in (2.4). As usual, the choice 
of the initial approximations will determine which solution is obtained in the 
event that several possibilities exist. 
For problems modeled by partial differential equations, the method of 
lines, for example, could be used to reduce the dynamics to ordinary 
differential equations so that the method would apply. 
4. A SHAFT-TYPE FURNACE 
The time-scaling method can be applied to find the steady state solution of 
a shaft-type furnace in which a cold solid is introduced at the top and is 
subsequently heated by a hot gas rising from the bottom (cf [ 11). At an 
unknown iterior point the descending solid reaches a threshold temperature 
at which time it reacts with the gas, evolving heat (cf. Fig. 1). 
EXAMPLE 1. The dynamics for this one-dimensional model are described 
by 
i,(s) = a@* -x,), 
4(r) = P(x, - Xl) + Q(r), O<r<l, (4.1) 
where the source term is given by 
Q(r) = 0, 0 < r < r,, 
= 0, Q 51 <r< 1, 
(4.2) 
409:79%11 
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FIG. 1. Shaft furnace. 
and where x1(r) and x*(t) represent he temperatures of the gas and solid, 
respectively, at position 5. The problem has one free interface occurring at 
r = tl, at which point the temperature of the solid is known and labeled x;“. 
We further denote the initial temperature of the cold solid and hot gas by 
x*(O) = & and x1( 1) = Z1. 
The scaling conditions (2.3) lead to a three point problem having 
dynamics 
dx,/dt = x3 a(x2 - x,), 
dx,P = x3[P(xz -xl> + Ql, 
dx, Jdt = 0, 
dx,/dt = 0, O<t<l. 
where x3 = u, x,, = v, and having boundary conditions 
x,(l)=&, 
x*(O) = & 3 
x,(t,) = XT, 
Xl(F) = Xl(C), 
x2@;) = %K 1, 
x‘m = 0, 
-Q(l) +x4(1) = 1, 
x&J t, + x&;) = x,K > t1 + x,K >* 
(4.3) 
(4.4) 
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TABLE I 
Convergence Rates for Examples 1 and 2 
Iteration G (Example I) G (Example 2) 
0 0.617658279380D 01 0.199778079057D 02 
1 0.79539096886313 00 0.742466572344D 00 
2 0.184334584609D -01 O.l12218314153D-01 
3 0.303341650663D -05 0.102105706952D -05 
4 0.595145991396D -13 0.227486249594D -13 
“0.617DOl =6.17. 
Using the values a = -1, j? = -2, with temperatures Q, = 50, j?, = 100, 
.?* = 50, xf = 70, and using a value C, = 0.5 for an approximation of the 
switching time, algorithm (2.11) was applied to obtain the temperatures of 
the gas and solid. For this example, the parameters used were E = lo-‘, 
u = lo- l3 and the step size was h = 0.005. The initial approximations used 
for the unknown conditions were taken as (x,(O), x3(O), x,(0.5), x3(0.5), 
~~(0.5)) = (75,0.5, 90, 1,O). The values of the error criterion, G, as defined 
by (2.12) are shown for the iterates in Table I. As can be seen from the table, 
four iterations were required to produce an accuracy of about lo-l3 for the 
boundary conditions. The solutions obtained are shown in Fig. 2 and listed 
FIG. 2. Temperatures of gas (x,) and solid (x2). 
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TABLE II 
Temperatures of Gas and Solid” 
f T dw) x,(solid) 
0.0 0.0 0.863214347381D 02 
0.1 0.064 0.885869737128D 02 
0.2 0.129 0.907 112003498D 02 
0.3 0.193 0.927029896655D 02 
0.4 0.258 0.945704240855D 02 
0.5 0.322 0.963214347381D 02 
0.6 0.458 0.992195341423D 02 
0.7 0.593 0.100890443859D 03 
0.8 0.729 0.1014897763191) 03 
0.9 0.864 0.101153411688D 03 
1.0 1.0 0. lOOOOOOOOOOOD 03 
0.500000000000D 02 
0.5453 10779492D 02 
0.5877953 12234D 02 
0.627629884547D 02 
0.6649779786947D 02 
0.700OOOOOO000D 02 
0.825759544146D 02 
0.926975294554D 02 
0.100675949981D 03 
0.106782976325D 03 
0.111255908556D 03 
” Scaling values: u, = 0.644048878713, l?,=o, u2= 1.35595112129, t’> = 
-0.355951121287. 
at selected points in Table II. The results agree closely with the data and the 
unknown switching time turned out to be ri = 0.3220244393563. 
EXAMPLE 2. In the previous example, the source, Q,, was known. We 
now assume that it is also unknown, and append to (4.4) the boundary con- 
ditions 
x,(t;) = 0, 
x2( 1) = 111.255908556, 
(4.5) 
the latter value taken from Example 1. The second equation of (4.3) is 
replaced by 
dx,ldt = x3[P(xz -4 + ~51, (4.6) 
in the interval t, < t < 1 and the equation 
dx,/dt = 0, o<t< 1, (4.7) 
for Q is also added to the system. Using the same parameters and the 
approximations (x,(O), x,(O), x,(0.5), x,(0.5), x4((0.5), x6(0.5)) = (75, 0.5, 
90, 1, 0, 60), the value of Q, was found to be x5 = 50, and the other results 
agreed closely with those from Example 1. The variations for G are given in 
Table I. 
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5. CONCLUSION 
Very little preliminary work is required in order to apply the scaling 
method to problems of this type, which is an advantage over the invariant 
imbedding technique. The resulting multipoint problem can be solved 
numerically by the initial value adjusting method if the dynamics and 
boundary conditions are reasonably smooth. Initial approximations at all of 
the boundary points except the last are required as usual for shooting 
methods, and these are often available from knowledge of the problem. 
Together with the quadratic convergence rate of the algorithm, the method 
appears to be very practical for these problems. 
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