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Abstract
This thesis introduces the new concept of flatness. A system is differentially flat (or
simply flat) if its behaviour can be completely described by a set of differentially inde-
pendant functions depending on the system variables and their derivatives: any trajectory
of the system can be recovered from the knowledge of this set of functions without inte-
grating differential equations. Flatness is defined through an equivalence relation, called
equivalence by endogenous feedback. Two systems S and T are equivalent if there exists
a bijective correspondance between trajectories of S and trajectories of T. A flat system
is by definition equivalent to a system “without dynamics”, that is a set of arbitrary
functions.
The link between equivalence and feedback is the following: given two equivalent sys-
tems S and T, it is possible to transform S into T extended with pure integrators by a
dynamic feedback and a coordinate change, and vice versa. In particular, a flat system
is linearizable by dynamic feedback and coordinate change. The so constructed feedback
has a remarkable feature: it is “generated” only by the system variables and their deriva-
tives, and called for that reason endogenous feedback. The main property of endogenous
feedbacks is that they are revertible, up to pure integrators. This means that equiva-
lence by endogenous feedback respects lots of important properties of systems such as
controllability and linearizability.
Checking that a given system is flat is an open problem. We give here two criterions
for particular cases. Nevertheless, many systems arising in engineering are known to be
flat.
Flat systems are very interesting for engineering purposes because they are easy to
control. A detailed application to the design of an aircraft automatic pilot is presented.
Keywords
Nonlinear control, Flat system, Feedback linearization, Dynamic feedback, Endoge-
nous feedback, System equivalence, Regular decoupling, Aircraft control.
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Re´sume´
On introduit dans cette the`se le concept nouveau de platitude. Un syste`me est diffe´rentiel-
lement plat (ou plus simplement plat) si son comportement peut eˆtre comple`tement de´crit
par un ensemble de fonctions diffe´rentiellement inde´pendantes de´pendant des variables du
syste`me et de leurs de´rive´es: toute trajectoire du syste`me peut s’obtenir a` partir de cet
ensemble de fonctions sans inte´grer d’e´quations diffe´rentielles. La platitude se de´finit par
l’interme´diaire d’une relation d’e´quivalence. Deux syste`mes S et T sont e´quivalents s’il
existe une correspondance bijective entre les trajectoires de S et celles de T. Par de´finition,
un syste`me est plat s’il est e´quivalent a` un syste`me “sans dynamique”, c’est a` dire un
ensemble de fonctions arbitraires.
Le lien entre e´quivalence et bouclage est le suivant: si S et T sont deux syste`mes
e´quivalents, on peut trouver un bouclage dynamique et un changement de coordonne´es
qui transforme S en T e´tendu par des inte´grateurs purs, et vice versa. En particulier, un
syste`me plat est line´arisable par bouclage dynamique et changement de coordonne´es. Le
bouclage ainsi construit pre´sente la caracte´ristique remarquable d’eˆtre “engendre´” par les
variables du syste`me et leurs de´rive´s, et est appele´ pour cette raison bouclage endoge`ne.
La proprie´te´ principale d’un bouclage endoge`ne est d’eˆtre re´versible a` des inte´grateurs
purs pre`s. Ceci signifie que l’e´quivalence par bouclage endoge`ne respecte beaucoup de
proprie´te´s importantes comme la commandabilite´ ou la line´arisabilite´.
De´terminer si un syste`me donne´ est plat est un proble`me ouvert. On donne ici deux
crite`res dans des cas particuliers. Cependant, on connait de nombreux exemples de syste`mes
plats issus de proble`mes concrets.
Du point de vue de l’inge´nieur, les syste`mes plats sont inte´ressants parce que faciles a`
commander. On pre´sente une application de´taille´e a` la conception d’un pilote automatique
d’avion.
Mots-cle´s
Commande non-line´aire, Syste`me plat, Line´arisation par bouclage, Bouclage dyna-
mique, Bouclage endoge`ne, Equivalence entre syste`mes, De´couplage re´gulier, Commande
d’avion.
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Introduction 1
Introduction
La motivation initiale de ce travail est le proble`me de la line´arisation par bouclage:
e´tant donne´ un syste`me
x˙ = f(x,u), (1)
est-il possible de trouver un bouclage
u = α(x,z,v)
z˙ = a(x,z,v)
(2)
et un diffe´omorphisme
ξ = Φ(x,z)
qui transforme le syste`me boucle´
x˙ = f(x,α(x,z,v))
z˙ = a(x,z,v)
en un syste`me line´aire commandable?
L’importance pratique de la line´arisation par bouclage est tre`s grande et re´side dans
le fait qu’on peut ainsi “transporter” des proprie´te´s d’un syste`me line´aire a` un syste`me
non line´aire, ce qui permet de proposer une solution simple a` l’un des proble`mes de fond
de l’automatique, a` savoir la stabilisation autour d’une trajectoire quelconque du syste`me;
ce proble`me, qui est extreˆmement complique´ en ge´ne´ral est tre`s simple pour un syste`me
line´aire, la stabilisation autour d’une trajectoire quelconque se ramenant a` la stabilisation
autour d’un point d’e´quilibre.
De´terminer si un syste`me est line´arisable par bouclage est un proble`me ouvert dans le
cas ge´ne´ral. Mentionnons les principaux re´sultats connus: on sait de´terminer si un syste`me
est line´arisable par bouclage statique (i.e. le bouclage (2) se re´duit a` u = α(x,u)) [30, 27];
un syste`me a` une seule commande est line´arisable par bouclage dynamique ssi il est
line´arisable par bouclage statique [8]; enfin un syste`me line´aire en les commandes avec
m commandes et m + 1 variables d’e´tat est line´arisable par bouclage ssi il est comman-
dable [8].
On introduit ici un nouveau point de vue: la notion de syste`me diffe´rentiellement plat
(ou plus simplement plat). Sche´matiquement, on dira que le syste`me (1) est plat si on
peut trouver une application y = h(x,u,u˙, . . . ,u(k)), appele´e sortie plate, de´pendant de
l’e´tat x et d’un nombre fini de de´rive´es de la commande u et dont les composantes sont
“diffe´rentiellement inde´pendantes”, telle qu’on puisse exprimer x et u en fonction de y et
d’un nombre fini de ses de´rive´es:
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x = A(y, . . . ,y(l))
u = B(y, . . . ,y(l)).
On peut ainsi calculer les trajectoires du syste`me (1) a` partir de y sans inte´grer d’e´quations
diffe´rentielles; comme les composantes de y sont libres, n’importe quel choix y = y(t)
de´termine une trajectoire (x(t),u(t)). Notons que c’est une proprie´te´ e´vidente des syste`mes
line´aires commandables, duˆe a` l’existence de la forme canonique de Brunovsky.
Cette notion est relie´e a` la line´arisation par bouclage de la manie`re suivante: si y est
une sortie plate de (1), on peut construire un bouclage line´arisant et un diffe´omorphisme
qui transforme le syste`me boucle´ en des chaines d’inte´grateurs purs forme´es a` partir de y.
Le bouclage line´arisant ainsi construit pre´sente une particularite´; on peut exprimer son
e´tat z et sa commande v en fonction de x et d’un nombre fini de de´rive´es de u:
z = C(x,u, . . . ,u(l))
v = D(x,u, . . . ,u(l)).
Un bouclage posse´dant cette proprie´te´ sera dit endoge`ne. Un syste`me plat est donc
line´arisable par bouclage endoge`ne. Re´ciproquement un syste`me line´arisable par bou-
clage endoge`ne est plat. Un syste`me plat est clairement un cas particulier de syste`me
line´arisable; cependant, il ne semble pas qu’on connaisse a` l’heure actuelle d’exemple d’un
syste`me line´arisable qui ne soit pas plat.
Les bouclages endoge`nes posse`dent une faculte´ de “re´versibilite´”, qui ge´ne´ralise une
proprie´te´ e´vidente des bouclages statiques, et sont naturellement associe´s a` une notion
d’e´quivalence entre syste`mes: deux syste`mes sont e´quivalents si on peut calculer les tra-
jectoires de l’un a` a` partir de celles de l’autre sans inte´grer d’e´quations diffe´rentielles,
et re´ciproquement. En ce sens, un syste`me plat est e´quivalent a` un syste`me sans dy-
namique. Une telle notion d’e´quivalence pour des syste`mes sous-de´termine´s d’e´quations
diffe´rentielles a en fait de´ja e´te´ e´tudie´e par D. Hilbert (cf [23] ou` il parle de transformations
“umkehrbar integrallos”, i.e. “inversible sans inte´grales”) et E. Cartan [7].
Les syste`mes plats, bien que “non ge´ne´riques” dans l’ensemble des syste`mes, semblent
tre`s courants en pratique dans les mode`les simplifie´s issus de la physique, et parti-
culie`rement de la me´canique. Cependant, de´terminer qu’un syste`me est plat est, comme
pour la line´arisation, un proble`me ouvert.
De´taillons l’ensemble des re´sultats originaux pre´sente´s dans ce me´moire: le chapitre 1
de´veloppe dans le cadre alge´brique de la the´orie des syste`mes les notions e´voque´es plus
haut. Un des inte´reˆts de l’approche alge´brique est de fournir des formulations naturelles
et des de´monstrations simples pour de nombreux proble`mes d’automatique the´orique;
cependant, meˆme si on espe`re pouvoir tirer parti de l’aspect “calculatoire” de l’alge`bre,
on ne connait pas aujourd’hui de crite`re permettant de de´terminer si un syste`me est plat
au sens alge´brique, y compris dans les cas de´ja` mentionne´s.
Le chapitre 2 ge´ne´ralise au cadre analytique (ou plutoˆt ge´ome´trique) ce qui a e´te´
fait pour le cadre alge´brique. Bien que le formalisme soit beaucoup plus lourd, cette
ge´ne´ralisation est indispensable pour se raccrocher a` des formulations classiques de proble`-
mes d’automatique; elle permet e´galement d’utiliser des re´sultats puissants de ge´ome´trie
diffe´rentielle. A cause du caracte`re local de l’approche, il peut y avoir des proble`mes de
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singularite´s pour construire un bouclage line´arisant, ou plus ge´ne´ralement de´couplant; on
donne une condition ne´cessaire et suffisante permettant le de´couplage sans singularite´s.
Dans le chapitre 3, on e´tablit deux crite`res de platitude dans le cadre ge´ome´trique du
chapitre pre´ce´dent; vu la difficulte´ du proble`me, on est bien suˆr tre`s loin d’un re´sultat
ge´ne´ral. Le premier donne une condition suffisante pour les syste`mes a` m commandes et
m+1 e´tats, ge´ne´ralisant ainsi le re´sultat de [8]. Le deuxie`me est une condition ne´cessaire
et suffisante pour les syste`mes sans de´rive a` deux commandes. Ces deux crite`res sont en
fait des conditions d’inte´grabilite´ de syste`mes d’e´quations aux de´rive´es partielles.
Le dernier chapitre est une application “re´aliste” au pilotage automatique d’avion de
la commande des syste`mes plats; partant d’un mode`le d’avion assez complet, on construit,
graˆce a` diverses approximations, une loi de commande simple permettant de suivre une
trajectoire quelconque. Des simulations nume´riques illustrent les bonnes performances de
cette loi.
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Point de vue alge´brique
Introduction
Ce chapitre introduit, dans le cadre de la the´orie alge´brique des syste`mes, les concepts
importants d’e´quivalence, de bouclage endoge`ne, de platitude et de de´faut. On dira que deux
syste`mes sont e´quivalents si leurs trajectoires sont relie´es par une correspondance inver-
sible “sans inte´grales” (cf [29] pour une notion voisine). On peut y voir une ge´ne´ralisation
non line´aire des matrices unimodulaires utlise´es dans la the´orie polynoˆmiale des syste`mes
line´aires. Un syste`me plat se de´finit comme un syste`me e´quivalent a` un syste`me sans dy-
namique; on peut alors parame´trer ses trajectoires par un certain nombres de fonctions
“libres”. Le de´faut est introduit pour “mesurer la non platitude” d’un syste`me.
L’e´quivalence, la platitude et le de´faut sont des notions intrinse`ques, inde´pendantes de
toute representation d’e´tat. Une fois choisie une telle repre´sentation, on peut faire le lien
avec des notions plus classiques, graˆce aux bouclages endoge`nes, qui sont des bouclages
dynamiques pre´sentant une proprie´te´ de “re´versibilite´”.
Le chapitre est organise´ de la fac¸on suivante; apre`s quelques rappels d’alge`bre et
de the´orie des syste`mes (sections 1.1 et 1.2), on donne a` la section 1.3 la de´finition
de l’e´quivalence et des bouclages endoge`nes et on fait le lien entre ces notions par le
the´ore`me 1.2; la section 1.4 contient quelques remarques sur des ge´ne´ralisations possibles.
La platitude et le de´faut sont introduits a` la section 1.5; des exemples de syste`mes plats
tire´s de la me´canique forment la section 1.6. Le de´couplage des syste`mes entre´e-sortie fait
l’objet de la section 1.7.
Les notions d’e´quivalence, de platitude et de de´faut telles qu’elles sont pre´sente´es
ici sont le fruit d’un travail mene´ avec M. Fliess, J. Le´vine et P. Rouchon (cf [18, 19,
20]); il va de soi que le reste du chapitre a largement e´te´ influence´ par cette collabora-
tion. L’exemple 1.6 tire par ailleurs son origine d’une publication avec B. d’Andre´a et
R. Se´pulchre (cf [10]). La section 1.3 constitue le corps d’une confe´rence invite´e pour le
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6 CHAPITRE 1. POINT DE VUE ALGE´BRIQUE
1.1 Rappels d’alge`bre
On rappelle ici les quelques notions de the´orie des corps utilise´es dans la suite du
chapitre. Pour le cas non diffe´rentiel, on peut se reporter a` [26]; pour le cas diffe´rentiel,
on consultera les ouvrages de Ritt [42] et Kolchin [32]. On supposera tous les corps de
caracte´ristique nulle.
Une extension L/K est la donne´e de deux corps K et L tels que K est un sous-corps de
L. Un e´le´ment de L est alge´brique sur K s’il est solution d’un polynoˆme non nul a` coeffi-
cients dans K; dans le cas contraire, il est transcendant sur K. Soit S un sous-ensemble de
L; on note K(S) le corps engendre´ par K et S (i.e. le plus petit sous-corps de L contenant
K et S). L’extension K/L est finiment engendre´e (ou de type fini) si L = K(S) pour un
S de cardinal fini. S est alge´brique sur K, si tous ses e´le´ments sont alge´briques sur K; S
est transcendant sur K s’il contient un e´le´ment transcendant sur K. Si L est alge´brique
(resp. transcendant) sur K, on dira e´galement que l’extension L/K est alge´brique (resp.
transcendante) sur K. S est alge´briquement de´pendant (ou lie´) sur K s’il existe un po-
lynoˆme P non nul a` coefficients dans K tel que P (s1, . . . ,sn) = 0 pour des e´le´ments
s1, . . . ,sn de S distincts; dans le cas contraire S est alge´briquement inde´pendant. Une base
de transcendance de L/K est un sous-ensemble B de L alge´briquement inde´pendant sur
K et maximal par rapport a` l’inclusion. On a les re´sultats importants suivants:
• soit S un sous-ensemble de L alge´briquement inde´pendant sur K. Alors S est une
base de transcendance de L/K ssi L est alge´brique sur K(S).
• Deux bases de transcendance de L/K ont le meˆme cardinal.
On appelle alors degre´ de transcendance de L/K (note´ d◦trL/K) le cardinal de n’im-
porte quelle base de transcendance de L/K et on montre:
• Soient deux extensions L/M et M/K. Alors d◦trL/K = d◦trL/M + d◦trM/K.
On passe maintenant au cadre diffe´rentiel. Un corps diffe´rentiel L est un corps muni
d’une de´rivation note´e “.”, c’est a` dire une application de L dans lui-meˆme ve´rifiant
∀ a,b ∈ L,
˙︷ ︷
a+ b = a˙+ b˙,
︷˙︷
ab = a˙b+ ab˙.
Tout ce qui a e´te´ dit prce´de´mment dans le cas non diffe´rentiel s’e´tend imme´diatemment
en rajoutant partout le mot “diffe´rentiel”. Ainsi, une extension diffe´rentielle L/K est la
donne´e de deux corps diffe´rentiels K et L tels que K est un sous-corps diffe´rentiel de L
(ce qui signifie que la de´rivation de K co¨ıncide avec la restriction de la de´rivation de L).
Un e´le´ment de L est diffe´rentiellement alge´brique sur K s’il est solution d’une e´quation
diffe´rentielle alge´brique a` coefficients dansK. Dans le cas contraire, il est diffe´rentiellement
transcendant sur K. Soit S un sous-ensemble de L; on note K<S>le corps diffe´rentiel
engendre´ par K et S (i.e. le plus petit sous-corps diffe´rentiel de L qui contient K et S).
L’extension diffe´rentielle K/L est finiment engendre´e (ou de type fini) si L = K<S>
pour un S de cardinal fini. On de´finit de meˆme un sous-ensemble de L diffe´rentiellement
alge´brique sur K, diffe´rentiellement transcendant surK, diffe´rentiellemnet alge´briquement
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de´pendant sur K, diffe´rentiellement alge´briquement inde´pendant sur K, une base de trans-
cendance diffe´rentielle de L/K, et le degre´ de transcendance diffe´rentielle de L/K, note´
d◦tr diff L/K. Les re´sultats e´nonce´s pre´ce´demment restent e´galement valables. On a e´ga-
lement le re´sultat suivant:
• Soit L/K une extension diffe´rentielle de type fini. Alors L/K est diffe´rentiellement
alge´brique ssi son degre´ de transcendance (non diffe´rentielle) est fini.
Dans la suite du texte, et comme souvent en ge´ome´trie alge´brique, toutes les quan-
tite´s conside´re´es sont des e´le´ments d’un “grand” corps diffe´rentiel U et tous les corps
diffe´rentiels sont des sous-corps diffe´rentiels de U. Quand on parlera de la cloˆture alge´brique
K d’un corps K, on sous-entendra toujours cloˆture alge´brique dans U. Notons que la
cloˆture alge´brique d’un corps diffe´rentiel est un corps diffe´rentiel. Il sera imme´diat de
ve´rifier que les re´sultats e´tablis sont inde´pendants du choix de U.
Pre´cisons enfin quelques notations qui seront fre´quemment utilise´es: si ξ ∈ U et r ∈ N,
ξ(r) de´signe la de´rive´e d’ordre r de ξ; on pose ξ := (ξ,ξ˙, . . . ,ξ(r), ou` r est un entier arbitraire
(cette notation est tre`s commode pour indiquer qu’une fonction de´pend d’un nombre
arbitraire mais fini de de´rive´es de ξ). Si u := (u1, . . . ,um) ∈ Um, on pose de meˆme u(r) =
(u1(r), . . . ,u
m
(r)), et u = (u, . . . ,u(r)), ou` r est un entier arbitraire; si ν := (ν
1, . . . ,νm) ∈ Nm,
on note e´galement u(ν) = (u
1
(ν1), . . . ,u
m
(νm)).
1.2 Syste`mes, dynamiques et re´alisations
On donne ici quelques de´finitions de la the´orie alge´brique des syste`mes introduite
par M. Fliess (cf [17]). Dans toute la suite k de´signe un corps diffe´rentiel qui est en
pratique presque toujours Q ou R. Un syste`me est une extension diffe´rentielle D/k de
type fini. Une dynamique est une extension diffe´rentielle alge´brique D/k<u>de type fini,
ou` u = (u1, . . . ,um) est diffe´rentiellemt alge´briquement inde´pendant sur k. Notons que
d◦trD/k<u>est alors fini. Une re´alisation du syste`me D/k est un couple (x,u), ou` u :=
(u1, . . . ,um) est une base de transcendance diffe´rentielle de D/k et x := (x1, . . . ,xn) est une
base de transcendance (non diffe´rentielle) deD/k<u>. On a alorsD = k<x,u>= k<u>(x).
Si D˜/D est une extension diffe´rentielle alge´brique, (x,u) est encore une re´alisation de D˜/k.
Ceci implique que pour tout ξ alge´brique sur D, il existe P et Q, polynoˆmes sur k,
tels que
P (ξ,u) = 0
Q(ξ,x,u) = 0.
En particulier, pour i = 1, . . . ,n, il existe des polynoˆmes F i tels que
F i(x˙i,x,u) = 0,
ce qui apparait comme une ge´ne´ralisation dans le cadre alge´brique de la repre´sentation
d’e´tat d’un syste`me. Pour cette raison, on appelle x et u l’e´tat et l’entre´e du syste`me;
on appelle e´galement n la dimension d’e´tat et m la dimension d’entre´e. Notons que la
dimension d’entre´e ne de´pend que du syste`me (c’est le degre´ de transcendance diffe´rentiel
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de D/k); la dimension d’e´tat de´pend par contre du choix d’une entre´e u (c’est le degre´
de transcendance de D/k<u>). Autrement dit, deux re´alisations d’un meˆme syste`me ont
la meˆme dimension d’entre´e, mais pas force´ment la meˆme dimension d’e´tat. Par exemple,
((x,u),u˙) est aussi une re´alisation deD/k. Plus ge´ne´ralement, on appelle entre´e du syste`me
D/k toute base de transcendance diffe´rentielle v := (v1, . . . ,vm) de D/k. Une sortie sera
un ensemble y := (y1, . . . ,yl) alge´brique sur D. Une entre´e est donc un cas particulier de
sortie.
Une re´alisation (x,u) de D/k est dite classique si aucun des F i dans (1.2) ne de´pend
des de´rive´es de u. Si ν ∈ Nm est suffisamment grand, (x,u, . . . ,u(ν)) est clairement une
re´alisation classique deD/k. Dans la notation (x,u, . . . ,u(ν)), que l’on utilisera fre´quemment
par la suite, l’e´tat est {x1, . . . ,xn,ui, . . . ,ui(νi−1), i = 1, . . . ,m} (avec u
i
(−1) := 0) et l’entre´e
est u(ν) := {u
1
(ν1), . . . ,u
n
(νn)}.
A une re´alisation (x,u) on associe la filtration (Ur)r∈Z de´finie par
Ur := k, r ≤ −2,
Ur := k(x), r = −1,
Ur := k(x,u, . . . ,u(r)), r ≥ 0.
Dans la suite, on parlera parfois d’une re´alisation (x,u) sans faire re´fe´rence explicite-
ment a` un corps. On sous-entend par la` que k<x,u>/k est un syste`me admettant (x,u)
comme re´alisation.
En pratique un syste`me D/k est de´fini par des e´quations diffe´rentielles alge´briques a`
coefficients dans k reliant les composantes d’un ensemble fini de variables ξ := (ξ1, . . . ,ξr),
sans faire de distinction de type e´tat ou entre´e entre les variables. Une re´alisation consiste
a` effectuer (arbitrairement) une telle distinction, et est souvent implicite pour des syste`mes
mode´lisant des proble`mes concrets. Cette fac¸on de voir est tre`s proche du point de vue
de J.Willems [47].
Exemple 1.1 Soit D/Q, le syste`me de´fini par les deux e´quations diffe´rentielles suivantes,
reliant les variables ξ1,ξ2,ξ3,ξ4:
ξ˙1 + ξ¨3ξ˙4 = 0
ξ˙2 + (ξ1 + ξ¨3ξ4)ξ4 = 0.
Le degre´ de transcendance diffe´rentiel de ce syste`me est e´gal a` 2. Une re´alisation possible
consiste a` choisir x := (ξ1,ξ2) comme e´tat, et u := (ξ3,ξ4) comme entre´e, ce qui donne
x˙1 = −u¨1u˙2
x˙2 = −(x1 + u¨1u2)u2.
On a une re´alisation classique en choisissant y := (ξ1,ξ2,ξ3,ξ4,ξ˙3) et v := (ξ¨3,ξ˙4):
y˙1 = −v1v2
y˙2 = −(y1 + v1y4)y4
y˙3 = y5
y˙4 = v2
y˙5 = v1.
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Sur cet exemple sans signification concre`te, on voit bien que le choix d’une re´alisation est
totalement arbitraire. ✷
Remarque 1.1 De manie`re plus abstraite, on se donne un ide´al diffe´rentiel I de po-
lynoˆmes diffe´rentiels. Si cet ide´al est premier, le quotient de l’anneau des polynoˆmes
diffe´rentiels par I est inte`gre et on peut conside´rer son corps de fractions, qui de´finit alors
un syste`me. Si I n’est pas premier, il faut le de´composer en ses composantes premie`res.
Nous n’entrerons jamais dans ces proble`me difficiles. ✷
1.3 Equivalence et bouclage endoge`ne
De´finition 1.1 Deux syste`mes D1/k et D2/k sont e´quivalents, ou encore e´quivalents par
bouclage endoge`ne, s’il existe un automorphisme Φ de U tel que Φ(D1) est alge´brique sur
Φ(D2) et Φ(D2) est alge´brique sur Φ(D1).
Deux dynamiques D1/k<u1>et D2/k<u2>sont e´quivalentes si les syste`mes D1/k et
D2/k sont e´quivalents.
Deux re´alisations (x,u) et (y,v) sont dites e´quivalentes si les syste`mes k<x,u>/k et
k<y,v>/k sont e´quivalents.
Remarque 1.2 Rappelons (cf section 1.1) que U est un “grand” corps diffe´rentiel
contenant toutes les quantite´s conside´re´es. Il est clair que la de´finition de l’e´quivalence
entre syste`mes ne de´pend pas du choix de ce corps. Par ailleurs, on identifiera tre`s souvent
dans la suite D1 et D2 a` leurs images Φ(D1) et Φ(D2), ce qui simplifie les e´nonce´s et
n’enle`ve rien a` la ge´ne´ralite´; on peut alors conside´rer que D1 est alge´brique sur D2 et
re´ciproquement. ✷
On e´crira parfois D1/k ∼ D2/k. Remarquons que deux syste`mes D1/k et D2/k sont
e´quivalents ssi D1 = D2.
N.B. Dans toute la suite, quand on conside´rera des re´alisation e´quivalentes (x,u) et
(y,v), on supposera implicitement que x et y ont respectivement n et p composantes, et
que u et v en ont m.
Soient (x,u) et (y,v) deux re´alisations e´quivalentes. Comme (x,u) est une re´alisation
de k<x,u>/k, c’est aussi une re´alisation de k<y,v>/k. On peut donc e´crire
ϕi(xi,y,v) = 0
αj(uj,y,v) = 0
pour i = 1, . . . ,n,j = 1, . . . ,m, et re´ciproquement
ψi(yi,x,u) = 0
βj(vj,x,u) = 0
pour i = 1, . . . ,p et j = 1, . . . ,m, ou` les ϕi,αj,ψi,βj sont des polynoˆmes sur k. Dans le cas
de deux syste`mes e´quivalents D1/k et D2/k, de´finis par D1 = k<ξ> et D2 = k<ζ> ou`
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les composantes de ξ := (ξ1, . . . ,ξr) (respectivement ζ := (ζ1, . . . ,ζs)) sont relie´es par des
e´quations diffe´rentielles alge´briques, les relations ci-dessus s’e´crivent
Φi(ξi,ζ) = 0
Ψj(ζj,ξ) = 0
pour i = 1, . . . ,r et j = 1, . . . ,s, les Φi,Ψj e´tant des polynoˆmes sur k. On voit bien le
caracte`re “inversible sans inte´grales” (umkehrbar integrallos) de cette transformation, qui
est une ge´ne´ralisation non line´aire de la notion de matrice unimodulaire.
Deux syste`mes (dynamiques, re´alisations) e´quivalents ont force´ment le meˆme degre´ de
transcendance diffe´rentielle, i.e. la meˆme dimension d’entre´e. Cependant, deux re´alisations
e´quivalentes peuvent avoir des dimensions d’e´tat diffe´rentes, comme le montre l’exemple
e´le´mentaire suivant ou` n = 1, m = 1 et p = 2.
Exemple 1.2 Soient les syste`mes de´finis par x˙ = u et y˙1 = y2,y˙2 = v. On de´finit un
automorphisme Φ en posant Φ(x) := y1 et Φ(y1) := y1, ce qui entraine Φ(u) = y2 et
Φ(u˙) = v (ainsi que Φ(y2) = y2, Φ(v) = v). Ces deux syste`mes sont donc e´quivalents. ✷
En s’inspirant de cet exemple, on montre facilement que deux syste`mes line´aires comman-
dables sont e´quivalents ssi ils ont le meˆme nombre de commandes (il suffit de les mettre
sous forme de Brunovsky).
Introduisons e´galement une autre notion d’e´quivalence, qui, contrairement a` la pre´ce´-
dente, n’a de sens que pour des re´alisations:
De´finition 1.2 Deux re´alisations (x,u) et (y,v) sont fortement e´quivalentes, ou encore
e´quivalentes par bouclage statique, si les filtrations associe´es a` (x,u) et (y,v) co¨ıncident.
Conforme´ment a` la remarque 1.2, cette de´finition s’entend ”a` un automorphisme diffe´rentiel
de U pre`s”.
Par de´finition, x est alge´brique sur k(y), u est alge´brique sur k(y,v), et vice-versa, d’ou`
p = n (deux re´alisations fortement e´quivalentes ont donc la meˆme dimension d’e´tat) et
ϕi(xi,y) = 0
αj(uj,y,v) = 0
ψi(yi,x) = 0
βj(vj,x,u) = 0
pour i = 1, . . . ,n et j = 1, . . . ,m. Il est clair que l’e´quivalence forte entraine l’e´quivalence.
Passons maintenant au deuxie`me volet de cette section:
De´finition 1.3 Soit (x,u) une re´alisation de D/k. Une entre´e v de D/k est appele´e
• bouclage endoge`ne sur (x,u), si x est inde´pendant sur k<v>
• bouclage quasistatique sur (x,u), si x est une base de transcendance de D<v>/k<v>
• bouclage statique sur (x,u), si les filtrations associe´es a` (x,u) et (x,v) co¨ıncident.
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La de´finition d’un bouclage quasistatique donne´e ici est diffe´rente de la de´finition originale
(cf [11]), mais strictement e´quivalente; son avantage est de bien faire ressortir la diffe´rence
entre bouclages quasistatique et endoge`ne. Clairement, statique ⇒ quasistatique ⇒ en-
doge`ne.
Soit (x,u) une re´alisation de D/k. Si v est un bouclage endoge`ne sur (x,u), il est
possible de comple´ter x par un ensemble z := (z1, . . . ,zq), e´ventuellement vide, d’e´le´ments
de D<v>/k<v>, de fac¸on que (x,z) soit une base de transcendance de D<v>/k<v>. On
peut alors e´crire
αi(ui,x,z,v) = 0
aj(z˙j,x,z,v) = 0
(1.1)
pour i = 1, . . . ,m et j = 1, . . . ,q, ou` les αi,aj sont des polynoˆmes sur k. Ceci correspond
bien a` la notion usuelle de bouclage dynamique. Notons que comme x est une base de
transcendance de D/k<u>, on peut aussi e´crire
βi(vi,x,u) = 0
bj(zj,x,u) = 0
pour i = 1, . . . ,m et j = 1, . . . ,p, ou` les βi and bj sont des polynoˆmes sur k. Autrement
dit, les grandeurs z et v constituant le bouclage sont “engendre´es” par x et les de´rive´es
de u, d’ou` l’appellation endoge`ne.
Si v est un bouclage quasistatique, z := ∅, et on a simplement
αi(ui,x,v) = 0
βi(vi,x,u) = 0
pour i = 1, . . . ,m.
Si v est un bouclage statique, z := ∅ et k(x,u) = k(x,v), donc
αi(ui,x,v) = 0
βi(vi,x,u) = 0
pour i = 1, . . . ,m.
On dira qu’un bouclage endoge`ne est classique s’il est possible de choisir z de fac¸on
que les polynoˆmes αi et aj dans (1.1) ne de´pendent pas des de´rive´es (d’ordre ≥ 1) de
v. Un bouclage statique est toujours classique; un bouclage quasistatique ne l’est jamais,
sauf s’il est statique.
Exemple 1.3 Soit une re´alisation (x,u) de D/k. Alors v := u˙ est un bouclage endoge`ne.
Comme (x,u) est une base de transcendance de D/k<u˙>, on peut prendre z := u, et on a
u = z
z˙ = v.
Ce bouclage est classique, donc pas quasistatique. Plus ge´ne´ralement, ajouter n’importe
quel nombre d’inte´grateurs purs sur les composantes de l’entre´e d’une re´alisation revient
a` faire un bouclage endoge`ne non quasistatique. ✷
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Nous sommes maintenant en mesure d’e´tablir les liens entre les diverses notions d’e´qui-
valence et de bouclage.
L’e´quivalence forte est l’adaptation alge´brique de la notion usuelle d’“e´quivalence par
bouclage statique et changement de coordonne´es”. Comme conse´quence imme´diate des
de´finitions, on a
Proposition 1.1 Soient (x,u) et (y,v) deux re´alisations fortement e´quivalentes. Alors v
est un bouclage statique sur (x,u).
Cette proprie´te´ est bien suˆr syme´trique, et u est aussi un bouclage statique sur (y,v).
Pour obtenir un re´sultat comparable dans le cas endoge`ne, une de´finition supple´mentaire
est requise:
De´finition 1.4 Soient (x,u) et (y,v) deux re´alisations e´quivalentes. On dit que (y,v) est
une extension dynamique de (x,u) si x est alge´brique sur k(y). Ceci entraine que v est
un bouclage endoge`ne sur (x,u).
L’extension est dite quasistatique s’il existe un bouclage quasistatique w et un mul-
tientier ν ∈ Nm tels que w(ν) = v.
Quelques remarques sont utiles pour comprendre le sens de cette de´finition. Soit D :=
k<y,v>= k<x,u>; puisque x est inde´pendant sur k et k(x) ⊂ k(y), on peut comple´ter x
par un ensemble z de composantes de y de fac¸on que (x,z) soit une base de transcendance
de k(y)/k. Pour tout choix possible d’un tel z, (x,z) et y ont force´ment le meˆme nombre
d’e´le´ments. Mais D = k<v>(y) = k<v>(x,z), ce qui signifie que (x,z) contient une base
de transcendance de D/k. Comme (x,z) a le meˆme nombre d’e´le´ments que y, c’est aussi
une base de transcendance de D/k<v>. On en conclut que (x,z,v) est une re´alisation
de D/k e´quivalente a` (y,v) et meˆme fortement e´quivalente, puisque k(x,z) = k(y). En
re´sume´, on peut donc e´crire
αi(ui,x,z,v) = 0
aj(z˙j,x,z,v) = 0
ϕk(xk,y) = 0
ϕn+j(zj,y) = 0
ψl(yl,x) = 0
pour i = 1, . . . ,m, j = 1, . . . ,p− n, k = 1, . . . ,n et l = 1, . . . ,p, ou` les αi,ai,ϕ1,ψi sont des
polynoˆmes sur k. Autrement dit, (y,v) s’obtient a` partir de (x,u) par bouclage endoge`ne
et “changement de coordonne´es”. Pour une extension quasistatique, ce bouclage peut se
de´composer en un bouclage quasistatique suivi de chaines d’inte´grateurs purs. L’extension
est dite classique si le bouclage v est classique. On a alors un re´sultat essentiel:
The´ore`me 1.2 Soient (x,u) et (y,v) des re´alisations e´quivalentes. Pour ν ∈ Nm suffi-
samment grand, (y,v, . . . ,v(ν)) est une extension dynamique classique de (x,u).
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Si (x,u) et (y,v) sont fortement e´quivalentes, la proposition pre´ce´dente affirme qu’on peut
choisir ν = (0, . . . ,0).
Preuve. Soit D := k<y,v>= k<x,u> . Pour ν ∈ Nm, soient y˜ := (y,v, . . . ,v(ν)) et
v˜ := v(ν+1), avec ν + 1 := (νi + 1)i=1,...,m. Quand ν est suffisamment grand, (y˜,v˜) est une
re´alisation classique de D/k, x est alge´brique sur k(y˜) et u est alge´brique sur k(y˜,v˜). De
plus, d’apre`s la discussion pre´ce´dent l’e´nonce´, on peut choisir z pour que (x,z,v˜) et (y˜,v˜)
soient des re´alisations fortement e´quivalentes, ce qui entraine que z˙ est alge´brique sur
k(x,z,v˜). Il est alors clair que v˜ est un bouclage classique sur (x,u).
Comme dans la proposition pre´ce´dente, on peut e´changer les roˆles de (x,u) et (y,v). Ce
the´ore`me a un corollaire imme´diat mais ne´anmoins tre`s important:
Corollaire 1.3 Soient (x,u) et (x,z,v) deux re´alisations e´quivalentes. Pour ν ∈ Nm suf-
fisamment grand, (x,u, . . . ,u(ν)) est une extension dynamique classique de (x,u).
Ceci veut dire que, a` des inte´grateurs purs pre`s, il est toujours possible de “de´faire” un
bouclage endoge`ne au moyen d’un autre bouclage endoge`ne. C’est la ge´ne´ralisation d’une
proprie´te´ e´vidente de “re´versibilite´” des bouclages statiques. Autrement dit, e´tant donne´
un syste`me “boucle´” par un bouclage endoge`ne:
F i(x˙i,u) = 0
αj(uj,x,z,v) = 0
ak(z˙k,x,z,v) = 0
(1.2)
(avec i = 1, . . . ,n, j = 1, . . . ,m et k = 1, . . . ,q, ou` les F i,αj,ak sont des polynoˆmes sur k),
on peut trouver un bouclage endoge`ne (classique)
βi(vi,x,z,η,w) = 0
bj(η˙j,x,z,η,w) = 0
(1.3)
(i = 1, . . . ,m, j = 1, . . . ,r), tel que (1.2) boucle´ par (1.3) se rame`ne a`
F i(x˙i,u) = 0
u˙(ν) = w
par un “changement de coordonne´es”, i.e. k(x,z,η) = k(x,u, . . . ,u(ν)). En termes image´s,
les proprie´te´s qui se conservent par ajout d’inte´grateurs purs se conservent e´galement par
bouclage endoge`ne.
Terminons cette section par un crite`re caracte´risant les bouclages endoge`nes: e´tant
donne´es deux re´alisations (x,u) et (x,z,v), on voudrait savoir si v est un bouclage endoge`ne
sur (x,u). C’est une question naturelle quand on conside`re un bouclage dynamique donne´
par des e´quations de la forme (1.1). Pour cela, conside´rons la filtration (Er)r∈Z de´finie par
Er := k, r ≤ −2,
Er := k(x,z,v), r = −1,
Er := k(x,z,v,u,u˙, . . . ,u(r)), r ≥ 0.
Le crite`re s’e´nonce alors:
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The´ore`me 1.4 Soient (x,u) et (x,z,v) deux re´alisations. Alors v est un bouclage en-
doge`ne sur (x,u) ssi d◦tr diff k<x,z,v>/k = m et d◦tr Er = m(r + 1) + n pour r ∈ N
suffisamment grand.
Preuve. Soient D := k<x,u>= k<u>(x) et m le degre´ de transcendance diffe´rentiel
de D/k. Par de´finition x est inde´pendant sur k<v>. Il suffit donc de montrer que v
est une entre´e de D/k et que z est alge´brique sur D. Par de´finition d’une re´alisation,
les composantes de u sont diffe´rentiellement alge´briquement inde´pendantes sur k et x
est alge´briquement inde´pendant sur k(u,u˙, . . . ,u(r)) pour tout r ∈ N; ceci implique
d◦trk(x,u,u˙, . . . ,u(r)) = m(r + 1) + n pour tout r ∈ N. Mais z et v alge´briques sur D
signifie simplement qu’ils sont alge´brique sur k(u,u˙, . . . ,u(r)) pour r suffisamment grand,
i.e. d◦tr Er = m(r + 1) + n. Comme d
◦tr diff k<x,z,v>/k = d◦tr diff k<x,u>/k = m, v
est bien une entre´e de D/k.
Remarque 1.3 Par de´finition, un bouclage endoge`ne est toujours inversible au sens ou`
la re´alisation entre´e-sortie ((x,u),v) est inversible (cf section 1.7). Il est cependant possible
de de´finir une notion de bouclage endoge`ne non inversible a` partir du crite`re pre´ce´dent;
il est clair les proprie´te´s lie´es a` la “re´versibilite´” des bouclages endoge`nes ne sont alors
valables que pour des bouclages inversibles. ✷
1.4 Bouclages exoge`nes
Cette section contient quelques remarques informelles sur l’irre´versibilite´ des bouclages
dynamiques quelconques.
Exemple 1.4 Soit le syste`me (commandable!) de´fini par
x˙ = u,
sur lequel on fait agir le bouclage dynamique
u = v
z˙ = v.
Clairement, le syste`me boucle´ n’est plus commandable. Par le the´ore`me 1.4, v n’est pas
un bouclage endoge`ne: en effet, pour r ≥ 0, on a trd◦Er = 1.(r+ 1) + 1. Notons que z est
diffe´rentiellement alge´brique sur k<x,u> (c’est l’inte´grale de u).
Examinons quelque chose d’un peu plus subtil. Appliquons maintenant le bouclage
dynamique
u = z2
z˙1 = x+ (z2)2
z˙2 = v.
On ve´rifie facilement que le syste`me boucle´ est commandable, mais pas line´arisable sta-
tiquement. D’apre`s [8], un syste`me a` une seule commande qui n’est pas line´arisable
1.5. PLATITUDE ET DE´FAUT 15
statiquement ne l’est pas non plus dynamiquement, et n’est donc pas plat. Comme
pre´ce´demment, v n’est pas un bouclage endoge`ne, puisque trd◦Er = 1.(r + 1) + 1 pour
r ≥ 1, et z est diffe´rentiellement alge´brique sur k<x,u> (puisque z2 = u, v = u˙ et
z˙1 = x+ (u)2). ✷
Ainsi un bouclage (inversible) ge´ne´ral peut transformer un syste`me line´aire commandable
en un syste`me non commandable ou non line´arisable, i.e. avoir un effet fondamentalement
irre´versible, contrairement a` un bouclage endoge`ne. Un bouclage dynamique qui n’est pas
endoge`ne est dit exoge`ne. Les grandeurs z et v de´finissant un tel bouclage ne sont plus
alge´brique sur (x,u), mais seulement diffe´rentiellement alge´briques. L’inte´reˆt des bouclages
endoge`nes n’est pas comple`tement clair (cf par exemple la remarque 1.4
1.5 Platitude et de´faut
Rappelons qu’une extension diffe´rentielle L/K est dite purement diffe´rentiellement
transcendante si elle posse`de une base de transcendance diffe´rentielle ξ telle que L = K<
ξ>. Pour un syste`me D/k, qui est par de´finition une extension diffe´rentielle de type fini, on
dira plutoˆt syste`me purement diffe´rentiellement transcendant; dans ce cas, ξ se compose
d’un nombre fini d’e´le´ments (ξ1, . . . ,ξm), ou` m est le degre´ de transcendance diffe´rentiel
de D/k.
De´finition 1.5 Un syste`me D/k est dit diffe´rentiellement plat (ou plus simplement plat
s’il est e´quivalent a` un syste`me purement diffe´rentiellement transcendant L/k. Une base
de transcendance diffe´rentielle y = (y1, . . . ,ym) de L/k telle que L = k<y> est appele´e
sortie plate (ou line´arisante) de D/k.
Soit un syste`me plat D/k muni d’une sortie plate y; alors D/k<y> est une extension
diffe´rentielle alge´brique, qui admet (∅,y) pour re´alisation (l’e´tat est l’ensemble vide et
l’entre´e est y): en d’autres termes, la connaissance de y permet de “calculer toutes les
trajectoires du syste`me” sans inte´grer d’e´quations diffe´rentielles. Clairement, un syste`me
D˜/k e´quivalent a` D/k est lui-meˆme plat, et admet y pour sortie plate. Notons e´galement
que si y˜ est une autre sortie plate de D/k, alors les syste`mes k<y>/k et k<y˜>/k sont
e´quivalents, et on a
ϕi(yi,y˜) = 0
ψi(y˜i,y) = 0,
pour i = 1, . . . ,m, ou` les ϕi,ψi sont des polynoˆmes sur k: a` partir d’une sortie plate,
on peut donc fabriquer une infinite´ d’autres sorties plates par de telles transformations
“unimodulaires”.
Exemple 1.5 (suite de l’exemple 1.1) Prenons comme sortie y := (y1,y2) avec
y1 = 2ξ2ξ3(3) + (ξ
1 + ξ¨3ξ4)2
y2 = ξ3.
En de´rivant y1, on a
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y˙1 = 2ξ2ξ3(4)
y¨1 = 2ξ2ξ3(5) − 2ξ
4(ξ1 + ξ¨3ξ4).
On en de´duit
ξ3 = y2
2ξ2y2(4) − y˙
1 = 0
(2ξ4)2(y˙1y2(3) − y
1(y2(4))
2) + (y˙1y2(5) − y¨
1y2(4))
2 = 0
2ξ1ξ4y2(4) + y¨
1y2(4) + 2(ξ
4)2y¨2y2(4) − y˙
1y2(5) = 0,
et il ne reste plus qu’a` e´liminer ξ4 de la dernie`re e´quation a` l’aide de l’avant dernie`re.
Ceci montre que ξ est alge´brique sur Q(y1,y˙1,y¨1,y2,y¨2,y2(3),y
2
(4),y
2
(5)), donc que le syste`me
est plat.
On peut fabriquer une autre sortie plate y˜ en posant par exemple y˜1 := y1 + y˙2 et
y˜2 := y2, la transformation re´ciproque e´tant donne´e par y1 = y˜1 − ˙˜y2 et y2 = y˜2. ✷
Le the´ore`me 1.2 permet d’e´tablir le lien entre platitude et line´arisation par bouclage
endoge`ne: soient (x,u) une re´alisation d’un syste`me plat et y une sortie plate; pour ν ∈
Nm, (y, . . . ,y(ν)) est alors une extension dynamique classique de (x,u). En posant Y :=
(y, . . . ,y(ν)) et v := y(ν+1), les e´quations de´finissant la re´alisation (Y,v) s’e´crivent
Y˙ = AY +Bv,
ou` la paire de matrices (A,B) est e´videmment commandable (au sens usuel du terme).
D’apre`s les commentaires pre´ce´dant le the´ore`me 1.2, il existe alors un ensemble z tel que
αi(ui,x,z,v) = 0
aj(z˙j,x,z,v) = 0
ϕk(xk,Y ) = 0
ϕn+j(zj,Y ) = 0
ψl(Y l,x,z) = 0
pour i = 1, . . . ,m, j = 1, . . . ,p − n, k = 1, . . . ,n et l = 1, . . . ,p, ou` les αi,ai,ϕ1,ψi sont
des polynoˆmes sur k, avec p := ν1 + . . . + νm. Autrement dit, la re´alisation (x,u) est
line´arisable au sens usuel du terme par un bouclage endoge`ne classique. Re´ciproquement,
il est imme´diat qu’une re´alisation (x,u) line´arisable par bouclage endoge`ne est plate. La
platitude est la formulation intrinse`que de cette proprie´te´.
Exemple 1.6 (suite de l’exemple 1.5) Choissisons la re´alisation x := (ξ1,ξ2) et u :=
(ξ3,ξ4). D’apre`s les calculs pre´ce´dents, on peut appliquer le the´ore`me 1.2 avec ν = (2,5).
Posons donc Y := (y1,y˙1,y2,y˙2,y¨2,y2(3),y
2
(4)) et v := (y¨
1,y2(5)). Il faut maintenant choisir 5
composantes de Y pour constituer z, de fac¸on que k(x,z) = k(Y ); un choix simple consiste
a` prendre z := (y2,y˙2,y¨2,y2(3),y
2
(4)). Le bouclage line´arisant est alors donne´ par
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u1 = z1
2u2(x1 + z3u2) + v1 − 2x2v2 = 0
z˙1 = z2
z˙2 = z3
z˙3 = z4
z˙4 = z5
z˙5 = v2,
ou` la deuxie`me e´quation n’est rien d’autre que l’expression de y¨1 calcule´e plus haut a` un
changement de notation pre`s. Le changement de coordonne´es s’obtient imme´diatement a`
partir des formules de l’exemple 1.5. ✷
Remarquons que dans l’exemple ci-dessus, l’extension dynamique est quasistatique (i.e.
le bouclage line´arisant se compose d’un bouclage quasistatique suivi d’inte´grateurs purs):
en posant w := (v1,u1), on a en effet les transformations re´ciproques
u1 = w2
2u2(x1 + w¨2u2) + w1 − 2x2w2(5) = 0
w1 = 2x2u1(5) − 2u
2(x1 + u¨1u2)
w2 = u1.
Quand un syste`me D/k n’est pas plat, on peut essayer de quantifier sa “non-platitude”
de la manie`re suivante: si z est une entre´e du syste`me (i.e. une base de transcendance
diffe´rentielle de D/k), l’extension D<z>/k<z>est alge´brique et son degre´ de transcen-
dance est fini. Ceci conduit a` la
De´finition 1.6 On appelle de´faut du syste`me D/k l’entier δ de´fini par
δ := min
z
d◦trD<z>/k<z> ,
ou` z parcourt l’ensemble des entre´es de D/k. Une entre´e y permettant d’atteindre ce
minimum est appele´e sortie maximalement plate (ou plus simplement sortie maximale).
Clairement, deux syste`mes e´quivalents ont le meˆme de´faut, mais deux syste`mes ayant le
meˆme de´faut ne sont pas force´ment e´quivalents. Il est e´vident qu’un syste`me est plat ssi
son de´faut est nul. Le de´faut correspond a` la notion de “dimension non line´arisable” par
bouclage endoge`ne, e´tendant ainsi dans le cadre alge´brique une notion de [33]. Pour le
voir, on utilise le the´ore`me 1.2 en ge´ne´ralisant ce qui a e´te´ fait pre´ce´demment pour un
syste`me plat: soient (x,u) une re´alisation d’un syste`me D/k de de´faut δ et y une sortie
maximale. On peut alors trouver un ensemble η := (η1, . . . ,ηδ) tel que (η,y) soit une
re´alisation de D/k<y>; pour ν ∈ Nm, (η,y, . . . ,y(ν)) est alors une extension dynamique
classique de (x,u). En posant Y := (y, . . . ,y(ν)) et v := y(ν+1), les e´quations de´finissant la
re´alisation (η,Y,v) s’e´crivent
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γi(η˙i,η,Y ) = 0 (1.4)
Y˙ = AY +Bv,
pour i = 1, . . . ,δ, ou` les γi sont des polynoˆmes sur k. Il existe alors un ensemble z tel que
αi(ui,x,z,v) = 0
aj(z˙j,x,z,v) = 0
ϕk(xk,η,Y ) = 0
ϕn+j(zj,η,Y ) = 0
ψl(ηl,x,z) = 0
ψδ+s(Y l,x,z) = 0
pour i = 1, . . . ,m, j = 1, . . . ,p − n, k = 1, . . . ,n, l = 1, . . . ,δ et s = 1, . . . ,p, ou` les
αi,ai,ϕ1,ψi sont des polynoˆmes sur k, avec p := ν1 + . . .+ νm. L’e´quation (1.4) est claire-
ment “le plus petit syste`me non line´arisable par bouclage endoge`ne”. Comme dans le cas
statique, ce syste`me n’est pas unique et seule sa “dimension” δ est intrinse`que.
Remarque 1.4 Un syste`me plat n’est donc rien d’autre qu’un syste`me line´arisable par
bouclage endoge`ne. Une question inte´ressante est de savoir quels sont les liens entre la
line´arisation la plus ge´ne´rale (i.e. la line´arisation par bouclage exoge`ne) et la platitude:
alors que de nombreux syste`mes issus de proble`mes concrets sont plats, les syste`mes qui
sont line´arisables sans eˆtre plats ont l’air plutoˆt rares. A l’heure actuelle, il ne semble
d’ailleurs pas que l’on en connaisse un seul exemple, et en fabriquer ne parait pas si facile.
✷
1.6 Exemples de syste`mes plats
On donne ici trois exemples simples de syste`mes plats issus de la me´canique des so-
lides. Ces exemples sont inte´ressants en tant que “prototypes” de situations fre´quemment
rencontre´es en pratique. Comme souvent en me´canique, les e´quations les de´crivant com-
portent des fonctions trigonome´triques, re´sultant de la projections des e´quation de la dy-
namique dans un repe`re. Il est cependant tre`s facile de les re´e´crire sous forme alge´brique
de la fac¸on suivante: si α est une variable d’e´tat repre´sentant un angle, le changement de
coordonne´es t := tan α
2
conduit a` sinα = 2t
1+t2
, cosα = 1−t
2
1+t2
, α˙ = 2t˙
1+t2
et met le syste`me
sous forme diffe´rentielle alge´brique.
Pendule plan
Cet exemple est la re´interpre´tation d’un re´sultat plus ge´ne´ral de [10]. Soit un solide plan
de masse m dont on sait commander les acce´le´rations en un point A distinct du centre
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d’inertie G. En appelant θ l’angle entre la droite AG et la verticale, et x,z les coordonne´es
de A, les e´quations du mouvement sont
x¨ = u
z¨ = v
aθ¨ = g sin θ + u cos θ + v sin θ,
avec a :=
I
md
+ d, ou` d est la distance AG et I le moment d’inertie en G.
x
z
G
A
Fig. 1.1 – pendule plan
Une sortie plate est fournie par y1 := x− a sin θ, y2 := z + a cos θ. En effet, on e´tablit
facilement
(y1 − x)2 + (y2 − z)2 = a2
(y1 − x)(y¨2 + g)− (y2 − z)y¨1 = 0
(y1 − x)− (y2 − z) tan θ = 0.
Les deux premie`res e´quations permettent de calculer x et z en fonction de la sortie. En
les de´rivant, il est facile d’exprimer u et v en fonction des de´rive´es de y d’ordre au plus 4.
La troisie`me e´quation permet de calculer θ; en posant t := tan θ
2
, elle devient alge´brique:
(1 + t2)(y1 − x)− 2t(y2 − z) = 0.
On peut intepre´ter y = (y1,y2) comme les coordonne´es d’un point C du solide, situe´
sur la droite AG a` une distance a de A. Ce point, appele´ centre d’oscillation, est depuis
longtemps connu des me´caniciens (cf par exemple [46]): un pendule ponctuel AC (toute
la masse est concentre´e en C) de masse m, oscille a` la meˆme vitesse que le solide.
Avion a` de´collage vertical
Conside´rons avec [22] les e´quations simplifie´es d’un avion a` de´collage vertical e´voluant
dans le plan vertical:
x¨ = −u sin θ + εv cos θ
z¨ = ucosθ + εv sin θ − 1
θ¨ = v,
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ou` x et z sont les coordonne´es du centre d’inertie de l’avion et θ est l’angle de roulis
(i.e. orientation de l’avion par rapport a` l’horizontale). Les commandes u et v sont res-
pectivement la pousse´e et le moment de roulis. Toutes les grandeurs physiques ont e´te´
normalise´es (ainsi “−1” repre´sente l’acce´le´ration de la pesanteur); ε est un (petit) coeffi-
cient traduisant le couplage entre le moment de roulis et l’acce´leration late´rale.
Une sortie plate est y1 = x− ε sin θ, y2 = z + ε cos θ. On ve´rifie facilement que
(y1 − x)2 + (y2 − z)2 = ε2
(y1 − x)(y¨2 + 1)− (y2 − z)y¨1 = 0
(y1 − x) tan θ − (y2 − z) = 0.
Les commandes u et v s’obtiennent alors a` partir de
u cos θ = y¨2 + 1 + εθ˙2 cos θ
v(1 + tan2 θ) =
¨︷ ︷
tan θ − 2θ˙2 tan θ.
La similitude avec l’exemple pre´ce´dent est flagrante, ce qui n’est pas comple`tement sur-
prenant quand on re´fle´chit a` la signification physique du mode`le.
Camion a` n remorques
L’exemple traite´ maintenant est un cas typique de syste`me me´canique non holonome.
Conside´rons avec [36] les e´quations cine´matiques d’un ve´hicule auquel est attache´ un train
de n remorques, le timon de la remorque i e´tant accroche´ au milieu de l’axe des roues
arrie`re de la remorque i− 1. Les commandes u et v sont la vitesse de rotation des roues
arrie´re du camion et l’orientation de ses roues avant. Sous l’hypothe`se de roulement sans
glissement, on a alors
x˙0 = u cos θ0
y˙0 = u sin θ0
ϕ˙ = v
θ˙0 =
u
d0
tanϕ
θ˙i =
u
di
sin(θi−1 − θi)(
i−1∏
j=1
cos(θj−1 − θj)), i = 1, . . . ,n,
avec (x0,y0) coordonne´es du point P0, milieu de l’axe des roues arrie´re du camion, ϕ
vitesse de rotation de ces roues, et θ0, . . . ,θn orientations du camion et des remorques. Les
parame`tres d0, . . . ,dn sont positifs (ce sont des distances).
Soient (xi,y), i = 1, . . . ,n, les coordonne´es du point Pi, milieu de l’axe des roues de la
remorque i:
xi = x0 −
∑i
k=1 dk cos θ
k
yi = y0 −
∑i
k=1 dk sin θ
k.
On va montrer que les coordonne´es de Pn forment une sortie plate. Un calcul direct montre
que y˙i = x˙i tan θi pour i = 0, . . . ,n. Par ailleurs, xi−1 = xi+di cos θi et yi−1 = yi+di sin θi
ce qui entraine
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xn
0yn 1
d1
P0
P1
n-1
Pn
Pn-1
dn
n
d0 Q
Fig. 1.2 – camion a` n remorques
(xi−1 − xi)2((x˙i)2 + (y˙i)2)− (dix˙i)2 = 0
(yi−1 − yi)2((x˙i)2 + (y˙i)2)− (diy˙i)2 = 0.
Autrement dit, tan θi, xi−1 et yi−1 sont alge´briques sur R(xi,x˙i,yi,y˙i). On en de´duit faci-
lement que tan θ0, x0 et y0 sont alge´briques sur R(xn, . . . ,xn(n+1),y
n, . . . ,yn(n+1)). De plus,
on exprime u, v et ϕ en fonction de x˙0,y˙0,θ0 par
(u)2 = (x˙0)2 + (y˙0)2
((x˙0)2 + (y˙0)2) tan2 ϕ = (d0θ˙0)
2
v = ϕ˙,
ce qui montre que (xn,yn) est une sortie plate.
Il est inte´ressant de constater que dans ces trois exemples, la sortie plate correpond
aux coordonne´es d’un point “remarquable” du syste`me physique conside´re´.
1.7 Syste`mes entre´e-sortie et de´couplage
On reformule ici certains re´sultats de [15, 16] sur le de´couplage des syste`mes entre´e-
sortie, en les pre´cisant a` l’aide des notions pre´ce´demment e´tablies.
Un syste`me entre´e-sortie (D/k,y) est un couple constitue´ d’un syste`me D/k et d’une
sortie y de ce syste`me (i.e. y est alge´brique sur D). On de´finit de meˆme une dyna-
mique entre´e-sortie et une re´alisation entre´e-sortie. On pose m := d◦tr diff D/k et y :=
(y1, . . . ,yp).
De´finition 1.7 Deux syste`mes entre´e-sortie (D1/k,y1) et (D2/k,y2) sont dits e´quivalents
(ou e´quivalents par bouclage endoge`ne) si D1/k ∼ D2/k et k<y1>/k ∼ k<y2>/k.
Le rang diffe´rentiel de sortie ρ de (D/k,y) est le degre´ de transcendance diffe´rentielle de
k<y>/k. Le syste`me entre´e sortie (D/k,y) est inversible a` gauche si ρ = m, inversible
a` droite si ρ = p. Si m = p, inversibilite´ s droite et gauche sont e´quivalentes et on
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dira simplement que le syste`me entre´e-sortie est inversible. L’inversibilite´ a` droite signifie
simplement qu’il n’y a aucune relation diffe´rentielle entre les composantes de la sortie.
Proposition 1.5 Un syste`me entre´e-sortie (D/k,y) est inversible a` gauche ssi D est
diffe´rentiellement alge´brique sur k<y>.
Preuve. Comme y est par de´finition alge´brique sur D, l’e´nonce´ signifie simplement
d◦tr diff D<y>/k<y>= 0. Mais d◦tr diff D<y>/k<y>= d◦tr diff D/k−d◦tr diff k<y>/k =
m− ρ, d’ou` le re´sultat..
Si p = m, l’inversibilite´ du syste`me entre´e-sortie signifie donc simplement que y est
une entre´e de D/k. De plus, l’extension D<z>/k<z>est alge´brique et son degre´ de
transcendance est fini.
De´finition 1.8 On appelle de´faut du syste`me entre´e-sortie inversible (D/k,y) le degre´
de transcendance diffe´rentielle de D<y>/k<y>.
Remarque 1.5 On dira parfois pour insister de´faut entre´e-sortie du syste`me (D/k,y),
pour bien faire la distinction avec le de´faut du syste`meD/k qui est une notion inde´pendante
de toute sortie. ✷
Le rang diffe´rentiel de sortie et le de´faut sont des nombres importants pour le proble`me
du de´couplage, que nous abordons maintenant. Notons qu’en pratique il n’est pas restrictif
de conside´rer qu’un syste`me entre´e-sortie (D/k,y) est inversible a` gauche; en effet si son
rang diffe´rentiel de sortie est ρ < m, on peut toujours comple´ter ly par m−ρ e´le´ments de
D qui ne “servent a` rien” de fac¸on a` obtenir un syste`me entre´e-sortie inversible a` gauche,
et on n’a pas change´ les proprie´te´s d’inversibilite´ a` droite (au sens ou` il y a toujours le
meˆme nombre de relations diffe´rentielles entre les composantes de la sortie).
Une dynamique entre´e-sortie (D/k<u> ,y) est de´couple´e s’il existe une partition
u := (ua,ub) et un multiientier ν ∈ Np tels que ua = y(ν); chaque composante de la sortie
ne de´pend donc que d’une seule composante de l’entre´e. Un syste`me entre´e-sortie (D/k,y)
est de´couplable s’il admet une entre´e u telle que (D<u>/k<u> ,y) soit de´couple´e. On a
alors:
The´ore`me 1.6 Un syste`me entre´e-sortie est de´couplable ssi il est inversible a` droite.
Preuve. Soit (D/k,y) un syste`me entre´e-sortie. S’il n’est pas inversible a` droite, y est
lie´ sur k, et pour tout ν ∈ Np, y(ν) est aussi lie´ sur k. Comme u est inde´pendant sur k,
il ne peut exister de partition u := (ua,ub) telle que ua = y(ν), ce qui fait que le syste`me
n’est pas de´couplable.
Re´ciproquement, (D/k,y) inversible a` droite signifie que y est inde´pendant sur k. On
peut alors partitionner u en (ua,ub) de sorte que v := (y,ua) soit une entre´e de D/k, et il
est clair que la dynamique entre´e-sortie (D<v>/k<v> ,y) est de´couple´e.
Corollaire 1.7 Un syste`me entre´e-sortie est de´couplable ssi il est e´quivalent a` une dy-
namique de´couple´e.
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Preuve. Deux syste`mes entre´e-sortie e´quivalents ont e´videmment le meˆme rang diffe´rentiel
de sortie.
Le the´ore`me 1.2 permet de faire le lien entre ce re´sultat et la notion usuelle de
de´couplage par bouclage dynamique: soient (D/k,y) un syste`me entre´e-sortie inversible
de de´faut δ et (x,u) une re´alisation de D/k; les commentaires faits apre`s la de´finition
du de´faut de D/k a` la section 1.5 montrent imme´diatement qu’on peut transformer la
re´alisation (x,u) par bouclage endoge`ne classique et “changement de coordonne´es” en une
re´alisation
γi(η˙i,η,Y ) = 0 (1.5)
y˙(ν) = v,
pour i = 1, . . . ,δ, ou` les γi sont des polynoˆmes sur k. L’e´quation (1.5), qui est de “dimen-
sion” δ est la transcription alge´brique de la notion de “dynamique des ze´ros” (cf [6, 28]).
Il est inte´ressant de constater que l’on construit le bouclage de´couplant de fac¸on “in-
trinse`que” sans utiliser d’algorithme de de´couplage du type algorithme de Singh [43]: dans
la preuve du the´ore`me 1.2, on choisit simplement des composantes de y pour comple´ter
x en une base de transcendance et on calcule le bouclage par e´limination; l’algorithme
de Singh peut alors s’interpre´ter comme un choix particulier de ces composantes. On
trouvera dans [11] des re´sultats inte´ressants sur une autre approche “intrinse`que” des
bouclages de´couplants. Au chapitre suivant, on me`nera une de´marche analogue dans le
cas analytique, ce qui permettra de s’affranchir des “fausses” singularite´s lie´es au choix
d’un algorithme.
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Chapitre 2
Point de vue analytique
Introduction
On veut e´tendre les concepts introduits dans le chapitre pre´ce´dent aux syste`mes ana-
lytiques
x˙ = f(x,u),
avec f analytique sur un ouvert connexe d’un espace vectoriel de dimension finie (comme
au chapitre pre´ce´dent, u de´signe un nombre arbitraire mais fini de de´rive´es de u); pour
respecter la terminologie usuelle, on appelle ici “syste`me” ce qu’on aurait plutoˆt appele´
“re´alisation” pour eˆtre cohe´rent avec le chapitre pre´ce´dent.
Notons qu’une re´alisation d’un syste`me alge´brique peut se mettre sous cette forme ex-
plicite au voisinage de presque tout point par le the´ore`me des fonctions implicites. Cette
situation est caracte´ristique du genre de ge´ne´ralisation qu’on va faire: on commence par
de´finir “le syste`me f posse`de la proprie´te´ Pr au point P”, et on dit ensuite que “le syste`me
f posse`de la proprie´te´ Pr” s’il existe un point P tel que le syste`me f posse`de la proprie´te´
Pr en P . A chaque fois la proprie´te´ Pr sera ge´ne´rique au sens suivant: si Pr est vraie
en un point, alors elle est vraie en presque tout point. On e´carte donc comple`tement le
proble`me des points singuliers. Ce faisant, on perd bien suˆr l’aspect “global” de l’approche
alge´brique; en revanche, on a maitenant la possibilite´ d’utiliser des re´sultats d’existence,
typiques de la ge´ome´trie diffe´rentielle (cf par exemple les crite`res de platitude du cha-
pitre 3). Notons que ce qui est fait dans ce chapitre pourrait eˆtre e´tendu au cadre C∞
moyennant les pre´cautions d’usage.
Le chapitre est organise´ de la manie`re suivante: l’e´quivalence, les bouclages endoge`nes
et la platitude sont de´finis a` la section 2.1, et un re´sultat analogue au the´ore`me 1.2 est
e´tabli. La section 2.2 introduit le proble`me de la construction a` partir d’une sortie plate
d’un bouclage line´arisant autour d’un point donne´, et le replace dans le cadre plus ge´ne´ral
du de´couplage en un point d’un syste`me entre´e-sortie; ce genre de question est typique du
cadre analytique (dans le cadre alge´brique, l’existence de bases de transcendance, jointe a`
l’utilisation de l’algorithme d’e´limination permet de construire globalement le bouclage, cf
section 1.7). Un bon outil pour traiter ce proble`me est la filtration entre´e-sortie associe´e a`
un syste`me entre´e-sortie, dont l’e´tude a` la section 2.3 constitue le plus gros de ce chapitre:
la premie`re partie expose les proprie´te´s “ge´ne´riques” de cette filtration, et la seconde
les proprie´te´s “ponctuelles”; la co¨ıncidence de ces deux types de proprie´te´s conduit a` la
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notion importante de re´gularite´ en un point d’un syste`me entre´e-sortie; la troisie`me partie
s’inte´resse au comportement de cette filtration sous l’effet d’un bouclage. La section 2.4
cloˆt le chapitre en montrant les implications de la notion de re´gularite´, et en particulier
re´soud le proble`me du de´couplage en un point.
La notion de re´gularite´ en un point (dans le cas d’un point de´quilibre) et le fait qu’un
syste`me inversible et re´gulier en un point est de´couplable en ce point font l’objet d’un
article a` paraitre [34].
2.1 Equivalence, bouclage endoge`ne et platitude
On pre´cise ici quelques conventions et notations utilise´es par la suite. Lorsqu’on
conside`re un syste`me x˙ = f(x,u), on suppose que son domaine de de´finition est X × U ,
avec X ouvert de Rn et U := U0 × . . . × Uk produit de k + 1 ouverts de R
m, k e´tant un
entier “suffisamment” grand (on travaille en fait dans l’espace des jets infinis de U , avec
des objets ne de´pendant que d’un nombre fini, mais arbitraire de jets de u); on notera
πx,πu,πu˙, etc, les projections canoniques sur X,U0,U1, etc; on de´signera toujours par N
un point (x,u) de X × U . De meˆme, on supposera que le syste`me y˙ = g(y,v) est de´fini
sur Y × V ouvert de Rp × (Rm)k+1 et on de´signera par P un point (y,v) de Y × V . On
appellera B un bouclage dynamique sur f de la forme
u = α(x,z,v)
z˙ = a(x,z,v),
de´fini sur un ouvert X × Z × V ⊂ Rn × Rq × (Rm)k+1, et on de´signera par Q un point
(x,z,v) de cet espace. Le syste`me boucle´ sera note´ fB. On utilisera parfois le syste`me f (ν),
ν ∈ Nm, obtenu a` partir de f par
x˙ = f(x,u)
u˙(ν) = u˜
(l’e´tat est x˜ := (x,u, . . . ,u(ν)) et l’entre´e est u˜ := u(ν+1); comme au chapitre pre´ce´dent, on
e´crit (x,u, . . . ,u(ν)) pour (x
1, . . . ,xn,ui, . . . ,ui(νi−1)), i = 1, . . . ,m (avec u
i
(−1) := 0) et u(ν)
pour {u1(ν1), . . . ,u
n
(νn)}). On e´crira f pour f (ν) avec ν “suffisamment” grand. Si r ∈ N, on
pose f(r) := f(ν), avec ν := (r, . . . ,r) ∈ N
m.
Si k est une application de´finie sur X×U , on notera, sauf ambiguite´, k˙ sa prolongation
(ou de´rivee totale) par rapport a` f , i.e. k˙ := Dk.f = Lfk; si k est de´finie sur Y × V , on
posera de meˆme k˙ := Lgk, et si k est de´finie sur X × Z × V , k˙ := LfBk.
Comme au chapitre pre´ce´dent on dira que le syste`me f est classique s’il ne de´pend pas
des de´rive´es de u d’ordre > 1 (I;e. x˙ = f(x,u)). De meˆme, le bouclage B est dit classique
si ni α ni a ne de´pendent des de´rive´es de u d’ordre > 1.
Donnons pour terminer une de´finition qui est l’adaptation d’une notion classique
de ge´ome´trie diffe´rentielle. Soient f et f˜ deux syste`mes x˙ = f(x,u) et ˙˜x = f˜(x˜,u)
de´finis respectivement sur X × U , voisinage de N0 := (x0,u0), et X˜ × U , voisinage de
N˜0 := (x˜0,u0). On dit que f et f˜ sont conjugue´s en (N0,N˜0) s’il existe un diffe´omorphisme
(analytique) Φ d’un voisinage de x0 sur un voisinage de x˜0 tel que Φ(x0) = x˜0 et
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f˜(Φ(x),u) = DΦ(x).f(x,u); on a bien suˆr une relation re´ciproque en utilisant l’inverse
de Φ.
On peut maintenant entrer dans le vif du sujet: dire que deux syste`mes (au sens
alge´brique) sont e´quivalents signifie qu’il y a une correspondance (alge´brique) biunivoque
“sans inte´grales” entre leurs trajectoires; pour e´tendre cette notion au cadre analytique,
on va demander que cette correpondance soit analytique, ce qu’on e´nonce de la fac¸on
suivante:
De´finition 2.1 Deux syste`mes f et g sont e´quivalents en (N0,P0) s’il existe quatre ap-
plications analytiques ϕ : Y × V → Rn, ψ : X × U → Rp, α : Y × V → Rm et
β : X × U → Rm telles que N0 = (ϕ(P0),α(P0)), P0 = (ψ(N0),β(N0)) et, pour tout
(x,y,u,v) ∈ X × Y × U × V ,
x = ϕ(ψ(x,u),β(x,u)) (2.1)
u = α(ψ(x,u),β(x,u)) (2.2)
y = ψ(ϕ(y,v),α(y,v)) (2.3)
v = β(ϕ(y,v),α(y,v)) (2.4)
g(ψ(x,u),β(x,u)) = Dψ(x,u).f(x,u) (2.5)
f(ϕ(y,v),α(y,v)) = Dϕ(y,v).g(y,v). (2.6)
Deux syste`mes f et g sont e´quivalents s’il existe des points (N0,P0) tels que f et g
sont e´quivalents en (N0,P0).
Autrement dit, si (x(t),u(t)) est une trajectoire de f alors (ψ(x(t),u(t)),β(x(t),u(t))) est
une trajectoire de g; de plus, il existe une unique trajectoire (y(t),v(t)) de g telle que
(x(t),u(t)) = (ϕ(y(t),v(t)),α(y(t),v(t))). On a e´videmment un enonce´ similaire en inter-
vertissant f et g. On peut aussi interpreˆter de´finition en disant que les syste`mes e´tendus
f et g sont “conjugue´s sur l’espace des jets infinis”. Comme au chapitre pre´ce´dent, on
dira parfois pour insister que les syste`mes f et g sont e´quivalents par bouclage endoge`ne.
Clairement, si deux syste`mes sont e´quivalents en (N0,P0), ils sont aussi e´quivalents en
tout couple de points (N,ψ(N)) pour N appartenant a` un voisinage de N0; notons aussi
que si deux syste`mes sont e´quivalents, ils sont e´quivalents en (N,ψ(N)) pour presque tout
N . On a bien suˆr des e´nonce´s analogues en e´changeant les roˆles de N et P .
Une conse´quence imme´diate de la de´finition est que deux syste`mes line´aires comman-
dables ayant le meˆme nombre de commandes sont e´quivalents.
Cette de´finition de l’e´quivalence dans le cadre analytique est bien une ge´ne´ralisation
de l’e´quivalence dans le cadre alge´brique: deux syste`mes alge´briques e´quivalents au sens
alge´brique le sont aussi au sens analytique, mais la re´ciproque est fausse (la correpondance
entre les trajectoires peut eˆtre analytique sans eˆtre alge´brique).
Pour de´finir l’inversibilite´ d’un bouclage on transpose une proprie´te´ e´vidente d’un
bouclage alge´brique:
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De´finition 2.2 Un bouclage B est inversible au point Q0 si pour tout r ∈ N les appli-
cations α,α˙, . . . ,α(r) sont inde´pendantes en Q0 (c’est a` dire les m(r + 1) diffe´rentielles
dαi(Q0), . . . ,dα
i
(r)(Q0), i = 1, . . . ,m sont line´airement inde´pendantes sur R).
Un bouclage B est inversible s’il existe un point Q0 tel que B est inversible en Q0.
Pour de´finir un bouclage endoge`ne, on ge´ne´ralise le fait que les variables z et v d’un
bouclage endoge`ne alge´brique sont “engendre´es” par x et u, ce qui s’e´crit:
De´finition 2.3 Un bouclage B est endoge`ne au point Q0 s’il existe deux applications
analytiques κ : X×U → Rq et λ : X×U → Rm telles que pout tout (x,z,v) ∈ X×Z×V ,
κ(x,α(x,z,v)) = z
λ(x,α(x,z,v)) = v.
Un bouclage B est endoge`ne s’il existe un point Q0 tel que B est endoge`ne en Q0.
On reviendra a` la section 2.4 sur certains aspects des deux de´finitions pre´ce´dentes et leurs
liens avec un crite`re analogue au crite`re 1.4, qui permettra de verifier concre`tement qu’un
bouclage est endoge`ne.
Pour e´tablir un lien entre e´quivalence et bouclage endoge`ne, analogue au the´ore`me 1.2,
on a e´galement besoin d’une notion d’extension dynamique.
De´finition 2.4 Soient f et g deux syste`mes. On dit que g est une extension dynamique
de f en (N0,P0) s’il existe un point Q0 := (x0,z0,v0) ∈ X ×Z ×V et un bouclage B de´fini
sur un voisinage de Q0, ve´rifiant α(Q0) = u0 et inversible en Q0, tels que fB et g sont
conjugue´s en (Q0,P0).
On dit que g est une extension dynamique de f s’il existe des points (N0,P0) tels que
g est une extension dynamique de f en (N0,P0).
L’extension est dite endoge`ne en (N0,P0) (resp. endoge`ne) si le bouclage B est endoge`ne
en Q0 (resp. endoge`ne). Elle est dite classique, s’il est possible de trouver un bouclage
B classique ve´rifiant la de´finition. On a alors le re´sultat important suivant, qui relie la
notion d’e´quivalence a` cele de bouclage et analogue dau the´ore`me 1.2:
The´ore`me 2.1 Soient f et g deux syste`mes e´quivalents en (N0,P0). Pour ν ∈ N
m suffi-
samment grand, g(ν) est une extension dynamique endoge`ne classique de f en (N0,P0).
Preuve. Posons y˜ := (y, . . . ,y(ν)), v˜ := y(ν+1) et g˜ := g(ν). Pour ν suffisamment grand, g˜
est un syste`me classique, et il existe par de´finition de l’e´quivalence des applications ϕ,α,β
telles que
x = ϕ(ψ(x,u)) (2.7)
u = α(ψ(x,u),β(x,u)) (2.8)
y˜ = ψ(ϕ(y˜),α(y˜,v˜)) (2.9)
v˜ = β(ϕ(y˜),α(y˜,v˜)) (2.10)
f(ϕ(y˜),α(y˜,v˜)) = Dϕ(y˜).g˜(y˜,v˜). (2.11)
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La relation (2.7) implique que ϕ est de rang maximum n au point y˜0; on peut, quitte a` le
restreindre, partitionner Y˜ en Y˜ a × Y˜ b ∈ Rn × Rp−n de fac¸on que l’application
Φ(y˜) := (ϕ(y˜),πb(y˜))
soit un diffe´omorphisme dans un voisinage de y˜0 (on de´note les projections canoniques
par πa et πb). Ce diffe´omorphisme admet un inverse Ψ de´fini sur un voisinage X˜ de x˜0 :=
Φ(y˜0), que l’on peut e´galement supposer de la forme X˜
a × X˜b ⊂ Rn × Rp−n. Clairement,
πb ◦ Φ = πb, ce qui entraine πb ◦Ψ = πb ◦ Φ ◦Ψ = πb; on a aussi πa(x˜0) = ϕ(y˜0) = x0.
Conside´rons alors le champ de vecteurs
f˜(x˜,v˜) :=
(
f(πa(x˜),α(Ψ(x˜),v˜))
πb ◦ g˜(Ψ(x˜),v˜)
)
de´fini sur X˜ × V˜ . En posant (x,z) := (πa(x˜,πb(x˜)), on voit que ceci de´finit un bouclage
B sur le syste`me f . En posant α˜(x˜,v˜) := α(Ψ(x˜),v˜), et en prolongeant la relation (2.8), il
est imme´diat que α˜(Q0) = u0 et que B est inversible en Q0. De plus, sur un voisinage de
Q0, on a en utilisant (2.11)
f˜(Φ(y˜),v˜) :=
(
f(φ(y˜),α(y˜,v˜))
πb ◦ g˜(y˜,v˜)
)
= DΦ(y˜).g˜(y˜,v˜),
et re´ciproquement, i.e. f˜ et g˜ sont conjugue´s en (Q0,P0). Autrement dit g˜ est une extension
dynamique de f en (N0,P0).
Il reste a` montrer que B est endoge`ne en Q0; en e´crivant les relations (2.9) et (2.10)
pour y˜ := Ψ(x˜), on a
Ψ(x˜) = ψ(ϕ ◦Ψ(x˜),α(Ψ(x˜),v))
= ψ(πa(x˜),α(Ψ(x˜),v))
v = β(ϕ ◦Ψ(x˜),α(Ψ(x˜),v))
= β(πa(x˜),α(Ψ(x˜),v)).
Comme z = πb(X), on en de´duit
∀ x,z,v, z = πb ◦ ψ(x,α(Ψ(x,z),v)) =: κ(x,z,v)
v = β(x,α(Ψ(x,z),v)) =: λ(x,z,v),
ce qui conclut la de´monstration.
On a e´galement un re´sultat re´ciproque, ce qui montre que l’e´quivalence et les bouclages
endoge`nes sont bien deux facettes de la meˆme notion:
The´ore`me 2.2 Si g est une extension dynamique endoge`ne de f en (N0,P0), alors f et
g sont e´quivalents en (N0,P0).
Preuve. Par de´finition, il existe un point Q0 := (x0,z0,v0) et un bouclage endoge`ne B
de´fini dans un voisinage de ce point, ve´rifiant α(Q0) = u0 et inversible en Q0, tels que fB
et g sont conjugue´s en (Q0,P0). Il existe donc un diffe´omorphisme Φ de´fini sur un
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voisinage de y0 telle que (x0,z0) = Φ(y0) et fB(Φ(y),v) = DΦ(y).g(y,v). On ve´rifie alors
facilement que les quatre applications ϕ,α˜,ψ,β de´finies par
ϕ(y,v) := πx ◦Ψ(y)
α˜(y,v) := α(Ψ(y),v)
ψ(x,u) := Ψ−1(x,κ(x,u))
β(x,u) := λ(x,u),
ou` κ et λ sont les applications de la de´finition 2.3, ve´rifient les six relations de la de´finition 2.1.
Terminons cette section avec la notion de platitude. Au chapitre pre´ce´dent, on a de´fini un
syste`me plat comme e´tant un syste`me e´quivalent a` un syste`me purement diffe´rentiellement
transcendant, ou, ce qui revient au meˆme, e´quivalent a` un syste`me line´aire commandable.
Il est donc naturel de poser:
De´finition 2.5 Le syste`me f est dit plat au point N0 s’il existe un point P0 tel que f est
e´quivalent en (N0,P0) a` un syste`me line´aire commandable de´fini autour de P0. L’applica-
tion ψ de la de´finition 2.1 est alors appele´e sortie plate (ou encore sortie line´arisante).
Le syste`me f est dit plat s’il existe un point N0 tel que f est plat en point N0.
Pour se conformer a` l’usage, on notera h (au lieu de ψ) pour une sortie plate. Le contenu
intuitif de la platitude est le suivant (on particularise la discussion de la de´finition 2.1):
si (x(t),u(t)) est une trajectoire de f , il existe une unique application y(t) telle que
(x(t),u(t)) = (ϕ(y(t)),α(y(t))). Re´ciproquement, toute application y(t) de´finit une tra-
jectoire (ϕ(y(t)),α(y(t))) de f .
D’apre`s les the´orm`es 2.1 et 2.2, il est imme´diat qu’un syste`me est plat ssi il est
line´arisable par bouclage endoge`ne.
2.2 Construction de bouclages et de´couplage
Etant donne´ un syste`me fplat en N0, muni d’une sortie h plate en N0, il est possible
par le the´ore`me 2.1 de construire un bouclage B de´fini sur un voisinage de Q0 avec
α(Q0) = u0 tel que fB et h(ν) = v sont conjugue´s en (N0,h(N0)); pour utiliser directement
le the´ore`me, il faut aussi connaitre les applications ϕ et α de la de´finition 2.5. On montrera
a` la section 2.4 que la connaissance de h suffit pour construire le bouclage. En fait, on
re´soudra le proble`me plus ge´ne´ral du de´couplage re´gulier. Afin de poser le proble`me,
donnons d’abord quelques de´finitions.
Soit un syste`me entre´e-sortie (f,h)
x˙ = f(x,u)
y = h(x,u),
avec f et h := (h1, . . . ,hs) analytique sur un ouvert connexe X × U du pointN0. Ce
syste`me est de´couple´ si on peut partitionner U en Ua × U b ⊂ Rs × Rm−s de fac¸on qu’il
existe ν ∈ Ns tel que h(ν) = u
a; il est de´couplable en N0, s’il existe un bouclage B
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u = α(x,z,v)
z˙ = a(x,z,v)
de´fini sur un voisinage d’un point Q0 ∈ X × Z × V , avec α(Q0) = u0, tel que le syste`me
entre´e-sortie boucle´ (fB,hB)
x˙ = f(x,α(x,z,v))
z˙ = a(x,z,v)
y = h(x,α(x,z,v))
est de´couple´. Il est de´couplable s’il existe un point N0 tel qu’il est de´couplable en N0. Pour
insister, on dira parfois re´gulie`rement de´couplable en N0 au lieu de de´couplable en N0.
Le proble`me du de´couplage “ge´ne´rique” a e´te´ largement e´tudie´ (cf [43, 37, 12, 38,
13, 4]). A l’aide d’algorithmes d’inversion, il est possible de construire explicitement un
bouclage me´romorphe de´couplant ssi le syste`me est inversible a` droite; cependant, ce
bouclage peut e´ventuellement prendre une valeur infinie au point Q0. Une condition,
dite de re´gularite´ forte, permet de garantir que cela n’arrive pas: si le syste`me (f,h)
est fortement re´gulier en N0, alors il est re´gulie`rement de´couplable en N0 (en fait il y a
plusieurs variantes de cette notion, cf e´galement [41, 24, 25, 3]). Il est bien connu que cette
condition n’est pas ne´cessaire; il a meˆme e´te´ montre´ ([40]) que les bouclages construits
a` partir de ces algorithmes ne sont pas assez ge´ne´raux pour de´coupler re´gulie`rement un
syste`me. Un des re´sultats nouveaux de ce chapitre est une condition ne´cessaire et suffisante
pour re´soudre ce proble`me.
2.3 Filtration entre´e-sortie
Soit un syste`me entre´e-sortie (f,h)
x˙ = f(x,u)
y = h(x,u),
avec f et h analytiques sur un ouvert connexe X × U ⊂ Rn × Rm. Pour simplifier, on
ne conside`re ici que des syste`mes classiques; l’adaptation des re´sultats aux syste`mes non
classiques, qui est tre`s facile, est expose´e au paragraphe 2.3.2.
Un certain nombre de proprie´te´s de (f,h) sont lie´es a` la filtration entre´e-sortie (Eν)ν∈Z
du M-espace vectoriel spanM{dπx,dπu} de´finie par
Eν := 0, ν ≤ −2
E−1 := spanM{dπx},
Eν := spanM{dπx,dh, . . . ,dh(ν)}, ν ≥ 0,
ou` M de´signe le corps des fonctions me´romorphes sur X × U , et dk la diffe´rentielle de
l’application k := (k1, . . . ,ks) de´finie sur X ×U ; on e´crit un peu abusivement spanM{dk}
au lieu de spanM{dk
1, . . . ,dks}; rappelons que πx,πu,πu˙, etc de´signent les projections ca-
noniques sur X,U0,U1, etc. Cette filtration a e´te´ initialement introduite dans [4], puis a
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e´te´ utilise´e dans le cadre alge´brique (cf [11, 2, 1]). Alors que les de´monstrations dans [4]
reposent esentiellement sur un algorithme d’inversion, l’approche alge´brique, fonde´e sur
l’existence d’un polynoˆme nume´rique classiquement utilise´ en alge`bre, est beaucoup plus
synthe´tique. On s’est fortement inspire´ de ce point de vue, aussi bien pour les pro-
prie´te´s “ge´ne´riques” (paragraphe 2.3.1) de la filtration entre´e-sortie et ses proprie´te´s
ponctuelles (paragraphe 2.3.3) que pour son comportement sous l’action d’un bouclage
(paragraphe 2.3.4).
Il est imme´diat que la filtration n’est pas modifie´e par un bouclage statique (inversible)
sur f mais l’est par un bouclage dynamique; on verra a` la section 2.3.4 que les coefficients
de son polynoˆme nume´rique sont par contre invariants par bouclage endoge`ne (inversible),
ce qui montre que l’objet important est ce polynoˆme, et pas la filtration elle-meˆme.
2.3.1 Proprie´te´s ge´ne´riques
La brique de base qui permet de montrer l’existence d’un polynoˆme nume´rique est le
the´ore`me 2.3; c’est le pendant dans le cadre analytique d’un re´sultat de [11]. Dans les
de´monstrations, on a souvent utilise´ la proprie´te´ suivante: si k est une fonction de´finie
sur X × U , alors
˙︷ ︷
dk := Lfdk = dLfk = dk˙, en utilisant le fait que la de´rive´e de Lie et la
de´rive´e exte´rieure commutent.
The´ore`me 2.3 ∀ ν ≥ 0, dimEν/Eν−1 = dimEν ∩ U0, avec U0 := spanM{dπu}.
Preuve. On commence par montrer que pour tout ν ≥ 0, dimEν/Eν−1 ≤ dimEν ∩
U0. Comme E0 ⊂ spanM{dπx,dπu}, c’est vrai a` l’e´tape 0. On suppose que c’est vrai a`
l’e´tape 0ν et on pose k := dimEν/Eν−1. A un re´indic¸age pre`s des composantes de h, on
a Eν = Eν−1 ⊕ spanM{dh
1
(ν), . . . ,dh
k
(ν)}. Il existe alors un sous-espace V ⊂ U0 tel que
Eν+1 = (Eν + spanM{dh
1
(ν+1), . . . ,dh
k
(ν+1)})⊕ V . On en de´duit
dimEν+1/Eν ≤ dimEν/Eν−1 + dimV
≤ dimEν ∩ U0 + dimV
≤ dim(Eν ∩ U0)⊕ V
≤ dim(Eν + V ) ∩ U0
≤ dimEν+1 ∩ U0.
La re´ciproque va eˆtre de´montre´e en trois points:
(a) Soit l := dimEν ∩U0. On peut partitionner u en (u
a,ub) ∈ Rl×Rm−l de fac¸on que
U0 ⊂ Eν + spanM{dπub}. Pour ν ≥ 0 on pose
Uν := spanM{dπu, . . . ,dπu(ν)}
U bν := spanM{dπub , . . . ,dπub(ν)}.
On va montrer que pour µ ≥ 0, Uµ ⊂ Eν+µ + U
b
µ. C’est e´vident a` l’e´tape 0; si c’est vrai a`
l’e´tape µ, alors
Uµ+1 ⊂ Eν+µ+1 + U0 + U
b
µ+1
⊂ Eν+µ+1 + (Eν + U
b
0) + U
b
µ+1
⊂ Eν+µ+1 + U
b
µ+1.
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(b) Soit j := dimEν/Eν−1. Posons h˜ := (h
1, . . . ,hj) et pour ν ≥ 0, de´finisoons E˜ν :=
spanM{dπx,dh˜, . . . ,dh˜(ν)}. En renume´rotant les composantes de h, on a alors Eν = Eν−1+
E˜ν . On va montrer que pour µ ≥ 0, Eν+µ + U
b
µ ⊂ Eν−1 + E˜ν+µ + U
b
µ. C’est vrai l’e´tape 0.
Si c’est vrai a` l’e´tape µ, alors
Eν+µ+1 + U
b
µ+1 ⊂ Eν + E˜ν+µ+1 + U0 + U
b
µ+1
⊂ Eν + E˜ν+µ+1 + (Eν + U
b
0) + U
b
µ+1
⊂ Eν + E˜ν+µ+1 + U
b
µ+1
⊂ (Eν−1 + E˜ν) + E˜ν+µ+1 + U
b
µ+1
⊂ Eν−1 + E˜ν+µ+1 + U
b
µ+1.
(c) D’apre`s (a) et (b), Uµ ⊂ Eν−1 + E˜ν+µ + U
b
µ pour µ ≥ 0. Or dimUµ = m(µ + 1),
dimU bµ = (m− l)(µ+ 1), dimEν ≤ pν + n et dim E˜ν+µ ≤ j(ν + µ+ 1) + n. Ceci entraine
m(µ+ 1) ≤ (m+ j − l)(µ+ 1) + κ avec κ inde´pendant de µ. Pour que cette ine´galite´ soit
verifie´e pour tout µ ≥ 0, il faut donc j ≥ l, i.e. dimEν/Eν−1 ≥ dimEν ∩ U0.
On en de´duit imme´diatement:
Corollaire 2.4 ∀ ν ≥ 0, dimEν+1/Eν ≥ dimEν/Eν−1.
On peut alors e´noncer le re´sultat essentiel de cette section, qui est l’existence d’un po-
lynoˆme nume´rique semblable au polynoˆme de Hilbert de l’alge`bre diffe´rentielle.
Corollaire 2.5 ∃ ρ,δ,ν0 ∈ Z tels que ∀ ν ≥ ν0, dimEν = ρ(ν + 1) + δ.
Preuve. Une suite d’entiers croissante et majore´e est stationnaire a` partir d’un certain
rang, donc il existe ρ,ν0 tels que pour ν ≥ ν0, dimEν/Eν−1 = ρ. On en de´duit que pour
ν ≥ ν0,
dimEν = dimEν0−1 + ρ(ν − ν0 + 1)
= ρ(ν + 1) + dimEν0−1 − ρν0,
et on pose δ := dimEν0−1 − ρν0.
Il existe bien suˆr un plus petit entier ν0, note´ σ, qui ve´rifie le corollaire. On a ainsi mis
en lumie`re trois nombres, dont l’importance justifie une de´finition.
De´finition 2.6 On appelle ρ le rang, δ le de´faut et σ l’ index du syste`me (f,h).
Remarque 2.1 Le rang, le de´faut (e´galement appele´ pour insister de´faut entre´e-sortie)
sont clairement les analogues du rang diffe´rentiel de sortie et du de´faut entre´e-sortie de´finis
dans le cadre alge´brique a` la section 1.7.
On a choisi d’appeler σ l’index de (f,h) en re´fe´rence a` la notion classique d’index
utilise´e en analyse nume´rique des e´quations diffe´rentielles implicites (cf [21]). ✷
Pour donner les premie`res proprie´te´s de ces nombres, il est utile d’introduire la filtration
(Yν)ν∈Z:
Yν := 0, ν < 0
Yν := spanM{dh, . . . ,dh(ν)}, ν ≥ 0.
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Proposition 2.6 ∀ ν ≥ 0, dimYν+1/Yν ≤ dimYν/Yν−1.
Preuve. S’il y a s relations liant les dh(ν) modulo Yν−1, on obtient en les de´rivant s
relations liant les dh(ν+1) modulo Yν .
Proposition 2.7 ∀ ν ≥ 0, dimYν/Yν−1 ≥ dimEν/Eν−1.
Preuve. Comme Yν−1 ⊂ Eν−1, s relations entre les dh(ν) modulo Yν−1 induisent s
relations entre les dh(ν) modulo Eν−1.
Corollaire 2.8 ∀ ν ≥ n, ρ = dimEν/Eν−1 = dimYν/Yν−1 = ρ.
Preuve. D’apre`s la proposition 2.6, pour ν ≥ 0,
dimYν = dimY−1 +
∑ν
µ=0 dimYµ/Yµ−1
≥ (ν + 1) dimYν/Yν−1.
Par ailleurs le corollaire 2.4 implique que pour ν ≥ 0,
dimEν = dimE−1 +
∑ν
µ=0 dimEµ/Eµ−1
≤ n+ (ν + 1) dimEν/Eν−1.
Comme dimYν ≤ dimEν , on en conclut que pour ν ≥ 0,
(ν + 1)(dimYν/Yν−1 − dimEν/Eν−1) ≤ n,
ce qui entraine dimYν/Yν−1 ≤ dimEν/Eν−1 pour ν ≥ n, et donc, d’apre`s la proposi-
tion 2.7, dimYν/Yν−1 = dimEν/Eν−1. La suite dimYν/Yν−1 e´tant de´croissante et la suite
dimEν/Eν−1 croissante, on a pour ν ≥ n dimEν/Eν−1 = dimYν/Yν−1 = constante, et
cette constante est force´ment e´gale a` ρ.
On peut maintenant borner ρ, δ et σ. Il est facile de voir que ces bornes sont strictes.
Proposition 2.9
(i) 0 ≤ ρ ≤ min(m,p)
(ii) 0 ≤ δ ≤ n
(iii) 0 ≤ σ ≤ n− 1.
Preuve. (i) est e´vident. (iii) de´coule du corollaire 2.8. Par ailleurs on a montre´ dans la
preuve de ce corollaire que
(ν + 1) dimYν/Yν−1 ≤ dimEν ≤ n+ (ν + 1) dimEν/Eν−1,
ce qui entraine (ii).
L’importance de ρ est lie´e au concept d’inversibilite´, dont les implications sont e´tudie´es
dans les pages suivantes.
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De´finition 2.7 On dit que le syste`me (f,h) est inversible a` droite si ρ = p, inversible a`
gauche si ρ = m, inversible si ρ = m = p.
Comme dans le cadre alge´brique, l’inversibilite´ a` droite signifie que les sorties sont diffe´-
rentiellement inde´pendantes. L’inversibilite´ n’est en pratique pas une restriction, car on
peut toujours comple´ter h par des composantes de u sans modifier les de´pendances entre
les composantes de y; en particulier, on peut ainsi transformer un syste`me inversible a`
droite en un syste`me inversible.
On va maintenant relier ρ,δ et σ a` la notion plus classique de structure a` l’infini
(cf [35, 4]). On pourra se reporter a` l’exemple filex pour une illustration de cette de´finition.
De´finition 2.8 On appelle l’entier σν := dimEν/Eν−1 le nombre de ze´ros a` l’infini
d’ordre infe´rieur ou e´gal a` ν et l’entier σn le nombre de ze´ros a` l’infini. La structure
a` l’infini est la liste Σ∞ := {n1, . . . ,nσn} des indices ν pour lesquels σν − σν−1 6= 0, avec
σ−1 := 0, ces indices e´tant re´pe´te´s σν−σν−1 fois (i.e. la structure a` l’infini est la liste des
ordres des ze´ros a` l’infini).
On a alors:
Proposition 2.10
(i) ρ est e´gal au nombre de ze´ros a` l’infini
(ii) δ +
ρ∑
i=0
ni = n
(iii) σ + 1 = max
i=1,...,ρ
ni.
Preuve. (i) re´sulte du corollaire 2.8. (ii) de´coule du fait que pour ν ≥ 0,
dimEν = n+
ρ∑
i=1
max(ν + 1− ni,0),
donc pour ν ≥ maxi=1,...,ρ ni,
dimEν = n+
∑ρ
i=1(ν + 1− ni)
= ρ(ν + 1) + n−
∑ρ
i=1 ni,
ce qui entraine δ = n −
∑ρ
i=1 ni. On en tire aussi que pour ν < maxi=1,...,ρ ni, dimEν 6=
ρ(ν + 1) + δ, d’ou` (iii).
On va illustrer les notions de´veloppe´es par un exemple simple.
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Exemple 2.1 Conside´rons le syste`me
x˙1 = x2
x˙2 = u1
x˙3 = u2
x˙4 = x3(1− u1)
h1(x) = x1
h2(x) = x4.
En de´rivant les sorties, on trouve
h1(N) = x1
h˙1(N) = x2
h¨1(N) = u1
h1(3)(N) = u˙
1
h1(4)(N) = u¨
1
h2(N) = x4
h˙2(N) = x3(1− u1)
h¨2(N) = u2(1− u1)− x3u˙1
h2(3)(N) = u˙
2(1− u1)− x3u¨1 − 2u˙1u2
h2(4)(N) = u¨
2(1− u1)− x3u1(3) − 3u˙
1u˙2 − 3u¨1u2
.
En diffe´rentiant ces relations, on construit les espaces Eν :
E0 = spanM{dπx}
E1 = spanM{dπx,πx3dπu1}
= spanM{dπx,dπu1}
E2 = spanM{dπx,dπu1 ,(1− πu1)dπu2 − πx3dπu˙1}
E3 = spanM{dπx,dπu1 ,dπu˙1 ,(1− πu1)dπu2 ,(1− πu1)dπu˙2 − πx3dπu¨1 − 2πu˙1dπu2}
= spanM{dπx,dπu,dπu˙1 ,(1− πu1)dπu˙2 − πx3dπu¨1}.
On a alors dimE0 = 4, dimE1 = 5, dimE2 = 6 et dimE3 = 8. Le saut de dimension
maximum est atteint, d’ou` dimEν = 2(ν + 1) pour ν ≥ 2. On en de´duit ρ = 2 (i.e. le
syste`me est inversible), δ = 0, σ = 2 et Σ∞ = {1,3}. ✷
2.3.2 Syste`mes non classiques
Pour e´tendre les notions de´veloppe´es dans le paragraphe pre´ce´dent aux syste`mes non
classiques, regardons d’abord comment elles se transportent au syste`me retarde´ (f(k),h):
x˙ = f(x,u)
u(k+1) = v
y = h(x,u).
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Ayant rajoute´ k de´rive´es de u dans l’e´tat, on est naturellement amene´ a` conside´rer la
filtration (Ekν )ν∈Z de spanM{dπx,dπu} de´finie par
Ekν := 0, ν ≤ −2
Ek−1 := spanM{dπx,dπu, . . . ,dπu(k)},
Ekν := spanM{dπx,dπu, . . . ,dπu(k) ,dh, . . . ,dh(ν)}, ν ≥ 0,
Proposition 2.11 ∀ ν,k ≥ 0, dimEkν+k+1/E
k
ν+k = dimEν/Eν−1.
Preuve. Il suffit e´videmment de conside´rer k = 0. On a alors
dimE0ν+1/E
0
ν = dim(Eν+1 + U0)/(Eν + U0)
= dimEν+1 + dimU0 − dim(Eν+1 ∩ U0)
− (dimEν + dimU0 − dim(Eν ∩ U0))
= dimEν+1/Eν − dim(Eν+1 ∩ U0) + dim(Eν ∩ U0)
= dimEν/Eν−1,
ou` la dernie`re e´galite´ re´sulte du the´ore`me 2.3.
Corollaire 2.12 Pour tout k ∈ N,
(i) ρ(k) = ρ
(ii) δ(k) = δ + (k + 1)(m− ρ)
(iii) σ(k) = k + 1 + σ
(iv) ∀ i = 1, . . . ,l, n
(k)
i = k + 1 + ni.
Preuve. D’apre`s la proposition pre´ce´dente, on a, pour ν ≥ σ + k + 1,
dimEkν+k+1 = dimEν + dimE−1 + dimE
k
k
= ρ(ν + 1)− n+ (m(k + 1) + n)
= ρ(ν + k + 2) + (m− ρ)(k + 1) + δ,
et l’e´nonce´ s’en de´duit imme´diatement.
En particulier, ρ et δ se conservent quand (f,h) est inversible a` gauche, ce qui rappelons-le,
n’est pas restrictif en pratique.
Soit maintenant un syste`me ge´ne´ral
x˙ = f(x,u)
y = h(x,u),
Si ce syste`me est inversible a` gauche, il suffit de ”rajouter” dans l’e´tat suffisamment de
de´rive´es de u, i.e. d’utiliser la filtration (E
(k)
ν )ν∈Z pour n’importe quel k suffisamment
grand (on peut prendre par exemple l’ordre de la plus grande de´rive´e de u effectivement
pre´sente); ρ et δ sont alors parfaitement de´finis. On peut e´galement associer une structure
a` l’infini en posant:
De´finition 2.9 (Structure a` l’infini ge´ne´ralise´e pour un syste`me inversible a` gauche)
ni := n
(k)
i − k.
La cohe´rence de cette de´finition est assure´e par le corollaire. Notons que certains des ni
peuvent eˆtre ne´gatifs et que d’autres peuvent eˆtre supe´rieurs a` n.
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2.3.3 Proprie´te´s ponctuelles
La filtration (Eν)ν∈Z donne des renseignements ge´ne´riques. Pour avoir des informations
“ponctuelles”, on la “spe´cialise” en un point N := (x,u) en conside´rant la filtration
(Eν(N))ν∈Z du R-espace vectoriel spanR{dπx(N),dπu(N)} de´finie par
Eν(N) := 0, ν ≤ −2
E−1(N) := spanR{dπx(N)},
Eν(N) := spanR{dπx(N),dh(N), . . . ,dh(ν)(N)}, ν ≥ 0.
Des chutes de rang pouvant survenir, on a e´videmment dimEν(N) ≤ dimEν . Les pro-
prie´te´s de (Eν(N))ν∈Z sont lie´es au syste`me tangent en N a` (f,h) note´ TN((f,h)) ou
(δf(N),δh(N)):
︷˙ ︷
δx = ∂xf(N).δx+ ∂uf(N).δu
δy = ∂xh(N).δx+ ∂uh(N).δu.
De manie`re ge´ne´rale, si k est une application de´finie sur X × U , on notera δk(N) :=
∂xk(N).δx + ∂uk(N).δu. On peut alors conside´rer la filtration (TNEν)ν∈Z du R-espace
vectoriel span
R
{δπx(N),δπu(N)} de´finie par
Eν(N) := 0, ν ≤ −2
E−1(N) := spanR{δπx(N)},
Eν(N) := spanR{δπx(N),δh(N), . . . ,δh(ν)(N)}, ν ≥ 0,
et on montre facilement:
Proposition 2.13 ∀ ν ∈ Z, dimEν(N) = dimTNEν.
Preuve. On ve´rifie imme´diatement que si on identifie dπx(N) avec δπx(N), et dπu(r)(N)
avec δπu(r)(N), on a dk(N) = δk(N).
Cette remarque prend tout son intereˆt quand TN(f,h) est stationnaire, donc en particulier
quand N est un point d’e´quilibre de (f,h): tous les re´sultats des paragraphes pre´ce´dents
s’appliquent alors directement; ce n’est en ge´ne´ral plus le cas pour un point N quelconque,
mais on va voir que certaines proprie´te´s essentielles sont ne´anmoins pre´serve´es.
The´ore`me 2.14 ∀ ν ≥ 0, dimEν(N)/Eν−1(N) = dim(Eν ∩ spanR{dπu(N)}).
Preuve. Adaptation imme´diate de la preuve du the´ore`me 2.3.
Comme dans le paragraphe 2.3.1, il vient alors:
Corollaire 2.15 ∃ ν0,ρ(N),δ(N) ∈ Z tels que ∀ ν ≥ ν0, dimEν(N) = ρ(N).(ν+1)+δ(N).
On peut e´galement de´finir un index σ(N) et une structure a` l’infini {n1(N), . . . ,nσ(N)(N)},
et on conserve des relations semblables a` celles de la proposition 2.10. Par contre les
propositions 2.6 (de´croissance de la suite dimYν/Yν−1) et 2.7 ne sont plus valables, ce qui
fait que δ(N) ne peut eˆtre minore´ ni σ(N) majore´, comme dans la proposition 2.9 (cf
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exemple 2.2).
Introduisons maintenant une notion importante:
De´finition 2.10 (f,h) est dit re´gulier en N si ∃ ν0 ∈ N tel que ∀ ν ≥ ν0, dimEν(N) =
dimEν.
La re´gularite´ en N0 est donc e´quivalente a` dimEν(N) = constante sur un voisinage de N0
pour ν ≥ ν0. Cette formulation est typique de l’usage des filtrations: on demande qu’une
proprie´te´ soit vraie “a` partir d’un certain rang”. Le syste`me (f,h) est dit re´gulie`rement
inversible (a` gauche, a` droite) en N s’il est re´gulier en N et inversible (a` gauche, a` droite).
Un crite`re simple permet de tester la re´gularite´ avec un volume fini de calculs:
Proposition 2.16 (f,h) est re´gulier en N ssi dimEn(N) = dimEn.
Preuve. D’apre`s le the´ore`me 2.14, la suite dimEν(N)/Eν−1(N) est croissante. Elle est
force´ment majore´e par ρ, sinon on aurait dimEν(N) > dimEν pour ν suffisamment grand.
Si dimEn(N) < dimEn, alors pour ν ≥ n
dimEν(N) ≤ dimEn(N) + ρ(ν − n)
< dimEn + ρ(ν − n)
= dimEν ,
et (f,h) n’est pas re´gulier en N .
Supposons dimEn(N) = dimEn. Si dimEn(N)/En−1(N) < ρ = dimEn/En−1, alors
on aurait
dimEn−1(N) > dimEn(N)− ρ
> dimEn − ρ
= dimEn−1,
ce qui est impossible. On a donc dimEn(N)/En−1(N) = ρ et pour ν ≥ n, dimEν(N) =
dimEν .
La re´gularite´ autorise donc certaines chutes de rang pour ν < n. En particulier il n’est
pas ne´cessaire que (f,h) et son tangent aient la meˆme structure a` l’infini; par contre,
la re´gularite´ forte (cf de´finition intrinse`que de [3]), exige dimEν(N) = dimEν pour
i = 0, . . . ,n. Les seuls nombres importants sont en fait rang ρ et le de´faut δ:
Proposition 2.17 (f,h) est re´gulier en N ssi ρ(N) = ρ et δ(N) = δ.
Preuve. Pour ν suffisamment grand,
dimEν = ρ(ν + 1) + δ
dimEν(N) = ρ(N).(ν + 1) + δ(N).
La re´gularite´ de (f,h) en N implique donc (ρ − ρ(N))(ν + 1) + δ − δ(N) = 0 pour ν
suffisamment grand. Mais comme ρ,δ,ρ(N),δ(N) ne de´pendent pas de ν, il faut ρ(N) = ρ
et δ(N) = δ. La re´ciproque est e´vidente.
On a e´galement un corollaire imme´diat de la proposition 2.16:
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Corollaire 2.18 Si (f,h) est re´gulier en N , alors σ(N) ≤ n− 1.
Concluons par un substitut de la proposition 2.6, qui sera utile pour le de´couplage.
Proposition 2.19 Si (f,h) est re´gulier en N , alors ∀ ν ≥ 0, dimYν(N) ≥ ρ(ν + 1).
Preuve. Soit µ < n le plus entier tel que dimEµ(N)/Eµ−1(N) < ρ; or d’apre`s les
propositions 2.6 et 2.8 dimEµ/Eµ−1 ≥ ρ, et donc une combinaison des dh(µ) de´ge´ne`re en
N modulo Yµ−1(N), ce qui entraine une de´ge´ne´rescence similaire des dh(n) en N modulo
Yn−1(N), et le syste`me ne peut eˆtre re´gulier en N .
Exemple 2.2 On reprend l’exemple 2.1 avec diverses hypothe`ses sur le point N := (x,u).
Rappelons que ρ = 2,δ = 0 et Σ∞ = {1,3}.
• x3 6= 0 et u1 6= 1
E0(N) = spanR{dπx(N)}
E1(N) = spanR{dπx(N),x
3dπu1(N)}
= span
R
{dπx(N),dπu1(N)}
E2(N) = spanR{dπx(N),dπu1(N),(1− u
1)dπu2(N)− x
3dπu˙1(N)}
E3(N) = spanR{dπx(N),dπu(N),dπu˙1(N),(1− u
1)dπu˙2(N)− x
3dπu¨1(N)}
On a dimE0(N) = 4, dimE1(N) = 5, dimE1(N) = 6, dimE3(N) = 8 et donc dimEν(N) =
2(ν + 1) pour ν ≥ 2. On en de´duit ρ(N) = 2, δ(N) = 0, σ(N) = 2 et Σ∞(N) = {1,3}. Le
syste`me est fortement re´gulier en N .
• x3 = 0 et u1 6= 1.
E0(N) = spanR{dπx(N)}
E1(N) = spanR{dπx(N)}
E2(N) = spanR{dπx(N),dπu1(N),(1− u
1)dπu2(N)− x
3dπu˙1(N)}
= span
R
{dπx(N),dπu(N)}
On a dimE0(N) = 4, dimE1(N) = 4, dimE2(N) = 6 et donc dimEν = 2(ν + 1) pour
ν ≥ 1. On en de´duit ρ(N) = 2, δ(N) = 0, σ(N) = 1 et Σ∞(N) = {2,2}. Le syste`me est
re´gulier en N , mais pas fortement re´gulier.
• x3 = 0,u1 = 1 et u˙1 6= 0.
E0(N) = spanR{dπx(N)}
E1(N) = spanR{dπx(N)}
E2(N) = spanR{dπx(N),dπu1(N)}
E3(N) = spanR{dπx(N),dπu1(N),dπu˙1(N),u˙
1dπu2(N)}
= span
R
{dπx(N),dπu(N),dπu˙1(N)}
On a dimE0(N) = dimE1(N) = 4, dimE2(N) = 5, dimE3(N) = 7 et donc dimEν(N) =
2(ν+1)−1 pour ν ≥ 2. On en de´duit ρ(N) = 2, δ(N) = −1, σ(N) = 2 et Σ∞(N) = {2,3}.
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Le syste`me n’est pas re´gulier en N.
• x3 = 0,u1 = 1,u˙1 = 0 et u¨1 6= 0.
E0(N) = spanR{dπx(N)}
E1(N) = spanR{dπx(N)}
E2(N) = spanR{dπx(N),dπu1(N)}
E3(N) = spanR{dπx(N),dπu1(N),dπu˙1(N)}
E4(N) = spanR{dπx(N),dπu1(N),dπu˙1(N),u¨
1dπu2(N)}
= span
R
{dπx(N),dπu(N),dπu˙1(N),dπu¨1(N)}
On a dimE0(N) = dimE1(N) = 4, dimE2(N) = 5, dimE3(N) = 6, dimE4(N) = 8 et
donc dimEν(N) = 2(ν+1)−2 pour ν ≥ 3. On en de´duit ρ(N) = 2, δ(N) = −2, σ(N) = 3
et Σ∞(N) = {2,4}. Le syste`me n’est pas re´gulier en N.
Si x3 = 0,u1 = 1,u˙1 = 0, . . . ,u1(k−1) = 0 et u
1
(k) 6= 0, on voit facilement que ρ(N) =
2,δ(N) = −k,σ(N) = k + 1 et Σ∞(N) = {2,k + 2}, ce qui montre qu’on ne peut borner
ni l’index ni le de´faut. ✷
2.3.4 Action d’un bouclage
Conside´rons maintenant le syste`me (fB,α)
x˙ = f(x,α(x,z,v))
z˙ = a(x,z,v)
y = α(x,z,v),
de´fini sur X × Z × V et re´sultant de l’action sur x˙ = f(x,u) du bouclage dynamique B
z˙ = a(x,z,v)
u = α(x,z,v),
la loi de bouclage α(x,z,v) constituant la sortie de ce syste`me. On peut conside´rer la
filtration entre´e-sortie (Fν)ν∈Z de ce syste`me
Fν := 0, ν ≤ −2
F−1 := spanM{dπx,dπz}
Fν := spanM{dπx,dπz,dα, . . . ,dα(ν)}, ν ≥ 0.
Ces espaces sont des sous-espaces de spanM{dπx,dπz,dπv}. Il existe alors des entiers ρB
et δB tels que pour ν suffisamment grand, dimFν = ρB(ν + 1)+ δB, avec 0 ≤ δB ≤ n+ q.
Graˆce a` la structure particulie`re du syste`me (la sortie est la loi de bouclage), on peut
affiner ce re´sultat:
Proposition 2.20 n ≤ δB ≤ n+ q.
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Preuve. L’argument essentiel est que pour tout ν, dim spanM{dπx,dα, . . . ,dα(ν)} ≥
ρB(ν + 1) + n. En effet, si pour un certain ν il y avait plus de m − ρ relations entre les
dπx,dα, . . . ,dα(ν) modulo dπx,dα, . . . ,dα(ν−1), il y aurait en de´rivant plus dem−ρ relations
entre les dπx,dα, . . . ,dα(ν+1) modulo dπx,dα, . . . ,dα(ν). On aurait alors dimFµ/ dimFµ−1 <
ρB pout µ ≥ ν, contredisant ainsi la de´finition de ρB. On en de´duit ρB ≥ n.
Une conse´quence imme´diate de ce re´sultat est qu’il est possible de partitionner Z en
Za×Zb ⊂ Rn+q−δB ×RδB−n de fac¸on que Fν = spanM{dπx,dα, . . . ,dα(ν)}⊕ spanM{dπzb}
pour ν suffisamment grand. En un point Q := (x,z,v), on peut re´pe´ter les arguments de
la preuve pre´ce´dente, d’ou` la
Proposition 2.21 n ≤ δB(Q) ≤ n+ q.
On dira que le bouclage B est re´gulier en Q si (fB,α) est re´gulier en Q.
Proposition 2.22 Le bouclage B est inversible en Q (resp. inversible) ssi le syste`me
(fB,α) est inversible en Q (resp. inversible).
Preuve. Rappelons (cf de´finition 2.2) que l’inversibilite´ de B en Q signifie que les
applications α, . . . ,α(ν) sont inde´pendantes en Q pour tout ν, i.e. dimYν(N) = m(ν + 1).
Le re´sultat de´coule alors de la proposition 2.19. Pour l’inversibilite´ ge´ne´rique, on utilise
le meˆme raisonnement avec le corollaire 2.8.
Conside´rons e´galement le syste`me (fB,hB)
x˙ = f(x,α(x,z,v))
z˙ = a(x,z,v)
y = h(x,α(x,z,v)),
obtenu par action de B sur le syste`me (f,h); on pose hB(x,z,v) := h(x,α(x,z,v)) et on
note (E˜ν)ν lnZ la filtration
E˜−1 := spanM{dπx,dπz}
E˜ν := spanM{dπx,dπz,dhB, . . . ,dhB(ν)}.
On note ρ˜B,δ˜B les coefficients du polynoˆme nume´rique associe´ a` ces espaces.
Le re´sultat suivant pre´cise les liens existant entre les coefficients des polynoˆmes nume´-
riques associe´s aux syste`mes (f,h),(fB,α) et (fB,hB).
The´ore`me 2.23
(i) ρ˜B ≤ min(ρ,ρB)
(ii) Si (f,h) est inversible a` gauche et B est inversible, alors (fB,hB) est inversible a`
gauche et δ˜B = δ + δB − n.
(iii) ρ˜B(Q) ≤ min(ρ(N),ρB(Q))
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(iv) Si (f,h) est inversible a` gauche en N et B est inversible en Q, alors (fB,hB) est
inversible a` gauche en Q et δ˜B(Q) = δ(N) + δB(Q)− n.
Preuve. (i) et (iii) sont e´vidents.
(ii) D’apre`s la proposition 2.20, on peut partitionner Z en Za×Zb ⊂ Rn+q−δB ×RδB−n
de fac¸on que Fµ = spanM{dπx,dα, . . . ,dα(µ)}⊕ spanM{dπzb} pour µ suffisamment grand.
Mais (f,h) inversible a` gauche entraine d’apre`s le the´ore`me 2.3 spanM{dπu} ⊂ Eν pour ν
suffisamment grand, donc spanM{dπu, . . . ,dπu(µ)} ⊂ Eµ+ν , et enfin spanM{dα, . . . ,dα(µ)}⊂
spanM{dπx,dhB, . . . ,dhB(ν+µ)}. Comme par ailleurs
span
M
{dπx,dhB, . . . ,dhB(ν)} ⊂ span
M
{dα, . . . ,dα(µ)},
on en de´duit que pour tout ν,
span
M
{dπzb} ∩ span
M
{dπx,dhB, . . . ,dhB(ν)} = ∅.
Pour ν suffisamment grand, on aura donc
E˜ν = span
M
{dπx,dhB, . . . ,dhB(ν)} ⊕ span
M
{dπzb}.
Mais l’inversibilite´ de B entraine l’inde´pendance des dπx,dα, . . . ,dα(ν) (cf preuve de la pro-
position 2.20), d’ou` dim spanM{dπx,dhB, . . . ,dhB(ν)} = Eν . Pour ν suffisamment grand, il
vient alors
ρ˜B(ν + 1) + δ˜B = ρ(ν + 1) + δ + δB − n,
d’ou` ρ˜B = ρ = m et δ˜B = δ + δB − n.
Pour (iv) on fait le meˆme raisonnement en utilisant le the´ore`me 2.14.
On re´sume l’essentiel de ce re´sultat par le
Corollaire 2.24
(i) (fB,hB) est inversible ssi (f,h) et B sont inversibles
(ii) (fB,hB) est re´gulie`rement inversible en Q ssi (f,h) et B sont regulie`rement inversibles
respectivement en N et Q.
Preuve. (i) est une conse´quence imme´diate du the´ore`me.
(ii) Si (fB,hB) est re´gulie`rement inversible en Q, alors ρ˜B(Q) = ρ˜B et δ˜B(Q) = δ˜B par
la proposition 2.17; d’apre`s le the´ore`me pre´ce´dent, on a alors δ(N) + δB(Q) = δ + δB,
ce qui entraine δ(N) = δ et δB(Q) = δB (puisque le de´faut en un point est force´ment
infe´rieur ou e´gal au de´faut ge´ne´rique). On proce`de de meˆme pour la re´ciproque.
Concluons par un re´sultat qui souligne le roˆle de ρ et δ.
The´ore`me 2.25 Si (f,h) est inversible a` gauche, δ et ρ sont invariants par bouclage
endoge`ne.
Preuve. Si B est endoge`ne, il est imme´diat d’apre`s la de´finition que pour ν suffisamment
grand Fν = spanM{dπx,dα, . . . ,dα(ν)}. Comme B est inversible par de´finition, l’e´nonce´
de´coule imme´diatement du the´ore`me 2.23.
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2.4 Conse´quences de la re´gularite´
La re´gularite´ en un point correspond a` une notion de rang constant autour de ce point.
On peut alors obtenir un certain nombre de re´sultats en utilisant le the´ore`me du rang;
nous nous servirons partout dans cette section de la version suivante de ce the´ore`me.
Lemme 2.26 Soit f : U ⊂ Rn → Rm un application analytique de rang constant r sur
un voisinage de a ∈ U . Si df1(a), . . . ,df r(a) sont inde´pendantes, il existe une application
analytique F d’un voisinage de (f 1(a), . . . ,f r(a)) dans Rm−r tel que sur un voisinage de
a, f r+i(x) = F i(f1(x), . . . ,f r(x)) pour i = 1, . . . ,m− r.
Preuve. On peut supposer a = 0,f(a) = 0 et ∂(f
1,...,fr)
∂(x1,...,xr)
est de rang r en a. Conside´rons
l’application ϕ : U ∈ Rm → Rm de´finie par ϕ(x) := (f1(x), . . . ,f r(x),xr+1, . . . ,xm). Clai-
rement, Dϕ(0) est un isomorphisme line´aire, et par le the´ore`me d’inversion locale, ϕ est
un diffe´omorphisme analytique autour de 0. En e´crivant f dans ces nouvelles coordonne´es,
on a
f(ϕ−1(y)) = f(x) = (y1, . . . ,yr,F 1(y), . . . ,Fm−r(y)),
avec F analytique. Comme f , et donc f ◦ϕ−1, est de rang r autour de 0, on a ∂F
∂(yr+1,...,ym)
=
0 autour de 0, ce qui implique que F ne de´pend pas de (yr+1, . . . ,ym). On en de´duit que
sur un voisinage de a et pour i = 1, . . . ,m− r,
f r+i(x) = f r+i(ϕ−1(y))
= F i(y1, . . . ,yr)
= Fi(f
1(x), . . . ,f r(x)).
Le re´sultat principal de la section est la re´solution du proble`me du de´couplage re´gulier
souleve´ a` la section 2.2.
The´ore`me 2.27 Le syste`me (f,h) est re´gulie`rement de´couplable au point N0 ssi il est
re´gulie`rement inversible en N0.
De plus, si (f,h) est re´gulie`rement de´couplable en N0, il est re´gulie`rement de´couplable
en N0 par un bouclage endoge`ne en N0.
Preuve.
(⇒) Soit B un bouclage de´fini sur un voisinage de Q0 tel que N0 = (πx(Q0),α(Q0)) et
de´couplant (f,h). Le syste`me boucle´ (fB,hB), e´tant de´couple´, est e´videmment re´gulie`re-
ment inversible en Q0. Par le corrollaire 2.24, (f,h) est re´gulie`rement inversible en N0 (et
B re´gulie`rement inversible en Q0).
(⇐) SoientH := (h,h˙, . . . ,h(n)) et β := h(n+1);H et β sont analytiques sur un voisinage
de N0. D’apre`s la proposition 2.19, (f,h) re´gulie´rement inversible en N0 implique que les
applications h, . . . ,h(ν) sont de rang m(ν + 1) en N0 pour tout ν, et donc inde´pendantes
en N0. Autrement dit h, et en particulier H et (H,β), sont surjectives enN0. De plus
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l’application F (x,u) := (x,H(x,u)) est de rang constant m(ν + 1) + δ (le rang de F en
N0 n’est rien d’autre que la dimension de En(N0), qui est constante par hypothe`se), et
on peut toujours partitionner X en Xa × XB ⊂ Rδ × Rn−δ de fac¸on que l’application
(πxa ,H) soit de rang maximum au point N0. En appliquant alors le lemme pre´ce´dent a`
l’application F , il existe une application analytique σ, de´finie sur un voisinage de N0 telle
que πxb = σ(πxa ,H). En prolongeant cette relation, on a
f b(x,u) = Dσ(xa,H(x,u)).
(
fa(x,u)
H˙(x,u)
)
. (2.12)
Posons y˜0 := (πxa(N0),H(N0)), P0 := (y˜0,β(N0)) et ψ := (πxa ,H); ψ est analytique sur un
voisinage de y˜0. A partir de σ on construit une application ϕ analytique sur un voisinage
Y˜ a× Y˜ b ⊂ Rδ×Rm(n+1) de y˜0 par ϕ(y˜) := (y˜
a,σ(y˜a,y˜b)). Pour tout (x,u) dans un voisinage
de N0, on a imme´diatement
x = ϕ(ψ(x,u)). (2.13)
On re´e´crit (2.12) en utilisant l’application ϕ sous la forme:
f(x,u) = Dϕ(xa,σ(xa,H(x,u))).
(
fa(x,u)
H˙(x,u)
)
. (2.14)
On peut e´galement appliquer le lemme a` l’application G(x,u) := (x,H(x,u),β(x,u)) (son
rang est e´gal a` la dimension de En+1), et il existe une application analytique α, de´finie
sur un voisinage de N0 telle que πu = α(πxa ,H,β). On en tire imme´diatement que, sur un
voisinage de N0,
u = α(ψ(x,u),β(x,u)). (2.15)
Comme h est surjective, pour tout point (y˜,v˜) dans un voisinage de P0, il existe un point
(x,u) appartenant a` un voisinage deN0 tel que y˜ = ψ(x,u) et v˜ = β(x,u). Or, d’apre`s (2.13)
et (2.15), ψ(x,u) = ψ(ϕ(ψ(x,u)),α(ψ(x,u),β(x,u))), ce qui entraine
y˜ = ψ(ϕ(y˜),α(y˜,v˜)), (2.16)
et par un argument similaire,
v˜ = β(ϕ(y˜),α(y˜,v˜)). (2.17)
Posons pour terminer
g˜(y˜,v˜) :=
(
fa(ϕ(y˜),α(y˜,v˜))
Ay˜ +Bv˜,
)
ou` ˙˜y = Ay˜ + Bv˜ est l’e´criture matricielle du syste`me y(ν+1) = v. En utilisant (2.13)
et (2.15) dans (2.14), on en de´duit que, sur un voisinage de N0,
f(x,u) = Dϕ(ψ(x,u)).g˜(ψ(x,u),β(x,u)). (2.18)
L’existence d’applications analytiques ϕ,α, de´finies sur un voisinage de P0, et ψ,β,
de´finies sur un voisinage de N0, et ve´rifiant les relations (2.13) a` (2.18) implique que
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g˜ est une extension dynamique de f en (N0,P0), en utilisant directement la preuve du
the´ore`me 2.1.
La deuxie`me affirmation re´sulte du fait que le bouclage construit dans la preuve du
the´ore`me 2.1 est endoge`ne.
Faisons quelques commentaires sur ce re´sultat: d’apre`s la preuve, le bouclage de´couplant
est force´ment re´gulier en Q0, et on peut toujours le choisir endoge`ne. Le syste`me boucle´
fB est conjugue´ a` un syste`me de la forme
ξ˙ = g(ξ,y, . . . ,yν)
y˙(ν) = v,
ou` ξ est de dimension δ (cf preuve du theore`me 2.1); l’e´quation de ξ est la “dynamique des
ze´ros” ([6, 28]), et est inobservable par la sortie y. Il est important de remarquer qu’on
a obtenu le bouclage de´couplant et la dynamique des ze´ros de manie`re “intrinse`que”
sans utiliser les algorithmes habituels; on a simplement choisi des composantes de h
pour comple´ter πx en une application de rang constant. Notons enfin que si (f,h) est
re´gulie`rement inversible a` droite sans eˆtre inversible a` gauche, on peut rajouter a` h des
composantes de u de fac¸on a` avoir un syste`me re´gulie`rement inversible; ces composantes
de u ne sont en fait pas utilise´es par le bouclage de´couplant.
Comme corollaire imme´diat du the´ore`me, on retrouve le re´sultat bien connu sur
le de´couplage ge´ne´rique. Il est inte´ressant de remarquer que la de´monstration est “in-
trinse`que” et ne repose pas sur un algorithme d’inversion
Corollaire 2.28 Le syste`me (f,h) est de´couplable ssi il inversible.
Preuve. Il suffit de se placer en un point N0 (qui est ge´ne´rique) ou` le the´ore`me s’applique
(un tel point est ge´ne´rique).
On peut e´tablir plusieurs re´sultats importants par des de´monstrations tout a` fait
dans l’esprit de celle du the´ore`me pre´ce´dent. Ces re´sultats sont le pendant dans le cadre
analytique de ceux e´tablis dans le cadre alge´brique du chapitre pre´ce´dent.
Commenc¸ons par une caracte´risation des syste`mes plats plus agre´able a` manier que la
de´finition 2.5, et qui permet de ve´rifier concre`tement qu’une sortie donne´e est plate. On
notera que ce re´sultat e´tait imme´diat dans le cadre alge´brique.
The´ore`me 2.29 Un syste`me f est plat (resp. plat en N0) ssi il existe une application
h telle que le syste`me entre´e-sortie (f,h) est inversible (resp. re´gulie`rement inversible en
N0) et de de´faut δ (resp. δ(N0)) nul.
Preuve. f est plat en N0 ssi il est line´arisable par bouclage endoge`ne en N0, i.e. ssi (f,h)
est re´gulie`rement inversible en N0 et de de´faut δ(N0) nul.
Avec des arguments identiques, on obtient un crite`re permettant de ve´rifier si un bouclage
est endoge`ne:
The´ore`me 2.30 Un bouclage B sur le syste`me f est endoge`ne ssi le syste`me entre´e-sortie
(fB,α) est inversible et de de´faut n.
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Autrement dit dimFν = m(ν +1)+ n pour ν suffisamment grand. Ceci n’est rien d’autre
que l’analogue du the´ore`me 1.4. De meˆme, on montre facilement:
The´ore`me 2.31 Soit fB un syste`me boucle´ par un bouclage endoge`ne. Il existe alors un
bouclage endoge`ne B˜ en un entier ν tels que fBB˜ = f(ν).
C’est la proprie´te´ de “re´versibilite´” des bouclages endoge`nes (cf corollaire 1.3).
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Chapitre 3
Crite`res de platitude
N.B. Le corps de ce chapitre se compose de deux articles soumis pour publication. Le
deuxie`me article a e´te´ e´crit avec P. Rouchon.
On se place ici dans le cadre analytique du chapitre 2, et on conside`re un syste`me
classique (I.e. en comportant pas de de´rive´es d’ordre > 1 de u)
x˙ = f(x,u),
ou` f est analytique sur un ouvert X × U ⊂ Rn × Rm..
D’apre`s la proposition 2.29, f est plat ssi il existe une application h := (h1, . . . ,hm)
de´finie sur X × U telle que pour ν suffisamment grand,
dim span
M
{dπx,dπu,dh, . . . ,dh(ν)} = m(ν + 1)
. Ve´rifier qu’un syste`me est plat est clairement un proble`me d’inte´grabilite´ d’un syste`me
d’e´quations aux de´rive´es partielles avec une condition de transversalite´; on cherche en
effet s’il existe une application h solution de
dπxi ∧ dh ∧ . . . ∧ dh(ν) = 0, i = 1, . . . ,n
dπuj ∧ dh ∧ . . . ∧ dh(ν) = 0, j = 1, . . . ,m
dh ∧ . . . ∧ dh(ν) 6= 0,
(3.1)
ou` on a pose´ dh(µ) := dh
1
(µ)∧. . .∧dh
m
(ν). Une fois ν fixe´, il est en the´orie possible de conclure
en utilisant un crite`re calculable tre`s ge´ne´ral (cf [39, 5]). L’application d’un tel crite`re est
en pratique tre`s complique´e, mais il n’est pas de´raisonnable d’espe´rer des simplifications
duˆes a` la forme tre`s particulie`re des e´quations. Bien suˆr, il reste un proble`me important:
on ne sait pas en ge´ne´ral borner ν, et il y a donc a priori une infinite´ de cas de plus
en plus complique´s a` tester, puisque l’ordre du syste`me (3.1) grandit. Notons que ν est
directement relie´ a` l’ordre de la plus grande de´rive´e de u effectivement pre´sente dans h.
Cette fac¸on de proce´der conduit cependant a` des conditions suffisantes. Remarquons que
le syte`me (3.1) peut se scinder en plusieurs sous-syste`mes correspondant aux diverses
structures a` l’infini possibles du syste`me (f,h) telles que
∑m
i=1 ni = n (rappelons que
d’apre`s la proposition 2.10,
∑m
i=1 ni = n − δ). Dans la premie`re partie, on re´soud le cas
le plus simple, i.e. on donne une condition ne´cessaire et suffisante pour qu’il existe h telle
que (f,h) admette {1, . . . ,1,2} pour structure a` l’infini. Ceci fournit donc une condition
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suffisante de platitude pour un syste`me a` m commandes et m+1 e´tats, ge´ne´ralisant ainsi
le re´sultat de [8]. On n’a pas utilise´ un crite`re ge´ne´ral d’inte´grabilite´, mais on s’est inspire´
de la de´marche pour trouver une condition ad hoc.
La deuxie`me partie est consacre´e aux syste`mes sans de´rive, c’est a` dire de la forme
x˙ =
m∑
i=1
fi(x)u
i,
ou` les fi sont des champs de vecteurs analytiques sur un ouvert de R
n. Graˆce a` la structure
particulie`re de ces syste`mes, on peut obtenir des re´sultats plus ge´ne´raux. Le cas m = 1
est sans intereˆt, puisqu’un syste`me sans de´rive a` une commande n’est pas commandable
(sauf si n = 1) et donc pas plat. Comme un syste`me sans de´rive est line´aire en les
commandes, le cas n = m + 1 se de´duit du re´sultat de [8] (on en donne cependant une
autre de´monstration). Le re´sultat principal est une condition ne´cessaire et suffisante de
platitude dans le cas m = 2. C’est une re´interpre´tation d’un re´sultat de E. Cartan sur
les syste`mes de Pfaff de m e´quations en m + 2 variables. Dans le cas m = 2,n = 4, la
condition n’est rien d’autre que la commandabilite´. Notons que quand le syste`me est plat,
il existe toujours des sorties plates ne de´pendant que de x.
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1 Introduction
Consider a system S
x˙ = f(x, u),
where f is smooth on an open subset of Rn×Rm. We assume the commands independent,
i.e. ∂uf has (generic) rank m.
The feedback linearization problem consists in finding a (dynamic) feedback
z˙ = a(x, z, v)
u = α(x, z, v),
with a and α smooth on an open subset of Rn × Rq × Rm, and such that the closed-loop
system
x˙ = f(x, α(x, z, v))
z˙ = a(x, z, v)
is locally diffeomorphic to a contollable linear system.
Whereas tne static case (i.e. q = 0) is now well-understood (cf [10, 9, 11]), there are
very few results for the general case (cf [4, 5, 17]).
A somewhat less general problem consists in looking for a m-valued map h such that
the input-output system S(h)
x˙ = f(x, u)
y = h(x, u, u˙, . . .)
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has a zero input-output defect, or in other words is decouplable without residual dynamics,
which means that S is linearizable (cf [12, 13], and [7, 8, 6] for a differential algebraic
approach). Borrowing the terminology from [7, 8], we say that a system enjoying this
property is flat.
The problem of checking that a given system is flat, though a priori simpler than the
general feedback linearization one, appears to be very difficult. A possible way of tackling
it is to decompose it by remarking that the defect of S(h) is equal to n−
∑m
i=1 ni, where
{n1, . . . , nm} is the structure at infinity of S(h) (cf [13]). The problem is then to seek for
a map h such that S(h) has a prescribed structure at infinity with
∑m
i=1 ni = n. The idea
is that some cases appear more tractable than others, thus giving hope for at least partial
solutions to the flatness problem.
In this paper, we solve the simplest case, that is we give a necessary and sufficient
condition for the existence of a map h such that S(h) has structure at infinity {1, . . . , 1, 2}.
Of course, it is only interesting for systems with state dimension n = (m−1).1+2 = m+1.
The criterion we get retains the geometric ”flavor” of [10, 9], in the sense that it is
expressed in terms of distributions and Lie derivatives, and relies on Frobenius’ theorem.
But now, the geometric objects considered are multi-vector fields, instead of vector fields.
This is not completely surprising, since dynamic feedback linearization is known to be a
multi-input phenomenom (cf [4]). This condition generalizes a result of [4], where it was
prooved that controllability implies feedback linearizability for a system with m controls
and m+ 1 states which is linear in the controls.
Here we are not interested in the problem of singularities, but only on structural
aspects.
The paper is organized as follows: section 2 sets up some preliminary material; some
facts about linearizability and structure at infinity are also restated in our particular case.
The criterion is established in section 3, and illustrated by simple examples in section 4.
Section 5 contains remarks about how the criterion was obtained.
We suppose n = m + 1 everywhere in the sequel, without recalling it ex-
plicitely.
2 Basic results
We first introduce some straightforward extensions of standard differential geometric no-
tions suited to control systems, in the spirit of [15]. Let N be an open subset of Rn and
U,U1, . . . , Uk be open subsets of R
m. Let also JkU := U×U1× . . .×Uk be the k
th jet space
of U , and TN := N ×Rn be the tangent bundle of N with piN the projection on N . The
integer k has not much imoprtance, and needs only to be large enough (for our purpose
k = 2 suffices). We call controlled vector field any (smooth) map X : N × JkU → TN ,
such that piN ◦ X(x, u, u˙, . . . , u(k)) = x. We also call controlled function any (smooth)
function h : N × JkU → R. These functions clearly form a ring. We call ΓJkU(TM) the
set of controlled vector fields, and endow it with an obvious module structure on this ring.
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If h is a controlled function and X, Y are controlled vector fields, we set
h,i := ∂uih
LXh := ∂xh.X
X,i := ∂uiX
LXY := ∂xY.X − ∂xX.Y.
It is clear that X,i and LXY are also any controlled vector fields, and that h,i andLXh
are controlled function. We often denote LXY by [X, Y ].
Any controlled vector field (resp. function) can be considered in an obvious way as a
usual vector field (resp. function) on N × JkU . Our definitions coincide then with the
usual notions of Lie derivative and Lie bracket. Notice that we tnen have h,i = L∂
ui
h and
X,i = L∂
ui
.
We now get to the heart of the matter:
Definition 1 Let Σ∞ := {n1, . . . , nm} be a list of m increasing integers. A system S is
said to have structure Σ∞ if there exists a m-valued map h : (x, u) 7→ h(x, u) such that
Σ∞ is the structure at infinity of the input-output system S(h).
The original definition of the structure at infinity of an input-output system can be
found in [14, 2]. Here we call structure at infinity the list of orders of zeros at infinity,
which amounts exactly eo the same thing. Anyway, as we are only interested in the case
Σ∞ := {1, . . . , 1, 2} (i.e. ni = 1 for i = 1, . . . ,m − 1 and nm = 2), it is enough for our
purpose to know this is equivalent to the matrices ∂uh, ∂uh˙ and
∂(h˙,h¨)
∂(u,u˙)
having respectively
(generic) ranks 0,m− 1 and 2m− 1.
Around any point (x0, u0) where ∂uf has full rank m, we can then use the implicit
function theorem to construct a static feedback u := α(x, u˜) such that, up to a reordering
of the components of x, the system takes the following ”simplified form”:
x˙1 = u˜1
...
x˙m = u˜m
x˙m+1 = a(x, u˜).
Proposition 1 A system with structure {1, . . . , 1, 2} can be put in simplified form with
∂u˜ma = 0 and ∂xma 6= 0 by static feedback and diffeomorphism.
Proof. By definition, there exists a m-valued map h such that the matrices ∂uh, ∂uh˙
and ∂(h˙,h¨)
∂(u,u˙)
have respectively ranks 0,m− 1 and 2m− 1. So h only depends on x, and dh
has full rank m. Indeed, if dh were of rank m′ < m, the rank of (dh, dh˙, dh¨) could not
exceed 3(m−m′), thus contradicting the fact that ∂(h˙,h¨)
∂(u,u˙)
has rank 2m− 1.
We can then find a function k : x 7→ k(x) such that ϕ := (h1, . . . , hm−1, k, hm)T is a
local diffeomorphism of Rn. Clearly ∂uϕ˙ has full rank m, so we can construct a static
feedback by setting
u˜1 := h˙1(x, u), . . . , u˜m−1 := h˙m−1(x, u), u˜m := k˙(x, u).
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Since ∂uh˙ has rankm−1, (dϕ, dh˙) has rank n+(m−1) = 2m. Using the constant rank
theorem around a suitable point, there exists a function a such that, up to a reordering
of the components of h,
h˙m = a(h1, . . . , hm, k, h˙1, . . . , h˙m−1).
Clearly ∂ka 6= 0, otherwise
∂(h˙,h¨)
∂(u,u˙)
could not have rank 2m−1, and by construction ∂u˜m = 0.
Corollary 2 A system with structure {1, . . . , 1, 2} is linearizable by a feedback of dimen-
sion at most m− 1.
Proof. Assume from the previous proposition that the system is in simplified form with
∂u˜ma = 0 and ∂xma 6= 0. We build a dynamic feedback of dimension m − 1 by setting
z˙1 = v1, . . . , z˙m−1 = vm−1 and u˜1 = z1, . . . , u˜m−1 = zm−1. We then have x˙m = a(x, z) and
x¨m = a˙(x, z, v, u˜m), with ∂u˜m a˙ = ∂xma 6= 0. We can thus complete our feedback by setting
vm = a˙(x, z, v, u˜m). The resulting closed-loop system is clearly (locally) diffeomorphic to
a linear system in Brunovsky canonical form.
Notice that if ∂u˜ia = 0 for some i between 1 an m− 2, we don’t need the z
i variable,
so we can set u˜i = vi, giving a feedback of dimension less tnan m− 1.
Proposition 3 If f,im = 0 for i = 1, . . . ,m and f,1, . . . , f,m, [f,m, f ] are independant
vector fields, then the system has structure {1, . . . , 1, 2}.
Proof. We consider here f, f,1, . . . , f,m as vector fields on N × U . The distribution ∆
spanned by ∂u1 , . . . , ∂um , f,m has clearly dimension m+1 and is by assumption involutive.
By Frobenius’ theorem there exist (n+m)−(m+1) = m independent functions h1, . . . , hm
whose differentials are othogonal to ∆. This means h := (h1, . . . , hm)T depends only on
x, dh.fm = 0 and the m×m matrix A := dh.(f1, . . . , fm−1, [f, f,m]) has full rank.
Since h does not depend on u, we have ∂u˙h˙ = 0 and ∂uh˙ = ∂u(dh.f) = dh.∂uf =
(A1, . . . , Am−1, 0), where Ai stands for the i
th column of A and clearly ∂uh˙ has rank
m− 1. We also have ∂u˙h¨ = ∂u˙(∂xh˙.f + ∂uh˙.u˙) = dh.∂uf .
On the other hand, using the fact that ∂xm = dh.f,m = 0, we deduce
∂umh¨ = ∂um(∂xh˙.f + ∂uh˙.u˙)
= ∂x∂umh˙.f + ∂xh˙.∂umf + ∂u∂umh˙.u˙
= ∂x(dh.f,m).f + ∂u(dh.f,m).u˙+ dh˙.f,m
= Lf,mLfh
= L[f,m,f ]h
= Am.
Denoting them−1 first columns of ∂uh¨ by B1, . . . , Bm−1, it is now evident that the matrix
∂(h˙, h¨)
∂(u, u˙)
=
(
A1 . . . Am−1 0 0 . . . 0 0
B1 . . . Bm−1 Am A1 . . . Am−1 0
)
has rank 2m− 1.
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Of course this condition is not invariant by static feedback and has little interest in itself.
It will be used in the next section to prove the main result. Yet, it readily applies to an
important particular case, giving back a result of [4]:
Corollary 4 A controllable affine system x˙ = f0(x) +
∑m
i=1 u
ifi(x) of dimension m + 1
is linearizable.
Proof. For i, j = 1, . . . ,m we have f,i = fi and f,ij = 0. As the state dimension is
m + 1, controllability implies that f1, . . . , fm, [fi, fj] are independent for some integers
i, j between 0 and m, and without loss of generality we can assume j = m. Since
[f, fm] = [f0, fm]+
∑m
i=1 u
i[fi, fm], the independance of f1, . . . , fm, [fi, fm] for some integers
i between 0 and m amounts to the independence of f1, . . . , fm, [f, fm]. By proposition 3,
the system has structure {1, . . . , 1, 2}, and is thus linearizable.
3 The criterion
We first generalize our notion of controlled geometric object to multi-vector fields. The
reader not familiar with exterior algebra, tensor fields and tensor derivations can refer
for instance to [1] for a very good survey. Let Λm(TN) := N × Λm(Rn) be the m-
alternate bundle of N and piN be the projection on N . We call controlled m-vector field
any (smooth) map τ : N × JkU → Λ
m(TN), such that piN ◦ τ(x, u, u˙, . . . , u(k)) = x. Let
ΓU(Λ
m(TN)) be the set of all such fields, considered with its obvious module strucuture.
As in the standard case, there is only one way of extending a differential operator acting
on the controlled functions and vector fields to a differential operator of the full controlled
tensor fields. algebra. Thus, if X ∈ ΓU(TN) and τ ∈ ΓU(Λ
m(TN)), ∂uiτ and LXτ are
well defined. For computational purposes, it is enough to know how our operators act
on decomposable controlled m-vector fields: if X0, . . . , Xm be elements of ΓU(TM), we
simply have
LX0(
m∧
i=1
Xi) =
m∑
i=1
(
m∧
j=1
gij),
with gii := LX0Xi and gij := fj for j 6= i. For instance, when m = 3, it reads
LX0(X1 ∧X2 ∧X3) = (LX0X1) ∧X2 ∧X3 +X1 ∧ (LX0X2) ∧X3 +X1 ∧X2 ∧ (LX0X3).
We have similar formulas for the derivation ∂ui .
Consider now the ascending chain of controlled distributions (Dk)k∈N defined by:
D0 := span{f,1 ∧ . . . ∧ f,m},
Dk+1 := Dk + ∂uDk.
We use the notation ∂u∆ := span{∂uτ, τ ∈ ∆} for any distribution ∆. It is clear that
Dk = Dm when k ≥ m, and we set D := Dm. We are now in position to state the main
result:
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Theorem 5 A system has structure {1, . . . , 1, 2} iff Lf (f,1 ∧ . . . ∧ f,m) 6∈ D.
As it is formulated with intrinsic geometric objects, this criterion is naturally invariant
by a state diffeomorphism. It is also feedback independant:
Proposition 6 The criterion is invariant by (invertible) static feedback.
Proof. Consider a static feedback u := α(x, u˜), and define a map Φ by Φ(x, u˜) :=
(x, α(x, u˜)). To any controlled vector field X : (x, u) 7−→ X(x, u) we can associate a
controlled vector field X˜ := X ◦ Φ, and we can do the same for any controlled geometric
object (function, m-vector field, distribution,...).
Chain rule differentiation then gives
∂u˜X˜ = ∂u˜(X ◦ Φ) = (∂uX ◦ Φ).∂u˜α, (1)
and it is a routine exercise to extend this formula to any m-vector field τ :
∂u˜τ˜ = ∂u˜(τ ◦ Φ) = (∂uτ ◦ Φ).∂u˜α. (2)
From (1) we deduce
m∧
i=1
f˜,i = |∂u˜α| (
m∧
i=1
f,i ◦ Φ),
hence D˜0 = D0 ◦ Φ. From (2), it is clear that for any controlled distribution ∆,
∂u˜∆ = (∂u∆) ◦ Φ,
so if D˜k = Dk ◦Φ, then D˜k+1 = Dk+1 ◦Φ. The Dk’s are thus invariant by static feedback.
On the other hand, for i = 1, . . . ,m
[f˜ , f˜,i] = [f ◦ Φ,
m∑
j=1
α
j
,i(f,j ◦ Φ)]
=
m∑
j=1
α
j
,i([f, f,i] ◦ Φ + Lf◦Φα
j
,i(f,j ◦ Φ)).
This implies
Lf˜ (
m∧
i=1
f˜,i) = |∂u˜α| (Lf (
m∧
i=1
f,i)) ◦ Φ,
which completes the proof.
We now prove the theorem:
Proof. (necessity) By propositions 1 and 6 we can assume the system in simplified form,
so f,i = ∂xi + a,i∂xm+1 and f,ij = a,ij∂xm+1 . Moreover a,m = 0 and ∂xm 6= 0.
Set ρ0 := ∧
m
i=1∂xi and for i = 1, . . . ,m, ρi := ∧
m
j=1gj, where gi := ∂xm+1 and gj := ∂xj
if j 6= i. Set also ∆ := span{ρ0, . . . , ρm−1}. A straightforward computation shows that
∂u∆ ⊂ ∆ and ∧
m
i=1f,i = ρ0+
∑m
i=1 ρi = ρ0+
∑m−1
i=1 ρi, a,m being zero by assumption. This
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implies D ⊂ ∆. But [f, f,m] = [f, ∂xm ] = −(∂xma)∂xm+1 , hence Lf (∧
m
i=1f,i) ≡ −(∂xma)ρm
modulo ∆. Since by assumption (∂xma) 6= 0, it implies Lf (∧
m
i=1f,i) 6∈ D.
(sufficiency) The general idea of the proof is to construct a static feedback such that
the closed-loop system satisfies the requirements of proposition 3.
(a) By proposition 6, we assume the system in simplified form, so f,i = ∂xi + a,i∂xm+1
and f,ij = a,ij∂xm+1 .
Set g := ∂xm+1 and τ0 := ∧
m
i=1f,i. For i = 1, . . . ,m set also τi := ∧
m
j=1gj, where gi := g
and gj := f,j if j 6= i. By assumption g, f,1, . . . , f,m form a basis of ΓU(TN), hence
τ0, . . . , τm form a basis of ΓU(Λ
m(TN)). Since for i, j = 1, . . . ,m, f,ij is colinear to g,
∂uiτ0 =
m∑
j=1
a,ijτj (3)
∂uiτj = 0, (4)
If dimD = 1 (i.e. D = D0), then f,ij = 0 for i, j = 1, . . . ,m, and there is nothing to
do. Just set r := 0, f˜ := f, g˜ := g and go directly to (c). Otherwise D = span{τ0} ⊕D
′
where D′ is a subdistribution of dimension r > 0 of span{τ1, . . . , τm}. Up to a reordering
of the components of u, we can assume
D′ = span{τi +
m−r∑
j=1
σ
j
i τr+j, i = 1, . . . , r},
where the σji ’s are controlled functions. But, by (3), these functions depend only on x,
otherwise D′ would be of dimension r′ > r. On the other hand and still by (3), for
i = 1, . . . ,m, ∂uiτ0 ∈ D
′, that is D′ + span{∂uiτ0} = D
′. This means the matrices

Idr
a,i1
...
a,ir
σ
a,i,r+1
. . .
a,im


have rank r, where σ is the (m−r)×r matrix formed with the σji ’s. Thus, for i = 1, . . . ,m
and j = 1, . . . ,m− r all determinants
∆ij :=
∣∣∣∣∣∣∣∣∣
Idr
ai1
...
a,ir
σ
j
1 . . . α
j
r a,ij
∣∣∣∣∣∣∣∣∣
= a,i,j+r −
r∑
k=1
σ
j
ka,ik
are equal to 0.
(b) We now build a feedback by setting
α(x, u˜) :=
(
Idr −σ
T
0 Idm−r
)
.u˜
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Using (1) and the fact that σ depends only on x, we get
f˜,i = f,i ◦ Φ i = 1, . . . , r
f˜,r+i = f,r+i ◦ Φ−
r∑
k=1
σikf,k ◦ Φ i = 1, . . . ,m− r.
We deduce that for j = 1, . . . ,m− r,
∂u˜f˜,j+r = ∂u˜(f,j+r ◦ Φ)−
r∑
k=1
σ
j
k∂u˜(f,k ◦ Φ)
= ((∂uf,j+r) ◦ Φ−
r∑
k=1
σ
j
k(∂u(f,k) ◦ Φ).∂u˜α
= 0,
because for j = 1, . . . ,m
(∂uif,j+r) ◦ Φ−
r∑
k=1
σ
j
k((∂uif,k) ◦ Φ) = (a,i,j+rg) ◦ Φ−
r∑
k=1
σ
j
k((a,ikg) ◦ Φ)
= ∆˜ij g˜
= 0,
where we have set ∆˜ij := a,i,j+r ◦ Φ−
r∑
k=1
σ
j
k(a,ik ◦ Φ) and g˜ := g ◦ Φ.
(c) Set θ0 := ∧
m
i=1f˜,i and for i = 1, . . . ,m, θi := ∧
m
j=1g˜j, where g˜i := g˜ and g˜j := f˜,j
if j 6= i. As g, f,1, . . . , f,m iform a basis of ΓU(TN), by (1) g˜, f˜,1, . . . , f˜,m form a basis of
ΓU˜(TN) and θ0, . . . , θm is a basis of ΓU˜(Λ
m(TN)).
Since f˜,ij = 0 for i = 1, . . . ,m and j = r+ 1, . . . ,m, a simple computation shows that
D˜ = span{θ˜0, . . . , θ˜r}. For i = 1, . . . ,m, [f˜ , f˜,i] ≡ big˜ modulo span{f˜,1, . . . , f˜,m}, where bi
is a controlled function, hence Lf˜θ0 ≡
∑m
i=r+1 biθ˜i modulo D˜. So Lf˜τ0 6∈ D implies there
exists an integer i between r + 1 and m such that bi 6= 0, and without loss of generality,
i = m.
But bm 6= 0 means f˜,1, . . . , f˜,m, [f˜ , f˜,m] are independent. On the other hand, f˜,mi = 0
for i = 1, . . . ,m. We then use proposition 3.
4 Examples
Example 1 Consider the system given by
x˙1 = x3 +
(x1)2
2
x˙2 = u1
x˙3 = u1u2.
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Straightforward computations give:
f,1 ∧ f,2 = (u
1)2 ∂x1 ∧ ∂x3 + u
1 ∂x2 ∧ ∂x3
∂u1(f,1 ∧ f,2) = 2u
1 ∂x1 ∧ ∂x3
∂u2(f,1 ∧ f,2) = 0,
which implies D = D1 = span{∂x1 ∧ ∂x3 , ∂x2 ∧ ∂x3}. Since Lf (f,1 ∧ f,2) = u
1 ∂x1 ∧ ∂x2 −
2u1u2 ∂x1 ∧ ∂x3 6∈ D, the criterion is satisfied. The output y = (x
1, x2) provides the
requested {1, 2} structure. ✷
The next example shows that the criterion is not a necessary condition for flatness.
Example 2 Consider the system given by
x˙1 = u1
x˙2 = u2
x˙3 = u1u2.
This system has not structure {1, 2}; indeed, D = D1 is of dimension 3 and can not satisfy
the criterion. It is nevertheless flat, because it has structure {0, 3}, obtained for instance
with the output y := (x1, x2u1 − x3). ✷
5 Conclusion
We have established a simple sufficient condition for flatness. Although too restrictive
to have much practical interest, it gives an idea of what a more general criterion could
look like. It is interesting to give some hints on how it was obtained and the possible
ways of extending it: we first wrote a system of partial differential equations for a map
h to satisfy rank ∂uh = 0, rank ∂uh˙ = m − 1 and rank
∂(h˙,h¨)
∂(u,u˙)
= 2m − 1. This system
is naturally multilinear and is of order 2. By adding all the compatibility conditions, it
can be written as an involutive system of order 1 with a transversality condition. Our
criterion is nothing but the fact this condition can be satisfied. Notice that this procedure
is very similar in spirit to the one used in [10, 9] for the static feedback case, and is indeed
very general. Similar ideas can be used to generalize our simple result: seeking for a
map h endowing S(h) with a given structure at infinity, can always be recast as checking
the involutivity of a (higher orfer) multilinear PDE system. This problem is tractable
in theory, but unfortunately the mathematical tools involved are far more sophisticated
than the ones we used (cf [16, 3]), and a fair amount of work is needed to proceed along
this line.
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Abstract
A necessary and sufficient flatness condition for systems without drift having two
control variables is given. The proof is based on a result, due to E.Cartan [4], on Pfaffian
systems of n − 2 equations in n variables. This result is illustrated by a nonholonomic
system describing a kinematic car with one trailer.
Key words: dynamic feedback linearization, systems without drift, flatness, Pfaffian systems,
nonholonomic control systems.
1 Introduction
In [9, 8], a new point of view on full linearization via dynamic feedback [5] was proposed by
introducing the notions of flatness and flat output.
Roughly speaking, a control system x˙ = f(x, u) (x ∈ Rn, u ∈ Rm) is called flat, if there
exits y = h(x, u, . . . , u(p)) (p ∈ N), y ∈ Rm, such that the input-output system
{
x˙ = f(x, u)
y = h(x, u, . . . , u(p))
is invertible [16, 7] and its inverse has no dynamics. Such an y is called a flat output. This
means that the entire state x and the control u are functions, A and B, of y and a finite number
of its derivatives: {
x = A(y, . . . , y(q))
u = B(y, . . . , . . . , y(q+1)).
(1)
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If a system is flat, then all its trajectories can be formally parametrized explicitely without
integration of any differential equation. It suffices to give the flat output t → y(t) to obtain
the functions t → x(t) and t → u(t) via (1).
A precise definition of this property is given in [8], when all the functions are algebraic. In
this note, we use also the term flat when the functions are analytic.
The characterization of flatness for a general system, x˙ = f(x, u), by a computable criterion,
such as the one given in [13] for static linearization, is an open problem. This paper is a
first step towards such a characterization for systems without drift: we give a necessary and
sufficient flatness condition when the number of controls is 2. Such systems frequently occur
in nonholonomic robotics (see [14]).
In section 2, we recall some basic links between systems without drift (vector fields) and
Pfaffian systems (differential 1-forms). Section 3 is devoted to systems in n states and m = n−1
controls. In section 4, systems without drift having two controls are considered and the criterion
is stated. It is illustrated by the nonholonomic system modelling a kinematic car with a trailer.
All along the paper, the functions, vector fields and 1-forms are assumed analytic although
the results can be extended to the smooth case. The ranks of the different vector spaces and
modules are thus generic (i.e. maximal) ranks. We concentrate on structural aspects and we
do not address here the difficult problem of singularities.
A connected approach using a similar framework can be found in [10].
2 Pfaffian systems and control systems without drift
Standard results in differential geometry (vector fields, differential form and exterior calculus)
can be found in [1]. Basic facts on Pfaffian systems are recalled in [2, chapter 2].
Let U be an open connected subset of Rn. A Pfaffian system on U is a differential system
α1 = . . . = αp = 0,
where the αi’s are independent 1-forms on U , that is
αi =
n∑
j=1
aijdx
j
for i = 1, . . . , p, with the aij’s functions on U . We denote by I the module {α
1, . . . , αp} (over
the ring of analytic functions) spanned by α1, . . . , αp. Notice that solving a Pfaffian system
corresponds to solving a system of partial differential equations, and that two Pfaffian systems
spanning the same module have the same solutions. For that reason we call again Pfaffian
system any module spanned by 1-forms.
Some properties of the Pfaffian system I can be characterized by a nested sequence of
submodules, I(k) ⊂ . . . ⊂ I(1) ⊂ I(0) := I called the derived flag of I , defined by the following
rule: if rk is the dimension of I
(k), then
I(k+1) = {ω ∈ I(k) | ∀η1, . . . , ηrk ∈ I
(k), dω ∧ η1 ∧ . . . ∧ ηrk = 0}.
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A convenient way to compute the wedge product ∧ is as follows: if α is a k-form, β a l-form
and e1,. . ., ek+l vector fields, then,
(α ∧ β)(e1, . . . , ek+l) =
∑
′(sign σ)α(eσ(1), . . . , eσ(k)) β(eσ(k+1), . . . , eσ(k+l)) (2)
where
∑
′ denotes the sum over all (k, l) shuﬄes, that is permutations σ of {1, 2, . . . , k + l}
such that σ(1) < . . . < σ(k) and σ(k + 1) < . . . < σ(k + l).
The exterior derivative dω of a 1-form ω is linked to the Lie bracket of two vector fields X
and Y by
dω(X,Y ) = LX(ω(Y ))− LY (ω(X))− ω([X,Y ]), (3)
where LX (resp. LY ) is the Lie derivative along X (resp. Y ).
Consider now a control system without drift
x˙ =
m∑
i=1
fi(x)u
i, (4)
where the fi’s are independent vector fields on U . The system is called controllable if the Lie
algebra spanned by the fi’s has rank n. Since the fi’s are independent, it is routine computation
to eliminate the controls ui in (4) in order to get s = n−m equations of the form
n∑
j=1
aij(x)x˙
j = 0,
where the aij’s are functions on U . The s × n matrix formed with the a
i
j’s has obviously full
rank s. We then define the associated Pfaffian system {αm+1, . . . , αn} by
αi :=
n∑
j=1
aijdx
j, i = m + 1, . . . , n.
Clearly, this Pfaffian system is uniquely defined by (4). Notice that two control systems which
are equivalent by static feedback have the same associated Pfaffian system. To the module
of vector fields {f1, . . . , fm} is then associated the module of 1-forms I := {α
m+1, . . . , αn}.
It is possible to complete (αm+1, . . . , αn) (resp (f1, . . . , fm)) to a basis (α
1, . . . , αn) (resp.
(f1, . . . , fn)) of the module of 1-forms (resp. vector fields) on U such that α
i(fj) = δ
i
j (i, j =
1, . . . , n, δij is the Kronecker symbol). In other words, the α
i’s and fj’s are dual basis. Obviously
I = {f1, . . . , fm}
⊥ and by (2) and (3)
I(1) = {f1, . . . , fm, ([fi, fj])1≤i<j≤m}
⊥
where ⊥ denotes the orthogonal with respect to the duality between 1-forms and vector fields.
This correspondance shows that I(k) is the orthogonal of the module of vector fields, Ek,
spanned by the fj’s and their Lie brackets of length less than or equal to k (k ≥ 0). The
controllabilty of (4) is equivalent to I(k) = {0} for k large enough. When s = n −m = 1, the
controllability conditions reads I(1) = 0, i.e., dαn ∧ αn 6= 0 which is the early characterization
of accessibility of Caratheodory [3]. The general case, s = n−m ≥ 1, was treated by Chow [6].
The usual formulation in term of Lie algebra of vector fields can be found in [11].
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3 Systems without drift of codimension one (n−m = 1)
We consider here the case of systems (4) in m controls and n = m + 1 states. The associated
Pfaffian system I is spanned by a single 1-form α. Following [2, chapter 2], we define the rank
r of {α} by
(dα)r ∧ α 6= 0, (dα)r+1 ∧ α = 0.
Necessarily 2r + 1 ≤ n. We will use the classical result:
Theorem [Pfaff normal form] Suppose α has constant rank r. Then locally, there are co-
ordinates z = (z1, . . . , zn) such that I = {dz1 + z2dz3 + . . . + z2rdz2r+1}.
This theorem allows to recover, for control systems without drift, a result of [5]:
Theorem 1 A controllable system without drift of codimension one is flat.
Proof Set I := {α}. Controllability implies that I(1) = {f1, . . . , fm, ([fi, fj])1≤i<j≤m}
⊥ = 0,
that is dα ∧ α 6= 0. Working around a genereric point where α has constant rank r, we know
from the Pfaff normal that I = {dz1+z2dz3+ . . .+z2rdz2r+1}. In the z coordinates, the control
system reads, up to static feedback,


z˙1 = −z2v2 − . . .− z2rv2r
z˙2 = v1
...
z˙m+1 = vm,
and (z1, z3, z4, . . . , zm+1) is obviously a flat output.
Notice that the Pfaff normal form contains more information than we need. The only thing
we use is that it doesn’t depend on dz2.
4 Systems without drift having two control variables
We consider now systems with two control,
x˙ = f1(x)u
1 + f2(x)u
2, (5)
where x = (x1, . . . , xn) and f1, f2 are analytical vector fields.
In [4], E. Cartan proved the following result.
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Theorem [Cartan 1915] Let I be a Pfaffian system of s ≥ 2 linearly independant analytic
1-forms with s+2 variables, x1, . . ., xs+2. Its general solution can be expressed as a function Φ
of an arbitrary function w of the independant variable σ and a finite number of its derivatives,
x = Φ
(
σ,w,
dw
dσ
, . . . ,
drw
dσr
)
, (6)
if, and only if, the derived flag satisfies dim I(k) = s− k, for k = 0, . . . , s.
A careful inspection of the proof given by Cartan shows that this result provides necessary
and sufficient conditions for I to admit a Goursat normal form (see [2, chapter 2]): there exists
a coordinate change (x1, . . . , xs+2)→ (σ,w0, w1, . . . , ws) such that
I = {dw0 − w1dσ, dw1 − w2dσ, . . . , dws−1 − wsdσ}, (7)
if, and only if, the derived flag of I satisfies the rank conditions of Cartan’s theorem.
Theorem 2 A system without drift in n states and 2 controls (n ≥ 2), is flat if, and only if,
for k = 0, . . . , n − 2, the modules Ek spanned by the system vector fields f1 and f2 and their
Lie brackets of length less than or equal to k, satisfy
dimEk = k + 2.
Moreover, when the system is flat, the flat output can be chosen as a function of the state only.
This result is related to chained form systems studied in [15].
Proof For n = 2 the result is trivial. In the sequel n > 2. Since a flat system is controllable,
the dimension of span{f1, f2} is equal to 2. Thus we can assume, up to feedback transformations
for u1 and u2, that (5) has the form


x˙1 = u1
x˙2 = u2
x˙3 = f 31 (x)u
1 + f 32 (x)u
2
...
x˙n = fn1 (x)u
1 + fn2 (x)u
2.
We denote by ωi the differential 1-form ωi = dxi− f i1(x)dx
1− f i2(x)dx
2, for i = 3, . . . , n. To
the trajectories, solution of the under-determinated system

x˙3 = f 31 (x)x˙
1 + f 32 (x)x˙
2
...
x˙n = fn1 (x)x˙
1 + fn2 (x)x˙
2,
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correspond the solutions of the Pfaffian system ω3 = 0, . . . , ωn = 0 which is associated to the
module I := {ω3, . . . , ωn}. Using the duality between 1-forms and vector fields (see section 2),
the rank conditions of the theorem are nothing but saying that, for k = 0, . . . , n, the dimension
of the module I(k) is equal to n−k−2. The theorem is just the translation into control language
of Cartan’s result.
The condition is sufficient: assume that the variables of Cartan’s theorem, σ and w, are
arbitrary functions of the time and use the rule
dw
dσ
=
w˙
σ˙
,
d2w
dσ2
=
w¨σ˙ − w˙σ¨
σ˙3
, . . . ;
relation (6) leads to an explicit parametrization (1) of all the system trajectories. Moreover σ
and w are functions of x. The system is thus flat.
The condition is necessary: assume that the system is flat; then its general solution can be
expressed using the flat output (y1, y2),
x = A(y1, . . . , y
(q)
1 , y2, . . . , y
(q)
2 ); (8)
it suffices to set y1 to a fixed function of time, e.g., y1(t) = t, and y2 = w(t) where w is an
arbitrary function to obtain, up to the identification of σ with t, an explicit parametrization,
similar to (6).
For n = 4, the result can be directly recover by Engel’s normal form [2, chapter 2]. In
this case, the condition of theorem is simply equivalent to controllability. Hence, a controllable
system without drift having 2 controls and 4 states is flat.
For n ≥ 5 (m = 2), controllability does not imply flatness any longer, as shown by the
following nonflat system, 

x˙ = u1
α˙ = u2
β˙ = αu1
z˙ = α2u1
y˙ = βu1,
derived from the second order Monge equation
dz
dx
−
(
d2y
dx2
)2
= 0
studied by Hilbert [12]. Simple computations show that, for this system, dimE0 = 2, dimE1 =
3 = 2 + 1 but dimE3 = 5 6= 2 + 2.
The kinematic car with one trailer This nonholonomic system, displayed on figure 1,
generalizes the car with one trailer considered in [15], since the hitch of the trailer is not
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Figure 1: kinematic model of a car with one trailer; u1 and u2 are the velocities of the rear
wheels and of steering, respectively.
attached to the center of the rear axle of the car, but at a distance d. The wheels are aligned
with the body of the trailer. The two control inputs are the driving velocity (of the rear wheels
of the car) and the steering velocity (of the front wheels of the car). The wheels are allowed
to roll and spin, but not to slip. The derivation of the equations is simplified by considering
the steering front wheels of the car as a single wheel at the midpoint of the axle. The resulting
dynamics is described by the following equations (the notations are summarized on figure 1):


x˙ = cos θ u1
y˙ = sin θ u1
ϕ˙ = u2
θ˙ =
1
l
tanϕ u1
θ˙1 =
1
d1
(
sin(θ1 − θ)−
d
l
tanϕ cos(θ1 − θ)
)
u1
Straightforward computations show that the conditions of theorem 2 are satisfied. This proves
that the system is flat and that the flat output can be chosen as a function of (x, y, ϕ, θ, θ1).
5 Concluding remarks
We have shown that results on Pfaffian systems directly provide a criterion of flatness for
systems without drift having two controls. There exist many other results on Pfaffian systems
and we feel that several of them can be used for control purposes.
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Chapitre 4
Application au pilotage d’avion
Introduction
Ce chapitre a pour but de montrer l’intereˆt des syste`mes plats pour un proble`me
concret d’automatique; il ne s’agit pas de faire un simple calcul de bouclage line´arisant,
mais plutoˆt d’examiner les possibilite´s pratiques de mise en oeuvre. Une partie de ce
travail a e´te´ effectue´ pour la socie´te´ SEXTANT AVIONIQUE dans le cadre d’une e´tude
DRET en cours. L’origine de cette e´tude est un re´sultat de [9] montrant qu’un mode`le
simplifie´ d’avion est line´arisable par bouclage.
Notons que l’ae´ronautique est un cadre inte´ressant pour faire de l’automatique: on
dispose d’un bon mode`le, et la de´termination des parame`tres de´licats, a` savoir les coef-
ficients ae´rodynamiques fait l’objet de ve´ritables campagnes de mesure en souﬄerie. Les
avions sont tre`s bien instrumente´ et disposent de calculateurs embarque´s assez puissants.
La suite de cette introduction rappelle brie`vement le roˆle d’un pilote automatique
d’avion et les proble`mes de commande qui se posent; on insiste en particulier sur les
limites de lois de bouclage utilisant des techniques line´aires. La section 4.1 pre´sente le
mode`le utilise´, accompagne´ de quelques commentaires (la mode´lisation elle-meˆme figure
a` l’annexe A). La section 4.2 est consacre´e a` la construction de la loi de bouclage. Les
simulations nume´riques de la section 4.3 donnent une ide´e des performances de cette
loi. L’avion simule´ est un F4, chasseur ame´ricain datant d’environ 25 ans, et dont les pa-
rame`tres nume´riques sont dans le domaine public. Il est important de noter que l’e´tude qui
suit est de porte´e ge´ne´rale et peut s’appliquer a` la plupart des avions civils ou militaires.
4.0.1 Fonctions de pilotage
Les premiers pilotes automatiques offraient uniquement des fonctions e´le´mentaires
du type asservissement autour de consignes fixes: tenue d’altitude, de cap, d’assiette, de
pente, de vitesse,... Le pilote devait amener l’avion pre`s des consignes de´sire´es et branchait
ensuite le pilote automatique.
Sont apparues ensuite des fonctions plus e´volue´es, permettant de rallier et de tenir ces
meˆmes consignes. Si la condition initiale est loin de la consigne, la phase de ralliement
permet de s’en approcher sans saturer les actionneurs.
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Aujourd’hui, on voudrait qu’un pilote automatique soit en mesure d’assurer des taˆches
beaucoup plus complexes: manoeuvres d’atterrissage ou d’appontage, suivi de terrain a`
basse altitude (pour e´viter la de´tection radar), pointage sur une cible e´ventuellement
mobile,... Le point commun a` toutes ces nouvelles fonctions est qu’il faut maintenant
ge´ne´rer et suivre une trajectoire qui peut eˆtre absolument quelconque.
4.0.2 Limites de l’approche line´aire
Pour faire de la commande line´aire classique, il faut un syste`me line´aire stationnaire.
La premie`re chose a` faire est donc de de´terminer les trajectoires de l’avion (i.e. les solutions
du syste`me (4.1)-(4.15)) pour lesquelles le line´arise´ tangent est stationnaire. Empruntant
la terminologie de [45], on appellera ces solutions trajectoires permanentes. Notons que les
points d’e´quilibre sont sans inte´reˆt puisqu’ils imposent V (t) = 0 (l’avion est immobile). On
voit facilement que les seules trajectoires permanentes correpondent au vol en ligne droite
a` vitesse et altitude constantes: c’est le vol en palier. Ceci e´tant trop restrictif (l’avion ne
peut ni tourner, ni changer d’altitude), on est amene´ a` affaiblir un peu les hypothe`ses en
ne conside´rant pas les variables de position horizontales x et y (que l’on renonce donc a`
asservir). Ceci permet de conside´rer des trajectoires ou` l’avion de´crit un cercle a` vitesse
de rotation et altitude constantes: c’est le virage stabilise´. Pour autoriser des mouvements
dans le plan vertical, on est oblige´ de faire une approximation en ne´gligeant l’influence de
l’altitude, qui intervient dans les forces et moments ae´rodynamiques par l’interme´diare
de la masse volumique de l’air et du nombre de Mach. Cette approximation n’est pas
de´raisonable si l’altitude ne varie pas trop (quelques centaines de me`tres), surtout en
re´gime subsonique (ou` les coefficients ae´rodynamiques sont peu sensibles au Mach) et a`
basse altitude (ou` la variation relative de la masse volumique de l’air est la plus faible).
Adoptant encore la terminologie de [45], on appellera pseudo-permanentes les trajectoires
permanentes du syste`me approxime´. La trajectoire pseudo-permanente la plus ge´ne´rale
est alors une he´lice. Quand l’avion ne tourne pas, on peut prendre en compte x et y: toute
droite parcourue a` vitesse constante est une trajectoire pseudo-permanente: c’est le vol
en ressource, avec comme cas particulier le vol en palier.
Les fonctions e´le´mentaires de pilotage automatique e´voque´es dans le paragraphe pre´-
ce´dent correspondent a` l’asservissement autour des trajectoires pseudo-permanentes. Bien
suˆr, le syste`me line´aire tangent autour d’une trajectoire pseudo-permanente de´pend d’un
certain nombre de parame`tres de cette trajectoire (a` savoir l’altitude −z, la vitesse V , la
pente γ, l’angle de roulis µ et l’angle de de´rapage β). Une technique couramment utilise´e
pour construire un re´gulateur fonctionnant en tout point de l’epace de ces parame`tres
consiste a` faire un maillage de cet espace, a` re´gler les gains de re´gulateurs line´aires en
chaque point de ce maillage, puis a` interpoler (line´airement) les gains sur l’espace des
parame`tres, ce qui revient en fait a` une sorte de bouclage non line´aire assez complexe.
Les fonctions de pilotage plus e´volue´es consistent a` re´guler autour de trajectoires de
re´fe´rence constitue´es de tronc¸ons de trajectoire pseudo-permanentes. Le proble`me est
qu’il n’est pas possible de raccorder continuˆment deux telles trajectoires: par exemple,
µ(t) = 0 en vol en palier et µ(t) = constante 6= 0 en virage stabilise´; la raison est que le
contact entre un cercle et une droite tangente est seulement d’ordre 1: les positions et les
vitesses varient continuˆment, mais pas les acce´le´rations, ce qui induit des Diracs dans les
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gouvernes δl,δm,δn. Les me´thodes empiriques employe´es pour surmonter cette difficulte´
fonctionnent assez bien si les commutations entre les trajectoires pseudo-permanentes ne
sont pas trop rapides.
Pour des trajectoires quelconques, variant rapidement et me´langeant des mouvements
horizontaux et verticaux (ce qui est typiquement le cas pour le suivi de terrain), ces
me´thodes sont souvent mises en de´faut. De plus, l’absence d’un cadre the´orique oblige a` se
reposer presqu’entie`rement sur des simulations nume´riques pour de´terminer des conditions
satisfaisantes de fonctionnement.
4.1 Le mode`le utilise´
Un avion est un syste`me physique tre`s complexe. On peut cependant en faire une
mode´lisation assez simple qui rend bien compte de son mouvement. On pre´sente ici les
hypothe`ses couramment adopte´es pour mode´liser un avion en vol (on ne s’inte´resse pas
aux interactions avec le sol pendant le de´collage ou l’atterrissage). Une discussion de la
validite´ de ces hypothe`ses, ainsi que la totalite´ des calculs menant aux e´quations figurent
a` l’annexe A.
– Un avion est un corps rigide a` six degre´s de liberte´ comportant un plan de syme´trie.
– La masse et la matrice d’inertie de l’avion sont constantes.
– Les e´coulements ae´rodynamiques sont quasistationnaires.
– L’environnement dans lequel e´volue l’avion ve´rifie les conditions atmosphe´riques
standard et est au repos par rapport a` la terre.
– La courbure de la terre est ne´glige´e. Le re´fe´rentiel lie´ a` la terre est galile´en.
L’application du principe fondamental de la dynamique conduit alors a` un syste`me de
12 e´quations du premier ordre. Un mode`le de l’atmosphe`re permet d’exprimer les pa-
rame`tres atmosphe´riques uniquement en fonction de l’altitude. Les variables d’e´tat sont
x,y,z, coordonne´es du centre d’inertie G de l’avion (ou` z est l’oppose´ de l’altitude), V,α,β,
projections du vecteur vitesse (V est le module de la vitesse, α et β sont des angles
d’attitude par rapport a` la trajectoire, appele´s respectivement incidence et de´rapage),
γ,χ,µ, angles traduisant l’orientation de l’avion (appele´s pente, azimut et roulis), et p,q,r
coordonne´es du vecteur de rotation. On dispose par ailleurs de 4 entre´es: la pousse´e F
des propulseurs, et la positions δl,δm,δn des gouvernes de gauchissement, profondeur et
direction.
Sur tous les avions modernes d’une certaine taille, les gouvernes sont actionne´es par
des servocommandes e´lectro-me´caniques. Ces servocommandes sont en ge´ne´ral modelise´es
par des syste`mes line´aires inde´pendants des 12 variables ci-dessus, et d’ordre 1,2 ou 3.
On a retenu ici un mode`le tre`s simple du premier ordre, qui repre´sente la partie la plus
lente des servocommandes. De meˆme, ll y a une relation dynamique (qui peut eˆtre assez
complexe) entre la poussee´ F et la manette des gaz, qui est la vraie commande; on n’en
a pas tenu compte a` ce stade de l’e´tude.
En re´sume´, on conside`re le syste`me suivant de 15 e´quations du premier ordre, com-
mande´ par F,δ˜l,δ˜m,δ˜n:
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Equations du vol
x˙ = V cosχ cos γ (4.1)
y˙ = V sinχ cos γ (4.2)
z˙ = −V sin γ (4.3)
V˙ = −g sin γ +
X
m
(4.4)
α˙ cos β =
g
V
cos γ cosµ− p cosα sin β + q cos β − r sinα sin β +
Z
mV
(4.5)
β˙ =
g
V
cos γ sinµ+ p sinα− r cosα +
Y
mV
(4.6)
γ˙ = −
g
V
cos γ −
Y sinµ
mV
−
Z cosµ
mV
(4.7)
χ˙ cos γ =
Y cosµ
mV
−
Z sinµ
mV
(4.8)
µ˙ cos β = −
g
V
cos γ cosµ sin β + p cosα + r sinα
+
Y cosµ tan γ cos β
mV
−
Z(sinµ tan γ cos β + sin β)
mV
(4.9)
Ixxp˙− Ixz r˙ = (Iyy − Izz)qr + Ixzpq + L (4.10)
Iyy q˙ = (Izz − Ixx)qr + Ixzp(r
2 − p2) +M (4.11)
Izz r˙ − Ixzp˙ = (Ixx − Iyy)pq + Ixzrq +N (4.12)
Dynamique des actionneurs
δ˙l = −alδl + δ˜l (4.13)
δ˙m = −amδm + δ˜m (4.14)
δ˙n = −anδn + δ˜n (4.15)
Dans ces e´quations, X,Y,Z repre´sentent les forces (autre que le poids) agissant sur l’avion
(i.e. forces ae´rodynamiques et de propulsion) et L,M,N leurs moments; ces six termes
de´pendent de z,V,α,β,F et (line´airement) de V˙ ,α˙,β˙,p,q,r,δl,δm,δn. Une remarque essen-
tielle pour la suite est qu’il possible de conside´rer comme “ne´gligeable” la de´pendance de
X,Y,Z par rapport a` V˙ ,α˙,β˙,p,q,r et (avec parfois quelques re´serves) par rapport a` δl,δm,δn;
le sens a` attribuer au mot “ne´gligeable” est explique´ au paragraphe 4.2.1. L’expression
de´taille´e des forces et des moments est e´tablie a` l’annexe A. Notons que la de´termination
de ces forces est de loin le point le plus de´licat de la mode´lisation.
Quelques remarques sur ces e´quations:
– les e´quations (4.10)-(4.12) supposent une syme´trie de masse de l’avion (ce qui est
pratiquement toujours ve´rifie´). Si ce n’est pas le cas, il faut utiliser les e´quations
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un peu plus complique´es donne´es a` l’annexe A. Ceci ne re´duit en aucune fac¸on la
ge´ne´ralite´ de cette e´tude.
– Les forces X,Y,Z et les moments L,M,N peuvent de´pendre (line´airement) de V˙ ,α˙,β˙:
les e´quations (4.4)-(4.6) sont donc e´ventuellement implicites; il est cependant tre`s
facile de les re´e´crire sous forme explicite si besoin est.
– Le syste`me de´ge´ne`re si V cos β cos γ = 0 (certaines e´quations deviennent des rela-
tions non diffe´rentielles). Si V = 0 ou cos β = 0 (cf remarque suivante) sont des
situations tre`s improbables, cos γ = 0 est plus fre´quent (looping par exemple). Dans
ce cas χ n’est plus de´fini: c’est la singularite´ habituelle d’un parame´trage par les
angles d’Euler. En the´orie, il faudrait donc de´crire l’avion par deux cartes locales.
Dans la suite, on supposera simplement qu’on se trouve loin de ces singularite´s.
– Dans les conditions habituelles de vol (i.e. en dehors des acrobaties ae´riennes), on
demande que l’angle de de´rapage β soit (approximativement) nul: la force late´rale
Y est alors nulle, et l’axe longitudinal de l’avion est coline´aire au vecteur vitesse. Il
arrive parfois que l’on veuille voler a` β constant non nul, par exemple a` l’occasion
d’une maneuvre d’atterrissage par fort vent de travers pour aligner l’avion dans
l’axe de la piste (maneuvre dite de “de´crabe”). Dans tous les cas, une valeur de β
de´passant ±15◦ peut eˆtre considere´e comme “tre`s grande”.
De meˆme l’angle d’incidence α est ge´ne´ralement petit (par exemple environ 2 ou
3◦ pour le vol en palier). Pour les “tre`s grandes valeurs” de α (environ ±30◦), il se
produit d’ailleurs un phe´nome`ne de “de´crochage” (brusque perte de portance).
4.2 Commande non-line´aire
D’apre`s l’introduction, le proble`me pose´ par le pilotage automatique est donc la
ge´ne´ration et le suivi de trajectoires. On s’inte´ressera ici uniquement au proble`me de
suivi, le proble`me de la ge´ne´ration relevant plutoˆt de l’optimisation sous contraintes.
Notons cependant que les contraintes qui limitent le plus les manoeuvres concre`tement
possibles sont les acce´le´rations maximales supportables par le pilote et les bornes sur les
forces de propulsion (en particulier la pousse´e est toujours positive: un avion n’a pas de
“freins”; la pousse´e maximale pour un chasseur est de l’ordre de 0.6 fois son poids).
4.2.1 Avion ide´al
Rappelons une conclusion essentielle de la mode´lisation: les forces X,Y,Z de´pendent de
z,V,α,β,F et (line´airement) de V˙ ,α˙,β˙,p,q,r,δl,δm,δn: cependant, on peut supposer “ne´gligeable”
la de´pendance par rapport a` V˙ ,α˙,β˙,p,q,r et (avec quelques re´serves) par rapport a` δl,δm,δn.
Pour cette raison, on appellera avion ide´al l’avion de´crit par les e´quations en conside´rant
que X,Y,Z de´pendent uniquement de z,V,α,β,F . Cet avion ide´al servira a` calculer des
lois de bouclage line´arisantes, qui seront applique´es a` l’avion re´el: c’est un mode`le de
commande. L’ide´e est que l’avion ide´al est plat alors que l’avion re´el ne l’est en ge´ne´ral
pas).
On conside`re donc un syste`me “re´el”
Σε : x˙ = f(x,u) + εg(x,u)
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comme une perturbation d’un syste`me “ide´al”
Σ0 : x˙ = f(x,u),
et on espe`re, si ε est suffisamment petit, qu’une loi de bouclage transformant Σ0 en
Σ˜0 : z˙ = f˜(z,v)
transforme Σε en un syste`me “proche”
Σ˜ε : z˙ = f˜(z,u) + εg˜(z,v).
Autrement dit on demande que la commande soit robuste. On n’a pas cherche´ a` e´tablir
un re´sultat ge´ne´ral de robustesse pour les bouclages dynamiques line´arisants; dans le cas
particulier qui nous inte´resse, on pourra se ramener a` un bouclage statique et utiliser des
re´sultats existants. A ce stade de l’e´tude, on n’a pas non plus juge´ ne´cessaire d’estimer la
taille de la perturbation entre l’avion re´el et l’avion ide´al, en vue d’appliquer un re´sultat
pre´cis. Ceci repre´sente un gros travail, et on s’est pour le moment contente´ de ve´rifier la
robustesse par des simulations.
Commander un syste`me par une loi calcule´e pour un mode`le ide´al n’est bien suˆr pas
une ide´e neuve en automatique. Notons cependant que l’approximation faite ici porte sur
la structure des e´quations et est valable en tout point de l’espace d’e´tat, contrairement,
par exemple, a` l’approximation line´aire au premier ordre qui n’est valable que localement.
4.2.2 L’avion ide´al est plat
Par hypothe`se, les e´quations (4.1)-(4.9) de l’avion ide´al ne de´pendent pas de δl,δm,δn.
Elles peuvent donc eˆtre vues comme les e´quations d’un syste`me d’e´tat (x,y,z,V,α,β,γ,χ,µ)
commande´ par (p,q,r,F ). Les e´quations (4.10)-(4.12) apparaissent alors comme un bou-
clage endoge`ne, forme´ d’inte´grateurs purs et d’un bouclage statique, sur ce syste`me. De
meˆme, les e´quations des actionneurs constituent un bouclage endoge`ne sur le syste`me (4.1)-
(4.12). Il suffit donc de montrer que le syste`me (4.1)-(4.9) est plat, ce qui en fait de´montre´
dans [9]. Une sortie plate (diffe´rente de celle de [9]) est donne´e par (x,y,z,β). On peut tre`s
facilement ve´rifier que la structure a` l’infini du syste`me (4.1)-(4.9) muni de cette sortie est
{1,2,3,3}, et le de´faut est 9− (1 + 2+ 3+ 3) = 0. Pour le syste`me (4.1)-(4.12) muni de la
meˆme sortie la structure a` l’infini est {2,2,4,4}, et le de´faut est 12−(2+2+4+4) = 0. Avec
les actionneurs, la structure a` l’infini est {2,3,5,5}, et le de´faut est 15− (2+3+5+5) = 0.
On proce´derait de meˆme avec des actioneurs de´crits par des syste`mes d’ordre plus e´leve´.
On va donner une autre de´monstration de la platitude en construisant le bouclage
dynamique line´arisant qui sera utilise´ par la suite: en de´rivant une fois (x,y,z), aucune
commande n’apparait (ce sont les e´quations (4.1)-(4.3)). En de´rivant une seconde fois, on
trouve naturellement l’e´quation des forces, ou` une seule commande,F , est pre´sente:

 x¨y¨
z¨

 =

 00
g

+ 1
m
MR0/Ra .

 X(z,V,α,β,F )Y (z,V,α,β,F )
Z(z,V,α,β,F )

 ,
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ou` la matrice MR0/Ra (matrice de passage du trie`dre ae´rodynamique au trie`dre terrestre)
ne de´pend que de γ,χ,µ. En de´rivant (x,y,z) une troisie`me fois, et β une fois, on obtient
une expression de la forme:


x(3)
y(3)
z(3)
β˙

 = A(z,V,α,β,γ,χ,µ,F ) +B(z,V,α,β,γ,χ,µ,F ).


p
q
r
F˜

 ,
ou` on a pose´
F˜ := F˙ (4.16)
(c’est en fait un bouclage dynamique); B matrice carre´e inversible. On a trois chaines
d’inte´grateurs non-line´aires de longueur 3 et une de longueur 1, ou` n’interviennent que les
10 variables d’e´tat (x,y,z,V,α,β,γ,χ,µ,F ), ce qui montre que le syste`me (4.1)-(4.3),(4.16)),
qui a pour commandes u := (p,q,r,F˜ )T , est line´arisable par le bouclage statique
u = B−1(v − A).
En de´rivant encore une fois toutes les sorties, on obtient une expression de la forme:


x(4)
y(4)
z(4)
β¨

 = A1(z,V,α,β,γ,χ,µ,p,q,r,F,F˜ ) +B1(z,V,α,β,γ,χ,µ,p,q,r,F,F˜ ).


δl
δm
δn
˜˜F


ou` on a pose´
˜˜F := ˙˜F ; (4.17)
B1 est une matrice carre´e inversible. Comme pre´de´demment, on voit que le syste`me (4.1)-
(4.3),(4.16),(4.17)), qui a pour commandes u := (δl,δm,δn,
˜˜F )T , est line´arisable par le
bouclage statique
u = B−11 (v − A1)
(on a trois chaines de longueur 4 et une de longueur 2 pour un e´tat de dimension 12+2 =
14).
En re´ite´rant ce processus, on prend facilement en compte les e´quations des actionneurs.
Terminons ce paragraphe par quelques commentaires: le bouclage propose´ est, au
moins pour le syste`me commande´ par (p,q,r,F ), le plus “e´conomique” en termes de di-
mension; en effet le syste`me n’est pas statiquement line´arisable (cf [9]), mais le devient
apre`s ajout d’un seul inte´grateur.
Notons aussi que le choix de (x,y,z,β) comme sortie permet d’e´tendre partout ou` le
bouclage est de´fini une structure de commande qui est tre`s souvent utilise´ autour du vol
en palier syme´trique. En plac¸ant les poˆles du syste`me line´arise´ par bouclage au meˆme
endroit que ceux du line´arise´ tangent autour de cette trajectoire, la loi de commande
line´aire classique apparait alors comme une approximation au premier ordre de la loi
non-line´aire.
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On n’a rien dit sur la platitude de l’avion re´el. Il est possible de montrer par des cal-
culs fastidieux que l’avion re´el n’est en ge´ne´ral pas plat, sauf peut eˆtre si les coefficients
ae´rodynamiques ve´rifient des relations tre`s particulie`res; on n’a pas cherche´ a` approfon-
dir cette voie. L’approche suivie, a` savoir travailler sur l’avion ide´al, est de toute fac¸on
inte´ressante, car elle conduit a` des lois de bouclage assez simples.
4.2.3 Proble`mes pose´s par la mise en oeuvre pratique
Les bouclages line´arisants calcule´s ci-dessus utilisent les de´rive´es partielles des forces
X,Y,Z: les matrices A et B utilisent les de´rive´es jusqu’a` l’ordre 1, les matrices A1 et B1
jusqu’a` l’ordre 2, etc. Or les coefficients ae´rodynamiques intervenant dans ces forces sont
de´termine´s expe´rimentalement et varient rapidement en re´gime transonique, et l’e´valuation
de leurs de´rive´es peut eˆtre de´licate, et ce d’autant plus que l’ordre de de´rivation est e´leve´.
Si on se limite au re´gime subsonique, ou` on peut approximer ces coefficients sur tout le
domaine de vol par des polynoˆmes de faible degre´, ce n’est bien suˆr pas un proble`me.
Par ailleurs, la complexite´ de la loi de bouclage augmente rapidement avec le nombre
d’e´tats conside´re´s. Ceci peut entrainer des volumes de calcul trop importants en temps
re´el (les ordinateurs embarque´s sur un avion ont en effet de nombreuses taˆches a` effectuer
en dehors du pilotage automatique).
Il est donc inte´ressant de distinguer des e´chelles de temps dans le syste`me et d’utiliser
des techniques de perturbations singulie`res (cf [31]), ce qui est une de´marche tre`s classique
en automatique. Notons cependant que s’il est facile de voir qu’un syste`me line´aire a
plusieurs e´chelles de temps, c’est plus difficile en non-line´aire. On s’est pour l’instant
contente´ de ve´rifier en simulation la validite´ du de´coupage en e´chelles de temps.
Pour un avion de transport, qui est lourd et auquel on ne demande en ge´ne´ral pas de
manoeuvres serre´es, on peut conside´rer que les actionneurs sont largement plus rapides
que le reste du mode`le. Si l’avion est subsonique, on peut utiliser sans proble`me le bouclage
sur le syste`me (4.1)-(4.12), a` condition que le calculateur soit suffisamment puissant.
Pour un avion de chasse, auquel cette e´tude est plutoˆt destine´e, le proble`me est plus
de´licat: l’avion est bien suˆr supersonique et on cherche a` exploiter au maximum ses ca-
pacite´s dans toutes les phases de vol. On a distingue´ trois e´chelles de temps: une partie
“lente” (e´quations (4.1)-(4.9)), une partie “rapide” (e´quations (4.10)-(4.12)), et une partie
“tre`s rapide” (e´quations (4.13)-(4.15)). On a donc suppose´ le syste`me sous la forme
X˙ = f(X,Ω,F )
εΩ˙ = g(X,Ω,δ,F )
ε2δ˙ = −aδ + δ˜,
avec le parame`tre ε “petit”; on a pose´ X := (x,y,z,V,α,β,γ,χ,µ), Ω := (p,q,r), δ :=
(δl,δm,δn), δ˜ := (δ˜l,δ˜m,δ˜n) et a := diag(al,am,an).
Pour pouvoir utiliser des techniques de perturbations singulie`res en faisant tendre ε
vers 0, il faut que le rang de ∂g
∂Ω
soit e´gal a` 3. Or le de´terminant de cette matrice est proche
de 0 pour l’avion “nu” (ceci est du au fait que les avions de chasse sont a` la limite de
l’instabilite´ en boucle ouverte, de fac¸on a` eˆtre tre`s maniables); ce n’est cependant pas un
proble`me, car il est possible de modifier ce de´terminant par un premier bouclage “petits
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gains” sur δ et de mettre ainsi ces e´quations sous la forme standard des perturbations
singulie`res. Notons d’ailleurs que ce premier bouclage est syste´matiquement fourni avec
l’avion et porte le nom de “commandes de vol”: l’avion est sans cela impilotable par
un pilote humain. La raison pour laquelle ce bouclage est a` “petits gains” est que les
gouvernes sont tre`s efficaces (leur action est proportionnelle au carre´ de la vitesse).
On adopte alors la de´marche suivante pour construire une loi de commande: la partie
tre`s rapide est stable et on la conside`re infiniment rapide devant le reste du syste`me;
typiquement les valeurs de al,am,an dans les e´quations (4.13)-(4.15) sont de l’ordre de
25. On line´arise par bouclage la partie rapide en conside´rant δ comme la commande,
et on place les trois poˆles de ce syste`me line´aire a` −5; d’apre`s la discussion pre´ce´dente,
ce bouclage est bien conditionne´ (empruntant la terminologie, on l’appellera d’ailleurs
“commandes de vol”). Enfin, on line´arise la partie lente en conside´rant (Ω,F ) comme la
commande. Les calculs de´taille´s sont pre´sente´s au paragraphe suivant.
Notons que le ε choisi n’est pas “tre`s petit” (ε = 1/5). Ce choix est un compromis
entre la se´paration des e´chelles de temps et la rapidite´ de la ree´ponse en boucle ferme´e
(pour pouvoir suivre des trajectoires “serre´es”).
4.2.4 Expression de´taille´e du bouclage
On a e´te´ effectue´ tous les calculs, puis ge´ne´re´ automatiquement les routines Fortran
correspondantes a` l’aide du logiciel de calcul formel Mathematica. Pour la partie lente,
ces calculs sont assez lourds et ont demande´ un travail non ne´gligeable pour eˆtre mis sous
une forme simple.
Bouclage line´arisant la partie lente
On peut factoriser le bouclage sous la forme
u = T1T2B˜
−1(Mv − A˜), (4.18)
avec
T1 :=


cosα 0 sinα 0
0 1 0 0
sinα 0 − cosα 0
0 0 0 1

 , T2 :=


cos β 0 0 0
sin β 1 0 0
0 0 1 0
0 0 0 1

 ,
B˜ :=


0 Xα Xβ XF
−Z Yα Yβ YF
Y Zα Zβ ZF
0 0 1 0

 ,
M :=


cosχ cos γ sinχ cos γ − sin γ 0
cosχ sin γ sinµ− sinχ cosµ sinχ sin γ sinµ+ cosχ cosµ cos γ sinµ 0
cosχ sin γ cosµ+ sinχ sinµ sinχ sin γ cosµ− cosχ sinµ cos γ cosµ 0
0 0 0 1

 ,
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A˜ :=


V˙ XV + α˙ |~Ω=0 (Xα − Z cos β) + β˙ |~Ω=0 (Xβ − Y )− V Xz sin γ
V˙ YV + α˙ |~Ω=0 (Yα + Z sin β) + β˙ |~Ω=0 (X + Yβ)− V Yz sin γ
V˙ ZV + α˙ |~Ω=0 (Zα +X cos β − Y sin β) + β˙ |~Ω=0 Zβ − V Zz sin γ
β˙ |~Ω=0

 ,
ou` on a pose´ Xz :=
∂X
∂z
(z,V,α,β,F ), etc, et
V˙ := −g sin γ + 1
m
X(z,V,α,β,F )
α˙ |~Ω=0 :=
1
mV cosβ
(mg cos γ cosµ+ Z(z,V,α,β,F ))
β˙ |~Ω=0 :=
1
mV
(mg cos γ sinµ+ Y (z,V,α,β,F )).
Notons que M est forme´e a` partir de la matrice de passage du trie`dre terrestre au trie`dre
ae´rodynamique, et que T1T2 correspond a` peu pre`s a` la matrice de passage du trie`dre
ae´rodynamique au trie`dre avion. Ceci permet de donner une interpre´tation physique
de la factorisation (4.18) assez parlante pour les inge´nieurs ae´ronauticiens, qui aiment
bien se repre´senter les phe´nome`nes comme se produisant dans diffe´rents repe`res: les trois
premie`res composantes de v correpondent aux de´rive´es troisie`mes de la position dans le
trie`dre terrestre; la matrice M les envoie dans le trie`dre ae´rodynamiques; la matrice B,
qui “vit” dans le trie`dre (car (X,Y,Z) est la projection des forces dans ce trie`dre), “re-
dresse” les forces; la matrice T1T2 renvoie alors le re´sultat dans le trie`dre avion, ce qui
donne l’expression de p,q,r (rappelons que (p,q,r) est la projection du vecteur de rotation
dans le trie`dre avion).
Le de´terminant de B˜ est donne´ par
det B˜ := (XFY Yα −XαY YF +XFZZα −XαZZF ).
Le bouclage explose quand ce de´terminant est nul. On n’a pas encore re´ussi a` trouver
une interpre´tation physique de cette condition, qui porte uniquement sur les forces (et ne
de´pend donc que de z,V,α,β,F ). Une rapide e´tude montre que ce de´terminant ne s’annule
pas dans des conditions normales de vol syme´trique, i.e. β(t) = 0 (les quelques calculs
faits ici reposent sur l’expression de´taille´e des forces X,Y,Z; cf annexe A): on a en effet
Y = YF = Yα = 0 et
det B˜ = Z(XFZα −XαZF )
= −Z(1
2
ρSV 2(cos(α+ ε)∂Cz
∂α
− sin(α + ε)∂Cx
∂α
) + F ).
Sauf cas tre`s particuliers, on a toujours Z 6= 0 (Z = 0 signifie que la composante verticale
de la pouse´e compense la portance, et donc la seule force exerce´e verticalement est le
poids). Par ailleurs il est exceptionnel qu’α de´passe ±30◦ (en vol en palier α vaut environ
2 ou 3◦), et ε est petit On a alors
det B˜ ≈ −Z(
1
2
ρSV 2
∂Cz
∂α
+ F ),
et le terme entre parenthe`ses est toujours largement positif.
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Quand β est petit, ces conclusions restent valables. La situation est moins claire quand
β grandit; on n’a cependant pas rencontre´ de proble`mes particuliers en simulation.
Le diffe´omorphisme de R10 envoyant le syste`me dans des coordonne´es line´aires a pour
expression: 

x
y
z
V
α
β
γ
χ
µ
F


7−→


x
y
z
V cos γ cos ξ
V cos γ sin ξ
−V sin γ
 00
mg

+MR0/Ra .

 XY
Z


β


,
ou` MR0/Ra ne de´pend que de γ,ξ,µ (c’est la matrice de passage du trie`dre ae´rodynamique
au trie`dre terrestre). Son jacobien est e´gal a`
V 2 cos γ det B˜.
Notons que V = 0 et cos γ = 0 sont e´galement des singularite´s de parame´trage du mode`le.
Bouclage line´arisant la partie rapide (“commandes de vol”)
En posant Ω := (p,q,r)T , δ := (δl,δm,δn)
T et en notant I la matrice d’inertie, les e´quations (4.10)-
(4.12) s’e´crivent matriciellement (cf annexe A):
IΩ˙ + Ω ∧ IΩ = C +Dδ,
avec C +Dδ := (L,M,N)T (rappelons que les moments L,M,N sont line´aires en les gou-
vernes; C er D de´pendent de z,V,α,β,γ,µ,p,q,r,F . Le bouclage transformant ces e´quations
en
Ω˙ = −ΛΩ + δ˜
est donne´ par
δ := G−1(Ω ∧ IΩ− F − I−1ΛΩ + I−1δ˜),
ou` on a pose´ Λ := diag(λl,λm,λn) et δ˜ := (δ˜l,δ˜m,δ˜n)
T .
Bouclage sur le syste`me line´arise´ lent
Le syste`me line´arise´ par bouclage est compose´ de 3 chaines de 3 integrateurs purs et d’une
chaine de 1. On a place´ les poˆles respectivement en (−1,−1/2,−1/4) et −1, de manie`re a`
respecter les e´chelles de temps en boucle ferme´e (rappelons que la partie rapide en boucle
ferme´e a ses 3 poˆles en −5 et que la partie tre`s rapide a ses 3 poˆles en −25). En fait le
choix des gains re´clamerait une e´tude beaucoup plus pousse´e, d’un coˆte´ par rapport a`
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des objectifs de performances, et de l’autre pour ve´rifier que la commande non line´aire
ne “me´lange” pas les e´chelles de temps; on s’est simplement contente´ ici de prendre des
valeurs raisonnables pour le vol en palier, et de ve´rifier en simulation que tout se passait
bien.
4.3 Simulations nume´riques
Les simulations ont e´te´ effectue´es avec le logiciel Matlab/Simulink, en utilisant un
algorithme implicite de type Adams-Gear. La figure 4.3 pre´sente le sche´ma-bloc Simulink
re´alise´. Chaque bloc contient une routine en langage Matlab, avec un noyau en Fortran
pour les plus complique´s.
Fig. 4.1 – Sche´ma-bloc Simulink
On reconnait facilements les diffe´rents e´le´ments: “F4” contient les e´quations de l’avion
et “Actio” celles des actionneurs; la loi de commande non-line´aire est compose´e des com-
mandes de vol “CDV”, du bouclage dynamique line´arisant “NL” et du changement de
coordonne´es “Dif”; “Lin” place les poˆles du syste`me lent line´arise´ et “Traj” ge´ne´re les
trajectoires de re´fe´rence.
Expe´rience: suivi d’une courbe gauche
On veut suivre pendant une minute la trajectoire de re´fe´rence donne´e par (cf fi-
gure 4.3):
xref (t) = 200 t
yref (t) = 2.375 t
2
zref (t) = −11000 + 1.2 t
2
βref (t) = 0.
A t = 0, l’avion est en vol en palier syme´trique a` 11000 me`tres d’altitude a` la vitesse de
200 m/s le long de l’axe x:
x0 = 0, y0 = 0, z0 = −11000, β0 = 0, x˙0 = 200, y˙0 = 200, z˙0 = 0,
et les acce´lerations sont nulles.
Malgre´ son apparente simplicite´, cette trajectoire comporte des difficulte´s tre`s se´rieuses
pour un pilote automatique: ce n’est pas une courbe plane; l’altitude et la vitesse varient
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vite et beaucoup (on perd plus de 4300 me`tres d’altitude et on passe de 200 a` 380 m/s en
une minute); de plus, il faut franchir le mur du son (on passe de Mach 0.65 a` Mach 1.2).
La variation des parame`tres atmosphe´riques et ae´rodynamiques le long de la trajectoire
est tre`s importante. En bref, cette courbe est tre`s loin d’eˆtre une trajectoire pseudo-
permanente.
Ce genre de courbe gauche peut eˆtre utile pour approcher un objectif, tout en e´tant
moins vulne´rable aux de´fenses anti-ae´riennes. On s’est place´ ici a une altitude e´leve´e pour
pouvoir passer en re´gime supersonique avec des valeurs raisonnables de la pousse´e.
Fig. 4.2 – Courbe gauche
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Les trois premiers graphiques donnent la norme de l’erreur absolue en position, vitesse et
acce´le´rations par rapport a` la trajectoire de re´fe´rence. Le quatrie`me montre l’e´volution de
β. On peut conside´rer que les re´sultats sont tre`s bons (une erreur de position de 12 me`tres
a` 350 m/s est insignifiante). Notons la discontinuite´ d’acce´le´ration au de´part (le contact
entre le vol en palier et la re´fe´rence est seulement d’ordre 1), qui induit des perturbations
sur les autres variables.
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Ces quatre graphiques montrent l’e´volution des gouvernes δl,δm,δn et de la pousse´e nor-
malise´e (i.e. F/mg). La discontinuite´ initiale sur les gouvernes est importante.
La pousse´e n’est plus tout a` fait re´aliste a` la fin de la simulation (de manie`re ge´ne´rale
la pouse´e maximum d’un chasseur est de l’ordre de 0.6 fois son poids).
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Les deux premiers graphiques re´pre´sentent le facteur de charge et le nombre de Mach. Le
facteur de charge est la norme de l’acce´le´ration rapporte´e a` l’intensite´ de la pesanteur;
c’est a` peu de choses pre`s “le nombre de g” ressenti par le pilote. Notons que la trajectoire
est a` acce´le´ration constante. On franchit le mur du son sans proble`me majeur. L’erreur de
position se met a` croitre rapidement en re´gime transonique (i.e. entre Macn 0.8 et Mach
1.2) avec un pic au passage du mur du son, c’est a` dire a` l’endroit ou` les de´rive´es des
coefficients ae´rodynamiques sont connues avec le moins de pre´cision.
Les quatre graphiques suivants (respectivement l’incidence α, la pente γ, l’azimuth
χ et le roulis µ) illustrent sous un autre aspect la “complexite´” de la trajectoire pour
un pilote automatique classique: tous les angles varient en meˆme temps bien au dela` du
domaine d’approximation line´aire, et de manie`re couple´e.
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Annexe A
Mode´lisation d’un avion
Introduction
Ce chapitre de´taille l’ensemble des e´tapes permettant d’obtenir un mode`le d’avion en
vue de sa commande par des me´thodes non-line´aires. Bien que le sujet soit tre`s classique,
il ne semble pas si courant de trouver dans la litte´rature ae´ronautique un mode`le non-
line´aire complet adapte´ aux besoins de l’automatique.
La section A.1 re´capitule et commente les hypothe`ses de mode´lisation habituellement
adopte´es. La section A.2 est consacre´e a` la me´canique du vol, et la section A.3 de´crit le
mode`le standard de l’atmosphe`re. On s’est aide´ principalement de [45, 44, 14]. Les donne´es
nume´riques du F4, en particulier les tableaux des valeurs des coefficients ae´rodynamiques,
proviennent de [44, chapter 5].
A.1 Hypothe`ses de mode´lisation
Un avion est un syste`me me´canique tre`s complexe. On peut cependant en faire une
mode´lisation assez simple qui rend bien compte de ses mouvements. On pre´sente ici les
hypothe`ses couramment utilise´es pour mode´liser un avion en vol (on ne s’inte´resse pas aux
interactions avec le sol pendant le de´collage ou l’atterrissage), et on discute brie`vement
de leur validite´.
– Un avion est un corps rigide a` six degre´s de liberte´ comportant un plan de syme´trie.
– La masse et la matrice d’inertie de l’avion sont constantes.
– Les e´coulements ae´rodynamiques sont quasistationnaires.
– L’environnement dans lequel e´volue l’avion ve´rifie les conditions atmosphe´riques
standard et est au repos par rapport a` la terre.
– La courbure de la terre est ne´glige´e. Le re´fe´rentiel lie´ a` la terre est galile´en.
Un avion est e´videmment compose´ de plusieurs corps articule´s (ailerons, gouvernail,...),
mais les e´le´ments mobiles par rapport au corps de l’avion sont comparativement de masse
tre`s faible. L’hypothe`se de rigidite´ n’est pas totalement verifie´e (de´formations e´lastiques
des ailes, et dans certaines configurations, le´ge`re flexion longitudinale du fuselage), ce qui
peut eˆtre source de proble`mes pour la commande.
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Les variations de masse et d’inertie dues a` la consommation de carburant sont loins
d’eˆtre ne´gligeables au cours d’un vol de plusieurs heures, mais sont lentes vis-a`-vis des
proble`mes conside´re´s de suivi de trajectoire. Pour les avions militaires, des variations ra-
pides peuvent e´galement survenir (bombardement, parachutage,...). Notons qu’en ge´ne´ral
la syme´trie ge´ome´trique s’accompagne d’une syme´trie massique (un avion comporte ainsi
plusieurs re´servoirs de carburant, qui sont vide´s de manie`re a` pre´server cette re´partition).
Les hypothe`ses ae´rodynamiques et atmosphe´riques signifient qu’il n’y a ni vent ni
turbulences (on peut ne´anmoins incorporer facilement un vent constant en direction et
intensite´), et que les conditions climatiques sont “normales”: on utilise alors le mode`le dit
standard de l’atmosphe`re. Signalons qu’a` tre`s faible altitude, des phe´nome`nes turbulents
complique´s et assez mal compris peuvent survenir.
A l’echelle des trajectoires que doit suivre un pilote automatique, la courbure de la
terre est sans importance. Sur de longues distances, ou` l’effet de la courbure est sensible,
on ne s’inte´resse pas en ge´ne´ral a` l’orientation de l’avion, mais seulement a` la position de
son centre d’inertie.
A.2 Me´canique du vol
On veut e´crire les e´quations du mouvement sous forme d’e´tat. Avec les hypothe`ses
de mode´lisation retenues, il suffit d’appliquer le principe fondamental de la dynamique
a` un solide rigide de re´partition massique constante et sans liaisons. Il y aura donc 12
e´quations diffe´rentielles du premier ordre (6 de translation et 6 de rotation) donne´es par
m
dR0 ~V
dt
= ~Fe
dR0~σ
dt
= ~Me,
avec m masse du solide, ~V vitesse de son centre d’inertie G, ~σ moment cine´tique du solide
en G, ~Fe et ~Me re´sultante et moment en G des forces exte´rieures agissant sur le solide, et
R0 trie`dre fixe par rapport a` la terre. La notation
dT ~U
dt
sera partout utilise´e pour de´signer
la de´rive´e temporelle d’un vecteur ~U par rapport a` un trie`dre de re´fe´rence T .
On a donc besoin de 12 variables d’e´tat. En me´canique du vol, on utilise classiquement
trois trie`dres de re´fe´rence: le trie`dre terrestre R0, lie´ a` la terre, le trie`dre avion R, lie´ a`
l’avion et le trie`dre ae´rodynamique Ra de´termine´ par l’avion et sa trajectoire (ces trie`dres
sont de´taille´s a` la section suivante). Plusieurs choix naturels des variables d’e´tat sont
couramment utilise´s, dus a` la possibilite´ d’e´crire les grandeurs dans les divers trie`dres de
re´fe´rence. On pre´sente ici les choix les plus usite´s:
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– 3 variables pour la position du centre d’inertieG: (x,y,z) dites coordonne´es ge´ographiques
( coordonne´es de G dans le trie`dre terrestre)
– 3 variables pour la vitesse ~V de G:
– soit (u,v,w), coordonne´es de ~V dans le trie`dre avion
– soit (V,α,β), module de la vitesse, angles de de´rapage et d’incidence
– 3 variables d’orientation du type angles d’Euler:
– soit (Φ,Θ,Ψ), orientation du trie`dre avion par rapport au trie`dre terrestre
– soit (χ,γ,µ), orientation du trie`dre ae´rodynamique par rapport au trie`dre ter-
restre
– 3 variables pour le vecteur instantane´ de rotation ~ΩR/R0 de l’avion par rapport a` la
terre:
– soit (p,q,r), coordonne´es de ~ΩR/R0 dans le trie`dre avion
– soit (pa,qa,ra), coordonne´es de ~ΩR/R0 dans le trie`dre ae´rodynamique. Ces va-
riables sont en ge´ne´ral des interme´diaires de calcul et sont rarement utilise´es
comme variables d’e´tat.
Dans la suite, on utilisera syste´matiquement les variables (x,y,z,V,α,β,γ,χ,µ,p,q,r), qui
s’ave`rent bien adapte´es aux calculs de bouclages non line´aires. On notera cependant que
ce choix n’est pas tre`s courant dans la litte´rature sur la me´canique du vol.
On dispose par ailleurs de 4 commandes: la pousse´e F des propulseurs et la position
(δl,δm,δn) des gouvernes de gauchissement, profondeur et direction. La fac¸on dont ces
commandes interviennent dans l’expression des forces et des moments est de´crite dans les
sections suivantes.
A.2.1 Trie`dres de re´fe´rences
On utilise trois trie`dres (orthonorme´s directs) de re´fe´rence:
– le trie`dre terrestre R0 := (O,~ı0,~0,~k0), fixe par rapport a` la terre (et donc suppose´
galile´en). L’origine O est situe´ au niveau de la mer, et l’axe ~k0 est vertical et pointe´
vers le bas.
– le trie`dre avion R := (G,~ı,~,~k), fixe par rapport a` l’avion. L’origine est le centre
d’inertie. L’axe ~ı est dans le plan de syme´trie de l’avion et pointe´ vers l’avant. L’axe
~k est e´galement dans le plan de syme´trie de l’avion et oriente´ vers le dessous.
– le trie`dre ae´rodynamique Ra := (G,~ıa,~a,~ka). L’origine est le centre d’inertie. L’axe
~ıa est coline´aire au vecteur vitesse ~V de G. L’axe ~ka est dans le plan de syme´trie de
l’avion et oriente´ vers le dessous. La raison d’eˆtre de ce trie`dre “hybride” est que
les forces ae´rodynamiques exerce´es sur l’avion s’y expriment facilement (elles sont
de´termine´es expe´rimentalement dans ce trie`dre).
Pour projeter les e´quations de la me´canique, on aura besoin de l’expression des matrices
de passage entre les trie`dres et des vecteurs de rotation. Ces calculs sont regroupe´s dans
les deux paragraphes suivants.
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Matrices de passage
On noteraMS/T la matrice de passage d’un trie`dre T a` un trie`dre S. L’expression dans
S d’un vecteur ~U exprime´ dans T s’obtient alors par
[~U ]S =MS/T [~U ]T .
Rappelons que si R,S,T sont trois trie`dres, on a MR/SMS/T =MR/T , et en particulier
MT/S =M
−1
S/T .
– Trie`dre avion → trie`dre terretre:
MR0/R =

 cosΨ cosΘ cosΨ sinΘ sinΦ− sinΨ cosΦ cosΨ sinΘ cosΦ + sinΨ sinΦsinΨ cosΘ sinΨ sinΘ sinΦ + cosΨ cosΦ sinΨ sinΘ cosΦ− cosΨ sinΦ
− sinΘ cosΘ sinΦ cosΘ cosΦ


– Trie`dre ae´rodynamique → trie`dre avion:
MR/Ra =

 cosα cos β − cosα sin β − sinαsin β cos β 0
sinα cos β − sinα sin β cosα


– Trie`dre ae´rodynamique → trie`dre terretre:
MR0/Ra =

 cosχ cos γ cosχ sin γ sinµ− sinχ cosµ cosχ sin γ cosµ+ sinχ sinµsinχ cos γ sinχ sin γ sinµ+ cosχ cosµ sinχ sin γ cosµ− cosχ sinµ
− sin γ cos γ sinµ cos γ cosµ


On notera que ces matrices sont des produits de matrices de rotation, et donc que leur
inverse est e´gale a` leur transpose´e.
Vecteurs de rotation
Soient S et T deux trie`dres. On note ~ΩT/S le vecteur instantane´ de rotation de T par
rapport a` S. En appliquant la relation cine´matique
∀ ~U fixe dans T ,
dS ~U
dt
= ~ΩT/S ∧ ~U
aux trois vecteurs de´finissant le trie`dre T , ce qui donne
dS
dt
MS/T = [~ΩT/S]S ∧MS/T .
On en tire l’expression de ~ΩT/S dans S. On a ainsi:
[~ΩRa/R]Ra =

 −α˙ sin β−α˙ cos β
β˙


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
 paqa
ra

 := [~ΩRa/R0 ]Ra =

 −χ˙ sin γ + µ˙χ˙ cos γ sinµ+ γ˙ cosµ
χ˙ cos γ cosµ− γ˙ sinµ


On aura beson d’une autre expression de pa,qa,ra, calcule´e a` partir de
~ΩRa/R0 =
~ΩRa/R + ~ΩR/R0
qu’on projette dans Ra:
 paqa
ra

 = [~ΩRa/R]Ra +MRa/R[~ΩR/R0 ]R
=

 −α˙ sin β + p cosα cos β + q sin β + r sinα cos β−α˙ cos β − p cosα sin β + q cos β − r sinα sin β
β˙ − p sinα+ r cosα

 ,
ou` on a pose´ 
 pq
r

 := [~ΩR/R0 ]R.
En utilisant ces deux expressions de pa,qa,ra, on tire alors facilement γ˙,χ˙,µ˙ en fonction de
α˙,β˙ et α,β,γ,µ,p,q,r.
A.2.2 Forces et moments
Les forces agissant sur l’avion sont de trois sortes: poids, forces de propulsion et forces
ae´rodynamiques. Leur re´sultante ~Fe se de´compose donc en
– le poids m~g,
– la re´sultante des forces de propulsion ~F ,
– la re´sultante des forces ae´rodynamiques ~Fa.
Le poids s’e´crit imme´diatement dans le trie`dre terrestre R0:
[m~g]R0 =

 00
mg

 .
Le vecteur ~F des forces de propulsion a pour expression dans le trie`dre avion R:
[~F ]R =

 F cos ε0
−F sin ε

 ,
ou` ε est un angle constant (voisin de 0) traduisant le fait que le propulseur n’est pas tout a`
fait paralle`le a` l’axe longitudinal de l’avion. Exceptionnellement, les forces de propulsion
peuvent aussi eˆtre decale´es par rapport au plan de syme´trie de l’avion, induisant une
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composante late´rale non nulle (par exemple en cas de panne d’un propulseur sur un avion
multipropulseurs).
Les forces ae´rodynamiques repre´sentent le point le plus de´licat dans la mode´lisation
d’un avion. Elles sont de´termine´es expe´rimentalement en souﬄerie dans le repe`re Ra sous
la forme:
[~Fa]Ra =
1
2
ρSV 2

 −CxCy
−Cz

 ,
ou` ρ est la masse volumique de l’air, S est une constante (surface de re´fe´rence lie´e a` la
surface de l’avion) et Cx, Cy et Cz sont des coefficients adimensionnels appele´s coefficients
de traine´e, de force late´rale et de portance. Ces coefficients tre`s importants sont e´tudie´s
au paragraphe suivant. L’expression de la masse volumique de l’air ρ est de´taille´e a` la
section A.3.
Dans la suite, on posera:

 XY
Z

 := [~Fa]Ra + [~F ]Ra =

 −
1
2
ρSV 2Cx + F cos(α+ ε) cos β
+1
2
ρSV 2Cy + F cos(α+ ε) sin β
−1
2
ρSV 2Cz − F sin(α+ ε)

 ,
ou` on a utilise´ la matrice MRa/R pour exprimer ~F dans le trie`dre ae´rodynamique.
Passons maintenant a` l’e´tude du vecteur ~Me des moments en G. La contribution du
poids est e´videmment nulle. Celle des forces de propulsion s’e´crit
~M~F =
~GP ∧ ~F ,
ou` P est le point d’application de ces forces qui est fixe par rapport a` l’avion). On pose
(xF ,yF ,zF ) := [ ~GP ]R. Souvent P est proche de G, et le moment des forces de propulsion
est ne´gligeable.
Reste le moment des forces ae´rodynamiques, qu’on exprime dans le trie`dre avion a`
partir des donne´es expe´rimentales en souﬄerie sous la forme:
[ ~M~Fa ]R =
1
2
ρSV 2

 aClbCm
aCn

 .
Cl, Cm et Cn sont e´galement des coefficients adimensionnels appele´s coefficients de roulis,
tangage et lacet; a et b sont des constantes (longueurs de re´fe´rence lie´es au foyer ae´ro-
dynamique et a` l’envergure de l’avion).
On posera dans la suite:

 LM
N

 := [ ~M~Fa ]R + [ ~M~F ]R.
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A.2.3 Coefficients ae´rodynamiques
Classiquement, on conside`re que les coefficients Cx,Cy,Cz,Cl,Cm,Cn de´pendent de la
vitesse de translation (i.e. V,α,β), de l’acce´le´ration (V˙ ,α˙,β˙), de la vitesse de rotation
(p,q,r), de la position des gouvernes (δl,δm,δn), et du nombre de Mach. On suppose de
plus qu’ils sont line´aires en (V˙ ,α˙,β˙,p,q,r,δl,δm,δn). Le nombre de Mach est par de´finition
e´gal a` V/c, ou` c est la vitesse de propagation dans l’air (l’expression de c est e´tudie´e a` la
section A.3).
On donne ici l’expression de ces coefficients pour un F4 (avion de chasse ame´ricain
datant d’environ 25 ans). On a des expressions similaires pour pratiquement tous les
avions.
Cx = Cx0 + (Cz0 − Cz0p + Czαα)
2
Cy = Cyββ + Cyp
bp
2V
+ Cyr
br
2V
+ Cynδn
Cz = Cz0 + Czαα + Czα˙
aα˙
2V
+ Czq
aq
2V
+ Czmδm
Cl = Clββ + Clp
bp
2V
+ Clr
br
2V
+ Cllδl + Clnδn
Cm = Cm0 + Cmαα+ Cmα˙
aα˙
2V
+ Cmq
aq
2V
+ Cmmδm
Cn = Cnββ + Cnp
bp
2V
+ Cnr
br
2V
+ Cnlδl + Cnnδn
.
Les coefficients Cx0,Cz0,Cz0p, Czα,Czα˙,Czq, Czm,Cm0,Cmα,Cmα˙,Cmq,Cmm,Cyβ,Cyr,Cyn,Cnβ,
Cll,Cnn,Cnl de´pendent uniquement du nombre de Mach. Cyp,Clβ,Clp,Clr,Cln,Cnp,Cnr de´-
pendent du nombre de Mach et line´airement de α. Les valeurs de ces coefficients sont
regroupe´s dans l’appendice. Ces coefficients varient tre`s rapidement en re´gime transonique
(i.e. entre Mach 0.8 et Mach 1.3), ce qui explique pourquoi il est difficile de franchir le mur
du son; les figures A.2.3 et A.2.3 montre l’allure typique d’un coefficient longitudinal (Cza)
et d’un coefficcient late´ral (Cyβ).
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Fig. A.1 – Cza en fonction du Mach
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Remarquons les coefficients des termes en p,q,r,α˙ sont tre`s petits par rapport aux
autres, a` cause du terme en 1/V. Dans le meˆme ordre d’ide´e les coefficients Cyn et Czm
sont en ge´ne´ral assez petits devant Cyβ et Czα respectivement
A.2.4 Projection des e´quations de la me´canique
N.B. par commodite´, les e´quations du vol (A.1) a` (A.12) ont e´te´ regroupe´s dans le
dernier paragraphe.
Equations de translation
On projette l’e´quation des forces
m
dR0 ~V
dt
= ~RA + ~F +m~g
dans le repe`re Ra, en utilisant la relation cine´matique
dR0 ~V
dt
=
dRa ~V
dt
+ ~ΩRa/R0 ∧ ~V ,
ce qui donne
[
dR0 ~V
dt
]Ra =

 V˙0
0

+

 paqa
ra

 ∧

 V0
0

 =

 V˙V ra
−V qa

 .
En utilisant les expressions de qa,ra en fonction de α˙,β˙ e´tablies a` la section A.2.1, on
obtient les e´quations (A.5)-(A.7). Le poids a e´te´ exprime´ dans Ra a` l’aide de la matrice de
passage MRa/R. Il ne reste plus qu’a` relier la position et la vitesse dans le repe`re terrestre
par
[~V ]R0 =MR/Ra [~V ]Ra ,
ce qui donne les e´quations (A.1)-(A.3).
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Equations de rotation
On projette l’e´quation des moments
dR0~σ
dt
= ~M ~Fa +
~M~F
dans le repe`re avion, en utilisant la relation cine´matique
dR0~σ
dt
=
dRa~σ
dt
+ ~ΩR/R0 ∧ ~σ.
Compte tenu de
[~σ]R = I[~ΩR/R0 ],
ou` I est la matrice d’inertie de l’avion (donc syme´trique definie positive et constante par
hypothe`se), on a
I

 p˙q˙
r˙

+

 pq
r

 ∧ I

 pq
r

 =

 LM
N

 .
En supposant pour simplifier que la syme´trie ge´ome´trique de l’avion s’accompagne
d’une syme´trie de masse (ce qui est presque toujours le cas), la matrice d’inertie s’e´crit
I =

 Ixx 0 −Ixz0 Iyy 0
−Ixz 0 Izz

 ,
ce qui fournit les e´quations (A.10)-(A.12). Pour finir, on utilise l’expression de γ˙,χ˙,µ˙ en
fonction de α˙,β˙ et α,β,γ,µ,p,q,r qui a e´te´ calcule´e a` la section A.2.1. Ceci donne les
e´quations (A.7)-(A.9).
Equations du vol
x˙ = V cosχ cos γ (A.1)
y˙ = V sinχ cos γ (A.2)
z˙ = −V sin γ (A.3)
V˙ = −g sin γ +
X
m
(A.4)
α˙ cos β =
g
V
cos γ cosµ− p cosα sin β + q cos β − r sinα sin β +
Z
mV
(A.5)
β˙ =
g
V
cos γ sinµ+ p sinα− r cosα +
Y
mV
(A.6)
γ˙ = −
g
V
cos γ −
Y sinµ
mV
−
Z cosµ
mV
(A.7)
χ˙ cos γ =
Y cosµ
mV
−
Z sinµ
mV
(A.8)
µ˙ cos β = −
g
V
cos γ cosµ sin β + p cosα+ r sinα
+
Y cosµ tan γ cos β
mV
−
Z(sinµ tan γ cos β + sin β)
mV
(A.9)
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Ixxp˙− Ixz r˙ = (Iyy − Izz)qr + Ixzpq + L (A.10)
Iyy q˙ = (Izz − Ixx)qr + Ixzp(r
2 − p2) +M (A.11)
Izz r˙ − Ixzp˙ = (Ixx − Iyy)pq + Ixzrq +N (A.12)
Quelques remarques sur ces e´quations:
– les e´quations (A.10)-(A.12) supposent une syme´trie de masse de l’avion. Si ce n’est
pas le cas, il faut utiliser les e´quations un peu plus complique´es donne´es au para-
graphe pre´ce´dent.
– Les forces X,Y,Z et les moments L,M,N peuvent de´pendre (line´airement) de V˙ ,α˙,β˙:
les e´quations (A.4)-(A.6) sont donc e´ventuellement implicites; il est cependant tre`s
facile de les re´e´crire sous forme explicite si besoin est.
– Le syste`me de´ge´ne`re si V cos β cos γ = 0 (certaines e´quations deviennent des rela-
tions non diffe´rentielles). Si V = 0 ou cos β = 0 (cf remarque suivante) sont des
situations tre`s improbables, cos γ = 0 est plus fre´quent (looping par exemple). Dans
ce cas χ n’est plus de´fini: c’est la singularite´ habituelle d’un parame´trage par les
angles d’Euler. En the´orie, il faudrait donc de´crire l’avion par deux cartes locales.
Dans la suite, on supposera simplement qu’on se trouve loin de ces singularite´s.
– Dans les conditions habituelles de vol (i.e. en dehors des acrobaties ae´riennes), on
demande que l’angle de de´rapage β soit (approximativement) nul: la force late´rale
Y est alors nulle, et l’axe longitudinal de l’avion est coline´aire au vecteur vitesse. Il
arrive parfois que l’on veuille voler a` β constant non nul, par exemple a` l’occasion
d’une maneuvre d’atterrissage par fort vent de travers pour aligner l’avion dans
l’axe de la piste (maneuvre dite de “de´crabe”). Dans tous les cas, une valeur de β
de´passant ±15◦ peut eˆtre considere´e comme “tre`s grande”.
De meˆme l’angle d’incidence α est ge´ne´ralement petit (par exemple environ 2 ou
3◦ pour le vol en palier). Pour les “tre`s grandes valeurs” de α (environ ±30◦), il se
produit d’ailleurs un phe´nome`ne de “de´crochage” (brusque perte de portance).
A.3 Mode`le atmosphe´rique
Les forces exerce´es sur l’avion de´pendent de la masse volumique de l’air et de la vitesse
du son. La mode´lisation usuelle de l’atmosphe`re en l’absence de turbulences (atmosphe`re
dite standard) permet d’exprimer ces grandeurs comme des fonctions de´pendant unique-
ment de l’altitude h := −z. Elle repose sur trois principes physiques:
– la loi des gaz parfaits, qui relie la masse volumique de l’air ρ, la pression p et la
tempe´rature T :
p = ρRT, (A.13)
avec R constante des gaz parfaits (R = 287.053),
– la loi de Laplace, exprimant l’e´quilibre hydrostatique d’une colonne d’air sous l’ef-
fet de son poids, qui relie la pression p, la masse volumique ρ, la pesanteur g et
l’altitude h:
dp = −ρgdh, (A.14)
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– une relation empirique exprimant la tempe´rature T en fonction de l’altitude h:
T = T0 − kh, (A.15)
ou` T0 est la tempe´rature au niveau de la mer et k est une constante valant 0.0065K/m
dans la troposphe`re (0 ≤ h ≤ 11000m).
On en de´duit facilement :
dρ
ρ
= (k −
g
R
)
dh
T0 − kh
,
d’ou` par inte´gration (en conside´rant que g est une constante),
ρ = ρ0(1−
kh
T0
)
(
g
Rk
− 1)
, (A.16)
avec ρ0 masse volumique de l’air au niveau de la mer. En toute rigueur la pesanteur g
diminue avec l’altitude, mais son influence sur ρ sera ne´glige´e (a` 11000m l’erreur sur ρ en
prenant g = 9.81 est infe´rieure a` 10−3). Les valeurs standards de pression et tempe´rature
au niveau de la mer (p0 = 101300Pa = 1atm, T0 = 288.15K = 15
◦C) donnent alors
ρ0 =
p0
RT0
= 1.225.
La figure (A.3) montre l’allure de la courbe de´crite par (A.16).
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Fig. A.3 – ρ en fonction de l’altitude
Il reste a` exprimer la vitesse c du son dans l’air, qui intervient dans le nombre de
Mach M := V/c. De manie`re ge´ne´rale, la vitesse de propagation du son dans un fluide est
donne´e par
c =
√
γRT .
Pour l’air, et dans les zones de pression et tempe´rature conside´re´es, γ est une constante
valant 1.4. En utilisant (A.15), on exprime alors c en fonction de l’altitude:
c =
√
γR(T0 − kh), (A.17)
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d’ou` au niveau de la mer,
c = 340.3m/s.
Le graphe de c est repre´sente´ e` la figure A.4.
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Fig. A.4 – c en fonction de l’altitude
A.4 Ce qu’il faut retenir de cette mode´lisation
Les e´quations (A.1) a` (A.12) de´crivent le mouvement de n’importe quel solide volant.
Ce qui distingue un avion d’un autre est uniquement l’expression des forces X,Y,Z et des
moments L,M,N , ou plus exactement l’expression (et surtout les valeurs nume´riques) de
leur coefficients ae´rodynamiques. Ces forces et ces moments de´pendent de z,α,β, V˙ ,α˙,β˙,
p,q,r, δl,δm,δn,F . Une remarque essentielle pour la commande est que la de´pendance de
X,Y,Z par rapport a` V˙ ,α˙,β˙,p,q,r, et (avec plus de re´serves) par rapport a` δl,δm,δn est
“petite”.
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