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1. INTRODUCTION 
The search for a sufficient statistic is primarily a problem of data reduction. 
When a great deal of data is available, it must somehow be summarized in 
such a way that no valuable information is lost. Furthermore, the criterion 
that no information should be lost must usually be stated without reference 
to the purpose to which the data is to be put. For the control problem, this 
criterion roughly stated requires that it be possible to find an optimum 
control function which depends on the data only through the sufficient 
statistic. In order to be useful this property must hold for a large class of 
loss functions. All the results of this paper will be proved for very broad 
classes of loss functions. Only certain formal properties of the loss function 
will be required, they will be kept to a minimum, and their significance will 
be discussed as they are introduced. 
In Section 2, the estimation problem is discussed. This problem is 
completely independent of the loss function. An “equivalent statistic” is 
defined and a method is provided for computing it sequentially. This problem 
is of interest in itself but is presented here primarily because the results are 
required later. In Section 3, an “informative statistic” is defined. This 
definition refers to the loss function and is roughly equivalent to the criterion 
stated above for a sufficient statistic. The term “sufficient statistic” will be 
used imprecisely to indicate either or both the properties, “equivalent” and 
“informative.” 
In Section 3, two classes of loss functions, the second more restrictive than 
the first, are considered. In Theorems 3 and 4 an informative statistic is 
provided for the two cases. The proofs of the theorems are constructive and 
provide the equations necessary to actually compute the optimum control as 
a function of the informative statistic. The method is essentially that of 
dynamic programming. 
* Present address: University of Minnesota, Minneapolis, Minnesota. 
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At the end of Section 2, the Gaussian case is introduced, in which the 
mechanization and observation errors are normally distributed, and the 
system is linear. The results of both sections are specialized to this case 
and several additional results are obtained. If the loss function depends on the 
final value of the state vector only through certain specified components, 
then it is shown that the extrapolated estimates of these components are 
informative. It is shown that they are also informative for the problem under 
the additional restriction that controls be linear in the observations. 
The application of decision theory to control of stochastic systems has 
been suggested, for example, by Florentin [l]. However, the control problem 
as defined in the standard manner does not fit very neatly into the decision 
theoretic framework as formulated, for example, by Raiffa and Schlaifer [2]. 
The most obvious difference is the absence of the parameter space in the 
control problem. This, of course, simplifies the problem. It eliminates the 
necessity for classes of optimum strategies and the arbitrariness of defining 
a priori Bayes distributions. In order to turn the control problem into a 
more standard decision theory problem, there is a temptation to identify one 
of the random variables as a parameter and the assign to it an a priori dis- 
tribution so as to recover the original problem, in other words turn it back 
into a random variable. The most likely candidate for this treatment is the 
initial state vector. Though there are no theoretical objections to doing this 
and there are undoubtedly problems in which this is appropriate, it is felt 
that this procedure does not give any insight into the structure of the usual 
statistical control problem. The distinguishing characteristics of the control 
problem in the framework of decision theory are the absence of a parameter 
space, the dependence of the loss function on the random variables, the 
dependence of the distribution of the random variables on the strategy, and 
the essentially sequential nature of the problem. 
Probably the most important contribution of decision theory to this field 
is the definition of a strategy or decision function. The reluctance of authors 
in this field to state clearly the nature of a control function has lead to 
considerable confusion. For example, in the work on control of a Markov 
process in [I] it is necessary to deduce that the control vector must be a 
function of the instantaneous state vector only, since otherwise the process 
would no longer be Markov. In this respect, decision theory suggests the 
interesting possibility of randomized control functions. Some examples 
in which this is essential have been discussed by Gamkrelidze [3]. 
The control problem can be treated as a zero-sum two-person game in 
which nature’s randomized strategy is known. However, little is known 
about this type of game that can be fruitfully applied to the control problem. 
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2. EQUIVALENT STATISTICS 
Let the state space be an n-dimensional Euclidean vector space x. The 
state variables xt constitute a random time series defined by 
where 
xo(wo) (2.1) 
%+1 = 4% 7 *t> %l) t = 0, . . . . T (2.2) 
Ut = Ut(Zo , . ..) Zt ; ug ) . ..) q-1) t = 0, . . . . T (2.3) 
and 
Zt = %(Xt , 4 t = 0, . . . . T (2.4) 
The wt are independent random variables with known distributions which 
will be called mechanization errors; the l t are independent “observation” 
errors with known distributions; the zt are “observations”; and ut is the 
control vector. The functions ~~ and .zt are assumed to be known. The 
functions ZQ(.) take on values in the control vector space at (action or 
decision space) and will be called the control functions or strategy. 
For convenience, let 
OJ = (WIJ 9 **-, WI-+1 ; fo , -**, 4 P-5) 
The capital letters 2, and U, will be used to denote the observations and the 
control vectors, respectively, up to and including t, 
z, = 20 , . ..) Zt P-6) 
u, = uo ) . . . . Ut (2.7) 
A control law 
(4 = ho(‘), ***, UT(‘)) (2.8) 
consists of T + 1 control functions ut(Zt , U,-,). It will be assumed that 
they are defined for all possible values of (Z, , U,-,) though this is not 
strictly essential since U,-, is determined by Z,-, and 
Notice that the system (2.2) is a Markov process if Us is a function of 
xt or st only. For the general law considered here xt is not a Markov process. 
The structure of the problem is completed by the definition of the loss 
function which is assumed to have the form 
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The principal result stated in Theorem 3 can easily be extended to loss 
functions of the form 
(2.10) 
for example, the limited fuel problem 
7-l 
w, , *o , ..., 4 = ~ x, I2 if C;I %I dc 
s=O 
(2.11) 
7-l 
co if 21 u, 1 > c 
S=O 
However, the final value feature must be preserved, in that only one time 
value of the state vector may appear in each term together with the control 
up to but not beyond that time point. For example, the theory does not 
apply to a generalized quadratic loss 
(2.12) 
where the QT.9 are n x n matrices for which QT.5 # 0 for 7 # s. In this case 
the conditional distribution for the state vector is not sufficient. It would in 
fact be necessary to re-estimate all previous state vectors before each control 
point. The statistic that would be sufficient for loss functions of this type can 
easily be conjectured. However, since there seems to be little interest in 
this type of loss function details have not been worked out. 
Notice that the case of restricted control space can be handled as in (2.11) 
by permitting the loss function to take on the value plus infinity for values 
of the control which are not permitted. It will be convenient to use this 
device and keep the control space q7 = %!, 7 = 0, . . . . T, the same throughout. 
A control law {ti} is said to be optimum for L if it satisfies 
EL@; (22)) = ;u”: EL(w; {u}) (2.13) 
The notation L(w; {u>) indicates that L given by (2.9) is reduced to a function 
of w by the substitutions (2.2), (2.4), and (2.3) given by {u}. An alternate 
notation for this is 
L(w; @}) = L(w; %(‘), .*-, +(*)) (2.14) 
This notation will be used extensively. It indicates thatL is indeed a functional 
depending on the functions uo(.), . . . . uT(*) and not just on their values 
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evaluated at specified points. In the application of the dynamic programming 
principle this distinction is very important. 
Denote the conditional distribution of xt given 2, by 
where A is a Bore1 set in the vector space x. The control functions 
%(‘), a.., %-l(.) must be indicated because the distribution of xt , z0 , . . . . zt 
is not defined until these functions are specified. It will be shown in 
Theorem 1 that this conditional distribution (2.15) depends on the control 
law M-h . . . . d*)) only through its value U,-, at Z,_, . Though it is not 
defined in this way (2.3), the control law ~a(.), . . . . z+(e) can by successive 
substitution always be written as a function U,(Z,) of 2, only. 
The system equation (2.2) together with the distribution of z++i defines the 
transition probability 
pLG+, E ‘4 I xt , z, ; uo(.), .a., %(*)I = P,(A I % T %(Zt)) (2.16) 
The distribution of et with the observation equation (2.4) defines 
P[zt E B I xt > Zt-, ; uo(.), . .. . 4.N = &,(B I xt) (2.17) 
An equation for the conditional distribution (2.15) at time t + 1 will be 
derived using these measures (2.16) and (2.17) and the conditional distribu- 
tion (2.15) at time t. First, the distribution of xt+i given Z, will be computed 
by integrating out xt in the joint distribution of xtfl and xt given Z, obtained 
from (2.15) and (2.16) 
The joint distribution of xt+i and zt+i is computed from the conditional 
distribution of zt+i given xt+i (2.17) and the marginal distribution of xt+i , 
all conditioned on Z, . 
P[xt+1 E4 .zt+l E B I Zt; uo(*), . . .. ut(.)l 
= s A Qt+AB I xt+dP&+l 1 Z,; uo(.), . . ut(*)) (2.18) 
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The conditional distribution of xtfl given Z,,, is determined by the joint 
distribution as a Radon-Nikodym derivative (see, for example [4], p. 341). 
Pkt+1 P[%+1 E A, &,l I 2,; uo(*,, “‘f %(.)I EA I Zt+1; Uo(‘h *..j %(*)I = p[x,+, E x &+l 1 2. u t, 0 (.), . . . . u (.)] 
t (2.19) 
Equation (2.18) will be substituted in (2.19) in the case that the conditional 
distribution of the observation .at+i given the state xt+i has a density with 
respect to 
Then 
Pbt,, E A 
,ebesque measure 
- Qt+&t+l E B I xt+J = J qt+&t+l xc+,) &+I B 
z t+1; Uo(‘>, ...! %(.)I (2.20) 
I- 
s %+X%+1 I %+1 Xt+l ) jxt Pt(k+, I xt > mw(~xt I zt; Uo(‘h *-‘Y 4-N 
This provides a recusive relation for updating by one time step the conditional 
distribution of xt given Z, and requires the new observation zt+i and the 
value of the control u,(Z,) at Z, only, not the entire control function z+(.). 
The distributions qt+l and P, are assumed known. This relation, which is the 
principal result of this section, will be used to prove Theorem 1 and, following 
the definition of equivalent statistics, will be formalized as Theorem 2. 
It may be noted at this point that the relation (2.20) is of interest quite 
apart from the control problem. For a stochastic system of the type considered 
here with the controls either fixed or the control functions given, the problem 
of estimating the state vector from the available data is solved by the computa- 
tion of the conditional distribution of xt given Z, and ZL-~ . The relation 
(2.20) provides a method for computing this distribution. If the history of 
the state vector is to be reconstructed from the data, then the conditional 
distributions of xt given Z, , U,, , t = 0, . . . . T must be obtained. Equations 
for this computation along with a discussion of the use to be made of the 
conditional distributions-that is, estimation criteria-may be found in 
[51* 
THEOREM 1. There exist functions G,(A 1 Z, , U,-,), t = 0, . . . . T such that 
P[xt E A I Zt , uo(-1, . ..> ut-I(.)] = Gt(A I Zt , ut-,(-G-d) a.4 
(2.21) 
for all controlfunctions {uo( *), ..,, ut&*)}. 
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PROOF. For t = 0, the joint distribution of x,, and z,, does not depend 
on the control law 
and the conditional distribution G,(A 1 2,) can be defined from this. Assume 
as an induction hypothesis that the result (2.21) holds for t, then 
GtdA I Zt+, > U,) is defined constructively from G,(A 1 Z, , U,-,), .ztfl and 
ut by the recursive relation given by (2.18) and (2.19) or by (2.20). 
The functions G,(x, E A 1 Z, , U,-,) are not strictly speaking conditional 
probabilities because the distribution of Z, and xt are not completely specified. 
The notation is, however, convenient and will be followed. There is also 
a lack of rigor in the assumption that the required conditional probabilities 
(2.15) are regular. (See [4], p. 353.) 
If at each time step the entire collection of data is no longer available, then 
Theorem 1 does not apply and the conditional distribution of xt given the 
available statistic Y&Z,) 
may indeed depend on the control functions and not just on their values 
at Z, . Some interesting examples of this type are given by Chernoff [6]. 
A statistic X,(Z, , U,_,), a function of the data available at time t, will be 
called equivalent to the distribution G,(A / 2, , U,-,) if the distribution 
depends on the data only through X, , that is, 
G@ I Zt , Ut-1) = GM I Xt(Zt 1 ut-1)) (2.22) 
and if, in addition, X,(Z, , Cl-,) can be recovered from knowledge of the 
distribution G,(. I Z, , U,-,). For example, in the Gaussian case, to be 
described in detail later, the conditional distribution G,[A / Z, , U,-,] is 
normal with mean Bt and covariance K, . The covariance does not depend 
on the data, so &(Z, , Ute1), the mean, is equivalent to the distribution Gt . 
G@) = J‘=, (2+,2; j-Zt ll/% exp 
- l,(xt - &)*K& - a,)] dxt (2.23) 
t 
and, of course, the mean can be recovered by 
Zt = 
s 
xG,(dx) (2.24) 
It is always an advantage to find as simple an equivalent statistic X, as 
possible. If, however, none can be found, the distribution G,(A) itself can 
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always be used, so that in this sense an equivalent statistic X, always exists. 
This definition of equivalent statistic can be related to the necessary and 
sufficient statistic of Dynkin [7] and the minimal sufficient statistic of 
Blackwell and Girshick [8]. In order to do this it is necessary to identify the 
state vector xt as the parameter 0. The distribution of zct may be treated as an 
a priori Bayes distribution though this is not satisfactory because it depends 
on the control functions (or strategy) zcs(*), . . . . z+(.). However, if the distri- 
butions involved have densities and if the parameter space is defined to be 
those values of xf for which 
then the density of the observations satisfies 
P(zt T ut-l I Xt) = “‘:ii 7’ P(‘t ) ‘t-1) t 
the usual definition of sufficiency. The condition of necessity is equivalent 
to the requirement that Xt is a function of the distribution g,(. ) X,), the 
density of G,(A / X,). 
THEOREM 2. If X,(Z, , lJ,-,) is equivalent to the conditional distribution 
G,(A / Z, , Utel), then Xt satiesjes a recursive relation 
xt+1 = @tVt t Ut ) %+1) (2.25) 
PROOF. The distribution G,+,(A / Z,+i , U,) can be found from the 
recursive relation for the conditional distributions given by Eqs. (2.18) 
and (2.19) or (2.20) where G,(A ! Z, , Ut-,) = G,(A / XJ. Thus G,+,(A) is a 
function of X, , ut , and .z++i . From the assumption of equivalence X,,, can 
be found from G,+i(*). 
The example that is of particular interest is the Gaussian case in which qt 
and at are linear 
Xt+1 - Fw + % + %l t = 0, 1, . . . . T (2.26) 
it = Htxt + ct t = 0, I, ..,, T (2.27) 
wt and et are independent Gaussian vectors with mean zero and covariance 
matrices 
E(w,w,*) = c, (2.28) 
E(qq*) = R, (2.29) 
Ht and vt are known matrices, m x n and n x n respectively, and x,, is 
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q&l , K,,). No assumption need be made concerning the form of the control 
functions ut(-). From (2.26) 
and from the definition of the observations (2.27) 
(2.30) 
4t(% I 4 = - l 
(2Tr)WZ z/i r,l exp [ 
- ; (q - N,x,)*R,‘(z, - Z&x,)] (2.31) 
Using these functions in the recusive relation for G, given by (2.20), it is 
easily deduced that g,(x, / Z, , U,-,) is a Gaussian density. Its mean is 
denoted by 
4, = J x,&t I Zt 3 Ut-1) dxt 
(2.32) 
and its covariance by 
k’t=l( xt - %)(xt - W*g(x, I 4 , Ut-1) dxt 
Also from (2.20) they are found to satisfy 
(2.33) 
n 
Xt+1 = & + ut + Kt+Jf,*,,~&i+, - K+,ut - &+,&) (2.34) 
k’,;l, = @&?iHt+l + CC, + dGr~:)-~ (2.35) 
These equations can be derived in several different ways. They were first 
presented by Kalman in [9]. 
In this case the equivalent statistic is zt. The matrix Kc is independent of 
the date Z, and the control U,-, so it can be treated as a known constant. 
The relation (2.25) of Theorem 2 is given in this case by the difference 
equation for the conditional mean (2.34). 
This formulation includes the case of the nonlinear control, but it does 
not include the important case in which the mechanization error wt depends 
on the control. 
3. INFORMATIVE STATISTICS 
A statistic Yt(Z, , U,-,), t = 0, . . . . T, will be called informative with 
respect to the control problem defined by L provided there exist functionals 
L,*(Y, , ICY ; z&+, , (.), . . . . z?,(e)) and functions K,*(Zt , U,-,) such that 
E[L I Z, ; no(-), . . . . utt.1, &+d.), . ..> %(.)I = &*G > ut-11 
+ L,*[Yt(zt , U&l), Ut ; %+1(*), -.-%-(*)I t = 0, . . . . T (3.1) 
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where U,-, and ut are the values of us(*), . . . . ut(*) assumed at 2, . This 
equation must hold for all us(*), . . . . Us and for all z&+i(*), . . . . CT(.) which 
can be written as functions of Y, , i.e. 
w-s , Us-,) = %(Ys(~, , US-l>) s = t+l, . . . . T (3.2) 
The reason for this definition is a bit obscure. It would be more satisfactory 
to say that Y, is informative for the control problem provided there exists a 
control law {zis(Y,), . . . . +(Yr)} which is optimum in the sense defined by 
(2.13) and depends on the data only through Y, . Such an optimum control 
can be constructed as follows. If Y, is informative in the sense defined, then 
an optimum control can be defined recursively starting at t = T and at 
each step defining 
d,( Yt) = ut* 
a value of z+ in % that minimized 
(3.3) 
Lt*(yt > 4 ; &+I(*), **a, Q,(-)) (3.4) 
In most cases, this procedure can in theory be carried out. For the Gaussian 
case, in which a sufficient statistic of small dimension can be found, this 
procedure is quite feasible and its details will be discussed later. However, 
in the absence of any further restrictions on the loss function, this construction 
cannot be rigorously justified. There is the question of the existence of 
such a point ut*, and of the measurability and integrability of the resulting 
control functions zi,(Y,) and the conditional loss functions Lt*. Problems 
of this type can be resolved by regularity restrictions on the loss function 
and other defining functions (2.1)-(2.4). They are by no means trivial or 
obvious, but it is not within the scope of this paper to treat questions of this 
nature adequately. 
Throughout this section it will be assumed that X,(2, , U,-,) is equivalent 
to the conditional distribution of xt given 2, and U,-, and hence by Theorem 2 
a recursive relation (2.25) holds. 
It is believed that this definition of informative statistic is equivalent to 
that given by Blackwell and Girshick [8], p. 216, with a parameter space 
consisting of one point. To demonstrate this would require the introduction 
of randomized control laws and is beyond the scope of this paper. 
Theorem 8.3.2 of Blackwell and Girshick which proves that a sufficient 
statistic is informative does not apply because here the loss function depends 
not only on the action and the parameter but also on the random variables. 
THEOREM 3. For loss functions of the form 
JY” T+l 1 LrT) (3.5) 
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the statistic 
y* = (5 > ut-1) t = 0, . . . . T (3.6) 
is informative. 
PROOF. For L of the form (3.5), K,* = 0. (If the theorem is extended to 
loss functions of the form (2.10), this term is present.) For t = T 
%qXT+l 9 UT)1 2,; %(.)I “., %-(‘)I 
= E(L[dxT, uT, wT+1), uTli zT; uO('), a'.> uT(')) 
(3.7) 
zz? 
s.i 
L[dxT, uT(zT), wT+,), u,(z,)lG(dxT 1 XT)P(dWT+l) 
=L*(xT, UT-17 uT) 
The second step depends on Theorem I and the fact that Z, and wr+r are 
independent. Assume as the induction hypothesis that (3.1) holds for t + 1 
and let z&+i(*), . . . . CT(-) depend of Y, as in the definition of an informative 
statistic (3.2) where Y, is given by (3.6) in the theorem, then 
E(L I&; u,('>, . . . . %('), %+I('), . . . . uT(')) 
= E{E(L 1 z,, z,,,; UC,('), . . . . Ut(-), %+I('), ..., UT(*))1 %%I(*), ..a, CT(')} 
(3.8) 
By the induction hypothesis the inside conditional expectation is given by 
-&(xt+, > ut > ~t+l(xt+l 7 ut>; Ut+2('), *..? uT(.)) (3.9) 
Using the recursive relation (2.25) of Theorem 2 to reduce X,,, to a function 
of Xt , ++1 , and ut , then the observation equation (2.4) to write ++i as a 
function of zct+i and ct+i , and finally the system equation (2.2) to reduce 
xt+i ; Xt+r can be reduced to a function of X, , ut , xt , wt+r , and ct+i 
X,+1(&, Ut , Xt > wt+1> %,I) = @t(Xt > Ut ! %+1(%c% T Ut Y %+A Et+4 (3.10) 
As before Et+r , wt+i , and 2, are independent. Substituting (3.9) for the 
inside conditional expectation in (3.8) and (3.10) for X,,, , throughout, 
E(L / z,; uo(*), . . . . ut(*), %+1(-b ...T cT(e)) 
= us L,*,,(&+,(& Y Ut 9Xt , wt+1  %+A ut I 
where 
&+l(Xt+l(& , Ut, Xt , Wt+l , %+I), [jt); &+,(*)> ...T cT(-)) t3.1 l) 
x P(det+,)P(dwt,,)Gt(dxt I Xt) 
= L;(X, , CJt-, , ut; G-cd.), . . . . G-(*)I 
P[dxt I & ; %I(‘), **a, ut-J.11 = Gt(h I Xt> 
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by Theorem 1 and the fact that X, is an equivalent statistic and hence 
satisfies the equation (2.22) defining equivalence. The result follows by 
induction. 
Equation (3.11) provides a recursive method of computing L,*, so that 
in the absence of the type of difficulties mentioned before (3.3), (3.4), (3.7), 
and (3.11) with (3.10) provide a constructive method for actually computing 
the optimum control as a function of the informative statistic. 
THEOREM 4. For loss functions of the form 
Lz-+1(%-+1) + EL,@,) (3.12) 
7=0 
the statistic 
is informative. 
Yt = x, t = 0, . . . . T (3.13) 
PROOF. For all t let 
t-1 
m-G 7 ut-1) = lp,(%) (3.14) 
FO 
Thus L,* must be the conditional expectation of 
LT+1(++1)  $WJ (3.15) 
Td 
Fort = T 
Assume as the induction hypothesis that (3.1) holds for t + 1 and let 
&.(a) be functions of Y, (3.2) for Y, given by (3.13) in the theorem, 
I? 
I 
L,,(x,+,) + jL$;) I 2,; Uo(‘), ..., %(‘I, %+I(.>, ...> w] 
7=t 
= LW + E p [&+1h+1) + 2 LW I-G 3%+I; uo(.), . . F w] 
r=t+1 
I G %i*)! ..-I 4-l.) 
1 
(3.17) 
409/3- ‘4 
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By the induction hypothesis the inside conditional expectation is given by 
4%x,+1 > %+l(~Js,+l); &i-2(‘), ‘..Y %(*)) (3.18) 
As before substituting (3.10) for X,,, and integrating (3.17) 
E 1 
LT+l(XT+l) + ~w,) I 2,; %(.), ..., uT(.)] 
v=f 
= WJ + 1 J J cL1(&+1(Xt 7 Ut 9 Xt > Wt,-1 , %+1), 
~t+1(Xt+1(X, > % I Xt > Wtt1 9 l t+l)))P(d~,+,)P(dwt+,)Gt(dx, I 5) 
= mx* > Ut ; %+1(.), ***, &(*)) 
The result follows by induction. 
As before (3.19) provides a recursive method of computing L,* and the 
optimum control as a function of X, can be constructed from (3.3), (3.4) 
(3.16) and (3.19) with (3.10). 
The remainder of the section will be devoted to the Gaussian case defined 
by (2.26)-(2.29). In this case the statistic 4, together with the previous controls 
U,-, constitute an informative statistic for the general loss function of the form 
(3.5) by Theorem 3; R, alone is informative for the additive loss function (3.12) 
by Theorem 4. However, in many problems a further reduction is possible. 
It will be assumed that the loss function of either form (3.5) or (3.12) depends 
on the final value Xr+r only through 
OWCT+l (3.20) 
where 01 is ap x n matrix. This quantity (3.20) will be called the miss distance 
and it will be shown that 32’, may be replaced by the extrapolated miss distance 
A 
Gt = VTPT-~ *.*Vtxt (3.21) 
This constitutes a reduction of the informative statistic if p < n and is 
particularly convenient when p = 1. From the recursive equation for the 
conditional mean k, (2.34), the system equation (2.26), and the observation 
equation (2.27) for the Gaussian case, dt is found to satisfy 
&+1 = 4 + 4% + ~t~t+l~~l~~~l:,~t+lcpt(~, - 3 + Et+1 + fL,wt,,l 
(3.22) 
where & is the p x n matrix 
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THEOREM 5. In the Gaussian case given by (2.26)-(2.29) for loss functions 
of the form 
L(~T,l P UT> (3.24) 
the statistic 
Yt = (4 > ut-1) t = 0, . . . . T (3.25) 
is informative. 
PROOF. For all t, K,* = 0. From the system equation (2.26) 
+-+I = q++ + DLUT + a=$+1 + 8, - 8, (3.26) 
Conditional on 2, 
&r + GUT = BT + *TUT (3.27) 
is fixed and 
'I =VT(~T -a~) + 01wT+I 
is normally distributed with mean zero and covariance 
BT+, =~FTKTvT*~* i acT+P* 
(3.28) 
(3.29) 
since wT+r and (xT - iT) are independent. Thus for t = 7 
EIL(arxT+l > uT) 1 &; %('), *..> UT(‘)] = IL@, + *TUT + 'I, uT)fT+l($d?7 
(3.30) 
= L;(B,, uT-, 9 uT) 
where fT+l(T) is the normal density with mean zero and covariance B,, 
given by (3.29). 
Assume as the induction hypothesis that (3.1) holds for t + 1 and let 
%+1(*), *a*, Go be functions of Y, given by (3.25) in the theorem. Following 
the same steps (3.8) and (3.11) as in the proof of Theorem 3 but using (3.22) 
to wrote &,+, as a function of 8, , Ut , and r) in place of the reduction equation 
for X,+r (3.10). 
= 
s 
L,*,,(& + $%t + 7]> ut 3 %t,l(& + hut + 'I> ut>; zs,+,('), *.., cT(*)) 
x h+h> 4 (3.31) 
= L:(&, ut-, , ut; %+I('), . . . . CT(*)) 
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where from (3.22) 
rl = ~tKt+lH,*,lR~l[Ht+l~t(~t - -9 + Et+1 + K+,w,+,l (3.32) 
The conditional density of 7 given 2, is denoted by ft+l(q). It is the p- 
dimensional normal density with mean zero and covariance 
The result follows by induction. 
The optimum control can be constructed from (3.3), (3.4), (3.29), (3.30) 
(3.31) and (3.33). 
THEOREM 6. In the Gaussian case given by (2.26)-(2.29) for loss functions 
of the form 
the statistic 
us informative. 
Y, = oz, t = 0, . . . . T (3.35) 
PROOF. The proof is analogous to that of Theorem 4 with (3.22) replacing 
(3.10). 
t-1 
where fT+l(T) is the normal density with mean zero and covariance given 
by (3.29). 
where ft+JT) is the normal density with mean zero and covariance given by 
(3.33). 
The optimum control in this case is computed from (3.3) (3.4) (3.37), 
(3.29) (3.38), and (3.33). 
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One additional result will be derived for the last case-Gaussian with 
loss function (3.34). In this case, the restriction to linear control is particularly 
appropriate, i.e. 
u,(Z,) = MJ, t = 0, . . . . T (3.39) 
It can be seen from (2.26), (2.27) and (2.34) that under this restriction all 
the random variables involved J+ , .zt , f, , and ut , and are normally 
distributed. This considerably simplifies the distribution theory if the actual 
distribution is required for the final miss distance or the total effort zT L,(u~). 
Because of the normality a general linear control may be written 
%(Zt) = W[Zt - qzt I a + a4 (3.40) 
since 
4% I St) = N&t (3.41) 
for some matrix N,, . The matrices IVI~ are n x n(t + 1); at and N,, are 
n xp. 
It will be assumed that the loss function is such that 
Lf(G t , Ut ; &+I(.), *a*, fG(.)) 
is differentiable in its second argument for all linear controls 
zq&,) = llT,a, s = t + 1, . . . . T 
It will be shown that if a linear control 
t&(&t) = AIt&, t = 0, . . . . T 
(3.42) 
(3.43) 
(3.44) 
can be found that is locally optimum in the class of controls linear in d2, 
z&(6,) = A,&, t = 0, . . . . T (3.45) 
then it is locally optimum in the class of all linear controls (3.39). The 
expected loss will be treated as a function of (Mt , &#J t = 0, .., T 
and it will be shown that 
aL(M, , M, , . . . . MT, ii?,) = 0 
Wt)ii 
(3.47) 
all (i,j) t = 0, . . . . T 
for Mt = 0, and all A?, , t = 0, . . . . T. 
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The notation (MJ,, indicates the i, j element of the matrix Mt . 
WLT+1GG+1)  owl 
7=t 
= %w(~ I Zt) I &I> (3.48) 
= -WP%t , Mt(Zt - E(Zt I&)) + ii?,&; c,+,(e), .. . . e(e)) I a,> 
where z&+~(-), . . . . z&-( -) satisfy (3.43). Thus 
a E(L) = EjE [+@t , MtV-t - W-t I 4)) aowh (3.49) 
+ ii?, &%+I(*), -**, G-(-W, - vt I &))ij I 411 
For Mt = 0, the conditional expectation inside ( } is zero, and it follows that 
(3.47) holds. 
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