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Resumen
El objetivo general de esta l´ınea de investi-
gacio´n es estudiar en el contexto de un siste-
ma multi-agente (MAS), la problema´tica aso-
ciada con la especificacio´n e implementacio´n de
un agente inteligente deliberativo con la capa-
cidad de brindar apoyo a la toma de decisio-
nes. Es importante tener en cuenta que las ba-
ses de conocimientos que manejaran los agen-
tes podr´ıan variar en el tiempo y ser influen-
ciadas o afectadas por distintas fuerzas que go-
biernan el mundo real, e.g. la confiabilidad de
una determinada fuente de informacio´n. Uno
de los objetivos particulares es el disen˜o y la
realizacio´n computacional de una arquitectura
para un agente auto´nomo con la capacidad de
contribuir a la toma de decisiones en un en-
torno MAS colaborativo y dina´mico.
Palabras clave: Sistema Multi-agente, Agente In-
teligente Deliberativo, Toma de Decisiones
Contexto
El presente plan de trabajo esta´ estrecha-
mente relacionado con los siguientes proyec-
tos de investigacio´n que se desarrollan dentro
del a´mbito del Laboratorio de Investigacio´n y
Desarrollo en Inteligencia Artificial (LIDIA):
“Sistemas De Apoyo a la Decisio´n Ba-
sados en Argumentacio´n: formalizacio´n
y aplicaciones”. PIP-CONICET (PIP-
112-200801-02798). Director: Carlos Iva´n
Chesn˜evar. Per´ıodo 01/2009 - 12/2011.
CONICET.
“Formalismos Argumentativos aplicados a
Sistemas Inteligentes para Toma de Deci-
siones”. Co´digo: PGI 24/ZN18. Director:
A. J.Garc´ıa. Co-director: M.A. Falappa.
Acreditado con evaluacio´n externa para
el per´ıodo 01/2009 - 12/2011. Universidad
Nacional del Sur.
“Representacio´n de Conocimiento y Ra-
zonamiento Argumentativo: Herramientas
Inteligentes para la Web y las Bases de
Datos Federadas”. 24/N030, 01/01/11 –
31/12/2014..
Introduccio´n
Dentro de las Ciencias de la Computacio´n, el
problema de toma de decisiones ha sido abor-
dado mayormente desde el campo de investi-
gacio´n de la Inteligencia Artificial (IA) estu-
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diando el problema de razonamiento pra´ctico
que enfrenta un agente inteligente, i.e., deci-
dir que´ hacer. Recientemente, Amgoud y Prade
en [2] han distinguido dos tendencias principa-
les que esta´n influenciando actualmente la in-
vestigacio´n sobre este tema en Inteligencia Ar-
tificial. Estas son los sistemas basados en teor´ıa
de decisio´n cla´sica y los enfoques para la toma
de decisiones sobre la base de la arquitectu-
ra BDI (Beliefs-Desires-Intentions) que permi-
te disen˜ar e implementar un esquema de razo-
namiento pra´ctico.
Figura 1: Esquema de la Arquitectura BDI
ba´sica
El modelo de arquitectura BDI [8, 7, 9]
es uno de los ma´s utilizados como ba-
se para el desarrollo de agentes in-
teligentes, convirtie´ndose en uno de
los modelos ma´s difundido y estu-
diado de la literatura. En la actualidad,
el uso de sistemas informa´ticos basados en
conocimiento para ayudar a sus usuarios
(agentes humanos o agentes de software)
a resolver sobre que´ hacer esta´ creciendo
ra´pidamente. Este crecimiento es alentado
por desarrollos teo´rico-pra´cticos en los sis-
temas multi-agente y por la conectividad
que brinda la capacidad de acceso a grandes
repositorios de conocimiento, la creciente
capacidad de procesamiento para aprovechar
esos repositorios, y la portabilidad del equipo
computacional que los hace ubicuos, i.e., su
disponibilidad en todo lugar. Estos sistemas
son conocidos como sistemas de apoyo a la
decisio´n. Al enfrentar decisiones complejas
acerca de que´ hacer, la perfomance de un
agente responsable de actuar puede ser me-
jorada utilizando un sistema de soporte que
aconseje sobre las mejores opciones posibles.
Usualmente este apoyo resulta ma´s confiable
y u´til cuando es brindado por un agente que
posee conocimiento especializado del problema
en cuestio´n. Por otra parte, dado que el
contexto de la decisio´n es usualmente u´nico y
particular al agente, el apoyo ofrecido deber´ıa
satisfacer las siguientes caracter´ısticas:
Claridad: la recomendacio´n debe ser pre-
sentada en forma inteligible para el agente,
de manera que este pueda comprenderla
en su totalidad,
Fundamentacio´n: debe brindarse la infor-
macio´n ba´sica para la recomendacio´n y la
forma como a partir de ella se llega a ob-
tener la recomendacio´n, e
Interactividad: bajo demanda del agente,
debe ser posible realizar consultas sobre
los detalles referidos tanto a la recomen-
dacio´n como al proceso de elaboracio´n de
dicha recomendacio´n.
Se opta como hipo´tesis que los Sistemas
Argumentativos por sus caracter´ısticas u´nicas
pueden aportar de manera significativa al avan-
ce en la solucio´n para este problema. La ven-
taja estrate´gica de los formalismos argumen-
tativos es que por su propia definicio´n y cons-
truccio´n satisfacen en gran medida las tres ca-
racter´ısticas recomendables sen˜aladas con an-
terioridad: Claridad, Fundamentacio´n e Inter-
actividad. Un argumento aceptado representa
una explicacio´n clara de porque´ la conclusio´n
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que soporta es propuesta, y el proceso por el
cual el argumento es aceptado, brinda los com-
ponentes necesarios para que el agente que re-
cibe la recomendacio´n comprenda las razones
que avalan la recomendacio´n. En ese mismo
proceso se introduce tambie´n la posibilidad de
ana´lisis interactivo en el estudio de los argu-
mentos y contra-argumentos tenidos en cuenta.
Por otro lado, dentro de esta investigacio´n se
incorporo dos grandes variaciones: 1) el efecto
del tiempo en el momento del estudio de los ar-
gumentos, i.e., el modelado de la variacio´n de
la disponibilidad de argumentos en el tiempo y
2) el efecto de fuerzas que gobiernan el mundo
real, e.g. el grado de confiabilidad de los ar-
gumentos que conforman un determinado ra-
zonamientos. Estos dos aspectos aumentan de
una forma considerable la capacidad de repre-
sentacio´n del mundo real a la hora de modelar
los estados del mismo.
L´ıneas de Investigacio´n y
Desarrollo
La presente l´ınea de investigacio´n estu-
diara´ en el contexto de un sistema multi-agente
(MAS), la problema´tica asociada con la especi-
ficacio´n e implementacio´n de un agente inteli-
gente deliberativo con la capacidad de brindar
apoyo a la toma de decisiones. En particular
se disen˜ara´ e implementara´ una arquitectura
para un agente auto´nomo con la capacidad de
contribuir a la toma de decisiones en un en-
torno MAS colaborativo. El componente cog-
nitivo del agente, compuesto de un razonador
episte´mico (para establecer lo que el agente co-
noce) y de un razonador pra´ctico (para decidir
lo que el agente debe hacer), estara´ basado en
formalismos argumentativos apropiados.
Arquitectura BDI
Un agente con arquitectura BDI (Figura 1)
posee un conjunto B de creencias acerca de su
entorno, un conjunto D de deseos y un conjun-
to I de intenciones. La arquitectura BDI tiene
sus ra´ıces en el estudio del denominado Razo-
namiento Pra´ctico.
Dado un entorno particular que el agente tie-
ne la capacidad de percibir (flecha superior iz-
quierda en la Figura 1), este tipo de razona-
miento puede describirse como el proceso de
decidir que´ accio´n realizar para alcanzar las
metas (flecha inferior izquierda en la Figura
1). Involucra dos importantes procesos:
Deliberacio´n, i.e., decidir que´ metas se
quieren alcanzar, y
Razonamiento de medios-fines (means-
ends), i.e, decidir co´mo se alcanzara´n las
metas. La primera parte involucra el razo-
namiento episte´mico.
Las intenciones de un agente son un subcon-
junto de las alternativas que e´ste posee para
alcanzar sus metas. Una de las caracter´ısti-
cas ma´s importantes de las intenciones es su
rol motivador, i.e., provocan acciones. Una vez
adoptada una intencio´n, e´sta afectara´ el razo-
namiento pra´ctico que considere el futuro. Las
intenciones tienen la propiedad de persisten-
cia. Esto es, para que resulten u´tiles el agente
no debera´ abandonar una intencio´n, sino que
la mantendra´ hasta que la cumpla, o bien sea
evidente que no podra´ hacerlo, o bien las ra-
zones que tuvo para adoptarla dejaron de ser
va´lidas. Sus intenciones esta´n relacionadas con
sus creencias acerca del futuro.
Sistemas Argumentativos
En argumentacio´n es una proposicio´n es
aceptada o no de acuerdo a un ana´lisis de las
razones de las que se dispone para creer o no en
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la misma, donde estas razones o justificaciones
toman la forma de argumentos [3]. Adema´s, la
manera en que estos argumentos son conside-
rados permite la automatizacio´n de este tipo de
razonamiento. En los sistemas argumentativos
basados en reglas (SABR), existe un conjunto
de reglas de inferencia con las cuales, a par-
tir de cierta informacio´n (antecedente o con-
junto de premisas) se puede inferir de mane-
ra tentativa nueva informacio´n (consecuente).
En este tipo de sistemas, las reglas son alma-
cenadas en una base de conocimiento, junto a
otra informacio´n en forma de hechos o presu-
posiciones, que representan la evidencia que el
agente obtiene desu entorno. A partir de esta
evidencia, el agente puede usar las reglas de
inferencia para construir argumentos a favor o
en contra de una afirmacio´n. Una vez hecho
esto se evalu´an todos los argumentos construi-
dos, y se determina cua´les de ellos son acepta-
dos, buscando concluir si, a partir de la base de
conocimiento del agente, esta´ afirmacio´n pue-
de aceptarse o no. Estos formalismos son no-
mono´tonos dado que la introduccio´n de nue-
va informacio´n al sistema puede generar nue-
vos argumentos que resultan contradictorios
con algunos de los ya existentes. Como resul-
tados de esta investigacio´n se incorporo a los
SABR el tratamiento de reglas que esta´n acti-
vas en determinados intervalos de tiempo que
brinda la posibilidad de modelar conocimien-
tos que esta disponible solo en determinado
intervalos de tiempo aumentando as´ı la capa-
cidad de representacio´n del mundo real y mo-
delos mas simples de analizar. En general, en
la mayor´ıa de estos formalismos, argumentos y
contra-argumentos son comparados utilizando
un criterio de preferencia pre-determinado per-
mitiendo decidir si un ataque tiene e´xito. En el
u´ltimos an˜os, el campo de aplicacio´n de la ar-
gumentacio´n se ha expandido velozmente, en
gran parte debido a los avances teo´ricos, pero
tambie´n gracias a la demostracio´n exitosa de
su uso pra´ctico en un gran nu´mero de domi-
nios de aplicacio´n, tales como el razonamiento
legal [5], los sistemas multi-agentes [10],entre
muchos otros.
Agentes y Argumentacio´n
La argumentacio´n constituye un a´rea de es-
tudio de especial intere´s en el a´mbito de la In-
teligencia Artificial (ver por ejemplo [6]), prin-
cipalmente, porque permite razonar en entor-
nos sobre los que un agente puede solo acce-
der a la informacio´n de manera parcial o cuan-
do su capacidad de adquirirla es imprecisa.
Estas caracter´ısticas, junto con la capacidad
de tolerar la existencia de informacio´n contra-
dictoria en la base de conocimiento disponi-
ble para el agente, los hacen particularmen-
te apropiados para su utilizacio´n en la imple-
mentacio´n del componente cognitivo superior
de un agente auto´nomo [1]. Este tipo de ra-
zonamiento resulta as´ı particularmente atrac-
tivo para ser utilizado en la toma de decisio-
nes, adema´s como resultados de la l´ınea de
investigacio´n es posible realizar modelos en
los cuales la fuerza de un determinado razo-
namiento puede variar con el tiempo, e.g. la
confiabilidad de un determinado razonamien-
to asociado a la confiabilidad de las fuentes de
conocimiento que contiene el mismo.
Objetivos y Resultados
Esperados
En el LIDIA a trave´s de los an˜os se han lleva-
do a cabo diferentes proyectos sobre Sistemas
de Argumentacio´n, en particular investigacio-
nes dedicadas a desarrollar sistemas de argu-
mentacio´n masiva. Varias publicaciones propo-
niendo la creacio´n de mecanismos que pudie-
ran mejorar la complejidad computacional de
los sistemas de argumentacio´n basados en De-
feasible Logic Programing (DeLP) [4] fueron
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propuestas y publicadas en conferencias y re-
vistas internacionales. El objetivo de esta l´ınea
de investigacio´n consiste en el disen˜o y la reali-
zacio´n computacional de una arquitectura para
un agente auto´nomo con la capacidad de con-
tribuir a la toma de decisiones en un entorno
colaborativo y dina´mico. El componente cog-
nitivo de razonamiento episte´mico y el com-
ponente de razonamiento pra´ctico del agente
estara´n basados en un formalismo argumen-
tativo. Finalmente, utilizando la arquitectura
ba´sica BDI en el desarrollo de los sistemas de
apoyo a la decisio´n, se puede concebir una ar-
quitectura para un agente auto´nomo que sa-
tisfaga estas premisas. De este modo, es posible
que los diferentes componentes que integran la
arquitectura del agente utilicen razonamiento
basado en formalismos argumentativos.
Formacio´n de Recursos
Humanos
Actualmente el equipo de trabajo de esta
l´ınea de investigacio´n se encuentra compues-
to por un becario de posgrado que accedio´ a
una beca interna del CONICET y su director.
Por otra parte se vincula con un grupo de tra-
bajo sobre argumentacio´n y agentes inteligen-
tes compuesto por doctorandos e investigado-
res formados.
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