We give a deterministic O(hn 1+1/h )-time (2h)-approximation nonadaptive algorithm for 1-median selection in n-point metric spaces, where h ∈ Z + \ {1} is arbitrary. Our proof generalizes that of Chang [2] .
Indyk [5, 6] shows that metric 1-median has a Monte-Carlo O(n/ 2 )-time (1 + )-approximation algorithm for each > 0. In R D , where D ≥ 1, metric 1-median has a Monte-Carlo O(2 poly(1/ ) D)-time (1+ )-approximation algorithm for all > 0 [7] . Many other algorithms are known for k-median selection [1, 4, 7] . For example, Guha et al. [4] give a deterministic, O(n 1+ )-time, O(n )-space, 2 O(1/ ) -approximation and one-pass algorithm as well as a Monte-Carlo algorithm for k-median selection in metric spaces, where > 0.
We show that metric 1-median has a deterministic O(hn 1+1/h )-time (2h)-approximation nonadaptive algorithm for all h ∈ Z + \ {1}, generalizing the following theorems:
). Metric 1-median has a deterministic O(n 1.5 )-time 4-approximation nonadaptive algorithm.
When n is a perfect square and h = 2, our proof is equivalent to that of Theorem 1 [2] . Chang [3] shows that metric 1-median has no deterministic o(n 2 )-query (4 − Ω(1))-approximation algorithms (where an algorithm's query complexity is the number of distances that it inspects). So the approximation ratio of 4 in Theorem 1 cannot be improved to a smaller constant.
Our algorithm
Let ({0, 1, . . . , n − 1}, d) be a metric space, h ∈ Z + \ {1} and t = n 1/h . For all j ∈ {0, 1, . . . , n − 1}, denote the (unique) t-ary representation of j by
For all i, j ∈ {0, 1, . . . , n − 1},
By convention, empty sums vanish, e.g.,
1 The time complexity of O(hn 1+1/h ) is originally presented as O(n 1+1/h ) because h is independent of n. We include the O(h) factor, which is implicit in the original proof, for ease of comparison.
Lemma 3. For all i, j ∈ {0, 1, . . . , n − 1},
Proof. By equation (2) and the triangle inequality for d,
This and equation (1) complete the proof.
Lemma 4. For all α ∈ {0, 1, . . . , n − 1} with
we have
Proof. Let u be a uniformly random element of {0, 1, . . . , n − 1} and
breaking ties arbitrarily. It is easy to see that
By equation (2),
Finally,
where the inequality follows from the triangle inequality for d, and the second-tolast equality is true because u + h−1 =h−k s (j) · t mod n distributes uniformly at random over {0, 1, . . . , n − 1} for any j ∈ {0, 1, . . . , n − 1} and k ∈ {0, 1, . . . , h}.
Inequalities (5)-(6) imply inequality (4).
For a predicate P , let χ[ P ] = 1 if P is true and χ[ P ] = 0 otherwise. Define (s h−1 , s h−2 , . . . , s 0 ) ∈ {0, 1, . . . , t − 1} h to be the t-ary representation of n − 1. So h−1 r=0 s r · t r = n − 1. For i ∈ {0, 1, . . . , n − 1} and m ∈ {0, 1, . . . , h − 1},
Clearly,
Lemma 5. For all i ∈ {0, 1, . . . , n − 1},
Proof. As
By the existence and uniqueness of a t-ary representation of each j ∈ {0, 1, . . . , n− 1},
Equations (2) and (11)- (12) complete the proof.
Lemma 6. For all i ∈ {0, 1, . . . , n − 1} and m ∈ {1, 2, . . . , h − 1},
Proof. By equation (8),
for s m ∈ {0, 1, . . . , t − 1}. Furthermore,
Lemma 7. For all i ∈ {0, 1, . . . , n − 1} and m ∈ {1, 2, . . . , h − 1},
Proof. Observe the following for all s m , s m−1 , . . ., s 0 ∈ {0, 1, . . . , t − 1}: We have
equation ( 
By equation (7),
By equation (8),
Because each number in {0, 1, . . . , 
i ∈ {0, 1, . . . , h − 1}, the loop in lines 3-6 of find-median takes O(nt) time. By precomputing t i and i r=0 s r · t r for all i ∈ {0, 1, . . . , h − 1}, each iteration of the loop in lines 8-15 takes O(t) time.
