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Abstract
For two real m× n matrices X and Y, Y is said to majorize X if SY = X for some doubly
stochastic matrix S of order m. In this note, we prove that Y majorizes X if and only if Yv
majorizesXv for every real n-vector v, under the assumption that [X, e][Y, e]+ is nonnegative,
where e and [Y, e]+ denote the m-vector of ones and the Moore–Penrose generalized inverse
of [Y, e], respectively. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
For positive integers m and n, let Rm×n denote the set of all m× n real matrices.
The set Rm×1 is denoted by Rm for brevity. A real matrix A is called nonnegative,
written A  O , if all of its entries are nonnegative. A nonnegative square matrix is
called doubly stochastic if each of its row sums and column sums equals 1. The set of
all n× n doubly stochastic matrices is denoted by n. For a matrix A, let AT denote
the transpose of A as usual. For a = (a1, a2, . . . , an)T ∈ Rn, let (a[1], . . . , a[n]) de-
note the vector obtained from a by rearranging the components a1, . . . , an in nonin-
creasing order. For x = (x1, . . . , xn)T, y = (y1, . . . , yn)T ∈ Rn, y is said to majorize
x, written y  x, if
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k∑
i=1
y[i] 
k∑
i=1
x[i] (k = 1, . . . , n),
where the inequality is an equality for k = n [11].
A well-known classical theorem of Hardy et al. [7] states that, for x, y ∈ Rn,
y  x if and only if there is an S ∈ n such that Sy = x. In view of this theorem, the
notion of vector majorization is naturally extended to that of matrix majorization as
follows.
For X,Y ∈ Rm×n, Y is said to majorize X, written Y  X, if there exists an S ∈
n such that SY = X.
The notion of matrix majorization is referred to as the multivariate majorization
in [11]. While an enormous amount of research has appeared on the theory of vector
majorization (see [2–4,10,11] for example), some work has been done on matrix
majorization (see [5,6,11]). Note that, for X,Y ∈ Rm×n, if Y  X then YA  XA
for any A ∈ Rn×r and any r = 1, 2, . . . In [11], it is noted that the validity of a sort
of converse of the above statement, namely, if YA  XA for any projection matrix
A ∈ Rn×r (r = 1, . . . , n− 1), then Y  X, is not known. But, in fact, the pair of
matrices
Y =

6 24 4
2 6

 , X =

5 54 4
3 3


show that this statement is not true. For, in this example, A1 = [1, 0]T, A2 = [0, 1]T
are the only projection matrices, with which it readily follows that YAi  XAi (i =
1, 2). Suppose that there exists an S ∈ n such that SY = X. Then SY [1, 1]T =
X[1, 1]T so that S[8, 8, 8]T = [10, 8, 6]T implying that [8, 8, 8]T = [10, 8, 6]T, a
contradiction.
In 1983, Komiya [9] obtained a necessary and sufficient condition for two m× n
matrices X,Y with entries in some field K to satisfy that SY = X for some S ∈ G∗,
where G is a compact subgroup of GLn(K) and G∗ denotes the convex hull of G.
The following theorem is a restatement of some part of Komiya’s theorem in the case
that K = R, the real field and G = Pmtn, the multiplicative group of permutation
matrices of order n. For a square matrix A, let tr(A) denote the trace of A.
Theorem K [9]. For X,Y ∈ Rm×n, Y  X if and only if
max{tr(PYAT)|P ∈ Pmtn}  max{tr(PXAT)|P ∈ Pmtn}, (1)
for every A ∈ Rm×n.
Notice that condition (1) in Theorem K relies upon the whole set Rm×n. One
is here looking for a “linear condition” which relies on Rn for matrix majoriza-
tion Y  X to hold. If one allows “nonlinear conditions” (based on Rn), there is
a characterization of matrix majorization in terms of convex functions due to Kar-
lin and Rinott [8]. A discussion of this result and a generalization is found in [6].
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As a possible candidate of “linear condition”, one may ask whether the following
condition:
Yv  Xv for every v ∈ Rn (2)
is necessary and sufficient for X,Y ∈ Rm×n to satisfy Y  X.
Certainly condition (2) is necessary for Y  X. However it turns out that this is
not a sufficient condition even in the case that both X and Y are doubly stochastic
[12,13]. Nevertheless condition (2) can be a sufficient condition under certain as-
sumption on X and Y. In fact, Schreiber [14] proved that condition (2) implies that
Y  X in case that X,Y ∈ n and Y is nonsingular.
In this paper, we prove that (2) is a necessary and sufficient condition for X,Y ∈
Rm×n to satisfy Y  X under the assumption that
[X, e][Y, e]+  O, (3)
where, and in the sequel, e denotes the all 1’s vector and [Y, e]+ stands for the
Moore–Penrose generalized inverse of [Y, e]. Since [Y, e][Y, e]+ = Im, the identity
matrix of order m, if Y is m×m nonsingular, our result generalizes Schreiber’s result
(see Corollary 6).
2. Matrix majorization
For Y ∈ Rm×n, let Y+ denote the Moore–Penrose generalized inverse of Y, i.e.
the unique n×m matrix satisfying
[MP.1] YY+Y = Y ,
[MP.2] Y+YY+ = Y+,
[MP.3] (YY+)T = YY+,
[MP.4] (Y+Y )T = Y+Y .
If Y is square nonsingular, then clearly Y+ = Y−1. The following lemma is well
known.
Lemma 1. Let Y ∈ Rm×n. Suppose that rank(Y ) = r .
(a) If r = n, then Y+ = (Y TY )−1Y T.
(b) If r = m, then Y+ = Y T(YY T)−1.
(c) If Y = BC, where B ∈ Rm×r , C ∈ Rr×n, rank(B) = rank(C) = r, then Y+
= C+B+.
From Lemma 1, it follows that, for Y ∈ Rm×n, if rank(Y ) = n (resp. rank(Y ) =
m), then Y+ is a left (resp. right) inverse of Y, i.e. Y+Y = In (resp. YY+ = Im).
Notice also from [MP.1] that YY+v = v for every v in the column space of Y.
Lemma 2. Let X = [X1,X2], Y = [Y1, Y2] ∈ Rm×n, where X1, Y1 ∈ Rm×r , and
X2 = X1Z, Y2 = Y1Z for someZ ∈ Rr×(n−r). If rank(Y1) = r, thenXY+ = X1Y1+.
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Proof. Letting U = [Ir , Z] we have that X = X1U and Y = Y1U . Since Y+ =
U+Y+1 by Lemma 1 (c), and since U+ is a right inverse of U by Lemma 1 (b), we
have XY+ = X1UU+Y+1 = X1Y1+. 
Lemma 3. Let X,Y ∈ Rm×n and let P be a permutation matrix of order n. Then
(XP)(YP)+ = XY+.
Proof. By checking conditions [MP.1]–[MP.4], one sees that (YQ)+ = QTY+ holds
whenever Q is orthogonal. Therefore (XP)(YP)+ = XPP TY+ = XY+. 
In the sequel, for a matrix Y, let CS(Y ) denote the column space of Y. Now we
are ready to prove our main theorem.
Theorem 4. Let X,Y ∈ Rm×n be such that [X, e][Y, e]+  O . Then Y  X if and
only if Yv  Xv for every v ∈ Rn.
Proof. The “only if” part of the theorem is clear. We prove the “if” part.
Case 1: rank(Y ) = n. We divide this case into two subcases.
Subcase 1.1: e ∈ CS(Y ).
Since Y+ is a left inverse of Y, we have XY+Y = X. So, all we need to show in
this subcase is that XY+ ∈ m. By the assumption, we have YY+e  XY+e. Since
e ∈ CS(Y ) we have YY+e = e as noted after [MP. 1], which gives us that
XY+e = e (4)
because e is the only vector which is majorized by e.
For each j = 1, . . . , n, let ej denote the column j of the identity matrix In of order
n. Then, since Y ej  Xej , we have eTY ej = eTXej (j = 1, . . . , n), from which it
follows that eTY = eTX. Thus
eTXY+ = eTYY+ = (YY+e)T = eT. (5)
Since e ∈ CS(Y ), e = Y z for some z ∈ Rn. So, by the assumption we have e = Y z 
Xz, which gives us that e = Xz. Thus we get from Lemma 2, and the assumption in
the theorem that
XY+ = [X, e][Y, e]+  O. (6)
From (4)–(6), it follows that XY+ ∈ m in this subcase.
Subcase 1.2: e /∈ CS(Y ).
LetU = [X, e], V = [Y, e]. ThenU,V ∈ Rm×(n+1), rank(V ) = n+ 1, andV v 
Uv for every v ∈ Rn+1. Since e ∈ CS(V ) and since V z = e implies that Uz = e
for any z ∈ Rn+1, we have [U, e][V, e]+ = UV + = [X, e][Y, e]+  O . Now, by
subcase (1.1), we have V  U , from which it follows that Y  X.
Case 2: rank(Y ) = r < n.
Let P be a permutation matrix of order n. Consider the following conditions:
(i) Y  X,
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(i)′ YP  XP,
(ii) XY+  O,
(ii)′ (XP)(YP)+  O,
(iii) Yv  Xv, for every v ∈ Rm,
(iii)′ YPv  XPv, for every v ∈ Rm.
Since (i) and (i)′ are equivalent, (ii) and (ii)′ are equivalent and (iii) and (iii)′
are equivalent, we may assume without loss of generality that Y is partitioned as
Y = [Y1, Y2], where Y1 ∈ Rm×r and rank(Y1) = r . Partition X accordingly as X =
[X1,X2], where X1 ∈ Rm×r . It follows that Y1v  X1v for every v ∈ Rr .
Since CS(Y ) = CS(Y1), there exists a Z ∈ Rr×(n−r) such that Y2 = Y1Z, and
therefore YH = O , where
H =
[
Z
−In−r
]
.
For each j = 1, . . . , n− r , let hj denote the column j of H. Then since 0 =
Yhj  Xhj , it follows that Xhj = 0, (j = 1, . . . , n− r), because 0 is the only vec-
tor majorized by 0. Thus we have thatXH = O and hence thatX2 = X1Z. We show
that [X1, e][Y1, e]+  O .
If e /∈ CS(Y1), then we have rank[Y1, e] = r + 1 = rank[Y, e] and hence [X1,
e][Y1, e]+ = [X1, e,X2][Y1, e, Y2]+ by Lemma 2. Since [X1, e,X2][Y1, e, Y2]+ =
[X, e][Y, e]+ by Lemma 3, we see that [X1, e][Y1, e]+  O by the assumption of
the theorem.
If e ∈ CS(Y1), then rank[Y, e] = rank[Y1, e] = r = rank(Y1) and e = Y1v  X1v
so Y1v = e = X1v. We then get
[X1, e][Y1, e]+ = X1Y+1 =[X1,X1Z,X1v][Y − 1, Y1Z, Y1v]+
=[X, e][Y, e]+  O.
Thus we get Y1  X1 by Case 1.
Now let S ∈ !m be such that SY1 = X1. Then
SY = S[Y1, Y2] = SY1[Ir , Z] = X1[Ir , Z] = [X1,X2] = X,
and the proof is complete. 
Corollary 5. Let X,Y ∈ Rm×n. If [Y, e][Y, e]+  O and Yv  Xv for every v ∈
Rn, then Y  X.
Proof. Let U = [X, e], V = [Y, e]. By Theorem 4, all we need to show is that
UV+  O . We have V v  Uv for every v ∈ Rn+1. Thus, for each j = 1, . . . , n+
1, there exists an Aj ∈ m such that UV+ej = AjVV +ej . Since Aj  O,VV + 
O and ej  0, we haveUV +ej  0 for j = 1, . . . , n+ 1, from which it follows that
UV+  O . 
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For the matrix Y in Corollary 5, we see that e ∈ CS[Y, e] and hence that [Y, e][Y,
e]+e = e (see remark after [MP.1]). Since [Y, e][Y, e]+ is symmetric, we have also
that eT[Y, e][Y, e]+ = eT. Thus, we see that the condition [Y, e][Y, e]+  O is equiv-
alent to [Y, e][Y, e]+ ∈ m.
Note that for X,Y ∈ Rm×n, the condition [X, e][Y, e]+  O does not imply that
[Y, e][Y, e]+  O in general. For instance, if we let
X =


3
3
2
2
1
1


, Y =


5/2
5/2
2
2
3/2
3/2


,
then
[X, e][Y, e]+ = 1
24


1 1 4 4 7 7
1 1 4 4 7 7
4 4 4 4 4 4
4 4 4 4 4 4
7 7 4 4 1 1
7 7 4 4 1 1


 O.
But
[Y, e][Y, e]+ = 1
12


5 5 2 2 −1 −1
5 5 2 2 −1 −1
2 2 2 2 2 2
2 2 2 2 2 2
−1 −1 2 2 5 5
−1 −1 2 2 5 5


O.
Corollary 6. Let X,Y ∈ Rn×n. If Y is nonsingular and, if Yv  Xv for every v ∈
Rn, then Y  X.
Proof. For the matrix Y in the corollary, we have rank(Y ) = n, e ∈ CS(Y ) and
Y+ = Y−1. So by Lemma 2, we get
[Y, e][Y, e]+ = YY+ = YY−1 = In  O,
and the corollary follows from Corollary 5. 
Corollary 7 [14]. Let X,Y ∈ n. If Y is nonsingular and, if Yv  Xv for every
v ∈ Rn, then Y  X.
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